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Abstract
Generalized zero-shot learning (GZSL) tackles the problem of learning to classify instances
involving both seen classes and unseen ones. The key issue is how to effectively transfer the
model learned from seen classes to unseen classes. Existing works in GZSL usually assume that
some prior information about unseen classes are available. However, such an assumption is un-
realistic when new unseen classes appear dynamically. To this end, we propose a novel hetero-
geneous graph-based knowledge transfer method (HGKT) for GZSL, agnostic to unseen classes
and instances, by leveraging graph neural network. Specifically, a structured heterogeneous graph
is constructed with high-level representative nodes for seen classes, which are chosen through
Wasserstein barycenter in order to simultaneously capture inter-class and intra-class relationship.
The aggregation and embedding functions can be learned through graph neural network, which
can be used to compute the embeddings of unseen classes by transferring the knowledge from their
neighbors. Extensive experiments on public benchmark datasets show that our method achieves
state-of-the-art results.
1 Introduction
Zero-Shot Learning (ZSL) that can handle samples falling into unseen categories has recently received
intensive attention [23, 36, 33]. The key challenging problem of ZSL is how one can correctly classify
those instances from unseen classes which are absent during training? In general, the instances can
be described by some common high-level semantic information, for instance the pattern, color and
shape in Fig. 1. One viable approach to deal with the unseen classes is to transfer knowledge learned
from seen classes exploring those common semantic information mentioned above. Following this
approach, the success of ZSL in general depends on the following two factors: (1) how to capture
relationship between all seen and unseen classes? (2) how to transfer knowledge based on this
relationship?
Effective modeling of the relationship is of vital importance to knowledge transfer, which has
been intensively studied in literature. One typical way is to use the high-level semantic information
to bridge seen classes and unseen ones. The attribute vector for each class is usually called class
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prototype, It is one of the most widely used semantic information to construct the relationship. For
example, in prototypical network [28], the visual features are directly mapped into attribute space,
and the nearest class prototype is selected as its label. However, these approaches only introduce
the same semantic space to represent both seen and unseen classes without capturing relationship
explicitly. Another way is to construct relationship explicitly by using knowledge graph (KG) [16].
Nevertheless, unseen class information is required to construct the graph before training, hence the
model need to be retrained every time a new unseen class appears.
pattern
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Figure 1: The unseen class in training set (ze-
bra) and seen classes (tiger, panda and horse) can
be described by common semantic information (at-
tribute: pattern, color and shape).
In this paper, we propose a novel and ex-
plainable way to utilize the relationship be-
tween seen and unseen classes for ZSL. In par-
ticular, we address a more realistic scenario,
which involves the inference of both seen and
unseen classes at testing phase — generalized
zero-shot learning (GZSL). Furthermore, our
method is agnostic to both unseen images and
unseen semantic vectors during training phrase,
thus enjoying more flexibility in practice com-
pared with many previous methods [34, 16].
To this end, we construct a graph with het-
erogeneous structure to capture intra-class and
inter-class relationship simultaneously, each
node representing one instance. In order to capture intra-class relationship, we construct a com-
plete graph for all the instances in each class, which can force instances to be as close as possible
in embedding space. More importantly, more similar classes should be closer in embedding space,
thus we also need to construct inter-class relationship for transferring knowledge between classes.
However, there are many instances in each class, thus it is essential to select representative nodes to
represent the whole class. Inspired by Generative Adversarial Networks (GAN) [12], the instances
belonging to the same class are expected to be subject to the same distribution. As a result, the
normalized feature vector of each instance can be considered as a discrete vector sampled from this
common distribution. The Wasserstein metric [31] is a natural measure of probability distribution.
Thus the representative node of each class is selected as the one nearest to the barycenter, while the
distance is defined by the Wasserstein metric. All the seen classes are connected by linking these
representative nodes following kNN scheme. Based on the intra-class and inter-class connections, we
obtain the heterogeneous graph with two node types on the seen classes as shown on the left of Fig.
2.
Another important issue is to transfer knowledge based on the well-constructed heterogeneous
graph. We focus on transferring intra-class and inter-class knowledge simultaneously. Two problems
need to be solved, i.e., which embedding space to choose and how to technically transfer information
on the graph. Most existing models choose either the semantic space or an intermediate space
as embedding space, which usually lead to the so-called hubness problem [27], i.e., there always
exist some points which are ’universal’ neighbors or hubs for most of all other points. To alleviate
this problem, we use the output visual feature space as the embedding space. Moreover, the popular
graph neural network (GNN) is utilized to transfer knowledge rely on the heterogeneous graph, which
maintains the topology in embedding space. Especially, the aggregation and embedding functions
are calculated by using seen training data, further we can obtain the embedding expression of new
unseen classes by aggregating their neighbors. The general algorithm framework can be found in
Fig. 2.
To summarize, we propose an effective, practical and explainable GZSL algorithm with key
contributions as: 1) We capture inter-class and intra-class relationship jointly by constructing a
heterogeneous structured graph; 2) Instead of averaging instances directly, we utilize Wasserstein
2
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Figure 2: Pipeline of our approach. Left: each class corresponds to a complete graph and all complete
subgraphs are connected based on their representative nodes (solid circle). Middle: the embedding
vector of representative nodes are produced by both aggregation and embedding functions which
is agnostic to to unseen class. Right: connect the new unseen class with k-nearest seen classes in
visual feature space; select the nearest class by visual feature distance as the prediction for each test
sample.
metric to extract more representative node of each class; 3) Our approach is the novel inductive
GNN-based GZSL method that is agnostic to unseen information during training. Knowledge is
transferred from seen classes to new unseen classes based on the learned aggregation and embedding
functions.
2 Related Work
There has recently been intensive works on generalized zero-shot learning. Most works rely on side
information such as attributes to establish connection [11]. Based on these well-defined attributes,
traditional algorithms establish the bridge between visual features and class prototype. These ap-
proaches can be viewed from the perspective of embedding space and embedding model.
2.0.1 Embedding Space.
One of the most intuitive embedding space is the semantic space, i.e., mapping the feature space
directly into attributes space. The work [19] proposes Direct Attribute Prediction (DAP) and Indirect
Attribute Prediction (IAP) respectively, which both learn the mapping from visual feature space to
attribute space via support vector machine (SVM).
Another popular way is to map both features and attributes into an intermediate space. The
authors in [38] consider each source or target data sample as a mixture of seen class proportions, and
moreover it’s natural to map features and attributes into the simplex of seen classes by measuring
similarity. Many algorithms are devised following this direction, e.g., [26, 37].
Another line of research is to oppositely embed attributes into the visual feature space. The
work [27] demonstrates the existence of some ‘universal’ neighbors or hubs, which indicates that
kNN based methods would suffer from the hubness problem. The work [20] shows how to embed
attributes into the visual feature space inductively, which can mitigate both hubness problem.
2.0.2 Embedding Model.
From the perspective of embedding modeling, we can divide the algorithms into two categories, i.e.,
non-deep embedding and deep embedding. In [25], the canonical correlation analysis (CCA) [14] is
introduced to train the embedding which achieves significant improvement.
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Meanwhile, many models [10, 4, 20] construct deep neural networks to map visual feature space
to semantic space. They may not directly introduce CNN to learn the embedding, but extract visual
feature from original image through CNN. These well-trained deep features usually achieve significant
performance.
In particular, graph neural network [9] has recently received great attentions for their flexibility
on dealing with graph structures. Inspired by graph convolutional network, the work [34] introduces
GNN to transfer visual classifier of seen classes to unseen classes based on a given knowledge graph.
However, these methods need to know the correlation between seen and unseen classes which is hard
to obtain before training.
In this paper, we utilize the inter-class and intra-class relationship by constructing a heterogeneous
graph. Specifically, for each node we use the neighbor information to obtain the embedding result
through graph neural network, and then embed unseen class based on the trained embedding model.
Compared with previous work in [34], the correlation between all classes need not to be known in
advance in our approach which improves its practical utility. The proposed method is inductive. In
addition, we simultaneously use the visual features of images as the embedding space to alleviate the
hubness problem.
3 The Proposed Approach
The goal is to transfer information about the seen classes to unseen classes, and the main obstacle
is how to extract and deliver information properly. Our main work is to learn aggregation and
embedding functions exactly based on GNN. We also introduce some basic information of Wasserstein
barycenter and GNN. The proposed method to deal with zero-shot learning problems by utilizing
GNN will be detailed inductively as follows.
3.1 Preliminaries
3.1.1 Notations.
Given a training set Dtr = {(xi, yi, pi)}Ni=1, where xi ∈ Rn is the visual features of i-th image (here
we assume it is extracted by a pretrained network e.g. ResNet [15] which is also a common practice
in ZSL literature [36]), yi is the label of i-th image within seen class Ytr, i.e., yi ∈ {1, . . . , L}. For
each class corresponding to an attribute vector, pi ∈ Rd is the class prototype of the i-th image. The
goal is to learn a function using Dtr and then predict the label for test visual feature x within the
whole class dictionary Yt including both seen classes Ytr and unseen classes Yts, where Ytr∩Yts = ∅.
Moreover,
∑
k refers to the probability simplex with k bins, and for two matrices of the same size A
and B, 〈A,B〉 := trace(ATB) is the Frobenius dot-product. I refers to the identity matrix.
3.1.2 Wasserstein Metric.
Wasserstein metric can be an effective way to measure difference between probability distribution.
Given two probabilities a and b and the non-negative cost matrix C, we can define the 1-Wasserstein
distance between a and b as follows:
WC(a,b) : = min
P∈U(a,b)
〈P,C〉 , (3.1)
where P ∈ Rn×m is transport matrix, and Pij indicates how much mass has moved from position i
to position j. U(a,b) is the feasible region, which can be defined by:
U(a,b) :=
{
P ∈ Rn×m+ : P1m = a, PT1n = b
}
. (3.2)
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Algorithm 1 HGKT: Graph Construction G(V, E)
Input: The set of training data: {Dtr}; the regularization penalty parameters λ;
1: Classify the training data into L-parts, each part correspond to a class. For each class, connect
the node with each other completely;
2: Normalize these data into n-simplex space
∑
n and compute the Wasserstein barycenter through
(3.3) for each class to get the set of barycenters B;
3: For each class, take the node which is nearest to its barycenter as the representative node, get
the set S ;
4: For each representative node, select the k-nearest neighbors in S as its neighbors which are
connected to the representative node;
5: return Adjacency list G(V, E);
A basic problem in machine learning is to compute the ‘mean’ or ‘barycenter’ of several data
points. Based on the above Wasserstein distance, it is natural to introduce the Wasserstein barycenter
[1]. Given parameter λ and input histogram {bs}Ss=1, where bs ∈
∑
n, a Wasserstein barycenter is
computed by minimizing
WB(λ, {bs}) = arg min
a∈∑n
S∑
s=1
λsWC(a,bs), (3.3)
based on the specified cost matrix C ∈ Rn×n.
3.1.3 Graph Neural Network.
We modify GraphSAGE [13] to solve our problem. The main idea of GraphSAGE is to learn an ag-
gregation function to collect the information of the node’s local neighbors, and learns the embedding
function based on the neighbor information. By denoting the learning procedure as function g, the
main goal is to minimize the following empirical risk:
min
g∈G
1
M
M∑
m=1
` (ym, g (xm)) , (3.4)
where ` usually denotes the softmax loss function, which measures the loss incurred from prediction
g(x) to the true label y. During testing time, the labels of other N -M instances are predicted by the
obtained function g.
3.2 Heterogeneous Graph Embedding for ZSL
3.2.1 Graph Construction.
Inspired by the semi-supervised learning of GraphSAGE, we treat each instance as a node in the
graph. For the instances that belong to the same class, they will be connected with each other. As
a result, we can obtain L complete subgraphs. Then the connections between these subgraphs are
established.
Now we show our technique for how to select the representative nodes for each class. The node
closest to the following obtained Wassersterin barycenter can be an effective means of representing
the corresponding class. Specifically for class `, given input visual feature probabilities {xk}K`k=1, and
penalty weights λ` ∈∑K` , the Wasserstein barycenter x` is computed by WB(λ`, {xk}).
The representative node s` for each class can be selected the closest one to the Wasserstein
barycenter for each class `:
s` = arg min
xi
{LC(x`, xi) ∣∣ yi = `} . (3.5)
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Algorithm 2 HGKT: Training Procedure
Input: Graph G(V, E); Input seen class attributes {pv}, ∀v ∈ V; Initialization {W1,W2};
1: h0v ← pv,∀v ∈ V;
2: for k = 1,2 do
3: for each v ∈ V do
4: hkN (v) ← Mean({hk−1u , ∀u ∈ N (v)})
5: hkv ← Relu(Wk · CONCAT(hk−1v , µhkN (v)) + b)
6: end for
7: end for
8: zv ← zv ∪ h2v, ∀v ∈ representative nodes
9: return Vector representations {zv};
The chosen representative nodes are connected by kNN, thus the whole neighbors of each represen-
tative node s` can be uniformly denoted as
N (s`) = N`(s`) ∪Nr(s`), (3.6)
where N` denotes the neighbors within each class `, and Nr denotes the neighbors chosen by using
kNN in representative node set. Finally a heterogeneous graph is built, the detailed procedure of
graph construction is described in Alg. 1.
3.2.2 Training Procedure.
After constructing the heterogeneous graph on training data, we further employ a two-layer GNN
scheme for the training procedure. The i-th node has an attribute vector pi and visual feature xi.
The attribute vector is used as the initial embedding value for each node v. Then under the well-
established structured graph, the unified neighbor embedding vector of each node v can be obtained
by averaging its neighbors’ embedding vectors i.e.,
hN (v) ← Mean({hu,∀u ∈ N (v)}), (3.7)
where hN (v) denotes the unified neighbor embedding vector of node v, hu denotes the embedding of
node u.
After aggregation, the unified neighbor embedding vector is concatenated with the original em-
bedding vector of node v, followed by the embedding procedure:
hv ← δ(W · CONCAT(hv, µhN (v)) + b), (3.8)
where hv denotes the embedding vector of node v, δ denotes the activation function, W denotes
the neural network parameters and b denotes the bias. Moreover, a regularization parameter µ
is introduced to balance the importance between unified neighbor embedding vector and original
embedding vector. We aim to minimize the distance between the embedding vector and visual
feature vector as follows:
loss :=
1
|Dtr|
|Dtr|∑
i=1
‖h(yi)− xi‖2 + ξ‖W‖2, (3.9)
where ξ denotes the regularization parameter. During training, we can use seen class instances to
estimate the parameters. The training procedure is depicted in Alg. 2.
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Algorithm 3 HGKT: Testing Procedure
Input: Graph G(V, E); All seen class embedding {zv}; Input unseen class attributes {p˜u}; test visual
feature xt;
1: Compute the k-nearest seen classes for each unseen class and converge them into N (p˜u);
2: Get the embedding result {z˜u} by using GNN;
3: For the test visual feature xt, choose the nearest embedding’s label within {zv}∪{z˜u} as prediction
yt;
4: return predict result yt
3.2.3 Testing Procedure.
For seen classes, the embedding vectors have been computed in the train phase. As for new unseen
classes, we need to calculate and select k nearest seen classes as its neighbors, while their embedding
vectors can be aggregated directly through the graph and the constructed GNN model. GNN is
employed to maintain the topology between classes, as result the relative location of the unseen class
can be determined by its neighbor classes. Finally, the visual feature of test samples (could from
both seen and unseen classes) are compared with all seen and unseen class embedding vectors, and
select the nearest one as its prediction. The detailed procedure of testing is shown in Alg. 3.
4 Experiments
4.1 Protocols
4.1.1 Datasets.
We select five public benchmark datasets for evaluation, i.e., SUN [24], CUB [32], AwA1 [19], AwA2
[36] and aPY [8]. The detailed setting of the datasets are summarized in Table 2.
4.1.2 Setting.
The same deep features extracted from ResNet-101 [15] and the same attributes presented in [36]
are employed in this experiment. The code is implemented in Python and the network is built by
Pytorch. The dimension of intermediate layers of our two-layer GNN for five benchmarks are all set
to be 1600. The activation layer uses the leakyRelu function with slope of 0.2, and Adam optimizer
[17] with a learning rate 1e−4 and a weight decay of 0.001 is adopted for training. The regularization
parameter µ are selected in {0.01, 0.1, 0.5, 1} by validation set. For simplicity, we set the number
of neighbors for constructing graph equals to the number of neighbors for unseen classes, and then
select k in {1, 2, 5, 10, 50}. In experiments, the value k = 2 comes up as the best setting.
Moreover, for fairness, we employ the proposed splits (PS) [36] to evaluate the average-class top-1
accuracy on unseen classes Yts and seen classes Ytr. In addition the harmonic mean H of training
and test accuracies is used to measure the comprehensive performance of different methods, for both
seen and unseen data.
H =
2 ∗ accYtr ∗ accYts
accYtr + accYts
. (4.1)
4.1.3 Competing Methods.
State-of-the-art methods are selected to compare with our method. Note that [6] and [39] are both
agnostic to unseen data, being similar to our approach. However, they use original images instead of
extracted features proposed in [36] for model training, the experimental setup of these two algorithms
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Table 1: Comparison of GZSL methods on public datasets. Measuring ts = Top-1 Accuracy on Yts,
tr = Top-1 Accuracy on Ytr, H = Harmonic Mean. The result of the compared methods are taken
from [36, 20, 4]. Best results are marked in bold.
Dataset SUN CUB AwA1 AwA2 aPY
Method ts tr H ts tr H ts tr H ts tr H ts tr H
DAP [19] 4.2 25.1 7.2 1.7 67.9 3.3 0.0 88.7 0.0 0.0 84.7 0.0 4.8 78.3 9.0
IAP [19] 1.0 37.8 1.8 0.2 72.8 0.4 2.1 78.2 4.1 0.9 87.6 1.8 5.7 65.6 10.4
CONSE [22] 6.8 39.9 11.6 1.6 72.2 3.1 0.4 88.6 0.8 0.5 90.6 1.0 0.0 91.2 0.0
CMT [29] 8.1 21.8 11.8 7.2 49.8 12.6 0.9 87.6 1.8 0.5 90.0 1.0 1.4 85.2 2.8
CMT* [29] 8.7 28.0 13.3 4.7 60.1 8.7 8.4 86.9 15.3 8.7 89.0 15.9 10.9 74.2 19.0
SSE [38] 2.1 36.4 4.0 8.5 46.9 14.4 7.0 80.5 12.9 8.1 82.5 14.8 0.2 78.9 0.4
LATEM[35] 14.7 28.8 19.5 15.2 57.3 24.0 7.3 71.7 13.3 11.5 77.3 20.0 0.1 73.0 0.2
ALE [2] 21.8 33.1 26.3 23.7 62.8 34.4 16.8 76.1 27.5 14.0 81.8 23.9 4.6 73.7 8.7
DEVISE [10] 16.9 27.4 20.9 23.8 53.0 32.8 13.4 68.7 22.4 17.1 74.7 27.8 4.9 76.9 9.2
SJE [3] 14.7 30.5 19.8 23.5 59.2 33.6 11.3 74.6 19.6 8.0 73.9 14.4 3.7 55.7 6.9
ESZSL [26] 11.0 27.9 15.8 12.6 63.8 21.0 6.6 75.6 12.1 5.9 77.8 11.0 2.4 70.1 4.6
SYNC [5] 7.9 43.4 13.4 11.5 70.9 19.8 8.9 87.3 16.2 10.0 90.5 18.0 7.4 66.3 13.3
SAE [18] 8.8 18.0 11.8 7.8 54.0 13.6 1.8 77.1 3.5 1.1 82.2 2.2 0.4 80.9 0.9
GFZSL [30] 0.0 39.6 0.0 0.0 45.7 0.0 1.8 80.3 3.5 2.5 80.1 4.8 0.0 83.3 0.0
DEM [20] 20.5 34.3 25.6 19.6 57.9 29.2 32.8 84.7 47.3 30.5 86.4 45.1 11.1 75.1 19.4
PSRZSL [4] 20.8 37.2 26.7 24.6 54.3 33.9 - - - 20.7 73.8 32.3 13.5 51.4 21.4
HGKT (Ours) 22.3 36.5 27.7 25.2 56.9 34.9 39.4 83.5 53.6 37.9 86.5 52.7 18.3 79.0 29.7
Table 2: Benchmark datasets. Ytr and Yts represent the seen class and the unseen class respectively.
Class Number Number of Images
Training Set Test Set
Dataset Attribute Ytr Yts Ytr Yts Ytr Yts
SUN 102 645 72 10320 0 2580 1440
CUB 312 150 50 7057 0 1764 2967
AwA1 85 40 10 19832 0 4958 5685
AwA2 85 40 10 23527 0 5882 7913
aPY 64 20 12 5932 0 1483 7924
is different from ours. Moreover, the method in [39] need to decompose an image into visual parts,
but images in some datasets like SUN cannot be easily decomposed as they are often compact and
consistent across different scenes. Thus in the corresponding experiment, we do not take these two
methods into account.
4.2 Results and Discussion
4.2.1 Overall Comparison with Peer Methods
We first make a comparison with state-of-the-arts for conventional ZSL which only consider unseen
classes at test time. The results are listed in Table 3. Compared to the baseline DEM, our proposed
method outperforms in all benchmark datasets. Moreover, we achieve the state-of-the-art in SUN,
AwA1, AwA2, aPY datasets. In particular, our result is further improved to 68.9% in AwA2 dataset,
which is 5.1% higher that the best result reported so far. Despite we obtain 54.2% on CUB dataset
which is sightly less than PSRZSL, our approach HGKT performs much better on the generalized
zero-shot setting, as illustrated next.
For GZSL, the evaluation results are listed in Table 1. Note that our approach obtains the highest
top-1 accuracy of H and unseen classes on all datasets. For AwA1, AwA2 and aPY datasets, our
method improves the top-1 accuracy by a high margin. Especially, compared to the key baseline
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Table 3: Average per-class accuracy for conventional ZSL.
Method SUN CUB AwA1 AwA2 aPY
DAP [19] 39.9 40.0 44.1 46.1 33.8
IAP [19] 19.4 24.0 35.9 35.9 36.6
CONSE [22] 38.8 34.3 45.6 44.5 26.9
CMT [29] 39.9 34.6 39.5 37.9 28.0
SSE [38] 51.5 43.9 60.1 61.0 34.0
LATEM [35] 55.3 49.3 55.1 55.8 35.2
ALE [2] 58.1 54.9 59.9 62.5 39.7
DEVISE [10] 56.5 52.0 54.2 59.7 39.8
SJE [3] 53.7 53.9 65.6 61.9 32.9
ESZSL [26] 54.5 53.9 58.2 58.6 38.3
SYNC [5] 56.3 55.6 54.0 46.6 23.9
SAE [18] 40.3 33.3 53.0 54.1 8.3
GFZSL [30] 60.6 49.3 68.3 63.8 38.4
DEM [20] 61.9 50.1 64.2 61.9 34.5
PSRZSL [4] 61.4 56.0 - 63.8 38.4
HGKT (ours) 62.1 54.2 69.1 68.9 41.5
SUN CUB AwA1 AwA2 aPY
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Figure 3: Harmonic mean of three node selecting methods.
DEM method, our method gains 10.3%, 6.3% and 7.6% improvement on aPY, AwA1 and AwA2
datasets respectively. Compared to the state-of-art approach PSRZSL [4], which relies on using
semantic relations to learn the embedding, our algorithm can improve prominently 20.4% on AwA2
datasets. It can be seen that our method improves the accuracy of unseen classes notably, which
usually dominates the harmonic mean H. Moreover, we also count Table 1 about seen classes, unseen
classes and H in Fig. 7, which further illustrates the effectiveness of our approach.
In fact, existing algorithms like DAP, CONSE and SYNC often achieve competitive results on
seen classes, while poorly on unseen classes. These methods almost only consider seen classes like the
one for traditional image classification, but the most important problem in ZSL is how to generalize
seen classes to unseen classes, so these methods have limitations in this regard.
To illustrate the effectiveness of our method, we use the dataset AwA2 to visualize (by t-SNE
[21]) the embedding for unseen classes. As shown in Fig. 4, visual features of each unseen class are
well separated from each other. We use black circles to indicate the embedding of unseen classes,
and it is obvious that our approach embeds 80% unseen classes into their own clusters. In contrast,
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Figure 4: T-SNE visualization of the distribution of the ten unseen classes on AwA2. Black dots
denote the embedding vectors for unseen classes obtained by different methods. Left: embedding
vectors by our method; right: by the baseline DEM.
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Red Feet Shaggy Crest Black-and-white Tail Long Tail Black Feet Black Face Red Eyes
Figure 5: Representative images selected by Wasserstein barycenter (top) and Euclidean barycenter
(bottom) on CUB dataset.
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Figure 6: Testing accuracy against number of iterations on the tested five public datasets.
the baseline DEM embed much fewer. DEM has difficulty in distinguishing the embedding between
adjacent unseen classes, and as a result these embedding will gather together. By contrast, our
algorithm can utilize neighbors to pull the embedding in different directions and separate them.
4.2.2 Effectiveness of intra-class relationship.
The aim of this study is to determine the effect of constructing complete-graph. On the left of Table
4, we find that without constructing complete-graph for each class, the results are lower than ones
that do it. This indicates that construct intra-class relationship can improve result.
4.2.3 Effectiveness of inter-class relationship.
We also evaluate our algorithm without constructing inter-class relationship. On the right of Table
4, we observe that constructing inter-class relationship outperforms the ‘none” by a large margin. In
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Table 4: Effect of intra-class and inter-class relationship on five benchmarks, CG refer to the complete
graph.
Dataset Intra-class ts tr H Inter-class ts tr H
SUN
None 22.2 33.4 26.7 None 21.5 32.5 25.9
CG 22.3 36.5 27.7 kNN 22.3 36.5 27.7
CUB
None 24.4 56.7 34.1 None 23.0 56.6 32.7
CG 25.2 56.9 34.9 kNN 25.2 56.9 34.9
AwA1
None 34.9 82.6 49.1 None 32.6 84.0 46.9
CG 39.4 83.5 53.6 kNN 39.4 83.5 53.6
AwA2
None 36.1 85.5 50.7 None 25.7 86.5 39.6
CG 37.9 86.5 52.7 kNN 37.9 86.5 52.7
aPY
None 14.3 56.7 22.8 None 13.1 76.3 22.4
CG 18.3 79.0 29.7 kNN 18.3 79.0 29.7
Rank
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
HGKT [3.00] 10 1 2 1 1
DEM [4.87] 4 2 2 3 1 1 2
PSRZSL [5.92] 4 4 1 1 2
ALE [6.27] 2 3 1 2 1 3 2 1
SYNC [6.60] 1 1 2 1 2 2 2 3 1 1
DEVISE [7.67] 1 4 3 2 1 2 1 1
CMT*  [8.13] 3 1 3 2 3 1 2
SJE [9.00] 1 3 2 1 5 1 2
LATEM [9.80] 3 3 2 1 1 1 1 3
ESZSL [10.20] 1 4 2 4 4
CONSE [10.67] 2 3 2 5 3
SSE [10.67] 1 1 1 5 2 2 2 1
IAP [10.73] 1 1 1 2 1 2 2 1 4
CMT [11.13] 1 2 2 4 2 3 1
DAP [11.53] 1 1 1 3 4 1 2 2
SAE [11.53] 1 1 1 4 2 5 1
GFZSL [12.93] 1 1 5 7
Figure 7: Statistic about the value of ts, tr and H in Table 1. Element (i, j) indicates number of
times model i ranks at jth over all 5× 3 columns. Models are ordered by their mean rank (displayed
in brackets).
particular, for AwA2 dataset, the accuracy increases from 39.6% to 52.7%. These results show that
our model can transfer knowledge from seen classes efficiently.
4.2.4 Effectiveness of Wasserstein metric.
We perform ablation study to the efficiency of different node selection methods in our approach.
Besides the Wasserstein barycenter, we can also select representative nodes by Euclidean barycenter
(averaging directly) and random number. As shown in Fig. 3, the Wasserstein barycenter out-
performs the others. It is obvious that selecting representative nodes randomly usually causes a
significant drop in accuracy, for the reason that the resulting representative node is more likely to
fall into the overlap, thus it is prone to classify images into wrong class by using kNN during testing.
Moreover, by visualizing these representative nodes selected by different techniques in Fig. 5, we can
find that intuitively the nodes selected by Wasserstein distance have more distinctive features.
Convergence and Scalability. The accuracy on the test set against the number of iterations for
the five benchmark datasets is shown in Fig. 6. It is also noteworthy that our approach can quickly
converge to the final results on all datasets. In addition, in order to address the scalability issues, we
uniformly sample a fixed-set of neighbors S, instead of using full neighborhood sets during training.
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In addition, because the depth of our algorithm is 2, thus the per-batch time complexity is fixed at
O(S2). In experiments, we set S equals to 50.
Moreover, due to the large amount of data, we choose Sinkhorn distance [7] to compute an
approximate Wasserstein barycenter, which also possess the scalability problem. Specifically, the
penalty weight for each instance is set to be same, the cost matrix C is set to be Cij = ‖i− j‖22 and
the parameter  in Sinkhorn is set to be 1e−5, while guarantees estimated good enough results.
5 Conclusion
We have presented a heterogeneous graph-based model for GZSL. Unlike most existing algorithms,
our method is agnostic to test data during training, which makes our approach can adapt to the
dynamic scenarios effectively. We construct a meaningful structured graph to represent the relation
among the data. Instead of Euclidean space, our experiments show that constructing graph in
Wasserstein space can achieve better results. Further the graph neural network can be employed
to train our model on the well-constructed graph. Extensive experimental results show that more
explainable embedding can be obtained for unseen classes which leads to higher top-1 accuracy
compared to peer methods.
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