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Systems which rapidly evolve through symmetry-breaking transitions on timescales comparable
to the fluctuation timescale of the single-particle excitations may behave very differently than under
controlled near-ergodic conditions. A real-time investigation with high temporal resolution may
reveal new insights into the ordering through the transition that are not available in static exper-
iments. We present an investigation of the system trajectory through a normal-to-superconductor
transition in a prototype high-temperature superconducting cuprate in which such a situation oc-
curs. Using a multiple pulse femtosecond spectroscopy technique we measure the system trajectory
and time-evolution of the single-particle excitations through the transition in La1.9Sr0.1CuO4 and
compare the data to a simulation based on time-dependent Ginzburg-Landau theory, using laser
excitation fluence as an adjustable parameter controlling the quench conditions in both experiment
and theory. The comparison reveals the presence of significant superconducting fluctuations which
precede the transition on short timescales. By including superconducting fluctuations as a seed for
the growth of superconducting order we can obtain a satisfactory agreement of the theory with the
experiment. Remarkably, the pseudogap excitations apparently play no role in this process.
The study of the time evolution of complex systems
through symmetry breaking transitions (SBT) is of great
fundamental interest in different areas of physics[1–3].
An SBT of particular general interest is the normal-to-
superconducting (N → S) state transition in which a
Lorentz non-invariant system breaks gauge invariance.[4]
By studying the N → S transition in time-evolving sys-
tems, rather than by slowly varying the temperature
through the transition, one can in principle gain new in-
formation on the dynamical behavior of elementary exci-
tations which lead to the formation of a superconducting
condensate and the collective ordering behavior, leading
to new insights into non-ergodic phenomena of collec-
tively ordered systems as well as the mechanism of super-
conductivity. Particularly, ergodicity breaking in rapidly
evolving systems leads to the appearance of topological
defects (vortices).
The description of the dynamical behavior of the
gauge non-invariant systems is given in the time-
dependent Ginzburg-Landau theory (TDGL theory). It
has been first applied to the problem of non-equilibrium
phase transitions by Kibble and Zurek who considered
the appearance of topological defects throughout the
transition.[5, 6] The Kibble-Zurek description has been
indirectly confirmed to be correct by static experiments
in which trapped vortices were studied.[7, 8] In this
paper, beyond previous static studies, we study real-
time evolution of the superconducting order in the non-
equilibrium phase transition. We investigate the appli-
cability of TDGL theory to the phase transition problem
and provide a minimal formulation sufficient to describe
the data.
The paper is organized in the following way: we
first introduce the problem of a non-homogeneous non-
equilibrium phase transition, then present the three-pulse
technique we employed and describe acquired data. In
the second half of the paper we present the numerical
simulations of the S → N and N → S transitions with
TDGL theory, using different formulation of the problem.
Laser induced nonequilibrium phase transition
An experimental realization of nonequilibrium condi-
tions requires the inverse of the cooling rate - the quench
time τq, to be comparable to the intrinsic collective sys-
tem relaxation time τGL = pi~/8k(T−Tc)' 10−13−10−12
s.[3, 9–11] So far the quench was physically limited to the
ns timescale by heat diffusion processes or the duration
of the optical pulse used for driving the transition.[8]
With femtosecond optical spectroscopy, nonequilib-
rium regime of the phase transition as well as measure-
ments of the critical region in real time on the timescale
of τGL become accessible. By properly adjusting pulse
energy the limitations on the quench time set by heat dif-
fusion processes can be overcome: for moderate fluences
the electronic subsystem gets highly perturbed [12–14]
while the lattice remains only weakly excited. In this
case the cooling rate is defined by the energy exchange
between electronic and lattice subsystems, which typi-
cally occurs on the sub-ps timescale[15], which is much
faster than heat diffusion.
Optical experiments are intrinsically inhomogeneous
due to finite light penetration depth λp. This affects
not only the data analysis but also the physics of the
transition. Due to the exponential depth-distribution of
absorbed energy the superconducting condensate is de-
stroyed only up to a certain depth. This results in a
sharp boundary between the N and S states. After the
quench the boundary propagates towards the surface and
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2is expected to reach it on a timescale τψ ∼ λp/vψ ∼
λpτGL/ξ⊥ ∼ 103 τGL, where vψ is the velocity of the
S/N boundary[16] and ξ⊥ is the out-of-plane S coher-
ence length. Though the boundary propagation is rela-
tively slow, compared to τGL, the physics of the transition
depends on how it relates to the propagation of the tem-
perature front, which is defined by the quench conditions.
Two regimes are possible: the temperature front propa-
gation velocity vT can be either larger (rapid quench)
or smaller (slow quench) than the characteristic critical
value vcrit ≈ vψ 4
√
τGL/τq ∼ 105 cm/s .[5] In the rapid
quench limit when vT > vcrit, the normal region between
the temperature front and S/N boundary is supercooled
and the order parameter grows from fluctuations. In this
case one can expect vortex formation according to the
Kibble-Zurek (KZ) mechanism. In the slow quench limit
(vT < vcrit) the condensate forms instantaneously in the
wake of the temperature front so that the phase of the
order parameter is defined by the bulk value and vortex
formation becomes suppressed[5, 17].
As we shall see, both cases are accessible in our experi-
ments via variable laser fluence: At low fluences, only the
electrons are heated above Tc. They cool rapidly through
Tc, so the quench rate γq = (dT/dt) /Tc is fast[15]. With
large fluences, the lattice is heated above Tc. It’s cool-
ing is defined by the heat diffusion so the quench rate is
much slower.
Experimental results
To measure the trajectory of the system through the
N → S transition, we use a 3 pulse technique shown
schematically in Fig. 1 b). (See also Supplementary
Information). The first, destruction (D) laser pulse
strongly perturbs electronic subsystem initiating S → N
transition on the timescale of ∼ 0.8 ps.[12] The recov-
ery of the S state in the ensuing N → S transition is
measured by means of the pump-probe (P-pr) transient
reflectivity ∆R(∆tP−pr)/R measurements. The pump-
probe response is recorded at a set of delays ∆tD−P be-
tween D and P pulses[18]. For each value of the ∆tD−P
delay the amplitude of the response A = (∆R/R)max is
extracted, and, when plotted as a function of ∆tD−P, is a
measure of the trajectory of the system. It is then com-
pared to the modeled behavior of the order parameter
ψ(t) using an appropriate response function (See Supple-
ment for a rigorous discussion).
We present measurements on a La1.9Sr0.1CuO4
(LSCO) single crystal as a prototype single-layer cuprate
well studied by means of pump-probe technique.[12, 19]
The intermediate value of the Tc = 28 K is relatively
high so that systematic with fluence experiments can
be conducted, and simultaneously it is low enough so
that the theoretical estimate of τGL ≈ 100 fs is longer
than our resolution (30 fs). The laser fluence required
Figure 1. a) The system trajectory (depicted by the silver
ball) in a temporally evolving potential. In the rapid quench
scenario (A), the potential changes faster than the system
can follow. The opposite is true in the slow quench scenario
(B). b) A schematic diagram of the pulse sequence. The time
delays ∆tD−P,∆tD−pr and ∆tP−pr refer to delays between
the D, P and pr pulses depicted in blue, red and green re-
spectively. The S/N phase boundary moves with velocity vψ
towards the surface. Vortices are created in the wake of the
temperature front whose position is given by T (r, t) = Tc.
to destroy superconducting state on the surface (pho-
todestruction threshold) has been previously determined
to be FT = 4.2±1.7 µJ/cm2.[12] In the presented ex-
periment we vary the D-pulse fluence from FT up to 34
µJ/cm2.
A representative dataset obtained in a three-pulse ex-
periment is shown in Fig. 2a). It depicts the transient
reflectivity ∆R(∆tP−pr)/R traces for different ∆tD−P de-
lays during the system recovery measured at 4K with D
pulse fluence FD = 12 µJ/cm2. Two distinct and eas-
ily identifiable contributions are observed: a pseudogap
(PG) response (∆R/R)PG which peaks around 0.2 ps,
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Figure 2. a) The transient reflectivity ∆R/R for
La1.9Sr0.1CuO4 at 4 K as a function of ∆tP−pr, for differ-
ent ∆tD−P. The D pulse fluence is FD = 12 µJ/cm2, which
is approximately three times above the destruction threshold
(FT ' 4µJ/cm2)[12]. The red line indicates the pseudogap
signal measured above Tc. b) Black squares - the amplitude
of the superconducting component AS extracted from a) after
subtraction of the PG. The blue squares are 1/τQP as a func-
tion of ∆tD−P. The recovery of the system is schematically
divided into phase transition region (blue background) where
order parameter is not thermal, and into the thermal diffusion
(orange background) where the transition is effectively over
and order parameter is defined solely by the temperature.
and the quasiparticle (QP) recombination across the su-
perconducting gap, i.e. the superconducting response
(∆R/R)S which peaks near 2 ps, extending to tens of
ps.[19, 20] We clearly observe that (∆R/R)S gradually
increases with increasing delay ∆tD−P indicating the re-
covery of the S state, while (∆R/R)PG remains intact by
the destruction pulse and does not show any change with
∆tD−P.
(∆R/R)PG is known to be independent of T at temper-
atures below 100 K in this material.[19] We are interested
in the superconducting order, so for further analysis we
subtract it from the data [21] and plot the amplitude of
the remaining superconducting response AS as a function
of ∆tD−P in Fig. 2 b) (shown in black circles).
From the exponential fits of the initial decay of
(∆R/R)S(∆tP−pr) we obtain the QP relaxation time τQP
as a function of ∆tD−P plotted in Fig 2 b).[22] We ob-
serve that 1/τQP shows a similar to AS time-evolution.
If we assume that 1/τQP ∝ ∆S, where ∆S is the super-
conducting gap[23, 24], the observed dependence of τQP
on ∆tD−P is consistent with opening of the S gap for
∆tD−P ∼ 0. The two variables AS and τQP identify the
recovery of superconducting order on a 10 ps timescale.
The measured dependence of the trajectory AS(∆tD−P)
for different fluences F is shown in Fig. 4, where it is com-
pared to the simulated trajectories from different models
described below.
Modeling with time-dependent Ginzburg-Landau
theory
In following we try to formulate the minimal TDGL
theory which captures the observed behavior using laser
pulse fluence as the only variable parameter. We con-
sider only the real part of TDGL equations as the op-
tical response is insensitive to the phase of the order
parameter.[25] (In the supplement we solve the full set
of TDGL equations to qualitatively account for dynam-
ics of the phase and vortex dynamics.) The basic TDGL
equation describing the order parameter ψ(t, z) dynamics
is [26]:
∂ψ
∂t
= αr(t, z)ψ − ψ|ψ|2 +∇2ψ, (1)
where we have omitted explicit dependence of ψ on t and
z, and the temporal and spatial coordinates are measured
in units of τGL(fitting variable) and coherence length (ξ =
0.2 nm[27]) at T = 0 K, respectively.
The system is driven by the electronic temperature Te,
which enters TDGL via αr(t, z) = (1− Te(t, z)/Tc). The
temperature is time dependent, and also depends on the
depth in the sample. To calculate the actual shape of
Te(t, z), we assume that electrons are preferentially cou-
pled to a particular boson (phonon and/or spin excita-
tion), which in turn releases its energy to the lattice.
This three-temperature model (3TM) has been used in
the past to describe the normal state ultrafast response
in unconventional superconductors. [28, 29] In principle,
the 3TM describes the destruction of the condensate, de-
fines the recovery timescales and should also describe the
slow diffusion processes clearly present in the data (Fig.
2 b). To account for the latter we introduce thermal
diffusivity κ as a fitting parameter, which does not af-
fect short timescales. The final set of the equations from
which we obtain Te(t, z) is then:
γeTeT˙e = −γep(Te − Tp) + P (t)
CpT˙p = −γep(Tp − Te)− γpl(Tp − Tl) (2)
ClT˙l = −γpl(Tl − Tp) + κ∂
2Tl
∂z2
.
where γe = 2.5mJ/mol/K2 [30] is electronic specific
heat coefficient, γij represents the coupling between the
ith and jth bath, Ti is the temperature of the cor-
responding system (indices e, p and l are for elec-
tronic, hot boson and lattice, respectively), and P (t) =
F
2piω exp (−t/2w2) exp (−z/λ) is the optical excitation,
w = 60 fs is the pulse width at half maximum. We also
assume that total phonon heat capacity C = Cp + Cl,
where Cp = αC0 and Cl = (1 − α)C0 is heat capacity
of hot bosons and the lattice bath, respectively, α = 0.2
is a fraction of the phonons modes which are strongly
coupled to electrons. [28] The coefficients of the 3TM
model γep and γpl can be estimated using electronic and
4Figure 3. Three surfaces showing the calculated time evolu-
tion of the logarithm of Te (yellow), Tp (blue) and TL (green)
as a function of incident fluence. The initial temperature of
the sample is 4 K. Tp and TL are very close, but Te reaches in
excess of 400 K. The blue lines correspond to fluences used in
the experiment. The red lines indicate where Te , Tp and TL
cross Tc = 28 K. Te is used in the modeling of the order pa-
rameter. Fast quench corresponds to F < 5Fth' 23µJ/cm2.
lattice thermal constants γe and C, measured electron-
phonon relaxation rate γl = 340K/ps and the phonon-
phonon relaxation time τph = 0.6 ps [15]: γep = γeγl
and γpl = Cp/τph. The temperature dependence of the
phonon heat capacity C is obtained from published ther-
mal data.[31]
Solving Eq. (2) we obtain the time and depth depen-
dence of Te, Tp and Tl. In Fig. 3 we plot the values
of corresponding temperatures on the sample surface for
different fluences used in the experiments. Initially, the
pulse rapidly heats the electronic system, but energy is
quickly transferred to the strongly coupled bosons and
the lattice on a timescale ∼ 1 ps, whereafter the three
temperatures rapidly merge. Note that this timescale is
of the same order as the destruction of the S state.[32] We
see in Fig. 3 that for low excitation fluences F/Fth, the
quench rate γQ = (dTe/dt)Tc through Tc (red line) is fast,
on the order of 4 × 1014 K/s and Te ' Tp ' Tl already
after ∼ 1 ps. With higher fluences, > 5 Fth when Tp and
Tl both exceed the superconducting Tc, the cooling rate
is mainly determined by thermal diffusion on timescales
well beyond ∼ 1 ps. We emphasize that this cross-over
from rapid to slow quench is quite general and does not
rely on the specific details of the 3TM. Having calculated
Te(t, z), we can now calculate ψ(t, z), and AS(t).
Within the first approach to the problem presented
above, Eq. (1) describes both the destruction and recov-
ery of the superconducting condensate. First we consider
in detail the destruction stage, i.e. S → N transition.
Initial conditions describe superconducting state in equi-
librium ψ(0, z) =
√
1− Tbath/Tc. The transition is then
driven by a temperature burst described by the α-term
of Eq. (1). Within this approach the relation between
τGL (the only free parameter) and duration of the tem-
perature burst is crucial. For the condensate to be able
to react to the intense short temperature perturbation
τGL should be smaller than duration of perturbation ∼ 1
ps. Such short τGL results also in rapid recovery, signifi-
cantly faster than observed experimentally, as can be seen
in Fig. 4 a) (τGL = 450 fs ). At fluences F ≥ 18µJ/cm2
we enter the slow quench regime, i.e. perturbation dura-
tion is longer and OP suppression is more effective. This
results in a recovery that occurs on the time-scale closer
to experimentally observed.
On the other hand, if τGL is much longer than the per-
turbation, the condensate cannot follow the temperature
dynamics and the condensate remains undestroyed. Thus
the presented TDGL equations do not provide a good de-
scription of the destruction of the condensate. This can
be easily understood as the destruction is the fastest of
considered processes during which the distribution func-
tion is clearly not thermal which leads to effects which
lie beyond a TDGL and 3TM description.[33]
To avoid the problem of the condensate photodestruc-
tion we focus on the recovery process, and define the state
of the system after the S → N transition by the initial
conditions. The solution of the TDGL equation then de-
scribes the ensuing recovery dynamics, i.e. the N → S
transition. Within our second approach we determine
initial depth-distribution of the condensate density from
the fluence dependence of the amplitude in two pulse
pump-probe response experiments[12]:
ψ(0, z) =
{
0 ,F(z) > FT;
(1− FFT e−z/λ)
√
1− Tl(0,z)Tc ,F(z) < FT.
(3)
This expression can be considered as the limiting case
of the fast quench without fluctuations. The solution
of the TDGL equations then corresponds to an S → N
boundary which moves towards the surface in the form
of a S/N soliton wall without change of shape, and
the recovery of the system is completely determined by
the soliton propagation. This approach has only one
free fit parameter τGL defining the velocity of the soli-
ton vs. By setting τGL = 50 fs we obtain recovery
on observable timescales. However, the obtained tra-
jectories AS(∆tD−P) are much sharper than experimen-
tally observed (Fig. 4 b). For the weakest excitation
F(z = 0) = FT = 4.2 µJ/cm2 the condensate is de-
stroyed only at the surface and recovery occurs in 50 fs.
However, for the strongest excitation F = 34µJ/cm2 the
slow quench condition is satisfied and the soliton follows
the temperature front. In this case the simulated curve
fits reasonably well to the data (Fig. 4 b).
The gradual growth of the S signal on the 10 ps
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Figure 4. Comparison of experimentally measured data (circles, values of fluence are 4 (black), 9 (red), 12 (green), 18 (blue),
24 (cyan), and 34 (magenta) µJ/cm2) and the calculated AS obtained within different formulation of problem (solid lines):
TDGL solution with initial conditions described by a) ψ(0, z) =
√
1− Tbath/Tc, b) Eq. 3, c) Eq. 4 (represented in Fig. 5), d)
Eq. ψfluc(0, z) = κz.
timescale for the intermediate fluences might be re-
produced if one assumes that the main source of the
emerging order is superconducting fluctuations along the
Kibble-Zurek scenario. It has been widely discussed that
cuprates have extremely strong fluctuations compared to
conventional superconductors and their onset in certain
families exceeds the critical temperature by several tens
of K above Tc.[25, 34–37] Thus we expect to have a sig-
nificant contribution from fluctuations and expect them
to be an effective seed for the order parameter growth.
In a simple pre-formed pair scenario of superconductiv-
ity, the pseudogap energy corresponds to the pair forma-
tion energy. One thus can assume that superconductivity
arises from pseudogap-forming carriers. Their density af-
ter the photoexcitation can be described by equation 3,
where FT would now correspond to the pseudogap pho-
todestruction fluence FPG. In LSCO this fluence is ex-
tremely high FPG ∼ 750± 200µJ/cm2.[20] Under excita-
tion conditions considered in this work F ≤ 34 µJ/cm2
pseudogap would hardly be affected at all, which is con-
firmed by the robustness of the PG response in three-
pulse experiments. This implies that the initial condi-
tions for equation (3) would be more or less constant
with depth and fluence. Such fluence-independent initial
conditions are inconsistent with the fluence-dependence
of the data, so the PG does not appear to seed the S
order parameter, and does not improve the model fit.
The third approach: thermal fluctuations. A
more relevant scenario invokes fluctuations of the super-
conducting order above Tc. After the S order has been
destroyed and the temperature is still significantly above
Tc (∆tD−P∼ 0.2 ps) weak short-lived superconducting
fluctuations exist in the system. As the electronic sub-
Figure 5. Initial condition that take into account fluctuations
of the order parameter according to the Eq. (4) (blue surface)
and partially suppressed (yellow surface) order parameter in
the region F(z) < FT. in agreement with Eq. (3).
system rapidly cools the density of the S fluctuations in-
creases, and their lifetime and correlation length diverge
as T → Tc. During the initial cooling stage (T  Tc)
fluctuations are fast and would adapt to the variation
in temperature. However, after a certain moment in
time given by τZ =
√
τGLτq their lifetime would become
larger than the quench time, meaning that the system
would cross the transition in a "frozen" inhomogeneous
configuration. As the system escapes the critical region
T < Tc(1 − τZτq ) the fluctuation lifetime decreases and
6the system starts to adapt to the new conditions, i.e.
the order parameter grows from fluctuations according
to TDGL theory. The appropriate expression for such
fluctuations, which we can implement as initial condi-
tions have been given by Volovik [38][39]
ψfluc(0, z) ∼
(
τGL
τq(z)
)3/8
Tc
EF
ψeq(Tl). (4)
Factor TcEF gives the correct order of magnitude ∼ 0.01 of
the seed order parameter, whereas τq and ψeq(Tl) define
the depth dependence. The spatial dependence of the ini-
tial order parameter is shown in Fig. 5. We note that the
actual initial temperature after the photon absorption is
not important because the properties of the seed OP are
defined at TZ = Tc(1+ τZτq ). For the initial condition of the
equation (1) we use the equation (4) with the proportion-
ality factor C: ψini (F(z) > FT) = C · ψfluc(0, z) which,
together with τGL, was used as an adjustable parameter
shared between all curves. The resulting trajectories are
shown in Fig. 4 c) (parameter values are τGL = 1.25 ps
and C = 4). The agreement between experimental data
and simulations is now much better.
Finally, we improve the fit by solving the TDGL equa-
tion with parametrized phenomenological initial condi-
tions which resemble main feature of the Volovik’s result
i.e. growth of the fluctuations with depth. The goal here
is to provide initial conditions where depth dependence
is adjustable rather than defined by the quench-rate de-
duced from the 3TM which may not be sufficiently accu-
rate. Instead of equation (4) we use the minimal model
which produces a reliable fit: ψfluc(0, z) = κz/λp, where
κ is the fitting parameter independent for each fluence
value. Result of this simulations is presented in Fig. 4 d)
with κ values equal to 0.25, 0.23, 0.162, 0.13, 0.1 and 0.06
in the order of the increasing fluence, and τGL = 1.1 ps.
The good agreement of the simulation with the data jus-
tifies the initial conditions within the fluctuation scenario
and underlines importance of the fluctuations especially
for low and intermediate fluences.
We conclude that the evolution of the superconducting
order through the non-equilibrium phase transition can
be described quite well with time-dependent Ginzburg
Landau theory. We show in the supplement that the re-
maining discrepancy between the fit and the data near
∼ 10 ps for the two fastest quench rates can be accounted
for by the suppression of the order parameter due to vor-
tex formation. From the discussion above one can see
that in the case of a fast quench the ergodicity of the
system is broken as soon as the fluctuation timescale be-
comes longer than the quench time. The system then
cannot follow the time-evolution of the potential and so
evolves inhomogeneously through the transition with the
creation of vortices, quite faithfully reproduced by the
model when the dynamics of the superconducting phase
is explicitly included in the calculations (Fig. 4 of the
supplement).
The fact that the destruction of the condensate can-
not be properly described by TDGL equations is not sur-
prising, particularly if we rely only on the 3TM, which
does not take into account the details of the destruction
process. On the other hand, in spite of all its inher-
ent shortcomings, the ensuing recovery of S order pre-
dicted by the model agrees quite well with the experi-
ments, and emphasizes a crucial role of fluctuations in
the time-evolution of the order parameter through the
N → S transition. Remarkably, the experiments show
that the S order appears to grow out of the pseudogap
state, yet from the strong fluence dependence of the S
recovery and complete fluence-independence of the PG
state we conclude that the pseudogap has no effect in
seeding the emergence of the superconducting order.
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