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Direction-of-arrival (DOA) estimation in unknown noise
environments is an important but challenging problem. Several
methods based on maximum likelihood (ML) criteria and
parameterization of signals or noise covariances have been
established. Generally, to obtain the exact ML (EML) solutions,
the DOAs must be jointly estimated along with other noise
or signal parameters by optimizing a complicated nonlinear
function over a high-dimensional problem space. Although
the computation complexity can be reduced via derivation
of suboptimal approximate ML (AML) functions using large
sample assumption or least square criteria, nevertheless the AML
estimators still require multi-dimensional search and the accuracy
is lost to some extent. A particle swarm optimization (PSO) based
solution is proposed here to compute the EML functions and
explore the potential superior performances. A key characteristic
of PSO is that the algorithm itself is highly robust yet remarkably
simple to implement, while processing similar capabilities as
other evolutionary algorithms such as the genetic algorithm (GA).
Simulation results confirm the advantage of paring PSO with
EML, and the PSO-EML estimator is shown to significantly
outperform AML-based techniques in various scenarios at less
computational costs.
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I. INTRODUCTION
Source direction-of-arrival (DOA) estimation
using an array of spatially distributed sensors is an
essential and difficult task in a variety of applications,
such as radar, sonar, communications, and seismic
exploration. The problem has been an active research
area for decades, and many high resolution methods
have been proposed and analyzed, such as multiple
signal classification (MUSIC) [1], estimation of
signal parameters via rotational invariance technique
(ESPRIT) [2], model of direction estimation (MODE)
[3], weighted subspace fitting (WSF) [4], and others
[5]. Most existing techniques are established with
an assumption that the noise is spatially white
and its covariance is a constant times an identity
matrix. Alternatively, if the noise is not white but its
covariance can be estimated from noise-alone data,
the data is then prewhitened [6] and the algorithms
are applied to the transformed data. However, in many
practical situations, the noise is correlated along the
array, and its covariance may change slowly with
time or it may not be possible to measure when no
signals are present. Furthermore, the noise covariance
measurement is inevitably subjected to errors. The
question then arises how to solve the estimation
problem without the statistical knowledge of the noise
environment. Simply ignoring the presence of possible
noise correlation may introduce significant bias into
the direction estimates, causing unacceptable errors
[7, 8].
Recently, much attention has been drawn to
develop algorithms that can handle colored or
correlated noise with unknown covariance. The
published works can be divided into three different
categories based on the problem formulation. First,
use a parametric model for the noise covariance.
Second, exploit properties or parameterization of
the signals. And third, use additional information
of the array structures. A number of contributions
have appeared that impose a parametric model
on the noise covariance. In [9]—[11], standard
autoregressive/autoregressive moving average
(AR/ARMA) models are used for describing the
noise correlation. A similar approach is also taken in
[12]. In [13]—[16], descriptive models are presented,
where the noise covariance is modeled as a linear
combination of known weighting matrices. The
second category of approaches is to exploit different
properties of the signals. The methods of [17] and
[18] attempt to solve the problem by using high-order
statistics, which are based on the assumption that the
noise is Gaussian distributed, whereas the signals are
non-Gaussian. The instrumental variable estimators
[19, 20] are derived based on the assumption that
the temporal correlation interval of the sources is
significantly larger than that of noise. In [21] and
[22], methods based on covariance differencing
techniques are presented, which attempt to eliminate
the unknown noise covariance terms via two
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independent measurements of the array covariance
matrix. The method proposed in [23] is based on the
assumption that all signals of interest can be expressed
as linear combinations of a certain set of known basis
functions. Estimators belonging to the third class
include the technique suggested in [24], which is
limited to uniform linear arrays.
Due to the superior statistical performance
of maximum likelihood (ML) techniques, most
aforementioned methods attempt to apply ML criteria
to the problem at hand. The ML method is a standard
technique in statistical estimation theory. Once a
parametric data model is specified, a likelihood
function can be formulated from the observed data.
The ML estimate is computed by maximizing the
likelihood function with respect to all unknown
parameters, which may include the DOA angles,
the signal covariance, and the noise parameters.
However, direct maximization of the multimodal
nonlinear likelihood function over the large parameter
space seems unrealistic in practice due to the huge
computational burden. The main contribution of those
methods is reduction in the dimensionality of the
parameter space of the ML functions using specific
assumptions on signals, noise, or array structures. In
general, it is difficult to completely separate the DOA
angles from other unknown parameters; as a result,
the DOAs must be jointly estimated along with other
parameters via optimization of a high-dimensional
problem.
Global optimization algorithms, such as simulated
annealing (SA) [25] or genetic algorithms (GA)
[26] can be designed to optimize the exact ML
(EML) functions. GA is one of the most powerful
and popular global search tools; however, its
implementation is somewhat cumbersome due to
slow convergence [27]—[28]. Alternatively, one may
further derive dimension-reduced approximate ML
(AML) estimators that merely depend on the DOAs,
via proper concentration of the likelihood function
based on large sample assumption or least square
criteria. And then a local search technique, e.g., the
Newton algorithm, is carried out to compute the
AML estimates. This strategy is widely used, e.g., in
[11], [15]—[16], and [23]—[24]. However, this method
has several limitations: 1) AML functions are still
multi-dimensional and extensive in computation; 2)
the local search techniques cannot guarantee global
convergence, and sufficiently good initialization is
crucial for a success; 3) AML is intrinsically inferior
to EML.
In this paper, we investigate the feasibility of
applying the particle swarm optimization (PSO)
algorithm to ML criterion functions for accurate
parameter estimation in unknown noise fields.
PSO is a recent addition to evolutionary algorithms
first introduced by Eberhart and Kennedy in 1995
[29]—[30]. The foundation of PSO is based on
the hypothesis that social sharing of information
among conspecifics offers an evolutionary advantage.
Partially inspired by animal social behaviors such
as flocking of birds, PSO originally intends to
graphically mimic the graceful way in which they
find their food sources and save themselves from
predators. PSO is a population-based stochastic
optimization paradigm, in which each agent, named
particle, of the population, named swarm, is thought
of as a collision-proof bird and used to represent
a potential solution. As an emerging technology,
PSO has attracted a lot of attention in recent years,
and has been successfully applied in many fields,
such as phased array synthesis [31—33], power flow
optimization [34], artificial neural network training
[35], task assignment [36], multimodal biomedical
image registration [37], electromagnetic optimization
[38—39], blind source separation [40], and etc. Most
of the applications demonstrated that PSO could
give competitive or even better results in a faster
and cheaper way, compared with other heuristic
methods such as GA. To the best of our knowledge,
the increasingly popularized PSO algorithm has not
been investigated in the area of direction finding so
far.
Due to the multimodal, nonlinear, and
high-dimensional nature of the parameter space, the
problem seems to be a good application area for PSO,
by which the excellent performance of ML criteria
can be fully explored. Strategically pairing PSO with
EML has the desired advantages over Newton-AML
based schemes: 1) PSO-EML is expected to offer
higher quality estimates; 2) PSO has a better chance to
attain the global optimum; 3) PSO is less sensitive to
initialization, however, a good initial guess speeds up
the computation; 4) other signal or noise parameters
of interest are estimated simultaneously. Compared
with GA and SA, PSO is generally characterized as
simpler in concept, easier to implement, and faster
in convergence [41]. In addition, PSO appears to be
robust to control parameters. All these features make
PSO more attractive for direction finding applications.
Via extensive simulation studies, we demonstrate that
with properly chosen parameters, PSO achieves fast
and robust global convergence; and the PSO-EML
estimator provides superior performance over
AML-based schemes, especially in the scenarios
involving low signal-to-noise ratios (SNR), short
snapshots, and closely spaced sources; furthermore,
PSO-EML is more efficient in computation.
The paper has been organized as follows.
Section II describes mathematical models of the signal
and noise fields, and the ML criterion functions.
In Section III, the principle of PSO, the strategies
of parameter selection and implementation of the
PSO-EML technique are presented. Simulation results
are given in Section IV, and Section V concludes the
paper.
1080 IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS VOL. 44, NO. 3 JULY 2008
Authorized licensed use limited to: STRATHCLYDE UNIVERSITY LIBRARY. Downloaded on July 01,2010 at 11:04:04 UTC from IEEE Xplore.  Restrictions apply. 
II. DATA MODEL AND PROBLEM FORMULATION
We consider an array of M sensors arranged in an
arbitrary geometry and N narrowband far-field signal
sources at unknown locations. The complex M-vector
of array outputs is modeled by the standard equation
y(t) =A(μ)s(t)+n(t), t = 1,2, : : : ,L (1)
where μ = [μ1, : : : ,μN]T is the source DOA vector, and
the kth column of the complex M £N matrix A(μ)
is the so-called steering vector a(μk) for the DOA
μk. The ith element ai(μk) models the gain and phase
adjustments (with respect to a reference point) of the
kth signal at the ith sensor. Furthermore, the complex
N-vector s(t) is composed of the emitter signals, and
n(t) models the additive noise.
The vectors of signals and noise are assumed to
be stationary, temporally white, zero-mean complex
Gaussian random processes with second-order
moments given by
Efs(t)sH(s)g= P±ts
Efs(t)sT(s)g= 0
Efn(t)nH(s)g=Q±ts
Efn(t)nT(s)g= 0
(2)
where ±ts is the Kronecker delta, (¢)H denotes complex
conjugate transpose, (¢)T denotes transpose, and E(¢)
stands for expectation. Assuming that the noise and
signals are independent, the data covariance matrix is
given by
R= Efy(t)yH(t)g=APAH +Q: (3)
Furthermore, it is assumed that the number of sources
N is known or has been estimated using techniques,
e.g., in [42]—[43]. The problem addressed herein
is the estimation of μ (and if necessary, along with
the parameters in P and Q), from a batch of L
measurements y(1), : : : ,y(L).
Under the assumption of additive Gaussian noise
and Gaussian distributed signals, the normalized (with
L) negative log-likelihood function of the data vectors
takes the form (ignoring the parameter independent
terms) [44]
I(μ,P,Q) = log jRj+ trfR¡1Rˆg (4)
where trf¢g stands for trace, log j ¢ j denotes the natural
logarithm of the determinant, and Rˆ is the covariance
matrix of the measured data
Rˆ=
1
L
LX
t=1
y(t)yH(t): (5)
Starting from (4), a number of concentrated ML
estimators with reduced dimension have been obtained
[9—24]. In this paper, we focus on two classes of
ML functions derived through parameterization of
the signals and noise covariance respectively, whose
underlying assumptions are valid in various radar
and communication applications, and take them as
problems to be optimized using PSO. We stress that
other ML functions can be similarly treated.
A. ML Estimation Based on Parametric Noise
Covariance
Based on a Fourier series expansion of the spatial
noise power density function, the noise covariance
Q is assumed to be modeled by the following linear
parameterization:
Q(´) =
JX
j=1
´j§j (6)
where ´ = [´1, : : : ,´J ]T is a vector of unknown noise
Fourier coefficients, §j is a known function of the
array geometry given by
§j =
(
§¯(j¡1)=2 j odd
§˜j=2 j even
(7)
where
§¯l =
Z ¼
¡¼
a(μ)aH(μ)cos(lμ)dμ
§˜l =
Z ¼
¡¼
a(μ)aH(μ) sin(lμ)dμ
(8)
l = 0,1,2, : : : : Similar noise models have appeared in
the literatures [14, 16, 42]. Also, it is assumed that J
is known or has been estimated.
By solving for P in terms of μ and Q(´) and
substituting back to (4), we get an exact ML function
that depends on both μ and ´ [16]
I1(μ,´) = log jQj+ log jGR¯G+Hj+trfHR¯g (9)
where
A¯=Q¡1=2A
G= A¯(A¯HA¯)¡1A¯H
R¯=Q¡1=2RˆQ¡1=2
H= I¡G:
(10)
The ML estimates of μ and ´ are obtained by
minimizing (9). Further derivation of a function
merely depending on the DOAs seems impossible.
However, using the large sample assumption and
least square criteria, we can get the following
approximation of (9) [16]
I2(μ) = k¦(I¡B(BH¦B)¡1BH¦)dk2 (11)
where
d= vecfRˆg
B=A¤−A
¡ = [vecf§1g, : : : ,vecf§Jg]
¦ = I¡¡ (¡H¡ )¡1¡H
(12)
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where vecf¢g is a concatenation of the columns of the
bracketed matrix, (¢)¤ denotes conjugate, − denotes
Kronecker product, and k ¢ k stands for Euclidean
norm. The DOA estimates are obtained by minimizing
(11) with a search of reduced dimension N.
B. ML Estimation Based on Parameterized Signals
The signals are assumed to be linear combinations
of p known basis functions:
s(t) = THx(t) (13)
where T is an unknown p£N matrix, and the
p-vector x(t) contains the basis functions that are
uncorrelated with the noise. Possible applications
where this assumption is reasonable include active
radar or sonar, and mobile communications.
The EML estimates of source parameters are the
minimizing argument of the following function [23]
I3(μ,Á) = log jI+¢0j (14)
where
¢0 = Rˆ¡1=2xx RˆHyxWˆ¡1=2¦ˆ?Wˆ¡1=2RˆyxRˆ¡1=2xx
¦ˆ? = I¡ Wˆ¡1=2A(AHWˆ¡1A)¡1AHWˆ¡1=2
Wˆ= Rˆ¡ R˜yxR˜Hyx
Rˆyx =
1
L
LX
t=1
y(t)xH(t)
Rˆxx =
1
L
LX
t=1
x(t)xH(t)
R˜yx = RˆyxRˆ
¡1=2
xx :
(15)
Á contains the unknown parameters in basis functions
x(t). Provided x(t) is completely known and the
samples are large enough, (14) can be simplified and
result in a function merely depending on μ as follows
[23]:
I4(μ) = trf¦ˆ?Wˆ¡1=2RˆyxRˆ¡1xx RˆHyxWˆ¡1=2g: (16)
It should be noted that the AML estimator has the
form of a standard signal subspace fitting structure,
for which several minimization techniques have been
proposed, e.g., alternating projection [45] and the
modified Newton technique [4].
III. PSO ALGORITHM FOR OPTIMAL PARAMETER
ESTIMATION
A. Particle Swarm Optimization
PSO is a stochastic optimization algorithm,
which mimics animal social behaviors such as
flocking of birds and the methods by which they find
roosting places or food sources. PSO starts with the
initialization of a population of individuals in the
search space and works on the social behavior of
the particles in the swarm. Each particle is assigned
a position in the problem space, which represents a
candidate solution to the problem under consideration.
Each of these particle positions is scored to obtain
a scalar cost, named fitness, based on how well it
solves the problem. These particles then fly through
the problem space subject to both deterministic
and stochastic update rules to new positions, which
are subsequently scored. Each particle adaptively
updates its velocity and position according to its
own flying experience and its companions’ flying
experience, aiming at a better position for itself. As
the particles traverse the search space, each particle
remembers its own personal best position that it has
ever visited, and it also knows the best position found
by any particle in the swarm. On successive iterations,
each particle takes the path of a damped oscillatory
movement towards its personal best and the global
best positions. With the oscillation and stochastic
adjustment, particles explore regions throughout the
problem space and eventually settle down near a good
solution.
Consider a D-dimensional problem space and
a swarm consisting of P particles. The position
of the ith particle is a D-dimensional vector xi =
[xi1,xi2, : : : ,xiD]. The velocity of this particle is
represented as vi = [vi1,vi2, : : : ,viD]. The best previous
position of the ith particle, which gives the best
fitness value, is denoted as pi = [pi1,pi2, : : : ,piD]. The
best position found by any particle in the swarm
is represented by pg = [pg1,pg2, : : : ,pgD]. At every
iteration, the velocity and the position of each particle
are updated according to the following equations:
vk+1i = !
kvki + c1r
k
1 ¯ (pki ¡ xki ) + c2rk2 ¯ (pkg ¡ xki ) (17)
xk+1i = x
k
i + v
k+1
i (18)
where ¯ denotes element-wise product, i = 1,2, : : : ,P,
k = 1,2, : : :, indicates the iterations, ! is a parameter
called the inertia weight, c1 and c2 are positive
constants referred to as cognitive and social
parameters respectively, r1 and r2 are D-dimensional
vectors consisting of independent random numbers
uniformly distributed between 0 and 1, which are used
to stochastically vary the relative pull of pi and pg
in order to simulate the unpredictable component of
natural swarm behavior.
B. PSO-EML DOA Estimation and Parameter Selection
In this section, we describe the formulation of the
PSO algorithm for EML estimation of source and
noise parameters, whose main steps are outlined in
Fig. 1. In this study, the algorithm starts by initializing
a population of particles in the “normalized” search
1082 IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS VOL. 44, NO. 3 JULY 2008
Authorized licensed use limited to: STRATHCLYDE UNIVERSITY LIBRARY. Downloaded on July 01,2010 at 11:04:04 UTC from IEEE Xplore.  Restrictions apply. 
Fig. 1. Flowchart illustrating main steps of PSO-EML technique.
space with random positions constrained between zero
and one in each dimension, and random velocities.
The D-dimensional position vector of the ith particle
takes the form xi = [μ˜1, : : : μ˜N , ¹˜1, : : : ¹˜J ], where 0· μ˜n,
¹˜j < 1, n = 1, : : : ,N, j = 1, : : : ,J , N ¸ 1, J ¸ 1, and
N + J = D. The first N components correspond
to the DOAs, and the other J items correspond to
other unknown parameters according to the data
model, as stated in Section II. A particle position
vector is converted to a candidate solution vector in
the problem space through a suitable mapping. The
score of the mapped vector evaluated by a likelihood
function, e.g., I1(μ,´) (9) or I3(μ,Á) (14), is regarded
as the fitness of the corresponding particle. The
introduction of normalized search space and mapping
makes parameter selection and algorithm design less
problem-dependent, thus the PSO method is more
reusable in other applications.
The manipulation of a particle’s velocity according
to (17) is regarded as the central element of the
entire optimization. Three components typically
contribute to the new velocity. The first part refers
to the inertial effect of the movement, which is just
proportional to the old velocity and is the tendency
of the particle to proceed in the same direction it has
been traveling. The inertial weight ! is considered
critical for the convergence behavior of PSO [46].
A larger ! facilitates searching new area and global
exploration while a smaller ! tends to facilitate local
exploitation in the current search area. In this study,
! is selected to decrease during the optimization
process, thus PSO tends to have more global search
ability at the beginning of the run while having more
local search ability near the end of the optimization.
Given a maximum value !max and a minimum value
!min, ! is updated as follows:
!k =
(
!max ¡
!max ¡!min
rK
(k¡ 1), 1· k · [rK]
!min, [rK] +1· k ·K
(19)
where [rK] is the number of iterations with time
decreasing inertial weight, 0 < r < 1 is a ratio, K is
the maximum iteration number, and [¢] is a rounding
operator. Based on empirical practice [47] and
extensive test runs, we select !max = 0:9, !min = 0:4,
and r = 0:4» 0:8.
The second and third components of the velocity
update equation introduce stochastic tendencies
to return toward the particle’s own best historical
position and the group’s best historical position.
These paradigms allow particles to profit both from
their own discoveries as well as the discoveries
of the swarm as a whole, mixing local and global
information uniquely for each particle on each
iteration. Constants c1 and c2 are used to bias the
particle’s search towards the two best locations. These
two parameters are not critical for the convergence
of PSO. Following common practice in the literature
[41], c1 = c2 = 2, although these values could be
fine-tuned for the problem at hand.
Since there was no actual mechanism for
controlling the velocity of a particle, it is necessary
to define a maximum velocity to avoid the danger of
swarm explosion and divergence [48]. The velocity
limit can be applied to vi along each dimension
separately by
vid =
½
VMAX, vid > VMAX
¡VMAX, vid <¡VMAX
(20)
where d = 1, : : : ,D, or for the modulus of the velocity
vector by the rule
vi =
V¯MAX
jvij
vi if jvij> V¯MAX: (21)
Like the inertial weight, large values of VMAX or V¯MAX
encourage global search while small values encourage
local search. In this study, limitation along each
dimension is applied and VMAX is set to the half value
of the dynamic range [49], i.e., VMAX = 0:5.
The new particle position is calculated using (18).
If any dimension of the new position vector is less
than zero or more than one, it is clipped or adjusted
to stay within this range. It should be noted that, at
any time of the optimization process, two components
representing the DOAs in a position vector are not
allowed to have the same values. For individuals
with same components, one of the elements will be
replaced by a random value between zero and one
until no collision exists.
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The optimization iteration will be terminated if the
specified maximum iteration number K is reached or
the best particle position of the whole swarm keeps
static for a sufficiently large number of successive
iterations. The final global best position pg is taken
as the ML estimates of source and noise parameters.
The PSO seems to be robust to control parameters
due to the intrinsic advantages of the algorithm and
the separation of the problem-independent PSO kernel
from newly introduced problem-specific features in
our design, such as search space mapping, particle
velocity limitation and particle position clipping.
Some previous works [50] demonstrate that the
performance of PSO is not significantly affected by
changing the swarm size P. The typical range of P is
20 to 50, which is sufficient for most of the problems
to achieve good results. When the parameter space
is extremely complicated with large dimensions,
the required iterations may increase, which can be
determined from the plot of fitness progress using test
runs as shown in the numerical studies. Furthermore,
PSO is not sensitive to initial particle positions;
however, insertion of a reasonable initial estimate
helps to improve the speed of convergence.
IV. SIMULATION RESULTS
This section provides two examples to illustrate
the advantages of pairing EML criteria with PSO, and
to examine the performance of PSO-EML against
AML-based techniques and MUSIC [1]. MUSIC
is one of the best-known and well-investigated
superresolution algorithms. The comparison against
MUSIC is to demonstrate the performance benefits
due to consideration of noise correlation and at what
SNR’s basic superresolution algorithms do not suffice.
The estimators are evaluated at two aspects: 1) the
joint root-mean-squared error (RMSE), which is
calculated as
RMSE=
vuut 1
NNruns
NrunsX
l=1
NX
i=1
[μˆi(l)¡ μi]2 (22)
where N is the number of sources, Nruns is the number
of runs, μˆi(l) is the estimate of the ith DOA achieved
in the lth run, and μi is the true DOA of the ith
source, and 2) the ability to resolve closely spaced
sources. In both examples, we consider the scenarios
involving small sample size, which are of significant
interest in radar processing due to the short allowable
time intervals in rapidly changing environments [51].
We have performed 500 Monte Carlo experiments for
each point of the plot, which are run on a personal
computer (Intel Pentium 4, 2.8 GHz, 512 MB RAM)
using MATLAB. The SNR is defined at a single
sensor relative to the noise variance.
The PSO parameters chosen for the experiments
are summarized in Table I. These values are
TABLE I
Selected PSO Parameters
!
Parameter c1 c2 P K VMAX !max !min r
Value 2.0 2.0 20 100 0.5 0.9 0.4 0.5
empirically determined based on adequate test runs,
although a better optimization performance could be
potentially achieved by fine-tuning the values. The
PSO algorithm starts with a random initialization,
and is terminated if the maximum iteration number
of 100 is reached, or the global best particle position
is not updated in 20 successive iterations. Popular
methods to optimize the AML functions for general
array structures include the alternating projection (AP)
technique [45] and the modified Newton techniques
[4]. However, Newton-type algorithms have to be
carefully initialized in order to achieve the global
convergence. For a relatively fair comparison, the
more robust AP technique is used to compute the
AML estimates. To further enhance its convergence
property, the incremental multi-parameter (IMP)
algorithm [52] is used to help AP locate the domain
of attraction. Two sets of initial estimates are
computed using IMP and the one-step AP [45]
simultaneously, and the more accurate one evaluated
by the AML function is selected as the starting
estimates of the AP iteration.
A. Example 1
In the first example, we consider the data model
(1) where the noise covariance is modeled by a linear
combination of known matrices as in (6). J = 3, and
the noise parameters are ´ = [1,1=4,1=9]. The spatial
pseudospectrum of the noise is shown in Fig. 2. The
same noise modeling and parameters are used in
[15]. We assume that two equal-power, uncorrelated
signals impinge on a half-wavelength radius uniform
circular array (UCA) with eight sensors from 150±
and 158±. The number of snapshots is 20, and the
SNR varies from ¡5 dB to 30 dB. The situation is
very challenging, since the separation of emitters is
about 0.19 beamwidth (the conventional resolution
limit). The ratio of the sample size L to the sensor
number M is 20/8, and the ratio of parameter space
dimension D to M is 5/8, which determine the
averaging effect and sensitivity of the projection
operator, respectively. The functions I1(μ1,μ2,´1,´2,´3)
(9) and I2(μ1,μ2) (11) are computed using PSO and
AP for EML and AML estimates, respectively. Fig. 3
depicts the DOA estimation RMSE values obtained
using PSO-EML, AP-AML, and MUSIC as a function
of SNR, and compares them with the corresponding
Cramer-Rao bound (CRB). Fig. 4 shows the resolution
probabilities (RP) for the same methods. Two sources
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Fig. 2. Spatial pseudospectrum of noise used in Example 1.
Dashdot lines represent true DOAs.
Fig. 3. DOA estimation RMSE values of PSO-EML, AP-AML,
and MUSIC versus SNR. Dashdot line represents theoretic CRB.
Two uncorrelated sources impinge on 8-sensor UCA at 150± and
158±. Number of snapshots is 20.
are considered to be resolved in an experiment if both
DOA estimation errors are less than the half of their
angular separation.
As can be seen from Fig. 3 and Fig. 4, PSO-EML
yields significantly superior performance over
AP-AML as a whole, by demonstrating lower DOA
estimation RMSE and higher resolution probabilities.
PSO-EML produces excellent estimates with RMSE
approaching and asymptotically attaining the CRB.
The accurate DOA estimates are observed because
1) EML criterion functions are statistically optimal
although computation-extensive, and 2) the designed
PSO is a robust and reliable global optimization
algorithm. AP-AML, on the other hand, produces less
accurate estimates due to both the intrinsic suboptimal
nature of AML functions and local convergence
of the AP approach. As a representative of basic
Fig. 4. Resolution probabilities of PSO-EML, AP-AML and
MUSIC versus SNR. Two uncorrelated sources impinge on
8-sensor UCA at 150± and 158±. Number of snapshots is 20.
Fig. 5. Fitness progress curves of PSO-EML obtained with
random initialization and DOA-based initialization. DOAs are
computed based on WGN assumption and AML, respectively.
Dimension of problem space is 5, and number of DOA estimates
is 2.
superresolution algorithms, MUSIC shows comparable
performance at high SNRs, however, the strong
threshold effect is observed in its RMSE curve due to
the presence of outlier estimates when the SNR falls
below 29 dB.
Fig. 5 depicts the fitness progress curves of
PSO-EML obtained with random initialization and
DOA-based initialization, respectively. The curves,
which are plots of the fitness values of the global
best particles versus the iteration number, are obtained
over an average of 300 runs. DOA-based initialization
means that a priori DOA information is incorporated
into the initial particle positions. To find an initial
DOA estimate, one can compute the AML function
with an one-step AP technique [45], which is referred
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to as AML-based method; alternatively, one can apply
a DOA estimator, e.g., MUSIC or digital beamforming
(DBF) [5], to the data covariance directly by assuming
the spatial noise to be white Gaussian noise (WGN),
which is referred to as WGN-based method. Since
initialization using the DOAs obtained from different
methods with WGN assumption leads to similar
convergence progress, DBF is preferred due to
its simplicity and robustness in our simulations.
As can be seen from Fig. 5, PSO achieves fast
convergence with the selected parameters, and the
smooth dropping curve means that the global best
particle is continuously updated in each iteration.
Furthermore, PSO is not sensitive to initial particle
positions, and initialization based on DOA estimates
only demonstrates slight advantage in the convergence
progress. In this example, the PSO with random
initialization achieves convergence with an average
iteration number of 60, and the computation time
is about 1.63 s. Assuming that AP involves KAP
one-dimensional search and the scanning angle is
¢μ, the total number of cost function evaluation is
KAP2¼=¢μ. The iteration number KAP averaged in
the SNR range between 5 dB and 25 dB is about
11.1, and the computation time is roughly 60 s when
¢μ = 0:2±. Therefore, PSO-EML is approximately 35
times more efficient than AP-AML in this situation.
For comparison, GA [27] is also applied to the EML
problem, and it is shown that PSO-EML is roughly 20
times more efficient than GA-EML.
B. Example 2
In the second example, the proposed technique
is examined in the scenarios of closely spaced
sources and short data samples that are modeled as
parameterized signals plus arbitrary noise. We use
a uniform linear array (ULA) of 15 sensors with
half-wavelength spacing. Two emitters are present
at DOAs 80± and 81± relative to array end-fire, with
a separation of about 0.15 beamwidth. The number
of snapshots is 20. Thus, the ratio of L to M is
20/15, and the ratio of D to M is 2/15. The basis
functions x(t) in (13) are generated as two temporally
white unit-amplitude random phase signals, and the
coefficient matrix
T=
·
0:5 0:5
0 1
¸
The noise is taken to be zero mean with the
covariance given by [Q]kl = ¾
20:9jk¡ljej(¼=2)(k¡l), where
k and l are sensor indices, and ¾2 is adjusted to give
the desired SNR. The spatial pseudospectrum of the
noise is shown in Fig. 6. This model is chosen here
for convenient comparison with results reported in
[23] and [43]. Since x(t) doesn’t depend on unknown
quantities, the EML (14) and AML (16) functions
are of the same search dimension 2. Fig. 7 illustrates
Fig. 6. Spatial pseudospectrum of noise used in Example 2.
Dashdot lines represent true DOAs.
Fig. 7. DOA estimation RMSE values of PSO-EML and
AP-AML versus SNR. Dashdot line represents theoretic CRB.
Two uncorrelated sources impinge on 15-sensor ULA at 80± and
81±. Number of snapshots is 20.
the RMSE values obtained from PSO-EML and
AP-AML for various SNRs. The failure rates for the
same methods are displayed in Fig. 8. An estimate is
declared a failure if any of the DOAs is more than
2± off the true value. In our opinion, for scenarios
involving clustered sources, the failure rate provides a
good performance description. The results of MUSIC
are not reported in the figures, because MUSIC
always produces an outlier around 60± in the whole
SNR range corresponding to the pseudopeak of the
noise spectrum as shown in Fig. 6. It seems that at
SNRs higher than 40 dB, MUSIC is sufficient to
resolve the two sources.
As can be seen from Fig. 7 and Fig. 8, under
the assumption that the signals can be expressed as
linear combination of a set of completely known basis
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Fig. 8. Failure rates of PSO-EML and AP-AML versus SNR.
Two uncorrelated sources impinge on 15-sensor ULA at 80± and
81±. Number of snapshots is 20.
functions, AP-AML achieves the CRB asymptotically
and yields good performance at high SNRs. As
expected, PSO-EML outperforms AP-AML and
produces more accurate estimates by showing lower
RMSE values and failure rates, especially so in the
threshold region. The threshold SNR of PSO-EML is
about 4 dB lower than that of AP-AML.
Fig. 9 shows the fitness progress curves of
PSO-EML starting from random positions and initial
DOA estimates, respectively. Again, PSO attains fast
and smooth convergence. AML-based initialization
demonstrates better convergence properties than the
other two techniques and a few iterations can be
saved, because AML is more accurate than those
estimators based on WGN assumption, which ignore
the noise color. As compared with the curves in
Fig. 5, the fitness progress drops more gently, since
perhaps the problem space is more complex in nature,
although its dimension is smaller; furthermore, the
curves seems more sensitive to initialization, because
the cost function only depends on the DOAs in this
case. Although the PSO convergence rate seems not
sensitive to initialization, a good initial guess does
speed up the convergence. In this example, the PSO
with random initialization requires about 60 iterations
to attain convergence, and the average iteration
number of AP is 6.2 in the SNR range between 0 dB
and 20 dB.
V. CONCLUSIONS
This paper illustrates the use of the PSO method
in array processing for exact parameter estimation
in unknown colored noise fields. The task is of
great practical interest, but very challenging. Several
methods based on ML criteria and parameterization of
signals or noise covariances have been established.
Fig. 9. Fitness progress curves of PSO-EML obtained with
random initialization and DOA-based initialization. DOAs are
computed based on WGN assumption and AML, respectively.
Both dimension of problem space and number of DOA estimates
are 2.
Generally, to obtain the EML solutions, the DOAs
must be jointly estimated along with other unknown
parameters by optimizing a complicated nonlinear
function over a high-dimensional problem space.
Although suboptimal AML functions merely
depending on the DOAs can be derived using
large sample assumption or least square criteria,
the resulting estimates are potentially less accurate
and multi-dimensional search is still required.
In this study, a PSO-based solution is proposed
to compute the EML functions and explore the
potential superior performances. With properly
selected parameters, PSO achieves fast and robust
global convergence, and careful initialization is not
necessary. Simulation results indicate that PSO-EML
significantly outperforms AML-based techniques, by
showing lower RMSE, higher resolution probabilities
and lower failure rates, especially in the scenarios
involving low SNR, short samples, and closely spaced
sources; furthermore, PSO-EML is more efficient in
computation. Thus, the advantage of paring PSO with
EML is verified.
As an emerging optimization algorithm, PSO
has gained increasing popularity in recent years.
Studies on PSO are still ongoing, and there are
many unsolved issues in PSO such as the thorough
convergence analysis and the mathematical validation
of swarm theories. A key characteristic of PSO is that
the algorithm itself is highly robust yet remarkably
simple to implement, while processing similar
capabilities as other evolutionary algorithms such as
GA and SA. PSO will most likely be an increasingly
attractive alternative in the radar community to other
evolutionary algorithms, and there are many exciting
potential applications that have yet to be explored.
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