Abstract
Introduction
Many aspects of the fundamental nature of computation are often studied via formal models, such as Turing machines, finite-state machines, and push-down automata. One formalism that has been used to model parallel computations is the Petri net [7, 8] . As a means of gaining a better understanding of the Petri net model, the decidability and computational complexity of typical automata theoretic problems concerning Petri nets have been examined. Examples of such problems include deadlock freedom, and liveness of the system. Solutions to these example problems proclaim, in a sense, the absence of "difficulties" for all states that are reachable in the system. Another question is whether some arbitrary state can be reached from a fixed initial state. The later, the so-called general reachability problem, is of basic importance for many others. It is recursively equivalent to the liveness problem [2] . Moreover, a number of other problems in the representation of parallel and concurrent systems, in language generating systems, in algebra and in number theory can be shown to be effectively reducible or equivalent to the reachability problem.
Cardoza, Lipton, Mayr and Meyer [1, 6] have shown exponential space lower bound for the reachability problem, but the only known algorithm is non-primitive recursive [5, 4] . Even the decidability of this problem was an open question for many years.
In this paper, we give a double exponential space algorithm for the general Petri net reachability problem. Our proof is based on the reduction of this later problem to the problem of solving a polynomial equation (Section 2). Then we decompose the polynomial equation into a system of two simple equations (Lemma 3.1). We generate the set of solutions of the first equation (Lemma 3.2) and we extract from it those that verify the second one (Lemma 3.3). Finally, we prove that minimal solutions are at most of double exponential size (Lemma 3.4). This leads to a double exponential bound for the general Petri net reachability problem (Section 4). The reduction from the reachability problem to the problem of solving a polynomial system is given by the following lemma. The general Petri net reachability problem is then equivalent to decide whether the polynomial system (2) has a solution. Solving this later problem is the subject of the next section.
Petri nets and polynomial equations

Solution of the polynomial equation
From lemma 2.1 we deduce that the reachability problem is equivalent to the problem of deciding whether system (2) has a solution. In this section we show that this later is decidable. Our proof consists in reducing system (2) into an equivalent system made of two equations (lemma 3.1). Then we show that the set of solutions of the first one can be effectively constructed (lemma 3.2). Finally, we construct this set and extract from it the solutions that also verify the second equation (lemma 3.3 and lemma 3.4). In order to compute the set of solutions of equation (3) we first define a set of generator for it: Let E 0 be the set of tuples P 1 ; : : : ; P 2:n such that, for every i 2 1; n , P i 2 I X i and P n+i 2 I X i , and Let E 1 be the set of tuples Q 1 ; : : : ; Q 2:n 2 E 0 such that, for every i 2 1; 2:n , degQ i l 1 . Note that E 1 is finite.
Let E 2 be the set of tuples R 1 ; : : : ; R 2:n such that for every i 2 1; We are thus ready to compute the set of solutions of equation (2) as the set of solutions of equation (3) that also verify equation (4) . 
for every l 2 1; n , and
for some a 2 IN and Q 1 ; : : : ; Q 2:n 2 E 1 .
Proof. From lemma 3.1 and lemma 3.2, we deduce that equation (2) (2) (or equivalently the degree of minimal solution of the system made of equation (5) and equation (6)).
Lemma 3.4
The system made of equation (5) 
