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ABSTRACT of the paper on
"Steady Oscillations of Systems with Non-Linear and
Unsyetrical Elasticity"
by Manfred Rauscher.
The paper discusses the oscillations of systems with
arbitrary elastic characteristics under arbitrary excitation.
It presents a simple method for deriving forced motions from
free undamped motions.
A detailed treatment of free motions is given first.
Special methods are offered for the evaluation of the time
integral
t dx
over the interval in which dx/dt is small. The substitution
x = A sin e
(with A the amplitude of the motion) is shown to make the
integrand finite at all points, and hence to permit a graph-
ical evaluation of the integral.
Undamped oscillations under harmonic excitation are
derived from free oscillations by changing the excitation
from a time function F(t) into a space function F(x) through
the assumption that x and t are related as in the free motion.
By combining F(x) with the elastic restoring force E(x), a
new effective E(x) is obtained - to which there corresponds
a new "free" motion, which in turn furnishes a second approx-
imation for the relation between x and t, and hence a new
function F(x) . A new effective E(x) and a new "free" motion
are then found; and the cycle is repeated until the relation
between x and t ceases to change. In general, the process
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converges rapidly. The accuracy can be checked at any stage
of the work.
Special methods are suggested to facilitate the draw-
ing of response curves for various intensities of the excita-
tion. A discussion is given of the general nature of the
curves connecting the excitation intensity P in F(t) = P cos wt
with the oscillation frequency w. For a particularly con-
venient expression of the relation between P and o, the use
of two parameters
P/E(A) -(/o)
2 - (P/E(A)) *~l+ /o)
is suggested - E(A) being the elastic force for x = A, and
O being the natural frequency corresponding to A.
By generally similar processes, damped motions under
harmonic excitation are derived from harmonically excited
undamped motions or from free motions. A convenient method
is offered for the construction of response curves from the
curves for the undamped forced motion, by applying a correction
based on the minimum force F required to maintain the damped
motion at o = o&.
Although a direct superimposition of the effects of
different harmonics in F(t) is not possible because of the
non-linearity of E(x), the method can be used no matter what
form the excitation has - so long as it is periodic. The
method is shown to apply also when the frequencies of the
excitation and of the motion are multiples or sub-multiples
of each other. Furthermore, the method remains valid when
there are non-linearities in the inertia and damping terms
of the equation of motion.
At thorough study is made of the stability of the motions
discussed. A general criterion of stability is offered -
based on the assumption that a motion is definitely unstable
if a small disturbance tends to grow initially, and that
-3-
stability exists if a disturbance has an initial tendency
to annul itself. This criterion is shown to be suprorted by
empirical knowledge as far as such knowledge exists.
In an appendix, there are given charts for the harmonic
analysis of oscillation curves by a method expecially adapted
to curves of this type. The method is based on a polygonal
approximation to the curve to be analyzed, and works on a
subdivision of the area under the curve into triangles. For
each of these triangles, the Fourier coefficients can be
read from the charts; and the final series is obtained by
addition of the series for the individual triangles.
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INTRODUCTION.
Discourses on the vibrations of systems with non-linear
spring characteristics are already plentiful. They deal ex-
haustively with the free undamped oscillations of such systems,
and offer many schemes for tracing the progress of damped and
forced motions from given beginnings. They do not, however,
provide any generally satisfactory method of studying forced
oscillations in the steady state. The development of such a
method is the problem undertaken here.
I. PRESENTATION OF THE PROBLEM;
Mathematical Formulation of the Problem.
The problem is represented mathematically by the dif-
ferential equation
Mdx + f + E(x) = F(t, (1)
in which x is the displacement of the mass m from a fixed
datum at any moment t, f is the friction gr damping constant
of the system, E(x) is the elastic restoring force, and F(t)
is the outside excitation, assumed periodic and expressible
in the form
F(t) = P0 + Pi cos Wt + P2 cos 2 wt +
+ Qi sin wt + Q4 sin 2 wt + ... (2)
Because E(x) is non-linear, the effects of the various
terms in F(t) are not separable. It is, however, possible
to absorb P0 in E(x) by shifting the origin of x. Thus, if
x was initially measured from the position of zero elastic
force, it must now be measured from the position for which
E(x) = P0. With respect to that position, the system will
generally be unsymmetrical. Asymmetry is therefore presumed
to accompany non-linearity throughout this study.
Criticism of Past Treatments of the Problem.
The faults found with previous treatments will now be
stated in more detail.
Analytical methods normally set out by expanding E(x)
into a power series
E(x) = ax + bX2 + cx3 +
-2-
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To keep the laboriousness of the process within bounds, it is
then stipulated further that only the first three terms of
the series shall have to be considered; that the second and
third terms shall be small compared with the first term;
that damping shall be negligible; and that F(t) should consist
of but one or two harmonic terms. Even these restrictions,
however, do not make the problem simple: the coefficients of
the harmonic series for x(t) must be found by repetition of
a process of approximation involving on every turn the solution
of simultaneous algebraic equations of the third degree or
higher. For the assurance often given, that the accuracy
attained in the first or second approximation is "ample for
all practical purposes", there is no general justification.
Analytical methods are thus regarded as too narrow, too complicated,
and too unteliable for common use.
Graphical Methods have so far been available only for the
treatment of symmetrical systems under simple harmonic excitation.
The impression sometimes conveyed, that these methods can be
applied to systems with any arbitrary characteristics, is false.
Restrictions on the nature of E(x) are actually implied by the
assumption that x(t) is of the form
x(t) = a cos wt.
If damping is neglected, it becomes possible to allow an
extra term in x, making it
x(t) = a cos wt + b cos 3 wt.
But this still leaves the motion severely restricted.
Existing graphical methods thus can deal only with the
simplest of cases, and with those only in a dubious manner.
They are clearly inadequate.
The Proposed New Method.
The need then remains for a method that is:
IqE - -~ - -~ -
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a. General.
b. Simple.
c. Verifiable.
The method presented hereafter will largely fill that
need. It is definitely verifiable at all stages of its ap-
plication. It is as simple as seems possible in view of the
complexity of the problem. It is general - under the single
proviso that elasticity rather than damping governs the motion
to be studied.
II. PRELIMINARY SURVEY OF THE PROBLEM.
Steady Oscillations.
There are three kinds of steady oscillations:
a. Undamped free motions.
b. Undamped motions under the influence of exter-
nal forces doing no net work over a complete
cycle of the motion.
c. Damped motions under outside forces which
provide during each cycle just the energy
dissipated through friction.
These motions are all related; and it will be found
that types (b) and (c) can generally be derived from type
(a) by a very simple process.
General Vibration Characteristics of Non-Linear Systems.
The free undamped oscillations of non-linear systems
differ from those of linear systems in that they are not
sinusoidal and that their frequency depends on the ampli-
tude. Fig. 1 illustrates the influence of elastic non-
F(K)
X()
Fig. 1(a) Fig. 1(b)
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linearity on the form and the duration of the vibrations
of a "soft" system (a) and of a "hard" system (b). Fig. 2
Ff egueocy
(a) Fig. 2 (b)
IFg IL
gives the relation between amplitude and frequency in each of
these motions. In Fig. 3, the motions have all been reduced
to the same amplitude and duration, so as to allow a compari-
sion of their shapes. Fig. 4 shows more generally the limits
50
Tie 0 Time
Fig. 3 Fig. 4
between which the forms of oscillations may vary - any curve
continually concave downward between 0 and A being possible.
The Figures above cover only the motion on one side of
the neutral position. As already observed, the motion is
generally not symmetrical about that position. A double
diagram is therefore needed to cover the whole problem.
Fig. 5 shows such a diagram for a system with the characteris-
tics of the soft system (a) on one side and the hard system
(b) on the other. Points on the two branches of the ampli-
tude-frequency curve are related through the fact that the
maximum displacements of the two half motions must always
-7-
correspond to equal potential energies.
E~xx)
(a) Fig. 5 (b)
The &-axis (x=o) and the amplitude-frequency curve give the
amplitudes of free undamped motions possible at the various o's.
These lines form the "skeleton" of a group of curves relating the
amplitudes and frequencies of steady motions possible under out-
side forces of different magnitudes 1, 2, 3, etc. - as illustra-
ted for an undamped system in Fig. 6 and for a damped system in
Fig. 7.
w
A noteworthy feature of the curves in Figs. 6 and 7 is
that they incidate three possible states of motion under a
given force at certain frequencies. It will be seen later
7
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that only two of these states can actually be maintained
indefinitely. Stable and unstable states are denoted by
full lines and dots in Figs. 8 and 9, which refer to a pre-
dominantly soft and a predominantly stiff system, respectively.
A4
Because the motions with the lowest amplitudes are
stable at all frequencies, they are the ones that normally
establish themselves when a system, initially at rest, is
subjected to an excitation of a definite frequency. Points
on the upper branch of a response curve can thus be reached
only by a gradual variation of the frequency from a range
in which the only possible state of motion is represented by
that branch. The arrows in Fig. 10 indicate how the motion
jumps from one section of the response curve to the other
as the exciting frequency w is raised and lowered.
AlA
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The term "resonance" is used in much the same way with
non-linear systems as with linear ones. It will here be taken
to denote the state of motion which, for any particular
amplitude, requires the smallest sustaining force. A char-
acteristic property of non-linear systems is that their
oscillations can not grow from small beginnings to large
final amplitudes at any one frequency - and, in particular,
that infinite amplitudes can arise at no fixed frequency
even when there is no damping.
An important peculiarity of non-linear systems is that
the frequency of their forced oscillations may be different
from the frequency of the excitation. In principle, an
oscillation can be maintained if any one of the harmonics
of the excitation is matched against any one of the harmonics
of the motion. Actually, however, damping will be found to
reduce the possibilities to very few - involving mainly the
lower harmonics of both force and motion.
III. FREE OSCILLATIONS OF UNDAMPED SYSTEMS.
Graphical Integration of Equation of Free Motion.
For free undamped motions, Equation(l) reduces to
m + E(x)- = 0 (3)
at
With -vat
d 2 x mdv = dv d(
Thus
d m v + E(x) dx = 0,
or
£m V4 E(x)dx, (4)
if m starts from rest at x = A.
The integral
A
E(x)dx,
x
representing the work done by E between A and x, can be
expressed as
A A
E(x)dx = E(x)dx- E(x)dx = W(A) - W(x), (5)
X 10 0
if W(A) is the work done by E between x = 0 and the limit
indicated in parenthesis. The integral can therefore be
scaled from a plot of W(x) against x (Fig. 11). v is then
calculated by Equation 4; and the time corresponding to any
-10-
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displacement x is finally found as
A A
t dx , (6)
x v
by integration of 1/v over x.
[(Y) [D) (A
W(x)
X T- xi IiA
Fig. 11. Fig. 12.
Integration of 1/v in Vicinity of x A.
At the first moment, when x = A, 1/v is infinite. The
integration of 1/v can therefore not be performed graphically
in the vicinity of A, and resort must be had to some analyti-
cal method.
Near x = A, the elastic force may be expressed as
E(x) = E(A) - kA(A-x), (7)
kA denoting the rate of change of E(x) with x at x = A.
The equation of the motion is therefore
d2x +
m d = -E(A) ; kA(A-x),
or
m" d?- ) + kA(A-x) = E(A).dt A (8)
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Thus
E(A) E(A) kA(A-x) =C -os t,
A A
whence
kA E(A) - kAA-x] E(x)
cos t = E(A)
and finally
t = rk cos EE AE oE. (9)
In case kAis negative, and E(x) thus greater than E(A),
this equation changes into
t cosh (= ) A)x cosh { (0)
or
t 14kAn -1{-A + E (A
) A ( A) ln+ 2-1. (11)
Equations 9, 10, 11 all reduce to
2 (12)
in the special case that kA = 0, i.e., when there is a constant
acceleration E(A)/m during the interval considered.
Transformation of Integral for Graphical Treatment.
A completely graphical evaluation of the time integral
(Equation 6) is also possible. It merely requires a change
of variable, to make the integrand finite at all points. A
substiution suitable for this purpose is x = A sing. The
integral then becomes
-13-
v/2 n/0
t d dg
9 0
(dt( dx) dO=
"dx JdeI
A OosO dQ.
v
The time is thus represented by the area under the plot of
A cos 9 /v against the new variable 9, which changes between
the limits 0 and _n as x varies between 0 and A.
At 9 = r/2, 2the integrand has the form 0/0.
made determinate as follows:
dt 0 -A sin (d9/dt) _ -A , dq
do 0 dv/dt -E(A)/m dt'
( dt)2 - MAXt T
It may be
(14)dt mA
The use of the method is aided by some further general
observations on the nature of the (dt/dO)-curve in the
vicinity of G = 0 and = n/2:
When 8 is nearly 0, x is nearly 0, and x = A6. Thus,
if ko denotes the rate of change of E(x) with x at x = 0,
12 =YW(A) - kzx2 = W(A) -2k2 A2 9220
and
v = I2WA - a _ 2W(A) 1  k , (15)
to second order terms in . Hence, to the same order of
approximation,
dt A o A0V (A 1 - 1  k A2 ]
2-A)t2 2W (A)~
dt/de has a value of A m/2W(A) at 9 = 0. It varies
parabolically with G, and the (dt/dO) -curve has therefore
zero slope at 0 = 0. The radius of the curve at 9 = 0 is
(16)
(13)
9
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When 0 is nearly v/2, x is close to A. Equation(9)
applies. It gives
k /E(A) dx
1- [E(x)/E(A))] $
A co
By Equation(7),
k A-X) k A
1- (A = 1- A 1- sin a].
=(I-) 1 (I )a +
sin e = cos(T -e) = 1- ( -6) ? + ( -6)
and
1-sinO = ( -6 )V - ( -6 )+ *+...
Hence
dt = m
O fE(A)
From its value of mnA/E(A) at e = n/2, dt/dO thus again varies
parabolically. At 0 = nT/2, the
PO U (dt)70-2do) 2 WAm A
(1'?)
thus
(18)
E X)
But
Cos 0
1- l--kA
- )2 . (19)
dtm
dO F'A V
EA
'V-T:TE(X)/E(A)14
(dt/de) -curve has a radius
-15-
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Figs. 13(a) and (b) show the general characteristics
of the (dt/dG)-curve in the case of a soft and of a hard
system.
2WE ()
0T.2{ .V .4r 5
Fig. 13(a)
S2 Tr , 4 . 3(b)
Fig. 13(b)
IV. OSCILLATIONS OF UNDAMPED SYSTEMS UNDER HARMONIC EXCITATION.
Phase Relation Between Force and Motion.
A typical elementary case of forced motion is that of
an undamped system oscillating under a simple harmonic force
at the frequency of the force. The force, doing no net work
over a cycle, must be either in phase with the motion or 1800
out of phase. If time is measured from the moment of the
system's extreme displacement on the soft side, the force
thus must be a cosine function of the time, F = +P cos wt,
as indicated in Fig. 14 below.
jP
Fig. 14
Absorbtion of F(t) in E(x).
The net inward force acting on.the mass m at any moment
is
-16-
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R(xt) = E(x) - F(t). (21)
Because x is a function of t, or t a function of x, R may
formally be expressed in terms of t alone or of x alone as
R(t) = E(t) - F(t), (22)
or
R(x) = E(x) - F(x). (23)
Either of these equations can be made the basis of a solution
of the problem of forced motion.
Consider first (23). This expression suggests the
possibility of reducing the forced motion of the given system
under F(t) to the free motion of a system with an elastic
characteristic R(x). The problem is thus turned into that
of finding F(x).
The process of determining F(x) starts with the assump-
tion that the time-displacement curves of the forced motion
and of the free motion of the same amplitude are similar.
It has already been assumed that the frequency of the force
is the same as that of the forced motion. These two assump-
tions together determine F(x), and hence R(x). With the
free motion corresponding to R(x) as a new basis, the process
is now repeated, and a new F(x) and a new R(x) are found.
The same thing is done over and over again. After a suffi-
cient number of repetitions of the process, the functions
F(x) and R(x) cease to change perceptibly. This means that
the assumed relation between x and t has become the true one.
Hence the problem is solved.
In practice, the convergence of the process is usually
found to be so rapid that sufficient accuracy is attained in
the second or third approximation. The final accuracy can
readily be checked by finding the R(x) on which the next
approximation would have been based, and observing the dif-
ference between it and the R(x) which underlay the last
approximation actually carried through.
m ~-
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While the process Just outlined is the one on which
all the following discussions are based, the possibility of
developing an alternative approach from Equation(22) has not
been overlooked.. In that approach, starting also with the
free motion, E.(x) is changed into E(t) on the basis of the
relation thus laid down between x and t. The next approxi-
mation for x is obtained by double integration of R(t)/m
over t. The process is then repeated, again and again,
until successive repetitions cease to change R(t) noticeably.
The process is thus just as simple as the one considered first;
if it is regarded as inferior, the reason is that the changing
of E(x) into E(t) involves greater inaccuracies than the
changing of F(t) into F(x), since E is generally greater
than F.
A and B Sides of Systems.
Throughout this paper, the softer side of an unsymmetri-
cal system is denoted by the index "A", the harder side by
the index "B". The amplitude on the A side will always be
held constant while the w appropriate for that amplitude
under a given excitation is sought; in general, it will
then be found that the corresponding amplitude on the B-side
is not quitesthe same for the forced motion as for the
initially assumed free motion. Illustrations Of the latter
fact have already been given in the Figures of Section II.
Practical Suggestions.
When a whole family of response curves is wanted, work
can be saved by the use of plots of P against w2 for several
amplitudes of the motion. These plots have the general shapes
shown in Figs. 15(a) and (b), which refer to a soft and a
hard system, respectively.
-1
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P p
(a) Fig. 15 (b)
For a linear system,
p = kA - MAW2 ;(24)
i.e., the curve of P against wA is a straight line, starting
from P = kA at ws = 0, and passing through P = 0 when w2 = k/m.
For a non-linear system, P = E(A) when wo. = 0, and P = 0
when o is equal to the natural frequency w. of the system
at that amplitude. The P-w2 curve, while no longer straight,
is still smooth; and some general indications can be given
regarding its shape.
When w4 -* 0, the applied force F becomes equal to the
elastic force E at every moment; i.e.,
P cos(wt) = E(x). (25)
Near x = A,
E(X) = E(A) + kA(x-A), (26)
if kAis the rate of change of E(x) with x at the point x = A.
Thus
P cos wt = E(A) + kA(x-A).
Differentiating twice with respect to t gives
-20-
-2 p COS Wt = 2A
Since wt = 0 when x = A, the acceleration at that point is
=d) P(27)(*t A XA
Hence Equation(25) can be written, to a better approximation,
as
P cos &t - E(x) = m d (28)
or, at ct = 0, x = A, as
P - E(A) =- Pt
A
or
P (1+ ) =(A)
A
or, since w' is small,
P = E(A) 1- . (29)
A
The P-o2 curve thus has a slope, near o2 = 0, of
E(A). (30a)
A
Similarly on the B-side of the system,
- E(B). (30b)
When wo -+eC, the behavior of the P-o curve can again
be forecast definitely. For, as o2 increases, the elastic
effects become more and more insignificant in comparison
with the inertia effects. What influences of elasticity
do remain become indistinguishable from those of a linear
-21-
system with the same natural frequency as the actual system.
If we is that frequency, the "effective linear stiffness"
ke of the system is k, = mo,. Thus
P/k
or
P = mA(1 =lmA{ o-2 . (31a)
Similarly on the B-side of the system,
B1- ()2 =Bo -) 2 . (31b)P = 1W OI= mB two
These equations do not yet allow for asymmetries in the
system. Because the motion becomes more and more nearly
sinusoidal as co increases, it adapts itself less and less
to the differences between the A and B sides of the system.
If this quasi-sinusoidal motion were about the neutral posi-
tion of the system, the B-side would thus furnish a greater
impulse during each cycle than the A-side. To have the
impulses in both directions continually cancel each other,
it is necessary that the axis of the motion be offset from
the neutral position in the direction of A. The proper
offset is determined as follows:
Consider A and B at first as equal, in accordance with
Equations(a) and (b). Assume the motion to cover the space
AB harmonically. Plot E against time over a half-cycle of
the motion. Determine the average E. This average is the
equivalent of a steady force tending to push the system
toward A. Shift the axis of the motion through the distance
required to absorb that force. From this new axis, move the
system harmonically through the same amplitude as before.
Plot E again, and find the new average E. Shift the axis of
the motion so as to absorb that average force, and repeat the
whole process. A close approximation to the true offset will
quickly be reached. If that offset is fl, Equation(31a) and
(31b) now assume the forms
-22-
P m(A-H) (&-(A) on the A-side, (32a)
P = m(B+H) (ow-&0) on the B-side. (32b)
The straight lines defined by these equations are the
asymptotes of the P-&A curves for w-
The necessity of finding the offset H is avoided, and
advantages are gained in other ways also, by expressing P
and o2 not directly in terms of each other, but through two
variables
-P/EA 1 (33)
~2-{P/E(A)} ~ 2E(A) /}-
_ (/-) 1 (34)1+ (W/) 1+ (o/o)2
These variables are finite for all possible values of P and
Co, going from +1 to -l as P/E(A) goes from +1 to -
between o' = 0 and os = , and varying from 0 to 1 over
the same range of w4 's. The new variables also have the
property of being related linearly for a linear system,
since in that case
= 1.- , 2- = l+
P/E(A) _ o 2 - / o ") 2
2- { P/E() 1+ (/ ~~1+ (Wo)'
or J = 1- 2V. (35)
For a non-linear system, the }AV curve has a varying slope
_dt dY/d{IE (A) _P}L , dEA) / }
du dV//df o, /o) d I{oo /Io]
1+C/Wj2 6?
2 2- 1P/E(A) ' (36)
The general characteristics of the curve thus are as follows:
-23-
00 .5 1 9 )L=O.
11. Wen V= 0,, = .
2. " l= y, }AY 0,
4. " O d/ kA
dV kgA5. " 'V= 1, =-? ~.
If one or two extra points
are found near Y = 2 (i.e.,
.5 V 1.0 near o = o,, or P = 0), the
curve is defined as complete-
ly as will, in general, be
necessary. Fig. 16 shows
a f-1/ curve. Figs. 17
and 18 give )4 and V in
relation to P/E(A) and
(W/WO) 2, respectively.
Fig. 16
The discussions to this point have presumed a desire to
construct a whole family of response curves. In case only a
single curve is required, it is helpful to observe that:
(1) for o = 0,
dA = - P 1 mE(A)
do?" dP dw4 k k k *A A A
A = A, + ir = A, + m&E(A) (37)
d0 'A
if A is the amplitude at the frequency o, and A0
is the amplitude for o = 0, i.e., for E(A) = P.
(2) for large ws, when A becomes small,
A- . (38)
These expressions for the A-side are matched, of course, by
corresponding ones for the B-side.
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"Falling" Systems.
The foregoing discussions do not cover the peculiar
situation found near w = 0 in the case of a "falling" system -
i.e., of a system whose elastic characteristic E(x) falls
with increasing x beyond a certain point.
Consider the motion of a falling system under a periodic
force F = P cos wt. Let P be less than the maximum value of
E(x). At a very low w, P will then pull the system back and
forth between values of x for which E(x) = +P and E(x) = -P.
These x's will naturally be less than the x for maximum E(x),
and so far the system behaves just like any other system.
But suppose now that the system is displaced to a point
for which E(x) = P beyond the peak of the E(x)-curve, and
that P is pulling against E(x) as before. If w were absolu-
tely zero, the system would remain in the same position
forever. But if co is merely small, F gradually drops away
from P, a net force E(x)-F comes into existence, the system
begins to accelerate inward, the decreasing x further increas-
es E(x) over F, and the motion proceeds faster and faster.
After reaching the position for which E(x) = F, the system
begins to be accelerated in the opposite direction, and comes
to rest at a point B1 (Fig. 19). This point is determined
by the fact that the motion is a free oscillation about the
quasi-stationary position determined by E(x) = F, and that
the shaded areas (1) and (2) must be equal. As the system
swings back and forth, F gradually changes, and the neutral
position of the system shifts. When F returns toward its
initial value P, the system, on a last swing, settles back
in its original position, with E(x) = P. Then the cycle
starts all over again.
The frequency of F determines the number of oscillations
the system can execute while F goes through one cycle. The
faster F changes back and forth, the less room it leaves for
extra motions of the system. At some particular frequency
-25-
(x)
Fig. 19 Fig. 20
w , F will drop away from its extreme value E(x) = P just
quickly enough to complete its cycle while the system makes
a single round trip. Between w = w and- = 0, there are o's
which allow the motion any number of extra cycles between 0
and cC. For all Ats larger than o, the motion and the force
have the same frequency. The response curve thus has the
form shown in Fig. 20, with an infinite number of discontinui-
ties between w = 0 and w = .
p
The calculation of wco is not simple and will not be
attempted here. The whole discussion just given was intended
mainly to show that P can become equal to E(A) at a frequency
co 0 in the case of a talling system, and that the general
p
process of determining the P-w2 curve near w? = 0, outlined
before, is thus not valid for such a system.
The reason for not pursuing the matter into further
detail is that the motions here discussed all become unstable
if there is damping, i.e., under any practical conditions.
The instability of certain states of motion has already been
pointed out, without explanation, in Section II. Under the
-26-
particular condition just considered, for motions between
o = 0 and w = P , the mechanics of the instability can be
readily understood: friction will drain the energy of the
extra oscillations, thus preventing the return of the system
to its initial amplitude when F completes its cycle, and
gradually reducing the amplitude of the motion until it
reaches a stable value somewhere in the range of x's in which
E(x) is no longer falling.
q 7
V. OSCILLATIONS OF DAMPED SYSTEMS UNDER HARMONIC EXCITATION.
General Effects of Damping.
The presence of damping calls for a phase shift be-
tween force and motion that will allow the force to replace,
from cycle to cycle, the energy used up by friction. If the
motion is given by the series
x = r. + r, cos wt + r2 cos 2wt + .. ,
the force expression must then be put into the form
F = P cos (wt +c() = (P cosc) cos wt - (P sinf)
with { as yet undetermined.
The damping loss during a cycle is:
(37)
sin wt,
wt = 2n
W = f( ) dx = f
(At = 0
wt = 2 d
( ) 2 dt
cot = 0
Softr1ri + (2re) 2 + ..
The energy put into the system by F is:
wt = 2n
W F Fdx
t = 2V
= (d) dt
= n Prj sin,
Hence, putting WF = D
= sin ijPr2 + (2r2)2 + ..... ] ,
-27-
(38)
(39)
(40)
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Methods of Dealing with Damped Motion.
The forced motion of a damped system may be derived
directly from the free undamped motion, or indirectly from
the forced undamped motion. The direct approach is generally
simpler when the problem is to be adlved for one value of P
only, while the indirect approach may be more convenient
when a whole family of response curves are to be found, or
when there is severe damping. Outlines of both methods follow.
In the direct approach, WD and W are first calculated
as if the actual motion were the same as the free undamped
motion. A first value of f is found, which in turn fixes
the first R(x) through the relation
R(x) = E(x) - F(x) + D(x), (41)
with
dxD(x)fr-
dt
On the free undamped motion corresponding to this R(x) is
then based a second approximation - and the process is re-
peated until R(x) becomes stationary.
In the indirect approach, a forced instead of a free
undamped motion is initially assumed. Because of this gen-
erally better first approximation, the process converges
more rapidly.
Practical Suggestions.
In the absence of damping, a given force an maintain,
at the appropriate frequency, an oscillation of any amplitude.
Jhen damping is introduced, certain amplitudes iay no longer
be maintainable under certain forces. The first sp in the
study of a damped system is therefore logically the deter-
mination of the amplitude ranges for various forces.
According to Equation(39), the maximum work a harmonic
force can do on a system is nr PrI, when f = r/2. To be just
sufficient to maintain the motion, this work must just balance
-29-
the friction loss of rfwrl + (2r2 )2 + ... }. Hence the
force P may not be less than
P ='tr 2+ (2r2)2 + ... } . (42)min. ri 1
In this equation, the r's must be the ones corresponding to
the actual motion under the influence of P. As a first ap-
proximation, that motion is assumed to be like the free
motion. Under the particular condition here considered,
this first approximation is generally a very good one, be-
cause F is largely offset by the damping effects. Neverthe-
less, a second approximation is desirable as a check-up.
This approximation is obtained from the first one by the
method already outlined - i.e., by finding F(x), D(x), R(x),
and the free motion corresponding to R(x). From the motion
thus obtained, the corrected - and usually final - value for
P is then found.
mnn
With P min determined for a number of amplitudes, a
plot of Pmin. against amplitude can be made. This plot,
which would be a straight line for a linear system, is found
to defect from linearity in the
EO() same general manner as E(x).
m- EXAn interesting result is that
the P incurve may peak, as
shown in Fig. 21, when the
system is of the falling
type. Oscillations of large
amplitude can then be mainow
tained by a force incapable
of supporting oscillations
of medium amplitude.
After the determination of
Fig. 21 the range of amplitudes over
which a given P can maintain
steady oscillations, the response curves of the various P's
I - . -M. WWW'MM "WMMMVMWW --
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over their respective ranges can be found by the processes
outlined earlier in this Section. Methods similar to those
suggested at the end of the preceding Section for the deter-
mination of a family of curves are again found helpful. Near
w = 0, the effects of damping disappear, and Formulas(29)
and (37) apply directly. For w's near 0, P = Pmin., as
found above. For large w's, the conditions again become
similar to those without damping. Thus, if o is determined
for one or two values of P > Pmin., the curve of P against
W2 may be defined with all the accuracy needed.
In the case of an undamped system, it was possible to
indicate by the P-ow2 curve not only the magnitude of P
corresponding to a given c&, but also the phase relation
between the force and the motion: a positive P meant that
the phase angle was zero, hence that F = +P when x = A;
a negative P indicated a phase angle of 1800, making F = -P
for x = A. Now, in the damped case, the force may lead the
motion by a phase angle anywhere between 0 and 1800. A curve
in space would thus be required to indicate the phase angle
together with the magnitude of P. To avoid this inconvenience,
separate plots of q and of P are used. Fig. 15(a), for an
undamped system, then becomes Fig 22 under this plan. And
N2
Fig. 22 Fig. 23
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Fig. 23 gives the P-co2 curves for the same system with various
amounts of damping. This last Figure shows plainly the help-
fulness of the curve for zero damping as a frame for the
general pattern of the curves. But it shows also the fairly
definite guidance furnished merely by the tangent to the
curves at o = 0, and by the asymptote for w' = OC, in con-
junction with a knowledge of P and two or three other
P's at frequencies near o.
If the damping is not too severe, the procedure can
be further simplified on the basis of the following consi-
derations.
The force P in
F = P cos(Cot +T ) =(P cosy) cos wt -(P siny) sin ot
may be regarded as doing two independent things:
1. Furnishing a component P = P sinT to check the
friction losses.
2. Providing a component PE = P cos to modify the
effectively undamped motion thus obtained.
For motions at a given amplitude, the friction loss
per cycle is essentially proportional to the frequency.
Hence, if P is the force P. required for o = wo, PD
at any other frequency must be
p =-mi p (43)D 63, min.
The force P , of course, is merely the force P corresponding
to the undamped motion, as given by the P-o and y-V diagrams.
The resultant force
P= P 2  2  (44)
;P TE
is thus easily plotted as shown in Fig. 24 below. The final
accuracy attained may be controlled by checking up on random
points here or there.
-32-
Fig. 24
A final point to be observed is that the motion is not
rigorously symmetrical with respect to t = 0 when there is
damping - for the reason that the damping force is at times
greater and at times less than the force component PD whose
work over each cycle offsets the friction loss. So long
Fig. 25
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as the damping is slight, the asymmetry of the motion with
respect to t = 0 may be neglected. For moderate amounts of
damping, the motion may be treated by regarding it first as
symmetrically of the form for the half cycle from t = 0 to
t = r/&, then as symmetrically of the form corresponding to
the interval t = -'/o to t = 0, and averaging the fs, fre-
quencies, and amplitudes B found by the two processes.
This method will, of course, not give the true time-displace-
ment curve; and when the damping becomes severe, the motion
must be treated as an unsymmetrical whole extending from
t = -rr/o to t = +n/w. In that case, the harmonic analysis
of the motion can not be accomplished by the special method
that will be offered in Section X.
VI. STABILITY OF THE OSCILLATIONS.
The association of stable and unstable states of motion
with certain parts of the response curve has so far been
purely empirical. It will now be shown how the observed
facts can be accounted for rationally.
Stability and Instability.
To begin with, the meaning of "stability" and "insta-
bility" must be made more specific:
A motion will be considered stable if it tends to re-
establish itself in its original form after a slight distur-
bance. The term unstable will be applied to a motion which,
after such a disturbance, departs further from its initial
form and tends to establish itself permanently in some other
form.
Undamped Motion.
A non-linear system without damping can be neither
stable nor unstable. So long as there is no friction, any
incidental disturbance merely changes a steady oscillation
into a periodically variable one. The following considera-
tions will make this clear. Merely for the sake of definite-
ness, they are restricted to a soft system; a similar argu-
ment could, of course, be given for a hard system.
To keep the discussion as simple as possible, it will
be assumed that the periodic external force is very small
compared with the elastic forces involved in the motion,
and that the effect of the force on the frequency of the
motion may therefore be neglected. For convenience's sake,
it will also be assumed that the initial disturbance is simply
a sudden slight increase of the amplitude over its steady
-34-
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value. Then, as a result of this increase in amplitude, the
motion will slow down slightly; and the force, whose fre-
quency remains unchanged, will advance relative to the motion.
If the force was originally in phase with the motion, it
will now begin to put energy into the system, causing the
amplitude to grow further and the frequency of the motion
to drop more. This goes on until the motion lags behind
the force by a phase angle of 1800. After that, the force,
running still further ahead of the motion, begins to take
energy out of the system; and by the time the lag angle
becomes 3600, the motion is back in the state from which it
started. The disturbance is thus periodically magnified and
contracted again to what it was at first. On the other hand,
if the force had been 1800 out of phase with the motion in
the original steady state, th.e disturbance would have been
periodically reduced and expanded again to its initial mag-
nitude. In either case, the disturbance would thus trans-
form the initially steady oscillation into a cyclicly vary-
ing one. Under larger applied forces, these cyclic varia-
tions would become more severe and more difficult to follow;
but in their basic nature they would remain the same. Damp-
ing is therefore essential if the disturbed motion is to
settle down to a steady state again.
Damped Motion.
The introduction of damping so complicates the picture
that arguments analogous to the one just given for a system
without damping become hopelessly involved. The considera-
tion of the disturbed motion of damped systems will therefore
be limited to a study of the motion immediately after the
disturbance. Taking it for granted that a damped motion must
be either stable or unstable, the assumption will be made
that stability or instability is indicated by the initial
tendency of the motion to return toward its undisturbed state,
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or to depart further from that state. Empirical knowledge,
as far as it extends, is found to support this assumption.
As an example, consider a soft damped system under
harmonic excitation.
Assume, first, that the initial departure from steady
motion is a sudden slight increase in the amplitude of the
motion. As a result of this departure, the motion slows
down and the force, whose frequency is unchanged, advances
relative to the motion. Initially, the force must have led
the motion by a phase angle between 0 and nT, since it did
positive work to balance the damping losses. If f was less
than rr/2, an increase in T would increase the work done by
the force, and would thus cause the motion to grow in ampli-
tude; hence the system would be unstable. If 'f was more than
T/2, an increase in g would reduce the work done by the force;
the amplitude of the motion would thus fall back toward its
steady value, and the system would be stable.
Again, considering the same system, let the distur-
bance be a gradual rising of the frequency of the impressed
force from some original steady value. The force then
begins to advance relative to the motion. To reach a new
steady state, the motion must also increase its frequency.
It must therefore reduce its amplitude. So the increase
in f must decrease the work input of the force. Hence, for
stability, 9 must originally be between v/2 and TT.
Finally, the fact that friction is the basic factor
determining stability suggests yet another approach to the
same problem. Assuming the system to have been oscillating
steadily in the absence of friction, consider what happens
if damping is suddenly introduced. The amplitude of the
motion will at once begin to fall. Hence the frequency will
begin to rise, and the force to lag begind the motion. If
the lagging force will do positive work on the systeM,
the amplitude decrease may be stopped and the loss repaired:
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the system will be stable. If a lag of the force produces
negative work, the system will be unstable. For stability,
then, the initial phase angle must have been rr, for insta-
bility 0. Hence the stable damped motion will be that with
a phase angle between T/2 and rr.
In all these three views of the same case, the essen-
tial requirement for stability is seen to be that an advan-
cing of the force relative to the motion shall cause the
force to do such work on the system as will change the am-
plitude in the direction of increasing frequency. The basic
significance of this requirement is further emphasized by
the observation that the points L and M, which divide the
L
L
(a) (b)
Fig. 26
stable and unstable motions in the response diagrams consi-
dered so far (Fig. 26(a) and (b) ), are points at which the
variation of frequency with amplitude changes sign. In both
the diagrams shown, stability goes with a force lead between
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n/2 and n so long as the frequency rises with the amplitude
along the response curve, while a force lead between 0 and
v/2 becomes stable when the frequency falls with increasing
amplitude. The picture thus is consistently the same from
all points of view. More general faith in the proposed
stability criterion seems therefore justified; and the
essence of the present paragraph may consequently be regard-
ed as perfectly general. A few special points, of interest
in more complex cases, remain, however, to be considered.
To avoid wasting time with the study of a state of
motion that subsequently turns out to be unstable, it is
desirable to determine the stability of a conceivable motion
beforehand. This can be done readily because the response
curves for various forces and dampings all are generally
similar, and the states of motion corresponding to certain
portions of the curves are stable or unstable in all the
cases alike (Fig. 27). The
simplest case to study is
I / naturally the one of an
infinitesimal force and
negligible damping. The
motion then is like the
free motion, and the phase
angle must be such that
no net work is done on the
system over a cycle of
the motion. If the motion
is given by the expression
Fig. 27
x = r, + r, cos wt + r2 cos 2Wt + ... (45)
and the force, with a yet undetermined phase angle (, is
F = P1 cos(wt + f) + P2 cos 2(wt +f,) + ...
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+ Qi sin(wt +fo) + Q2 sin 2(wt +f0) +
(P1 cOsT,+ Qi sin4) cos &t + (P2 cos 2y?+ Qi sin 2?,).
)cos Wtt + ..
-(PI sinT - Q, cos?.) sin wt - (P2 sin 2f(- Q2 COS 2 0)-
.sin 2wt - ... ,(46)
then TOmust be determined so as to make
wt = 2nT
WF F dx,
Wt = 0d
- ri(Pi sinT 0- Q, cosT') + 2rz(P 2 sin 2?y- Q2 COS 2)
+ ... (47)
0.
Among the two or more values of f satisfying this equation,
the ones corresponding to stable motions are those for which
N ri (PI cos ,+ Qi siny,)+ 4r2 (P2 COS 2((+ Qi sin 2 fr)
+ ... (48)
has the same sign as dw/dA, the rate of change of frequency
with amplitude. Checking these equations against the simple
case of F = P cos(ot +To) , it is found that
WF = nri P sin ? 0 for T, = 0 or y0 ,
nr1 P cosT ,) + for '= 0 and - for f,= T.
A hard system (dw/dA = +) should thus be stable if f, = 0,
and a soft system (do/dA = -) for 'f R = . This is, indeed,
Just what had been found before.
While the stable and unstable regions of a response
diagram can thus be found in the vicinity of the resonance
curve, it must not be forgotten that the "unstable" part of
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a response curve will turn stable wherever that curve may
pass through a point at which dA/d&j, measured along the curve,
is infinite - as at points L and M in Fig. 26(a) and (b).
The question whether a specific curve will have such a turn
can almost always be answered by inspection.
VII. SYSTEMS UNDER ARBITRARY EXCITATION.
Natural Excitation.
A form of excitation even simpler to deal with in
some respects than the harmonic one considered so far is
what may be termed "natural" excitation. It is excitation
by a force which varies in the manner of the elastic force
in a free oscillation., If the ratio between the exciting
and the elastic force is P/E(A) = p, and the natural frequen-
cy of the system at the given amplitude is w,, the frequency
w of the forced motion is
E -P W_49
damping neglected. The form of the forced oscillation is
obviously the same as that of the free oscillation. The
P - curve is the straight line defined by the equation
C02 m (1- p) = 6a 2(1- )
or
P = E(A) 1. )21. (50)
These expressions are just like those for a linear system
under harmonic excitation. The reason is that harmonic
excitation is "natural" for linear systems.
Natural excitation is, of course, hardly ever found.
In general, it would have to be different for oscillations
of different amplitudes. A special case, in which the same
form of excitation would be natural at all amplitudes, is
that of a bi-linear system, as shown in Fig. 28. Because
-41-
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the motion and the force change
phase at w/, = 1, a given ex-
citation can, however, be natur-
al only for w>w. or w <,
Unless a special non-
linear form of damping is
assumed, damped motions under
natural excitation do not
have quite the outstanding
simplicity of undamped mo-
tions. They will therefore
Fig. 28 not be enlarged upon here.
General Excitation.
In its most general form, the excitation has been
expressed by the infinite series
F = P, cos(Wt +) + P2 cos 2(tot + ) +...
+ q sin(wt +T) + Q, sin 2(wt +gT) +...
= (P1 cos f+ Q, sing)cos wt + (P2 cos 2 1 + Q2 sin 2y)e
.cos 2ct +...
-(P1 sine - Q, cos )sin wt - (P2 sin 2y - Q2 coo 2? ).
esin 2wt -... (46)
with the constant ({ inserted to allow for proper phase ad-
justment between the force and the motion.
Assume the motion first to be free and undamped,
and given as
x = r. + r, cos wt + r, cos 2wt + ... . (45)
If this motion were the actual one, the work done on the
system by the outside force during one cycle would be
-43-
ot = 2n
WF = F dX
cot = 0
= t ri (Pi sintf - Qj cos9' ) + 2r2 (P2 sin 2
Q2 cos 2{) + . (47)
The work dissipated by friction would be
wt= 2Tr
Vf =g( dx2 dt' 'D f 
cot = 0
rr firi + (2r2)2 + ... j. (38)
Maintenance of the motion would thus require that f be such
as to make
r,(P1 sin -r Q cosf) + rz(Pz sin 2 y- Q2 cos 2T) +...
== fo1r2 + (2r2)2 + (3r3) 2 + ... ) . (51)
As in the case of simple harmonic excitation, it is
possible to approach the problem either directly, by pro-
ceeding from the free undamped motion to the forced damped
motion in a single step, or indirectly, by first finding
the undamped forced motion, and then modifying it to allow
for the presence of damping.
If the direct approach is followed, f as found from
Equation(49) is used to determine the phase relation between
the force and the first approximation for the motion, and
hence to furnish F(x), D(x), and R(x). From R(x) there is
then found the second approximation for the motion. A new
angle Y is determined next, and from it are found the second
approximations for F(x), D(x), and R(x). The cycle is re-
peated until R(x) becomes stationary. x(t) corresponding to
the final R(x) is the solution to the problem.
-44
In the indirect approach, the initial is determined
so as to make
r,(Pl sinf - Q, cos ) + r2 (P2 sin 2 y - Q,2 cos 2T)
+ ... = 0 (52)
initially and again upon each repetitionof the cycle of
approximation. This cycle involves using the assumed motion
and the based on it to determine F(x) and R(x); using
R(x) to obtain the next approximation for the motion;
using this motion to find the for the approximation fol-
lowing;- etc. The process is stopped when R(x) becomes
stationary between successive approximations. Then, on the
basis of the motion thus found, damping is introduced, and
the process becomes just like the direct one discussed above.
Because the undamped forced motion is generally a better
initial approximation than the free motion, the adjustment
for the damping is likely to be satisfactorily close after
the first or second correction.
The indirect method is usually preferable when the
impressed force can be expressed as a cosine series.
is then known to be zero in the absence of damping, and thus
needs to be obtained by calculation only for the final ad-
justments from undamped to damped motion. In the general
case, when there are sine terms as well as cosine terms in
F(t), is just as inconvenient to find for the undamped
motion as it is for the damped one. Hence nothing is saved
by first treating the motion as undamped: the direct method
therefore becomes the simpler one. This method naturally
recommends itself also for the study of any motion near the
peak of the resonance curve, where the damped forced motion
is closer to the free motion than to the undamped forced
motion. On the other hand, the indirect approach will
generally be found quicker when several response curves are
to be determined.
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Practical Suggestions.
In the practical handling of the problem, the general
technique remains the same as if the excitation were harmonic.
It will be found, however, that the use of the P-w2 and '# -
diagrams gets rapidly more complicated as terms are added
to the excitation function. While a perfectly general dis-
cussion of these diagrams could be given, its usefulness
seems doubtful since the diagrams lose their interest when
they cease to be simple to construct. As a matter of fact,
the solution of the problem is quick and easy even without
such auxiliary curves. A point-by-point construction of the
response curves by the basic method is therefore suggested
in the case of complex excitation.
VIII. EXCITATION THROUGH HIGHER HARMONICS OF FORCE OR MOTION.
The possibility of exciting a non-linear system through
the higher harmonics of the force or of the motion, or of
both, has already been mentioned in Section" II. This type
of excitation will now be examined more closely.
Omission of Lower Harmonics in General Expressions for Force
and Motion.
In writing
x = r, + r, cos ot + r2 cos S2Wt +
and
F = Pi cos(wt +c ) + P 2 COS 2((t +(f) +
+ Qi sin(wt +y) + Qz sin 2(t +ty) +...
it has so far been assumed that the first harmonic terms
in both expressions were different from zero. The higher
order terms then appeared as of subordinate importance.
But just as higher harmonics may sometimes be absent, so
first harmonics need not always be present. The usual as-
sumption that either x or F does have a first harmonic amounts,
of course, merely to a definition of the frequency w.
General Discussion of Motions Excited Through Higher Harmonics.
The number of motions that may conceivably be maintained
bY a given excitation is equal to the number of harmonics in
the force times the number of harmonics in the free motion -
a possible steady motion corresponding to any matched pair
-46-
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of harmonics of force and motion. WIhen the lowest harmonic
of the force is matched with a higher harmonic of the free
motion, the excitation may be called "superior". When the
lowest harmonic of the free motion is paired with a higher
harmonic of the force, the excitation is "inferior". In
their susceptibility to superior as well as inferior exci-
tation, non-linear systems differ from linear systems which,
because their free motion has but one harmonic, can respond
only to inferior excitation.
Superior Excitation. The behavior of a non-linear
system under a simple third harmonic excitation
F = P cos 3(wt +(f )
is shown by Fig. 29 below - the dotted curves corresponding
A Ito undamped motions and the
full lines to damped motions.
The next Figure gives the
response curves for the same
system under simple harmonic
excitation for one value of
P and for excitation frequen-
cies 1, 3, 5, times the fre-
quency of the motion. As the
various harmonics of the motion
change in relative importance
between different amplitudes,Fig. 29
the response curves for the various excitations are not
similar, though their "backbone" curves are derived from
the natural amplitude-frequency curve by simple multiplica-
tion of the abscissae by 1, 3, 5. By crossing its backbone
curve, the fifth harmonic response curve indicates a change
in sign in the fifth harmonic of the motion at the ampli-
tude corresponding to the crossing point.
-48-
Fig. 30.
A characteristic feature of the response curves for
superior excitation is that they converge, for each excitation,
as the amplitude of the motion decreases. This convergence
is intimately associated with the fact that the higher har-
monics of the free motion disappear in comparison with the
first harmonic as the ampli-
tude tends toward zero, and
that greater and greater forces
are thus required to main-
tain the motion against any
damping which may be present.
When the free motion does not
become simple harmonic for
infinitesimal displacements -
as with a system whose elastic
characteristic has a break at
Fig. 31 x = 0 (Fig. 28) - the conver-
gence of the response curves toward A = 0 ceases, and the
NOPMMMM" lpms "': -- " - 11 '- ___- - 1 - - -- - __ - 11 - 11 --- - - ___ I __ __ M
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curves become as shown in Fig. 31. On the other hand, with
a system whose linearity extends over a finite range (Fig. 32),
the end of the linear range marks the amplitude for which
the response curves converge (Fig. 33).
)k)
Fig. 32 Fig. 33
Inferior Excitation. The general effects of inferior
excitation can be visualized qualitatively by first disre-
garding the presence of the force harmonics below the har-
monic which is matched with the first harmonic of the free
motion, and then superimposing on the motion thus found a
motion corresponding to a pulling back and forth of the system
by the lower force harmonics. The general result, for an
excitation
F = P, cos Wt + P3 cos 3Ot
whose third harmonic matches the first harmonic of the free
motion, is shown in Fig. 34, together with the response curve
for the motion produced by a pairing of the first harmonic
of F with the first harmonic of x.
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910,,
Fig. 34
The stability question remains an interesting and a
vital one. Consider, for example, a system excited by a
simple third harmonic force, as already referred to above.
For stability it is necessary that the force lead the har-
monic corresponding to it by a phase angle near 0 if the
system is hard, or by an angle near n if the system is soft.
Now, in the free motion of a soft system, the third harmonic
is opposed to the first harmonic when x = A; and in the
motion of a hard system, the third harmonic is in phase with
the first harmonic at that moment. Thus, under third har-
monic excitation the stable states of motion are represented
by portions of the response curves which would represent
unstable states in a diagram for first harmonic excitation,
while the unstable states now are found represented by po -
tions of the curves which formerly had corresponded to stable
states (Fig. 3 (a) and (b)). In a case like that of the
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(a) (b)
Fig. 35
fifth harmonic excitation in Fig. 30 above, stable states
would be found on different sides of the free motion curve
at different amplitudes.
Practical Suggestions.
The majority of the motions conceivable in the ab-
stract can not be realized in actuality because of the ef-
fects of damping. Equation(51),
ri(P 1 singf- Qi cosgf') + r2(P2 sin 2 Q2 cos 2Y) +
= f2,{ri + (2rJ 2 + (3r3 )2 + ... 1,
will indicate fairly accurately what motions are possible
under given forces and dampings, and what ones are not.
The possible motions can then be studied in detail by the
standard method. The only new point is met in the case of
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inferior excitation, when R(x) will be different for the
various back and forth swings of the motion during one cycle
of the lowest force harmonic, and the process becomes cor-
respondingly more laborious.
A survey of the stability situation should be made
before the determination of the response curves is begun.
IX. GENERALIZATION OF THE METHOD.
While the discussion so far has been confined to systems
with non-linearities in E(x) alone, it can readily be extended
to cover systems non-linear in other respects also. Some
specific extensions may be briefly touched.
That the damping does not need to be proportional to
v, but may depend in any arbitrary manner on x, dx/dt and
dax/dt 2 , is obvious.
With regard to variable inertia, the method has de-
finite limitations. The most important case that can be
dealt with is the one in which m is expressible as the pro-
duct of a function of x and a function of v. For then the free
motion of the system is defined by the equation
m±(x)m2 (v)vdv + E(x) = 0, (53)
or
m4(v)v dv + dx = 0;
whence
v x
m;&(v) v dv + ( dx =0,
0 A
or
v A
E(x)
m4 (v) v dv=) (54)
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) d
Mn(V)v dv= E(x) dx = W(A) - W(X) .
If m 2(v) = constant = ca , M = cmin1 (x) = m(x); and the
equation becomes
V dv = 1 Vd(
(55)
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The integral on the left is represented by the area
under the curve of mn(v)v plotted against v, that on the
right by the area under the curve of E(x)/mi(x) plotted
against x. Corresponding values of x and v are easily read
off the curves representing the two integrals. Thereafter
the work proceeds as usual.
In the particular case that mi,(x) = constant = c,
m = cim2 (v) = m(v); the last equation then reduces to
(56)AX)dx.
X. HARMONIC ANALYSIS OF OSCILLATION CURVES.
The harmonic analysis of time-displacement curves is
facilitated by a method developed especially for this type
of curve. This method is based on a polygonal approximation
of the curve to be analyzed. As indicated in the accompany-
ing Figure, the approximation proceeds by repeated bisection
of the intervals OP and PQ into halves, fourths, eighths, etc.
Ai AZ
Fig. 36
The process is equivalent to a division of the area under
AP and BOP into triangles as shown. Steady convergence is
assured because AP B. is everywhere concave toward the wt-
axis,
-55-
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The method presumes
that the oscillation
curve is symmetrical
with respect to wt = 0,
so that only one half
of the curve need be
considered! A triangle
w( t1 iT as shown in Fig. 37
is then represented
Fig. 37 by the Fourier 
Series
x p, + p1 coswt + p. cos 2wt + ... + p cos not +..,
(57)
with
O h(tot - wt,) ,(58)
2rr
2h { cos njotp - cos not1  cos notp - cos not-
Pn IM ( tz -t 1t wta - tz '
(59)
If the triangle is isosceles, standing over a base
ws - cit, = A wt and having its apex at wt., these coeffi-
cients become
h At (60)
p* 2nr '
pai = 8h sinz(n--c )cos(not.). (61)
The coefficients are proportional to h. For h equal to
unity, they have the "reduced" values
An extension of the method to deal with curves not sym-
metrical about wt = 0 would readily be possible and is :plan-
ned in case the scheme proves its practical worth.
(62)
(63)C8 sin (n ) cos (no).
Since there is a complete set of these coefficients for each
of the triangles making up the area under AP and BP, indices
will be used to associate the various c's with the appropriate
1 ?
triangles. These indices, gA, aB, etc., refer to the point,
expressed as a fraction of OP or QP, at which the triangle
has its apex. Thus, finally,
x = r, + ri-cos ot + r2 cos Zot +...+ rn cos not +..,
where
r =cnoA A,+ nA A+ cA A+ A
+ enoB B0 + cnB B4 +... (64)
The coefficients c are determined by the point P at
which AB, crosses the ot-axis. The position of that point,
as a decimal of nr, is the parameter k against which the cIs
have been plotted in the appended charts. The signs of the
coefficients presume the A's to be measured positive upward
and the B's positive downward.
The charts give the c's only for intervals down to 1/8
of OP and QP. Smaller intervals need not generally be taken.
But if a further subdivision does become desirable - as when
the method is to be applied to a curve with reversals of
curvature - the c's required can easily be found from Equa-
tions(62) and (63), which, for the small intervals in ques-
tion, become
cO = W
a = &Wt cos(nwt,).
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XI. EXAMPLES.
Example 1 (Illustrating Section III).
0,5
010,5 h.0 X 1.5
Consider the free os-
cillations of a mass
m = 1 on a spring with
the characteristics
shown in Fig. 38. Let
A = 1.5 be the amplitude
of the particular motion
to be studied. Equation
(10) gives, between x = 1.5
and x = 1.0,
t = cosh~1 (2E(x)
Fig. 38
x
2E(x)
t
Thus, tabulated:
1.50
1.00
0
1.40
1.20
.624
1.20
1.60
1.047
1.00
2.00
1.313
Between x = 1.0 and x = 0, t is determined by graphical
integration of 1/v over x. The following table indicates the
preliminary steps:
x
v2 (= 2{jW(A) - W(x))
1/v
1 1.00
.75
1.155
0.80
1.11
.949
0.50
1.50
.816
0
1.75
.756
Fig. 39 gives the plot of 1/v against x, together with
the time curve. The latter starts from the point t = 1.313
at x = 1.00, to which it was brought by the calculations
above.
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0 .5 1.0 X 1S
Fig. 39
To solve the whole problem graphically, proceed as in-
dicated by the following table:
xv
1/v
sinG
e
coso
1.5cosG/v
1,50
0
1.000
.5000TT
0
1.732
1.40
.11
3.03
.9334
.3887TT
.3590
1.632
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1*20
.39
1.602
.8000
*2953r
.6000
1.440
0.80
1.11
.949
.5333
.1790r
.8459
1.204
0.50
1.50
.816
.3333
.1082r
.9428
1.153
10
1.75
.756
0
0
1.000
1.133
Fig. 40 shows the plot of (1.5cosO)/v against 0, and the
integrated curve for t. Reading off t at the O's which cor-
respond to the various points initially picked, one gets again
the x-t curve of Fig.39.
2.5
2.0
r
0 J*V .3 Tr e A r .S i
Fig. 40
Fig. 41 gives the x-t curves for various values of A, and
Fig. 42 shows the dependence of the frequency on the ampli-
tude of the motion.
t
1.
0 __________________I_____
1.00
.75
1.155
.6667
*2323r
.7455
1.292
,1
I .6I
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'2.0 -- ___
A
R ___________________
___________________________________________________________________ I ________________________________
0 .5 1.0 w
Fig. 42
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Example-2 (Illustrating Section IV).
Consider now the motion
.0 of a mass m = 1 on a
5 spring with linear elas-
E<A) ticity on one side and
0 with the characteristic
of the system of Example 1
on the other side (Fig. 43).
Let the amplitude of the
-- ~ _- --- motion on the A-side be
A = 1.5; and let there
be an excitation
Fig. 43 F = +0.1 cos wt.
In the free motion of the system, the amplitude B cor-
responding to A = 1.5 is such that W(B) = W(A), i.e.,
+k 0B2 = +B2 = 0.875, B = 1.32.
The first approximation for x(t) is thus as shown by
the curve x0 in Fig. 44. With x(t) is plotted F(t); and
from the two curves is found the first approximation F, for
F(x), and hence R, for R(x) (Fig. 45). The free motion cor-
responding to R, is found by the processes of Section III.
It is represented by 'xl in Fig. 44. F(t) is now re-plotted
to correspond to the frequency of x1 , and there is found the
second approximation F2 for F(x), and R2 for R(x). Because
R2 is almost indistinguishable from R1, the process need not
be carried any further: x1 represents accurately the motion
of the system under the specified conditions.
Fig. 46 shows the response curve of the system for the
excitation F = +0.1 cos wt. It brings out the remarkable fact
that the curves for in-phase and for out-of-phase excitation
may cross on the st'iffer side of an unsymmetrical system.
2.0
(A)
1.X0
15
005 152 3.0 t4.o
Fig.44
-I~s -.- , 0 L.o X
Fig.45
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,5 1.0 o
Fig. 46
1.0
-,5
- l.0
-t,5
2,0
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Example 3 (Illustrating Section V).
Consider next a symmetrical system of the type of
Example 1 under an excitation F = 0.1 cos(&ft +(f ) in the
presence of various amounts of damping f = 0, .05, .10. Take
again as typical the oscillation of amplitude A = 1.5. Figs.
47 and 48 show how the motion of the undamped system is
derived from the free motion found in Example 1.
\5
F)
xo
0 0S 15 0 2,0 2
Fig. 47
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0 ,3 I0 x 2.0
Fig.48
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Fig. 49
In Fig. 49,v has been plotted against x. The area under
the curve is
x = 0
WD_
vdx
x = 1.5
= 1.45.
Hence, tabulating
.05
.072W D
.10
.145.
The force FD =D sin wot which will maintain the motion
against the damping is such that
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x=0
WF F D d
x = 1.5
x = 1.5
= PD x Cos(t)
x=0
F Dx
= D1,
z=1.5
d (wt)
= WD
1.5
x
XfCOsJf)
1.0
.5
S,ITr .2ir .3Ti c0t ,4rr
Fig. 50
The value of the integral, obtained by plotting x cos(wt)
against (wt), as shown in Fig. 50, is found to be 1.27.
Thus
W = 1. 27 P ,or PD 45f= 14W 2PD 1.27
x=0
xdF D
x = 1.5
.5rr
P = -.1, k .524 - .066 = .458;
Fig. 53 shows WF and W , for various values of P Dand
of f, as functionsof A. The curves for P, f = .08, .09 have
been added to reveal more clearly the delicate balance between
damping and excitation. Fig. 54 shows the variation of PD
with A for the different damping constants f. Fig. 55 finally
gives the complete response curves for the excitation
= .677
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To see whether or not the first approximation to the
motion is close enough, take the most heavily damped motion
(f = .875) that can be maintained by P = P = 0.1; find the
difference F(x) - D(x) between R(x) and E(x); and observe
whether that difference will modify the motion perceptibly.
Fig. 51 shows the difference to be noticeable. The motion
will therefore differ somewhat from the free motion. But
since the modifying effects are not large, and are oppositely
directed over the two halves of a swing of the motion, they
will leave the frequency practically unchanged. WD and WF
also remain essentially as they were. The given value of PD
may therefore be taken as final. It has been used in Fig. 52
for the construction of the P-o curves for A = 1.5 in the
vicinity of w = o = 0.724. The curve for zero damping is
defined by the three points corresponding to: (l)P = +0.1,as
calculated above; (2)P = 0, known from Example 1; (3)P = -0.1,
determined approximately through the assumption that the decrease
in the effective stiffness due to P = -0.1 is equal to the
increase in the effective stiffness due to P = +0.1. The
details of this latter process are as follows:
k
For P = 0,Fe o724; k = .524
= +.1, +== .768; k = .590 = .524 + .066
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F = 0.1 cos(t +f .
The phase angle?, if desired, can be found as
P P
tan' sin. aV
Si o'i .s 0
LI
o01 -s|-
p'I
0
-.2
C .1 .2 .3 .4 9.6 ,7 t4 .8
11
Fig.52
S' II
sog Ol'
SF.
so.-- s -b 41 A
0'1
50 1 Q1
go,-
d
tbo
51 (22 01 0
001'
60'
80'
50'
0/v
O'S,
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Example 4 (Illustrating Section VIII).
Let it be required to determine roughly the relative
amplitudes of the resonant oscillations of a bi-linear system
(Fig. 28) under simple harmonic excitation through the various
harmonics of the motion.
Take the system such that kB = 4kA . Then the free
motion on the A-side takes twice as long as the motion on
the B-side; and for k AA2 = *kBB2 , A = 2B in the free motion.
The motion is represented by two half sine curves as shown
in Fig. 56. It can be expressed as
x = 1 + 2.314 cos w0 t - .2103 cos 2&oet + .0445 cos3cot
- .0059 cos4ot + ... ,
with co . Thus, when exciting the system through the
various harmonics of the motionja force F = P sin nwot provides,
over each cycle, work as follows:
n 1 2 3 4
W 2.314PA .421PA .137PA .024PA
The friction work, W , is proportional to A2. Hence, if
A1 is the amplitude maintainable under first harmonic excita-
tion, the amplitudes that can be maintained under higher har-
monic excitation are as follows:
A 2 = A, 2.4 = .182 A, ;
137A 3 = A, 2.34 = .059 A, ;
A4 = A, (24 = .010 A1 ; etc.
In the absence of damping, A1 is infinite - and so are
then also the A's for the higher excitations.
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APPENDIX.
Charts for the Harmonic Analysis of Oscillation
Curves.
(Constructed in part by Mr. W.R. Weems, with
assistance from Mr. B. McMillan.)
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