We developed an explainable artificial intelligence (AI) early warning score (xAI-EWS) system for early detection of acute critical illness. While maintaining a high predictive performance, our system explains to the clinician on which relevant electronic health records (EHRs) data the prediction is grounded. Acute critical illness is often preceded by deterioration of routinely measured clinical parameters, e.g., blood pressure and heart rate. Early clinical prediction is typically based on manually calculated screening metrics that simply weigh these parameters, such as Early Warning Scores (EWS). The predictive performance of EWSs yields a tradeoff between sensitivity and specificity that can lead to negative outcomes for the patient. 1-3 Previous work on EHR-trained AI systems offers promising results with high levels of predictive performance in relation to the early, real-time prediction of acute critical illness. 4-21 However, without insight into the complex decisions by such system, clinical translation is hindered. In this paper, we present our xAI-EWS system, which potentiates clinical translation by accompanying a prediction with information on the EHR data explaining it.
For each patient, data from 34 chosen clinical parameters were extracted from the EHRs and used as input for the prediction module (Extended Data Table 1 ). Based on this data, each of the three prediction models output a prediction in the range of 0% to 100%, such as a 78% risk of developing AKI during admission. The DTD explanation module was then used to explain individual patient predictions in terms of the clinical parameters measured during their admission. The module produced an explanation by running a backward pass on the prediction output according to a predefined set of propagation rules (Figure 1 ).
In Figure 2 , the predictive power of the xAI-EWS is presented in summary form with results from the onset time to 24 hours before onset. AUROC with mean values and 95% Confidence Intervals (CIs) were 0.92(0.9-0.95)-0.8(0.78-83), 0.88(0.86-0.9)-0.79(0.78-0.8), and 0.90(0.89-0.92)-0.84(0.82-0.85) for sepsis, AKI, and ALI, respectively. AUPRC with mean values and 95% CIs were 0.43(0.36-0.51)-0.08(0.07-0.09), 0.22(0.19-0.24)-0.13(0.12-0.14), and 0.23(0.21-0.26)-0.23(0.22-0.24) for sepsis, AKI, and ALI, respectively. (Extended Data Table 3 and 4). The xAI-EWS enabled two perspectives on the model explanations: an individual and a population-based perspective. For the individual perspective, the explanation module enabled the xAI-EWS to pinpoint which clinical parameters at a given point in time were relevant for a given prediction. In current clinical practice, the workflow normally follows that clinicians observe either a high EWS or an increase in EWS. However, the following targeted clinical intervention concerning the potential critical illness happens when the clinician understands which clinical parameters have caused the high EWS or the change in EWS. This is one of the main reasons why AI-based EWS systems need to be able to explain their predictions. The xAI-EWS system we developed allows for such explanations in real time and across all clinical parameters used in Predictive performance is shown from the onset time to 24 hours before onset. AUROC performance is shown for sepsis (a), AKI (c), and ALI (e), and AUPRC performance is shown for sepsis (b), AKI (d), and ALI (f). Lighter colors surrounding the lines indicate uncertainty by 95% confidence intervals calculated from the five-fold cross-validation. the model. An example of an output from the explanation module, utilizing the individual perspective, is illustrated in Figure 3 . Individual clinical parameters are sized according to the amount of backpropagated relevance. Figure  3a shows the 10 most relevant parameters with respect to sepsis for a single patient with a risk score of 76.2%. High respiration frequency, high pulse rate, and low plasma albumin are the most important predictors of sepsis. The physiological values of respiration frequency and pulse rate do not seem to increase close to the prediction time, but, inspecting the increasing sizes of relevance, it appears that the xAI-EWS attributes more weight to recent values. Figure  3b and Figure 3c show the 10 most relevant parameters with respect to AKI and ALI for two patients with risk scores of 90.4% and 83.8%, respectively.
In terms of the population-based perspective, the xAI-EWS is able to facilitate transparency and, thereby, induce trust, by giving clinicians insights into the internal mechanics of the model without any deep technical knowledge of the mechanisms behind it. In Figure 4 , the 10 most important clinical parameters for each of the three models are shown. The parameters are sorted by the decreasing mean relevance as computed for the local, back-propagated relevance scores across the entire population, but only for patients who were positive for sepsis, AKI, or ALI.
The blue horizontal bars in the left column of Figure 4 display the mean relevance. In the local explanation summary in the right-hand column of Figure 4 , the distribution of the back-propagated relevance scores for each clinical parameter are shown and color-coded by the parameter value associated with the local explanation. As an example, in Figure 4c and Figure 4d , the AKI model seems to associate high P-creatinine levels and low estimated glomerular filtration rates with AKI. When the model is confident about a decision, it will output a high probability. This high probability will result in more relevance available for distributing backward; it will also result in larger relevance scores. On the contrary, when the model does not believe that a patient will develop an acute critical illness, it will output a low probability, and the associated relevance scores will also be low. The summary distribution allows clinicians to get an idea of what to expect from the model in clinical practice. It is important to note that the xAI-EWS presented in this study should not be conceived as the one-and-only multi-outcome model. Rather, it should be viewed as a general method of building precise and explainable models for acute critical illness. Following this line of thinking, it is obvious that other models with important critical outcomes, such as hypokalemia, hyperkalemia, acute constipation, and cardiac arrest, should be added to the three models presented in this study. This will result in a series of EWS models that are all specialists in their respective fields. Figure 3 -Results from the explanation module displays for three individual patients. Three selected patient timelines with back-propagated relevance for sepsis (a), AKI (b), and ALI (c) are shown. Only the 10 highest-ranking parameters in descending order by the mean relevance are displayed. The data shown in the three timelines match the data from the observation window, such that a time equal to zero is the prediction time. The data-points are colored according to the 5th and 95th percentiles for each parameter across the whole dataset. The blue data-points correspond to a value between 0 and the 5th percentile, the red data-points correspond to a value between the 95th and 100th percentiles, and data-points with values close to the median are purple. Plasma: P; estimated Glomerular filtration rate: eGFR.
One important aspect on the basis of our model is that more work is needed to investigate better ground truth definitions of the evaluated critical illnesses, such as AKI and ALI. We based the ground truth on the need for Continuous Positive Airway Pressure (CPAP) or Noninvasive ventilation (NIV) due to the lack of a convention on how to label ALI. The KDIGO is an indicator of AKI that has a long lag time after the initial renal impairment, as mentioned by Tomašev et al. 4 Our model is trained and has been tested on a large dataset that is highly representative of the Danish population. However, validating the predictive performance of the xAI-EWS on a different population would make for an interesting study, and, as the xAI-EWS currently uses just 34 clinical parameters, this appears feasible.
In summary, we have presented the xAI-EWS-an explainable AI EWS system for the prediction of acute critical illness using EHRs. The xAI-EWS shows a high predictive performance while enabling the possibility to explain the predictions in terms of pinpointing decisive input data to empower clinicians to understand the underlying reasoning of the predictions. We hope that our results will be a steppingstone toward a more widespread adoption of AI in clinical practice. As stated, explainable predictions facilitate trust and transparency-properties that also make it possible to comply with the regulations of the European Union General Data Protection Regulation, the Conformité Européenne (CE) marking, and the United States Food and Drug Administration (FDA). 45, 46 Sepsis Acute Kidney Injury The parameters are sorted in descending order according to global parameter importance, defined by the mean relevance, which is identified by the blue horizontal bars for sepsis (a), AKI (c), and ALI (e). The local explanations summary shows all the individual data-points, colored by parameter value and displaced by the relevance for sepsis (b), AKI (d), and ALI (f). The height of the data-points shown for each parameter in the local explanation summary correlate with the number of data-points at the associated level of relevance. The population-based perspective is simplified by ignoring the temporal relevance variations, treating all data-points at different times equally. Plasma: P; estimated Glomerular filtration rate: eGFR.
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Methods
Data description
In this study, we analyzed the secondary healthcare data of all residents of four Danish municipalities (Odder, Hedensted, Skanderborg, and Horsens) who were 18 years of age or older for the period of 2012-2017. 47 The data contained information from the electronic health record (EHR), including biochemistry, medicine, microbiology, and procedure codes, and was extracted from the "CROSS-TRACKS" cohort, which embraces a mixed rural and urban multi-center population with four regional hospitals and one larger university hospital. Each hospital comprises multiple departmental units, such as emergency medicine, intensive care, and thoracic surgery. We included all 163,050 available inpatient admissions (45.86% male) during the study period and excluded only outpatient admissions. The included admissions were distributed across 66,288 unique residents. The prevalence for sepsis, AKI, and ALI among these admissions was 2.44%, 0.75%, and 1.68%, respectively (see Extended Data Table 2 ). The CROSS-TRACKS cohort receives data from the regional data warehouse (Central Denmark Region), which offers a combined dimensional model of the secondary healthcare data. Merging all data sets is possible via a unique personal identification number given to all Danish citizens and by which all information within any public institution is collected. 42 The model parameters were limited to include only a small subset of the total available events, namely, 28 laboratory parameters and six vital signs (see Extended Data Table 1 ). The parameters were selected by trained specialists in emergency medicine (medical doctors) with the sole purpose of simplifying the model to enable a better discussion of the model explanations. Therefore, frequently recorded parameters having known correlations with acute critical illnesses were preferred. While a deeper model with a latent representation of thousands of clinical parameters might lead to better performance, it would also have made the continuous discussions between clinicians and software engineers difficult. Therefore, the scope of this article is not to obtain the best performance at all costs but to demonstrate how clinical tasks can be supported by a fully explainable deep learning approach.
Data preprocessing. In the data extracted from the CROSS-TRACKS cohort, each admission is represented as a time-ordered sequence of EHR events. Importantly, the time-stamped order of this data reflects the point in time at which the clinicians record each event during the admission. Each event comprises three elements: a time stamp; an event name, such as blood pressure; and a numerical value. The event sequence is partitioned in aggregated intervals of one hour, such that the observation window of 24 hours is divided into 24 one-hour periods, and all the events occurring within the same one-hour period are grouped together by their average numerical value.
Gold standards. Via a classification process, each admission was classified as sepsis-positive, AKI-positive, ALIpositive, or negative (no critical illness). For sepsis classification, we followed the recent Sepsis-3 43, 48 implementation by Moor et al., 12 according to which both suspected infection and organ dysfunction are required to be present. 12, 43, 48 Suspected infection was defined by the co-occurrence of body fluid sampling and antibiotic administration. When a culture sample was obtained before antibiotics administration, the antibiotic had to be ordered within 72 hours. 12 If the antibiotic was administered first, then the culture sample had to follow within 24 hours. 48 Organ dysfunction occurs when the SOFA 49 score displays an acute increase of more than or equal to two points. 48 To implement the organ dysfunction criterion, we used a 72-hour window from 48 hours before to 24 hours after the time of suspected infection, as suggested by Singeret et al. 43 and Moor et al. 12 The Sepsis-3 implementation is visualized in Extended Data Figure 1 . AKI classification was performed according to the KDIGO criteria. 44 KDIGO accepts three definitions of AKI: (1) an increase in serum creatinine of 0.3 mg/dl (26.5µmol/l) within 48 hours; (2) an increase in serum creatinine by 1.5 times the habitual creatinine level of a patient within the previous seven days; and (3) a urine output of < 0.5 ml/kg/h over 6 hours. Following the work of Tomašev et al., 4 only the first two definitions were used to provide ground-truth labels for the onset of AKI as urine measurements were not available. The habitual creatinine level was computed as the mean creatinine level during the previous 365 days. We used binary encoding for AKI such that all three severity stages (KDIGO stages 1, 2, and 3) were encoded as positive AKI. For ALI classification, we simply considered the presence of either NIV or CPAP during the admission. The ALI onset was the first occurrence of either NIV or CPAP (see Extended Data Figure 1 ).
Prediction module. The AI-EWS model is designed as a variation of a convolutional neural network (CNN) called a temporal convolutional network (TCN). CNNs have dominated computer vision tasks for the last century 32 and are also highly capable of performing sequential tasks, such as text analysis and machine translation. 34, 50 A TCN 34, 35 models the joint probability distribution over sequences by decomposing the distribution over discrete time-steps
. , x T } is a sequence, and the joint distribution is parameterized by the TCN parameter θ. Thus, a TCN operates under the autoregressive premise that only past values affect the current or future values, e.g., if a patient will develop acute critical illness. Moreover, TCNs differ from "ordinary" CNNs by at least two properties: (1) the convolutions in TCNs are causal in the sense that a convolution filter at time t is only dependent on the inputs that are no later than t, wherein the input subsequence isx 1 , x 2 , . . . , x t ; and (2) TCNs can take a sequence of any length as input and output a sequence of the same length, similar to RNNs. 35 The TCN achieves this by increasing the receptive field of the model with dilated convolutions instead of performing the traditional max pooling operation, as seen in most CNNs. Dilated convolutions achieve a larger receptive field with fewer parameters by having an exponential stride compared to the traditional linear stride. By increasing the receptive field, a temporal hierarchy comparable to multi-scale analysis from computer vision can be achieved. 51 The Extended Data in Figure  2 The data is processed by three temporal blocks, each including one-dimensional dilated causal convolutions with 64 filters, ReLU activations, 52 layers normalization, 53 and one-dimensional spatial dropout layers. 54 Outputs from the third temporal block are pooled together across time-steps by a global average pooling operation 55 to obtain a stabilizing effect for the final output of the model. The pooled output from each kernel in the dilated causal convolutions is flattened to a single vector that is used as input to a final dense layer followed by a softmax activation function. The output from the softmax activation is the probability of future sepsis, AKI, or ALI during admission.
Training and hyperparameters. The model was trained to optimize the cross-entropy loss using the Adam optimizer 56 with mini-batches of the size of 200, a learning rate of 0.001, and a dropout rate of 10%. All weights were initialized with He Normal initialization. 57 The model was trained on a NVIDIA Tesla V100 GPU. Convergence was reached in approximately 30 minutes.
Explanation module. In linear models, such as linear regression models33 and support vector machines (with a linear kernel), 58 the association between parameters and outcomes is modeled linearly and is, therefore, readily transparent and explainable. Consider the linear function f c that weights the input x by w c in order to assign a decision for class c, where, for notational convenience, the bias is included in the input vector with a fixed weight of one:
From this expression, we can conclude that each input x i of x contributes together with the trainable parameter w ic to the overall evaluation of f c through the quantity w ic x i . The weight w ic can therefore be interpreted as a factor that reflects the importance of the parameter x i , and this interpretation, thereby, offers a simple explanation for each decision made by the linear model. In contrast, the complexity associated with the multi-layer non-linear nature of deep learning models counteracts with such simplicity in explanations. Layer-wise relevance propagation (LRP) 36, 37, 39, [53] [54] [55] is an explantory technique that applies to deep-learning models, such as TCNs. Starting from the output f c (x), LRP decomposes an explanation into simpler local updates, each recursively defining the contribution to the explanation (called relevance) for all activating neurons in the previous layer. The relevance explanation of a prediction is, in this way, propagated backward from the initial relevance score R j = f c (x) through the network by local relevance updates R i←j between connecting neurons i and j until the input layer is finally reached. Extended Data Figure 3 illustrates this process, which is similar to standard back-propagation of errors except that the relevance data are propagated backward in the network instead. The so-called deep Taylor decomposition (DTD) 35 defines a sound theoretical framework behind most implementations of LRP. In DTD, a local backward propagation of relevance from a neuron to the activating neurons in the previous layer resembles the above explanation for the simple linear model except that the DTD relevance-propagation rule accounts for non-linearity in the model by a first-order Taylor approximation at some well-chosen root-point. For models where linear projections are followed by non-linear ReLU activation functions, such as this work, the standard update rule for propagating the relevance R j at neuron j backwards to neuron i is given by
where a i is the activation for neuron i, and w + ij = w ij for positive weights and otherwise equals zero. Notice that, aside from the restriction to positive weights, this local relevance update rule is similar to the simple explanation rule for the linear model.
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Extended Data Figure 3 Finally, to propagate the relevance at neuron i further back in the network, the collective relevance score R i is obtained by pooling all incoming relevance values R i←j from the output neurons to which i contributes in the forward pass.
Together, Equations (2) and (3) define the DTD procedure, where the relevance propagation rule in (2) is a special instance of DTD. In general, the Taylor expansion defining the relevance propagation rule depends on the type of non-linearity and can, in addition, be engineered to enforce desirable properties based on root point restrictions. For more details about DTD, please refer to the original work by Montavon et al. 35 or the collection of works in Montavon et al. 57 The AI-EWS explanation module allows two perspectives on model explanations: an individual and a population-based perspective. For the individual perspective, DTD can be used for all patients with a high probability of developing acute critical illness. The module will simply pinpoint which clinical parameters at a given point in time were relevant for any given prediction (Figure 3 ). For the population-based perspective, relevance is back-propagated from the output neuron representing the positive classes (sepsis, AKI, and ALI) and is only considered for the patients with a positive label (sepsis, AKI, and ALI). The individual data points and back-propagated relevance scores for these patients were aggregated in two ways to enable global parameter importance estimation and local explanation summary 5 (4) . For estimating global parameter importance, the mean relevance scores associated with each clinical parameter were computed. This computation enabled parameter-importance estimation comparable to standardized regression coefficients in multiple linear regression or feature importance measures in random forest. 36 The local explanation summary (Figure 4b ) presents all individual data points, colored by parameter value and displaced by the relevance. In the local explanation summary, the height of the data points shown for each parameter correlates with the number of data points at their associated level of relevance. The population-based perspective is simplified by ignoring potential temporal relevance variations and treating all data points at different times equally. The visual concepts of global parameter importance estimation and local explanation summary used in this paper are adopted from the SHapley Additive exPlanations (SHAP) 5 SOFA. This baseline model interprets raw SOFA 43, 48 scores as a prediction model for acute critical illness. SOFA scores were calculated each time one of the model components was updated with a new measurement. Missing values were imputed with a standard carry-forward interpolation.
GB-Vital. This baseline model is a replication of a well-known sepsis detection mode 15, 19 from the literature, which has shown great results in a randomized study. 17 The complete technical description of the model can be found in the study from Mao et al. 15 The model parameters are constructed by considering only six vital-sign events from the raw EHR event sequences: systolic blood pressure, diastolic blood pressure, heart rate, respiratory rate, peripheral capillary oxygen saturation, and temperature. The constructed parameters highly aggregate the sequence information, and only limited ordering information is retained. That is, for each of the six vital signs, five parameters are constructed to represent the average value for the current hour, the prior hour, and the hour prior to that hour, together with the trend value between two succeeding hours. Based on these 30 parameters (five parameters from each of the six vital-sign events), the GB-Vital model is constructed as a gradient-boosted classifier of decision trees61.
Evaluation. The xAI-EWS model outputs a prediction that reflects the risk of developing critical illness during a hospital admission if not intervened upon. This prediction ranges from zero to one, where the predicted risk should be higher for those patients who are at a risk of developing a critical illness in the future than the patients who are not at risk. The xAI-EWS model was validated using five-fold cross-validation. For each fold, the data were divided into training data (80%), validation data (10%), and test data (10%). The training data were used to fit the xAI-EWS model parameters. The validation data were used to perform an unbiased evaluation of a model fit during training, and the test data were used to provide an unbiased evaluation of the final model. As comparative measures, we used the area under the receiver operating characteristic curve (AUROC) and the area under the precision-recall curve (AUPRC).
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