This paper proposes an improved estimation method for the population coefficient of variation, which uses information on a single auxiliary variable. The authors derived the expressions for the mean squared error of the proposed estimators up to the first order of approximation. It was demonstrated that the estimators proposed by the authors are more efficient than the existing ones. The results of the study were validated by both empirical and simulation studies.
Introduction
It is a prominent fact in the theory of sample surveys that suitable use of auxiliary information increases the efficiency of the estimators used for estimating the unknown population parameters. Some important works illustrating use of auxiliary information at estimation stage are , Singh et al. (2007) , Khoshnevisan et al. (2007) , Singh et al. (2009) , Singh and Kumar (2011) , Malik and Singh (2013) and Singh et al. (2018) . Over a vast period of time a substantial amount of work has been done by several authors for the estimation of population mean, population variance but little attention has been given to the estimation of the population coefficient of variation. Das and Tripathi (1992-93) first proposed the estimator for the coefficient of variation when samples were selected using simple random sampling without replacement (SRSWOR) scheme. Other works include Patel and Shah (2009) and Ahmed, S.E. (2002) . Breunig (2001) suggested an almost unbiased estimator of the coefficient of variation. Sisodia and Dwivedi (1981) suggested a modified ratio estimator using the coefficient of variation of auxiliary variable. Rajyaguru and Gupta (2005) also worked on the problem of estimation of the coefficient of variation under simple random sampling and stratified random sampling.
The coefficient of variation is extensively used in biology, agriculture and environmental sciences.
A brief summary of the paper is as follows.
Section 1 is introductory in nature, comprises the works that have been already done in the sampling literature. In Section 2 we considered five estimators for comparison purposes and their properties. In Section 3, we proposed two log type estimators for the coefficient of variation, one general type estimator and one wider type. In Section 4, an empirical study was carried out in support of our results. In Section 5, we carried out a simulation study to validate our theoretical results and have presented them with the help of bar graphs. In Section 6 we finally concluded our results.
Let us consider a finite population P = (P1, P2……… PN) of size 'N' consisting of distinct and identifiable units. Let the study and auxiliary variables be denoted by Y and X, and let Yi and Xi be their values corresponding to ith unit in the population (i = 1, 2………. N). We define:
as the population mean for the study variable 
as the population covariance between the study and auxiliary variable, X and Y.
Let us suppose that a sample of size 'n' has been drawn from this population of size 'N' units using SRSWOR technique. For this sample let yi and xi denote values of the i th sample unit corresponding to study variable Y and auxiliary variable X respectively.
For the sample observations, we define: 
Existing estimators
 The usual unbiased estimator to estimate the population coefficient of variation using information on a single auxiliary variable is defined below:
Its mean squared error (MSE) is given by: 
On differentiating equation (2.6) with respect to 1  and 2  , we obtain their optimum values as:
On substituting these optimum values of 1  and , 2  in equation (2.6), we obtain the Minimum MSE for the estimator * d C as: et al. (2016) proposed a two-parameter ratio-product-ratio estimator for the population coefficient of variation as:
MSE of the estimators 1 r t and 2 r t are respectively given by:
Proposed estimators
We have proposed some estimators for the coefficient of variation based on information on a single auxiliary variable.
Motivated by Mishra and Singh (2017) , we propose improved log type estimators for estimating the population coefficient of variation given by: estimators t1 and t2 as:
Expressing the estimator 1 t and in terms of s '  and then taking expectations up to the first order of approximation, we get MSE of the estimator as:
To obtain the optimum value of  , we partially differentiate the expression (3.4) with respect to  and we obtain the optimum value as:
Expressing the estimators 2 t in terms of s '  and then taking expectations up to the first order of approximation we get MSE of the estimator 2 t as: Srivastava and Jhajj (1981) , we propose a general class of estimators to estimate the population coefficient of variation y C of the study variable Y using known mean and known variance of auxiliary variable X as: 
Substituting the value of y Ĉ in the above expression (2.28), we get   
Mean square error of the estimator t3 is given by 
After simplifying the expression (2.39), we get: 
Empirical study
In this section, we have carried out an empirical study to explicate the performance of our proposed estimator. We used the following data sets: 
Simulation studies
This section describes the procedure that we adopted for the simulation study. We have used R programming for calculating MSE of the existing and proposed estimators. We followed the procedure adopted by Reddy et al. (2010) and have generated bivariate population with a specified correlation coefficient between the study and auxiliary variable. The algorithm is as follows:
1. Generate two independent random variables X from Combined Explanation: From the above three bar graphs it can be summarized that for every value of   95 . 0 , 85 . 0 , 75 . 0   , the increase in the sample size causes a decrease in the mean square error of all the estimators. It is also evident that for a particular value of n, 2 t has the minimum MSE as compared to the other estimators.
Conclusion
In this paper we have proposed estimators for the population coefficient of variation and compared them with some existing estimators and saw from the empirical and simulation studies that the proposed estimator 2 t performs better
