The Kolmogorov-Smirnov (KS) statistical test is commonly used to determine if data can be regarded as a sample from a sequence of independent and identically distributed (i.i.d.) random variables with specified continuous cumulative distribution function (cdf) F, but with small samples it can have insufficient power, that is, its probability of rejecting natural alternatives can be too low. However, in 1961, Durbin showed that the power of the KS test often can be increased, for a given significance level, by a well-chosen transformation of the data. Simulation experiments reported here show that the power can often be more consistently and substantially increased by a different transformation. We first transform the given sequence to a sequence of mean-1 exponential random variables, which is equivalent to a rate-1 Poisson process. We then apply the classical conditional-uniform transformation to convert the arrival times into i.i.d. random variables uniformly distributed on [0, 1]. And then, after those two preliminary steps, we apply the original Durbin transformation. Since these KS tests assume a fully specified cdf, we also investigate the consequence of having to estimate parameters of the cdf. 
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A common way to determine if data can be regarded as a sample from a sequence of i.i.d. random variables {X k : k ≥ 1}, each distributed as a random variable X with a specified continuous cdf F(x) ≡ P(X ≤ x), x ∈ R, is to apply the Kolmogorov-Smirnov (KS) statistical test. The KS test is based on the maximum difference D n between the empirical cdf (ecdf)
and the underlying cdf F, where n is the sample size, 1 A is an indicator function, equal to 1 if the event A occurs, and equal to 0 otherwise, that is,
which has a distribution that is independent of the cdf F, provided that the cdf is continuous. The null hypothesis in the KS test is that the data indeed comes from a sequence of i.i.d. random variables {X k : k ≥ 1}, each distributed as F.
For any observed value y of the maximum difference D n from a sample of size n, we compute the p-value P(D n > y|H 0 ) under the null hypothesis H 0 that the sequence is i.i.d. with cdf F, for example, by using the Matlab program ksstat, and compare it to the significance level α, that is, for specified probability of rejecting the null hypothesis when it is in fact correct (type I error), which we take to be α = 0.05. For n ≥ 35, P(D n > 1.36/ √ n|H 0 ) ≈ 0.05. Sometimes it is preferable to use corresponding one-sided KS tests, but we will concentrate on the two-sided test. See Simard and L'Ecuyer [2011] and Shorack and Wellner [2009] for additional background and references on the KS test.
Alternative KS tests can be obtained by considering various transformations of the data, based on transformations of the hypothesized sequence of i.i.d. random variables {X k : k ≥ 1} with continuous cdf F into a new sequence of i.i.d. random variables {Y k : k ≥ 1} with continuous cdf G, while keeping the significance level α unchanged. Since the KS test applies in both settings, we should prefer the new test based on the transformed data if it has substantially greater statistical power for contemplated alternatives, that is, if it has a higher probability of rejecting the null hypothesis when the null hypothesis is false. Specifically, for specified significance criterion α, the power of a specified alternative is the probability 1 − β, where β ≡ β(α) is the probability of incorrectly accepting the null hypothesis (type II error) when it is false (which of course depends on the alternative as well as α). Durbin [1961] suggested transforming the data to increase the power of the KS test (without altering the distribution under the null hypothesis) and proposed a specific transformation for that purpose. In this article we study the issue further. We conclude that a good data transformation can indeed significantly increase the power of the KS test, but that a modification of the Durbin [1961] transformation consistently has even more power. Given the null hypothesis of an i.i.d. sequence {X k } with cdf F, our proposed test starts by transforming the given random variables X k into i.i.d. mean-1 exponential random variables through the transformation Y k ≡ − log e {1 − F(X k )}, which can be regarded as the interarrival times of a rate-1 Poisson Process (PP). Then we apply a statistical test of a PP proposed by Lewis [1965] . The first step is to apply the classical conditional-uniform transformation to the associated arrival times T k ≡ Y 1 + · · · + Y k , 1 ≤ k ≤ n of the PP; that is, under the null hypothesis, we obtain a new sequence of i.i.d. random variables T k /T n that are i.i.d. random variables uniformly distributed on the interval [0, 1]; for example, see Section 2.3 of Ross [1996] . After those two steps have been completed, we apply the original Durbin [1961] transformation. While the component transformations that we use are not new, to the best of our knowledge, this combination of transformations has not been considered before. The idea of considering this alternative KS test came to us while working on ways to test if service-system arrival process data can be modeled as a nonhomogeneous PP, which is reported in Whitt [2014a, 2014b] and Kim et al. [2015] ; we elaborate after we define the alternative tests that we examine.
We close this introduction by indicating how the rest of the article is organized. We start in Section 2 by carefully defining the six different KS tests we consider. Next, in Section 3, we elaborate on our motivation and explain why the new method should be promising. In Section 4 we describe our first simulation experiment, which is a fixed-sample-size discrete-time stationary-sequence analog of the fixed-interval-length continuous-time stationary point process experiment, aimed at studying tests of a PP, conducted in Kim and Whitt [2014b] . In addition to the natural null hypothesis of i.i.d. exponential random variables, we also consider i.i.d. nonexponential sequences with Erlang, hyperexponential, and lognormal marginal cdf 's. We report the results in Section 5, which surprisingly show that the original Durbin [1961] method performs poorly, but we consider different models than those in Durbin [1961] . In contrast, our new method, which we call the Lewis test because it is based on an idea from Lewis [1965] , performs well, providing increased power. However, Durbin [1961] considered different examples. Motivated by the good results found for a standard normal null hypothesis by Durbin [1961] , in Section 6 we consider a second experiment to test for a sequence of i.i.d. standard normal random variables. Consistent with Durbin [1961] , we find that the original Durbin [1961] method performs much better for the standard normal null hypothesis, but again the new version of the Lewis [1965] test also performs well. In Section 7 we discuss the common problem that we typically must estimate parameters when we apply the KS test. We draw conclusions in Section 8. Additional information appears in the online Appendix.
THE ALTERNATIVE KS TESTS
We consider the following six KS tests of the null hypothesis H 0 that n observations X k , 1 ≤ k ≤ n, can be considered a sample from a sequence of i.i.d. random variables having a continuous cdf F. We start by forming the associated variables U k ≡ F(X k ), which are i.i.d. uniform variables on [0, 1] under the null hypothesis.
Standard Test. We use the standard KS test based on (2) to test whether U k ≡ F(X k ), 1 ≤ k ≤ n, can be considered to be i.i.d. random variables uniformly distributed on [0, 1]. Sort-Log Test. Starting with the n random variables U k , 1 ≤ k ≤ n, in the standard test, let U ( j) be the j th smallest of these, so that U (1) < · · · < U (n) . As in Section 3.1 of Brown et al. [2005] , we use the fact that under the null hypothesis
are n−1 i.i.d. mean-1 exponential random variables; a proof is given in Section 2.2 of Kim and Whitt [2014c] . We then apply the KS test with n replaced by n− 1 and the mean-1 exponential cdf.
Durbin (≡ Sort-Durbin) Test. This is the original test proposed by Durbin [1961] , which also starts with U k ≡ F(X k ) and U (k) with U (1) < · · · < U (n) as previously. In this context, look at the successive intervals between these ordered observations:
Then let C ( j) be the j th smallest of these intervals, 1 ≤ j ≤ n, so that 0 < C (1) < · · · < C (n+1) < 1. Now let Z j be scaled versions of the intervals between these new ordered intervals, that is, let
Remarkably, Durbin [1961] showed (by a simple direct argument giving explicit expressions for the joint density functions, exploiting the transformation of random vectors by a function) that, under the null hypothesis, the random vector (Z 1 , . . . , Z n ) is distributed the same as the random vector (C 1 , . . . , C n ). Hence, again under the null hypothesis, the vector of associated partial sums (S 1 , . . . , S n ), where 
for S k above, comparing it to the uniform cdf on [0, 1] . 
and the underlying uniform cdf on [0, 1].
Log (Exp+CU+Log) Test. We start with the partial sums T k , 1 ≤ k ≤ n, used in the CU test, which are the arrival times of a rate-1 PP under the null hypothesis. We again use the conditional-uniform property for fixed sample size to conclude that, under the null hypothesis, T k /T n , 1 ≤ k ≤ n − 1, are distributed as U (k) , the order statistics of n − 1 random variables, with U (1) < · · · < U (n−1) . Hence, just as in the previous Sort-Log test,
should be n − 1 i.i.d. rate-1 exponential random variables, to which we can apply the KS test.
Lewis (Exp+CU+Durbin) Test.
We again start with the partial sums T k , 1 ≤ k ≤ n, used in the CU test, which are the arrivals times of a rate-1 PP under the null hypothesis. We again use the conditional-uniform property for fixed sample size to conclude that, under the null hypothesis, T k /T n , 1 ≤ k ≤ n − 1, are distributed as U (k) , the order statistics of n − 1 random variables uniformly distributed on [0, 1], with U (1) < · · · < U (n−1) . From this point, we apply the previously mentioned Durbin [1961] test with n replaced by n − 1, just as Lewis [1965] did in his test of a PP.
MOTIVATION AND EXPLANATION
In this section, we describe our motivation for considering these new KS tests and we explain why the good performance we find in our experiments might be anticipated. Our research was motivated by the desire to fit stochastic queueing models to data from large-scale service systems, such as telephone call centers and hospital emergency rooms, as discussed in Brown et al. [2005] and Armony et al. [2011] . These queueing models typically possess at least two stochastic elements that might be tested: arrival processes and service times. We started by looking at the arrival processes.
Since the arrival rate typically varies strongly by time of day in these service systems, the natural arrival process model is a nonhomogeneous PP (NHPP). The Poisson property arises from many people acting independently, each of whom uses the service system infrequently. Mathematical support is provided by the Poisson superposition theorem (see Section 9.8 of Whitt [2002] , and references therein).
However, as emphasized by Brown et al. [2005] , it is important to perform statistical tests on arrival data to see if the NHPP model is appropriate. For that purpose, Brown et al. [2005] proposed a variant of the Log KS test. First, Brown et al. [2005] assumed that the arrival rate function can be approximated by a Piecewise-Constant (PC) arrival rate function, which is often reasonable, because the arrival rate evidently changes relatively slowly. (We investigate how the subintervals should be chosen in Kim and Whitt [2014a] .) Under the PC NHPP null hypothesis, the NHPP is then equivalent to a PP over each subinterval where the rate is constant. Then Brown et al. [2005] applied the CU transformation over each of these subintervals. Since the CU transformation is independent of the rate of the PP, the CU transformation can be applied to each interval where the rate is constant, and then all the data can be combined into a single sequence of i.i.d. random variables uniformly distributed on [0, 1] .
For a PC NHPP, we strongly exploit the fact that the CU transformation eliminates all nuisance parameters. We need not estimate the rate on each of the many subintervals. As a consequence, however, the KS test after applying the CU transformation does not support any given arrival rate, and even allows it to be random. Thus, as discussed in Whitt [2014a, 2014b] , the KS test might also be regarded as being for a Cox process, that is, a PP with a rate function that is a stochastic process. However, the possible rate stochastic processes are greatly restricted by the requirement that the rate be constant over each subinterval over which the CU property is applied.
After applying the CU transformation in that way to the PC NHPP, it is possible to apply the standard KS test directly, but Brown et al. [2005] did not do that. Instead, they performed the Log test. They then justified an NHPP model for the banking call center arrival data they were studying by showing that they could not reject the PP hypothesis with their Log KS test.
We wondered why Brown et al. [2005] applied the Log test with the additional logarithmic transformation instead of applying the CU KS test. As we presumed must be the case, we found that the CU KS test of a PP has remarkably little power against common alternative hypotheses such as renewal processes with nonexponential interarrival time distributions. We present theoretical support via asymptotic analysis and empirical evidence from extensive simulation experiments in Kim and Whitt [2014b] .
We also found that there is a substantial history in the statistical literature. First, Lewis [1965] made a significant contribution for testing a PP, recognizing that the Durbin [1961] transformation could be effectively applied after the CU transformation. Second, from Lewis [1965] we discovered that the direct CU KS test of a PP was evidently first proposed by Barnard [1953] ; and Lewis [1965] showed that it had little power.
Upon discovering Lewis [1965] , we first supposed that the Log KS test of Brown et al. [2005] would turn out to be equivalent to the Lewis [1965] transformation and that the KS test proposed by Lewis [1965] , drawing upon Durbin [1961] , would coincide with the KS test given in Durbin [1961] , but neither is the case. Thus, this past work suggests several different KS tests. In Kim and Whitt [2014b] , we concluded that the Lewis test of a PP has the most power against stationary point processes having nonexponential interarrival distributions, providing a significant improvement over the Log KS test.
On the other hand, we also found that none of the KS tests has much power against stationary point processes with dependent exponential interarrival times, that is, which differ from a PP only through the dependence. In fact, for those alternative hypotheses, we found the CU KS test tended to be most effective.
The Explanation
The key insight is the observation that the uniform random variables in the CU KS test are very different from the uniform random variables in the Standard KS test. Under the null hypothesis of i.i.d. exponential variables, these exponential variables directly correspond to the interarrival times of a PP. The uniform random variables in the standard test are direct transformations of these interarrival times, one by one.
In contrast, the uniform random variables produced by the CU transformation applied to the PP correspond to the successive arrival times in the PP, that is, the cumulative sums of the interarrival times. As a consequence, the CU KS test is evidently less able to detect differences in the interarrival-time distribution. In Section 7 of Kim and Whitt [2014b] we provide mathematical support by proving that the ecdf in Equation (1) converges to the uniform cdf as the sample size n increases for any rate-1 stationary ergodic point process, that is, for any stationary point process satisfying a strong law of large numbers. Thus, to first order, asymptotically, the CU KS test has no power at all against any of the alternatives in this large class.
This insight also helps explain why the Lewis test does so much better. It applies the Durbin transformation after performing the CU transformation. However, the first step of the Durbin transformation is to focus on the interarrival times and put them in ascending order. Thus, the Durbin transformation strongly brings the focus back to the interarrival times.
This advantage of the Lewis test is well illustrated by the problem of data rounding, which is studied in Kim and Whitt [2014a] . In applications, the data are often rounded, for example, to the nearest second. With large datasets, this produces zero-length interarrival times. Before applying the Durbin transformation, these are spread out throughout the data, so that they tend not to be detected by the KS test. On the other hand, the Durbin transformation shifts all these zero-length interarrival times to the left end of the distribution, leading to rejection. This is easy to see in the plots of the ecdfs.
The reordering property of the Durbin transformation also helps explain why the CU KS test tends to do relatively well against dependent exponential sequences. The reordering of the interarrival times, which is helpful for identifying nonexponential distributions, tends to dissipate the dependence among dependent exponential random variables. The cumulative impact of the dependence evidently can best be seen through the cumulative sums of the interarrival times, that is, the arrival times, without reordering.
THE FIRST EXPONENTIAL EXPERIMENT
Our first simulation experiment is for the discrete-time analog of the experiment for testing the continuous-time PP in Kim and Whitt [2014b] . To study the alternative KS tests of a PP, in Kim and Whitt [2014b] we let the null hypothesis in the base case be a rate-1 PP observed over the time interval [0, 200] , so that the expected sample size was 200, but we also considered the longer time interval [0, 2,000].
Hence, closely paralleling that experimental design, our null hypothesis here in the base case is a sample of size n = 200 i.i.d. mean-1 exponential random variables, but to see the impact of the sample size, we also give results for the larger sample size of n = 2,000.
Closely linking the experiments helps make insightful comparisons. From an applications perspective, the exponential distribution is also a natural reference case, because the exponential distribution is often assumed for service times as well as interarrival times in queueing models in order that associated stochastic processes, such as the number of customers in the system, will be Markov processes. We are thus developing statistical tests of Markov model components.
The Cases Considered
We use the same alternative hypotheses to the continuous-time PP used in Kim and Whitt [2014b] , except that we replace the time intervals of fixed length t by sample sizes of fixed size n. That is, we now consider stationary sequences of mean-1 random variables. There are nine cases, each with from one to five subcases, yielding 29 cases in all. Again, using the same cases as before facilitates comparison.
The first five cases involve i.i.d. mean-1 random variables; the last four cases involve dependent identically distributed mean-1 random variables. The first i.i.d. case is our null hypothesis with exponential random variables. The other i.i.d. cases have nonexponential random variables. Cases 2 and 3 contain Erlang and hyperexponential random variables, which are, respectively, stochastically less variable and stochastically more variable than the exponential distribution in convex stochastic order, as in Section 9.5 of Ross [1996] . Thus, they have squared coefficient of variation (scv; variance divided by the square of the mean, denoted by c 2 ), c 2 < 1 and c 2 > 1, respectively. These distributions show deviations from the exponential distribution in their variability. They are special phase-type distributions, which are also often assumed in order to obtain Markov process models (that are more complicated than when the distribution is exponential); for example, see Neuts [1981] .
Cases 4 and 5 contain other i.i.d. sequences with nonexponential cdfs. Case 4 contains a nonexponential distribution with the same scv c 2 = 1 as the exponential distribution, as well as E[X] = 1, while Case 5 contains lognormal distributions, with four different scvs. Lognormal distributions often have been found to fit service-time data well (e.g., see Brown et al. [2005] ).
Case 1, Exponential. The null hypothesis with i.i.d. mean-1 exponential random variables (Base Case).
Hyperexponential-2 (H 2 ) random variables, a mixture of two exponential cdfs with c 2 X = 1.25, 1.5, 2, 4, and 10 (five cases).
2 ) as in (3.7) of Whitt [1982] so that given the value of c Cases 6 and 7 are dependent stationary sequences that deviate from the null hypothesis (Case 1) only through dependence among successive variables, each exponentially distributed with mean 1. It is not customary to test for dependence among successive service times in applications, but see Gans et al. [2010] . We think that it deserves more attention. Toward that end, we consider the two cases:
Case 6, RRI, dependent exponential interarrival times. Randomly Repeated Interarrival (RRI) times with exponential interarrival times, constructed by letting each successive interarrival time be a mixture of the previous interarrival time with probability p or a new independent interarrival time from an exponential distribution with mean 1, with probability 1 − p (a special case of a first-order Discrete Autoregressive process, DAR(1), studied by Jacobs and Lewis [1978, 1983] [1977] . Starting from three independent sequences of i.i.d. random variables {X n : n ≥ 0}, {U n : n ≥ 1}, and {V n : n ≥ 1}, where Y 0 and X n , n ≥ 1, are exponentially distributed with mean m = 1, while
the EARMA sequence {S n : n ≥ 1} is defined recursively by
Its serial correlation is Corr (S j , S j+k The Power of Alternative Kolmogorov-Smirnov Tests Based on Transformations of the Data 24:9 m, the mH 2 superposition process should behave much like the H 2 renewal process in Case 3 with the component c 2 = 4; for large m, the mH 2 superposition process should behave more like Cases 6 and 7 with dependence and exponential interarrival times.
Since the new KS tests apply to i.i.d. sequences with arbitrary continuous cdfs, we also consider alternative null hypotheses. In particular, here we report results for E 2 , H 2 (with c 2 = 2), and lognormal LN(1, 4) (with c 2 = 4) marginal cdfs having mean 1 as well as the exponential base case.
Simulation Design
For each case, we simulated 10 4 replications of 3,000 interarrival times. We generate much more data than needed in order to get rid of any initial effects. We are supposing that we observe a stationary sequence. There is, of course, no problem if the sequence is i.i.d. However, for the dependent sequences, stationarity is achieved approximately by having the system operate for some time before collecting data. The initial effect was observed to matter for the cases with dependent interarrival times and relatively small sample sizes.
We use this simulation output to generate sample sizes of a fixed size n. With fixed sample size n = 200, in each replication of the 10 4 simulated interarrival times we use interarrival times from the 10 3 th interarrival time to the 10 3 + 200th interarrival time. To consider large sample sizes, we increased n from 200 to 2,000. We then consider the interarrival times from the 10 3 th interarrival time to the 10 3 + 2,000th interarrival time to observe the effect of larger sample size. This choice leaves little doubt about the stationarity assumption.
For each sample, we checked our simulation results by estimating the mean and scv of each interarrival-time cdf both before and after transformations; tables of the results and plots of the average of the ecdfs appear in the online Appendix.
RESULTS OF THE FIRST EXPERIMENT
The online Appendix contains detailed results of the experiments; we present a summary here. First, we found that the sort-Log and Log tests were consistently dominated by the Durbin [1961] test or the Lewis [1965] test, so we do not present detailed results for those two Log cases here. For the CU, CU+Log, and Lewis tests, we considered variants based on the exponential variables − log e {F(X)} and well as − log e {1 − F(X)}, but we did not find great differences, so we do not report those either. Thus, we present the results of four KS tests: (i) the standard test, using the variables U k ≡ F(X k ), (ii) the Durbin [1961] test, (iii) the CU test, and (iv) the Lewis [1965] test, as specified in Section 2. Under the null hypotheses, the cdf in all four cases is uniform on [0, 1].
The Base Case: i.i.d. Mean-1 Exponential Variables
For our base case, we let the null hypothesis H 0 be that the data are from i.i.d. mean-1 exponential variables. We report the number of KS tests passed (not rejected) out of 10,000 replications as well as the average p-value with associated 95% confidence intervals. Thus, the estimate of the power is 1−(number passed/10,000). The p-value is the significance level below which the hypothesis would be rejected. Thus low p-values indicate greater power. Just as in Table 1 of Kim and Whitt [2014b] , the differences in the tests is striking for the middle H 2 alternative with c 2 = 2.0, as shown in Table I here. The results for the Lewis, standard, and CU tests are very similar to those for the corresponding KS tests of a PP in Table 1 of Kim and Whitt [2014b] , but the results for the Durbin [1961] test are new, and surprisingly bad.
The results for all 29 cases are given in Table II . The first "exponential" case is the i.i.d. exponential null hypothesis. The results show that all tests behave properly for the i.i.d. exponential null hypothesis. The results also show that the tests perform quite Exp − 9487 0.50 ± 0.0057 9515 0.50 ± 0.0056 9511 0.50 ± 0.0056 9493 0.50 ± 0.0057 E k k = 2 28 0.00 ± 0.0001 3320 0.08 ± 0.0029 9985 0.78 ± 0.0045 0 0.00 ± 0.0000 k = 4 0 0.00 ± 0.0000 0 0.00 ± 0.0000 10,000 0.94 ± 0.0021 0 0.00 ± 0.0000 k = 6 0 0.00 ± 0.0000 0 0.00 ± 0.0000 10,000 0.98 ± 0.0011 0 0.00 ± 0.0000 Kim and Whitt [2014b] , the story is more complicated for the dependent sequences. The Durbin KS test performs remarkably well for the RRI cases, far better than all others. Upon further reflection, this makes sense, because the RRI sequence produces strings of identical observations. When the random variables are ordered in ascending order, all repeated values will remain next to each other. And then, afterwards, when the Durbin transformation looks at the intervals between the ordered variables, these intervals will all be 0's. Hence, all the repetitions will be converted to 0's by the Durbin transformation. That in turn increasesF n (0) for the ecdfF n in Equation (1), which typically increases the KS statistic D n in Equation (2). It is evident that this property is not achieved by any of the other KS tests.
For the RRI(H 2 ) cases, all tests except CU perform very well. Hence, the Lewis test is consistently superior against nonexponential marginals. As in Kim and Whitt [2014b] , none of the tests has much power against the EARMA alternatives, but the CU test has the most power.
Plots of the Average Empirical Distributions
As in Kim and Whitt [2014b] , we find that useful insight is provided by plots comparing the average of the ecdfs over all 10,000 replications to the cdf associated with the null hypothesis, which is uniform in each case here. Figures 1-4 In each case, the Durbin and Lewis tests tend to produce stochastic order compared to the uniform cdf, whereas the ecdf crosses over for the standard KS test, which is especially evident for E 2 .
We have already observed that the Durbin test excels for RRI because it converts the repetitions into 0's. For RRI with p = 0.5, half of the variables are repetitions. Hence, half of the variables will be transformed into 0's. That is confirmed by the ecdf associated with the Durbin test in Figure 4 .
Erlang, Hyperexponential, and Lognormal Null Hypotheses
We now consider three different i.i.d. null hypotheses: E 2 , H 2 with c 2 = 2, and LN(1, 4); lognormal hypotheses are especially interesting for service systems, for example, Brown et al. [2005] . The results are shown for the same 29 cases in the following Tables III-V for the base case of n = 200. As before, all tests perform properly for the null hypotheses. The ordering of the tests by power when we consider the i.i.d. exponential alternative hypothesis is the same as before. Overall, these tables show that the previous conclusions for the i.i.d. exponential null hypothesis conclusions extend to i.i.d. null hypotheses with other marginal cdfs.
As with the exponential null hypothesis, the Durbin test performs especially well for the RRI, because the repetitions are converted to 0's, but for these other null hypotheses, the standard and Lewis tests have almost equal power.
Larger Sample Sizes
Tables II-V clearly show how the power decreases as the alternative gets closer to the i.i.d. null hypothesis. For the i.i.d. exponential null hypothesis and the i.i.d. alternative hypotheses, we see this as the scv c 2 X approaches 1; for the dependent exponential sequences, we see this as the degree of dependence decreases. However, all of these are for the sample size n = 200. The power also increases as we increase the sample size, as we now illustrate by considering the case n = 2,000 for the exponential null hypothesis in Table VI . Corresponding results for Erlang, hyperexponential, and lognormal null hypotheses appear in the online Appendix. When the sample size is increased to n = 2,000, all the tests except the CU test reject the alternative hypotheses in all 10 4 replications for most of the alternatives. Nevertheless, the superiority of the Lewis test for nonexponential marginals is evident from the H 2 case with c 2 = 1.25, the superiority of the Durbin test for the RRI cases is evident, and the superiority of the CU test for the EARMA cases is evident, consistent with the previous results for n = 200.
THE SECOND NORMAL EXPERIMENT
The poor results for the Durbin [1961] test for the i.i.d. cases in Section 5 seem inconsistent with the results in Durbin [1961] and the enthusiastic endorsement by Lewis [1965] , so we decided to repeat some of the experiments actually performed by Durbin [1961] . We now consider the same four KS tests applied to the i.i.d. standard normal 96 0.00 ± 0.0002 2070 0.05 ± 0.0024 4884 0.14 ± 0.0038 0 0.00 ± 0.0000 RRI(H 2 ) p = 0.1 0 0.00 ± 0.0000 0 0.00 ± 0.0000 557 0.01 ± 0.0007 0 0.00 ± 0.0000 p = 0.5 0 0.00 ± 0.0000 0 0.00 ± 0.0000 151 0.00 ± 0.0003 0 0.00 ± 0.0000 p = 0.9 0 0.00 ± 0.0000 0 0.00 ± 0.0000 23 0.00 ± 0.0002 1 0.00 ± 0.0000 (N(0, 1)) null hypothesis. To keep the same mean equal to 0 for all alternatives, we consider all the previous 29 cases after subtracting 1 to make them all have mean 0. Indeed, the first alternative considered by Durbin [1961] was an i.i.d. sequence of random variables distributed as Y −1, where Y is a mean-1 exponential variable; it has the same mean and variance as N(0, 1). We summarize the results for this alternative with the sample size n = 50 used by Durbin [1961] in Table VII . Table VII shows that now the Durbin [1961] and Lewis [1965] have essentially the same power, which is far greater than for the standard and CU tests. Table VIII shows all the results for our original 29 cases with n = 50. Since those alternatives have quite a different shape from the symmetric N(0, 1) distributions, we also considered i.i.d. sequences of random variables distributed as Z k − 1 + 1 − (1/k)N(0, 1), where Z k has an E k cdf, for k = 2, 4, 6. These have the same first two moments and approximately the same shape. The new base case is the i.i.d. standard normal null hypothesis; it appears just below the previous alternatives in Table VIII . Just as in the previous tables, the results show that all tests behave properly for the standard normal null hypothesis. Overall, Table VIII shows that the Exp − 3661 0.10 ± 0.0034 8951 0.43 ± 0.0058 9935 0.69 ± 0.0051 1613 0.03 ± 0.0014 E k k = 2 0 0.00 ± 0.0000 92 0.00 ± 0.0003 10000 0.89 ± 0.0032 0 0.00 ± 0.0000 k = 4 0 0.00 ± 0.0000 0 0.00 ± 0.0000 10000 0.98 ± 0.0012 0 0.00 ± 0.0000 k = 6 0 0.00 ± 0.0000 0 0.00 ± 0.0000 10000 0.99 ± 0.0005 0 0.00 ± 0.0000 13 0.00 ± 0.0001 0 0.00 ± 0.0000 440 0.01 ± 0.0008 9 0.00 ± 0.0001 Durbin [1961] test performs much better now, just as originally reported. In this case both the Durbin [1961] and Lewis [1965] KS tests perform much better than the standard and CU alternatives. An exception is the set of three modified Erlang cases, with the same shape and first two moments as N(0, 1). The Lewis test has the most power, but all four tests have low power for these cases. As in Section 5, the power increases as the sample size increases; see the Appendix for the test results for the larger sample size n = 200. In that case, we observe that all tests except CU have estimated perfect power except in the last three modified Erlang cases, where the Lewis test stands out with power 0.375 for the modified E 2 case compared to 0.130 for standard and CU, and only 0.055 for Durbin. Figures 5 and  6 show that the reason can be seen in the average of the ecdfs of the transformed data.
ESTIMATING PARAMETERS
The KS test assumes a fully specified cdf, which is rarely the case in applications. In this section we investigate the consequence of having to estimate the parameters of the cdf in the null hypothesis. Before doing so, we observe that there is one case in Exp − 181 0.00 ± 0.0005 5509 0.18 ± 0.0046 9972 0.75 ± 0.0047 38 0.00 ± 0.0002 E k k = 2 0 0.00 ± 0.0000 0 0.00 ± 0.0000 10000 0.93 ± 0.0024 0 0.00 ± 0.0000 k = 4 0 0.00 ± 0.0000 0 0.00 ± 0.0000 10000 0.99 ± 0.0007 0 0.00 ± 0.0000 k = 6 0 0.00 ± 0.0000 0 0.00 ± 0.0000 10000 1.00 ± 0.0003 0 0.00 ± 0.0000 which we do not need to estimate any parameters. That fortunate situation occurs with exponential cdfs. Exponential cdfs can be regarded as the interarrival times of a PP with a rate equal to the reciprocal of its mean. However, we do not need to know that mean, because the conditional-uniform transformation is independent of the rate of the PP. Thus, the new KS tests of an i.i.d. sequence with an exponential cdf that exploit the CU property have the advantage that they do not require estimating the mean. Having to estimate the parameters can have a big influence. For example, in Kim and Whitt [2014b] (see Section 6 of its online Appendix [Kim and Whitt 2014c] for further details), we found that in a standard KS test of a mean-1 exponential cdf, if we use the KS test with the estimated mean and act as if it is the known mean, then it is necessary to increase the nominal significance level from 0.05 to 0.18 with a sample size of n = 200 in order for the actual significance level to be α = 0.05. The resulting statistical test with estimated mean then coincides with the Lilliefors [1969] test.
To examine the impact of estimating the parameters, we consider testing for lognormal and normal distributions with estimated parameters, using the maximum likelihood estimators. (See Section F of the Appendix for further information on how we estimated the parameters and selected the nominal significance levels.) The nominal Exp − 9515 0.50 ± 0.0056 9495 0.50 ± 0.0057 9481 0.50 ± 0.0057 9495 0.50 ± 0.0057 E k k = 2 0 0.00 ± 0.0000 0 0.00 ± 0.0000 9985 0.79 ± 0.0044 0 0.00 ± 0.0000 k = 4 0 0.00 ± 0.0000 0 0.00 ± 0.0000 10,000 0.95 ± 0.0019 0 0.00 ± 0.0000 k = 6 0 0.00 ± 0.0000 0 0.00 ± 0.0000 10,000 0.98 ± 0.0009 0 0.00 ± 0.0000 H 2 c 2 = 1.25 3380 0.08 ± 0.0029 9360 0.48 ± 0.0057 8957 0.40 ± 0.0055 281 0.01 ± 0.0006 c 2 = 1.5 68 0.00 ± 0.0002 8320 0.36 ± 0.0059 8313 0.32 ± 0.0051 0 0.00 ± 0.0000 c 2 = 2 0 0.00 ± 0.0000 3425 0.08 ± 0.0030 6893 0.21 ± 0.0043 0 0.00 ± 0.0000 c 2 = 4 0 0.00 ± 0.0000 0 0.00 ± 0.0000 2788 0.05 ± 0.0019 0 0.00 ± 0.0000 c 2 = 10 0 0.00 ± 0.0000 0 0.00 ± 0.0000 34 0.00 ± 0.0002 0 0.00 ± 0.0000 Mixture − 0 0.00 ± 0.0000 4 0.00 ± 0.0001 9450 0.52 ± 0.0058 0 0.00 ± 0.0000 LN (1, 0.25) 0 0.00 ± 0.0000 0 0.00 ± 0.0000 10,000 0.95 ± 0.0019 0 0.00 ± 0.0000 (1, 1) 0 0.00 ± 0.0000 0 0.00 ± 0.0000 9501 0.51 ± 0.0057 0 0.00 ± 0.0000 (1, 4) 0 0.00 ± 0.0000 0 0.00 ± 0.0000 2610 0.06 ± 0.0023 0 0.00 ± 0.0000 (1, 10) 0 0.00 ± 0.0000 0 0.00 ± 0.0000 242 0.00 ± 0.0005 0 0.00 ± 0.0000 .00 ± 0.0000 0 0.00 ± 0.0000 1897 0.03 ± 0.0015 0 0.00 ± 0.0000 p = 0.5 0 0.00 ± 0.0000 0 0.00 ± 0.0000 177 0.00 ± 0.0003 0 0.00 ± 0.0000 p = 0.9 0 0.00 ± 0.0000 0 0.00 ± 0.0000 0 0.00 ± 0.0000 0 0.00 ± 0.0000 The four lognormal distributions with different variances can each be regarded as the null hypothesis when the KS tests of a lognormal null hypothesis are applied with estimated parameters, because they will have the appropriate estimated parameters. Table IX for n = 200 and Table X for n = 2,000 shows that, after the adjustments described earlier, they all have the correct significance level. Comparing Table IX to  Table V , we see that the relative performance of the four KS tests is about the same: The Lewis KS test is best, with the standard KS test close behind, and both significantly better than the other two. We also find that the relative performance of the KS tests of the normal null hypothesis when we estimate parameters is about the same as for specified parameters. Table XI shows the results for n = 50. Comparing Table XI to Table VIII , we see that in some cases the parameter estimation causes a loss in power, but the degradation is least for the Lewis KS test. As in Section 6, we consider i.i.d. sequences of random 
