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Abstract
We consider symmetric Toeplitz matrices Tn  tjrÿsjnr;s1 with tr  aqr  b=qr, where
a and b are real and 0 < q < 1. We give formulas for detTn and Tÿ1n , and show that if
aÿ b  1 and b 6 0 then Tn has eigenvalues k1n < k2n <    < knn such that
limn!1 k1n  ÿ1, limn!1 knn  1, and fk2n; . . . ; knÿ1;ng are equally distributed as
n!1 with values of
F h  1ÿ q
2
1ÿ 2q cos h q2
at nÿ 2 equally spaced points in 0; p. Ó 1999 Elsevier Science Inc. All rights reserved.
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1. Introduction
The Kac–Murdock–Szego (KMS) matrices [4] are symmetric Toeplitz ma-
trices
Knq  qjrÿsj
ÿ n
r;s1; n  1; 2; . . . ;
www.elsevier.com/locate/laa
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PII: S 0 0 2 4 - 3 7 9 5 ( 9 9 ) 0 0 0 8 0 - 4
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where 0 < q < 1. Their entries come from the Fourier coecients of
F h  1ÿ q
2
1ÿ 2q cos h q2 ; 1
specifically, F h P1nÿ1 qjnjeinh. It is known [3, Section 7.2, Problems 12 and
13] that
Kÿ1n q 
1
1ÿ q2
1 ÿ q 0    0 0 0
ÿq 1 q2 ÿ q    0 0 0
0 ÿ q 1 q2    0 0 0
..
. ..
. ..
. . .
. ..
. ..
. ..
.
0 0 0    1 q2 ÿ q 0
0 0 0    ÿ q 1 q2 ÿ q
0 0 0    0 ÿ q 1
26666666664
37777777775
:
From [5, pp. 69 and 70], the eigenvalues of Knq are
kkn  1ÿ q
2
1ÿ 2q cos hkn  q2 ; k  1; 2; . . . ; n;
where
k ÿ 1p
n 1 < hkn <
kp
n 1 ; k  1; 2; . . . ; n:
(See [7] for more on this.) This illustrates a theorem of Szego [5, ch. 5] (see also
[9]) which implies that if fcrg1rÿ1 are the Fourier coecients of a bounded
real-valued even function f 2 Lÿp; p then the spectra of the symmetric
Toeplitz matrices Tn  crÿsnr;s1, n  1; 2; . . . ; are equally distributed in the
sense of Weyl [5, p. 62] with values of f at n equally spaced points in 0; p, as
n!1. In fact, a proof like that of Theorem 4 shows that if
wkn  F
2k ÿ 1p
2n 2
 
; k  1; 2; . . . ; n;
and G is any function continuous on m;M , where
m  1ÿ q
1 q  min06 h6 p F h and M 
1 q
1ÿ q  max06 h6p F h; 2
then
lim
n!1
1
n
Xn
k1
jGkkn ÿ Gwknj  0:
This is stronger than the result implied by Szego’s theorem, since fkkng and
fwkng are equally distributed in Weyl’s sense as n!1 if
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lim
n!1
1
n
Xn
k1
Gkkn ÿ Gwkn  0
(no absolute values) for all G continuous on m;M .
Szego’s theorem also settles the problem of asymptotic distribution of the
spectra of the generalized KMS matrices Tn  trÿsnr;s1 with tr 
Pk
j1 cjq
r
j,
where c1; . . . ; ck are real and 0 < qj < 1, j  1; . . . ; k. However, if qj > 1 for
some j then
P1
r1 jtrj  1, so Szego’s theorem does not apply, and numerical
experiments indicate that the asymptotic distribution of the spectra in fTng is
much more complicated.
In this paper we consider the class of generalized KMS matrices
Tn  aKnq  bKn1=q; n  1; 2; . . . ;
where a and b are real and 0 < q < 1; thus, Tn  tjrÿsjnr;s1, where
tr  aqr  bqÿr; r  0;1;2; . . . 3
We give a formula for Tÿ1n and use it to show that if a 6 b and b 6 0 then the
largest and smallest eigenvalues of Tn tend to 1, while the other nÿ 2 ei-
genvalues of Tn are equally distributed as n!1 – in the stronger sense
mentioned above – with values of aÿ bF (see (1)) at nÿ 2 equally spaced
points in 0; p. We believe that this is an interesting – though apparently iso-
lated – example of a family of symmetric Toeplitz matrices whose spectra have
predictable ‘‘tame’’ or ‘‘Szego-like’’ components and ‘‘wild’’ or ‘‘un-Szego-
like’’ components.
2. Determinants and inverses
From (3),
tr1 ÿ q 1=qtr  trÿ1  0; ÿ1 < r <1: 4
Let a  q 1=q and
An 
a ÿ1 0    0 0 0
ÿ1 a ÿ1    0 0 0
0 ÿ1 a    0 0 0
..
. ..
. ..
. . .
. ..
. ..
. ..
.
0 0 0    a ÿ1 0
0 0 0    ÿ1 a ÿ1
0 0 0    0 ÿ1 a
2666666664
3777777775
: 5
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Since
detAn ÿ q 1=q detAnÿ1  detAnÿ1  0;
detAn  c1qnÿ1  c2qÿn1; n P 1 c1; c2 independent of n:
Determining c1 and c2 from the initial conditions
detA1  q 1=q and detA2  q 1=q2 ÿ 1
yields
detAn  1ÿ q
2n2
qn1ÿ q2 : 6
Theorem 1. The matrix Tn  aKnq  bKn1=q is nonsingular if and only if
q 6 0; q 6 1; a 6 b; and b2 ÿ a2q2nÿ2 6 0: 7
Proof. We will find detTn. Since
KnqAn 
1=q 0 0    0 0 qn
q2 1=qÿ q 0    0 0 qnÿ1
q3 0 1=qÿ q    0 0 qnÿ2
..
. ..
. ..
. . .
. ..
. ..
. ..
.
qnÿ2 0 0    1=qÿ q 0 q3
qnÿ1 0 0    0 1=qÿ q q2
qn 0 0    0 0 1=q
26666666664
37777777775
;
TnAn 
tÿ1 0 0    0 0 tn
t2 tÿ1 ÿ t1 0    0 0 tnÿ1
t3 0 tÿ1 ÿ t1    0 0 tnÿ2
..
. ..
. ..
. . .
. ..
. ..
. ..
.
tnÿ2 0 0    tÿ1 ÿ t1 0 t3
tnÿ1 0 0    0 tÿ1 ÿ t1 t2
tn 0 0    0 0 tÿ1
26666666664
37777777775
: 8
If tÿ1 6 0 we can add multiples of the first row of detTnAn to the other rows to
reduce it to upper triangular form. This yields
detTnAn  tÿ1 ÿ t1nÿ2 t2ÿ1
 ÿ t2n:
Substituting from (3) yields
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detTnAn  ÿaÿ bnÿ2qÿ3n21ÿ q2nÿ21ÿ q2n2b2 ÿ a2q2nÿ2:
This and (6) imply that
detTn  ÿaÿ bnÿ2qÿ2n21ÿ q2nÿ1b2 ÿ a2q2nÿ2:
This also holds if tÿ1  0, since both sides are continuous for all a; b; q. 
Theorem 2. If (7) holds then
Tÿ1n 
q
aÿ b1ÿ q2
an ÿ1 0    0 0 bn
ÿ1 a ÿ1    0 0 0
0 ÿ1 a    0 0 0
..
. ..
. ..
. . .
. ..
. ..
. ..
.
0 0 0    a 0 0
0 0 0    ÿ1 a ÿ1
bn 0 0    0 ÿ1 an
2666666664
3777777775
; 9
where
an  qb
2 ÿ a2q2nÿ4
b2 ÿ a2q2nÿ2 and bn 
abqnÿ21ÿ q2
b2 ÿ a2q2nÿ2 : 10
Proof. We first note that
tÿ1 ÿ t1  aÿ b1ÿ q
2
q
6 0: 11
From (8),
TnAnÿ1  1tÿ1 ÿ t1
s1n 0 0    0 0 snn
s2n 1 0    0 0 snÿ1;n
s3n 0 1    0 0 snÿ2;n
..
. ..
. ..
. . .
. ..
. ..
. ..
.
snÿ2;n 0 0    1 0 s3n
snÿ1;n 0 0    0 1 s2n
snn 0 0    0 0 s1n
26666666664
37777777775
12
if
tÿ1s1n  tnsnn  tÿ1 ÿ t1; tns1n  tÿ1snn  0
and
srn  s1ntr  snntnÿr1t1 ÿ tÿ1 ; r  2; . . . ; nÿ 1:
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This and (4) imply that
srÿ1;n ÿ asrn  sr1;n; r  3; . . . ; nÿ 2: 13
Since Tÿ1n  AnTnAnÿ1, (5) and (12) imply that
Tÿ1n  AnTnAnÿ1
 1
tÿ1 ÿ t1
u1n ÿ1 0    0 0 unn
u2n a ÿ1    0 0 unÿ1;n
u3n ÿ1 a    0 0 unÿ2;n
..
. ..
. ..
. . .
. ..
. ..
. ..
.
unÿ2;n 0 0    a 0 u3n
unÿ1;n 0 0    ÿ1 a u2n
unn 0 0    0 ÿ1 u1n
26666666664
37777777775
; 14
where
urn  srÿ1;n ÿ asrn  sr1;nt1 ÿ tÿ1 ; r  2; . . . ; nÿ 1:
Therefore (13) implies that urn  0, r  3; . . . ; nÿ 2. Since
Tÿ1n Tn
ÿ 
21
 Tÿ1n Tn
ÿ 
nÿ1;1  0,
t0u2n  tnÿ1unÿ1;n  ÿ at1  t2  ÿt0;
tnÿ1u2n  t0unÿ1;n  ÿ atnÿ2  tnÿ3  ÿtnÿ1;
so u2n  ÿ1 and unÿ1;n  0. Since Tÿ1n Tn11  1 and Tÿ1n Tn1n  0,
t0u1n  tnÿ1unn  tÿ1
tnÿ1u1n  t0unn  tnÿ2;
u1n  t0tÿ1 ÿ tnÿ2tnÿ1t20 ÿ t2nÿ1
 qb
2 ÿ a2q2nÿ4
b2 ÿ a2q2nÿ2
and
unn  t0tnÿ2 ÿ tÿ1tnÿ1t20 ÿ t2nÿ1
 abq
nÿ21ÿ q2
b2 ÿ a2q2nÿ2 :
This, (11) and (13) imply (9) and (10). 
3. Spectral properties
From [1,2], an n n symmetric Toeplitz matrix has dn=2e symmetric
eigenvectors x1 x2 . . . xnT satisfying xnÿr1  xr; r  1; . . . ; n and bn=2c skew-
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symmetric eigenvectors satisfying xnÿr1  ÿxr; r  1; . . . ; n. We say that an
eigenvalue associated with a symmetric (skew-symmetric) eigenvector is even
(odd).
Theorem 3. If aÿ b  1, b 6 0, and n is sufficiently large, then the eigenvalues
k1n < k2n <    < knn of Tn have the following properties:
(a) For k  2; 3; . . . ; nÿ 2, kkn  F hkn where
k ÿ 1p
nÿ 1 < hkn <
kp
nÿ 1 : 15
(b) kkn alternates between even and odd for k  2, 3, . . . , nÿ 1, with knÿ1;n
even.
(c) k1n is even if b < 0, odd if b > 0; in either case k1n < 0 and
limn!1 k1n  ÿ1.
(d) knn is odd if b < 0, even if b > 0; in either case limn!1 knn  1.
Proof. If (7) holds then Tn and
Bn  1ÿ q
2
q
Tÿ1n 
an ÿ1 0    0 0 bn
ÿ1 a ÿ1    0 0 0
0 ÿ1 a    0 0 0
..
. ..
. ..
. . .
. ..
. ..
. ..
.
0 0 0    a 0 0
0 0 0    ÿ1 a ÿ1
bn 0 0    0 ÿ1 an
2666666664
3777777775
have the same eigenvectors. Moreover, if c is an eigenvalue of Bn then
k  1ÿ q
2
qc
16
is an eigenvalue of Tn.
If x0, x1, . . ., xn1 satisfy the dierence equation
ÿxrÿ1  aÿ cxr ÿ xr1  0; 16 r6 n; 17
and the boundary conditions
aÿ anx1 ÿ bnxn  x0; ÿbnx1  aÿ anxn  xn1; 18
then x  x1 x2 . . . xnT satisfies Bnx  cx. Therefore, c is an eigenvalue of Bn if
and only if (17) has a nontrivial solution satisfying (18), in which case x is a
c-eigenvector of Bn.
The solutions of (17) are
xr  c1fr  c2fÿr; 19
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where c1 and c2 are constants and f is a zero of the reciprocal polynomial
pz  z2 ÿ aÿ cz 1:
Since
pz  zÿ fzÿ 1=f  z2 ÿ f 1=fz 1;
if (19) determines an eigenvector of Bn then the corresponding eigenvalue of Bn is
c  aÿ fÿ 1
f
: 20
In seeking symmetric eigenvectors of Tn we rewrite (19) as
xr  c fr
ÿ  fnÿr1: 21
Now xn  x1 and xn1  x0, so (18) reduces to aÿ an ÿ bnx1  x0, and (21)
defines an eigenvector of Tn if and only if Pnf  0, with
Pnf  rnf fn ÿ 1ÿ fn1 22
and
rn  aÿ an ÿ bn  b aq
n1
qb aqnÿ1 : 23
In seeking skew symmetric eigenvectors of Tn we rewrite (19) as
xr  c fr
ÿ ÿ fnÿr1: 24
Now xn  ÿx1 and xn1  ÿx0, so (18) reduces to aÿ an  bnx1  x0.
Therefore (24) defines an eigenvector of Tn if and only if Qnf  0, where
Qnf  snfÿ fn ÿ 1 fn1 25
and
sn  aÿ an  bn  bÿ aq
n1
qbÿ aqnÿ1 : 26
Since b 6 0,
lim
n!1
rn  lim
n!1
sn  1q > 1: 27
Now define
Cnh  rn cosnÿ 1h=2ÿ cosn 1h=2; 28
Snh  sn sinnÿ 1h=2ÿ sinn 1h=2: 29
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Then Pneih  0 if Cnh  0 and Qneih  0 if Snh  0. In either case, (16)
and (20) imply that F h is an eigenvalue of Tn.
Because of (27) there is an n0 such that rn > 1 and sn > 1 for n P n0. Let
/jn  jp=nÿ 1. Rewriting (28) and (29) as
Cnh  rn ÿ cos h cosnÿ 1h=2 sin h sinnÿ 1h=2;
Snh  sn ÿ cos h sinnÿ 1h=2ÿ sin h cosnÿ 1h=2
shows that if n P n0 then Cn changes sign on /2kÿ1;n;/2k;n, k  1; 2; . . . ;
dn=2e ÿ 1, and Sn changes sign on /2k;n;/2k1;n, k  1; 2; . . . ; bn=2c ÿ 1. Since
F is decreasing, this proves (a) and (b) if (c) and (d) are true for n suciently
large, which we will now prove.
From (22) and (23), and our assumption that aÿ b  1,
Pnq  q
2 ÿ 1
a bqÿn1 ;
so there is an n1 P n0 such that bPnq < 0 for n P n1. Now suppose n P n1.
Since Pn0  ÿ1 and Pn1  2rn ÿ 1 > 0, Pn has a zero nn in q; 1 if b > 0,
or in 0; q if b < 0. In either case
ln 
1ÿ q2
1ÿ qnn  1=nn  q2
is an even eigenvalue of Tn, and it is not in fF h j 06 h6 pg, since
nn  1=nn > 2. If b > 0 then ln > 0 (since n > q), so ln is the largest eigenvalue
of Tn. If b < 0 then ln < 0, so ln is the smallest eigenvalue of Tn. Since
nn  1 n
n1
n
rn1 nnÿ1n 
<
1
rn
; 30
(27) implies that lim supn!1 nn6 q < 1. Now letting n!1 in (30) shows that
limn!1 nn  q. Therefore limn!1 jlnj  1.
Now consider
Rnf  Qnf=1ÿ f  fsn1 f     fnÿ2 ÿ 1 f     fn:
From (25) and (26) and our assumption that aÿ b  1,
Qnq  q
2 ÿ 1
aÿ bqÿn1 ;
so there is an n2 P n1 such that bRnq > 0 for n P n2. Now choose n3 P n2 so
that Rn1  nÿ 1sn ÿ n 1 > 0 for n P n3. Suppose n P n3. Since
Rn0  ÿ1, Rn has a zero gn in 0; q if b > 0, or in q; 1 if b < 0. In either
case
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mn  1ÿ q
2
1ÿ qgn  1=gn  q2
is an odd eigenvalue of Tn, and it is not in fF h j 06 h6 pg, since
gn  1=gn > 2. If b > 0 then mn < 0 (since gn < q), so mn is the smallest eigen-
value of Tn. If b < 0 then mn > 0 (since nn < q), so mn is the largest eigenvalue of
Tn. Since
gn 
1ÿ gn1n
rn1ÿ gnÿ1n 
<
n 1
nÿ 1rn ; 31
(27) implies that lim supn!1 gn6 q < 1. Now letting n!1 in (31) shows that
limn!1 gn  q. Therefore limn!1 jmnj  1. 
Note that in the limiting case where q  1 the situation is quite dierent,
since then k  0 is an eigenvalue with multiplicity nÿ 1 and knn  na b is
the only nonzero eigenvalue, assuming that a b 6 0.
Theorem 4. Let
vkn  F
2k ÿ 1p
2nÿ 2
 
; 26 k6 nÿ 1: 32
If G is any continuous function on m;M  (see (2)) then
lim
n!1
1
n
Xnÿ1
k2
jGkkn ÿ Gvknj  0: 33
Proof. From (15) and (32) and the mean value theorem
jkkn ÿ vknj6
Kp
2nÿ 2 ; 34
where K  max06 h6 p jF 0hj. Let
WnG 
Xnÿ1
k2
jGkkn ÿ Gvknj:
If G is constant then WnG  0. If N is positive integer then (34) and the mean
value theorem imply that
kNkn
 ÿ vNkn6NMNÿ1jkkn ÿ vknj6 NMNÿ1Kp2nÿ 2 ;
so (33) holds if G is a polynomial.
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Now suppose G is an arbitrary continuous function on m;M  and let  > 0
be given. From the Weierstrass approximation theorem, there is a polynomial
P such that jGu ÿ P uj <  for all u in a; b. Therefore WnG < WnP   2n,
and
lim sup
n!1
WnG
n
6 lim
n!1
WnP 
n
 2  2:
Now let ! 0 to conclude that limn!1 WnG=n  0. 
4. The case where a  b
For completeness we now consider the case where a  b  1. From (8) and
(11) we see that k  0 is an eigenvalue of multiplicity nÿ 2. Since
tr  qjrÿsj  qÿjrÿsj  qrÿs  qsÿr; 35
the vectors
1
ÿa
1
0
..
.
0
0
0
266666666664
377777777775
;
0
1
ÿa
1
..
.
0
0
0
266666666664
377777777775
; . . . ;
0
0
0
0
..
.
1
ÿa
1
266666666664
377777777775
form a basis for the null space of Tn. We will show that the vectors
u  u1 u2    unT and v  v1 v2    vnT with
ur  qrÿn1=2  qÿrn1=2 and vr  qrÿn1=2 ÿ qÿrn1=2;
are eigenvectors associated with the nonzero eigenvalues, which we will com-
pute.
It is straightforward to verify that
trÿs  urus ÿ vrvs
2
(see (35)) and u; v  0. ThereforeXn
s1
trÿsus  kuk
2ur
2
and
Xn
s1
trÿsvs  ÿkvk
2vr
2
; r  1; . . . ; n;
so u is an eigenvector associated with
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knn  kuk
2
2
 n q
ÿn1 ÿ qn1
1ÿ q2
and v is an eigenvector associated with
k1n  ÿkvk
2
2
 nÿ q
ÿn1 ÿ qn1
1ÿ q2 :
Therefore limn!1 knn  1 and limn!1 k1n  ÿ1. Since u is symmetric and v is
skew symmetric, knn is even and k1n is odd.
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