In this paper, a new hybrid nonlinear conjugate gradient method are presented, which produce sufficient descent search direction at every iteration. This methods showed globally convergent under some assumptions. The numerical results show that all this new hybrid method are efficient for the given test problems.
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As known, if the point 1
 k x is close enough to a local minimizer * x , then a good direction to follow is the Newton direction, that is,
Motivated by this, Andrei [2, 3] rewrite ) 10 ( as follows :
After some algebraic manipulations one obtains : 
In quasi-Newton methods, an approximation matrix
and so k  is computed by 
However, using exact line searches (
It was shown in [3] that the hybrid CG method with k  as in ) 17 ( incorporated with an acceleration scheme is more efficient than the HS and DY method, and the hybrid CG methods proposed Andrei [2] .
The structure of the paper is as follows. In section 2, we present the new hybrid conjugate gradient algorithm. Section 3 presents a new Algorithm and Convergence analysis. Section 4 numerical results are presented and In section 5 discuss the we give brief conclusions and discussions.
A new hybrid conjugate gradient algorithm
We develop the secant equation based on the modified BFGS method proposed by Li et al. [10] . For this purpose, in order to unify both approaches, we consider a slight modification of the modified secant condition ) is the Newton direction. This is motivated by the fact that when the initial point 0
This leads us to development a hybrid conjugate gradient algorithm
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Using exact line searches (
x is near the solution of ) 1 ( and the Hessian is a nonsingular matrix then the Newton direction is the best line search direction. Therefore, from the equation 
New Algorithm and Convergence
We analyze the convergence property of the hybrid CG-method using our newly proposed formal as in ) 23 ( . Throughout this section, we assume
, otherwise, a stationary point is at hand. We make the following basic assumptions on the objective function. 
Assumptions
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The Algorithm has the Following Steps :
Step 0 : Given parameters
Step Step 5 : Compute which is a sufficient descent direction. To complete the proof, we have to show that the theorem is true for
The second term in ) 34 ( can be written 
Proof :
Because the descent condition holds, we have
. So, using Lemma 1, it is sufficient to prove that 
Numerical Results
In this section, we reported some numerical results obtained with the implementation of the new algorithm on a set of unconstrained optimization test problems. We have selected (10) In the all these cases, the stopping criteria is the 5 10   k g . The programs were written in Fortran 90. The test functions were commonly used for unconstrained test problems with standard starting points and a summary of the results of these test functions was given in Tables (3.1) and (3.2) . We tabulate for comparison of these algorithms, the number of function evaluations (NOF) and the number of iterations (NOI) . 
Conclusions and Discussions
In this paper, we have proposed a new hybrid method for solving unconstrained minimization problems. The computational experiments show that the new approaches given in this paper are successful. 
