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Abstract
Inspired by Sch'onhage’s discussion in the Proc. 11th Applied Algebra and Error Correct-
ing Codes Conference (AAECC), Lecture Notes in Comput. Sci., Springer, Berlin, Vol. 948,
1995 pp. 70, we study the multiplicative complexity of the multiplication, squaring, inver-
sion, and division of bivariate power series modulo the “triangular” and “quadratic” ideals
(X d+1; X dY; X d−1Y 2; : : : ; Y d+1) and (X d+1; Y d+1), respectively. For multiplication, we obtain the
lower bounds 54 d
2 −O(d) and 2 13 d2 −O(d) for the triangular and quadratic case, respectively,
opposed to the upper bounds 32 d
2 + O(d) and 3d2 + O(d). For squaring, we prove the lower
bounds 78 d
2−O(d) and 1 35 d2−O(d). As upper bounds, we have d2+O(d) and 2 12 d2+O(d) for
the triangular and quadratic case, respectively. Concerning inversion, the obtained lower bounds
coincide with those of squaring. As upper bounds, we show 3 56 d
2 + O(d) and 8 13 d
2 + O(d),
respectively. The lower bounds for division are those of multiplication. The upper bounds follow
from combining the bounds for inversion and multiplication. All of the above lower bounds hold
over arbitrary ?elds (in the case of multiplication and division) and over ?elds of characteristic
distinct from two (in the case of squaring and inversion), respectively. All upper bounds are
valid for ?elds that “support FFTs”, that is, ?elds that have characteristic zero and contain all
roots of unity.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Having the multiplication of numerical univariate polynomials with arbitrary preci-
sion in mind, Sch'onhage [11] started investigating the computational complexity of
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bivariate power series multiplication modulo the ideals Td2 = (X
d+1; X dY; X d−1Y 2; : : : ;
Y d+1) and Qd2 = (X
d+1; Y d+1), respectively. These tasks are an algebraic modelling of
the multiplication of univariate polynomials with arbitrary precision and truncation both
in degree and precision. The ?rst indeterminate X refers to the indeterminate of the
univariate polynomials whereas Y models the precision management. Basically, the idea
behind this is to substitute Y by 2−w, where w is the word length of the underlying
architecture. Since a thorough explanation of the modelling as well as a number of
applications can be found in [11], we skip further details here and refer the reader
to [11]. In the present work, we view these problems as interesting and challenging
tasks in algebraic complexity theory. We discuss the multiplicative complexity (and
bilinear complexity in the case of multiplication), thus counting essential multiplications
and divisions only, while additions, subtractions and multiplications with scalars from
the ground ?eld are taken for free. For the reader’s convenience, we give the basic
de?nitions in the next section. For further background see [5,7].
Since univariate power series arithmetic is rather well understood, let us ?rst have a
look at this case and compare it to what is known in the bivariate case. We start with
univariate power series multiplication modulo X d+1: this problem is equivalent to the
multiplication in the local algebra k[X ]=(X d+1) of truncated univariate polynomials. By
the Alder–Strassen theorem [1], the multiplicative complexity of computing the product
pqmod X d+1 of two polynomials p; q of degree d has the lower bound 2d + 1. If
#k¿2d, this bound is sharp, we even have that computing the untruncated product
pq can be done with 2d + 1 bilinear multiplications. This means there is nothing
better than computing the untruncated product pq and then throwing away the upper
d coeLcients. Computing the product pq is done by evaluating p and q at 2d + 1
diMerent points 0; : : : ; 2d ∈ k, which is free of costs, then performing 2d+1 essential
bilinear multiplications p()q(), and recovering the coeLcients of pq from these
product using interpolation, which is again free of costs.
Things are diMerent in the bivariate case. For instance, the Alder–Strassen theorem
yields the lower bound 2d2 + 4d + 1 for the multiplication of bivariate power series
modulo (X d+1; Y d+1), that is, for multiplication in Qd2 = k[X; Y ]=(X
d+1; Y d+1). On the
other hand, the above evaluation–multiplication–interpolation process for computing the
untruncated product requires the interpolation at 4d2+4d+1 points and hence as many
multiplications. The lower bound and the upper bound, which are both obtained by
techniques that yield sharp results in the univariate case, diMer by a factor of about 2.
Beside multiplication, computing reciprocals is another important task. Again let us
review what is known in the univariate case: let Cd denote the number of essential
operations necessary and suLcient to compute the ?rst d + 1 coeLcients of p−1 =
b0 + b1X + b2X 2 + · · · from the ?rst d + 1 coeLcients of the power series p= a0+
a1X + a2X 2 + · · · (where we consider a0; a1; a2; : : : as indeterminates over some ground
?eld k). If the characteristic of the ground ?eld k diMers from two, then we have
d− 2 + (d− 1)=26 Cd 6 3 34 d: (1)
If the characteristic of k is two, then
d+ 16 Cd 6 3 14 d: (2)
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Kalorkoti [9] attributes the lower bound in (1) to Hanns–J'org StoP. To prove this
bound, the problem of computing the lower d − 1 coeLcients of the square of a
polynomial of degree d − 2 is reduced to the problem of computing b0; : : : ; bd using
techniques due to Strassen [13]. (The lower bound for computing the lower n + 1
coeLcients of the square of a polynomial of degree n given in [9] can be improved
by one, n + (n + 1)=2 is the true complexity of this problem.) The upper bound in
(1) is due to Kung [10]. Kung actually states the upper bound 4n− log n, but a more
careful analysis of his algorithm by Arnold Sch'onhage yields the stated upper bound,
see again [9] for a discussion.
The lower bound in (2) follows from a standard linear independence argument, the
upper bound is again due to Kung. The improvement compared to (1) follows from
the fact that computing the square of a polynomial is cheap over ?elds of characteristic
two.
Until today, the bounds in (1) and (2) have withstood any attempts of improvement
(including those of the author, see however [3] for an improvement in a restricted
setting). We hope that the investigation of the bivariate case will shed new light on
the univariate case.
1.1. Model of computation
In the present section, we brieQy introduce the concept of multiplicative complexity.
For a detailed description, the reader is referred to [5]. We start with giving a formal
de?nition of computations.
Denition 1. Let x1; : : : ; xm be indeterminates over a ?eld k and f1; : : : ; fn ∈K =
k(x1; : : : ; xm).
(1) A sequence =(w1; : : : ; w‘) of rational functions w1; : : : ; w‘ ∈K is called a com-
putation over K , if for all 166‘ there are i; j¡ such that w =wi ◦ wj with
◦∈ {+;−; ∗; =} and wj 
=0 if ◦= = or w =  ·wi with ∈ k or w ∈ k∪{x1; : : : ; xm}.
(2) The sequence  is called a computation for f1; : : : ; fn, if in addition f1; : : : ; fn∈
{w1; : : : ; w‘}.
The next step is to de?ne the costs of a computation.
Denition 2. Let k be a ?eld, x1; : : : ; xm indeterminates over k, and =(w1; : : : ; w‘) a
computation over K = k(x1; : : : ; xm).
(1) The costs  in the th step of  are de?ned as
 =


0 if there are i; j ¡  such that w = wi ± wj;
or w =  · wi with  ∈ k;
or w ∈ k ∪ {x1; : : : ; xm};
1 otherwise:
(2) The costs () of  are ()=
∑‘
=1 .
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In the above de?nition, we count only those steps where the rational function w can
solely be expressed as the product or quotient of two elements with smaller index. Such
a step is called an essential multiplication or division, respectively. This measurement
of costs is also called Ostrowski measure.
We proceed with de?ning the complexity of a set of rational functions.
Denition 3. Let x1; : : : ; xm be indeterminates over a ?eld k and f1; : : : ; fn ∈K=
k(x1; : : : ; xm). The multiplicative complexity C(f1; : : : ; fn) of f1; : : : ; fn is de?ned by
C(f1; : : : ; fn) = min{() |  is a computation for f1; : : : ; fn}:
How do we model power series arithmetic? For the sake of simplicity, we ?rst study
univariate power series in an indeterminate X . Since power series are in?nite objects,
we will perform all computations modulo X d+1 for some d, thus we will consider
only the ?rst d terms. As an example, let p(X )=
∑∞
i=0 aiX
i and q(X )=
∑∞
j=0 bjX
j,
where the ai and bj are indeterminates over some ?eld, and de?ne bilinear forms ch
by p(X ) · q(X )= ∑∞h=0 chX h. We have the well-known formulae ch = ∑i+j=h aibj.
Thus, the multiplicative complexity of power series multiplication is described by the
quantities C(c0; : : : ; cd) (over k(a0; : : : ; ad; b0; : : : ; bd)) for d=0; 1; 2; : : : . In a similar
fashion, we can model squaring and inversion.
In the case of multiplication and squaring, we are computing a set of quadratic forms
q0; : : : ; qd in some indeterminates x1; : : : ; xm (even bilinear in the case of multiplication).
According to Strassen [13], if k is in?nite, then the fact that C(q0; : : : ; qd)6‘ is equiv-
alent to the existence of ‘ products p = u(x1; : : : ; xm) · v(x1; : : : ; xm) with linear forms
u and v such that q0; : : : ; qd ∈ lin{p1; : : : ; p‘}. Thus we may concentrate our atten-
tion to normalized computations that have ‘ costing multiplications of linear forms
and no divisions at all. For proving lower bounds, the fact that k has to be in?nite
does not impose any problems, since enlarging the ground ?eld can only reduce the
complexity.
In the following, we will use a coordinate-free de?nition of multiplicative complexity,
which is more suited for proving lower bounds.
Denition 4. Let k be a ?eld, Z and W ?nite dimensional vector spaces over k, and
 :Z → W be a quadratic map.
(1) A sequence =(f1; g1; w1; : : : ; f‘g‘; w‘) with f; g ∈Z∗, and w ∈W is called a
quadratic computation of length ‘ for  if
 (z) =
‘∑
=1
f(z)g(z)w for all z ∈ Z:
(2) The length of a shortest quadratic computation for  is called the multiplicative
complexity of  and is denoted by C( ).
(3) If ) :U×V → W is a bilinear map, then quadratic computations and multiplicative
complexity are de?ned as above by setting Z =U × V .
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(4) If A is a ?nite dimensional associative k-algebra with unity, then the multiplicative
complexity of A is de?ned as the multiplicative complexity of the multiplication
map of A, which is a bilinear map A × A → A. The multiplicative complexity of
A is denoted by C(A).
By Strassen’s result [13], the two De?nitions 3 and 4 are equivalent over in?nite
?elds when looking at quadratic forms. For instance, we have C(c0; : : : ; cd)=C(k[[X ]]=
(X d+1)) in the case of multiplication.
For a bilinear map ), it is a natural restriction to consider computations with f ∈U ∗
and g ∈V ∗ in De?nition 4. Such computations are called bilinear computations, the
length of a shortest bilinear computation is called the bilinear complexity or rank
R()). Obviously, C())6R()) and it is not hard to see that R())62 · C()). In the
case of multiplication, we will prove lower bounds for the multiplicative complexity
and provide upper bounds for the rank.
1.2. Our results
Before we state our main results, we ?rst ?x some notation. We denote by Tdn the
ideal generated by all monomials of total degree d+1 in indeterminates X1; : : : ; Xn. Qdn
stands for the ideal (X d+11 ; : : : ; X
d+1
n ). More generally, we de?ne R
d1 ;:::; dn
n =(X
d1+1
1 ; : : : ;
X dn+1n ). Due to the shape for n=2, we will refer to them as triangular, quadratic, and
rectangular ideal in the following. We de?ne the algebras Tdn = k[X1; : : : ; Xn]=T
d
n and
Qdn = k[X1; : : : ; Xn]=Q
d
n . In the present work, we are mainly concerned with the case
n=2. In this case, we name the indeterminates X and Y instead of X1 and X2. In the
case of upper bounds, we will also look at the rectangular algebra Rd; e2 = k[X; Y ]=(X
d+1;
Y e+1). Obviously Qd2 =R
d;d
2 . For an algebra A, /A :A → A denotes the squaring map
de?ned by a → a2. For n=2, multiplication and squaring in the above algebras is
just multiplication and squaring of bivariate power series modulo Td2 , Q
d
2 , and R
d; e
2 ,
respectively.
All presented lower bounds hold over arbitrary ?elds (in the case of multiplication
and division) and over ?elds of characteristic distinct from two (in the case of squaring
and inversion), respectively. All of the upper bounds given below are valid for ?elds
that have characteristic zero and contain all roots of unity. In Section 2, we provide
lower bounds for the multiplication and squaring in the above algebras. In Section 3,
we show the corresponding upper bounds. The lower bounds follow from the general
Theorems 7 and 9. Speci?cally we show:
(2 12 − o(1)) · dimTd2 6 C(Td2)6 R(Td2)6 3 dimTd2 − 2d− 2; (3)
(2 13 − o(1)) · dimQd2 6 C(Qd2)6 R(Qd2)6 3 dimQd2 − 2d− 3: (4)
Since the resulting lower bounds are rather nice, we extend (3) to arbitrary n. In
particular, we come up with a series of “natural” algebras A1; A2; : : : such that C(An)¿
(3− o(1))dim An (over arbitrary ?elds). The upper bound in (4) is also generalized to
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Rd; e2 . For squaring we obtain
(1 34 − o(1)) · dimTd2 6 C(/Td2 )6 2 dimT
d
2 + 2d+ 1; (5)
(1 35 − o(1)) · dimQd2 6 C(/Qd2 )6 2 12 dimQ
d
2 − 32 d− 32 : (6)
In Section 4, we examine the complexity of computing reciprocals and quotients. Let
us ?rst formulate our problem precisely: let p(X; Y )=
∑∞
i=0
∑∞
j=0 ai; jX
iY j be a bi-
variate power series with indeterminates over some ground ?eld k as coeLcients. Let
q(X; Y )=
∑∞
i=0
∑∞
j=0 bi; jX
iY j be the power series de?ned by p · q=1. (Note that p
is invertible, since a0;0 is an indeterminate.) The coeLcients of q are rational functions
in the coeLcients of p and only a0;0 occurs in the denominators of these rational
functions. If we write p= a0;0 − p1, then
q =
1
a0;0
+
1
a20;0
p1 +
1
a30;0
p21 + · · · : (7)
The multiplicative complexity of inversion modulo Td2 simply is C({bi; j | i + j6d}).
In this case, we only have to consider terms up to pd1 =a
d+1
0;0 in (7). In the same way,
the complexity of inversion modulo Qd2 is C({bi; j | i; j6d}). In particular, we show
7
8 d
2 − O(d)6 C({bi;j | i + j 6 d})6 2 13 d2 + O(d); (8)
1 35 d
2 − O(d)6 C({bi;j | i; j 6 d})6 11 13 d2 + O(d): (9)
Similar bounds are shown for the complexity of division.
2. Lower bounds for algebras with nonzero radical
In this section, we provide lower bounds for the multiplicative complexity of the
multiplication and squaring in Td2 and Q
d
2 . These results follow from more general
bounds for the multiplication in algebras with nonzero radical. Note that the algebras
Td2 and Q
d
2 are local. Their unique maximal ideal is (X; Y ), which also equals the
radical. For more details, the reader is referred to [6]. In the triangular case, we also
look at multivariate power series.
2.1. Lower bounds
Let  :Z → W be a quadratic map and let =(f1; g1w1; : : : ; f‘; g‘; w‘) be a quadratic
computation for  . Let Z1⊆Z and W1⊆W be subspaces. The computation  separates
the tuple (Z1; W1) if after possibly exchanging some of the f with the corresponding g
Z1 ∩
⋂
i∈I
kerfi = {0} where I = { |w 
∈ W1}:
If ) :U × V → W is a bilinear map,  is a quadratic computation for ), and U1⊆U ,
V1⊆V , and W1⊆W are subspaces, then the term “separate” is de?ned as above by
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setting Z1 =U1 × V1. For convenience, we will speak of the triple (U1; V1; W1) instead
of the tuple (U1 × V1; W1).
Let A be an algebra and =(f1; g1w1; : : : ; f‘; g‘; w‘) be a computation for A.
A fundamental theorem by Alder and Strassen [1] (see also [5, Prop. 17.20]) states
that  separates (rad A; rad A; {0}). By the de?nition of “separate”,  also separates
(U; V; {0}) for any two vector spaces U; V ⊆ rad A.
Therefore, after a suitable permutation of the products,
(U × V ) ∩
m+n⋂
=1
kerf = {0};
where m=dimU and n=dim V . Let X =
⋂m+n
=1 kerf. For all (x; y)∈X , we have
xy =
‘∑
=1
f(x; y)g(x; y)w ∈ lin{wn+m+1; wn+m+2; : : : ; w‘}:
Choosing  as an optimal computation proves the following lower bound.
Lemma 5. Let A be an associative algebra. If U; V ⊆ rad A are vector spaces, then
C(A)¿ dimU + dim V + min
X⊕(U×V )
=A×A
{dim lin{xy | (x; y) ∈ X }}:
Now the idea is to choose U and V as powers of the radical of A. It remains
to estimate the third term on the right-hand side in Lemma 5. This is done via the
following lemma.
Lemma 6. Let A be an associative algebra and m; n¿0 be natural numbers. For any
vector space X such that X ⊕ ((rad A)m × (rad A)n)=A× A,
lin{xy | (x; y) ∈ X }+ (rad A)m+n−1 = A:
Proof (taken from Bl'aser [4]). For the ease of notation, if Y ⊆A×A is a vector space,
let Yˆ denote the vector space lin{ab | (a; b)∈Y}.
For 063¡m and 06¡n, let X3; ⊆X be a vector space such that X3; ⊕ ((rad A)m×
(rad A)n)= (rad A)3 × (rad A). Such an X3;  exists, because X ⊕ ((rad A)m × (rad A)n)
=A×A. As X ∩ ((rad A)m×(rad A)n)= {0}, it is also unique. Furthermore, X3; ⊆X3′ ; ′
for 3′63 and ′6.
For any (u; v)∈ (rad A)3 × (rad A), there are (a; b)∈ (rad A)m × (rad A)n such that
(u; v) + (a; b)∈X3;. Thus (u+ a)(v+ b)∈ Xˆ3;. But (u+ a)(v+ b)∈ uv+ (rad A)3++1.
Letting (u; v) run through all elements of (rad A)3 × (rad A), we get
Xˆ 3; + (rad A)3++1 = (rad A)3+: (10)
We now prove by backward induction in 3 +  that
Xˆ 3; + (rad A)m+n−1 = (rad A)3+ for all 3 ¡ m;  ¡ n:
For 3= =0, this is the claim of the lemma.
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The induction start (3=m−1; = n−1) follows directly from (10). For the induction
step, let 3 and  be given such that 3 + ¡m + n − 2. We assume that 3¡m − 1,
the case ¡n− 1 follows similarly. By substituting the induction hypothesis Xˆ3+1; +
(rad A)m+n−1 = (rad A)3++1 into (10), we obtain
Xˆ 3; + Xˆ 3+1; + (rad A)m+n−1 = (rad A)3+:
Now the claim follows from the fact that Uˆ ⊆ Vˆ if U ⊆V .
Altogether, we obtain the following lower bound.
Theorem 7. Let A be an algebra. Then for any m; n¿1
C(A)¿ dim A+ dim (rad A)m + dim (rad A)n − dim (rad A)m+n−1:
In a similar manner, we will obtain lower bounds for the squaring map /A of A over
?elds of characteristic distinct from two.
Lemma 8. Let A be an algebra over some 9eld k with char k 
=2. Let =(f1; g1; w1;
: : : ; f‘; g‘; w‘) be a quadratic computation for /A. Then  separates (rad A; {0}).
Proof. It suLces to prove that for any i¿1,  separates ((rad A)i ; {0}). The proof
is by backward induction in i. Since rad A is nilpotent, there is some i0 such that
(rad A)i0 = {0}. By de?nition,  separates ((rad A)i0 ; {0})= ({0}; {0}).
Assume that the claim holds for some 1¡i6i0. Furthermore assume that  does
not separate ((rad A)i−1; {0}). Let R⊆ (rad A)i−1 be a maximal subspace such that 
separates (R; {0}). By assumption (rad A)i ⊆R ( (rad A)i−1. We may assume w.l.o.g.
that with r=dim R, R∩⋂r5=1 kerf5 = {0} and that there is some a∈ (rad A)i−1\R such
that f1(a)= · · · =f‘(a)= 0 and gr+1(a)= · · · = g‘(a)= 0.
Since f1|R; : : : ; fr|R are a basis of R∗, there is some b∈R such that f5(b)= −f5(1)
for all 1656r. Thus
(a+ b+ 1)2 − (b+ 1)2
=
‘∑
=1
f(a+ b+ 1)g(a+ b+ 1)w −
‘∑
=1
f(b+ 1)g(b+ 1)w
=
‘∑
=1
f(b+ 1)g(a)w
= 0:
Hence
2a+ a2 + 2ab = 0: (11)
But since a; b∈ (rad A)i−1, a2+2ab∈ (rad A)2i−2⊆ (rad A)i for i¿2. Thus (11) together
with a∈ (rad A)i−1\(rad A)i implies a=0, a contradiction.
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Theorem 9. Let A be an algebra over some 9eld of characteristic distinct from two.
Then for any m¿1
C(/A)¿ dim A+ dim(rad A)m − dim(rad A)2m−1:
Proof. Let =(f1; g1; w1; : : : ; f‘; g‘; w‘) be a quadratic computation for /A. By Lemma
8,  separates (rad A; {0}). In particular, it separates also ((rad A)m; {0}) Therefore,
after a suitable permutation,
(rad A)m ∩
r⋂
=1
kerf = {0};
where r=dim(rad A)m. Let X =
⋂r
=1 kerf. For x∈X , we have
x2 = /A(x) =
‘∑
=1
f(x)g(x)w ∈ lin{wr+1; : : : ; w‘}:
Thus ‘ − r¿dim lin{/A(X )}. Let X ′=X × X . We have X ′⊕ (rad A)m × (rad A)m. By
Lemma 6,
lin{xy | (x; y) ∈ X ′} ⊕ (rad A)2m−1 = A:
Thus the lemma is proved, if we can show lin{/A(X )}= lin{xy | (x; y) ∈ X ′}. But this
follows from xy= 12((x + y)
2 − x2 − y2).
2.2. The triangular case
We start with applying the techniques of the preceding section to the triangular case.
We will also consider multivariate power series in this section, since the resulting
bounds are rather nice.
We have
dimTdn =
(
n+ d
n
)
and
dim(radTdn)
i = dimTdn − dimTi−1n =
(
n+ d
n
)
−
(
n+ i − 1
n
)
:
The following results are implied by the preceding Theorems 7 and 9.
Theorem 10. The multiplicative complexity of Tdn is bounded by
C(Tdn)¿ 3 ·
(
n+ d
n
)
−
(
n+ d=2
n
)
−
(
n+ d=2
n
)
:
For n=1 we obtain the well-known bound C(Td1 )= 2d+ 1, which follows already
from the Alder–Strassen bound. Since we are particularly interested in the bivariate
case, we state the result for n=2 explicitly.
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Corollary 11. The multiplicative complexity of Td2 is bounded by C(T
d
2) ¿
(2 12 − o(1))dimTd2 . More precisely,
C(Td2)¿
3
2 (d+ 1)(d+ 2)− 12 (d2 + 1)(d2 + 2)− 12 (d2 + 1)(d2 + 2):
If we keep d¿1 ?xed, then C(Tdn )¿(3 − o(1))dimTdn . That means, our lower
bound comes arbitrarily close to three times the dimension, in other words, the number
of inputs plus the number of outputs. This is the best we can expect from currently
known lower bound techniques.
For squaring in Tdn , we obtain the following lower bound. We will exploit this
lower bound when proving lower bounds for inversion.
Theorem 12. For the squaring map of Tdn over 9elds with characteristic distinct from
two, we have
C(/Tdn )¿ 2 ·
(
n+ d
n
)
−
(
n+ d=2
n
)
:
In the univariate case n=1, we obtain C(/Td1 )¿d + d=2 + 1. (We learned this
bound from Arnold Sch'onhage.) In the bivariate case n=2, we get the following result.
Corollary 13. Over 9elds of characteristic other than two, C(/Td2 )¿(1
3
4 − o(1))
dimTd2 . More precisely,
C(/Td2 )¿ (d+ 1)(d+ 2)− 12 (d2 + 1)(d2 + 2):
What happens over ?elds of characteristic two? In this case we have( ∑
e1+···+en6d
ae1 ;:::;enX
e1
1 · · ·X enn
)2
=
∑
e1+···+en6	d=2

a2e1 ;:::;enX
2e1
1 · · ·X 2enn :
This yields the next theorem. The upper bound follows by simply squaring the ap-
propriate coeLcients, the lower bound by a standard linear independence argument.
Theorem 14. Over 9elds of characteristic two, we have for the squaring map of Tdn
C(/Tdn )=
(
n+ d=2
n
)
:
2.3. The rectangular case
For the rectangular algebra Rd; e2 , we can obtain similar bounds. We only deal with
the case d= e. We have
dimRd;d2 = (d+ 1)
2
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and
dim(radRd;d2 )
i =
{
(d+ 1)2 − 12 i(i + 1) for i 6 d;
1
2 (2d− i + 1)(2d− i + 2) for i ¿ d:
The next bounds follow from Theorems 7 and 9.
Theorem 15. The multiplicative complexity of the multiplication in Rd;d2 is bounded
from below by
C(Rd;d2 )¿ (2
1
3 − o(1)) · dimRd;d2 :
More precisely,
C(Rd;d2 )¿ 3(d+ 1)
2 − 12 ( s2+ 1)( s2+ 2)− 12 ( s2+ 1)( s2+ 2)
− 12 (2n− s)(2n− s+ 1);
where s= (4d− 2)=3.
Similar bounds can also be obtained for arbitrary d and e. In this case, if we assume
that d¿e, the ideals J8 := lin{X iY j |di + ej¿e8}, 06862d, play the roles of the
powers of the radical in the proof of Theorem 15. The exact resulting bounds are full of
sums of rounded quotients of integers, but also yield C(Rd; e2 )¿(2
1
3 − o(1)) · dimRd; e2 .
Theorem 16. Over 9elds of characteristic other than two, C(/Rd; d2 )¿(1
3
5 − o(1))
dimTd2 . More precisely,
C(/Rd;d2 )¿ 2(d+ 1)
2 − 12 ( t2+ 1)( t2+ 2)− 12 (2d− 2 t2)(2d− 2 t2+ 1);
where t=(8d+ 5)=5.
Over ?elds of characteristic two, the same reasoning as for the triangular case yields
the following bound.
Theorem 17. Over 9elds of characteristic two,
C(/Rd;e2 ) = (d=2+ 1)(e=2+ 1):
3. Upper bounds by wraparounds
For the upper bounds, we improve the fast multiplication algorithms developed by
Sch'onhage [11] for these problems. Our algorithms only work over ?elds of charac-
teristic zero that contain all roots of unity. (More precisely, we only need that the
multiplicative complexity in the algebra K[X ]=(XN − 1) equals N for certain values of
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N . The preceding more restrictive formulation avoids some lengthy case discussions.)
Therefore, we make the following convention:
For all upper bounds derived in this work, we assume that the underlying ground
9eld k has characteristic zero and contains all roots of unity.
So for instance, k =C would be an appropriate choice.
In what follows, we will reduce the multiplication in Rd; e2 and T
d
2 to the multipli-
cation in the algebra k[X ]=(XN − 1) for some suitable N . Since k has characteristic
zero and contains all roots of unity, the following bound holds.
Theorem 18 (see B'urgisser et al. [5, Chapter 2.1]). The multiplicative complexity of
multiplication in k[X ]=(XN − 1) equals N .
3.1. The rectangular case
Since it is very instructive, we ?rst sketch the original construction by Sch'onhage.
After that, we give a small improvement of his construction which yields a tight result
for R1;12 .
Assume we have two polynomials p; q∈Rd; e2 . We want to reduce the multiplication
of p; q to the multiplication of some p′; q′ ∈ k[X ]=(XN − 1) for some suitable N . Both
factors are encoded as long univariate polynomials by substituting Y →X 3d+2, i.e.,
p′(X )=p(X; X 3d+2), q′(X )= q(X; X 3d+2). This substitution groups together the coeL-
cients of all monomials with the same degree in Y and leaves 2d+1 zero coeLcients
between these groups. Setting N = e(3d+2)+ 2d+1, we can read oM the coeLcients
of the product pq∈Rd; e2 from the coeLcients of the univariate product
r′(X ) = p′(X )q′(X )mod XN − 1:
Borrowing the language of [11], a pattern like
d d d o o o o o ′ d d d o o o o o ′ d d d o o o o o ′ d d d o o
for the factors p′; q′
d d d ? ? o o o ′ d d d ? ? o o o ′ d d d ? ? o o o ′ d d d ? ? /
o o o ? ? ? ? ? ′ o o o ? ? ? ? ? ′ o o o ? ? ? ? ?
for the result r′
(lower coeLcients on the left, higher on the right) illustrates this method for d=2,
e=3, N =29. Here ‘d’ stands for coeLcients of the original polynomials (“data”), ‘o’
for zero coeLcients, and the primes separate the groups of monomials with the same
degree in Y . The markers ‘?’ in the result indicate “garbage”, i.e., coeLcients which
are not needed to recover the product pq. The second line of the result denotes the
wraparound produced by the −1. By inserting the right number of extra zeros, half
of the garbage positions are used a second time for the garbage of the wraparound,
while the desired coeLcients are preserved. Hence R(Rd; e2 )6R(k[X ]=(X
N − 1)). Since
R(k[X ]=(XN − 1))=N , we obtain the following bound.
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Proposition 19 (Sch'onhage). The rank of the multiplication in Rd; e2 has the upper
bound
R(Rd; e2 )6 3de + 2d+ 2e + 1:
The following situation will occur frequently in the sequel: we want to multiply two
elements of an associative algebra A and know some parts of the result in advance.
Can we gain anything from this extra knowledge? More generally, assume that we
want to compute a bilinear map  :U × V → W which is 3-concise, that means,
lin{ (U; V )}=W . Decompose W =W1⊕W2 and let <1 and <2 be the projections
along W2 onto W1 and along W1 onto W2, respectively. Then  (u; v)= <1( (u; v)) +
<2( (u; v)). Assume we have a quadratic or bilinear computation  for <2 ◦  . Can we
extend  to a computation for  ? To this aim, let =(f1; g1; w1; : : : ; f‘; g‘; w‘) be a
quadratic computation for  . By the 3-conciseness, w.l.o.g. W1⊕ lin{w1; : : : ; wm}=W .
Let = be the projection along lin{w1; : : : ; wm} onto W1. Since <1( (u; v))∈W1
 (u; v) = = ◦ <1( (u; v)) + <2( (u; v))
= = ◦  (u; v)− = ◦ <2( (u; v)) + <2( (u; v)): (12)
By the choice of =, there is a computation ′ of length ‘ − m for = ◦  . From a
computation  for <2 ◦  , one easily obtains a computation for <2 ◦  − = ◦ <2 ◦  of
the same length. This reasoning is still true, if we restrict <1 ◦  and <2 ◦  to some
subspaces U1 × V1. Thus the next lemma follows from (12).
Lemma 20. Let  :U × V → W be a 3-concise bilinear mapping. Let U1⊆U and
V1⊆V be subspaces. Moreover, let W =W1⊕W2 and let <1 and <2 be the projections
along W2 onto W1 and along W1 onto W2, respectively. Then
C(<1 ◦  |U1×V1 )6 C( )− dimW2 + C(<2 ◦  |U1×V1 ):
The same holds for the rank.
For d= e=1, our lower bound yields C(Rd; e2 )¿7, while Sch'onhage’s upper bound
only gives C(Rd; e2 )68. So which of the two values tells the truth? If char k 
=2,
then R1;12 = lin{1; X + Y; X − Y; XY}. Hence R1;12 is an algebra of minimal rank and
R(R1;12 )= 7 [8], see also [7, Theorem IV.31] or [5, Theorem 17.38]. How can we
achieve similar savings in general? Consider the multiplication in A := k[X; Y ]=(X d+1;
X dY e; Y e+1). If we take a look at the corresponding pattern,
d d d o o o o o ′ d d d o o o o o ′ d d d o o o o o ′ d d o o o
for the factors
d d d ? ? o o o ′ d d d ? ? o o o ′ d d d ? ? o o o ′ d d ? ? ? /
o o o ? ? ? ? ? ′ o o o ? ? ? ? o ′ o o o ? ? ?
for the result
here for d=2, e=3, N =29, we see that we get three extra zeros in the result, hence
by Lemma 20, R(A)63de+2d+2e− 2. (To apply this lemma, we choose W2 as the
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space spanned by the three monomials corresponding to the three zeros in the above
pattern. W1 is the space spanned by all other monomials. Note that <2 ◦  |U1×V1 is
zero.) However, we do not compute the underlined entry any more. But one moment’s
reQection shows that the underlined garbage marker ? does not mark garbage at all: it
corresponds to
∑
0686d; 06>6e
(8;>)=(0;0);(d;e)
a8;>bd−8;e−>;
where a8; > and b8; > denote the coeLcients of the factors. So with two additional mul-
tiplications a0;0 ·bd; e and ad; e ·b0;0 we are able to obtain the product pq of p; q∈Rd; e2 ,
which proves the following bound.
Theorem 21. The rank of the multiplication in Rd; e2 has the upper bound
R(Rd; e2 )6 3de + 2d+ 2e = 3 · dimRd; e2 − d− e − 3:
Thus R(R1;12 )=C(R
1;1
2 )= 7. One may be tempted to expect further gains by ?rst
discarding some of the higher coeLcients and then recompute the missing products.
However, if we replace ad; e; ad−1; e; ad; e−1 as well as bd; e; bd−1; e; bd; e−1 by zeros, we get
ten additional zeros in the result but we also have to pay ten products for recomputing
a0;0bd; e + a1;0bd−1; e + a0;1bd; e−1, a0;0bd; e−1 and a0;0bd−1; e and the corresponding forms
with the ai; j and bi; j interchanged.
We treat the squaring in Rd;d2 in the next section, since the arising patterns are very
similar to the one in the triangular case.
3.2. The triangular case
Let us turn to the triangular case. Adopting the method of the last section, we reduce
the multiplication of p; q∈Td to the multiplication of some p′; q′ ∈ k[X ]=(XN − 1)
for suitable N . Here we substitute Y → X 2d+2 and set N =d(2d+2)+d+1. From the
product r′=p′q′mod XN − 1, the coeLcients of pq∈Td2 can be read oM as depicted
in the pattern
d d d d o o o o ′ d d d o o o o o ′ d d o o o o o o ′ d o o o
for the factors p′; q′
d d d d ? ? ? o ′ d d d ? ? ? o o ′ d d ? ? ? o o o ′ d ? ? ? /
o o o o ? ? ? o ′ o o o o ? ? o o ′ o o o o ?
for the result r′,
here for d=3, N =28. We know 12 d(d + 1) coeLcient of r
′ in advance, since they
are zero. Thus, the upper bound of N − 12 d(d + 1) essential multiplications follows
from Lemma 20.
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Theorem 22. The rank of the multiplication in Td2 has the upper bound
R(Td2)6
3
2 d
2 + 52 d+ 1 = 3 · dimTd2 − 2d− 2:
For d=1 and 2, we get the sharp results C(T12)=R(T
1
2)= 5 and C(T
2
2)=
R(T22)= 12.
For any e6d, we may view Te2 as a subspace of T
d
2 just by ?lling the lacking
coeLcients with zeros. If say p is in Te2 with e6d, then one moment’s reQection
shows that we will have an additional amount of (d − e)(d + 1) extra zeros in the
result. (Another solution that is more suited for algorithmic purposes is to substitute
Y → X e+d+2 instead of Y → X 2d+2.) Thus, the below theorem follows.
Theorem 23. Let e6d. Let ) be the multiplication map Te2 ×Td2 →Td2 . Then
R())6 12 d
2 + de + 32 d+ e + 1:
The straightforward method for squaring an element p∈Td1 is of course to use the
presented multiplication algorithm. But we can do better using a well-known trick: let
h= (d− 1)=2 and write p= a+ b, where a contains only monomials of total degree
less than or equal to h while b consists of all other monomials (of total degree greater
than h). We have
p2 = a2 + 2ab = a(a+ 2b) in Td2 : (13)
Now we may plug in Theorem 23. This yields the following upper bound.
Theorem 24. With h= (d− 1)=2,
C(/Td2 )6
1
2 d
2 + hd+ 32 d+ h+ 16 d
2 + 2d+ 1:
Compared with the straightforward method, we save about 12 d
2 essential multiplica-
tions through the above construction. Again we get sharp bounds for d=1 and d=2,
namely C(/T12 ) = 3 and C(/T22 ) = 9.
In the case of Rd;d2 , we can do something similar: we write an element p∈Rd;d2
as p= a + b, where a contains only monomials of total degree less than or equal to
d while b consists of all other monomials. Again (13) holds. In the corresponding
multiplication pattern, we have an additional amount of 12 d(d+ 1) zeros. Thus
C(/Rd; d2 )6 2
1
2 d
2 + 3 12 d+ 1:
Again, we save about 12 d
2 essential multiplications. For d=1, we still have C(/R1; 12 )6
7, which is not an improvement compared to direct reduction to multiplication.
A similar trick as before yields a better result. Let us have a look at the corresponding
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pattern
d d d d o o o o o o o ′ d d d o o o o o o o o ′ d d o o o o o o o o o ′ d o o o o o o
for the ?rst factor
d d d d o o o o o o o ′ d d d d o o o o o o o ′ d d d d o o o o o o o ′ d d d d o o o
for the second factor
d d d d ? ? ? o o o o ′ d d d d ? ? ? o o o o ′ d d d d ? ? ? o o o o ′ d d d d ? ? ? /
o o o o ? ? ? ? ? ? o ′ o o o o ? ? ? ? ? o o ′ o o o o ? ? ? ?
for the result
here for d=3, N =40. If we replace the underlined “d” in the second factor by a zero,
then the underlined “d” in the result becomes garbage, while the three underlined “?”
are additional zeros. The “d” in the result can be corrected by computing the single
product a0;0 · bd;d, where the ai; j and bi; j denote the coeLcients of the factors. Thus
the total gain is d− 1. This already shows C(/R1; 12 )66 but does not match our lower
bound C(/R1; 12 )¿5.
By replacing two “d”s in the last group and one “d” in the second last, we can save
another d − 2 products. However, now four more products are needed to recover the
missing coeLcients in the result. This trick can be repeated until at some step i, the
number of additional products exceeds d− i.
4. Computing reciprocals and quotients
In this section, we provide second-order iteration schemes (which are superior to third
order here) to compute reciprocals. First, we prove lower bounds for these problems
by reduction to squaring. To avoid lengthy calculations, we state all following bounds
as c · n2 + O(n) with an explicitly given constant c. One should note that in each of
these bounds, the constant hidden in the O-notation is rather small.
4.1. Lower bounds
What can we say about lower bounds for the multiplicative complexity of inversion
in Td2 and R
d;d
2 ? A standard linear independence argument shows that the number of
the computed coeLcients gives a lower bound. Over ?elds of characteristic two, this
is the best we know. Over other ?elds, we can further improve this. Let a3;  denote
the indeterminate coeLcients of the element p we want to invert. The coeLcients of
the inverse are polynomials in the a3;  with (3; ) 
=(0; 0) over k(a0;0) which we take
as our new ground ?eld (i.e., a0;0 becomes a scalar). Using the technique by Strassen
[13], we can transform a computation for the coeLcients of p−1 into a computation
that computes only terms of degree two and has no more essential operations than the
original computation. A quick look at (7) shows that this computation actually computes
k(a0;0)-multiples of the coeLcients of p21! Now Corollary 13 and Theorem 16 imply
the below bounds. (The missing constant term of p21 reduces the lower bound just by
an additive amount of O(d).)
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Theorem 25. Computing the coe<cients of the reciprocal of a bivariate power series
modulo Td2 requires at least
7
8 d
2 − O(d) essential multiplications and divisions.
Theorem 26. Computing the coe<cients of the reciprocal of a bivariate power series
modulo Qd2 requires at least 1
3
5 d
2 − O(d) essential multiplications and divisions.
In the same way, we can deduce a lower bound for division from the lower bound
for multiplication. We transform a given computation for the coeLcients of q=p into
a computation that computes only terms of degree two and has no more essential
operations than the original computation. Moreover, this can be done in such a way
that all costing operations are products of linear forms in the coeLcients of p and q.
The resulting computation now computes the coeLcients of q ·p1=a20;0. Altogether, we
have obtained a computation that merely multiplies two elements of Td2 and R
d;d
2 ,
respectively, except for the missing constant term of p1. Now the result for the mul-
tiplication can be applied. (The missing constant term again reduces the lower bound
by an additive amount of O(d):)
Theorem 27. Computing the coe<cients of the quotient of two bivariate power series
modulo Td2 requires at least
5
4 d
2 − O(d) essential multiplications and divisions.
Theorem 28. Computing the coe<cients of the quotient of two bivariate power series
modulo Qd2 requires at least 2
1
3 d
2 − O(d) essential multiplications and divisions.
4.2. The triangular case
Let p be a bivariate power series with indeterminate coeLcients. Given d, our task
is to compute a polynomial q of total degree at most n such that
pq ≡ 1mod Td2 :
Let h= d=2 and suppose we have already computed a polynomial r of total degree
at most h such that
pr ≡ 1mod Th2 : (14)
Squaring yields
p · (−pr2 + 2r) ≡ 1mod Td2 :
Thus
q ≡ −pr2 + 2rmod Td2 :
So we have to compute the coeLcients of −pr2 + 2r (viewed as an element of Td2).
We proceed as follows: we ?rst compute pr. By (14), we know the coeLcients of
all monomials of pr with total degree h or less. Thus by Theorem 22 together with
Lemma 20, the coeLcients of pr can be computed with 78 d
2 + O(d) essential multi-
plications. Next, we compute r · pr. Again by (14), we know the coeLcients of all
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monomials of r · pr with total degree h or less, they are simply the coeLcients of r.
Thus another 78 d
2 + O(d) essential multiplications suLce to compute the coeLcients
of pr2. From this, we may obtain the coeLcients of q without any further costing
operations. Let us analyze the number E(d) of essential operations performed by this
algorithm (regarded as a straight-line program after unrolling the recursive calls): we
have E(d)=E(h) + 74 d
2 + O(d) with E(0)= 1. This yields E(d)= 73 d
2 + O(d) and
therefore proves the next bound.
Theorem 29. Computing the coe<cients of the reciprocal of a bivariate power series
modulo Td2 can be done with
7
3 d
2 + O(d) essential multiplications and divisions.
Since q=p= q · p−1, we immediately get the following result.
Theorem 30. Computing the coe<cients of the quotient of two bivariate power series
modulo Td2 can be done with 3
5
6 d
2 + O(d) essential multiplications and divisions.
4.3. The rectangular case
In contrast to Td2 , in the rectangular case R
d;d
2 a direct application of the iteration
process in Section 4.2 does not work very satisfactorily. The main reason is that only
(X d+1; Y d+1)2 = (X 2d+2; X d+1Yd+1; Y 2d+2) holds, while we had (Td2 )
2 =T 2d+12 before. It
is more favourable to embed elements from Rd;d2 into T
2d
2 and then use the techniques
of the preceding sections. This yields an upper bound of 9 13 d
2+O(d) for the inversion
in Rd;d2 . But we can do better: note that when embedding R
d;d
2 into T
2d
2 it does not
matter how we choose the coeLcients of the monomials with X -degree or Y -degree
greater than d. So using the substitution lemma from [12, Lemma 2], we may substitute
these coeLcients and we can kill d2+d products yielding the upper bound 8 13 d
2+O(d).
Theorem 31. The multiplicative complexity of inverting bivariate power series modulo
Qd2 has the upper bound 8
1
3 d
2 + O(d).
Theorem 32. The multiplicative complexity of division of bivariate power series mod-
ulo Qd2 has the upper bound 11
1
3 d
2 + O(d).
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