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Abstract
This paper deals with entropy numbers and approximation numbers for compact embeddings of
weighted Sobolev spaces into Lebesgue spaces in limiting situations. This work is based on related Hardy
inequalities and the spectral theory of some degenerate elliptic operators.
c⃝ 2011 Elsevier Inc. All rights reserved.
Keywords: Hardy inequalities; Weighted Sobolev spaces; Entropy numbers; Approximation numbers; Degenerate elliptic
operators
1. Introduction
Let B = {x ∈ Rn : |x | < 1} be the unit ball in Rn and let
bm,σ (x) = |x |m (1+ | log |x ||)σ , x ∈ B,m ∈ N0, σ ≥ 0.
Let Emp,σ (B) with 1 ≤ p <∞ be the completion of Cm0 (B) in the norm
‖ f | Emp,σ (B)‖ =
∫
B
bpm,σ (x)
−
|α|=m
|Dα f (x)|p dx
1/p
. (1.1)
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Section 3 deals with two-sided estimates for the entropy numbers and approximation numbers of
the compact limiting embeddings
id: Emp,σ (B) ↩→ L p(B), 1 ≤ p <∞,m ∈ N, σ > 0,
(see Theorems 3.3 and 3.4). The gaps between lower and upper estimates can be sealed if p = 2.
This will be based on the asymptotic behaviour of the eigenvalues of the degenerate elliptic
positive definite self-adjoint operators
Amσ f = (−1)m
−
|α|=m
Dα

b2m,σ D
α f

, dom(Amσ )
1/2 = Em2,σ (B),
with a pure point spectrum generated by the quadratic form (1.1) with p = 2, Theorem 3.6. Our
method is based on some Hardy inequalities which are the subject of Section 2, Theorems 2.1
and 2.4.
2. Hardy inequalities
2.1. Basic assertions
We use standard notation. Let N be the collection of all natural numbers and N0 = N ∪ {0}.
Let Rn be Euclidean n-space where n ∈ N. Put R = R1, whereas C is the complex plane. Recall
that Cm0 (R
n) collects all complex-valued compactly supported functions on Rn having classical
derivatives up to order m ∈ N. Furthermore, u ∈ L loc1
[0,∞) means that the complex-valued
Lebesgue measurable function u on R+ = (0,∞) is Lebesgue integrable on each interval (0, a)
with a > 0.
Theorem 2.1. Let n ∈ N, m ∈ N and 1 ≤ p <∞. Let w be a Lebesgue measurable function on
R+ with 0 < w(t) <∞ if t > 0 such that
tn−1w(t) ∈ L loc1
[0,∞) (2.1)
and ∫ ∞
1
t−
n
p−1

sup
τ>0
w(τ)
w(τ t)
1/p
dt <∞. (2.2)
Then ∫
Rn
| f (x)|p w(|x |) dx
1/p
≤ nm(1− 1p )
m−1∏
j=0
∫ ∞
1
t−
n
p−1− j

sup
τ>0
w(τ)
w(tτ)
1/p
dt
×
∫
Rn
|x |mp
−
1≤il≤n
 ∂m f (x)∂xi1 · · · ∂xim
p w(|x |) dx
1/p
(2.3)
for all f ∈ Cm0 (Rn).
Proof. Step 1. Let g be a differentiable function on [0,∞)with supp g ⊂ [0, T ] for some T > 0.
Then
g(t) = −
∫ ∞
t
g′(τ ) dτ = −t
∫ ∞
1
(g′)(tτ) dτ, t > 0. (2.4)
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Using the triangle inequality applied to weighted L p-spaces one obtains that∫ ∞
0
|g(t)|p tn−1w(t) dt
1/p
≤
∫ ∞
1
∫ ∞
0
t p|g′|p(tτ) tn−1w(t) dt
1/p
dτ
≤
∫ ∞
1
τ
−1− n−1p − 1p
∫ ∞
0
ϱp+n−1|g′(ϱ)|p w
ϱ
τ

dϱ
1/p
dτ
≤
∫ ∞
1
τ
− np−1

sup
σ>0
w(σ)
w(στ)
1/p
dτ
∫ ∞
0
ϱp+n−1|g′(ϱ)|pw(ϱ) dϱ
1/p
. (2.5)
Step 2. Let f ∈ C10(Rn). We use polar coordinates (r, θ) with θ ∈ Sn−1 where Sn−1 is the unit
sphere in Rn . For fixed θ ∈ Sn−1 we insert g(r) = f˜ (r, θ) = f (x) in (2.5) and obtain that∫ ∞
0
| f˜ (r, θ)|prn−1w(r) dr
≤
∫ ∞
1
τ
− np−1

sup
σ>0
w(σ)
w(στ)
1/p
dτ
p ∫ ∞
0
r p+n−1
∂ f˜ (r, θ)∂r

p
w(r) dr.
Then it follows from∂ f˜ (r, θ)∂r
 ≤
 n−
j=1
∂ f
∂x j
∂x j
∂r
 ≤ n1− 1p

n−
j=1
∂ f (x)∂x j
p
1/p
and integration over Sn−1 that∫
Rn
| f (x)|pw(|x |) dx
1/p
≤ n1− 1p
∫ ∞
1
τ
− np−1

sup
σ>0
w(σ)
w(στ)
1/p
dτ

×
∫
Rn
|x |pw(|x |)
n−
j=1
∂ f (x)∂x j
p dx
1/p
. (2.6)
This proves (2.3) with m = 1.
Step 3. The functions tkpw(t), k ∈ N, in place of w(t), satisfy also the conditions (2.1), (2.2).
Then iterated application of (2.6) gives (2.3). 
Corollary 2.2. Let n ∈ N, m ∈ N and 1 ≤ p <∞. Let w be a positive monotonically increasing
(= not decreasing) function on R+ = (0,∞). Then∫
Rn
| f (x)|p w(|x |) dx
1/p
≤ nm(1− 1p )
m−1∏
j=0

j + n
p
−1 ∫
Rn
|x |mp
−
1≤il≤n
 ∂m f (x)∂xi1 · · · ∂xim
p w(|x |) dx

(2.7)
for all f ∈ Cm0 (Rn).
Proof. The conditions (2.1), (2.2) are satisfied. Then (2.7) follows from (2.3). 
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Remark 2.3. The constants in (2.3), (2.7) came out quite naturally. But one cannot expect them
to be sharp. We prefer later on the version∫
Rn
| f (x)|pw(|x |) dx
1/p
≤ c
∫
Rn
|x |mp
−
|α|=m
|Dα f (x)|pw(|x |) dx
1/p
(2.8)
for all f ∈ Cm0 (Rn) with w satisfying (2.1), (2.2) and a constant c > 0 depending on p, n,m and
w. Here Dα has the usual meaning,
Dα = ∂
|α|
∂xα11 · · · ∂xαnn
, α j ∈ N0, |α| =
n−
j=1
α j .
With w(t) = t~ , ~ > −n, one obtains the classical assertion∫
Rn
|x |~ | f (x)|p dx
1/p
≤ c
∫
Rn
|x |~+mp
−
|α|=m
|Dα f (x)|p dx
1/p
(2.9)
for some c > 0 and all f ∈ Cm0 (Rn). This is covered by numerous papers and books. We
refer in particular to [3,11,13,14] where one finds many Hardy inequalities and also historical
comments. One may also consult [17, Section 16]. It might well be the case that also the more
general inequalities (2.7), (2.8) are covered by the literature. But we have no explicit references
adapted to our later needs.
2.2. A logarithmic modification
If ~ < 0 then one can apply Corollary 2.2 to w(t) = (1 + | log t |)~ at least locally. But for
what follows we need just the case ~ > 0. For this purpose we modify both Theorem 2.1 and its
proof as follows. Let
Bδ = {x ∈ Rn : |x | < δ}, δ > 0. (2.10)
Let Cm0 (Bδ) be the collection of all complex-valued functions f inR
n having classical derivatives
up to order m ∈ N and supp f ⊂ Bδ . Otherwise we use the same notation as in connection with
Theorem 2.1.
Theorem 2.4. Let n ∈ N, m ∈ N, 1 ≤ p < ∞ and σ ∈ R. Let w be a Lebesgue measurable
function on R+ with 0 < w(t) <∞ if t > 0 such that
max(1,− log t)σ p tn−1w(t) ∈ L loc1
[0,∞) (2.11)
and ∫ ∞
1
t−
n
p−1

sup
τ>0
w(τ)
w(τ t)
1/p
dt <∞. (2.12)
Then there are numbers δ, c with 0 < δ < 1 and c > 0 such that∫
Rn
|log |x | |σ p | f (x)|p w(|x |) dx
1/p
≤ c
∫
Rn
|x |mp |log |x | |σ p
−
|α|=m
|Dα f (x)|p w(|x |) dx
1/p
(2.13)
for all f ∈ Cm0 (Bδ).
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Proof. We follow the proof of Theorem 2.1. Let g be a differentiable function on [0,∞) with
supp g ⊂ [0, δ]. We use (2.4) with g(t)| log t |σ in place of g(t). Then the counterpart of (2.5) is
given by∫ δ
0
|g(t)|p | log t |σ p tn−1 w(t) dt
1/p
≤ c
∫ δ
0
ϱp+n−1
g(ϱ) | log ϱ|σ ′p w(ϱ) dϱ1/p (2.14)
where (2.11), (2.12) ensure the convergence of the respective integrals. We insert
g(ϱ)| log ϱ|σ ′ = g′(ϱ) | log ϱ|σ − g(ϱ) 1
ϱ
| log ϱ|σ σ| log ϱ|
in (2.14). If δ with 0 < δ < 1 is chosen sufficiently small then one obtains∫ δ
0
|g(t)|p| log t |σ ptn−1w(t) dt
1/p
≤ c
∫ δ
0
|g′(ϱ)|p | log ϱ|σ p ϱp+n−1 w(ϱ) dϱ
1/p
.
Afterwards one can follow the Steps 2 and 3 of the proof of Theorem 2.1. 
Remark 2.5. In contrast to the case for Theorem 2.1 we restricted f in the above theorem to
f ∈ Cm0 (Bδ) for some sufficiently small δ > 0. This is sufficient for our later considerations.
Otherwise one can complement (2.9) with∫
Rn
|x |~ |log |x | |σ p | f (x)|p dx
1/p
≤ c
∫
Rn
|x |~+mp |log |x | |σ p
−
|α|=m
|Dα f (x)|p dx
1/p
where ~ > −n, σ ∈ R and f ∈ Cm0 (Bδ) with δ > 0 small. One can find several types of Hardy
inequalities involving log-terms in the literature. We refer the reader to, in particular, [11,14]
and [17, Section 16]. It was not our aim to deal with Hardy inequalities for their own sake. We
restricted the above considerations to some assertions which will be needed later on.
3. Entropy and approximation numbers in weighted Sobolev spaces
3.1. Preliminaries
First we recall briefly the standard definitions of entropy numbers and approximation numbers
in an abstract setting.
Let B1 and B2 be two complex quasi-Banach spaces with the respective unit balls UB1 and
UB2 . Let T ∈ L(B1, B2) be a linear compact operator from B1 into B2. Then for k ∈ N the kth
entropy number ek(T ) of T is defined as the infimum of all ε > 0 such that
T

UB1
 ⊂ 2k−1
j=1

b j + εUB2

for some b1, . . . , b2k−1 ∈ B2.
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The corresponding kth approximation number ak(T ) is given by
ak(T ) = inf
‖T − S‖: S ∈ L(B1, B2), rank S < k, k ∈ N,
where rank S = dim(image S).
Later on we need the following well-known property. Let H be a separable infinite-
dimensional complex Hilbert space and let A be a positive definite self-adjoint operator acting in
H . Then A is said to be an operator with pure point spectrum if its spectrum consists solely of
eigenvalues {λk}∞k=1 of finite (geometric) multiplicity, ordered by
0 < λ1 ≤ λ2 ≤ · · · ≤ λk ≤ · · · → ∞ if k →∞.
Then the natural embedding
id: domA1/2 ↩→ H
is compact. Furthermore,
λ
−1/2
k = ak

A−1/2 : H ↩→ H ∼ akid : domA1/2 ↩→ H, k ∈ N. (3.1)
Here ↩→ means continuous embedding. Furthermore if I is an arbitrary index set then
ai ∼ bi for i ∈ I (equivalence) (3.2)
for two sets of positive numbers {ai : i ∈ I } and {bi : i ∈ I } means that there are two positive
numbers c1 and c2 such that
c1 ai ≤ bi ≤ c2 ai for all i ∈ I.
Basic information about positive definite self-adjoint operators in Hilbert spaces may be found
in many books, for example [15, Chapter 4] or (summarised) [9, Appendix C]. Otherwise we
assume that the reader is familiar with entropy numbers, approximation numbers and their
relations to the theory of function spaces and spectral theory. As for details, properties and
historical comments, we refer the reader to [5,9]. In particular (3.1) is a cornerstone of this theory
and has been known for a long time. Proofs may be found in [2, p. 91] and [9, Theorem 6.21,
p. 195].
3.2. Weighted Sobolev spaces
Let B = B1 be the unit ball in Rn according to (2.10) with δ = 1. Recall that Cm0 (B) is the
collection of all complex-valued functions f inRn having classical derivatives up to order m ∈ N
and supp f ⊂ B. Let L p(B) with 1 ≤ p < ∞ be the Lebesgue space of all complex-valued
Lebesgue measurable functions on B such that
‖ f |L p(B)‖ =
∫
B
| f (x)|p dx
1/p
is finite. Furthermore, D(B) = C∞0 (B) and the set of all complex distributions D′(B) have
the usual meaning. By standard interpretations L p(B) and all other spaces introduced below are
considered in the framework of D′(B).
Let
bm,σ (x) = |x |m (1+ |log |x | |)σ , x ∈ B,m ∈ N0, σ ≥ 0, (3.3)
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and
‖ f |Emp,σ (B)‖ =
∫
B
bpm,σ (x)
−
|α|=m
|Dα f (x)|p dx
1/p
(3.4)
where 1 ≤ p < ∞ and f ∈ Cm0 (B). Then it follows from Theorem 2.4 with w = 1 (and a
dilation argument) that
‖ f |L p(B)‖ ≤ c ‖ f |Emp,σ (B)‖. (3.5)
Hence, Cm0 (B) furnished with (3.4) is a normed space. It follows by standard arguments that this
space is closable within L p(B) and also in the context of the distributions D′(B) on B.
Definition 3.1. Let bm,σ be the weight function in the unit ball B according to (3.3) where
m ∈ N0 and σ ≥ 0. Let 1 ≤ p < ∞. Then the weighted Sobolev space Emp,σ (B) is the
closure of Cm0 (B) in L p(B) with respect to the norm in (3.4).
Remark 3.2. The definition is justified by the above considerations. Emp,σ (B) is a Banach space
furnished with the (distributionally interpreted) norm (3.4). According to (3.5) one has the
continuous embedding
id: Emp,σ (B) ↩→ L p(B). (3.6)
If m = 0 then E0p,σ (B) is a weighted L p-space and there is not much to say.
3.3. Entropy numbers
Recall that ↩→ means continuous maps. We are interested in the continuous embeddings
(3.6) asking for compactness measured in terms of entropy numbers ek and approximation
numbers ak as introduced in Section 3.1. We use ∼ as explained in (3.2).
Theorem 3.3. Let n ∈ N, m ∈ N, 1 ≤ p <∞ and σ ≥ 0. Let Emp,σ (B) be the weighted Sobolev
spaces according to Definition 3.1. Then the embedding
id: Emp,σ (B) ↩→ L p(B) (3.7)
is continuous. Furthermore, id is compact if, and only if, σ > 0.
(i) Let, in addition σ > n+mn . Then
ek(id) ∼ k−m/n, k ∈ N. (3.8)
(ii) Let, in addition, 0 < σ ≤ n+mn . Then there are a number c > 0 and for any ε > 0 a number
cε > 0 such that
c k−m/n ≤ ek(id) ≤ cε k−σ mn+m+ε, k ∈ N. (3.9)
Proof. Step 1. We prove that the embedding (3.7) with σ = 0 is not compact. Let ϕ j (x) =
2 j/p ϕ(2 j x) with ϕ ∈ D(B) and j ∈ N. One can choose ϕ such that the functions ϕ j have
disjoint supports,
‖ϕ j |L p(B)‖ = 1 and
∫
B
|x |mp
−
|α|=m
|Dαϕ j (x)|p dx ∼ 1.
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This shows that the continuous embedding (3.7) with σ = 0 is not compact. The compactness of
the embedding (3.7) with σ > 0 is a by-product of (3.8), (3.9) that we are going to prove next.
Step 2. We begin with some preparations. Let Ω be a smooth bounded domain (= open set)
in Rn and let W mp (Ω) with m ∈ N and 1 ≤ p <∞ be the classical Sobolev spaces, normed by
‖ f |W mp (Ω)‖ =
−
|α|≤m
‖Dα f |L p(Ω)‖. (3.10)
One has for the entropy numbers of the compact embedding of W mp (Ω) into L p(Ω) that
ek

id : W mp (Ω) ↩→ L p(Ω)
 ∼ k−m/n, k ∈ N. (3.11)
This is well known and may be found in [18, Theorem 1.67, Proposition 4.5, pp. 61,196] covering
also the spaces with p = 1. Let W˚ mp (Ω) be the completion of C∞0 (Ω) = D(Ω) in W mp (Ω). It
can be equivalently normed by
‖ f |W˚ mp (Ω)‖ =
−
|α|=m
‖Dα f |L p(Ω)‖. (3.12)
This also well known, but it is also an easy consequence of Hardy inequalities of type (2.8) (with
w = 1). We need a second preparation. Let ϕ be a C∞ function on R with ϕ(t) = 1 if t ≥ 1/2
and ϕ(t) = 0 if t ≤ 1/4. Let ϕ0(x) = ϕ(|x |) in Rn . Then
ϕ j (x) = ϕ0(2 j x)− ϕ0(2 j−1x) ∈ D(Rn), j ∈ N,
with
supp ϕ j ⊂ B j where B j = {x ∈ Rn : 2− j−2 < |x | < 2− j }, j ∈ N. (3.13)
According to (3.12) we furnish W˚ mp (B
j ), j ∈ N, with the norm
‖ f |W˚ mp (B j )‖ =
−
|α|=m
‖Dα f |L p(B j )‖.
We wish to reduce the entropy numbers of the compact operator
id j : Emp,σ (B) ↩→ L p(B), id j f = ϕ j f, j ∈ N, (3.14)
to (3.11). Let
id j : Emp,σ (B) ↩→ W˚ mp (B j ), id j f = ϕ j f, j ∈ N. (3.15)
Using (2.13) with Dγ f , |γ | < m, and w(t) = t |γ |p on the left-hand side and m − |γ | in place of
m on the right-hand side it follows that
‖id j‖ ≤ c 2 jm j−σ , j ∈ N, (3.16)
for some c > 0 which is independent of j . We use (3.11) with W˚ mp in place of W
m
p . It
follows by dilation arguments and related assertions for entropy numbers which may be found
in [5, Section 1.3.1, pp. 7/8] that
ek

id: W˚ mp (B
j ) ↩→ L p(B j )
 ∼ 2− jmk−m/n, k ∈ N. (3.17)
Combining this with (3.16), one obtains that
ek(id j−1) ≤ c j−σ k−m/n, k ∈ N, j ∈ N, (3.18)
where c is independent of k and j , and where we incorporated id0.
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Step 3. Let J ∈ N and
ϕ J (x) = 1−
J−
j=0
ϕ j (x), x ∈ B, (3.19)
with ϕ0, ϕ j as above. Then ϕ J ∈ D(B) and
supp ϕ J ⊂ {y: |y| ≤ 2−J−1}. (3.20)
With id j as in (3.14) one can decompose id in (3.7) as
id = IdJ +
J−
j=0
id j , IdJ f = ϕ J f. (3.21)
One has by (2.13) with w = 1 and the same arguments as result in (3.16) that
‖IdJ‖ ≤ c J−σ , J ∈ N. (3.22)
Let J nσ/m ∼ k0 ∈ N and
k j = J nσ/m j−nσ/m c−n/mj ∈ N, j = 1, . . . , J, (3.23)
where c j ∼ j−~ with ~ > 1. Then
k =
J−
j=0
k j ∼ J nσ/m
J−
j=1
j−
n
m (σ−~).
Let σ > 1+ mn . Then one can choose ~ > 1 such that σ − ~ > mn . It follows that
k ∼ J nσ/m, σ > m + n
n
. (3.24)
By (3.21), (3.22), (3.18) and the composition properties of entropy numbers which may be found
in [5, Lemma 1, pp. 7/8], one has
ek(id) ≤ c J−σ + c
J−
j=0
ek j (id j ) ≤ c J−σ + c J−σ
J−
j=1
c j ∼ J−σ . (3.25)
By (3.24), (3.25) one obtains that
ek(id) ≤ c k−m/n, k ∈ N.
The corresponding estimate from below follows from (3.11). This proves (3.8).
Step 4. We prove (3.9) and assume that 0 < σ ≤ n+mn . Let δ > n+mn . Let ϕ J be as in (3.19),
(3.20). Then one has by (3.21) that
id = IdJ + IdJ with IdJ f = (1− ϕ J ) f.
By the same arguments as were used in connection with (3.15), (3.16) it follows that
‖(1− ϕ J ) f |Emp,δ(B)‖ ≤ c J δ−σ‖ f |Emp,σ (B)‖, f ∈ Emp,σ (B).
Then one obtains from (3.22) and Step 3 that
ek(id) ≤ c J−σ + c J δ−σ k−m/n, k ∈ N.
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One has in particular
ek(id) ≤ c J−σ if k ∼ J nm δ.
Hence,
ek(id) ≤ c k−mn · σδ ∼ k−σ mn+m+ε, k ∈ N.
This proves (3.9) where the left-hand side is again covered by (3.11). 
3.4. Approximation numbers
We recalled in Section 3.1 what is meant by approximation numbers ak(T ) for linear
compact operators T . We now complement Theorem 3.3 with a corresponding assertion for the
approximation numbers ak(id) in place of the entropy numbers ek(id) of the embeddings (3.7).
Theorem 3.4. Let n ∈ N, m ∈ N, 1 ≤ p <∞ and σ > 0. Let Emp,σ (B) be the weighted Sobolev
space according to Definition 3.1. Then the embedding
id: Emp,σ (B) ↩→ L p(B)
is compact.
(i) Let, in addition, σ > n+mn . Then
ak(id) ∼ k−m/n, k ∈ N. (3.26)
(ii) Let, in addition, 0 < σ ≤ n+mn . Then there are a number c > 0 and for any ε > 0 a number
cε > 0 such that
c k−min(σ,
m
n ) ≤ ak(id) ≤ cε k−σ mn+m+ε, k ∈ N. (3.27)
Proof. Step 1. By well-known properties for approximation numbers, [5, Section 3.3.4, p. 119],
one has (3.17), (3.18) with ak(id) in place of ek(id). Approximation numbers have the same
composition properties as entropy numbers, [5, Lemma 2, p. 11]. Then one can argue in the
same way as in the Steps 3 and 4 of the proof of Theorem 3.3. This proves the estimate from
above in (3.26), (3.27) and also ak(id) ≥ c k−m/n for some c > 0.
Step 2. It remains to prove that for any σ > 0 there is a number c > 0 such that
ak(id) ≥ c k−σ , k ∈ N. (3.28)
Let ϕ ∈ D(B) be a non-trivial function such that the functions ϕ j (x) = ϕ(2 j x), j ∈ N, have
disjoint supports. Then one has by (3.3), (3.4) that
‖ϕ j |Emp,σ (B)‖p ∼
∫
|x |∼2− j
2− jmp jσ p 2 jmp
−
|α|=m
(Dαϕ)(2 j x)p dx
= c 2− jn jσ p, j ∈ N,
for some c > 0. Let
f (x) =
J−
j=1
c j 2 jn/p j−σ ϕ j (x), c j ∈ C, (3.29)
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(complex numbers). Then
‖ f |Emp,σ (B)‖ ∼

J−
j=1
|c j |p
1/p
and
‖ f |L p(B)‖ ∼

J−
j=1
j−σ p|c j |p
1/p
. (3.30)
Let
T : Emp,σ (B) ↩→ L p(B) with rank T < J ∈ N.
Then one can choose {c j }Jj=1 ⊂ C in (3.29) such that
J−
j=1
|c j |p = 1 and T f = 0.
Inserting this in (3.30) one obtains for some c > 0 that
‖id− T ‖ ≥ c J−σ , J ∈ N.
This proves (3.28). 
3.5. Quadratic forms
If p = 2 then the gaps in the Theorems 3.3 and 3.4 can be sealed by specific Hilbert
space arguments, mainly Courant’s max–min principle for positive definite self-adjoint operators,
which may be found in [2, Chapter XI, Section 1, pp. 488–493]. For this purpose we interpret
the weighted Sobolev space
Emσ (B) = Em2,σ (B), m ∈ N, σ > 0, (3.31)
according to Definition 3.1 as the closure of the closable positive definite quadratic form
Emσ ( f, g) =
∫
B
b2m,σ (x)
−
|α|=m
Dα f (x) Dαg(x) dx, f, g ∈ Cm0 (B), (3.32)
with
bm,σ (x) = |x |m (1+ |log |x | |)σ , x ∈ B,m ∈ N, σ > 0, (3.33)
as introduced in (3.3), (3.4) with (3.5). Here B is again the unit ball in Rn and Cm0 (B) has the
same meaning as at the beginning of Section 3.2. Let Amσ ,
Amσ f = (−1)m
−
|α|=m
Dα

b2m,σ D
α f

, dom(Amσ )
1/2 = Emσ (B), (3.34)
be the generated positive definite self-adjoint operator in L2(B) interpreted in the usual way.
Here dom means the domain of definition of the operator indicated.
For the sake of convenience we recall briefly the underlying abstract theory. Let H be a
separable infinite-dimensional complex Hilbert space with scalar product (u, v)H and norm
42 H. Triebel / Journal of Approximation Theory 164 (2012) 31–46
‖u |H‖ = (u, u)1/2H . Let D be a dense linear subset of H and E : D × D ↩→ C (complex
numbers) be a bilinear symmetric map; hence
E(λ1u1 + λ2u2, v) = λ1 E(u1, v)+ λ2 E(u2, v), E(u, v) = E(v, u),
where u1, u2, u, v ∈ D and λ1, λ2 ∈ C. A positive definite quadratic form is a densely defined
bilinear symmetric map such that
E(u, u) ≥ c ‖u |H‖2 for some c > 0 and all u ∈ D. (3.35)
Recall that a positive definite quadratic form E is called closable in H when
E(uk, uk)→ 0 for k →∞
for all sequences {uk}∞k=1 ⊂ D with uk → 0 in H and for any ε > 0,
E(uk − ul , uk − ul) ≤ ε if k ≥ l ≥ l(ε)
(the Cauchy E-sequence). If E is closable then the abstract completion of D with respect to the
E-form (the space of all Cauchy sequences factorised by null sequences) can be identified in a
one-to-one way with a related linear subset in H , the domain of definition domE of the closure
of E . One has (3.35) now with u ∈ domE . Let domA be the collection of all u ∈ domE such
that
E(u, v) = (u′, v)H for some u′ ∈ H and all v ∈ domE . (3.36)
Then u′ is uniquely determined and Au = u′ generates a positive definite self-adjoint operator
in H . As usual, domE = domA1/2 is called the energy space and
A1/2domE = H, A−1/2 H = domE,
are isomorphic maps. Details about closable and closed (positive definite) forms may be found
in [12]. The construction (3.36) coincides essentially with the Friedrichs extension of positive
definite symmetric operators in complex Hilbert spaces. We refer the reader to [2, Section IV.2,
pp. 172–180] and [15, Sections 4.1.9, 4.4.3, pp. 213–215,253] for details. A description of the
above material and short direct proofs may also be found in [1, Section 4.4, pp. 81–84].
We apply the abstract theory as outlined above to the closable positive definite quadratic form
E = Emσ according to (3.32), (3.33) in the Hilbert space H = L2(B). Then Emσ (B) in (3.31)
denotes its closure. It generates the positive definite self-adjoint operator Amσ which may be
written as (3.34). According to Theorem 3.4 the embedding
id: dom(Amσ )
1/2 = Emσ (B) = Em2,σ (B) ↩→ L2(B) (3.37)
is compact. Then it follows from the literature mentioned above and the explanations given in
Section 3.1 that Amσ is a positive definite self-adjoint operator in L2(B) with pure point spectrum.
Let {λk(Amσ )}∞k=1 be the related eigenvalues ordered by
0 < λ1(Amσ ) ≤ λ2(Amσ ) ≤ · · · ≤ λk(Amσ ) ≤ · · · → ∞ if k →∞ (3.38)
including geometric multiplicities.
Proposition 3.5. Let B = {x ∈ Rn : |x | < 1} be the unit ball in Rn , n ∈ N. Then Emσ (·, ·)
according to (3.32) with
bm,σ (x) = |x |m (1+ |log |x | |)σ , x ∈ B,m ∈ N, σ > 0,
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is a closable positive definite quadratic form in L2(B). Let Emσ (B) be its closure and let A
m
σ be
the generated operator. Then Amσ is a positive definite self-adjoint operator in L2(B), written as
Amσ f = (−1)m
−
|α|=m
Dα

b2m,σ D
α f

, dom(Amσ )
1/2 = Emσ (B),
with pure point spectrum {λk(Amσ )}∞k=1 ordered according to (3.38). Furthermore,
λk(A
m
σ ) ∼

k2m/n if σ > m/n,
k
log k
2m/n
if σ = m/n,
k2σ if σ < m/n,
(3.39)
k − 1 ∈ N.
Proof. Step 1. By the above explanations it remains to prove (3.39). Let, as a modification of
(2.10), (3.13),
B j = {x ∈ Rn : |x | < 2− j }, B j = {x ∈ Rn : 2− j−1 < |x | < 2− j },
j ∈ N0. Let W m2 (B j ) be the usual Sobolev spaces normed by (3.10) and let W˚ m2 (B j ) be the
completion of C∞0 (B j ) in W
m
2 (B
j ) normed by (3.12). Let N (λ) with λ > 1 be the number of
eigenvalues of Amσ which are smaller than λ. Let jλ ∈ N with jλ ∼ λ1/2σ . Then
‖ f |Emσ (B)‖2 ∼
∫
B jλ
(1+ |log |x | |)2σ |x |2m
−
|α|=m
|Dα f (x)|2 dx
+
jλ−1−
j=0
( j + 1)2σ 2−2 jm
∫
B j
−
|α|=m
|Dα f (x)|2 dx . (3.40)
Let
Am, jσ,D = ( j + 1)2σ2−2 jm(−∆)mD, j , dom

(−∆)mD, j
1/2 = W˚ m2 (B j ), (3.41)
be the scaled Dirichlet operator (−∆)m in B j . By a dilation argument reducing (−∆)mD, j to
(−∆)mD,0 in the annulus B0 one has for the eigenvalues λk(Am, jσ,D) of Am, jσ,D ,
λk(A
m, j
σ,D) ∼ ( j + 1)2σ k2m/n, k ∈ N, j ∈ N0, (3.42)
where the equivalence constants are independent of j . If the above jλ is appropriately chosen
then we obtain by (2.13) and (3.32), (3.33) that
‖ f |L2(B jλ)‖2 ≤ c j−2σλ
∫
B jλ
(1+ |log |x | |)2σ | f (x)|2 dx
≤ λ−1 Emσ ( f, f ), f ∈ Cm0 (B jλ). (3.43)
In particular, the positive definite self-adjoint operator with pure point spectrum generated by
Emσ ( f, g) with f, g ∈ Cm0 (B jλ) has no eigenvalues smaller than λ. Let N (λ, Am, jσ,D) be the
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number of eigenvalues of Am, jσ,D smaller than λ. Then it follows from the max–min principle
[2, Theorem 1.2, p. 489] and (3.40), (3.43) that
N (λ) ≥ c
jλ−1−
j=0
N (λ, Am, jσ,D)
for some c > 0 which is independent of λ > 1 (assumed to be large). One obtains by (3.42) that
N (λ) ≥ c λn/2m
jλ−
j=0
( j + 1)−σn/m
and with jλ ∼ λ1/2σ ,
N (λ) ≥ c

λn/2m if σ > m/n,
λn/2m log λ if σ = m/n,
λ1/2σ if 0 < σ < m/n,
(3.44)
for some c > 0.
Step 2. We prove the converse of (3.44). From (2.13) it follows that
Emσ ( f, f ) ∼
∫
B
(1+ |log |x | |)2σ

|x |2m
−
|α|=m
|Dα f (x)|2 + | f (x)|2

dx,
f ∈ Emσ (B). We now apply the max–min principle to the Neumann counterpart of (3.41); hence
Am, jσ,N = ( j + 1)2σ

id+ 2−2 jm(−∆)mN , j

, dom

(−∆)mN , j
1/2 = W m2 (B j ),
j ∈ N0. Otherwise one can argue as above. This gives the converse of (3.44). Hence
N (λ) ∼

λn/2m if σ > m/n,
λn/2m log λ if σ = m/n,
λ1/2σ if 0 < σ < m/n,
λ > 1. With N (λk) = k one obtains (3.39). 
Now we complement the Theorems 3.3 and 3.4 using the same notation as there.
Theorem 3.6. Let n ∈ N, m ∈ N and σ > 0. Let Em2,σ (B) be the weighted Sobolev spaces
according to Definition 3.1 with p = 2. Then the embedding
id: Em2,σ (B) ↩→ L2(B)
is compact. Furthermore,
ek(id) ∼ ak(id) ∼

k−m/n if σ > m/n,
k
log k
−m/n
if σ = m/n,
k−σ if 0 < σ < m/n,
(3.45)
k − 1 ∈ N.
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Proof. By Theorem 3.3 it remains to prove (3.45). The assertion for the approximation numbers
ak(id) follows from Proposition 3.5 and (3.1), (3.37). One has in particular that
a2 j−1(id) ∼ a2 j (id), j ∈ N.
Then it follows from [5, Section 1.3.3, p. 15] with reference to [16] that
ek(id) ≤ c ak(id), k ∈ N. (3.46)
On the other hand, by (3.1) and Carl’s inequality ([5, Corollary 1.3.4, p. 20] or [9, Section 6.4])
one has
ak(id) ∼ λk

(Amσ )
−1/2 ≤ c ek(Amσ )−1/2 ∼ ek(id),
k ∈ N. This is the converse of (3.46). Taken together, these prove (3.45). 
Remark 3.7. Proposition 3.5, in particular the distribution of eigenvalues according to (3.39),
might be of some independent interest. It is based on the inclusion of the corresponding quadratic
forms between smaller quadratic forms (here related to the Dirichlet operators (−∆)mD, j ) and
larger quadratic forms (here related to the Neumann operators (−∆)mN , j ). This is a well-
known procedure called the Courant–Weyl method of Dirichlet–Neumann bracketing. It has
also been used in connection with asymptotics of approximation numbers. We refer the reader
to [2, Chapter XI] and in particular to [3, Chapter 6].
3.6. A conjecture
One may compare Theorem 3.6 with the Theorems 3.3 and 3.4. The breaking point is
σ = m/n, at least in the case of p = 2. The assertions of Theorems 3.3 and 3.4, in particular
the left-hand side of (3.27), suggest that this might be the case not only for p = 2 but also for
1 < p <∞.
Conjecture 3.8. Let n ∈ N, m ∈ N, 1 < p < ∞ and σ > 0. Let Emp,σ (B) be the weighted
Sobolev spaces according to Definition 3.1. Then
id: Emp,σ (B) ↩→ L p(B)
is compact and one has (3.45) for the corresponding entropy and approximation numbers.
Remark 3.9. As stated, the left-hand side of (3.27) looks quite promising. Perhaps one could
even refine the arguments to obtain the log-factor in the limiting case σ = m/n. For the
estimates from above we relied on decomposition arguments based on c j ∼ j−~ with ~ > 1
in (3.23), (3.24). This spoils the log-terms and the breaking points for σ . If p = 2 then we use
the max–min principle for Hilbert spaces. This relies on orthogonal decompositions which are
much better than the above-indicated decompositions. It is this point which one has to overcome
if one wishes to prove (or disprove) the conjecture. Nearest to ours is the recent paper [8] based
on the preceding papers [6,7]. The authors deal with function spaces of type Bsp,q(Rnw) and
F sp,q(Rn, w) where w is a Muckenhoupt weight. In [8] special attention is paid to weights w with
w(x) = |x |α1 +  log |x | β near the origin and near infinity. Function spaces are reduced via
wavelet isomorphisms to sequence spaces. Afterwards the techniques which originate from [5]
and have been refined in [4,10] are used. Our approach is different. But it may well be the case
that a combination of these methods can pave the way to dealing with the above conjecture and
related generalisations.
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