Subfilter scalar variance is a critical indicator of small scale mixing in large eddy simulation ͑LES͒ of turbulent combustion and is an important parameter of conserved scalar based combustion models. Realistic combustion models have a highly nonlinear dependence on the conserved scalar, making the prediction of flow thermochemistry sensitive to errors in subfilter variance modeling, including errors due to numerical discretization. Large numerical errors can result from the use of grid-based filtering and the resulting under-resolution of the smallest filtered scales, which are a key to variance modeling. Hence, the development of variance models should take into account this sensitivity to numerical discretization. In this work, a novel coupled direct numerical simulation ͑DNS͒-LES a posteriori method is used to study the role of discretization errors in variance prediction for the two most widely used types of models: algebraic dynamic models and transport equation-based models. Algebraic models are found to be ill-suited to discretization due to their dependence on filtered scalar gradient values. Additionally, the use of dynamic modeling procedures enhances their sensitivity to filtered scalar errors. The accuracy of transport equation models primarily rests on the accuracy of the scalar dissipation rate closure with numerical error having a secondary effect. The influence of dissipation rate modeling error is investigated using the unique information provided by the combined DNS-LES simulation method. Overall, transport equation models are found to offer a more powerful approach to variance modeling due to more complete model physics and reduced effects of discretization error.
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I. BACKGROUND AND MOTIVATION
Subfilter scalar variance is an important quantity in conserved scalar methods for large eddy simulation ͑LES͒ of nonpremixed turbulent combustion. [1] [2] [3] In these approaches, a nonreactive scalar called the mixture fraction is related to the thermochemical state of the flow by a combustion model, such as a flamelet model. 1, 4 The mixture fraction transport equation contains no chemical source terms, which is advantageous in the LES framework. However, the filtered mixture fraction fields evolved by LES provide no information on the extent of fine scale fuel-oxidizer mixing that is necessary for reaction to occur. Further modeling is needed to characterize values of the mixture fraction occurring at small, or subfilter, scales. In one-point statistical closures for the mixture fraction, its subfilter probability density function ͑PDF͒ is presumed to be a beta distribution, parametrized by the filtered mixture fraction and subfilter mixture fraction variance. A variance model is required to complete the presumed PDF closure. 5, 6 Subfilter variance modeling follows two basic lines of approach. The first approach relies on scaling or equilibrium assumptions to obtain algebraic expressions for the variance. 7, 8 This category includes the widely used dynamic model, 8 which relates the variance to the magnitude of filtered scalar gradients. The dynamic procedure eliminates the need to specify model coefficients a priori. The second approach requires solution of an additional scalar transport equation. 4, 9 Models in this category can account for the transport of subfilter variance at resolved scales but contain dissipation terms that must be closed. LES subfilter models, already subject to inherent random error and flawed modeling assumptions, are also prone to numerical errors due to the unique nature of practical LES computations. The formulation of LES proceeds by first filtering the flow and scalar transport equations, leading to a set of partial differential equations for the filtered variables. The filtering operation essentially removes all scales below a cutoff length that will be referred to here as the filterwidth. These partial differential equations are then discretized on a numerical grid and solved. Theoretically, the filterwidth characterizes the LES solution while the grid spacing determines the accuracy of its numerical approximation. In most practical applications of LES, the filterwidth and grid spacing are equal. As a result, solutions to the LES equations are wellknown to be highly dependent on the choice of numerical discretization. [10] [11] [12] The error introduced by numerical discretization is wavenumber dependent and increases with wavenumber. Consequently, the length scales of the LES solution near the filterwidth are severely contaminated by numerical errors. It should be noted that this disproportionate error in a͒ Author to whom correspondence should be addressed. Electronic mail: colleen.kaul@mail.utexas.edu.
small scale information affects all subfilter models, including those for the residual stress and subfilter scalar flux. Furthermore, many subfilter models require the evaluation of spatial derivatives and therefore have their own discretization error. However, subfilter variance modeling has some unique aspects because the variance is needed to parametrize a combustion model, not to close a LES governing equation. Unlike a residual stress model that directly affects the resolved velocity input to it, a variance model is used to predict quantities such as temperature that only indirectly influence subsequent variance predictions. Therefore, conclusions about numerical effects on variance modeling, and the implications of those effects for a simulation's predictive value, cannot simply be inferred from analyses of other subfilter quantities. Since combustion is highly sensitive to the level of mixing at the small scales, LES predictions are critically dependent on the accuracy of variance models and it is important that the role of numerical error be understood. Previously, most evaluations of variance modeling accuracy have been conducted using a priori tests on direct numerical simulation ͑DNS͒ data and have not analyzed model discretization error.
5,7-9,13-15 A more limited number of studies have also included a posteriori tests using LES. 9, 15 These studies note modeling error in the filtered scalar evolution as a factor in variance prediction, but do not specifically characterize its effects and also do not account for numerical error in the filtered scalar evolution.
In this study, we consider three impacts of numerical error on variance modeling in the context of grid-based filtering, which is by far the dominant filtering approach in combustion LES. First, numerical discretization errors alter the evolution of the filtered fields that serve as input variables for the models. Second, the variance model itself may require numerical discretization, leading to additional errors. Third, model coefficients may be computed by dynamic estimation procedures 16 that incur numerical error. Our prior study, 17 which used an a priori analysis technique, showed that the second and third types of error listed above can have significant and nonobvious consequences for variance prediction by combining to either magnify or partially cancel the total error of the model evaluation. Here, the analysis accounts for all three types of errors by using a novel coupled DNS-LES method for a posteriori model evaluation. A description of the method can be found in Sec. III. Filtered scalar evolution error is found to be an important factor in variance modeling accuracy, especially affecting dynamic algebraic models for variance as explained in Sec. IV B.
Considering numerical errors wholly apart from physicsbased modeling errors would have imposed an artificial disjunction in our analysis as both types of errors depend on and in turn influence the simulated flow dynamics. Because the analysis method allowed comparisons to both DNS and numerically accurate LES results, modeling error was an easily observed aspect of the results. In particular, it was necessary to address the dissipation rate modeling problem of transport equation models for variance, which are covered in Sec. IV C, because the consequences of dissipation rate modeling error can far outweigh numerical error effects. In this work, the dissipation rate model was calibrated using DNS scalar information. A dynamic modeling approach is currently being developed based on the variance transport equation. Complete characterization of numerical error in transport equation models will require this dynamic approach to be analyzed also. Here, it is assumed that the numerical error of the dynamic procedure will be in keeping with the discretization error of the variance transport equation on which the new dynamic model is based.
II. DESCRIPTION OF SUBFILTER VARIANCE MODELS
Large eddy simulation explicitly evolves large scale turbulent motions, while the effects of small scale motions on the large scale are approximated using models. Removal of the small scales is accomplished by a filtering operation, which can be written as
͑1͒
where Z ͑x , t͒ is the filtered field obtained from the true field Z͑x , t͒, and G is the three-dimensional filter kernel. Here, Z specifically denotes the mixture fraction, but the filtering operation is general. Applying the filtering operation to the conservation equation for Z results in a transport equation for Z . This can be written as
with the filtered velocity denoted by u i , molecular diffusivity by D, and turbulent diffusivity by D t . The turbulent diffusivity is modeled using the filterwidth ⌬ and characteristic strain rate ͉S͉ = ͑2S ij S ij ͒ 1/2 as
The coefficient C d is determined dynamically. 16 For combustion LES, Favre-filtered equations are commonly used. However, the focus of this study is the modeling of mixture fraction, which is a passive scalar. Hence, density variations are not considered. It should be noted that this is a standard practice for combustion modeling and the conclusions from this study are directly applicable to practical combustion calculations.
Before proceeding further, it is important to note that the grid-based filter, and in fact any useful filtering operation for LES, produces an irretrievable loss of information about the subfilter scales. Thus, no unique subfilter scale configuration can be ascribed to a LES filtered field. 18, 19 As a result, models can only aim to predict statistics of an appropriately defined ensemble of possible subfilter states.
The subfilter scalar variance Z v is defined as
where the appearance of the second moment Z 2 makes the variance unclosed. A transport equation for the variance can be derived by manipulating the transport equations for Z and Z to develop equations for Z 2 and Z 2 . Then, using Eq. ͑4͒, the variance transport equation follows from
After introducing eddy diffusivity closures for the scalar flux terms, the LES variance transport equation ͑VTE͒ model can be written as
where P and ⑀ Z represent, respectively, the rates of variance production and dissipation. In exact form, the production term is given by
which, again using an eddy diffusivity closure for the scalar flux, becomes
This formulation is undesirable from a numerical perspective because it relies on the square of the magnitude of the filtered scalar gradient ٌ͉Z ͉ 2 , which cannot be computed accurately by finite difference methods when grid-based filtering is used. 17 The remaining modeling issue for the VTE is the subfilter scalar dissipation rate
which is unclosed due to the first term on the right hand side. This quantity, the filtered scalar dissipation, is denoted by Z . The second term represents the resolved portion of scalar dissipation that requires no modeling but is typically small compared to Z . A common closure for ⑀ Z is
where Z is a scalar mixing timescale and C is a model coefficient. Several expressions for this timescale have been proposed. 9, 20 It should be noted that in some modeling approaches, a mechanical timescale is used and the model constant provides the ratio between scalar and mechanical timescales. The scalar timescale model used in this work is formed from the filterwidth ⌬ and total diffusivity as
This expression for Z is widely used in the LES/filtered density function approach. [21] [22] [23] The optimal value for C depends on the flow being simulated in addition to the choice of timescale and is therefore typically unknown a priori.
The modeling challenge posed by ⑀ Z and the numerical difficulties associated with P are the major issues in solving the VTE. Referring to Eq. ͑5͒ and noting that the production term is contributed by the equation for Z 2 suggests solving an equation for Z 2 ,
͑12͒
then using these values along with the values of Z obtained by solving Eq. ͑2͒ in Eq. ͑4͒ to calculate the subfilter variance. This modeling approach will be referred to as the second moment transport equation ͑STE͒ model. Splitting Z into resolved and subfilter components gives
where the first term is the model for ⑀ Z . The STE and VTE models are equivalent on the level of their continuous equations and make the same modeling assumptions. However, they do not yield identical results when evaluated numerically and so are treated here as distinct modeling options.
A class of algebraic models can be developed from the VTE by assuming that, on average, local rates of variance production and dissipation are equal. This approximation is usually referred to as the local equilibrium assumption. 25 Equating the closures introduced above for ⑀ Z ͓Eq. ͑10͔͒ and P ͓Eq. ͑8͔͒ under the local equilibrium assumption suggests that variance scales as
where C v is a model coefficient and it has been assumed that the timescale is inversely proportional to the characteristic strain rate, Z ϳ 1 / ͉S͉. Dynamic modeling procedures 25 are usually used to determine C v . A common feature of these approaches is the use of a second filtering operation at a test filterwidth ⌬ Ͼ⌬ to isolate the smallest length scales of the filtered scalar field, followed by an assumed similarity between those scales and the subfilter scales. In variance modeling, C v is found based on the ratio between a Leonard term L v and a gradient-based term M v . The coefficient is determined in a least squares sense assuming that it does not change along homogeneous directions of the flow. Letting ͑ · ͒ denote the test filtering operation and ͗ · ͘ indicate an average taken over homogeneous directions, the coefficient estimation procedure for the classic dynamic model ͑CDM͒ can be written as 
For the isotropic flow considered here, a volume average over the entire computational domain is appropriate. Thus, a single value of C v is predicted at each time step. Recently, Balarac et al. 13 proposed a modification to the M v term of the CDM closure based on a Taylor series expansion of L v . In this alternative model ͑henceforth, BPR model͒, only the first term of M v CDM is retained, that is
The model coefficient is again found using Eq. ͑17͒. Despite the availability of other algebraic variance models, 7 dynamic models are preferred in combustion modeling because they eliminate the need to predetermine a model coefficient and perform well in a priori tests. 8, 14 However, a weakness of the coefficient estimation procedure is its reliance, through test filtering, on the high wavenumber components of the filtered scalar field that are most affected by numerical error. Additionally, the gradient-based scaling law ͓Eq. ͑14͔͒ has the same numerical shortcoming as the variance production model from which it originates. On the other hand, the advantages of the VTE and STE models are countered by the difficulties of modeling dissipation terms and accurately evolving the model equations. With these factors taken into account, it is difficult to predict which modeling approach will perform best in a simulation. Despite this fact, the comparative accuracy of dynamic models and transport equation models has not been examined previously. Next, Sec. III describes an a posteriori analysis method that was formulated to compare variance models in a way that is relevant to their implementation in grid-filtered LES.
III. DNS-LES A POSTERIORI METHOD
Since the objective of this work is to assess the role of numerical errors on variance model performance, a posteriori tests have to be designed carefully. Often, spatially inhomogeneous flows such as round jets that are closer to realistic applications are used to assess model performance. However, such tests are not useful for our purpose. First, in such spatially inhomogeneous systems, it is difficult to separate the errors due to closures for the momentum equations from the scalar variance closures. Second, it can be challenging to obtain the highly numerically accurate solution required for comparison when spectral methods are not applicable. In addition, the range of filterwidths that can be used is limited by the need to resolve the shear layers. These issues can be avoided by using homogeneous isotropic turbulence ͑HIT͒ as the testbed case within the coupled DNS-LES method we propose for evaluation of scalar modeling. Because this analysis examines both causes and effects of variance prediction error, its findings provide useful guidance for diagnosing variance model performance in more complex geometries.
Exclusion of turbulence modeling errors and careful attention to the effects of filtered scalar evolution error distinguish the methodology used here from other a posteriori analyses of variance modeling, even those also using HIT. 9 Only by controlling for these factors can transport equation models, algebraic models, and DNS variance results be compared in an informative manner.
A. Computational method
Our simulation method is built upon a pseudospectral code for direct numerical simulation of homogeneous isotropic turbulence. 26, 27 This DNS solver was modified to additionally solve the LES filtered scalar equation ͓Eq. ͑2͔͒, STE model ͓Eq. ͑12͔͒, and VTE model ͑Eq. ͑6͒͒. The accuracy of the equations' discretizations could be varied from spectral ͑SP͒ numerical accuracy by replacing true wavenumber values with modified wavenumbers corresponding to second order central ͑C2͒, fourth order central ͑C4͒, and sixth-order Padé ͑P6͒ schemes. 10, 28 The code's DNS functionality was retained, allowing fully resolved velocity and scalar fields to be simulated alongside the LES quantities.
To clarify the subsequent discussion, we introduce some conventions for our notation. First, a symbol without additional superscripts represents a quantity that has been computed from DNS in exact form. For example, a plain P denotes production values obtained by applying Eq. ͑7͒. Second, a symbol accompanied by a superscript indicates a modeled quantity. The superscript itself denotes the numerical accuracy used to evaluate the model and any of its input variables. Thus, P C2 is calculated from Eq. ͑8͒ with second order discretization and the input variables Z C2 ͓the solution to Eq. ͑6͒ with second order discretization͔ and D t C2 . A superscript "DNS" indicates a modeled quantity computed from DNS inputs with spectral numerical accuracy. Third, variance results are distinguished by a model and an order of accuracy. For instance, Z v VTE-2 is the VTE model value obtained from second order discretization of Eq. ͑6͒ and its closures.
Prior to beginning the variance model tests, the code was run in DNS-only mode until a statistically stationary, randomly forced 29 velocity field was obtained. Next, a DNS resolution scalar field was initialized 26 and used to generate four identical initial filtered scalar fields
The initial Z field was also used to produce four copies of the initial condition of Z 2 for the STE evolutions or of Z v for the VTE evolutions. The simulation was then resumed in DNS-LES mode. Rather than solving LES momentum equations, filtered DNS velocities were used for advancing all the LES scalar, second moment, and variance equations. The filtered velocities were also required for computing the eddy diffusivity ͓Eq. ͑3͒ using a dynamic model 16 ͔. Because no eddy viscosity model was required, the dynamic coefficient C d was determined directly rather than found using a turbulent Schmidt number. At each iteration, C d was estimated and eddy diffusivity values were computed for each of the four filtered scalars. For example, D t C2 was found from Z C2 and the filtered velocities using second order finite differencing, and so on. Likewise, a subfilter dissipation and production value was computed for each of the four VTE evolutions and a filtered dissipation rate was found for each of the four STE evolutions. Finally, the BPR and CDM dynamic variance models were computed from each of the filtered scalars using the corresponding numerical scheme.
To summarize the simulation procedure, four variance models are evaluated at four levels of nominal numerical accuracy. At each level of accuracy, the four variance models' predictions are linked by a shared filtered scalar field but the variance models have no effect on each other. No interactions occur across numerical schemes as the scalars have no effect on the DNS velocity information that they share.
B. Model comparison approach
A typical approach to a priori subfilter model evaluation is to make pointwise comparisons between exact and modeled values of a given subfilter quantity, both having been computed from the same DNS-evolved fields, and then gauge model accuracy on the basis of correlation coefficients, 30 mean square error, 31 or similar statistics. In the current analysis, even though fields of the fully resolved, DNS-evolved scalar Z are available for computing "exact" subfilter variance values, these values are not expected to be in direct correspondence with the modeled variances. In practical LES, a given filtered field cannot be uniquely associated with a particular state of small scale turbulence. 18 Instead, models try to represent an average subfilter effect on the filtered scales due to the entire set of possible small scale conditions. The DNS solutions obtained here represent just one of these subfilter states, so the filtered DNS results cannot be tracked instantaneously by any LES closure. Furthermore, the LES evolutions can be expected to diverge from pointwise comparability over time due to even slight numerical error effects at each time step. Therefore, this analysis evaluates variance modeling outcomes by comparing the statistics of the predicted variance fields, and not by computing the statistics of pointwise comparisons between those fields, or between those fields and DNS results.
Since the flow being considered is isotropic, a subfilter variance field at a given time step is readily recast as an approximate one-point, one-time PDF. While moments of these PDFs can be easily computed, allowing concise comparisons between models, the comprehensive information provided by the PDF is valuable, especially for providing qualitative insights to model performance. However, subfilter variance PDFs are often highly skewed, making them difficult to adequately depict using histograms and causing comparisons between model results to be too dependent on ad hoc bin selection. Quantile-quantile ͑q-q͒ plots are used in this work as an alternative method for comparing model predictions. The interpretation of q-q plots is described in the Appendix.
IV. RESULTS
A computational domain of 256 3 grid points was used for all simulations presented here. The DNS velocity field was forced at the large scales to maintain Re = 80. The DNS scalar field had a unity Schmidt number and was decaying. The evolutions of the scalar fields were carried out over periods up to about 2.5, where is the eddy turn-over time as calculated from the DNS velocity field. By this point, mean variance values were near zero. The grid spacing ⌬x was set equal to the filterwidth ⌬ in the modified wavenumber expressions to emulate the grid-based filtering approach. Models were tested at filterwidths of 8, 16, and 32, where is the Kolmogorov length, except for the final two transport equation modeling cases ͑Secs. IV C 2 and IV C 3͒ which were tested at 16 only. For all test filtering performed, ⌬ / ⌬ =2.
A. Filtered scalar evolution
As described in Sec. III, central schemes are used for all finite difference evaluations. Preferably, upwind schemes are used for scalar convection because central schemes lead to accumulation of energy at the small scales and numerical instability in the absence of a diffusion term. 32 However, when a diffusion term is present, as it is here, it acts to remove excess small scale energy and maintain stability. Therefore, it was elected to use central schemes in wavenumber space for all terms rather than employ upwinding for the convection term in physical space.
Typically, the equation for the filtered scalar is solved in the form given by Eq. ͑2͒, with the diffusion term evaluated using two applications of a first derivative finite difference operator. As a result, the diffusion term is underpredicted at high wavenumbers, even when a sixth-order accurate scheme for the first derivative is used. The consequences of this lack of accuracy are clear when the spectra of the filtered scalars are compared, as in Fig. 1͑a͒ . More energy persists at high wavenumbers for scalars evolved with lower order schemes, although the numerically exact subfilter scalar flux closure is actually overdissipative. Further tests showed this to be due, at least in part, to overprediction of the model's coefficient caused by lack of scale invariance between the filter and test scales. To test the effect of convective term error, filtered scalars were also evolved with exact treatment of the convection operator but finite difference evaluation of their diffusion terms. Scalars evolved with lower order schemes still had greater energy at high wavenumbers, indicating that the differences between schemes are not due solely to convection term errors.
A simple means to partially remedy this problem consists of expanding the diffusion operator as
͑19͒
allowing a second derivative finite difference operator to be used for part of the diffusion term. The spectra of filtered scalars that were evolved using the diffusion term in the form given on the right hand side of Eq. ͑19͒, shown in Fig. 1͑b͒ , testify to the improved accuracy of this representation. However, the effects of finite difference error are still obvious and are not compensated by the dynamically modeled eddy diffusivity because its energy content is almost uniform across the resolved scales.
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B. Dynamic models
A priori tests 17 have shown that implementation of either the CDM or BPR dynamic closures ͓Eqs. ͑14͒-͑18͔͒ using finite differences leads, on average, to underprediction of the subfilter variance compared to numerically exact modeling. When acting upon the same filtered DNS scalar fields, lower order finite difference schemes generally underestimate the gradient-based quantity M v ͑in both its BPR and CDM forms͒ in the denominator of the expression for the model coefficient C v , while the Leonard term L v is unaffected. Consequently, the value of C v decreases as more accurate schemes are used. In the dynamic model, the model coefficient multiplies ٌ͉Z ͉ 2 , which increases in value when approximated by more accurate schemes. Thus, the numerical error observed in the modeled variance depends on the degree of error cancellation occurring between C v and ٌ͉Z ͉ 2 .
17
When dynamic models are evaluated within a LES, the filtered scalar field input to the model includes modeling and numerical errors. Clearly, changes in model input lead to changes in model output. A side effect is that the numerical error within the variance model computation can also be modified if the errors in the LES filtered scalar evolution produce a field that is more or less smooth than that obtained by filtering DNS of the same flow.
As shown in Fig. 1 , filtered scalars evolved using finite differences are left with a greater amount of energy at high wavenumbers as the simulation progresses. Since L v is a measure of scalar energy between the test and LES filter scales, higher values of L v result as lower accuracy centered differences are used. As in the a priori case, M v is underestimated by finite differences relative to its actual value for a given scalar field. The difference here is that each scheme acts on a different scalar field, so scalar evolution error competes with gradient evaluation error in determining M v . A similar competition between these two sources of error occurs in the determination of ٌ͉Z ͉ 2 . Figure 2 shows how the distributions of predicted variance values change as the simulation proceeds. Results are shown for ⌬ =16 only, but are representative of the results at 8 and 32. The nearly linear shape of the quantilequantile plots, found for each filterwidth considered across a range of times, indicates that both models and all finite difference schemes produce distributions of subfilter variance values that are similar in shape to the PDF of the true variance, which is strongly left-skewed with a long right tail. Although values in the tail occur relatively infrequently, they are significant because they signal the presence of a fuel-air interface. For times less than half an eddy turn-over time ͑not shown͒, both models predict distributions of variance values with right tails that are too short. This result is manifested in underprediction of the 0.8 and higher quantiles. Variance values peak at about 0.6, the time depicted in Fig. 2͑a͒ . Subsequently, as shown in Figs. 2͑b͒ and 2͑c͒, lower order schemes predict more extreme values of Z v than higher order schemes due to the error of the filtered scalar evolution counteracting gradient underprediction. At all times, CDM model values are higher than the corresponding BPR model values, which is easily explained by comparing the models' expressions for M v .
Mean variance values ͗Z v ͘ are tracked in Fig. 3 . A mean value is determined as the arithmetic average of the variance values associated with each grid point in the domain. These results are consistent with the quantile comparisons. Average modeled variances are generally too low.
In summary, q-q plots indicate that the scaling relationship proposed by the dynamic model manages to capture the distributional form of variance values for this flow. However, model results are very sensitive to the smallest scales of the filtered scalar solution, which are most susceptible to model and numerical error. Numerical error in computing ٌ͉Z ͉ 2 is insufficiently compensated for by overprediction of C v , resulting in underprediction of variance.
C. Transport equation models
Transport equation models present an attractive alternative to algebraic dynamic models because they avoid the assumption of local equilibrium between production and dissipation. However, it then becomes necessary to specify the dissipation rate model constant C , which had been conveniently subsumed by the dynamic variance model coefficient C v . The results obtained from the STE and VTE depend strongly on the way in which dissipation is modeled. In fact, dissipation modeling error can be far more severe than numerical error. Variance modeling results using three different dissipation closure methods are discussed below and shown in Fig. 4 . In the first case, the usual approach in practical LES was followed by setting C to an assumed constant value. The selected value proved to be too low, causing the VTE and STE to predict excessively high variance values ͓Fig. 4͑a͔͒. The next two cases exploited DNS scalar information to aid in dissipation modeling. These approaches allow the overall potential of transport equation-based variance modeling to be assessed pending further developments in dissipation rate modeling. The second case fitted a linear model to values of ⑀ Z and Z v / Z from DNS ͓Fig. 4͑b͔͒. In the third case, no model form was assumed. Instead, mean values of ⑀ Z and Z conditioned on Z v were computed from the DNS scalar field, then supplied as models to the VTE and STE evolutions ͓Fig. 4͑c͔͒. Figure 5 shows the q-q plots of variance predictions made using the second moment equation. The STE model results for ⌬ =16 at t = are compared to DNS values in Figs. 5͑a͒ and 5͑b͒ . Clearly, the STE model results are not a good match to the values obtained from DNS or, for that matter, from one of the dynamic models. They differ in both magnitude and distributional form. Where the true variance has a left-skewed distribution, the STE model produces variance values that are more broadly and almost symmetrically distributed around the mean value, which, as shown in Fig.  4͑a͒ , is too high. In Fig. 5͑b͒ , the predictions of the STE solved using finite difference methods are compared to the spectral solution. Reducing the accuracy of the finite difference scheme lengthens both tails of the predicted variance distribution. The left tail extends to negative variance values, purely linear, it seems that the current functional form of the model is less problematic than the setting of model parameters. This issue will be taken up again in Sec. IV C 2. Figure 7 shows the predictions of the variance transport equation at t = with ⌬ =16. As for the STE, the VTE model predicts a roughly symmetrical distribution of variance values, rather than the highly skewed distribution followed by DNS and dynamic model values. Predicted values are generally too high, although the overprediction is slightly improved over the STE due to numerical errors in the production term.
Constant C =2
As already discussed in Sec. IV B, numerical error in evaluating ٌ͉Z ͉ 2 can be large when the filterwidth and grid spacing are equal. It was verified that underprediction of the production term was not a result of modeling error in Eq. ͑8͒. Figure 8 presents an a priori evaluation of the model using the fully resolved Z from DNS. Conditioned on the exact subfilter variance, the models yield higher production values on average. In fact, the true production term can act as a sink for variance. At the time depicted ͑t = ͒, about 20% of the actual production values were negative. The mean modeled production, conditioned on the true production, shows that the model is quite good at predicting the magnitude of energy transfer but can only allow transfer in one direction.
Fitted dissipation model coefficients
The modeling error encountered in predicting the subfilter scalar dissipation rate is a primary source of error for both the VTE and STE approaches. However, within this testing framework, the accuracy of the dissipation rate model can be significantly increased by using information from the concurrent DNS scalar evolution. The viability of transport equation-based variance modeling in terms of numerical error effects can then be assessed without overwhelming errors in dissipation rate modeling. In this section, the current modeling form for ⑀ Z is retained, but model constants are determined from the DNS scalar evolution. Specifically, at each time step, values of ⑀ Z and Z v / Z are computed from the DNS scalar field and a least squares linear fit is made to the data. The least squares coefficients are then used to determine modeled dissipation values according to 
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Ideally, c 0 = 0 to avoid the occurrence of negative variance values, but this value was not prescribed. Nonzero c 0 indicate nonlinearity in the relationship between ⑀ Z and Z v / Z . A sample time history of the fitted coefficients is shown in Fig. 9 to illustrate general trends. The exact behavior varies somewhat between DNS realizations. The value of c 1 is initially low, but as the mean variance reaches its peak, c 1 attains a value of about four, more than twice the previously used value C = 2. Afterward, c 1 fluctuates but continues to show an increasing trend out to 2.5. The constant term c 0 peaks at about the same time as the mean variance. These changes can be explained by examining the shape of the conditional mean of ͗⑀ Z ͉ Z v / Z ͘, which has a similar shape to ͗⑀ Z ͉ Z v ͘ ͓Fig. 11͑a͔͒. Notably, the portion of the curve associated with small variance values is steeper than the rest of the curve. Therefore, the value of c 1 increases as the variance decays because it is being fit to the steep part of the curve.
With this new expression for ⑀ Z , the predictions of both the VTE and STE are markedly improved. Figure 4͑b͒ depicts the evolution of the volume averaged mean variance. In general, the VTE appears more accurate than the STE due to error in the gradient-squared term of the model for Z . Since the gradient-squared quantity is multiplied by the molecular diffusivity D, its contribution to Z can be expected to decrease for higher Reynolds number flows with D t much greater than D. It can also be observed from Fig. 4͑b͒ that using a less accurate finite difference scheme lowers the mean variance prediction of the VTE. This is due to underestimation of the modeled production, which also contains the gradient-squared quantity, but multiplied by D t instead of D. Thus, the production term is likely to become more problematic at increased Reynolds number.
Conditional mean dissipation modeling
The second DNS-based modeling option uses conditional mean values to predict the dissipation rate at a point in the flow as a function of the local variance value. It is wellknown that the conditional mean of X conditioned on Y, ͗X ͉ Y͘, is the most accurate predictor, in terms of mean square prediction error, of X given knowledge only of Y. 33 This fact suggests using conditional statistics computed at each time step from the DNS as dissipation rate "models."
For the VTE, this approach gives
where
Similarly, the STE uses
The conditional means are computed based on the DNS scalar field but are applied to the modeled variance fields, and so are not necessarily the best predictor for those fields because they evolve under modeled equations. This procedure does not guarantee a correct unconditional mean dissipation unless the distribution of variance values from DNS and the model are the same, which requires that the entire transport equation model be accurate. However, these dissi- pation models should show good accuracy compared to other models based on the variance value at each point. Results from these models can be compared to the results of Sec. IV C 2 to gain a sense of the effectiveness of the existing dissipation model formulation.
In terms of mean variance prediction, the accuracy of the STE using Eq. ͑23͒ more nearly approaches that of the VTE using Eq. ͑21͒, as shown in Fig. 4͑c͒. Comparing Fig. 4͑c͒ to Fig. 4͑b͒ , the VTE shows smaller gains in accuracy, indicating that the timescale relationship model reasonably approximates the conditional mean model provided the proper model coefficients can be specified. Means of the P6 and spectral evolutions are almost equivalent for both transport equation models, so only the P6 results are shown in these figures.
Quantiles are plotted in Fig. 10 . The STE shows less disparity between schemes than the VTE as the variance values reach their peak around t = 0.5. By t = , as the variance values are decaying, this finding is reversed. This could be due to the combined effect of filtered scalar and second moment evolution error on the STE. On the other hand, C4, P6, and spectral VTE results have nearly collapsed, although the C2 VTE result shows poor agreement because of numerical error in the production term. It can also be observed from Fig. 10 that many of the q-q plots have an initial vertical segment. These vertical segments result from clipping unphysical negative model variance values to zero. In general, the STE requires more clipping of negative values than does the VTE due to the subtraction step required to evaluate the variance.
While the conditional mean models improve the prediction of mean variance values, their accuracy is limited. This is a concern given the scalar dissipation rate's role in combustion modeling. The conditional standard deviation, conditioned on variance, of both the filtered and subfilter scalar dissipation rates is quite high, indicating that large fluctuations about the mean values occur even at low scalar variance values. Note that the conditional standard deviation, defined as
is related to the irreducible error 13, 34, 35 associated with the predictor variable Z v by
The conditional mean of ⑀ Z is compared to its standard deviation for three different times in Fig. 11 , which shows that the variability of the dissipation rate persists even after the scalar is fairly well mixed. This error in dissipation rate modeling can be dealt with in two different ways. In the first approach, we can directly formulate a model for the standard deviation of the dissipation rate through a presumed PDF approach or through a stochastic model. Here, it is assumed Results with filterwidth ⌬ =16 are plotted for ͑a͒ STE, t = 0.5; ͑b͒ VTE, t =0.5; ͑c͒ STE, t = ; and ͑d͒ VTE, t = . Schemes used are spectral ͑square͒, C2 ͑triangle͒, C4 ͑diamond͒, and P6 ͑star͒.
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A posteriori analysis of numerical errors Phys. Fluids 23, 035102 ͑2011͒ that the standard deviation arises from the lack of a model that characterizes the fluctuations in the dissipation rate. Alternately, we can take the view that this standard deviation is the irreducible error that arises from the random nature of the subfilter scalar distribution. Based on stochastic estimation theory, 33 it is then possible to reduce this error by choosing a model that uses additional input variables.
V. CONCLUSIONS
This work presents a new approach to a posteriori analysis of scalar modeling that removes the effect of turbulence modeling errors through a coupled DNS-LES simulation method. The analysis approach was used to assess four subfilter scalar variance models, with a focus on numerical error effects in the context of practical LES using grid-based filtering. Dynamic models were found to be sensitive to filtered scalar modeling and discretization error as well as numerical error in discretizing the models, which are based on the magnitude of the filtered scalar gradient. The models generally underpredicted the variance. Because central schemes were used to discretize the filtered scalar transport equation, numerical error in the filtered scalar evolution somewhat counteracted the model discretization error. However, when the filtered scalar equation is solved using dissipative upwind schemes, it is likely that the two errors will compound. Two transport equation models were considered: the STE model and the VTE model. Although these models are equivalent at the level of their continuous equations, they yield different results when discretized. The greatest effect of numerical error was observed in the VTE model through its production term. Like the dynamic models, the production model depends on the magnitude of the filtered scalar gradient and is underpredicted by finite differences. The resolved dissipation term in the STE model was underpredicted for the same reason, but is typically a less significant term than production in high Reynolds number flows. Additionally, the use of higher order schemes was effective in reducing the numerical error in both models' predictions. Mean variances from the sixth-order Padé scheme implementations of the STE and VTE showed very close agreement with mean variances from the spectral accuracy model implementations.
The closure of the subfilter scalar dissipation rate was found to be the major issue for both transport equation models. Modeling strategies were tested by calibrating dissipation rate models using the fully resolved scalar fields available from the DNS portion of the simulation. The results show that variance can be predicted fairly accurately using dissipation models based on the local variance value and a mixing timescale, despite the random error of variance-based prediction of dissipation. A dynamic estimation procedure to set the model coefficient C has been developed in light of these results, and the effects of numerical error on this model are currently being tested.
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APPENDIX: QUANTILE-BASED ANALYSIS
A q-q plot compares the inverse cumulative probability density functions of two random variables ͑say, X and Y͒. The pth quantile of X, denoted as x p , satisfies
where F X −1 is the inverse cumulative distribution function of X. A q-q plot is a graph of x p versus y p for a range of p values between 0 and 1. Quantile values can be computed exactly if F X −1 is known or determined empirically from data.
The form of the q-q plot provides information on how the distributions of X and Y differ. Clearly, when X and Y have identical distributions, their q-q plot forms a 45°line. If the distributions have the same shape but differ in mean ͑or, more precisely, in location parameter͒, the q-q plot is translated vertically. Similarly, a difference in variance ͑scale parameter͒ rotates the q-q plot. A nonlinear q-q plot indicates that the distributions have more general differences in shape.
To make these ideas more definite, Fig. 12 presents the q-q plots formed by sampling from normal and beta distributions. Figure 12͑c͒ depicts quantiles of normal random variables with different combinations of parameters, showing that changes in mean cause translation of the q-q plots while changes in variance 2 cause rotation. Figure 12͑d͒ illustrates that nonlinear q-q plots result when the random variables being compared have differently shaped PDFs, even if their parameters are identical.
In the q-q plot figures, the locations of markers indicate the values of particular quantiles. The values of p shown here and throughout this paper are 0.01, 0.025, 0.05, between 0.1 amd 0.9 in increments of 0.1, 0.95, 0.975, and 0.99.
