Improving expressiveness in singing voice synthesis systems requires to perform realistic timbre transformations, e.g. for varying voice intensity. In order to sing louder, singers tend to open their mouth more widely, which changes the vocal tract's shape and resonances. This study shows, by means of signal analysis and simulations, that the main effect of mouth opening is an increase of the 1 st formant's frequency (F1) and a decrease of its bandwidth (BW1). From these observations, we then propose a rule for producing a mouth opening effect, by modifying F1 and BW1, and an approach to apply this effect on real voice sounds. This approach is based on pole modification, by changing the AR coefficients of an estimated all-pole model of the spectral envelope. Finally, listening tests have been conducted to evaluate the effectiveness of the proposed effect.
Introduction
If singing voice synthesis systems have nowadays reached a rather satisfying quality, generated voices still lack of expressiveness compared to real singers. One of the major current challenges to improve expressiveness in such systems is to allow for realistic voice timbre changes for varying pitch, intensity, and voice quality. For statistical-based and concatenative approaches, all those timbre variations should ideally be included in the system's database in order to be reproduced accurately. However, due to the very wide variety of timbres and parameters to be considered, this task is hardly achievable. It is therefore necessary to design perceptually relevant rules and algorithms to allow realistic and flexible timbre transformations.
Past studies have already permitted to gather knowledge about how various voice spectral features may change during singing, which could be exploited in synthesis systems by defining a set of rules, as proposed in [1] with formant tuning for pitch change. But if such rules are easy to implement in formant synthesizers like [2] , where all source and formants' parameters can be explicitly controlled, this task is much more complicated for systems based on signal transformations like [3] and [4] .
Our current research is focused on producing vocal intensity variations in the context of concatenative singing voice synthesis. For this purpose, various aspects have to be considered. As pointed out in several sources [5, 6, 7] , a vocal effort increase is physiologically linked to an increase in subglottal pressure, an increase in vocal-fold tension, and a wider mouth opening. From the view point of the source-filter model, the well-known effect of increasing the vocal folds' tension on the source's spectrum is an increase of the glottal formant frequency and a decrease of the spectral tilt, while the main effect Work supported by the ANR project ChaNTeR (ANR-13-CORD-011) related to a wider mouth opening is an increase of the 1 st formant frequency (F1), as observed in many studies [5, 6, 7, 8, 9] . Additional aspects to be considered may be the level of aspiration noise, or the singing formant's prominency [10] . For a fully realistic effect, all those aspects should ideally be considered.
A first possible approach to create such transformations of vocal intensity is spectral morphing, that uses target templates recorded at different levels of low and high vocal effort, as proposed in [11, 12] and [13] for diphone speech synthesis. We also explored the potential of such a morphing approach for singing in a previous study [14] . The advantage of this method is that it includes both the effects on the source and the vocal tract. However, the target envelopes are taken from stable parts of phonemes only and thus don't allow to correctly reproduce the timbre variations occurring on coarticulation parts, which may create unnatural transitions at vowels' boundaries. Moreover, recordings at different vocal intensities are not always available. It thus seems pertinent to use a parametric approach to produce such effect without the requirement of additional recordings.
In that direction, [15] and [16] focus on the source-related spectral characteristics, filtering in the spectral domain to modify spectral tilt and glottal formant. The perceived tenseness of the source can also be modified by changing the R d parameter of the transformed LF model [17] in parametric voice resynthesis, as done in [18] . However, modifying only the source spectrum is not sufficient for producing a convincing effect, and the Vocal Tract Filter (VTF) should also change accordingly.
[5] proposes a mean to add missing high-frequencies harmonics in the spectrum for weak-to-loud transformations, and compares morphing and spectral modelling approaches for modifying the spectral tilt and F1, thus including an effect of the VTF. In [19] , authors also employ a spectral modelling approach to apply intensity transformations of singing voice, using a parametric model of spectral envelope based on 4-pole resonators to modify gain, spectral tilt, and formants' frequencies and bandwidths, based on regressions computed from 60 recorded vowels. However, it requires to properly extract the parameters of all formants, which is not straightforward without manual correction. Another drawback in [19] is that the regressions are computed from all vowels, without considering the gender of the singer or the type of vowel. This probably oversmoothes the variations and doesn't allow to observe the typical move of F1, as mouth opening can't physiologically be as prominent for closed vowels like /u/ than for open vowels like /a/.
Thus, it would be advantageous to decompose the effect of intensity variations in several physiologically meaningful components that can then be adapted to the context of vowel, gender, or singing style. This work presents a first step towards a complete parametric vocal intensity transformation, focusing on effects induced by mouth opening. First, real signals analysis and simulations allowed us to get more insight on the variation of F1 and BW1 with intensity and mouth opening, and to quantify it to infer a simple rule to be used for synthesis. Then, an approach based on pole modification from an all-pole envelope model is proposed in order to apply this rule on real sounds. Finally, an evaluation has been conducted to validate the effectiveness of the proposed rule and approach.
Real signals analysis
As a starting point for our study, we analyzed spectral envelopes on the 15 French vowels recorded by a professional male singer, sustained on 1 pitch (135Hz) and 5 levels of intensity, from pianissimo (pp) to fortissimo (ff ). In order to observe the change in the vocal tract's resonances, we employed the following procedure for estimating the VTF:
• First, the DAP algorithm [20] with order 50 was used to estimate an all-pole model of the spectral envelope;
• Then, the R d parameter of LF source model was estimated based on algorithm described in [21, 22] , and the contribution of the source was removed by spectral division of the DAP envelope with the spectral shape associated with the estimated R d value.
Informal observations of these analysis confirmed an increase of F1 with intensity in many cases, especially for open vowels like /a/, and sometimes a decrease of BW1. However, these observations present an important variability, depending on the vowel, but also maybe related to some limitations of the analysis algorithms, or to the consistency of the recordings across the various intensity levels. This variability makes it difficult to infer a precise rule to be used in a synthesis system, based on those observations only. For this purpose, we thus employed a simulation approach, as described in the next section.
Simulations
As seen in sections 1 and 2, it is rather clear that F1 should increase with mouth opening. But it is not clear to what extent, and most studies don't evoke a possible change of BW1. Another possible approach to make assumptions on the voice characteristics behaviours is to use simulations.
As explained in [23, 24] , there is a direct equivalence between the simple acoustic tube model of the vocal tract and linear prediction. We can thus use this relation to estimate a Vocal Tract Shape (VTS) from an all-pole model, modify this VTS to simulate mouth opening, and convert it back to the allpole model to observe the effect on formants parameters. For this purpose, reflection coefficients can be computed from the AR coefficients using the step-down procedure (and conversely the step-up procedure to recover back AR coefficients), and the area ratios of the acoustic tube model (and from there the vocal tract area function) are deduced from the reflection coefficients, as explained in [24] . In the following experiment, we used the open-source sparkNG software [25, 26] , that implements those procedures to convert back and forth between the VTS and its equivalent all-pole model, while providing a convenient GUI to manipulate, display, and store both. Figure 1 shows the interface of the software. In the top left panel, the VTS is displayed from the lips to the glottis as areas of the acoustic tube model; the top right panel shows the corresponding all-pole spectral envelope model. The frequency and bandwidth of the formants can be displayed just below the plot. The bottom left panel allows to draw a modification curve to be added to the original VTS, and the all-pole model is automatically re-computed. The slider on the left allows to set the degree of this modification. A button also allows to synthesize the corresponding sound, giving an idea of the perceptual effects. Based on the analysis exposed in section 2, we used the estimated all-pole models to get the corresponding VTS. Figure 2 shows as an example the estimated VTS for the vowel /a/ sung at 3 different intensity levels (pp, mf and ff ). As could be expected, it clearly exhibits an increasing mouth opening from pp to ff. Similar results can be obtained for other open vowels, but not for closed vowels like /u/.
Simulation procedure
For the rest of our experiment, we thus only used the 4 most open vowels: /a/, /E/, /9/ and /O/ (in SAMPA notation). As a first approximation of the VTS change induced by mouth opening, we used a linear slope from the glottis to the lips, as shown in figure 1 , and applied it to the estimated VTS of the 4 vowels sung at medium intensity level (mf ). By scaling this shape modification curve using the slider, such that the opening at the lips was multiplied by factor γ ∈ [0.25, 0.5, 1., 2, 4] (on a linear scale), we could then measure the variations of the formants parameters induced according to the degree of mouth opening. Figure 3 shows the ratios of the estimated formants frequencies (RF i ) after modification of the shape over the original values, for the 4 vowels (with γ displayed on a log scale). Similarly, figure 4 shows the ratios for the estimated bandwidths (RBW i ). As one can see, the main effect of the simulated mouth opening is a linear increase of F1 and linear decrease for BW1 (according to log(γ)), similarly for the 4 vowels. Comparatively, the effect on the 3 other formants is negligible. Again, this increase of F1 is coherent with previous studies and observations, but However, a decrease of all formants bandwidths with intensity was reported in [19] , and [27] also evokes an increase of the 1 st formant bandwidth in soft breathy voices, which is thus coherent with the results of the present simulation.
Results

Mouth opening effect 4.1. Rule for formant's modification
From these simulations, a simple rule has been inferred, based on the mean slope for F1 and BW1 over the 4 simulated vowels. This rule is given by the following 2 equations:
where α ∈ [−1; 1] is the opening factor, and F1 new and BW1 new are the new values of F1 and BW1 to be applied for transforming the original sound. The gain of the formant was not included in this rule, as it is not independent from its bandwidth and from interaction with other close formants.
Proposed transformation approach
In order to apply the defined rule, the spectral envelope has to be modified appropriately to include the change in F1 and BW1. In [28] , frequency warping is used in order to transform the spectral envelope to create natural pitch changes in singing voice. However, it is not easy to precisely change the formants parameters using frequency warping. Especially, the natural increase of amplitude when bandwidth decreases is not reproduced, and formants can't be merged together when getting closer as they should.
Another possible approach that we propose to use here is pole modification, based on an all-pole model of spectral envelope. This possibility is mentioned in [29] , but has been discarded for being too complicated. A similar approach was used in [30] and [31] to modify formants, focusing on controlling pole interaction. These works are also mentioned in [32] , but author evokes as a limit that the amplitude and bandwidth of the formants can't be controlled independently. However, we assume that this is not necessary, as amplitude should naturally change when bandwidth is modified, as stated in [27] . The proposed method is described below.
An all-pole model can be defined by its transfer function:
where the a k are the AR coefficients of the model, P is the model order, and G is a fixed gain coefficient. With such a representation, assuming the model is estimated with an appropriate order, the most important formants of the voice should be associated with a conjugate poles pair. From the AR coefficients, the roots ri of the polynomial can be computed. Then, the frequencies and -3dB bandwidths of the poles, in Hz, are given by the following formulas [32] :
Once the frequency and bandwidth of each pole are known, the values corresponding to the 1 st formant can be selected and modified according to equations 1 and 2. From there, functions defined in equations 4 and 5 can be inverted in order to get the new roots of the model. Finally, these modified roots are converted back to the AR coefficients of the new transfer function, using Leja ordering to limit effects of rounding errors in computation [33] . Figure 5 shows an example of using this pole modification approach to apply the given rule on a spectral envelope of the vowel /a/, for α ∈ [−1, 0, 1].
The transformation is then applied by inverse filtering the original sound by the estimated spectral envelope, and filtering it back with the newly modified envelope.
Evaluation
In order to evaluate the proposed transformation, 2 online listening tests have been run for evaluating both the quality of the transformed sounds in term of naturalness, and the proper perception of the degree of mouth opening produced by the effect. A demo page with the sounds used in the tests can be found at url [34] . All sounds were normalized at the same level, and listeners had to use headphones or earphones to do the tests.
Original sounds
For the 2 tests, recordings of the vowels /a/, /E/, /9/ and /O/, sung by both a male and a female professional singer, at a fixed pitch (135Hz for the male voice, and 250Hz for the female one) and a medium intensity (mf ), were selected. On each of these sounds, the transformation was applied with α ∈ [−1; −0.5; 0; 0.5; 1], 0 meaning no transformation. A total of 40 sounds (8 original sounds × 5 α values) were thus used in the tests.
AR model estimation
For the transformations, the spectral envelope was first analyzed for each sound, using an implementation of the DAP algorithm [20] in the SuperVP software [35] . An important parameter to be considered for analysis is the order of the model. From the results of [36, 37] and informal tests on our database, we used an order of 50 which seemed appropriate in our case.
Estimation of the 1 st formant
Ideally, the pair of conjugate poles with the lowest absolute frequency should correspond to the 1 st formant, but depending on the analysis, this may not always be the case. For a more robust estimation of the 1 st formant, we thus imposed as a constraint that F1 ∈ [350 − 1000]Hz. However, this ranges could potentially be adapted according to the analyzed voice and vowel. Then, the pair of conjugate poles with the lowest frequency following this constraints is selected.
Stable frames selection
For transforming a sound, the pole modification has to be applied on each frame. Neighbouring frames should have similar formants and therefore pole parameters. However, the analysis may sometimes exhibit some jumps in the estimated poles' frequencies from one frame to another, which could create artifacts. To avoid this, the median value of the F1 over the central stable part of the vowel is computed. Then, only the 25% of the frames for which the estimated F1 are the closest to the median are kept. The other frames are discarded and the remaining ones are interpolated after transformation, in order to fill the gaps.
Test 1: Quality of the transformation
In the first test, 15 of the 40 sounds where randomly selected and presented in random order, with no repetition. The sounds then had to be rated on a 1 to 5 scale by listeners following a standard MOS test procedure [38] , according to the perceived naturalness of the sounds.
48 listeners answered this test. Figure 6 shows the results for the different α values. As one can see, the answers highly overlap and span the whole [1] [2] [3] [4] [5] range for all sounds categories, with no difference between α values -0.5, 0, and 0.5. The mean rating is however a bit lower for higher transformations levels -1 and 1. The results were slightly better for the male voice. As a result, we can thus assume that the proposed approach can apply the transformation appropriately without important degradation of the naturalness and sound quality. The second test presented 15 pairs of sounds to the listener. For each pair, one voice (male or female) and one vowel where first randomly selected, and 2 different sounds were randomly chosen among the 5 possible transformation levels to form the pair. Then, for each pair, a grade from 0 to 3 had to be given according to which sound seemed to be related to a more widely open mouth and how big was the perceived difference between the 2 sounds, following a standard CMOS procedure [39] .
Before starting the test, listeners were given, as a reference, sounds of a vowel /a/ recorded with 5 degrees of mouth opening (from maximally closed to maximally open), in order to give an idea of the expected perceptual effect. Also, as the transformation may sometimes change the perception of the vowel identity (an /a/ pronounced with a closed mouth may sound almost like an /o/ or /2/), the vowel was given above each pair of sounds. 36 persons answered this test. As one can see on figure 6 , those results perfectly reflect the expected effect of the transformation. None of the confidence intervals overlap, which means that the difference between each degree of the applied effect is clearly perceived by listeners, and the results were very similar for both voices. As a result, one can assume that the proposed rule and transformation method are effective for simulating mouth opening.
Conclusions
From signal analysis and simulations, we proposed a rule for modifying the frequency and bandwidth of the 1 st formant in order to produce a mouth opening effect. An approach to apply it on real sounds was proposed, using pole modification based on an all-pole model of the spectral envelope. 2 listening tests were conducted in order to validate the effectiveness of the transformation in terms of naturalness of the transformed sounds and of perception of the degree of mouth opening induced. The results of these tests revealed that the transformations were perceived as expected, and that the proposed rule and method were thus very effective for simulating mouth opening on real voice sounds, with very few degradation of the naturalness and sound quality.
In future work, this mouth opening effect should be included as part of a more general intensity transformation, accompanying a modification of the source characteristics (glottal formant, spectral tilt, noise level, and singing formant). However, it should be noted that the effect should be adapted to the nature of the transformed vowel, as the degree of mouth opening is physiologically limited for some closed vowels like /i/ or /u/.
The same approach could also be used for applying other rules, such as proposed in [1] or [29] for tuning formants frequencies to the f0 for more realistic pitch transformations.
