1. The fitting or parameter estimation of complex ecological models is a challenging optimization task, with a notable lack of tools for fitting complex stochastic models.
Introduction
The ability to achieve accurate parameter estimation has been used as a criterion to assess the usefulness of ecological models (Bartell 2003) . Given a model, the criterion for the selection of the best possible parameter set is the optimization of a scalar objective function (e.g. log-likelihood, residual sum of squares) with respect to the model parameters (Walter and Pronzato 1997, Bolker et al. 2013) . Once the objective function is properly defined, parameter estimation is essentially an optimization problem. The parameter estimation or calibration of complex ecological models (Jorgensen XXX) could be a difficult task for optimization because of model characteristics such as non-linearity, high dimensionality as well as low quantity and quality of observed data (Tashkova et al. 2012) . These diverse factors have hampered the development of calibration algorithms and methodologies for ecological models that are sufficiently flexible and generic, and only sparse documentation has been produced on fitting complex models (Bolker et al. 2013) . Additionally, complex ecosystem models can be numerically intensive and require long simulation runs, adding an extra layer of difficulty to their fitting.
There are some dedicated tools for non-linear parameter estimation, AD Model Builder (ADMB; Fournier et al. 2012 ) being one of the most robust and fast (Bolker et al. 2013) . Among other advantages, ADMB provides support for parameter estimation in multiple phases (Nash and Walker-Smith 1987) , which can be of great interest when dealing with complex ecosystem models (Oliveros-Ramos et al. 2015) . It also provides support for constraining optimization, which can be helpful for regularizing hard optimization problems (Bolker et al. 2013) . However, the model and the objective function itself need to be coded in C++ (using the ADMB scripting), which can be an obstacle for fitting complex models which have been already implemented in other languages (e.g. Java, Fortran). In addition, as ADMB is based on automatic differentiation (AD), which allows to provide accurate estimates of derivatives (Griewank and Corliss 1992) , but does not handle the estimation of parameters of stochastic models for which derivatives cannot be computed.
Parameter estimation methods have been developed for stochastic non-linear models, such as continuous time, finite state Markov models and individual-based models (IBMs), for which the probability of state transitions or the master equation can be written (Ionides et al. 2006 , Newman et al. 2009 , Ross et al. 2009 , Walker et al. 2006 . However, many stochastic models at the individual level can only be simulated numerically and are too complex for mathematical analysis and explicit parameter estimation (Black and McKane 2012) , resulting in more attention being given to the exploration of model behaviour than to a rigorous confrontation with data. To solve these issues, meta-heuristic algorithms (e.g. evolutionary algorithms) have been used (Cropper and Anderson 2004 , Poovathingal and Gunawan 2010 , Duboz et at. 2010 , Tashkova et al. 2012 , Travers-Trolet et al. 2013 , and have in some cases shown better performance than derivative-based optimization methods (Tashkova et al. 2012) . However, the scientific community lacks generic, open and flexible enough tools for the parameter estimation of different types of ecological models with different degrees of complexity.
Here we present a novel R package, calibrar, designed for the parameter estimation of complex ecological models, including stochastics ones. The package provides support for multiple phases and parameter constraint optimization. In particular, by using a "black-box" approach, the package allows the calibration of models implemented in any programming language. It provides a generic interface with models and allows the construction of the objective function, within R, without requiring any changes in the models' code. Parallel support for computationally intensive models is also provided, and can be used with high performance computing systems. The package was designed in a way that minimal expertise in R is necessary to handle the model fitting and the main functionalities are embedded in three functions: calibrate, getObservedData and createObjectiveFunction (see Table 1 ). The user intervention is mainly required in the construction of the function to run the model (runModel function, Figure 1 ) and in retrieving the simulation outputs within R. However, given R's flexibility and features for data manipulation, it is rather straightforward to develop such a function. Some complex ecological models have dedicated packages oriented to the analysis and simulation of their outputs that could be used to link with calibrar, e.g., RNetLogo (Thiel et al. 2012) for IBMs implemented in netLogo or osmose2R (www.osmose-model.org) for the OSMOSE model (Shin and Cury 2001, 2004) . The main function of the package is calibrate, which performs minimization of the objective function. It has a similar syntax as the classical R optimization function optim (see Table 2 ), and is also similar to most optimization related functions in other R packages. Additionally, the getObservedData and createObjectiveFunction are provided to simplify the organization of the observed data and construct the objective function for the calibration, respectively. In order to create the objective function, the user needs to specify some information about the model outputs used for the calibration and how to combine them (Figure 1 ). More experienced users can create the objective function by directly integrating the simulation of the model (the main purpose of the runModel function). The details for the creation of the objective function are explained in the next section.
Additionally, the user needs to specify information on the parameters to calibrate. We recommend that lower and upper thresholds are provided for each parameter, but unconstrained optimization is also supported. If initial approximate estimates for the parameter values are provided, this would simplify the calibration process, but this step can be omitted if no information is available. In case of a multiple phase calibration, the user must indicate the phase of the calibration where the estimation of a parameter must be included. The implementation of multiple phases in the calibration is detailed in the next section.
The calibrar package allows to perform the calibration with a total of 18 different optimization algorithms, including the ones available in the package stats (R Core Team 2016), optimx (Nash and Varadhan 2011) and cmaes (Trautmann et al. 2011) . The default option is AHR-ES which designates a novel algorithm based on Evolutionary Strategies (ES) that we specifically developed for the global optimization of complex stochastic models (described in appendix 1). 
Linking to models and data
The main purpose of the package is to fit complex models to data. In order to solve a calibration problem, we first need to define the objective function for our problem. As mentioned before, a non-intrusive black-box optimization approach is adopted, which means that the computer code of the model to calibrate does not require to be modified, but the model can be evaluated for a given set of parameters. For this purpose, we developed an R function to i) write a set of parameters in the format the model is able to read, ii) run the model with this set of parameters and iii) read the model outputs back into R (Figure 2 ). The output of this runModel function is expected to be a list, each element being one of the variables to calibrate. If the model is already implemented in R, the construction of this function should be very simple. On the other hand, R facilities to process and analyse data in different formats allow to handle model outputs independently of the language used for coding the model.
After the construction of the runModel function, the second step consists in providing information for the construction of the objective function. Each variable listed in output of runModel needs to be documented in the objective function (name of "variable", "type", "calibrate", "weight" and "useData"; Figure 3 ). This information should be provided as a data.frame, and will be used as an argument for the functions getObservedData and createObjectiveFunction. The getObservedData function is expected to read data from the disk, to produce a list with the same structure as the outputs of the runModel function. The function createObjectiveFunction will combine the observed data and the runModel function to create the objective function for the calibration problem (Figure 3 ), which in turn will be the fn argument for the calibrate function. To build the objective function, the 'type' selected for each variable is the function that will combine the observed and simulated data to produce a scalar value, measuring the fit between the model and the observations. Some negative log-likelihood functions are already implemented and proposed for common distributions (e.g. normal, lognormal, multinomial, poisson; type ?fitness to see the available functions). User defined functions can be provided, as they accept two vector arguments (obs and sim) and return a scalar value. For example, to implement a calibration using the least squares method, we can write the following function to calculate the residual sum of squares:
The 'calibrate' column in the objective function information provides flags to select the variables to be used for the calibration. The 'useData' column indicates whether data are read from the disk. If useData=TRUE, a file called variable_n.csv will be searched. If useData=FALSE, the observed value is set to NULL, and the type function is expected to use simulated data only. The latter option can be particularly useful to set penalties in the model outputs or parameters, where no observed data are needed. Finally, the 'weight' column provides the relative weights to combine the partial objective values obtained for each variable. A more detailed illustration of this process is provided in appendix S2.
The calibrate function takes a list as a control argument, where fine control options are provided, for example the parallelization of the optimization. This feature is implemented for the default optimization method AHR-ES and is based on the foreach package (Revolution Analytics and Weston 2014). Before using the parallel implementation, a parallel 'cluster' should be created, which can be easily done using the parallel or snow R packages (see appendix S2 for an example). They allow the user to fully control the configuration of the parallel runs, making the calibration work in different computer systems, from computers with multicore processors to high-performance supercomputers. Once the cluster is created, only the parallel=TRUE and ncores control options should be provided (see Table 3 for details). Additionally, since each model run could require files to be written to the disk (which will be read by the runModel function after the simulation), a different folder needs to be assigned for each parameter combination that is tested by the optimization algorithm. For this purpose, the run control option allows a directory to be specified where all the simulations are run (subfolders named i0, i1, …, in will be automatically created for n combinations tested in parallel). By default, no folders are created, so a path should be specified if the model needs to write files to the disk. All the parameter input files (Figure 2 ) will be written in temporary folders (e.g. run/i0). The control option master allows to specify a folder, the full content of which will be copied to temporary folders. Only files that need to be changed between individual runs are recommended to be put in the master folder; the use of absolute or relative paths is recommended for common heavy files needed to run the model. Since the calibration of numerically intensive models can run for a long time, a 'restart' option is also available, allowing an interrupted calibration to be continued. The number of cores available in the parallel cluster for the active session. If parallel=TRUE, the default is to get the number of cores of the system. An optional folder path to create all the temporary folders needed to run the simulations for each parameter combination tested by the optimization algorithm. The folders are recycled every generation.
master An optional folder path. All the contents of the designated folder will be copied to each temporary folder.
save Number of generations after saving a new restart object, which contains all the information necessary to restart the calibration at that point. The default is NULL, and no restart files are created.
restart.file
Filename for the restart file to be created.
Three application examples
To illustrate the main functionality of the package, we estimated the parameters for a predator-prey model using the calibrate function. The model was defined by a system of ordinary differential equations for the abundance of prey N and predator P:
The parameters to estimate were the prey's growth rate r, the predator's mortality rate l, the carrying capacity of the prey and  and  for the predation interaction. To start, we created the demonstration data for this model using the function calibrarDemo with T=100 as an additional argument to specify the time horizon. demo = calibrarDemo(path=path, model="PredatorPrey", T=100) calibrationInfo = getCalibrationInfo(path=demo$path) observed = getObservedData(info=calibrationInfo, path=demo$path) runModel = calibrar:::.PredatorPreyModel obj = createObjectiveFunction(runModel=runModel, info=calibrationInfo, observed=observed, T=demo$T)
To run the calibration, we needed to specify the initial guess for the parameter values (par), the objective function to minimize (fn) and optionally the lower and upper thresholds for the parameters (lower and upper) and the phase number at which each parameter needs to be estimated (phases).
calibrate(par=demo$guess, fn=obj, lower=demo$lower, upper=demo$upper, phases=demo$phase)
The argument method can be used to change the default optimization algorithm. We calibrated the model using five different optimization algorithms: AHR-ES (default, see appendix S1), the conjugate gradient (CG), L-BFGS-B and Nelder-Mead (default method in optim) as implemented in stats::optim, and the CMA-ES (implemented in the cmaes package, Trautmann et al. 2011) . The results are shown in Figure 4 and Table 4 , where we can observe that the algorithms CG and Nelder-Mead could not find the solution using the default parameters provided in the original optimization functions (while some improvements may be obtained after some tuning). The full code can be found in the appendix S2, section 4. log( , +1 ) = log( , ) + + , + , where i,t is the size of the population in site i at year t, Xi,t is the value of an environmental variable in site i at year t. The parameters to estimate were , , and t, the random effects for each year ( ~ (0, 2 )), and the initial population at each site i,0. We assumed that the observations Ni,t follow a Poisson distribution with mean i,t. We could also create the data for this model using the function calibrarDemo, with the additional arguments L=5 (five sites) and T=100 (one hundred years): demo = calibrarDemo(path=path, model="PoissonMixedModel", L=5, T=100) calibrationInfo = getCalibrationInfo(path=demo$path) observed = getObservedData(info=calibrationInfo, path=demo$path) forcing = read.csv(file.path(demo$path, "master", "environment.csv"), row.names=1)
For this example, the runModel function was a bit more complicated, since the time series of t was needed to construct the objective function: runModel = function(par, forcing) { output = calibrar:::.PoissonMixedModel(par=par, forcing=forcing) output = c(output, list(gammas=par$gamma)) return(output) } obj = createObjectiveFunction (runModel=runModel, info=calibrationInfo, observed=observed, forcing=forcing) For this example we also specified different weights for each variable and increased the maximum number of iterations since a total of 107 parameters were estimated so the optimization was more complex: control = list(weights=calibrationInfo$weights, maxit=3.6e5)
The calibration was run as in the previous example calling the calibrate function:
calibrate(par=demo$guess, fn=obj, lower=demo$lower, upper=demo$upper, control=control)
Here we calibrated the model using five different optimization algorithms: AHR-ES, CG, L-BFGS-B and SANN (Simulated Annealing from optim) and the CMA-ES. The results are shown in Figure 5 and Table 5 . In this case, the SANN and CMA-ES could not find the solution despite the increased number of iterations. The best solution found was using the AHR-ES algorithm, and although the  and  parameters estimates were more far from the real values as the ones obtained with the CG and L-BFGS-B algorithms, the estimation of the distribution of the t was closer to the real distribution and less biased (Figure 5b ). The full code can be found in the appendix S2, section 4. 
Comparison with other softwares
Implementation of general purpose optimizers can be found in R (see Optimization and Mathematical Programming Task View at CRAN: http://cran.r-project.org/web/views/Optimization.html). Two very useful features for model calibration are the performance of constrained optimization (limiting the search to a box by defining lower and upper boundaries to parameter values) and the calibration in multiple phases (to improve the search of the global minimum by performing a sequential approximation). The former option is implemented in several R packages, including the optim function (providing the "L-BFGS-B" method, Byrd et al. 1995) and several others wrapped in the optimx package (Nash and Varadhan 2011). The latter option is available in some R packages (e.g. Rcgmin, Rvmmin and bnmle) for a single optimization, but a sequential calibration, as described here, would have to be performed manually. For the particular purpose of the calibration of stochastic models, several meta-heuristic and non-derivative based algorithms are now available in R, from EAs (e.g. genalg, DEoptim and cmaes packages) to other nature-inspired algorithms (e.g. Simulated Annealing 'SANN' method in optim and the Particle Swarm Optimization (PSO) algorithm in the hydroPSO package, Zambrano-Bigiarini and Rojas 2013). However, while all of these packages and algorithms provide support for constrained optimization, none of them provides support for keeping fixed parameters during the course of a single optimization, and multiple phase calibration would have to be performed manually by modifying the objective function for each trial. Furthermore, from the implementation point of view, a very important feature for the calibration of complex models is the parallel implementation of the optimization routine. The PSO algorithm in the hydroPSO has its parallel implementation tied to the core of the function and does not allow its use in high-performance clusters, especially under a queue system (e.g. TORQUE), and only the DEoptim package provides a more flexible externally configured parallelization.
Additionally, in the construction of the objective function, calibrar allows an easy transferability of the calibration problem to other general purpose optimizers, which can be useful under certain circumstances (e.g. see Bolker et al. 2013) . There is indeed "no free lunch" in optimization, and no optimization algorithm will perform better than all others for every type of optimization problems (Wolpert and Macready 1997). Other calibration oriented packages like hydroPSO provide functions to write parameters and read outputs, but this approach breaks the "objective function" approach for the optimization, and while the hydromad package (Andrews et al. 2011 ) offers support for the automated construction of an objective function in a standard way, it is restricted to some particular cases useful in hydrological modelling. In these regards, our calibration package calibrar is meant to be generic enough to be used in a variety of optimization problems, including the calibration of complex (i.e. non-linear, with a lot of parameters to estimate) and stochastic models. Three features of calibrar render it particularly useful for the calibration of computationally intensive stochastic models: the parallelization of the simulations, the ability to handle replicate simulations in the evaluation of the objective function and the 'restart' option, which allows the calibration of complex models to be handled under restricted access to high performance resources (e.g. clusters with queue systems and fixed walltime).
Conclusions and perspectives
A successful model calibration implies several computational, theoretical and practical challenges. The calibrar package intends to provide a framework to simplify the calibration of complex models, in particular stochastic ones, for which fewer developments have been done compared to those for deterministic and differentiable models. We adopted a "black-box" and "non-intrusive" approach, since most complex models are computationally intensive and most likely implemented in fast low-level languages; their recoding for calibration purposes is not the best option. In the future, more tests with other models and real-world calibration or optimization problems will help to improve the development of the package, its flexibility and the robustness of the optimization algorithm.
Introduction
Evolutionary algorithms (EA) are computer programs designed for the automatic solving of complex problems such as minimization of functions, and are inspired by the process of Darwinian evolution (Jones 1998) . The three main types of EA are Genetic Algorithms (GA), Evolutionary Programming (EP) and Evolutionary Strategies (ES). Historically, Evolutionary Programming and especially Genetic Algorithms were designed with a broader range of applications (Bäck and Schewefel, 1993) while Evolutionary Strategies (ESs) were specifically designed for parameter optimization problems (Jones, 1998) . For optimization problems, EAs work over a population of "individuals" searching over the space of solutions. Each individual encodes a solution (e.g. a vector of parameter values for a model) to the problem which performance can be assessed. EAs rely on three main processes: selection, recombination and mutation. The selection process is intended to select the individuals which will produce offspring (i.e the population for the next generation). The recombination process allows inbreeding the selected individuals (parents) in an attempt to enhance their performance. Finally, the mutation process produces random variability in the population, normally by modifying the solution encoded by the parents. The calibrar package inclues a novel algorithm based on Evolutionary Strategies (ES), the AHR-ES. The main novelty of the algorithm developed is the implementation of a recombination process that takes into account: i) the variability in the parameters, which provides a better fit for each data type, and ii) the probabilistic nature of the likelihood approach to weight the potential candidates to parameter solutions. Also, a similar approach for self-adaptation as in Hansen and Ostermeier (2001) has been implemented to avoid a premature convergence. These modifications have shown a great increase in performance compared to other ESs used for the calibration of complex stochastic models, like in Duboz et al. (2010) . The full technical details of the implementation of the algorithm are described in the next sections.
Evolutionary strategies
In ESs, selection and recombination are deterministic parametric processes. Additionally, EAs include some meta-parameters controlling the behavior of the algorithm itself (e.g. the mutation rates). ESs also include "self-adaptation" procedures allowing to make the meta-parameters of the algorithm vary to improve their performance over the evolutionary process. ESs focus on mutation as the main search operator, and it has been pointed out that it is necessary to use recombination in connection to self-adaptation to improve the performance of the algorithm (Thomas and Schewefel, 1993) . A comprehensive synthesis of Evolutionary Strategies can be found in Beyer and Schwefel (2002) .
We consider a population {x i }, with x i ∈ R n , for i = 1, . . . , λ and n the dimension of the problem (i.e the number of parameters to estimate). We also need to define an objective function f (so called fitness function) to be minimized. So, for each x i we can calculate f (x i ) and we can sort the individuals of the population by their fitness values:
Where x i:λ encodes the i-th lower value for the function f among the population. This allows us to carry on the selection of the best µ < λ individuals of the population, which will constitute the parents for the next generation. The recombination of the parents can follow different rules. It can be as simple as taking the mean (or weighted mean) of the µ selected parents. Finally, the mutation process is used to produce a new generation, for example by sampling the new x i from a multivariate normal distribution:
where m is an n-dimensional vector resulting from the recombination of the parents and C is a covariance matrix. During the course of the evolutionary process, m will converge to an optimal solution.
In the algorithm developed in this work, we introduce a new method for an adaptative hierarchical recombination (AHR), optimized for parameter estimation of models using several sources of information (i.e calibration using several sources of data). Additionally, in order to improve the convergence and search capabilities, we implement self-adaptation procedures to improve the adaptation of the covariance matrix C during the optimization.
In order to introduce a self-adaptation process in our algorithm, we assume C is a diagonal matrix, while extending the results to a generic covariance matrix is a work under progress. In the next section, the algorithm developed is described in detail.
The AHR-ES Algorithm

Objective function
We are considering a general class of objective functions f :
where x ∈ R n is a parameter vector and f k , k = 0, . . . , K are the partial fitnesses. The objective of the calibration is to optimize f (x), the search being directed by the recombination between individuals with "local" success (optimizing f k , k = 1, . . . , K).
It is important to notice that we are not sorting the parents according to the partial fitness for the f 0 component, but this component contributes to the total fitness and the initial selection. In particular, f k could be the likelihood function associated to each calibration variable. By using likelihood functions, it is straightforward to build fitness functions to calibrate variables with data time series. Also, this choice makes a handful of statistical procedures available to test the goodness of fit, to estimate confidence intervals, etc. On the other hand, likelihood fitness functions could be very complex and highly multimodal, especially when handling a model with non-linear relationships and stochasticity. Optimizing likelihood functions for complex models could be prone to premature stagnation and requires more generations to find optimal solutions, reason why it is important to reduce population sizes (to reduce computing time) and to use properly defined self-adapted mutation rates (to increase rate of convergence).
Selection
We select the µ < λ parentsx i (i = 1, . . . , µ) which have the lowest value of the objective function f . Then, for each partial fitness f i (i = 1, . . . , K) we will sort the parents as in Equation (1):
for each m = 1, . . . , K partial fitness.
Recombination
As a first step, we will recombine the parents according to their success at optimizing each partial fitness f k , given a set of weights w i (i = 1, . . . , µ):
such that w i ≥ w j for i < j and i w i = 1. Note that x 2 k is taken entry-wise, i.e. squaring each component of x k independently (Hadamard product). This initial recombination allows to better use the information in all selected individuals, and particulary to reduce the impact of selecting an individual with a good fitness value just by chance, especially when dealing with stochastic models. As part of the recombination we also calculate σ k which provides information about the variability of each parameter value among the parents.
Then, we exploit all the historical information on x k and σ k by exponentially weighting the past of the recombined parents:
for each m = 1, . . . , K partial fitness, and generation g. Here, x k (g) and s k (g) are calculated as moving average and variance for generation g, to take into account past information with exponentially decreasing weights given by α ∈ [0, 1], a meta-parameter of the algorithm, which controls the rate at which the algorithm learns from the current parents. Particularly, s k provides information on how important a particular parameter is for the minimization of the objective function, since the more important the parameter the smaller the variability that we would expect across the generations. Now, let's define s (min) k = min n s k and s (max) k = max n s k , the minimum and maximum over the n entries of s k , respectively to calculate:
for β ≥ 1, and ŵ k 1 is the L 1 norm ofŵ k , taken to make the sum of w k equal to 1. Again, the quotient and the power are taken entry-wise . w k ponderates the relative importance of each parameter to the partial fitness m. When parameters are bounded, the vector s k can be divided by the ranges of each parameter before the recombination stage for rescaling purposes. Finally, we recombine all parents to produce the parental genotype x by using the weights given by w k and the first recombined parents given by x k :
where i = 1, . . . , n represents the position of a particular parameter in the vectors. This final recombination uses dynamically changing weights which take into account the variability of each parameter independently and its importance to minimize every partial component of the objective function.
Mutation
The new individuals of the population in generation g+1 will be produced by mutating the parental genotype x using a multivariate normal distribution:
for i = 1, . . . , λ. The matrix C (g) is constructed following the self-adaptation algorithm techniques (Covariance Matrix Adaptation CMA-ES; Hansen and Ostermeier 2001) and σ size is the step size control calculated as in Hansen and Ostermeier (2001) . The reader can read the source code for details on this particular implementation.
Additionally, when the parameters are bounded, a truncated multivariate normal distribution is used for the mutation process instead of a multivariate normal distribution.
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Supplementary material 2:
Scripts with examples calibrar: an R package for fitting complex ecological models 1 Implementation of a simple example
To illustrate the use of this function, we will try to minimize the Sphere function (with random noise), defined as:
where x = (x 1 , x 2 , . . . , x n ) and e i ∼ N(0, σ). This function has a minimum expected value of 0 at the origin. The two obligatory arguments of the calibrate function, with no default values, are par and fn, i.e. the starting parameter value for the search and the function to minimize, respectively (see Table 2 in the main text or ?calibrate). For n = 5, the minimization can be run as follows:
calibrate (par=rep(NA , 5) , fn= Sphere )
When NA (not available) values are provided as initial search points, the function will try to choose an appropriate start value (see the help page of the function for details). However, for a real calibration problem, providing a good start value (based on prior knowledge of the parameters) would improve the performance of the calibration (Bolker et al. 2013) , even when using a global optimization algorithm as in calibrar.
As the objective function is stochastic, the search surface depends on the particular realization of the random variables involved. Here we can specify the number of replicate simulations we want to run for a particular set of parameters, and the expected value of the objective function will be the average over the replicates. If only one value is provided for lower and upper instead of a vector, it will be used for all parameters (with a warning). Finally, the phases argument indicates whether the calibration is run in multiple phases, by specifying at which phase the parameters are included in the optimization: This call will perform three sequential optimizations. In the first one, only the first three parameters are estimated, so the last ones remain constant at the start value (0.5). In the second phase, the fourth parameter becomes activated, and a second optimization is carried out for estimating the first four parameters, and keeping the last one constant. The main difference from the first phase is that the starting points for the first three parameters are not from the original set of starting values defined by par, but are the optimal values obtained from the first optimization phase. Lastly, a third and final optimization is carried out with all the parameters, starting from the optimal values obtained in the second phase. Negative integers and NA are accepted for phases, both meaning that the parameter will never be active, so it will remain constant throughout the calibration. This can be particularly useful for tests with simpler models where some parameters remain constant, without needing to change the objective function. Additionally, a different number of replicates can be indicated for each phase. Since the objective of the initial phases is to try to get an improved vector of start values for a final calibration with all the parameters, it can be useful to reduce the computer time by using fewer replicates in the initial phases.
calibrate (par=rep (0.5 , 5) , fn=Sphere , replicates =c(1 ,1 ,4) , lower =-5, upper =5, phases =c(1 ,1 ,1 ,2 ,3))
The default value for the replicates is 1, since EAs can handle the optimization of stochastic functions directly, but by using more replicates in the last phase we reduce the stochasticity of the surface, which can help to estimate the optimal parameters for very noisy problems.
In the next sections we provide some scripts useful to test the main functionalities of the package.
2 Parallel execution and restart functionality
# this calibration save results on the disk for restart purposes calibrate (par=rep (0.5 , 5) , fn=SphereN , replicates =3, lower =-5, upper =5, phases =c(1 ,1 ,1 ,2 ,3) , control =list( restart .file=" sphere ")) # this calibration take no time , because starts from ( already finished ) previous one calibrate (par=rep (0.5 , 5) , fn=SphereN , replicates =3, lower =-5, upper =5, phases =c(1 ,1 ,1 ,2 ,3) , control =list( restart .file=" sphere "))
# Parallel execution ------------------------------------------------------
nCores = 6 # number of cores to be used myCluster = makeCluster ( nCores ) registerDoSNOW ( myCluster ) # register the parallel backend # this is slower than sequential for very fast models calib = calibrate (par=rep (0.5 , 5) , fn=SphereN , replicates =3, lower =-5, upper =5, phases =c(1 ,1 ,1 ,2 ,3) , control =list( parallel =TRUE , nCores = nCores )) stopCluster ( myCluster ) # close the parallel connections cat(" Running optimization algorithms \n") cat("\t", date () , "\n") cat(" Running calibrar AHR -ES ( unconstrained )\n")obj2 = createObjectiveFunction ( runModel =runModel , info= calibrationInfo , observed =observed , T=demo$T, aggregate =TRUE) cat(" Starting calibration ...\n") cat(" Running optimization algorithms \n", "\t") cat(" Running optim AHR -ES\n") ahr = calibrate (par=demo$guess , fn=obj , lower =demo$lower , upper =demo$upper , phases =demo$ phase ) cat(" Running optim CG\n") cg = calibrate (par=demo$guess , fn=obj2 , phases =demo$phase , method ="CG") cat(" Running optimx BFGS\n") lbfgsb = calibrate (par=demo$guess , fn=obj2 , lower =demo$lower , upper =demo$upper , phases =demo$phase , method ="L-BFGS -B") cat(" Running cmaes CMA -ES\n") cma = calibrate (par=demo$guess , fn=obj2 , lower =demo$lower , upper =demo$upper , phases =demo$phase , method =" cmaes ") cat(" Running optim SANN\n") nm = calibrate (par=demo$guess , fn=obj2 , phases =demo$phase , method ="Nelder -Mead") comps = summary (demo , ahr , cg , lbfgsb , cma , nm) print ( comps )
5 Fitting an Autoregressive Poisson mixed model require ( calibrar ) set.seed (880820) path = NULL # NULL to use the current directory # create the demonstration files demo = calibrarDemo (path=path , model =" PoissonMixedModel ", L=5, T=25) # get calibration information calibrationInfo = getCalibrationInfo (path=demo$path) # get observed data observed = getObservedData (info= calibrationInfo , path=demo$path) # read forcings for the model forcing = read.csv(file.path(demo$path , " master ", " environment .csv"), row. names =1) # Defining 'runModel ' function runModel = function (par , forcing ) { output = calibrar :::. PoissonMixedModel (par=par , forcing = forcing ) output = c(output , list( gammas =par$ gamma )) # adding gamma parameters for penalties return ( output ) } # real parameters cat("Real parameters used to simulate data\n") print (demo$par) # objective functions obj = createObjectiveFunction ( runModel =runModel , info= calibrationInfo , observed =observed , forcing = forcing ) obj2 = createObjectiveFunction ( runModel =runModel , info= calibrationInfo , observed =observed , forcing =forcing , aggregate =TRUE)
