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A Maro, perhé me l'aveva promesso.
A Sam, perhé mi ha mostrato (on l'esempio)
he osa signihi a. m. d. g.
In queste pagine 'è un po' di tutti oloro he
questo lungo ammino mi ha fatto inontrare.
E disse Dio brullihino le aque di rettili, gola vivente e uelli vo-
lino sopra la terra il rmamento del ielo. E reò Dio i oodrilli
grandi e ogni gola vivente strisiante di ui brulliavano l'aqua
seondo la loro speie e ogni uello di ala seondo la sua speie
e vide Dio he buono. E benedì loro Dio: siate fruttuosi e siate
molti e riempite le aque nei mari e gli uelli si moltiplihino
sulla terra. E fu sera e fu mattina giorno quinto. E Dio disse fa-
ia usire la terra gola vivente seondo la sua speie quadrupedi e
rettili e animali di terra seondo la sua speie. E ioè. E fee Dio
animali della terra seondo la loro speie e i quadrupedi seondo
la loro speie e tutti i rettili della terra seondo la loro speie e
vide Dio he buono. (Gn 1,20-25, traduzione letterale mia 1994 ).
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Sommario
Random matrix theory has found appliations in many elds, ranging from
physis, number theory and eology.
Forty years ago, in his book entitled Stability and omplexity in model eo-
systems, Robert May proved that suiently large or omplex eologial
networks have a probability of persisting that is lose to zero, ontrary to
previous expetations. May analysed large networks in whih speies inte-
rat at random and study analytially the asymptoti stability of eosystem
dynamis as a funtion of the number of speies and number of interations
through the use of random matrix theory.
However, in natural system pairs of speies have well-dened interations
(for example predator-prey, mutualisti or ompetitive) and several reent
works have extended May's results to these relationships and nd remarka-
ble dierenes between dierent interations. This master thesis is aimed
to ritially review these results and present them in unied way using the
language of statistial physis.
xii
Capitolo 1
Introduzione
1.1 Lo studio della dinamia delle popolazioni
I servizi eosistemii
1
sono, seondo la denizione data dalla Valutazione
degli Eosistemi del Millennio (Millennium Eosystem Assessment
2
2005,
abbreviato MA), i benei multipli forniti dagli eosistemi al genere uma-
no. Questi, seondo l'ordine di importanza stabilito dal MA, si dividono in
quattro ategorie:
• supporto alla vita (ilo dei nutrienti, formazione del suolo e produzione
primaria. . . ),
• approvvigionamento (produzione di ibo, aqua potabile, materiali o
ombustibile. . . ),
• regolazione (regolazione del lima e delle maree, depurazione dell'aqua,
impollinazione e ontrollo delle infestazioni. . . ),
• valori ulturali (fra ui quelli estetii, spirituali, eduativi e rireativi).
Anhé questi servizi eosistemii siano garantiti e onservati, è neessario
omprendere i fattori he determinano la dinamia delle popolazioni nelle
diverse omunità eologihe. Infatti è stato più volte doumentato ome, an-
he in breve tempo, il numero di individui di una speie può subire variazioni
rilevanti.
Questi ambiamenti possono portare ad una diminuzione rapida, no quasi
alla somparsa, dei soggetti oppure alla loro resita smisurata. Solo per
1
eosystem servies
2
Progetto di riera, iniziato nel 2001, he era di identiare i ambiamenti subiti dagli
eosistemi e di prevedere gli senari di sviluppo futuri, basandosi sul trend dei ambiamenti.
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itare aluni esempi [1℄ e [2℄ nel 1992 si è assistito ad un alo vertiginoso
delle riserve di merluzzo nell'Atlantio tanto da parlare di un `ollasso' della
speie, mentre, a metà degli anni 60, si era assistito ad un aumento onsidere-
vole delle stesse. Oppure, a partire dal 1916 [3℄, si è veriata una diusione
`invasiva' della marmotta negli Stati Uniti introdotta nello stato del Massa-
husetts poo dopo la metà del 1800. Fenomeni he riguardano da viino
la vita dell'uomo se si onsidera he il pese fornise il 20% delle proteine
animali per l'alimentazione e he la diusione inontrollata delle marmotte
ha prodotto la deforestazione di una superie pari a 52.000 km2. Per non
parlare di situazioni più noive per la salute dell'uomo ome la diusione
degli insetti portatori di malattie (ad esempio la malaria) in onseguenza dei
ambiamenti limatii del pianeta.
Sono suienti questi pohi esempi per apire l'importanza della omprensio-
ne dell'evoluzione delle speie: non solo per onosere i meanismi profondi
he regolano la natura, ma per garantire la sopravvivenza dell'uomo sulla
terra.
Ci hiediamo: 'è una spiegazione teoria generale he i permette di om-
prendere aluni meanismi he determinano la dinamia delle popolazione e
la loro stabilità? Come agise, a questo riguardo, l'interazione tra le speie?
Si può sperare di trovare un modello he desrive e quantia la stabilità di
un eosistema?
Riteniamo he queste domande siano partiolarmente aasinanti per un -
sio. Negli ultimi deenni infatti l'utilizzo dei paradigmi della meania
statistia ha permesso di arontare problemi ompletamente nuovi ed inter-
disiplinari aomunati da omportamenti emergenti largamente indipenden-
ti dai dettagli mirosopii. Quest'ambito di riera in sia è generalmente
hiamato studio dei sistemi omplessi. Gli strumenti teorii forniti dalla me-
ania statistia e l'uso di modelli essenziali (null models), he sempliano
e allo stesso tempo olgono gli aspetti hiave del sistema in esame, sono i
due pilastri su ui un sio può basarsi per ostruire teorie he rispondano
a questi quesiti, senza dover addentrarsi in dettagli troppo speii da ui i
omportamenti universali non possono dipendere.
Questa tesi illustra e riassume i reenti sviluppi ottenuti nello studio della
stabilità degli eosistemi sfruttando tenihe e approi della teoria delle reti
e delle matrii random.
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1.2 Cenni storii
Prima di entrare nel vivo della nostra trattazione, pensiamo sia utile fornire
aluni enni sulla storia dello studio della dinamia delle popolazioni [4℄.
1.2.1 Gli inizi: Fibonai ed Eulero
I primi passi in questo ampo furono mossi dal matematio pisano Leonardo
Fibonai (1175-1235) he nella sua elebre opera Liber Abai del 1202 mo-
dellizzò la resita di una popolazione di onigli
3
.
Più di inqueento anni dopo il matematio e sio svizzero Eulero (1707-
1783) nel suo testo Introdutio in analysin innitorum del 1748 spostò l'at-
tenzione dagli animali allo studio della popolazione umana. Il suo lavoro
diede avvio, in epoa moderna, agli studi matematii sulla resita della
popolazione umana e la relativa sostenibilità terrestre.
1.2.2 La resita esponenziale: il modello di Malthus
Il soiologo inglese Thomas Robert Malthus (1766-1834) nella sua opera An
Essay on the Priniple of Population del 1798 per primo sviluppò in epoa
moderna gli studi di Eulero. Egli onfrontò il tasso di resita (geometrio)
della popolazione umana on quello (aritmetio) della sostenibilità terrestre
e ne dedusse he, per garantire la sopravvivenza degli uomini sulla terra, do-
vevano essere eguagliati. Arrivando a prospettare il ontrollo demograo.
Il modello più semplie he desrive la resita di una singola popolazione,
he prende il nome dal suo ideatore, si basa su ipotesi molto sempliate he
si appliano ad una situazione ideale. Esso prevede he la popolazione sia
omogenea (omposta da individui identii) ed isolata (non soggetta a immi-
grazioni o emigrazioni) e he l'habitat sia invariate (le risorse a disposizione
3
Il matematio italiano erava una legge he desrivesse la resita di una popolazione
di onigli. Questo il suo ragionamento: disponiamo di una oppia di onigli appena nati
he diventa fertile al ompimento del primo mese e dà alla lue una nuova oppia al
ompimento del seondo mese. Ipotizziamo he le nuove oppie nate si omportino in
modo analogo e he quelle fertili, dal seondo mese di vita in poi, diano alla lue una
oppia di gli al mese. Si veria allora he: dopo un mese una oppia di onigli sarà
fertile, dopo due mesi e ne saranno due di ui una sola fertile, nel mese seguente (terzo
mese dal momento iniziale) i saranno 2+1=3 oppie perhé solo la oppia fertile avrà
generato; di queste tre due saranno le oppie fertili, quindi nel mese seguente (quarto
mese dal momento iniziale) i saranno 3+2=5 oppie. E osì via. Il numero di oppie di
onigli di ogni mese segue osì la ben nota suessione di Fibonai : 1,1,2,3,5,8,13. . . .
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Figura 1.1: Modello di Malthus o della resita esponenziale.
della popolazione e le ondizioni di vita ui è sottoposta non sono inuen-
zate né da fattori esterni, né dalla sua presenza). Nelle ondizioni desritte,
la fertilità e la mortalità sono le unihe ause di variazione del numero di
individui della speie e sono aratteristihe ostanti nel tempo. Il numero di
nasite e di morti nell'unità di tempo è dunque proporzionale al numero di
individui presenti; in altre parole l'evoluzione di una popolazione è desritta
dalla seguente equazione
dN(t)
dt
= βN(t)− µN(t) = (β − µ)N(t) (1.1)
dove i parametri β ≥ 0 e µ ≥ 0, detti rispettivamente fertilità speia e
mortalità speia, sono osì deniti:
• β = frazione di nuovi nati nell'unità di tempo,
• µ = frazione di individui he muore nell'unità di tempo.
Si ottiene in questo modo il modello di Malthus in ui il parametro
ε = (β − µ) (1.2)
è detto usualmente parametro di Malthus o potenziale biologio della popo-
lazione. Assegnando l'arbitraria ondizione iniziale N(0) = N0, l'evoluzio-
ne della popolazione è perfettamente determinata. Risulta infatti obbedire
all'equazione
N(t) = N0e
εt. (1.3)
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La popolazione (Figura 1.1) è destinata all'estinzione nel aso in ui ε < 0
oppure alla resita illimitata se ε > 0. Per ε = 0 invee, la popolazione
rimane ostante (i nati ompensano i morti in egual misura).
1.2.3 L'eetto logistio: il modello di Verhulst
Il problema della dinamia delle popolazioni viene ripreso e approfondito
agli inizi del XIX seolo dal matematio belga Pierre François Verhulst (1804-
1849). Nel suo testo Note on the law of population growth del 1838 egli propo-
ne di modiare l'equazione (1.1) per tener onto delle interazioni reiprohe
degli individui all'interno della stessa speie. Le ipotesi fenomenologihe for-
mulate da Malthus, he hanno ondotto alla (1.1), non sono realistihe per
desrivere l'evoluzione di una popolazione omplessa in un intervallo esteso
di tempo. Infatti all'aumentare della densità della speie, il tasso di resita
diminuise a ausa della ompetizione tra gli individui. Inoltre l'habitat, ol-
tre ad essere modiato da ause intrinsehe, è soggetto anhe alle variazioni
he si veriano all'interno della popolazione (es. raggiungimento di un erto
livello di densità).
Verhulst, nell'equazione da lui proposta, modellizzò i meanismi intrinsei
Figura 1.2: Modello di Verhulst o della resita logistia.
alla popolazione (ompetizione intraspeia) he induono variazioni delle
ondizioni di vita delle speie. Egli aermò he, a ausa di tale ompeti-
zione, ogni popolazione subise una trasformazione delle proprie ondizioni
di vita in aordo ol seguente prinipio: ad alte densità un aumento della
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popolazione produe una diminuzione di fertilità ed un aumento di mortali-
tà (eetto logistio). Per tener onto di queste due lassi di fenomeni, egli
assunse la dipendenza lineare della fertilità e della mortalità dal numero di
individui N della speie. Propose osì di sostituire i parametri della (1.1)
on i seguenti
β[N ] = β − β˜N, µ[N ] = µ+ µ˜N
dove, β, β˜, µ, µ˜, sono ostanti non negative. In questo modo il potenziale
biologio (1.2) assume la nuova forma
ε[N ] = β[N ]− µ[N ] = ε
(
1− N
K
)
dove ε, potenziale biologio intrinseo, e K, apaità portante dell'ambiente,
sono entrambi positivi. Il modello osì ottenuto, detto logistio o di Verhulst,
è desritto dall'equazione
dN(t)
dt
= ε
(
1− N(t)
K
)
N(t) (1.4)
la ui soluzione è
N(t) =
KN0
N0 + (K −N0)e−εt , (1.5)
e tende asintotiamente a K qualunque sia il valore iniziale N(0) = N0 6= 0
(Figura 1.2). Gli studi di Verhulst introdussero nella dinamia delle popola-
zione l'importante onetto di stato stazionario.
1.2.4 Relazioni intraspeihe: il modello di Volterra
L'interazione (ompetitiva) all'interno della stessa speie, vista nel model-
lo preedente, è solo un aspetto del più vasto fenomeno delle interazioni in
eologia. In partiolare le interazioni ompetitive tra le diverse speie he
vivono nella stessa nihia eologia, ovvero he vivono nello stesso ambiente
e ompetono per le stesse risorse, gioano un ruolo fondamentale nella dina-
mia delle popolazioni.
Il primo modello he tiene onto di questo aspetto del problema, fu proposto
dal matematio e sio italiano Vito Volterra (1860-1940) nel testo Varia-
zioni e uttuazioni del numero d'individui in speie animali onviventi del
1927. In questo suo lavoro troviamo enuniato per la prima volta il prini-
pio di eslusione: due speie possono oesistere in un medesimo ambiente se
oupano nihie eologihe separate; qualora queste siano sovrapposte, una
delle due speie prende il sopravvento sull'altra no ad eliminarla.
Il modello parte dal onsiderare due speie he vivono nella stessa nihia
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Figura 1.3: Prinipio di eslusione (aso h1K1 < h2K2).
eologia in ompetizione per le stesse risorse. A livello matematio questa
forma di interazione si tradue nel vinolare il tasso di resita di iasuna
speie all'altra. Siano N1(t) ed N2(t) il numero di individui delle due speie
e, supponendo he ognuna di esse in assenza dell'altra si evolva seondo un
modello logistio, indihiamo on ε1 e ε2 i rispettivi potenziali biologii in-
trinsei e on K1 e K2 le rispettive apaità portanti. Se entrambe le speie
oupano la stessa nihia, il potenziale biologio di iasuna diminuise al
resere della densità dell'altra (ompetitore). I potenziali biologii delle due
popolazioni sono allora
ε1[N1, N2] = ε1 − γ1(h1N1 + h2N2)
ε2[N1, N2] = ε2 − γ2(h1N1 + h2N2)
on γ1, γ2, h1 e h2 ostanti non negative. Il parametro hi può essere inter-
pretato ome una misura dell'oupazione dell'ambiente da parte di iasun
individuo della speie i-esima, in tal modo il termine (h1N1 + h2N2) misura
il grado omplessivo di oupazione, quando sono presenti N1 individui della
prima speie ed N2 individui della seonda. Inoltre γ misura l'eetto he
l'oupazione ha sul potenziale biologio della speie i-esima.
Arriviamo osì alla formulazione, per un modello ompetitivo, delle equazioni
della dinamia seondo l'idea di Volterra

dN1(t)
dt
=
[
ε1 − γ1
(
h1N1(t) + h2N2(t)
)]
N1(t)
dN2(t)
dt
=
[
ε2 − γ2
(
h1N1(t) + h2N2(t)
)]
N2(t)
(1.6)
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he, nel aso di una singola speie, si ridue all'equazione di Verhulst (1.4)
disussa nel paragrafo preedente.
Se, ad esempio, per ssare le idee poniamo
4
h1K1 < h2K2
(supremazia della popolazione `due' sulla `uno') ed integriamo numeriamen-
te il sistema (1.6) otteniamo le traiettorie delle soluzioni riportate in Figura
1.3.
Indipendentemente dal dato iniziale, ome si evine anhe da uno studio ana-
litio delle equazioni, l'andamento del sistema è ompletamente determinato:
aanto a asi in ui la popolazione `uno' rese notevolmente, alla ne il me-
anismo della ompetizione prevale a favore di una delle due speie (stando
all'esempio la numero `due'). Arriviamo osì a enuniare `matematiamente'
il prinipio di eslusione, detto anhe prinipio di Lotka-Volterra, denito in
preedenza: due speie distinte non possono oupare a lungo la stessa ni-
hia eologia, neessariamente una delle due si estingue mentre l'altra tende
a saturarla [4, p 46℄. Si noti ome l'eslusione viene determinata dal prodotto
tra apaità dell'ambiente (Ki) e misura dell'oupazione della nihia (hi)
e non dall'uno o dall'altro termine presi separatamente.
Per giustiare la oesistenza di speie diverse nella stessa nihia eologia
dobbiamo introdurre un seondo prinipio fondamentale di interazione, re-
sponsabile dell'esistenza di osillazioni permanenti nel numero di individui di
speie in relazione tra loro. Dello studio di questo modello, onosiuto on il
nome di Lotka-Volterra, i ouperemo nel terzo apitolo del presente lavoro.
1.3 Obiettivo e struttura della tesi
Con la presente tesi vogliamo dunque da sii esplorare l'ambito della dina-
mia delle popolazioni. Come si è visto nei paragra preedenti un ampo
di indagine sviluppato da seoli ma he, grazie all'avvento dei alolatori e
alla nasita della teoria delle reti, ha subito in questi ultimi inquant'anni un
notevole impulso. In partiolare iò su ui i onentriamo è la omprensione
del rapporto tra omplessità e stabilità nei sistemi eologii.
La questione, anora oggi dibattuta e di grande interesse, fu introdotta da
Robert May [5℄ più di quarant'anni fa. Nel suo testo dal titolo eloquente
Satbility and omplexity in model eosystems del 1973 aerma: in general
mathematial models of multispeies ommunities, omplexity tendes to beget
4
In questo ontesto abbiamo Ki = εi/(hiγi).
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instability rather then stability (p 74). Una omplessità denita, ome ve-
dremo nel orso della tesi, dal prodotto tra numero di speie interagenti (S) e
probabilità delle loro interazioni (C): if we ontrast simple few-speies ma-
thematial models with the analogously simple multispeies models, the latter
are in general less stable then the former (p 75). Un'aermazione he lasia
sorpresi se si pensa, anhe solo intuitivamente, alla omplessità delle relazioni
tra le speie in natura ed alla loro stabilità e he sembra addirittura essere
smentita da osservazioni empirihe in ui eosistemi molto rihi di speie,
ome ad esempio le foreste tropiali, sono stabili e resistenti a perturbazioni
esterne. Lo stesso May alune righe dopo, a questo proposito, srive: the
balane of evidene would seem to suggest that, in the real world, inreased
omplexity in usually assoiated with greather stability (p 75).
Alla lue degli studi più reenti, indagheremo dunque questo rapporto er-
ando di apire: ome stabilità e omplessità sono tra loro orrelate in un
sistema eologio, quali `ondizioni di omplessità' garantisono la stabilità
e quali invee la ompromettono e ome variano questi riteri (qualitativi e
quantitativi) a seonda del sistema studiato ovvero in relazione al tipo di
interazioni tra le speie. In partiolare nella soluzione dei sistemi nonlinea-
ri i onentreremo sullo studio della Community Matrix faendo riorso al
metodo risolutivo delle random matries.
1.3.1 Struttura della tesi
Il presente lavoro si artiola in inque apitoli. Nel apitolo seondo, dopo
la presente introduzione, rihiamiamo i onetti e gli `strumenti' matematii
prinipali he useremo nella nostra trattazione. In partiolare presentiamo
in modo sintetio lo studio della stabilità degli equilibri di un sistema tra-
mite la soluzione del problema agli autovalori, introduiamo il onetto di
Community Matrix e del suo studio on metodi random. Nel terzo apitolo
approfondiamo l'analisi del sistema Lotka-Volterra ome modello paradig-
matio di studio analitio di una Community Matrix. Partendo dal modello
lassio a due speie preda-predatore, allarghiamo il nostro sguardo al mo-
dello a 2n-speie per poi onentrari sulle soluzioni di due modelli a speiali
simmetrie.
Nel quarto apitolo riaviamo i riteri di stabilità per eosistemi omplessi e
vediamo ome questa ambia in presenza di strutture reali delle reti e delle
weak interation. Inne, nel quinto apitolo, raogliamo i risultati ottenuti
e erhiamo di riesprimere, alla lue dei lavori più reenti, il rapporto tra
omplessità e stabilità. Conludiamo inne allargando lo sguardo alle sde
anora aperte he questo problema lasia agli studiosi.
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Capitolo 2
Stabilità delle omunità
eologihe
La denizione di stabilità di una omunità eologia he presentiamo è mu-
tuata dallo studio dei sistemi dinamii [6, ap 1℄. Per questo motivo introdu-
iamo ora aluni onetti fondamentali onernenti questo ambito di riera
della matematia.
2.1 Stabilità e autovalori
Dato un sistema autonomo di equazione dierenziale
x˙ = f(x), (2.1)
per un assegnato ampo vettoriale
1
f : Rn → Rn, i punti c ∈ Rn - orri-
spondenti alle soluzioni ostanti della forma x(t) = c dell'equazione (2.1)
- si diono punti di equilibrio o singolari del sistema e le soluzioni ad essi
orrispondenti sono dette stazionarie.
Perturbiamo il sistema spostandolo (di poo) dal suo stato di equilibrio: si
allontanerà dal suo punto singolare senza più farvi ritorno o ritornerà, do-
po un erto tempo, in esso? In questo ontesto si inserise la denizione di
stabilità (alla Ljapunov) di un punto singolare.
Denizione 2.1 (Punto di equilibrio stabile). Un punto di equilibrio  di
x˙ = f(x) si die stabile se per ogni intorno U di  esiste un intorno V di ,
tale he ogni movimento x(x0, t), on dato iniziale x0 in V , resta in U per
ogni tempo.
1
La funzione f : Rn → Rn si die anhe ampo vettoriale.
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A parole possiamo dire he `si resta indenitamente viino a c pur di
partire abbastanza viino' [6, p 12℄, ome mostrato in Figura 2.1.
Lo studio della stabilità dei punti di equilibrio risulta faile per sistemi
Figura 2.1: Illustrazione della denizione di stabilità.
lineari (omogenei a oeienti ostanti) in Rn della forma
x˙ = Ax (2.2)
on x ∈ Rn e A matrie ostante n× n.
Nel aso di generii sistemi nonlineari in Rn, diili da studiare, i si può
riondurre alla forma (2.2), qualora il ampo vettoriale f possieda un punto
singolare , eseguendo uno sviluppo di Taylor attorno alla singolarità. Posto
infatti x = c+ ξ, on x˙ = ξ˙, e riordando he f(c) = 0, si ottiene
ξ˙ = Aξ +O(‖ξ‖2) (2.3)
on A matrie jaobiana di f valutata nel punto singolare , i ui elementi
sono
aij =
∂fi
∂xj
(c). (2.4)
Il sistema lineare (2.2) si ottiene trasurando i termini di seondo ordine
nella (2.3), dove abbiamo eettuato il ambio di variabile da ξ a x. Tale
sistema, on A data dalla (2.4), è detto equazione alle variazioni per l'equa-
zione x˙ = f(x), relativa alla soluzione partiolare x = c.
Cerhiamo ora soluzioni partiolari fattorizzate della forma x(t) = τ(t)u on
u ∈ Rn ostante. La loro partiolarità onsiste nel fatto he le omponenti
di x evolvono on la stessa legge temporale, mantenendo la soluzione x(t)
sempre parallela al vettore ssato u. Tolte le soluzioni banali, quelle per ui
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x(t) sia identiamente nulla, allora x(t) non si annulla mai2 e osì τ(t). Per
la linearità di A vale Aτ(t)u = τ(t)Au ed anora, per la linearità dell'opera-
tore derivazione, vale anhe
d
dt
(τ(t)u) = τ˙ (t)u; dunque per (2.2) deve essere
τ˙ (t)u = τ(t)Au. iò si rende possibile se e solo se i vettori u e Au sono
paralleli, ovvero se
3
Au = λu (2.5)
on λ opportuno numero reale. La (2.5) è detta equazione agli autovalori per
l'operatore lineare A, u si die autovettore e λ l'autovalore orrispondente.
Per ogni autovalore λ, l'evoluzione temporale del fattore τ(t) si ottiene dal-
l'integrazione di τ˙ (t) = λτ(t) e si ha: τ(t) = Ceλt, on C = τ(0) ostante
arbitraria.
Proposizione 2.1. Per l'equazione lineare x˙ = Ax si hanno soluzioni par-
tiolari fattorizzate della forma
x(t) = Ceλtu
in orrispondenza di ogni autovettore u di A, essendo λ il orrispettivo au-
tovalore.
Il proedimento seguito ondue alla soluzione generale dell'equazione li-
neare (2.2) nel aso in ui la matrie A ammetta n autovettori linearmente
indipendenti, ovvero se gli n autovalori, soluzioni dell'equazione algebria
det(A−λI) = 0 di grado n, sono distinti. Dove I è la matrie identità n×n.
2.1.1 Classiazione dei punti singolari nel piano
Proseguiamo ora la trattazione restringendoi al aso n = 2 ed anora alla
generia situazione in ui 0 6= λ1 6= λ2 6= 0. Generalizzeremo nel prossimo
paragrafo, in aordo on le nalità del nostro studio, i risultati qui ottenuti.
Nel aso sempliato selto abbiamo det(A) 6= 0 ed inoltre i due autovetto-
ri u
(1)
e u
(2)
sono linearmente indipendenti. Autovettori e autovalori sono
in generale omplessi ma, poihé in dinamia delle popolazioni lavoriamo
on matrii reali, solo due sono i asi possibili: 1) λ1, λ2 reali o 2) λ1, λ2
omplesso-oniugati.
2
Se x(t) è nulla in un istante è nulla sempre.
3
Dividendo per τ(t) 6= 0 si ha Au = τ˙(t)
τ(t)u, e dunque, poihé il primo membro è
indipendente dal tempo, segue neessariamente he il rapporto
τ˙(t)
τ(t) è una ostante.
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1) Autovalori λ1, λ2 reali
In questo aso anhe gli autovettori u
(1)
e u
(2)
possono essere presi reali e la
soluzione generale (reale) può sriversi nella forma
x(t) = C1e
λ1tu
(1) + C2e
λ2tu
(2)
on C1, C2 ∈ R ostanti arbitrarie. A seonda dei segni di λ1, λ2 si hanno tre
Figura 2.2: Il aso degli autovalori reali.
sottoasi (Figura 2.2):
(i) se λ1 < λ2 < 0, tutte le soluzioni tendono all'origine per t → +∞. Il
punto ritio si die nodo stabile.
(ii) Se all'opposto 0 < λ1 < λ2, tutte le soluzioni onvergono all'origine per
t → −∞ (provengono ioè dall'origine). Il punto ritio si die nodo
instabile.
(iii) Inne se λ1 < 0 < λ2, si hanno due soluzioni partiolari (orrispondenti
a C1 = 0 e a C2 = 0) he onvergono all'origine (rispettivamente lungo
la retta di u
(2)
per t → −∞ e lungo la retta di u(1) per t → +∞).
Tutte le altre soluzioni divergono aostandosi asintotiamente all'una
o all'altra retta. Il punto ritio si die sella o olle.
2) Autovalori λ1, λ2 omplesso-oniugati
Denotiamo λ1 = λ e u
(1) = u. Di onseguenza si ha λ2 = λ¯ (omplesso
oniugato di λ) e, oniugando l'equazione Au = λu, segue (poihé A è reale)
u
(2) = u¯ (omplesso oniugato di u). In analogia al aso preedente la
soluzione generale omplessa può sriversi nella forma
x(t) = Ceλtu+Deλ¯tu¯ (2.6)
2.1. STABILITÀ E AUTOVALORI 15
on C,D ∈ C (he diviene reale per C = D¯) ostanti arbitrarie. Deompo-
nendo il vettore u ed il numero λ in parti reali ed immaginarie
u = v + iw e λ = α + iω
on v,w ∈ R2 e α, ω ∈ R e srivendo C in forma esponenziale
C = ρeiϕ
dalla (2.6), mettendo in evidenza i oeienti di v ew, si ottiene l'espressione
x(t) = 2ρeαt
[
cos(ωt+ ϕ)v− sin(ωt+ ϕ)w
]
nella quale ompaiono solo quantità reali.
Si hanno pertanto anora tre sottoasi (Figura 2.3):
Figura 2.3: Il aso degli autovalori omplesso-oniugati.
(iv) Re[λ] = α = 0: in tal aso il moto è periodio, le traiettorie sono ellissi.
Il punto ritio è detto entro
4
.
(v) Re[λ] = α < 0: in tal aso il moto onverge a spirale verso l'origine per
t→ +∞. Il punto ritio è detto fuoo stabile.
(vi) Re[λ] = α > 0: in tal aso il moto onverge a spirale verso l'origine per
t→ −∞. Il punto ritio è detto fuoo instabile.
Raogliamo quanto n qui dimostrato evidenziando iò he più i servi-
rà nel orso della tesi: la stabilità sia nel primo aso he nel seondo si ha
se l'autovalore, o almeno la sua parte reale, è minore di zero. Questa è la
ondizione di stabilità a ui faremo riferimento nel proseguo del nostro studio.
4
Nel orso della trattazione i riferiamo a questo aso anhe in termini di neutral
stability.
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2.1.2 Il problema in Rn ed il aso nonlineare
Se la lassiazione dei punti singolari del sistema risulta piuttosto semplie,
ome si è visto, in R2, si omplia invee al resere della dimensione dello
spazio delle fasi. Risulta essere anora semplie il solo aso in ui la ma-
trie A ammette autovalori λ1, . . . , λn distinti e tutti non nulli. Come nel
aso bidimensionale, anhe in Rn gli autovalori o sono reali o sono in oppie
omplesso-oniugate. A noi basta sapere he le proprietà enuniate nel para-
grafo preedente si trasportano senza variazione ai sistemi Rn, ome mostra
la proposizione seguente[6, p 31℄.
Proposizione 2.2 (Stabilità in R
n
). Si onsideri l'equazione lineare x˙ = Ax
in Rn. Se tutti gli autovalori di A hanno parte reale negativa (positiva), allora
il punto di equilibrio è asintotiamente stabile per tempi positivi (negativi).
Se almeno uno degli autovalori ha parte reale positiva (negativa), allora il
punto di equilibrio è instabile per tutti i tempi positivi (negativi).
Da ultimo aenniamo al problema di stabilire il omportamento qualita-
tivo dei sistemi nonlineari prossimi a quelli lineari nelle viinanze dei punti
singolari, ovvero loalmente. Posto il fatto he non è garantita la orrispon-
denza del omportamento dell'equazione nonlineare x˙ = f(x) e quello della
relativa equazione alle variazioni x˙ = Ax, tuttavia si può dimostrare he,
nei asi onsiderati nella proposizione preedente, le proprietà di stabilità
del problema nonlineare oinidono on quelle del orrispondente problema
lineare. Preisamente si ha he [6, p 31℄
Proposizione 2.3 (Stabilità per sistemi nonlineari). Si onsiderino l'equa-
zione nonlineare x˙ = f(x) in Rn, e la orrispondente equazione linearizzata
x˙ = Ax relativa ad un punto singolare . Allora, se tutti gli autovalori di
A hanno parte reale negativa (positiva),  è asintotiamente stabile per tem-
pi positivi (negativi); se uno almeno degli autovalori ha parte reale positiva
(negativa),  è instabile per tempi positivi (negativi).
Dunque anhe per il aso nonlineare in Rn possiamo adottare lo stesso
riterio di stabilità enuniato nel paragrafo preedente.
2.2 Appliazione ai sistemi eologii:
la Community Matrix
Applihiamo quanto visto nora alla dinamia delle popolazioni [5, p 20ss℄.
Lo Jaobiano A assoiato alle equazioni he desrivono la dinamia del siste-
ma eologio è hiamato Community Matrix (da qui in poi CM).
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Supponiamo he la dinamia di un sistema a molte speie sia data dalle S
equazioni
dNi(t)
dt
= Fi
(
N1(t), N2(t), . . . , NS(t)
)
(2.7)
dove Ni(t) è il numero di individui della i-esima speie al tempo t. La loro
resita (o deresita) è data da una funzione nonlineare Fi he desrive le
interazioni tra le popolazioni stesse. L'equilibrioN∗i della i-esima popolazione
si ottiene ponendo a zero la rispettiva derivata temporale (ovvero il tasso di
resita/deresita)
0 = Fi(N
∗
1 , N
∗
2 , . . . , N
∗
S).
Per apire la natura dell'equilibro trovato, riorriamo alla teoria delle per-
turbazioni vista in preedenza. Espandiamo iasuna speie attorno all'equi-
librio
Ni(t) = N
∗
i + xi(t), (2.8)
on xi piola perturbazione iniziale della i-esima popolazione. Sostituia-
mo la (2.8) nella (2.7) e la sviluppiamo in serie di Taylor, trasurando i
termini di ordine superiore al seondo. Otteniamo osì un'equazione linea-
rizzata he desrive la dinamia della variazione della popolazione nei pressi
dell'equilibrio
dxi(t)
dt
=
S∑
j=1
aijxj(t). (2.9)
In forma vettoriale ompatta sriviamo
dx(t)
dt
= Ax(t)
dove A è proprio la CM denita in preedenza. In essa iasun termine aij de-
srive l'eetto della speie j-esima sulla speie i-esima nei pressi all'equilibrio.
Ciasun elemento di matrie è della forma
aij =
(
∂Fi
∂Nj
) ∣∣∣∣∣
N∗
. (2.10)
L'insieme delle soluzioni per il sistema di equazioni dierenziali (2.9) può
essere sritto nella forma
xi(t) =
S∑
j=1
Cij exp(λjt), (2.11)
dove Cij è una ostante legata ai dati iniziali e la dipendenza tempora-
le è fattorizzata nell'esponenziale. Le S ostanti λj, on j = 1, 2, . . . , S,
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he aratterizzano l'andamento temporale del sistema sono i suoi autovalori.
Sostituendo la (2.11) in (2.9) si ottenere
λxi(t) =
S∑
j=1
aijxj(t)
o, in forma matriiale,
(A− λI)x(t) = 0
on I matrie unitaria S×S. Questo insieme di equazioni presenta soluzioni
non banali se e solo se il determinate si azzera
det(A− λI) = 0.
Si ottengono osì polinomi di grado S in λ he determinano il valore degli
autovalori di A. Questi possono essere numeri omplessi sritti, nella for-
ma più generale, ome λ = ζ + iξ. Sostituendoli nella (2.11), la parte reale
ζ produe, a seonda del segno, una resita o una deresita esponenziale
mentre la parte immaginaria ξ produe le osillazioni sinusoidali. Appare
evidente he le perturbazioni all'equilibrio si spengono nel tempo se, e solo
se, tutti gli autovalori λ hanno parte reale negativa. Se anhe uno solo ha
parte reale positiva, l'esponenziale rese sempre più nel tempo e l'equilibrio
risulta instabile. Se uno o più autovalori sono immaginari puri (ed i restanti
hanno parte reale negativa) siamo nel aso partiolare della neutral stability.
Ritroviamo osì quanto già aermato in preedenza: una ongurazione di
equilibrio nel sistema a molte speie sarà stabile loalmente se, e solo se,
tutti gli autovalori della CM giaiono nel semipiano sinistro (negativo) dei
numeri omplessi. Nulla invee possiamo dire sulla stabilità dell'equilibrio
se i sono uno o più autovalori on parte reale positiva. In questo aso pos-
siamo solo aermare he il sistema non ha un punto di equilibrio stabile: la
perturbazione inizialmente rese ma, per onoserne l'evoluzione, si devono
studiare i termini di ordine superiore al seondo, al momento trasurati.
In ambito eologio la CM ontiene indirettamente (o direttamente nel aso
di una dinamia lineare) l'eetto delle interazioni tra le speie sull'evoluzione
del sistema. Essa rahiude informazioni sia sulla `biologia' he sulla `dina-
mia' del sistema [5, p 21℄: i suoi autovalori infatti ne rivelano la stabilità
o l'instabilità. Nel aso lineare il generio termine aij desrive esattamente
l'eetto della speie j-esima sulla popolazione della speie i-esima. Nel aso
nonlineare invee aij desrive tali proprietà solo viino al punto di equilibrio.
Inoltre il tipo di interazione (mutualistio, preda-predatore, ompetitivo. . . )
determina il segno di aij mentre il suo valore ne stabilise l'intensità.
In questa prospettiva la CM può essere vista ome un grafo he desrive in
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maniera diretta (o indiretta nel aso nonlineare) l'interazione (links) tra le
varie speie (nodi) del sistema. L'utilizzo di strumenti matematii sviluppati
nell'ambito della teoria delle reti omplesse risulterà dunque di grande utili-
tà per la soluzione del nostro problema. Inoltre il fatto he l'intensità delle
interazioni è diilmente misurabile i spinge prima (prossimo paragrafo) a
studiare dei riteri qualitativi della stabilità del sistema indipendentemente
dal valore delle interazioni. In seondo luogo (paragrafo seguente) vedremo
ome tale dioltà suggerisa l'utilizzo di matrii random per modellizzare
le CM di sistemi eologii a molte speie.
2.2.1 Studio qualitativo della CM
In tutta generalità, possiamo aermare he la CM i dà informazioni sul
segno delle interazioni esistenti tra le speie in una omunità. Odum [7℄
per primo, nel suo lavoro Fundamentals of eology del 1953, le lassiò nel
modo seguente: se l'eetto della j-esima speie sulla i-esima fa aumentare il
rate di resita di quest'ultima allora alla orrispondente entrata della CM
è assoiato un segno `+'. Contrariamente, se lo fa deresere, si assegna un
`−' alla rispettiva entrata. Inne se la speie j non ha eetto sulla speie i,
l'entrata è zero.
Così per le oppie degli elementi di matrie aij e aji possiamo ostruire una
tabella he ontiene tutte le possibile interazioni (Tabella 2.1). A parte il
+ 0 −
+ ++ +0 +−
0 0+ 00 0−
− −0 −0 −−
Tabella 2.1: La tabella dei segni di Odum.
aso di non interazione (00), inque distinte ategorie esaurisono tutte le
ombinazioni esistenti: ommensalism (+0), amensalism (−0), mutualism o
symbiosis (++), ompetition (−−) e predator-prey (+−).
A presindere dal preiso valore numerio he ogni elemento può assumere, i
hiediamo se e osa possiamo dire della stabilità di un sistema onosendo solo
il segno (+,−, 0) delle sue interazioni (e non il loro valore): lo studio anhe
solo qualitativo della CM, fornise importanti informazioni sulla stabilità del
sistema.
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Si parla di stabilità qualitativa
5
di un sistema quando questa si determina
a presindere dall'intensità di iasuna interazione. Nel ampo dell'eologia
questo aspetto di riera risulta fondamentale laddove, ome nell'ambito delle
food web, non sempre si può risalire alle quantità impliate nelle interazioni
ma solo ai segni del diagramma.
Quirk e Ruppert [8℄, in un lavoro del 1965, enuniarono i riteri neessari e
suienti anhé una matrie A, S × S di elementi aij , possa onsiderarsi
qualitativamente stabile:
1. aii ≤ 0, per tutti gli i.
Questo primo riterio rihiede he, all'interno di una stessa speie, le
interazioni non produano feedbak positivi destabilizzanti.
2. aii 6= 0, almeno per un i.
All'interno della stessa speie, si hiede he almeno una popolazione
dell'intera omunità manifesti un eetto auto-stabilizzante.
3. aijaji ≤ 0, per tutti gli i 6= j.
Le interazioni puramente mutualistihe (++) e ompetitive (−−) on-
tribuisono negativamente alla stabilità del sistema.
4. Per ogni sequenza di tre o più indii i, j, k, . . . , q, r (on i 6= j 6= k 6=
. . . 6= q 6= r), il prodotto aijajk . . . aqrari sia zero. Anhe i `iroli hiusi'
ontribuisono negativamente alla stabilità del sistema.
5. det(A) 6= 0.
Si rihiede he la matrie A sia non-singolare anhé il sistema non
sia sotto determinato. Ovvero il numero delle popolazioni non deve
superare quello delle equazioni.
Se questi riteri non sono rispettati, nulla possiamo dire sulla stabilità del
sistema: la matrie è stabile o instabile a seonda dei valori numerii assunti
da iasuno dei suoi elementi.
Prima di presentare un semplie aso di studio, soermiamoi sul `terzo rite-
rio'. Sostanzialmente esso aerma he le interazioni ommensal (0+), amen-
sal (0−) ed in generale preda-predatore (−+) sono onsistenti ol prinipio di
`stabilità qualitativa' mentre relazioni simbiotihe, siano esse mutualistihe
(++) o ompetitive (−−), non lo sono. In altre parole un sistema preda-
predatore è qualitativamente più stabile di uno ompetitivo o mutualistio
[9℄.
5
qualitatively stability
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Per illustrare il funzionamento dei suddetti riteri qualitativi, prendiamo
ome esempio il aso studiato da Hubble [10℄ e shematizzato in Figura 2.4.
Egli trovò he un siatto sistema era instabile, ma vide he poteva essere
Figura 2.4: Rappresentazione shematia di una rete a tre livelli.
stabilizzato tagliando uno dei seguenti legami: o tra 2 e 3 o tra 3 e 1. Sup-
ponendo he i tre livelli presentino iasuno un feedbak negativo (aii = −1,
on i = 1, 2, 3) al loro interno, allora la CM per questo sistema ha la seguente
struttura
6
A1 =


− − −
+ − −
+ + −

 .
Con evidenza la matrie non soddisfa la ondizione 4) e dunque non è qua-
litativamente stabile. Tuttavia se rimuoviamo il link tra il livello 3 e 1 (o in
alternativa tra il livello 2 e 3), la CM si semplia e assume la forma
A2 =


− − 0
+ − −
0 + −

 .
La matrie osì ottenuta soddisfa tutti i riteri di stabilità enuniati e dunque
è qualitativamente stabile.
Il presente esempio, oltre a mostrare il `funzionamento' della CM, ripropone
anhe la tesi da ui siamo partiti: una rete semplie, on un numero inferiore
di interazioni, è più stabile di una omplessa.
6
Con il termine struttura intendiamo qui, e nel proseguo della tesi, la disposizione dei
oeienti positivi e negativi all'interno della matrie.
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2.2.2 Approio on matrii random
Riassumendo quanto visto nora possiamo aermare he lo studio della sta-
bilità di un sistema si ridue alla soluzione del problema agli autovalori per la
CM. Questo i permette di restringere il nostro ampo di indagine, evitando
di risolvere le equazioni dierenziali he ne determinano la dinamia. È im-
portante riordare he la matrie in questione è determinata, oltre he dalla
dinamia del sistema, anhe dalla sua biologia: ontiene infatti le relazioni
tra le varie speie. Inoltre, nel paragrafo preedente, abbiamo visto ome
possa essere approiata anhe `solo' qualitativamente.
Ma il vero obiettivo è studiare sistemi dove S, numero totale delle speie,
è molto grande e l'intensità dell'interazione diversiata tra speie e speie.
Come si ostruise una matrie osì aratterizzata e ome può essere risolta?
Gardner e Ashby [11℄, attorno agli anni `70, studiarono la stabilità di grandi
sistemi omplessi i ui elementi erano onnessi in modo random. Essi videro,
on elaborazioni fatte al omputer a 4, 7 e 10 variabili, he questi sistemi
risultavano stabili no ad un livello `ritio' di onnettività, oltre il quale
diventano improvvisamente instabili. Quasi si fosse in presenza di una `tran-
sizione di fase' (Figura 2.5).
Studiamo dunque la stabilità delle CM on un approio random. Sia dato
Figura 2.5: Variazione della stabilità al variare della onnettività.
un sistema a S speie, on self-interation negative. Stabiliamo una sala
dei tempi unitaria. Deniamo osì univoamente il valore degli elementi sul-
la diagonale della CM, iasuno di essi vale aii = −1. `Aendiamo' ora le
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interazioni. Deniamo la onnettività C ome probabilità di iasuna oppia
di elementi di entrare in relazione: essa esprime la perentuale di elementi
diversi da zero nella matrie o, equivalentemente, il rapporto tra i link esi-
stenti nella rete e quelli possibili. Dunque una parte degli elementi aij della
matrie, he potrebbero aendersi al momento dell'interazione, non lo fan-
no: essi on probabilità 1− C rimangono zero. Il valore dei rimanenti viene
preso da una qualhe distribuzione statistia e assumiamo he possano esse-
re, on ugual probabilità, positivi o negativi. Per esempio prendiamo iasun
elemento della matrie da una distribuzione statistia on valor medio zero e
sarto quadratio medio σ2. Consideriamo σ ome l'espressione di una speie
di `forza media di interazione' il ui valor medio - per sempliità - può essere
pensato omune a tutte le interazioni. Abbiamo osì ostruito un ensemble
di matrii random a media zero e on standard deviation σ. È importante
notare ome in questo approio la `asualità' entra in gioo solo ome selta
iniziale degli elementi aij he vanno a denire, di volta in volta, il partio-
lare modello studiato. Lo studio poi della stabilità, inteso ome soluzione
del problema agli autovalori, è strettamente deterministio. In aordo on
quanto già preedentemente aermato il sistema di matrie A è stabile se -
e solo se - gli autovalori di A hanno parte reale negativa.
Dato un sistema on un numero ssato S di speie, onnettività C e forza
media di interazione σ, i hiediamo, quale sia la probabilità P (S, C, σ) he
una partiolare matrie, tratta dall'ensemble, orrisponda ad una omunità
stabile.
Per S grandi, servendoi di tenihe analitihe sviluppate per lo studio di
grandi matrii random (Appendie III), possiamo aermare [12℄ he la CM
sarà quasi ertamente
7
stabile
P (S, C, σ)→ 1 per σ(SC)1/2 < 1 (2.12)
e quasi ertamente instabile
P (S, C, σ)→ 0 per σ(SC)1/2 > 1. (2.13)
La aratteristia prinipale dei risultati ottenuti per grandi sistemi (S ≫ 1)
è he la sharp transition da un andamento stabile (2.12) ad uno instabile
7
In teoria della probabilità, si die he un evento aade quasi ertamente se aade
on probabilità uguale a uno. La dierenza tra un evento quasi erto e uno erto è la
stessa dierenza tra un evento he aade on probabilità uno e uno he aade sempre. Se
un evento è erto allora aadrà sempre e nessun risultato all'infuori di questo evento può
mai aadere; se un evento è quasi erto allora i risultati all'infuori di questo evento sono
teoriamente possibili. Tuttavia, la probabilità he si verihino è minore di qualunque
probabilità positiva si possa ssare e pertanto deve essere zero.
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(2.13) si ha quando uno dei tre parametri (S, C o σ) in gioo supera un
valore ritio.
In sintesi questi ensemble di matrii random molto generali, he rappresenta-
no reti eologihe (o più orrettamente CM) on interazioni miste, mostrano
la seguente proprietà: all'aumentare della omplessità
8
, denita ome il pro-
dotto tra il numero di speie S e la onnettività C, avviene una transizione
tra una fase in ui il sistema è stabile ad una in ui è instabile. Questa
transizione è tanto più veloe quanto più il sistema eologio è biodiverso
(S grande) o onnesso (C grande), ed il valore ritio di omplessità he dà
questa transizione è determinato dall'equazione σ(SC)1/2 = 1.
Con riferimento alla diseguaglianza (2.12), onludiamo osservando he due
dierenti sistemi on forza media di interazione rispettivamente σ1 e σ2 e
onnettività C1 e C2 hanno un arattere di stabilità simile se
σ21C1 ≃ σ22C2.
Altrimenti detto una rete è stabile se le speie he interagisono on molte
altre (C grande) lo fanno debolmente (σ piolo) oppure, vieversa, quelle
he interagisono fortemente lo fanno on pohe.
8
Nel presente lavoro `deniamo' omplessità il prodotto SC.
Capitolo 3
Il modello Lotka-Volterra
In questo apitolo presentiamo il modello onosiuto on il nome di Lotka-
Volterra
1
[13℄ e [14℄: esso desrivere una dinamia di tipo preda-predatore
(−+) tra due o più speie. Se per un sistema a due speie è possibile deli-
neare l'intera topologia nonlineare dello `spazio delle fasi' (nel quale il punto
rappresenta un possibile stato del sistema) e osì eettuare un'analisi globale
ira la sua stabilità, on l'aumentare del numero delle speie questa tenia
analitia di soluzione delle equazioni non è appliabile. Ma, ome presente-
remo nei paragra suessivi, si possono ugualmente studiare analitiamente
aluni asi multi-speie on matrii a speiali simmetrie.
3.1 Il modello Lotka-Volterra
Il modello Lotka-Volterra ostituise la più semplie ed essenziale rappre-
sentazione di una dinamia preda-predatore (da ora in poi p-P) a resita
ontinua. Nell'interazione nonlineare p-P tra le due speie una (la preda)
ostituise il ibo dell'altra (il predatore) [6℄ e [5, ap 3℄.
Dette H(t) (herbivore or pray) e P (t) (predator) rispettivamente le po-
polazioni delle prede e dei predatori al tempo t, le equazioni del sistema
sono 

dH(t)
dt
=
[
a− αP (t)
]
H(t)
dP (t)
dt
=
[
− b+ βH(t)
]
P (t)
(3.1)
1
Il modello prende il nome dai due matematii he per primi lo proposero: Alfred J.
Lotka nel 1925 e Vito Volterra nel 1926.
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on a, α, b e β ostanti non negative. I parametri a e α fanno riferimento
rispettivamente al tasso di resita
2
e deresita delle prede, mentre i para-
metri β e b fanno riferimento a quelli dei predatori3. La fortuna del modello
è dovuta al fatto he, nonostante l'estrema sempliità ed il limitato realismo,
riprodue fedelmente le proprietà di stabilità di una vasta lasse di sistemi
4
.
Nel aso α = β = 0 (assenza di interazione) le due equazioni sono indipenden-
ti e si hanno soluzioni della forma H(t) = D exp(at) (resita esponenziale
delle prede) e P (t) = F exp(−bt) (deresita esponenziale dei predatori): le
prede (i pesi
5
pioli) si nutrono del materiale a disposizione nel mare e re-
sono indenitamente, mentre i predatori (i pesi grossi), he possono ibarsi
solo dei pesi pioli e non del materiale disperso nel mare, muoiono.
All'aendersi dell'interazione (α, β 6= 0) le prede sono mangiate dai pre-
datori ed il tasso di resita di P (t), per H(t) abbastanza grande, diventa
positivo, mentre, per P (t) abbastanza grande, diventa negativo il tasso di
resita di H(t) (il prodotto H(t)P (t), in termini di interazione, orrisponde
ad un eetto proporzionale alla probabilità di inontro). Si vede subito he
esistono due soluzioni partiolari stazionarie, preisamente la soluzione ba-
nale H∗ = P ∗ = 0 (morte), ma anhe la soluzione più interessante H∗ = b/β
e P ∗ = a/α (vita).
L'analisi degli autovalori della CM i permette di studiare il arattere di
stabilità del sistema (3.1) per i suoi punti di equilibrio (H∗, P ∗). Essa, in
aordo on la (2.10), ha la forma 2× 2
A =

 a− αP (t) −αH(t)
βP (t) −b+ βH(t)


∣∣∣∣∣
H∗,P ∗
.
I aso: H∗ = b/β e P ∗ = a/α.
Gli autovalori in questo aso sono la oppia omplessa oniugata di numeri
immaginari puri
λH,P = ±i(ab)1/2.
Poihé entrambi gli autovalori hanno parte reale nulla (Figura 2.3), siamo
nel aso della neutral stability ovvero, se spostato dall'equilibrio, il sistema
non si omporta né in modo stabile (torna al punto di partenza) né instabile
(la perturbazione rese all'innito), ma osilla attorno al valore di equilibrio
delle popolazioni (Figura 3.1).
2
Le prede infatti, in assenza di predatori, si sviluppano on un potenziale biologio di
tipo malthussiano.
3
I predatori, in assenza di prede, si estinguono on un potenziale biologio malthussiano.
4
Ciò he è ontenuto nelle parentesi quadre della (3.1) orrisponde al prim'ordine dello
sviluppo, attorno ad un punto di equilibrio, di una vasta lasse di modelli più generali.
5
Nello studio originario di Volterra le speie in questione erano pesi.
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II aso: H∗ = P ∗ = 0.
Contrariamente a quanto appena visto, questa soluzione è instabile
6
(Figura
2.2) in quanto se introduiamo una preda nel sistema he ha raggiunto l'estin-
zione essa si riprodue, aumentandone la popolazione, seondo una resita
malthussiana (Figura 3.1).
Figura 3.1: Ritratto in fase per il sistema Lotka-Volterra. A sinistra gura
`a mano', a destra gura ottenuta mediante integrazione numeria (a = α =
b = β = 1).
In altre parole la dinamia osilla attorno al punto di equilibrio di oesi-
stenza trovato, on massimi e minimi suedentesi per H(t) e P (t) tra loro
sfasati (Figura 3.2).
Figura 3.2: Andamento nel tempo di H(t) e P (t).
6
È faile vedere he in questo aso vale λH = a e λP = −b.
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3.1.1 Il aso 2n-speie
Estendiamo quanto visto nora al aso 2n-speie, ovvero studiamo un sistema
a n-predatori on Pi(t) popolazione dell'i-esima speie (i = 1, 2, . . . , n) e n-
prede on popolazione Hi(t). Le equazioni analoghe alla (3.1) per questo
aso sono 

dHi(t)
dt
=
[
ai −
∑n
j=1 αijPj(t)
]
Hi(t)
dPi(t)
dt
=
[
−bi +
∑n
j=1 βijHj(t)
]
Pi(t)
(3.2)
on tutti i parametri positivi, ome visto in preedenza.
L'equilibrio P ∗i degli n-predatori, oltre alla soluzione banale (instabile) P
∗ =
H
∗ = 0, si trova eguagliando a zero il termine tra parentesi quadre nella prima
riga della (3.2). Il sistema delle n-equazioni lineari assoiate può essere osì
sritto nella forma ompatta
αP∗ = a (3.3)
on α matrie n×n di elementi αij, P∗ e a vettori olonna. Allo stesso modo,
per l'equilibrio H∗i delle prede, vale
βH∗ = b. (3.4)
L'unia restrizione a ui va soggetto il nostro modello è he i oeienti he
ompaiono in (3.3) e (3.4) diano risultati positivi per tutte le popolazioni
all'equilibrio (feasibility ondition).
Come in preedenza, in aordo on (2.10), si ottiene una CM he in questo
aso ha la forma di una matrie a blohi 2n× 2n
A =

 0 −α∗
β∗ 0

 . (3.5)
I due blohi diagonali rappresentano le interazioni all'interno delle singole
speie (per il modello ostruito sono matrii nulle), mentre α∗ e β∗ sono le
matrii n× n on elementi rispettivamente
α∗ij = H
∗
i αij e β
∗
ij = P
∗
i βij .
I 2n autovalori della matrie (3.5) ompaiono in n-oppie iasuna avente la
forma [5, p 45℄
λ1 = ζ + iξ e λ2 = −ζ − iξ.
Ovvero per ogni autovalore on parte reale positiva ne orrisponde uno on
parte reale negativa [15℄ e Appendie I. Di onseguenza o tutti gli autovalori
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hanno parte reale nulla, riadiamo osì nel aso visto in preedenza della
neutral stability (Figura 3.3). Oppure almeno uno ha parte reale positiva e
siamo nell'instabilità (Figura 3.4). Il sistema n-prede e n-predatori dunque al
meglio ha la stesse proprietà di stabilità del orrispondete modello p-P ed in
generale il modello a molte speie è instabile piuttosto he osillante. Anora
una volta i troviamo di fronte ad un aso in ui la omplessità diminuise
la stabilità.
Figura 3.3: Caso 2p-2P, autovalori on parte reale nulla: osillazione nelle
prede. Si noti ome l'ampiezza delle osillazione aumenta rispetto al aso
p-P, inoltre la presenza di due frequenze di osillazione omplia il traiato.
3.2 Modelli a 2n-speie on simmetrie speiali
In questa sezione studiamo due asi del modello Lotka-Volterra a molte speie
on simmetrie speiali he i permettono di fare onsiderazioni analitihe
sugli autovalori della CM. Prima di proedere generalizziamo la forma delle
equazioni rispetto a quanto visto nora.
Possiamo estendere i risultati n qui ottenuti ad una vasta lasse di modelli
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Figura 3.4: Caso 2p-2P, autovalori on parte reale non nulla: osillazione
nelle prede. Si noti ome una speie tende a `sparire' e l'altra ad `esplodere'.
nei quali la dinamia delle S speie interagenti è desritta da equazioni delle
forma
dNi(t)
dt
=
[
Gi(N1, N2, . . . , Nj, . . . , NS)j 6=i
]
Fi(Ni). (3.6)
Ovvero il tasso di resita della i-esima speie non dipende dalle interazioni
all'interno della speie stessa e osì può essere fattorizzato
7
. Assumiamo
inoltre he gli S equilibri (diversi da zero) delle popolazioni si ottengono
risolvendo l'equazione Gi = 0. Si vede failmente he le (3.2) sono un aso
partiolare della più generale (3.6) on F (N) ≡ N e G lineare. Come visto
nel paragrafo preedente, le perturbazioni nella (3.6) onduono al meglio ad
un omportamento puramente osillatorio
8
, ma più in generale l'equilibrio è
instabile ed il sistema tende a sempliarsi, per mezzo dell' `espulsione' delle
speie, al ne di raggiungere la stabilità [15℄.
7
Questa assunzione implia in fatto he gli elementi diagonali della CM siano tutti
nulli: aii = 0.
8
Autovalori della CM on parte reale nulla e dunque giaenti sull'asse dei numeri
immaginari puri.
3.2. MODELLI A 2N-SPECIE CON SIMMETRIE SPECIALI 31
3.2.1 Le equazioni p-P on matrie antisimmetria
Studiamo un aso speiale dell'equazione (3.6) per un sistema ad S speie
interagenti, iasuna on popolazione Ni(t)
dNi(t)
dt
=
[
ai −
S∑
j=1
αijNj(t)
]
Ni(t) (3.7)
nella quale i oeienti di interazione αij sono antisimmetrii, ovvero
αij = −αji
(on elementi nulli sulla diagonale αii = 0). La selta fatta può essere osì
interpretata: se il oeiente αij > 0 la j-esima speie preda la i-esima, se
invee αij < 0 allora la j-esima speie è predata dalla i-esima. La stessa
speie dunque può agire, nelle sue diverse interazioni, sia da preda he da
predatore. Dal punto di vista sio il valore assunto dai oeienti αij può
essere interpretato ome misura dell'eienza dei predatori, mentre la loro
antisimmetria esprime l'idea he i guadagni delle popolazioni dei predatori
sono direttamente proporzionali alle perdite delle prede.
Al solito, eguagliando a zero il termine tra parentesi quadre nella (3.7),
otteniamo il valore di equilibrio N∗i di iasuna popolazione
ai =
S∑
j=1
αijN
∗
j .
Lo studio degli autovalori di questo sistema mette in lue la sua natura
del tutto speiale. Sapendo he una matrie antisimmetria ha autovalori
immaginari puri (Appendie I), possiamo aermare he il sistema (3.7), se
perturbato, segue un andamento puramente osillatorio
9
. Siamo dunque nel
aso della neutral stability in ontrasto on il risultato ottenuto per il sistema
più generale (3.2).
3.2.2 Il modello ompetitivo on matrie simmetria
In questo seondo modello a simmetria speiale, partiolarizziamo l'equazione
(3.7) imponendo i seguenti vinoli: ai > 0 e αij non negativi. Come si vede
questo aso, a dierenza di quelli visti nei paragra preedenti, prevede anhe
9
Sebbene la CM abbia elementi aij = −N∗i αij e non sempliemente −αij , il teorema
vale lo stesso (Appendie I).
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interazioni all'interno della stessa speie: infatti non è espressamente rihiesto
he i oeienti αii siano zero.
Preisiamo ulteriormente il modello proposto assumendo he la matrie α sia
simmetria
αij = αji. (3.8)
MaArtur [16℄ mostra (Appendie II) he la `ompetizione' minimizza la
forma quadratia
Q(t) =
S∑
i,j=1
(
Ni(t)−N∗i
)
αij
(
Nj(t)−N∗j
)
ovvero
dQ(t)
dt
≤ 0. (3.9)
Il risultato è partiolarmente interessante nel aso, he solitamente si realizza,
in ui la matrie α è denita positiva10. In questo aso anhe la quantità Q
è positiva
Q(t) > 0 (3.10)
per tutti i valori delle popolazioni, eetto all'equilibrio he vale zero.
Sopriamo dunque, per la (3.9) e (3.10), he Q è una funzione di Ljapunov 11
per il sistema e, di onseguenza, lo studio della stabilità globale è legittimato
dallo studio della stabilità del sistema linearizzato nei pressi dell'equilibrio.
Notiamo ome l'esistenza di Q(t) garantise la stabilità del sistema anhe per
10
Avendo autovalori neessariamente reali per la sua forma simmetria, basta he siano
tutti positivi.
11
Basti qui solo rihiamare l'enuniato del teorema he formalizza il legame tra presenza
di ostanti del moto e stabilità dei punti di equilibrio di un sistema. Rimandiamo alla
letteratura [6, pp 16-18℄ speia sui sistemi dinamii per l'approfondimento e le relative
dimostrazioni.
Teorema 3.1 (Teorema di Ljapunov). Sia c un punto di equilibrio per il sistema x˙ = f(x)
in D ⊂ Rn. Se in un intorno U0 di c esiste una funzione dierenziabile W : U0 → R
( `funzione di Ljapunov'), he gode delle due seguenti proprietà:
a) W ha un minimo stretto in c, ovvero si ha W(x) >W(c) in U0\{c};
b) la sua derivata di Lie soddisfa la disuguaglianza W˙(x) ≤ 0 in U0;
allora c è punto di equilibrio stabile per tempi positivi. Se poi W soddisfa la ondizione,
più forte di b):
b') W˙(x) < 0 per x ∈ U0\{c}
allora c è asintotiamente stabile per tempi positivi.
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piole rotture della simmetria della CM. Mentre per il sistema p-P studiato
nel paragrafo preedente (3.7) l'antisimmetria è strettamente neessaria per
garantire la stabilità del sistema, qui invee Q(t) rimane omunque minimiz-
zata dalla ompetizione
12
.
Nonostante la rihiesta di avere la matrie dei oeienti di ompetizione de-
nita positiva sia molto stringente, il fatto he i oeienti siano simmetrii
non dà al sistema quella `fragilità' he si veria nel aso antisimmetrio. La
dierenza sostanziale tra i risultati strutturalmente instabili del primo aso
rispetto ai risultati strutturalmente stabili del seondo sta nel fatto he men-
tre in quello si rihiede he tutti gli autovalori della CM stiano `esattamente'
sull'asse immaginario, in questo no.
Un'ultima annotazione: MaArthur [16℄ mostra ome la struttura simme-
tria della matrie porta in sé anhe un'altra onseguenza importante. Nel
passaggio da una matrie simmetria S × S ad una (S + 1)× (S + 1), ovve-
ro aggiungendo una riga ed una olonna alla matrie iniziale, il più piolo
autovalore della matrie aumentata è minore, o al più uguale, di quello della
matrie di partenza
13
. Ovvero, itando MaArthur, quando aggiungiamo
un'ulteriore speie ad una omunità di ompetitori on una matrie α sim-
metria, la stabilità, misurata dall'autovalore più piolo, non può aumentare
e solitamente derese [16, pp 9-10℄.
Al netto di alune preisazioni he si dovrebbero fare
14
, in generale il modello
simmetrio a S-speie non solo è più stabile del modello a (S+1)-speie, ma
in partiolare ogni singola speie, presa isolatamente, è più stabile, ioè ha un
tempo di smorzamento più rapido della perturbazione, di quando interagise
on le altre. Anora una volta i troviamo difronte all'aermazione da ui
siamo partiti: l'aumentare delle speie nel modello porta all'instabilità.
12
Se passiamo infatti dalla (3.8) a αji = αij + εij , dove ε è una quantità piola se
onfrontata ol più piolo autovalore della matrie A, gli autovalori λ(A′) della matrie
A′ = A+ εB dierisono di poo dagli autovalori λ(A) della matrie originale A ma Q(t)
resta invariata.
13
Siano λ1 ≤ λ2 ≤ . . . ≤ λS gli autovalori reali della matrie simmetria α. Se aggiun-
giamo una speie al modello, ovvero una riga ed una olonna alla matrie, gli autovalori
µ1 ≤ µ2 ≤ . . . ≤ µS+1 della matrie aumentata sono tali he µ1 ≤ λ1 ≤ µ2 ≤ λ2 ≤ . . . ≤
λS ≤ µS+1 [17℄. Poihé la veloità di avviinamento ad un equilibrio è più lenta in orri-
spondenza dell'autovalore minore, λ1 diventa, in un erto senso, una misura della stabilità
del sistema: più grande è λ1 e più stabile è il sistema. Ma il più piolo autovalore della
matrie del sistema aumentato è µ1 ≤ λ1 osì he la omunità a (S + 1)-speie non può
essere più stabile di quella di partenza.
14
Riordiamo ad esempio he lo studio del problema agli autovalori è fatto non
sempliemente sugli elementi αij , bensì sugli aij = −N∗i αij .
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Capitolo 4
Criteri di stabilità per eosistemi
omplessi
I risultati illustrati nel preedente apitolo riassumono quello he in lettera-
tura è noto ome il paradosso della stabilità-omplessità [18, p 228℄ o anhe
May's paradox [19, p 65℄. Le soluzioni ottenute da May [5℄, essendo in on-
traddizione on le osservazioni empirihe, sembrano infatti essere `paradossa-
li'. Negli eosistemi reali, ome ad esempio le foreste tropiali, si osserva he
la omplessità e la biodiversità favorisono la `resistenza' alle perturbazioni,
rispetto ad eosistemi più semplii on pohe speie.
Un'ipotesi fondamentale nell'approio di May è he le speie, e quindi la
CM, interagisono in modo ompletamente random e senza alun tipo di
auto-organizzazione. In realtà in molti asi [20℄, [21℄ e [22℄ si osserva he
le reti eologihe reali possiedono delle arhitetture ben denite. In questo
apitolo, on riferimento agli artioli di Allesina [23℄ e [19℄, estendiamo i ri-
sultati di May a questi dierenti tipi di modelli `strutturati'.
Le matrii proposte da May hanno una struttura random dove ogni tipo di
interazione (ad esempio p-P, mutualistia o ompetitiva) avviene on la stes-
sa probabilità (data dalla onnettività della rete) e questo, per sistemi molto
grandi, si tradue in una frequenza di tipi di interazione ssata. Per esempio
nel modello di May le interazioni p-P sono il doppio di quelle mutualistihe o
ompetitive (Tabella 4.1) [23, Supplementary Information (da ora in poi SI)
p 8℄.
Nel nostro studio troveremo dierenze sensibili tra modelli p-P, he tendono
alla stabilità, e modelli mutualistii o ompetitivi, he tendono all'instabi-
lità. Antiipiamo he omunque, inserire questo ingrediente di realismo nel
modello, non risolverà il `paradosso della stabilità', lasiandolo ome un pro-
blema tuttora aperto nella letteratura ontemporanea.
Nel presente apitolo forniremo riteri di stabilità analitii per i tre modelli
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tipo di interazioni segni di aij e aji frequenza
assenza di interazioni (0, 0) (1− C)2
preda-predatore (+,−) o (−,+) C2/2
ompetitive (−,−) C2/4
mutualistihe (+,+) C2/4
Tabella 4.1: Frequenza delle interazioni nelle grandi matrii random.
itati (p-P, mutualistio e ompetitivo sia separati he ombinati) e li usere-
mo per dimostrare he la probabilità di stabilità per un sistema p-P derese
quando si impone al modello una struttura realistia
1
oppure laddove i sia
una larga predominanza di interazioni deboli
2
. Più in generale vederemo o-
me le strutture realistihe e le interazioni deboli modiano la stabilità dei
vari modelli.
Notiamo inne ome questi risultati, ira la stabilità delle reti, sono sta-
ti ottenuti separando il ontributo dell'aspetto strutturale del modello dal
valore delle singole interazioni : reti del tipo p-P, arbitrariamente grandi e
omplesse, sono stabili a patto he le speie siano fortemente aoppiate.
4.1 Studio dei modelli
4.1.1 Modello di May
Riprendiamo qui quanto visto nel apitolo due, illustrando il `paradosso'
della omplessità-stabilità alla lue di aluni teoremi sulla distribuzione degli
autovalori delle matrii random.
Supponiamo he due speie j e i interagisano tra loro on probabilità C
e he il valore dell'interazione sia estratta da una distribuzione tale he aij
prende i valori della variabile asuale X on valor medio E[X ] = 0 e varianza
V ar(X) = σ2. Mentre, on probabilità 1−C, aij sia zero. Risulta osì essere
E[aij ]i 6=j = 0 e V ar(aij)i 6=j = Cσ
2.
Per il momento poniamo a zero i termini sulla diagonale.
In aordo on la Girko's irular law e la sua generalizzazione di Tao et al.
1
realisti food web struture
2
weak interations
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[23, SI p 5℄, per una distribuzione qualsiasi a media zero, varianza limita-
ta e numero delle speie S → ∞, gli autovalori di A sono uniformemente
distribuiti in un erhio di raggio σ
√
SC entrato in (0, 0)(Appendie III).
Introduiamo ora l'eetto prodotto dagli elementi sulla diagonale di A, he
rappresentano le interazioni di una speie on se stessa
3
, ponendoli uguali a
−d: questo sposta il entro del erhio he ora risulta essere (−d, 0) (Figura
4.1). La misura del raggio rimane invariata.
Perhé il sistema sia stabile gli autovalori devono essere interamente ontenu-
ti nel semipiano sinistro, ovvero devono avere parte reale negativa: il raggio
dunque deve essere minore di d. Sriviamo allora la ondizione di stabilità
mettendo in evidenza le quantità rilevanti al ne del nostro studio ovvero
la omplessità della rete (
√
SC) ed il rapporto tra valore dei termini sulla
diagonale e deviazione standard della distribuzione (θ = d/σ). Come detto
il sistema è stabile se l'intero erhio è ontenuto nel semipiano sinistro, ne
onsegue he, per questo tipo di matrii, il riterio di stabilità risulta essere
√
SC <
d
σ
= θ. (4.1)
Notiamo inne ome il risultato ottenuto non dipenda dalla partiolare di-
stribuzione di X selta.
4.1.2 Modello preda-predatore
Nelle reti p-P le interazioni sono aoppiate on segni opposti: laddove aij > 0
allora aji < 0. Di volta in volta, on probabilità C, estraiamo per ogni
oppia (aij , aji)i 6=j il valore dell'interazione dalla distribuzione |X| e −|X|
rispettivamente. Mentre la probabilità he entrambi siano zero è al solito
(1− C). Come nel modello preedente anhe qui risulta essere E[aij ]i 6=j = 0
e V ar(aij)i 6=j = Cσ
2
ma, a dierenza di quanto visto prima
4
, il vinolo sulle
oppie di interazioni fa si he la orrelazione sia negativa, ovvero
5
E[aijaji]i 6=j = −CE2[|X|]. (4.2)
In aordo on il teorema della ellipti law (Appendie III), per S grandi,
gli autovalori della matrie A/(σ
√
SC) sono distribuiti nell'ellisse (x/a)2 +
(y/b)2 ≤ 1 on semiassi a = 1 + τ e b = 1− τ dove
τ = SE
[
aij
σ
√
SC
aji
σ
√
SC
]
=
S
σ2SC
E[aij , aji] = −E
2[|X|]
σ2
. (4.3)
3
self-regulation
4
La orrelazione nel modello `di May' è zero poihé gli elementi della matrie sono tra
loro indipendenti.
5
Dalla denizione di orrelazione, sapendo he in questo aso la media è zero.
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Risalando (ovvero moltipliando la matrie per un fattore σ
√
SC), ottenia-
mo autovalori di A distribuiti in modo uniforme in una ellisse on semiasse
orizzontale e vertiale rispettivamente
a = σ
√
SC
(
1− E
2[|X|]
σ2
)
e b = σ
√
SC
(
1 +
E2[|X|]
σ2
)
.
Come nel aso preedente, per inludere gli eetti delle interazioni sulla dia-
gonale, inseriamo i oeienti aii = −d. Il sistema ora è stabile qualora
a = σ
√
SC
(
1− E2[|X|]
σ2
)
< d he, per omogeneità on quanto ottenuto nel
aso preedente, risriviamo ome
√
SC <
θ(
1− E2[|X|]
σ2
) . (4.4)
I due modelli (`di May' e p-P) non dierisono per la distribuzione da ui i
valori delle oppie sono presi, ma per il tipo di interazione he le lega. Que-
sto spiega la maggiore stabilità del seondo rispetto al primo: aoppiare gli
elementi on segni opposti produe un τ < 0.
La maggior stabilità del modello p-P, rispetto a quello studiato in preeden-
za, può essere ompresa anhe da un'altra prospettiva: gli autovalori hanno
media −d in entrambi i asi (la traia della CM vale infatti sempre −dS),
ma in questo seondo aso la loro varianza, per S grandi, è [24℄
V ar(λ) = (S − 1)E[aijaji]i 6=j = (S − 1)Cτσ2,
dove, nella seonda uguaglianza, abbiamo usato la (4.3). Così mentre nel
aso `di May' la varianza degli autovalori è zero, nel aso p-P è negativa
6
essendo τ < 0. Il valore negativo è dovuto al fatto he la parte immaginaria
degli autovalori è più grande di quella reale (mentre nel aso `di May' le due
varianze si equivalgono). Quanto trovato è in aordo la forma ellittia della
disposizione degli autovalori nel modello p-P e irolare in quello `di May'
(Figura 4.1).
4.1.3 Modello ompetitivo-mutualistio ombinato
Matrii in ui le oppie delle speie interagisono on ugual probabilità in
modo mutualistio o ompetitivo onduono ad una valore di τ he ha la
stessa grandezza trovata nel aso p-P ma on segno opposto essendo ora la
6
La varianza può essere negativa perhé gli autovalori sono omplessi oniugati.
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orrelazione (4.2) positiva. Dal momento he la stabilità è determinata dal
valore negativo di τ , allora l'inversione di segno omporta una resita nel-
l'instabilità.
Le matrii `miste' sono ostruite ome nel aso p-P visto in preedenza, on
la dierenza he prendiamo in modo diverso il segno dei oeienti: on
uguale probabilità estraiamo, di volta in volta, sia dalla distribuzione di |X|
he di −|X| entrambi i valori aij e aji. Questo proedimento garantise he i
due oeienti abbiano lo stesso segno: metà delle speie interagisono mu-
tualistiamente e metà ompetitivamente. Nella matrii `miste' osì ostruite
E[aij ]i 6=j = 0 e V ar(aij)i 6=j = Cσ
2
, ome nel modello `di May' e p-P, ma la
orrelazione diventa ora
E[aijaji]i 6=j = CE
2[|X|]
dove, rispetto al aso p-P, il segno meno è sparito. Seguendo lo stesso pro-
edimento visto in preedenza per il aso p-P [23, Main Text (da qui in poi
MT) p 1℄, nel aso di una ombinazione equiprobabile di interazioni om-
petitive e mutualistihe, gli autovalori sono ontenuti in un'ellisse allungata
orizzontalmente (Figura 4.1) ed il riterio di stabilità diventa
√
SC <
θ(
1 + E
2[|X|]
σ2
) . (4.5)
Anora due annotazioni. Poihé la quantità
E[|X|]
σ
è positiva per qualsia-
si distribuzione di X , i riteri (4.1), (4.4) e (4.5) determinano una preisa
gerarhia nella stabilità dei sistemi studiati: le matrii miste sono le meno
stabili, quelle `di May' sono intermedie e quelle p-P sono le più stabili. Consi-
derazioni basate sia sulla qualitative stability he sulle simulazioni numerihe
sono in aordo on questa gerarhia.
Inoltre in tutti e tre i modelli il valore medio di interazione è zero e i oe-
ienti sono presi dalla stessa distribuzione. Possiamo allora mesolare i valori
delle interazioni osì da trasformare una rete da un tipo ad un altro: le varia-
zioni nella stabilità sono date eslusivamente dalla sistemazione delle oppie
di oeienti. Si ottengono osì riteri di stabilità per tutte le ombinazioni
lineari dei tre asi analizzati.
4.1.4 Modelli ompetitivi e mutualistii separati
Due asi importanti dal punto di vista eologio tuttavia produono una for-
za media di interazione
7
[23, MT p 1℄ diversa a zero. Come sappiamo, le reti
7
mean interation strenght
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Figura 4.1: Distribuzione degli autovalori e orrispondeti proli di stabilità.
mutualistihe le interazioni sono tutte positive, mentre in quelle ompetitive
sono negative. In entrambi i asi tutti gli autovalori, eetto uno detto `som-
ma della riga', sono ontenuti in una ellisse.
Nel aso mutualistio in ui tutte le oppie di interazioni, tratte indipen-
dentemente da una distribuzione di |X| on probabilità C, sono positive, il
riterio di stabilità risulta essere
(S − 1)CE[|X|]
σ
< θ modello mutualistio. (4.6)
Mentre nel aso ompetitivo, nel quale le oppie di interazioni sono tratte
dalla distribuzione di −|X| on probabilità C, il riterio, posto he
B = (1− C)E2[|X|],
è
√
SC
σ
(
σ2 + 2B√
σ2 +B
)
+
CE[|X|]
σ
<
d
σ
= θ modello ompetitivo. (4.7)
In entrambi i asi la stabilità derese rapidamente al resere della om-
plessità e le matrii mutualistihe risultano essere meno stabili della loro
ontroparte ompetitiva. Andiamo ora alla derivazione dettagliata dei riteri
di stabilità (4.6) e (4.7) per i due modelli.
4.1. STUDIO DEI MODELLI 41
a) il problema agli autovalori
Sia A′ una CM mutualistia qualsiasi, ovvero a′ij ≥ 0 ∀i, j, on tutti zero
sulla diagonale. Di onseguenza −A′, essendo −a′ij ≤ 0, è la orrisponden-
te matrie ompetitiva. Per ogni autovalore λ di A′, −λ è l'autovalore di
−A′. Questo signia he gli autovalori delle CM mutualistihe, on entra-
te zero nella diagonale, sono legati ai orrispondenti autovalori delle matrii
ompetitive dalla relazione
λ(A′) = −λ(−A′).
Più in generale, se la CM ha valori −d (on d > 0) sulla diagonale, gli
autovalori sono spostati a sinistra di una quantità pari a d rispetto al aso
d = 0 (Figura 4.2). Così gli autovalori λ della matrie mutualistia A′,
on zero sulla diagonale, diventano adesso λA = λ − d per la matrie A =
A′− dI. Si noti he A è anora mutualistia ed ha valori −d sulla diagonale.
Similmente per il aso ompetitivo vale C = −A′ − dI = −A − 2dI on
autovalori della forma
λC = −λ− d = −λA − 2d,
on λ e λA rispettivamente autovalori di A′ e A.
Sia λA1 l'autovalore della matrie mutualistia A on la parte reale maggiore
e λA2 on parte reale minore. Per il mapping appena visto λ
C
2 = −λA2 − 2d
ha parte reale maggiore tra gli autovalori di C = −A− 2dI. Periò nel aso
mutualistio (Figura 4.2) il sistema è stabile per
λA1 < 0 modello mutualistio,
mentre nel aso ompetitivo (Figura 4.2) il sistema è stabile per
λC2 = −λA2 − 2d < 0 modello ompetitivo.
Pertanto, per trovare i riteri di stabilità dei due asi separati dobbiamo
srivere le espressioni espliite rispettivamente di λA1 e di λ
A
2 .
Supponiamo he A sia una CM mutualistia, on S numero (grande) delle
speie e C onnettività. Generata in modo random on X he segue una
distribuzione statistia tale per ui E[X ] = 0 e V ar(X) = σ2. Per questa
matrie, on aii = −d, vale
E[aij ]i 6=j = CE[|X|],
V ar(aij)i 6=j = E[a
2
ij ]i 6=j−E2[aij ]i 6=j = C(σ2+E2[|X|])−C2E2[|X|] = C
[
σ2+(1−C)E2[|X|]].
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Figura 4.2: Distribuzione degli autovalori per i modelli mutualisto e
ompetitivo separati. Le free indiano l'autovalore detto `somma della riga'.
b) derivazione di λA1 : riterio di stabilità per il modello
mutualistio
Per grandi S, poihé gli aij sono indipendenti ed identiamente distribuiti
dalla |X|, la `somma della riga' è ira ostante
S∑
j=1
aij ≈ −d+ (S − 1)E[aij ]i 6=j = −d + (S − 1)CE[|X|].
Allora λA1 è approssimativamente uguale alla `somma della riga', on auto-
vettore orrispondente 1, poihé
A · 1 =


∑S
j=1 a1j
.
.
.∑S
j=1 aSj

 ≈ [− d+ (S − 1)CE[|X|]] · 1.
La dominanza di λA1 segue dal teorema di Gershgorin [25℄. Così, per S
suientemente grande, otteniamo
λA1 = −d+ (S − 1)CE[|X|]
e di onseguenza il riterio di stabilità (λA1 < 0) per il aso mutualistio
risulta essere
(S − 1)CE[|X|]
σ
<
d
σ
= θ,
seondo quanto indiato in (4.6).
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) derivazione di λA2 : riterio di stabilità per il modello
ompetitivo
Partiamo da un'osservazione sulla variazione degli autovalori di matrii tra-
slate. Data A ome in preedenza, A + dI è non negativa e, per S suien-
temente grande, 1 è autovettore di A+ dI [23, SI p 11℄. A+ dI − g(1 · 1T ),
∀g ∈ R, ha approssimativamente gli stessi autovalori di A + dI eetto he
per l'autovalore dominante: λA1 + d è sostituito da λ
A
1 + d − gS. Posto he
l'aggiunta di gI ad una matrie omporta solo lo spostamento `orizzontale'
degli autovalori, possiamo srivere queste orrispondenze
A+ (d+ g)I → λA1 + d+ g,
A+ (d+ g)I − g(1 · 1T ) → λA1 + d+ g − gS.
Per alolare il valore approssimato di λA2 , he è anhe il valore sotto-dominante
di A (Figura 4.2), erhiamo il entro c ed il raggio r della distribuzione
`sinistra' degli autovalori osì da avere
λA2 = c− r. (4.8)
Il entro c della distribuzione può essere alolato faendo una media su tutti
gli autovalori di A eetto quello dominante λA1
c =
−dS − [− d+ (S − 1)CE[|X|]]
S − 1 = −d − CE[|X|]. (4.9)
Se poniamo g = CE[|X|], allora la distribuzione degli autovalori
N = A+ (d+ g)I − g(1 · 1T )
è entrata in (0, 0) dal momento he ∀i vale Nii = 0.
Il raggio r, della distribuzione degli autovalori di A, è lo stesso del semiasse
orizzontale dell'ellisse per la distribuzioni degli autovalori di N , he hiamia-
mo rN . Ovvero rN = r.
Per la distribuzione dei valori fuori dalla diagonale di N , otteniamo
E[nij ]i 6=j = E[aij − g]i 6=j = E[aij ]i 6=j − CE[|X|] = 0,
V ar(nij)i 6=j = V ar(aij−g)i 6=j = C(σ2+E2[|X|])−C2E2[|X|] = C
[
σ2+(1−C)E2[|X|]],
E[nijnji]i 6=j = C(1− C)E2[|X|].
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Il raggio reale di N , per S grandi, è ira8 (Appendie III)
rN =
√
SV ar(nij)i 6=j
(
1 + ρ
)
=
=
√
SV ar(nij)i 6=j
(
1 +
E[nijnji]i 6=j − E2[nij ]i 6=j√
V ar(nij)i 6=j ·
√
V ar(nij)i 6=j
)
. (4.10)
Così sostituendo in (4.8) l'espressione di c (4.9) e di r (4.10) otteniamo
l'autovalore sotto-dominante
λA2 = c− r = −d − CE[|X|]−
√
SV ar(nij)i 6=j
(
1 +
E[nijnji]i 6=j
V ar(nij)i 6=j
)
.
Da ui otteniamo, posto
B = (1− C)E2[|X|],
il riterio di stabilità (λC2 < 0) per i sistemi ompetitivi
λC2 = −λA2 − 2d =
=
√
S
(
V ar(nij)i 6=j + E[nijnji]i 6=j√
V ar(nij)i 6=j
)
+ CE[|X|]− d =
=
√
S
(
Cσ2 + 2CB√
Cσ2 + CB
)
+ CE[|X|]− d < 0
ovvero √
SC
σ
(
σ2 + 2B√
σ2 +B
)
+
CE[|X|]
σ
<
d
σ
= θ,
ome riportato in (4.7).
4.1.5 Diagonali generalizzate
Finora abbiamo studiato asi in ui i valori lungo la diagonale della matrie
A erano tutti −d. Tuttavia i risultati ottenuti nei modelli `di May', p-P e
ompetitivo-mutualistii aoppiati permangono, anhe al variare dei termini
sulla diagonale, a patto he E[aii] = −d e la varianza V ar(aii) sia piola in
8
Sebbene il lavoro di Sommers et al. [26℄ si limiti a dimostrare il solo aso gaussiano, noi
ipotizziamo he le onlusioni valgano anhe per il aso non-gaussiano. Questa ipotesi è
supportata dal lavoro di Tao et al. [27℄ - dimostra tra l'altro he i risultati ottenuti valgono
anhe per variabili random indipendenti ed identiamente distribuite - e da simulazioni
numerihe fatte al alolatore.
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onfronto alla dimensione della rete. Infatti in questi asi la varianza degli
autovalori, ome già abbiamo visto, può essere sritta ome [24℄
V ar(λ) = V ar(aii) + (S − 1)E[aijaji].
È faile vedere ome, per S grandi, l'eetto di V ar(aii) sia eettivamente
trasurabile, permettendoi osì di rimanere nell'ambito dei riteri derivati
per il aso aii = −d. Si noti inoltre he, se la traia della matrie è positi-
va, il sistema è instabile ma se la traia è negativa la matrie in ui aluni
oeienti sulla diagonale sono positivi può essere stabile.
Le matrii ompetitive e mutualistihe prese separatamente sono più sensibili
alla variazione degli elementi lungo la diagonale: più grande è la V ar(aii), più
bassa è la loro probabilità di stabilità. È partiolarmente faile vedere questo
nel aso mutualistio: poihé tutti i oeienti, eetto quelli sulla diagonale,
sono non-negativi, in aordo on il teorema di Gershgorin [25℄ l'autovalore
dominante è λA1 ≤ maxi(
∑
j aij). Così la variazione di aii, alzando il valore
della sommatoria rispetto al aso aii = −d, ha un eetto destabilizzazione
sul sistema.
4.2 Strutture reali
Dopo aver studiato nel dettaglio i riteri di stabilità per i quattro modelli di si-
stemi eologii (`di May', p-P, mutualistio-ompetitivo aoppiato e separa-
to), vediamo ome la stabilità di aluni di loro è inuenzata dall'introduzione,
nello loro strutture, di aluni elementi `realistii'.
4.2.1 Modello preda-predatore (a asata e a nihia)
Per il sistema p-P vogliamo veriare se è fondata la `redenza' tale per ui,
passando alle realisti food web strutures, la stabilità rese [28℄. In questo
tipo di modello `realistio' le prede hanno olonne positive e righe negative,
vale invee l'opposto per i predatori. Per veriare se questa variazione in-
uenza la stabilità del sistema plottiamo gli autovalori per le reti p-P in ui
le interazioni sono date da modelli a asata
9
e a nihia
10
.
Imponendo al sistema queste strutture realistihe, produiamo autovalori on
una parte reale più grande rispetto al orrispondente aso non-strutturato
(Figura 4.3). Così i modelli a asata e a nihia produono reti he sem-
brano essere meno stabili dei modelli non-strutturati orrispondenti. Con un
9
asade
10
nihe
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eetto maggiore nel modello a nihia: in questo l'imposizione di una rete
realistia fa sparire la stabilità.
Figura 4.3: Distribuzione degli autovalori e proli di stabilità per modelli p-P.
Le ellissi in nero si riferisono al aso non-strutturato. Nel grao sottostante
si noti ome nei modelli strutturati, a dierenza di quello non-strutturato, la
stabilità varia al variare dei valori di C (X) e σ (+).
4.2.2 Modello mutualistio (bipartito e bipartito-nestato)
Passiamo ora a studiare gli eetti delle strutture `realistihe' sulle reti mu-
tualistihe. Molti degli studi fatti [21℄ su questi modelli presentano sistemi
bipartiti : i sono ad esempio due tipi di nodi (piante ed impollinatori) e
le interazioni avvengono eslusivamente tra speie diverse. Inoltre le reti
mutualistihe bipartite tendono ad essere annidate
11
: le interazioni tra gli
speialisti formano un sottoinsieme di quelle dei generalisti. Si ritiene he
l'annidamento generi stabilità [29℄. Disegniamo gli autovalori per questi due
asi (bipartito e bipartito-nestato) e onfrontiamo i risultati on quelli otte-
nuti per il aso mutualistio non-strutturato (Figura 4.4).
11
nested
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Come aermato in preedenza, la stabilità nel aso mutualistio è determi-
nata dall'autovalore detto dalla `somma della riga'. Il aso bipartito porta
ad un valore della `somma della riga' he, per larghi S, è uguale al aso
non-strutturato. Non troviamo osì disrepanza nella stabilità per il aso
bipartito: riarrangiando le interazioni di modo he siano solo tra gruppi,
non si altera dunque il valore di aspettazione dell'autovalore. Invee nel a-
so nestato alune righe e olonne hanno somme più grandi della media (in
orrispondenza di piante ed animali generalisti). Di onseguenza le matrii
nestate sono meno stabili di quelle non-strutturate.
Figura 4.4: Distribuzione degli autovalori per tre tipi diversi di modelli mu-
tualistii: a) non-strutturato, b) bipartito, ) bipartito-nestato. Si noti o-
me in ) la `somma della riga' è di gran lunga maggiore: il modello perde
sensibilmente in stabilità.
4.2.3 Modello mutualistio (interazioni asimmetrihe)
Si è detto [30℄ he interazioni asimmetrihe, nel aso mutualistio, tendono a
stabilizzare il sistema, ovvero se ad un grande aij aoppiamo un aji piolo
la stabilità aumenta. Testiamo dunque l'eetto dell'asimmetria sulla stabili-
tà del sistema ostruendo tre CM mutualistihe A(1), A(2) ed A(3) on grado
resente di asimmetria: dalla meno asimmetria A(1) alla più asimmetria
A(3) [23, SI pp 14 e 16℄.
Poihé la stabilità nei sistemi mutualistii è uniamente determinata, ome
abbiamo visto, dall'autovalore detto `somma della riga', i aspettiamo he la
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stabilità nei tre asi esaminati non ambi visto he, per S suientemente
grande, tale somma è approssimativamente la stessa. Le simulazioni nume-
rihe onfermano questa nostra supposizione (Figura 4.5). Il raggio degli
autovalori delle tre ellissi derese al resere dell'asimmetria del valore degli
elementi
E
[
a
(1)
ij a
(1)
ji
]
i 6=j
> E
[
a
(2)
ij a
(2)
ji
]
i 6=j
> E
[
a
(3)
ij a
(3)
ji
]
i 6=j
,
ma il valore di aspettazione di aij , e dunque il valore della `somma della riga',
rimane pressohé ostante. L'asimmetria modia dunque la dinamia del
sistema ma non la sua stabilità.
Figura 4.5: Distribuzione degli autovalori in modelli mutualistihe on gradi
diversi di asimmetria nelle interazioni. La freia india l'autovalore maggiore
he oinide, approssimativamente, on la `somma della riga'. Si noti ome
nei tre asi il valore sia pressohè uguale.
4.2.4 Osservazione onlusiva
Troviamo risultati dierenti da quelli aspettati [23, SI p 17℄ per il fatto he
nora, nello studio dei sistemi in questione, i si è adati alle simulazioni
fatte dai alolatori [31℄. Al ne di testare la stabilità della rete, un sistema
di equazioni dierenziali veniva parametrizzato e integrato nel tempo. Così
faendo però, di volta in volta, ambiava la rete in esame. Questo metodo
infatti rende diile isolare l'eetto sulla stabilità dovuto alla struttura del
modello, dall'interazione tra la struttura e le diverse forme funzionali spei-
he
12
, la parametrizzazione e le ondizioni iniziali selte nella simulazione.
Qui noi optiamo per un approio diverso: studiamo l'eetto sulla stabilità
12
spei funtional form
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delle aratteristihe strutturali dei sistemi nei quali tutte le altre variabili
(grandezza, onnettività, distribuzione della forza di interazione) restano in-
variate. Ogni rete orrisponde solo ad una omposizione diversa degli stessi
oeienti. In questo modo, per lo studio della stabilità, possiamo isolare il
ontributo delle proprietà strutturali, ome ad esempio la nestatezza, dagli
altri fattori in gioo.
4.3 Le `interazioni deboli'
Finora i siamo oupati degli eetti della struttura delle interazione sulla
stabilità dei sistemi. Abbiamo visto he i risultati, talvolta inaspettati, sono
stati trovati grazie all'uso di test piuttosto `onservativi' per lo studio degli
eetti della struttura sulla stabilità.
In questo paragrafo valutiamo il ruolo dell'intensità della forza di interazione
sulla stabilità del sistema: ome varia in orrispondenza di una distribuzione
qualsiasi dei oeienti?
Generalmente, in ambito eologio, i si riferise a σ ome ad una forza
media di interazione
13
[12℄. Tuttavia σ non fornise informazioni ira le
interazioni deboli
14
(WI) [23, MT p 3℄: possiamo infatti avere la stessa σ per
distribuzioni on forme diverse e osì avere in proporzione diversa interazioni
forti e deboli. Studiamo dunque ome la forma della distribuzione inuenza
la stabilità del sistema a parità di S, C, d, e σ.
Se la distribuzione ontiene molte WI il valore medio atteso è
E[|X|] ≈ 0,
se invee ne ontiene pohe il valore atteso è
E[|X|] ≈ σ.
Vediamo allora ome varia la stabilità dei modelli analizzati al variare di
E[|X|].
• modello `di May'
La diminuzione del valore di aspettazione E[|X|], dovuto all'introdu-
zione nel sistema delle WI, non omporta variazioni alla stabilità nel
modello `di May'. Il riterio di stabilità (4.1) infatti non ontiene questo
fattore.
13
average interation strenght
14
weak interation
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• modello p-P
Nel aso p-P la diminuzione del valore di aspettazione E[|X|] porta alla
deresita della quantità θ
(
1− E2[|X|]
σ2
)
nella (4.4) e, di onseguenza,
all'indebolimento della stabilità del sistema. Contrariamente a quanto
omunemente aermato [32℄, le WI destabilizzano il sistema p-P. L'in-
debolimento delle interazioni, ovvero lo spostamento di E[|X|] verso lo
zero, tende ad avviinare il sistema p-P al modello `di May' equivalente.
• modello mutualistio-ompetitivo aoppiato
Per lo stesso motivo appena visto, le WI tendono a stabilizzare i sistemi
ompetitivo-mutualistii aoppiati. Si veda a questo proposito la (4.5).
Nei due paragra seguenti studiamo la variazione della stabilità per i modelli
p-P e ompetitivo-mutualistio aoppiato, al variare della distribuzione stati-
stia da ui sono prese le interazioni ovvero alla variazione della distribuzione
delle WI.
4.3.1 Distribuzioni normale e uniforme a onfronto
In questo paragrafo onfrontiamo la distribuzione uniforme X ∼ U [−σ√3, σ√3]
on la distribuzione normale X ∼ N (0, σ2).
Per entrambi vale
E[X ] = 0 e V ar(X) = σ2
ma, mentre nel aso uniforme troviamo
E
(U)[|X|] =
√
3
2
σ ≈ 0.866σ,
nel aso normale abbiamo invee
E
(N )[|X|] =
√
2
pi
σ ≈ 0.798σ.
Questo signia he la distribuzione uniforme ondue in media ad interazioni
più forti rispetto alla distribuzione normale. Di onseguenza, eezion fatta
per il modello `di May', l'uso dell'una o dell'altra distribuzione omporta un
eetto notevole sulla variazione della stabilità nei modelli studiati (Tabella
4.2), ome visto in preedenza.
4.3.2 Distribuzione Γ
Studiamo ora il variare della stabilità dei modelli dovuta alla selta di una
distribuzione simmetria per X dove la semi-distribuzione positiva X|X > 0
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modelli distrib. uniforme distrib. normale Γ-distrib.
p-P
√
SC < 4θ
√
SC < pi
(pi−2)
θ ≈ 2.75θ √SC < (k + 1)θ
m- aoppiato
√
SC < 4
7
θ ≈ 0.571θ √SC < pi
(pi+2)
θ ≈ 0.61θ √SC < k+1
2k+1
θ
Tabella 4.2: Variazione della stabilità in base alla selta della distribuzione
nei modelli p-P e ompetitivo-mutualistio aoppiato.
ha la forma Γ
(
k, σ
√
1/(k2 + k)
)
, on k > 0, e la semi-distribuzione negativa
X|X < 0 è la sua simmetria. Per qualsiasi selta arbitraria di k vale anora,
ome nel aso preedente,
E[X ] = 0 e V ar(X) = σ2.
Al variare di k, varia la proporzione di WI all'interno del modello. Infatti,
sapendo he il valore di aspettazione della forza di interazione è
E[|X|] = kσ
√
1
k2 + k
= σ
√
k
k + 1
,
otteniamo
per k grande → E[|X|] ≈ σ → pohe WI
per k piolo → E[|X|] ≈ 0 → molte WI.
Il riterio di stabilità per qualsiasi selta di k è mostrato in Tabella 4.2.
Per il sistema p-P la stabilità aumenta per k grandi (e dunque in presenza di
strong interation) mentre diminuise (approssimandosi al modello `di May')
per k → 0. Vale invee l'opposto per le reti mutualistio-ompetitive ombi-
nate: abbiamo un'alta probabilità di stabilità (
√
SC < θ, ome nel modello
`di May') per k → 0 (in media interazioni più deboli), mentre per k →∞ (in
media interazioni più forti) abbiamo
√
SC < θ/2 e dunque bassa probabilità
di stabilità.
In sintesi possiamo aermare, in aordo on le simulazioni numerihe (Fi-
gura 4.6) [19, SI p 21℄, he le WI, a parità di S, C, d e σ, destabilizzano il
sistema p-P mentre stabilizzano il sistema mutualistio-ompetitivo sia a-
oppiato he isolato. Mentre non hanno eetto sul modello `di May'.
Queste onsiderazioni si estendono ad ogni tipo di distribuzione selta per la
forza di interazione.
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Figura 4.6: Distribuzione degli autovalori per modelli `di May', p-P e
mutualistio-ompetitivo aoppiato per dierenti distribuzioni.
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4.4 Il modello generalizzato Lotka-Volterra
Abbiamo nora visto ome sistemi p-P e mutualistio-ompetitivi aoppia-
ti possono essere stabilizzati ambiando il valore degli elementi fuori della
diagonale e lasiando inalterati quelli lungo la diagonale. Per vedere se è
possibile in pratia fare questo, studiamo il osì detto modello generalizzato
Lotka-Volterra [33℄: un bano di prova molto sfruttato per omprendere il
rapporto stabilità-omplessità.
Partiamo dal sistema
dNi
dt
= ri
(
1− Ni
Ki
)
Ni +
S∑
j=1,j 6=i
αijNiNj (4.11)
dove, per i = 1, 2, . . . , S, al solito Ni è il numero degli individui della i-esima
popolazione al tempo t, ri è il tasso di resita intrinseo, Ki la apaità
portante e gli elementi αij ontengono sia la probabilità di inontro tra le
speie sia l'eetto della j-esima speie sulla i-esima.
Supponiamo he il sistema sia ad un qualhe equilibrio
0 = ri
(
1− N
∗
i
Ki
)
+
S∑
j=1,j 6=i
αijN
∗
j
ovvero
N∗i =
(
ri +
S∑
j=1,j 6=i
αijN
∗
j
)
Ki
ri
on N∗i > 0 per iasuna speie.
All'equilibrio gli elementi della CM per il nostro sistema sono
 aii = ri
(
1− 2N∗i
Ki
)
+
∑S
j=1,j 6=i αijN
∗
j = − riN
∗
i
Ki
aij = N
∗
i αij
.
Verihiamo se possiamo modiare i parametri ri, Ki e αij osì da ambiare
il valore degli elementi fuori dalla diagonale, lasiando inalterata la diago-
nale stessa. Deniamo allora una matrie modiata A′ ome a′ij = piijaij
on piii = 1 e piij > 0 (osì da lasiare inalterati i segni). La matrie Π è
la trasformazione he vogliamo appliare agli elementi fuori della diagonale
del nostro sistema di partenza. Lo sopo he i preggiamo è trovare un
altro modello generalizzato Lotka-Volterra he abbia lo stesso equilibrio del
preedente ma he sia desritto, attorno all'equilibrio, dalla matrie A′.
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Deniamo ome segue il nuovo sistema erato ome
dN˜i
dt
= r′i
(
1− N˜i
K ′i
)
N˜i +
S∑
j=1,j 6=i
α′ijN˜iN˜j, on i = 1, 2, . . . , S. (4.12)
La CM per il nuovo sistema deve essere tale per ui
a′ii = aii (4.13)
a′ij = piijaij (4.14)
N˜∗i = N
∗
i . (4.15)
Posto he il tasso di resita sia
r′i = p¯iiri −
riN
∗
i
Ki
(p¯ii − 1),
la apaità portante
K ′i =
r′i
ri
Ki
e le interazioni tra le speie valgano
α′ij = piijαij,
dove p¯ii è denito ome una media pesata
p¯ii =
∑S
j=1,j 6=i piijαijN
∗
j∑S
j=1,j 6=i αijN
∗
j
,
allora le (4.13), (4.14) e (4.15) sono soddisfatte. Abbiamo infatti
(4.13) aii = − riN
∗
i
Ki
e, per il sistema trasformato, a′ii = − r
′
i
N˜∗
i
K ′
i
= − riN˜∗i
Ki
.
(4.14) aij = N
∗
i αij e, per il sistema trasformato, a
′
ij = N˜
∗
i α
′
ij =
= N˜∗i piijαij .
(4.15) Se questa terza ondizione è soddisfatta, lo sono anhe le altre due. Per
veriare he l'equilibrio rimane inalterato, basta sostituire i valori r′i,
K ′i, α
′
ij e N˜
∗
i = N
∗
i nel sistema di equazioni (4.12) osì da vedere se
eettivamente N˜ ∗ = N ∗ sia un equilibrio anhe per il nuovo sistema.
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Troviamo
dN˜i
dt
∣∣∣∣
N˜=N∗
= N∗i
(
r′i −
r′iN
∗
i
K ′i
+
S∑
j=1,j 6=i
αijpiijN
∗
j
)
= N∗i
(
p¯iiri − p¯ii riN
∗
i
Ki
+
S∑
j=1,j 6=i
αijN
∗
j
∑S
j=1,j 6=i αijpiijN
∗
j∑S
j=1,j 6=i αijN
∗
j
)
= p¯ii
[
ri
(
1− N
∗
i
Ki
)
N∗i +
S∑
j=1,j 6=i
αijN
∗
i N
∗
j
]
= 0.
L'equilibrio per il nuovo sistema è proprio N˜ ∗ = N ∗ e le ondizioni (4.13)-
(4.15) sono dunque soddisfatte.
Questo signia he nel osì detto sistema generalizzato Lotka-Volterra siamo
in grado di ambiare a nostro piaimento la distribuzione degli elementi fuori
dalla diagonale (ovvero variare la stabilità del sistema) senza modiare il
punto di equilibrio (4.15) o gli elementi sulla diagonale della CM.
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Capitolo 5
Conlusioni
5.1 Uno sguardo d'insieme
Nell'ultimo apitolo abbiamo formulato riteri di stabilità per reti in ui le
speie interagisono in modo non strutturato, seondo il modello `di May',
oppure on interazioni strutturate di tipo p-P, mutualistihe e ompetitive.
I riteri trovati determinano una preisa gerarhia nella stabilità dei modelli
in questione: le matrii miste sono le meno stabili, quelle `di May' sono in-
termedie e le p-P sono le più stabili. Un disorso a parte deve essere fatto
per i modelli ompetitivi e mutualistii separati: le matrii mutualistihe
sono meno stabili di quelle ompetitive. Si noti he i risultati ottenuti sono
`universali', non dipendono ioè dai valori speii delle relazioni ma sola-
mente dalla media, dalla varianza e dalla orrelazione della distribuzione da
ui sono tratti.
Il sistema p-P si dierenzia nettamente dagli altri asi. Supponiamo he una
rete sia instabile: il sistema può essere stabilizzato o abbassando C, S o σ
(riduendone ioè la omplessità
1
), oppure alzando la sua auto-interazione
d. Mentre gli altri modelli possono essere stabilizzati anhe modiando la
distribuzione della forza di interazione degli elementi della CM fuori dalla
diagonale e lasiando inalterata la diagonale stessa: la stabilità può essere
raggiunta diminuendo la forza media di interazione E[|X|] (he omunque
può essere interpretata ome una riduzione della omplessità). Al ontra-
rio, nel sistema p-P, le reti possono essere stabilizzate aumentando la forza
delle interazioni E[|X|] e dunque l'aoppiamento tra le prede e i predatori.
I sistemi p-P eludono le onlusioni di May e possono supportare osì reti
eologihe stabili arbitrariamente grandi e omplesse.
1
Questa è la linea seguita dal May: sistemi grandi e fortemente interonnessi tendono
all'instabilità e possono essere stabilizzati attraverso la riduzione della omplessità.
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Inoltre abbiamo visto anhe he weak interation (WI) e realisti struture
possono essere sia stabilizzanti he destabilizzanti, a seonda del tipo di in-
terazione tra le speie del sistema. Nei sistemi p-P strutture realistihe ed
interazioni deboli portano alla perdita della stabilità sebbene nelle atene ali-
mentari presenti in natura, he sembrano persistere nel tempo, le interazioni
deboli sono predominanti. La persistenza di queste reti può essere spiegata
riorrendo all'azione ombinata tra struttura e WI.
5.2 Paradosso della omplessità-stabilità?
Nonostante i risultati ottenuti nel suo lavoro [5℄ sembrano ontraddire le os-
servazioni empirihe, May stesso srive: There in no paradox here [5, p 76℄
riorrendo a due argomentazioni per motivare quanto qui aermato.
In primo luogo sostiene he se è vero he l'aumento della omplessità rende
più instabile un sistema svantaggiandolo, è vero anhe he questo può av-
vantaggiarlo nella misura in ui, per esempio, gli permette di sfruttare più
adeguatamente le risorse he ha a disposizione. Dunque possiamo pensare
he se la omplessità ridue la stabilità, la stabilità favorise la omplessità.
Stando alle parole del May: omplexity and population sability may well be
assoiated, but no asual arrow need point from omplexity to stability. To
the ontrary, if there is a generalizzation, it ould be that stability permits
omplexity (p 76).
In seondo luogo egli aerma he, ome onseguenza dei proessi di selezione
naturale, gli eosistemi reali oupano solo una piola regione dello spazio di
tutti i possibili sistemi. L'adattamento, l'apprendimento e l'evoluzione rap-
presentano meanismi diversi attorno ai quali il sistema si auto-organizza
in modo da massimizzare la sua possibilità di sopravvivenza. In questo sen-
so non è detto he la stabilità dinamia sia la quantità più appropriata per
desrivere la persistenza nel tempo dei sistemi. Infatti molti studi reenti
suggerisono he i sistemi viventi sono posti al punto ritio
2
[34℄, [35℄ e [36℄.
5.3 Ulteriori prospettive di riera
Seguendo anora il lavoro di Allesina [19, pp 69-74℄, onludiamo questa no-
stra tesi indiando tre linee di riera anora aperte he possono ontribuire a
hiarire ulteriormente il rapporto tra stabilità e omplessità negli eosistemi.
2
Non è sopo di questa tesi denire in he senso un sistema vivente può essere ritio
o all'edge della stabilità. Per questi aspetti si rimanda alle referenze itate.
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5.3.1 Dinamihe di non-equilibrio
I metodi adottati sono `pesantemente' ondizionati dalla linerizzazione del
sistema nei pressi di un possibile equilibrio. Ma è risaputo he i sistemi natu-
rali si evolvono in situazioni di non-equilibrio e la stabilità delle popolazioni
è raggiunta attraverso dinamihe omplesse ome i ili limite e gli attrattori
aotii.
Ci hiediamo se gli stessi riteri di stabilità delineati per sistemi all'equili-
brio, valgono anhe per dinamihe di non-equilibrio. Quando un punto di
equilibrio diventa instabile il sistema evolve in modi dierenti: può iniziare
un ilo, spostarsi su un altro attrattore, perdere alune speie o produrre
altri ambiamenti.
Stando alle parole di Allesina, questa `prima sda' può essere osì formulata
in breve: Can we predit the out-of-equilibrium persistene of large eolo-
gial systems using the methods developed for loal stability? Under whih
onditions? [19, p 71℄.
5.3.2 Eetto della distribuzione dell'abbondanza delle
speie
Il sistema generalizzato Lotka-Volterra (4.11), ome abbiamo visto, fornise
una CM partiolarmente semplie da studiare

 aii = N
∗
i
(
ri
Ki
)
= N∗i αii
aij = N
∗
i αij
.
Per questo motivo è stato onsiderato il bano di prova più adatto per testare
la distribuzione dell'abbondanza delle speie sulla stabilità. Questo modello
i mostra he forme partiolari della distribuzione dell'abbondanza ondi-
zionano signiativamente la stabilità del sistema eologio. Ci hiediamo
allora: se la matrie di interazione è una matrie random e gli elementi di
N ∗ sono ampionati da una distribuzione in modo indipendente, qual è lo
spetto degli autovalori di A?
Riorrendo alle parole di Allesina, questa `seonda sda' può essere osì sin-
tetiamente espressa: Can the eigenvalue distribution of CM be studied ana-
lytially? What is the eet of the distribution of N ∗ on stability? [19, p
71℄.
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5.3.3 Struttura della rete
La irular law e la ellipti law valgono se le matrii studiate rappresentano
random network. Ma sappiamo he questo non è iò he osserviamo in natu-
ra: una rete eologia è ben diversa da un random graph (RG). Anzitutto nei
RG troviamo un numero di onnessioni per speie molto onentrato attorno
alla media, mentre nelle food web reali sappiamo non essere osì. In seondo
luogo le food web in natura sono quasi del tutto prive di ili e di periodi,
due aratteristihe atipihe dei RG. Anora i aspettimo he le food web pre-
sentino dei moduli (le speie possono essere divise in sottoinsiemi all'interno
dei quali le onnessioni sono più frequenti). Inne viene naturale pensare he
le speie in natura non interagisono on un numero innito di altre speie,
ma sappiamo invee he le leggi sulla distribuzione degli autovalori di matrii
random rihiedono he SC →∞ per S →∞. Cosa suede se mettiamo un
limite al numero massimo di interazioni tra le speie, ovvero SC → k per
S →∞?
Possiamo osì artiolare questa `terza sda', ome sritto da Allesina [19, pp
73-74℄, in tre sottopunti:
i) Can the irular/ellipti law be extended to the ase of very sparse
matries, for whih, as S →∞, SC → k?.
ii) Cira i gruppi o i luster (speiali o temporali) di speie interagenti i
hiediamo: What is the eet of modules and groups on stability?.
iii) Can we write stability riteria for onsumer-resoure matries who-
se network struture is determinated by a popular model for food web
struture?.
Appendie A
Appendii
A.1 Appendie I
In questa prima appendie riportiamo aluni risultati utili validi in generale
per gli autovalori di matrii speiali [5, pp 193-194℄.
A.1.1 Autovalori di matrii simmetrihe
ed antisimmetrihe
Gli autovalori di una matrie simmetria sono tutti numeri reali ; gli auto-
valori di una matrie antisimmetria sono tutti numeri immaginari puri e
ompaiono in oppie oniugate. Ne segue he una matrie antisimmetria
di ordine dispari ha neessariamente un autovettore uguale a zero ovvero la
matrie è singolare.
A.1.2 Autovalori di U−1AU rispetto ad A
Sia U una matrie non singolare m×m e U−1 la sua inversa. Si dimostra he
se A è una matrie m×m gli autovalori della matrie U−1AU sono identii
a quelli di A.
Dimostrazione. Gli autovalori λ di U−1AU sono dati dell'equazione
det(U−1AU − λI) = det ((U−1)(A− λI)(U)) = 0.
Poihé il determinate del prodotto è il prodotto dei determinanti otteniamo
det(A− λI) = 0.
osì gli autovettori λ sono identii a quelli della matrie A.
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Corollario A.1. Supponiamo he V sia una matrie m×m simmetria non
singolare e A una matrie m ×m simmetria [antisimmetria℄. In generale
la matrie V A non è simmetria [antisimmetria℄. Tuttavia rimane vero he
gli autovalori di V A sono tutti reali [immaginari puri℄.
Dimostrazione. Consideriamo la matrie simmetria V 1/2 il ui quadrato è
V e on inversa V −1/2. Per quanto appena visto, sappiamo he
V 1/2AV 1/2 = (V −1/2)(V A)(V 1/2)
ha gli stessi autovalori di V A. Inoltre se A è simmetria [antisimmetri-
a℄ lo è anhe V 1/2AV 1/2. Di onseguenza gli autovalori di V A sono reali
[immaginari℄.
Ci siamo serviti del presente risultato nel paragrafo 3.2.1 laddove V era
la matrie diagonale on i valori delle popolazioni vij = Niδij .
A.1.3 Condizioni neessarie per la stabilità
Abbiamo visto he la ondizione neessaria e suiente anhé un sistema
sia stabile è he i suoi autovalori giaiano sul semipiano sinistro del piano
dei omplessi (ovvero abbiano parte reale minore di zero).
Più in generale, per una matrie A m×m di elementi aij , possiamo aermare
he la somma dei suoi autovalori vale
somma degli autovalori =
m∑
i=1
aii ≡ tr(A),
ed il loro prodotto
prodotto degli autovalori = det(A).
Così una ondizione (neessaria ma non suiente) he è soddisfatta in aso
di autovalori tutti on parte reale negativa è
tr(A) < 0.
Nel aso speiale in ui valga tr(A) = 0, o almeno un autovalore giae sul
semipiano destro (il sistema è instabile) oppure tutti gli autovalori sono nu-
meri immaginari puri (aso della neutral stability).
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A.2 Appendie II
In questa seonda appendie proviamo he, per sistemi ompetitivi (3.7)
simmetrii (3.8), data la forma quadratia
Q(t) =
S∑
i,j=1
(
Ni(t)−N∗i
)
αij
(
Nj(t)−N∗j
)
(A.1)
vale:
dQ(t)
dt
≤ 0. (A.2)
Infatti dierenziando la (A.1) otteniamo
dQ(t)
dt
=
S∑
i,j=1
[
dNi
dt
αijNj +Niαij
dNj
dt
− dNi
dt
αijN
∗
j −N∗i αij
dNj
dt
]
.
Faendo uso dell'equazione (3.7) e della relazione (3.8) otteniamo
dQ(t)
dt
=
S∑
i,j=1
[
Ni
(∑
k
αikN
∗
k
)
αijNj −Ni
(∑
k
αikNk
)
αijNj +
+ NiαijNj
(∑
k
αjkN
∗
k
)
−NiαijNj
(∑
k
αjkNk
)
−
− Ni
(∑
k
αikN
∗
k
)
αijN
∗
j +Ni
(∑
k
αikNk
)
αijN
∗
j −
− N∗i αijNj
(∑
k
αjkN
∗
k
)
+N∗i αijNj
(∑
k
αjkNk
)]
=
= −
∑
i,j,k
[
Niαik
(
Nk −N∗k
)
αij
(
Nj −N∗j
)
+
+
(
Ni −N∗i
)
αijNjαjk
(
Nk −N∗k
)]
. (A.3)
Sfruttando la (3.8), possiamo risrivere quanto ottenuto in forma ompatta
dQ(t)
dt
= −2
S∑
i=1
Ni(t)
[
Ji(t)
]2
(A.4)
dove abbiamo denito
Ji(t) =
S∑
k=1
αik
(
Nk(t)−N∗k
)
.
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Poihé il valore delle popolazioni Ni non può essere negativo e la quantità
tra parentesi quadre nella (A.4) è elevata al quadrato, allora vale la (A.2).
L'uguaglianza (dQ/dt = 0) si ottiene se, e solo se, tutti i Ji sono zero ovvero
al punto di equilibrio dove le popolazioni hanno valore N∗i .
A.3 Appendie III
A.3.1 Cirular law e stabilità
L'analogo della legge formulata da Wigner [37℄ detta semiirle law, sulla
distribuzione degli autovalori delle matrii simmetrihe, per le matrii non-
simmetrihe è detta irular law. Tra le molte formulazioni, segliamo quella
proposta da Tao et al. in un lavoro del 2010 [27℄.
Teorema A.1 (Cirular law). Sia M una matrie S × S, le ui entrate
sono variabili random indipendenti e identiamente distribuite on media
zero e varianza uno. Allora l'insieme degli autovalori di M/
√
S onverge
alla distribuzione sul diso unitario per S →∞.
Si noti he l'enuniato del teorema non speia il tipo di distribuzione
da ui i oeienti sono presi: si rihiede solo he sia a media zero e abbia
varianza uno. Per una proprietà del teorema he va sotto il nome di uni-
versalità, qualsiasi sia la distribuzione selta, per S suientemente grande,
la distribuzione degli autovalori della matrie risalata M/
√
S, onverge in
ogni aso ad un diso uniforme di raggio unitario
1
.
La Figura A.1 riporta aluni esempi numerii del teorema enuniato: essa
mostra la disposizione degli autovalori di una matrie 1000 × 1000 i ui in-
gressi sono ampionati rispettivamente da una distribuzione normale N (0, 1)
e da una uniforme U [−√3,√3] iasuna on media zero e varianza uno. I
grai (a) e (b) riportati in gura mostrano ome in entrambi i asi gli au-
tovalori di M/
√
S sono distribuiti in un erhio di raggio unitario nel piano
omplesso.
Dunque per S suientemente grande, tutti gli autovalori di M sono ap-
prossimativamente distribuiti in un diso nel piano omplesso entrato in
(0, 0) e di raggio rx =
√
S. Così, se deniamo λ1 l'autovalore massimo della
distribuzione, risulta essere
Re[λ1] ≈
√
S.
1
Non si trasuri il fatto he la irular law desrive il omportamento solo del bulk degli
autovalori della matrie risalata M/
√
S nel limite S → ∞. Dato he ogni autovalore
ontribuise solo per l'1/S alla densità (quantità he diviene trasurabile per S → ∞)
della distribuzione, il fatto he si risontri una onvergenza del bulk al diso unitario non
signia neessariamente he tutti gli autovalori siano ontenuti al suo interno.
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Figura A.1: Cirular law. In (a) e (b) sono riportati, nel piano omplesso,
gli autovalori della matrie M/
√
S rispettivamente per la distribuzione nor-
male N (0, 1) e per quella uniforme U [−√3,√3]. In () e (d) riportiamo gli
autovalori della matrie M/
√
SC, ol valore di C riportato in gura, per le
stesse due distribuzioni. In (e) e (f) sono stati inseriti i valori sulla digonale
della matrie d = 10 e d = 5 rispettivamente.
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I risultati trovati dal May [5℄ si ottengono rilassando le ondizioni espresse
dal teorema sopra enuniato.
(i) Se la varianza delle entrate indipendenti ed identiamente distribuite
è σ2 > 0 e non uno, ome rihiesto dal teorema, possiamo risalare la
matrie - dividendo iasuna entrata per σ - in modo da rionduri al
aso di varianza unitaria. La irular law in questo ontesto porta, per
S suientemente grande, ad una stima di
Re[λ1] ≈ σ
√
S.
La varianza delle entrate, V = V ar(mij) = σ
2
, agise ome un fattore
di sala per il diso formato dagli autovalori di M : omparato on il
aso in ui la varianza è uno, il raggio ora è moltipliato per il fattore√
V = σ.
(ii) Il seondo passo prende le mosse dalla onsiderazione he un sistema
eologio ha generalmente un numero di onnessioni molto basso. La
maggior parte dei oeienti nella CM sono dunque zero e solo un pi-
olo numero è diverso da zero. L'universalità della irular law, il fatto
ioè he non dipenda dalla speia distribuzione selta, i permette
di arontare questo aspetto: possiamo pensare he le entrate della CM
siano zero on probabilità 1−C e, on probabilità C, siano ampionate
da una qualsiasi distribuzione a media zero e varianza σ2.
Mentre la media deglimij rimane inalterata, essendo anora zero, la va-
rianza diventa invee Cσ2. Seondo quanto aermato nel punto pree-
dente, le entrate della matrieM/
√
Cσ2 hanno anora varianza unitaria
e osì il raggio del diso (Figura A.1(-f)) risulta ora essere
Re[λ1] ≈ σ
√
SC.
(iii) Da ultimo onsideriamo la dipendenza degli autovalori dagli elementi
sulla diagonale diM . Sappiamo he questi elementi riguardano l'eetto
della singola popolazione su se stessa. Sappiamo inoltre he valori nega-
tivi portano all'auto-regolazione all'interno della stessa speie. Poihé
la diagonale di una matrie determina la media dei suoi autovalori,
ovvero
Tr(M) =
S∑
i=1
mii =
S∑
i=1
λi,
allora gli autovalori hanno lo stesso valor medio degli elementi sulla dia-
gonale he, nel nostro aso, denotiamo on −d. Se nel aso proposto
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da May d = 1, per la irular law, visto he gli elementi sulla diagonale
sono tratti dalla stessa distribuzione di tutti gli altri, la loro media è
zero.
Failmente si prova he la sottrazione di una quantità ostante dagli
elementi sulla diagonale omporta lo spostamento della distribuzione
degli autovalori della quantità sottratta. Si prenda una matrie A: i
suoi autovalori possono essere ottenuti dalla soluzione per λ dell'equa-
zione det(λI−A) = 0. Denotiamo dunque gli autovalori di A on λ(A)i .
Prendiamo ora la matrie B = A− dI, ioè una matrie identia ad A
ma on elementi sulla diagonale bii = aii − d. Gli autovalori di questa
matrie si ottengono da
det(λI −B) = det(λI − A+ dI) = det
[
(λ+ d)I − A
]
= 0.
Da ui λ
(A)
i = λ
(B)
i + d ovvero λ
(B)
i = λ
(A)
i − d: gli autovalori di B
sono dunque uguali a quelli di A, spostati di −d. La forma della di-
stribuzione degli autovalori dunque non ambia: essa è solo traslata
orizzontalmente.
Abbiamo studiato la irular law per il aso in ui tutte le entrate del-
la matrie, omprese quelle sulla diagonale, sono ampionate da una
stessa distribuzione. Dimostrazioni numerihe attestano he anhe se
prendessimo gli elementi della diagonale da una distribuzione diversa
da quella degli altri elementi, on media zero e varianza σ2d < ∞, il
risultato qualitativamente non ambia: nel limite S → ∞ la irular
law è rispettata.
Abbiamo osì trovato il risultato ottenuto dal May [5, p 65℄. Data una CM
i ui oeienti fuori dalla diagonale sono zero on probabilità 1 − C e on
probabilità C sono ampionati da una distribuzione a media zero e varianza
σ2, essendo −d i termini sulla diagonale, allora, per S grande, gli autovalori
sono uniformemente distribuiti in un diso entrato in −d e di raggio σ√SC.
La stabilità del sistema si ottiene se l'autovalore più grande ha parte reale
negativa ovvero
Re[λ1] ≈ σ
√
SC − d < 0 → σ
√
SC < d.
Vogliamo ora studiare l'eetto prodotto sulla disposizione degli autovalori
se la media della distribuzione degli elementi non diagonali della matrie è
diversa da zero. Questo aso è partiolarmente importante in natura visto
he l'eetto di una speie su un'altra generalmente non è uguale al suo rei-
proo. Studiamo dunque il aso in ui gli elementi fuori dalla diagonale sono
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ampionati on probabilità C da una distribuzione a media µ e varianza σ2,
e zero altrimenti. Periò
E = E[mij ] = Cµ.
Le entrate sulla diagonale, al solito, valgono −d. Notiamo ome una matrie
he ha la somma delle righe ostanti ammette autovettore 1 e ome autovalore
orrispondente la somma degli elementi di riga. Se M è una matrie random,
on entrate fuori dalla diagonale indipendenti ed identiamente distribuite e
on entrate sulla diagonale identihe, sebbene le somme delle righe non siano
ostanti hanno omunque ugual valore di aspettazione
E
[∑
j
mij
]
= −d+ (S − 1)E[mij ] = −d+ (S − 1)E (A.5)
per ogni i. In aordo on la legge dei grandi numeri, quando M è grande,
la media delle righe tende ad essere la stessa. Così, per S suientemente
grande, uno degli autovalori di M sarà viino al valore di aspettazione della
`somma della riga' dato dalla (A.5). Gli altri (S−1) autovalori, ome si vede
anhe dalle simulazioni numerihe, sono anora uniformemente distribuiti sul
diso.
Un diso tuttavia he ora è leggermente spostato per il fatto he la media dei
valori sulla diagonale è anora −d. Per trovare il nuovo entro, dato dalla
media degli S − 1 valori, basta sottrarre −d + (S − 1)E dalla somma totale
degli autovalori he è −dS e dividere per S−1. Ciò signia he l'autovalore
più `a destra' è olloato approssimativamente in −(d + E) + √SV dove
−(d + E) è il entro del diso e √SV il raggio stimato. Dobbiamo inoltre
rialolare la varianza dei valori diM fuori dalla diagonale he risulta essere2
V = V ar(mij) = E[m
2
ij ]−E2 = C(σ2 + µ2)− C2µ2 = C
[
σ2 + (1− C)µ2
]
.
Possiamo ora stimare il valore di Re[λ1] per il aso di distribuzione on me-
dia diversa da zero, sempre he S sia suientemente grande:
I aso: µ < 0 (in questo aso −d+ (S − 1)E < 0 poihé E < 0).
L'autovalore di M più `a destra' orrisponde al punto più a destra del diso
(Figura A.2(a)). In questo aso abbiamo he l'autovalore massimo vale
Re[λ1] ≈ −d− E +
√
SV .
II aso: µ > 0.
Possiamo avere due situazioni:
2
Sia E[X ] = µ e V ar(X) = σ2 allora abbiamo E[X2] = E
[
(X + µ− µ)2] = E[(X −
µ)2] + 2µE[X − µ] + E[µ2] = σ2 + µ2.
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Figura A.2: Distribuzione degli autovalori di M matrie 1000 × 1000 le ui
entrate sono zero on probabilità 1−C e on probabilità C sono ampionate
da una distribuzione normale on media µ e varianza σ2. I tre asi fanno
riferimento a tre valori di µ diversi: in (a) e (b) appaiono gli autovalori detti
`somma della riga'. In () invee ade dentro al diso. Si noti ome il entro
del diso sia leggermente spostato dallo zero per il fatto he µ 6= 0.
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(i) o la `somma della riga' è grande abbastanza da mandare un autovalore a
destra del diso (Figura A.2(b)), e in questo aso l'autovalore maggiore
è
Re[λ1] ≈ −d+ (S − 1)E,
(ii) oppure ade anh'essa all'interno del diso (Figura A.2()), ed in questo
aso l'autovalore maggiore è
Re[λ1] ≈ −d− E +
√
SV .
Conludiamo risrivendo in forma ompatta il riterio di stabilità he tenga
onto di tutti e tre i asi possibili
max
{√
SV − E, (S − 1)E
}
=
= max
{√
SC
[
σ2 + (1− C)µ2
]
− Cµ, (S − 1)Cµ
}
< d.
A.3.2 Ellipti law e stabilità
Nelle matrii trattate nora gli elementi sopra e sotto la diagonale sono in-
dipendenti ed identiamente distribuiti. Ma, ome abbiamo visto, nelle rela-
zioni eologihe spesso le interazioni tra le speie sono aoppiate: possono
essere, per itare le più omuni, di tipo p-P oppure mutualistihe o ompeti-
tive.
In tutti questi asi, e nelle loro ombinazioni, l'elemento di matrie mij non
è più indipendente dall'elemento mji. Prendiamo ad esempio il aso p-P:
per ogni mij < 0, he rappresenta l'eetto `negativo' del j-esimo predatore
sull'i-esima preda, i aspettiamo un mji > 0 he desriva l'eetto `positivo'
della i-esima preda sul j-esimo predatore. Per modellizzare la dinamia del-
le popolazioni sarà dunque importante ampionare gli elementi della CM a
oppie. Questo ondue alla formulazione dell'ellipti law [19℄, la generaliz-
zazione della irular law al aso in ui i oeienti (presi a oppie) sono
ampionati da una distribuzione bivariata
3
.
Teorema A.2 (Ellipti law). Sia M una matrie S × S i ui oeienti
fuori dalla diagonale sono selti a oppie indipendenti da una distribuzione
3
Date due variabili aleatorieX e Y , denite sullo stesso spazio di probabilità, si denise
distribuzione ongiunta la distribuzione di probabilità assoiata al vettore (X,Y ). Nel aso
di due sole variabili, si parla di distribuzione bivariata, mentre nel aso di più variabili si
parla di distribuzione multivariata.
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bivariata maginale
4
on media zero, varianza uno e orrelazione E[mijmji] =
ρ. Allora, per S → ∞, la distribuzione degli autovalori di M/√S onverge
ad una distribuzione uniforme su un ellisse entrata in (0, 0) on semiasse
orizzontale di lunghezza 1 + ρ e on semiasse vertiale di lunghezza 1− ρ.
Figura A.3: Ellipti law. In (a) autovalori di M , matrie 1000× 1000, on
zero sulla diagonale e oeienti (mij , mji) fuori dalla diagonale ampionati
dalla distribuzione bivariata normale. In (b) ome (a) ma, per ogni oppia
di oeienti, uno è ampionato dalla distribuzione seminormale positiva
|N (0, 1)| e l'altro da quella negativa. In () ome in (a) e (b)ma i oeienti
di iasuna oppia sono presi l'uno dalla distribuzione uniforme U [0, 2x] e
l'altro da U [−y − x, y − x].
4
La distribuzione marginale di un sottoinsieme di una ollezione di variabili asuali è
la distribuzione di probabilità delle variabili ontenute nel sottoinsieme.
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La Figura A.3(a) ne dà un'illustrazione. Proprio ome la irular law,
anhe la ellipti law può essere generalizzata tenendo onto di 1) matrii
parzialmente onnesse, 2) elementi sulla diagonale diversi da zero, 3) elementi
fuori dalla diagonale presi da una distribuzione (bivariata marginale) on
media diversa da zero e 4) matrii on elementi −d sulla diagonale.
Supponiamo ad esempio di porre gli elementi delle oppie (mij , mji)i 6=j on
probabilità (1 − C) uguali a (0, 0) e on probabilità C ampionati da una
distribuzione bivariata on media µ e matrie di ovarianza Σ
µ =

 µ
µ

 , Σ =

 σ2 ρ˜σ2
ρ˜σ2 σ2

 .
Gli elementi sulla diagonale sono posti uguali a −d. Come prima siamo alla
riera di due autovalori: uno dato dalla `somma della riga' e uno he è il
valore più `a destra' dell'ellisse. A questo ne aloliamo i valori statistii
rilevanti per gli elementi fuori dalla diagonale:
la media
E = E[mij ] = Cµ,
la varianza
V = V ar(mij) = C
[
σ2 + (1− C)µ2
]
,
e la orrelazione per i oeienti fuori dalla diagonale
ρ =
E[mijmji]− E2[mij ]
V ar(mij)
=
ρ˜σ2 + (1− C)µ2
σ2 + (1− C)µ2 .
Poihé è ugualmente probabile he iasun elemento fuori dalla diagonale
provenga da un omponente qualsiasi della distribuzione bivariata, allora il
valore della `somma della riga' atteso è, ome nel aso della irular law,
−d + (S − 1)E in aordo on la (A.5). Proedendo ome nel paragrafo
preedente, troviamo he l'ellisse è entrata in −(d + E) ed ha semiasse
orizzontale
√
SV (1+ρ). Servendosi di questa notazione il riterio di stabilità
diventa [38℄
max
{√
SV (1 + ρ)− E, (S − 1)E
}
< d.
Nelle appliazioni della ellipti law, di ui i oupiamo nel quarto apitolo
del presente lavoro, mostriamo ome, modellizzando una atena alimentare
in ui gli elementi non-zero hanno segno opposto (−+), la orrelazione nega-
tiva (ρ < 0) omporta la stabilizzazione del sistema. Per esempio in Figura
A.3(b) si vede la distribuzione degli autovalori di una matrie in ui, per
ogni oppia di elementi diversa da zero, un oeiente è preso da una semi-
distribuzione normale positiva |N (0, 1)| e l'altro da una negativa −|N (0, 1)|.
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Dato he E = 0, V = 1 e ρ = −2/pi, il segno degli elementi aoppiati
produe una orrelazione negativa he stabilizza il sistema. Inoltre per la
proprietà di `universalità' ogni distribuzione bivariata on la stessa matrie
di ovarianza ondue allo stesso risultato, ome illustrato negli esempi di
Figura A.3.
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