Abstract. An appropriate combination of symbolic and numeric solvers often makes it possible to solve problems that none of these solvers can tackle alone. In this paper, we specify a cooperative architecture which allows using concurrently heterogeneous solvers when handling constraints over the reals. This architecture is based upon agents that communicate via asynchronous message passing. Agents are synchronized when a failure or a success occurs. Disjunctive constraints are handled by backtracking. Operational semantics and terminating conditions of such systems are discussed. Implementation issues are addressed. We end the presentation by several examples and give some computational results from a rst prototype.
Introduction

Motivation
Many industrial applications can be modeled by a set of constraints de ned over the reals (e.g., nancial applications, thermal ow problems, electro-mechanical engineering problems). These systems of constraints are usually non-linear or even non-polynomial, and therefore they cannot be tackled by existing constraints solvers: CLP languages JM94] require the constraints to be linear, computer algebra systems GCL91] cannot solve systems of non-polynomial equations and inequalities 1 , numeric solving techniques |such as interval propagation Ben95]| allow one to narrow the domains of the variables for any system of constraints over the reals but in the general case they can neither compute the range of values of the variables nor detect whether a system of constraints is inconsistent or not 2 .
However, a careful examination of the particular applications often shows that an appropriate combination of symbolic and numerical techniques allows one to compute the solutions expected by the end user. For instance, let S1 be the following system of constraints: x 2 ? y 2 = 0 (1) x + y < 25 (2) x + y > 0
?100 x 100
Neither a solver based on the simplex algorithm, nor a solver based on the Groebner basis algorithm can solve the whole system. Interval propagation techniques |like the 3-Bconsistency 
Then, the simplex algorithm trivially detects the inconsistency of f2; 3; 4; 6g and it can compute from f2; 3; 4; 5g the upper and lower bounds of x and y, i.e., it will determine that x and y are inside the interval 0;
25 2 ].
Aims of the paper and related work
To provide support for the automatic sequencing of di erent constraint solvers, we have proposed an approach to solve systems of constraints over real numbers based on cooperation between solvers MR94, Rue95]. The basic ideas of our approach are :
{ To allow such a cooperation, the system of constraints is split into di erent subsets of constraints according to the capabilities of the available solvers;
{ Each solver manages its own constraint store 3 and has its own solving strategies. The architecture of our system is based upon the concept of agents Hew77, Agh86] that communicate via asynchronous message passing. Messages propagate failures as well as new derived constraints.
Our model is inspired from works on Concurrent Constraint Logic Programming languages (cc) which are based on communication and synchronization by Ask and Tell messages (e.g., Sar93, MRS94] ). The originality of our approach lays in our objective to mix heterogeneous solvers to tackle systems of constraints over the reals whereas previously mentioned works aim at giving a general framework for processing constraints concurrently with homogeneous solvers. In our model, nondeterminism is handled by backtracking and synchronization of all solvers is done after each successful or failing resolution, while in most cc systems the agents are duplicated. Of course, when a choice point occurs one could also consider processing the various alternatives concurrently. From an operational point of view, this solution is nevertheless unrealistic due to the resources that the solvers require and the huge amount of disjunctive constraints that may appear in numerous cases.
The focus of this paper is on the e ective implementation of a cooperative constraint system aimed at solving constraints over the reals. In a rst step we detail the communication process when several non-deterministic solvers are involved in the cooperation. An operational prototype |based on existing solvers such as PrologIII, MapleV and Interlog | is introduced. In a second step, we provide some guidelines for the extension of our system, and show how new solvers can be integrated.
Nelson and Oppen NO79] rst proposed a method for combining decision procedures for several theories into a single decision procedure. In their system, each satis ability procedure deduces and propagates to the other satis ability procedures all equalities between variables entailed by the conjunction it is considering. The equalities propagation procedure is based upon an algorithm which sequentially applies the di erent solvers and which handles successively the choices points (i.e., the disjunctions).
Cooperative problem solving has also been investigated in the eld of arti cial intelligence. For instance, in DLC89] the authors study how a loosely coupled network of problem solvers can work together to solve problems that are beyond their individual capabilities. In their approach, cooperative nodes can use local expertise, resources, and information to individually solve di erent sub-parts of an overall problem. However, their focus is on very general issues (e.g., cognitive modeling of negotiation) and no formalization of the resolution process is proposed. More recently, Khedro and Genesereth KG94] have modeled multi-agent cooperation as a distributed constraint satisfaction problem. Agents independently solve distributed sets of constraints de ned over distributed sets of objects. Their architecture is also based upon a negotiation strategy which aims at minimizing backtracking.
Colmerauer Col92] has proposed a \naive and incomplete algorithm" for solving systems of non-linear constraints. The initial system of constraints S is split into two subsystems, a linear one and a non-linear one which only contains constraints of the form z = x y, where x and y are variables. The algorithm repeatedly applies the following actions:
1. Solving the linear part of S, 2. Considering the equations x = constant that are entailed by the linear part of S and replacing each variable x by constant in the right hand sides of non-linear equations. This algorithm is implemented in PrologIII by using delay mechanisms. In the same spirit, a more elaborated coupling of a quadratic and a linear solver has recently been implemented in QUAD-CLP(R) PB94].
Quite recently, Hoon Hong Hon94] has proposed a scheme for the design of a cooperative constraint solver. He suggests repeatedly applying each sub-solver until no change occurs. His paper is devoted to the study of con uence of such algorithms but does not explicitly address the problem of communication between the sub-solvers.
In a forthcoming paper, Beringer and De Backer BB95] propose a tight coupling between two deterministic solvers: a domain reduction solver and a real linear solver. The domain reduction solver signals each bound it has inferred for variables which are also included in some real linear constraints, while the linear solver sends to the domain reduction solver the values of shared variables as soon as they are xed. To implement e ciently the cooperation, the authors have designed a speci c domain reduction algorithm and a \'revised" simplex algorithm. Since their goal is the design of a new language (i.e., ICE), the emphasis is rather on the integration of the algorithms than on the cooperation between distinct solvers.
Layout of the paper
Section 2 recalls the main points of our general scheme for (heterogeneous) cooperating solvers on reals. Agents and messages are formally de ned. The operational semantics and terminating conditions are studied in section 3. Section 4 is devoted to the de nition of the message handling process. The architecture of an operational prototype is introduced in section 5. In section 6, several examples are provided to illustrate the capabilities of our system, and some computational results from a rst prototype are given.
2 A general scheme for cooperation between solvers on reals 2.1 Overall Architecture
In our system, a solver is encapsulated in an agent, i.e., a process endowed with some solving capabilities and its own data (\local store"). An interface module |in charge of the communication| is associated with each agent. Interface modules go beyond simple data transcoding and store management: they analyze the messages and they can schedule the work of the solver according to some heuristics. For instance, they can select the message to be processed according to the \ rst fail" heuristic when the \composition" of all available messages is commutative.
The resolution process starts by a decomposition of the initial system of constraints and by sending subsets of constraints to the solvers (according to their capabilities). Each agent tells the other ones about its relevant results (e.g., instantiations or simpli cations). Of course, results sent back by a solver should neither be equivalent to the constraints it has just received, nor be deductible from the previous value of its local store. A terminal state is a state where each solver has processed all its messages. The termination of the resolution can be guaranteed if the resolution process of each solver halts, and if the propagated constraints do not contain any new variables.
Agents do not communicate directly one with each other. Instead they only communicate |by means of messages| with a speci c agent called the monitor which supervises the resolution. The monitor is in charge of the decomposition of the initial system of constraints and of the detection of a terminal state. It also collects the messages sent by the solver agents and forwards constraints only to the agents able to process them. This way of processing the messages has been chosen instead of a \broadcasting" mode to simplify the processing of disjunctive constraints. Indeed, the resolution of non-linear constraints is always likely to generate disjunctive constraints which lead to the de nition of choice points. When a solver retrieves disjunctive constraints, the monitor agent asks the solver agents to generate choice points. Conceptually, making a choice point corresponds to a copying of the current value of the local store. The successive values of the local store are stacked 4 up at the level of each solver. The di erent disjuncts of such constraints will be sequentially processed. One should note that the management of the disjunctive constraints at the monitor level entails that the messages sent to the solvers can only carry conjunctions of elementary constraints.
The result of a successful resolution corresponds to the conjunction of the constraints held in all the local stores. The degree of consistency of this result is the strongest consistency degree guaranteed by the solvers that work on the whole set of constraints. For instance, if the resolution of a constraints system involves a solver based on the simplex algorithm and a solver based on interval propagation, and if the resolution succeeds, one can only conclude that if the initial system has solutions, the values of the non-instantiated variables are inside of the computed intervals. Of course, if no solver works on the whole set of constraints, nothing can be said about the degree of consistency of the result. This corresponds to the situation where no solver works on the whole set of constraints.
When a failure occurs, all the solvers should backtrack and restore the appropriate local store and messages. However, as the messages are processed concurrently, all solvers have not necessarily generated the same choice points when a failure occurs. Thus, a systematic backtrack to the last choice point would lead to a non-coherent con guration and message interleaving problems. To avoid such problems, backtracking has to be based on labeling of messages and local stores, while the restoration of already processed messages must be achieved at the level of the monitor.
The relationships between the di erent components of a cooperating constraints system are sketched in gure 1. As shown, we assume that there is an additional agent |named user interface| which communicates with the end user. This agent is in charge of sending the initial set of constraints to the monitor and it displays the results according to information provided both by the monitor and the local stores of the solvers. 
Agents and Messages
We now specify more formally the interactions between the solvers and the monitor. In the following we assume that ?, the set of the available solvers is restricted to: { A L , the set of the solvers that are able to handle linear equalities and inequalities, { A P , the set of the solvers that are able to handle polynomial equalities, { A NP , the set of the solvers that are able to handle systems of non-polynomial equalities and inequalities.
We use tuples to represent successive states and messages queues. A tuple made of the elements L 1 ; :::; L n is noted < L 1 ; :::; L n >. The empty tuple is noted by <> while L1 < e > L 2 denotes the concatenation of the tuple L 1 with the tuple made of one element e and the tuple L 2 . We use the notation e 2 L to mean that e is an element of the tuple L.
We also use the following notations, possibly subscripted: { a; b; c denote real constant numbers, { x; y; z denote real variables, ' ' denotes the anonymous variables which are assumed to be existentially quanti ed, { c denotes an \elementary" constraint over the reals (i.e, an equation, a disequation or an inequality over the reals) { C = V n j=1 c j represents a conjunction of elementary constraints; we sometimes use the notation c 2 C to mean that c is a conjunct of C, { D = W n i=1 C i represents a disjunctive constraint, { S olver is any solver agent, M onitor is the monitor agent, A denotes any agent.
We denote by S solver c the entailment of c from the current value S of the local store of S olver . S solver ? means that S is not consistent.
De nition 1 (solver and monitor agents)
An agent is associated with each solver in ?. A solver agent is de ned by a relation S olver ( ; F; M) where:
{ S olver is the name of the agent, { is a stack containing the values of the local store which are required for backtracking.
The current value (noted S in the following) corresponds to the top of , { F is the state ag of the agent: F = success if the last constraint C processed by the agent was consistent with respect to the current value of its local store, i.e, :(S ^C solver ?) F = fail if the last constraint C processed by the agent was not consistent with respect to the current value of its local store,
i.e, S ^C solver ? { M is the queue of messages that S olver has to process.
The monitor is a speci c agent de ned by the relation M onitor (F; M; L D ) where M has the same meanings as above, and where L D is a queue of disjunctive constraints to be handled. F is a state ag whose value is success if the value of the state ag of all the solver agents is success; otherwise F = fail.
The con guration or current state A of an agent A is de ned by the following information:
{ the state ag, { the values of the local store, { the queue of messages to be processed.
We note respectively S (A), flag(A) and Mess(A) the current value of the local store, the ag and the queue of messages of an agent A.
De nition 2 (message) . A M Choice message is sent by the monitor agent to the solvers in order to notify them to create a choice point. A Restore message is sent by the monitor agent to the solvers to ask them to backtrack and to restore the appropriate local store (according to the state labeling). A Fail message is sent to the monitor agent by a solver if the latter has detected an inconsistency while trying to add a constraint to its local store.
Operational Semantics
In our cooperative architecture, each state of the computation consists of the set of all current states associated with the di erent agents. Each computation step will model the evolution of an agent. Such an evolution will be performed by applying a transition rule (i.e, the processing of a message by the agent).
De nition 3 (transition rule)
For the agent A, the processing of the messages corresponds to a sequence of inference steps de ned by a transition rule r of the form: The result of the computation corresponds to the conjunction of the constraints in the current local stores of all the solvers.
A failing state is a state where at least one solver is in a failing state, i.e., To warrant termination of the resolution process, the following conditions are required: 1. The constraints sent back by a solver S olver should neither be equivalent to a subset of the ones that it has just received, nor be deductible from the previous value of its local store. Thus, we de ne the new inferred constraints (when a state transition occurs) as a disjunction of constraints of S 0 which do not occur in C and which cannot be entailed by S . where S is the top of Solver and S 0 is its new value after the processing of C by S olver , 2. The constraints sent back by a solver should not contain any new variables:
var( (S 0 ; S ) n C) fvar(S )^var(C)g where var(S ) (resp. var(C)) is the set of variables of S (resp. C). Most of the available constraints solvers have the following properties:
1. At the end of each resolution, a projection of the new inferred constraints on the initial set of variables is computed; 2. The new inferred constraints are displayed in a kind of normal form. If the above conditions hold, all the local entailment tests can be performed syntactically.
Proof of termination
To prove that the resolution of a cooperating solvers system always terminates two additional conditions must hold:
1. The resolution process must be guaranteed to halt for each solver, 2. Numeric solvers have to work on a nite set of numbers 6 . The above conditions and the restriction of forwarded constraints to relations de ned on the initial set of variables guarantee that the set of messages is nite. The de nition of (S 0 ; S ) n C |based upon local entailment tests| ensures that a solver will not forward twice the same message, and hence, that no cycle will occur in the resolution process.
De nition 8 (class of problems)
The class of problems which can be tackled by a cooperating solvers system subsumes the classes of problems that can be individually tackled by the di erent solvers involved in the cooperation. Indeed, the rst transition applied to a solver yields exactly the same result as the one this solver would produce when handling the relevant subset of the initial set of constraints. As the di erent agents can work concurrently, computing these rst solutions with a cooperating solvers system will not entail any signi cant overhead.
As long as no failure occurs, each computational step enforces the constraints system of one of the local store by including some propagated constraints. As all these constraints are deduced by one of the solvers from a subset of the initial set of constraints, these \tell operations" are sound. Thus, the class of problems which can be tackled by a cooperating solvers system can informally be de ned by the constraints systems which can be transformed |by repeatedly applying the transition rules| into a constraints system which is either in a solved form 7 or which contains a sub-system whose inconsistency can be detected at least by one of the solvers of ?.
More formally, let R = f 1 ; 2 ; :::; n g be the successive computational states yield by a cooperating solvers system when processing a system of constraints D, then the following properties hold : { If n is a failing computational state and no i in R corresponds to a successful computational state, then D is inconsistent, i.e., if a de nitive failure occurs before any solution is exhibited, then D`?, { If n is a successful computational state, then the solution S = V Ai2? S (A i ) is an approximation which is at least as accurate than the ones provided by the di erent solvers involved in the cooperation.
Processing of the messages
The way messages have to be processed 8 depends on the number of non-deterministic solvers (solvers which may generate disjunctive constraints) involved in the cooperation. In the general model we consider that any disjunction of constraints satisfying the termination conditions (see de nition 7) can be sent by the solvers to the monitor, and that several nondeterministic solvers may be involved in the cooperation. Message processing by the solvers is assumed to be sequential, i.e., the messages queues of the solvers are handled according to the FIFO rule.
When several non-deterministic solvers are involved in the cooperation, a complete exploration of the search tree will require to restore both previous states of the solvers and some already processed messages. While the management of the local stores can easily be realized at the level of each solver, the restoration of already processed messages would be tricky to achieve locally. Thus, we propose to store at the level of the monitor all messages dispatched to the solvers. When a failure occurs, some messages dispatched since the set up of the corresponding choice point have just to be reinserted in the queue of the messages M of the monitor.
In the following we assume that messages, values of a local store , and disjunctions in the queue L D of the monitor can be identi ed unambiguously through their labels. We also assume that labels hold all relevant path information required for de ning matching operation between labels.We note respectively label(S ), label(m) and label(D) the labels of local store value S , message m and disjunction D.
Initialization
Let D = W m i=1 C i be the initial set of constraints. The resolution process starts by sending to the monitor the message Tell(I nit ! M onitor ; D).
The monitor agent builds a partition of the constraint C 1 into part(C 1 ) = (C li ; C le ; C pe ; C np ) where:
1. C 1 , C li^Cle^Cpe^Cnp 2. elements of C li are linear inequalities, 3. elements of C le are linear equalities, 4. elements of C pe are polynomial equalities whose total degree is greater than one, 5. elements of C np are non-polynomial equalities, (e.g., constraints de ned with functions like log, sin, cos, etc...). A non-linear inequality is converted to a non-linear equality and a linear inequality thanks to a slack variable. The di erent subsets of the decomposition of C 1 are sent to the solvers that are able to handle them. Then, the monitor agent pushes in its stack L D the remaining constraints of the disjunction. { if C can be deduced from S , then C is ignored, { if there exists c i in C such that c i can be disproved from S , then S is set to ? and a Fail message is sent to the monitor, { if the constraint C can neither be deduced nor disproved from S by A, then its nonredundant conjuncts c i are added to the local store and (S 0 ; S ) n C is sent to the monitor.
Processing of the
Processing of the M Choice and the Restore messages by the solver agents
Processing a M Choice message requires simply that the solver duplicates its current value of the local store. Processing a Restore message corresponds to the reverse operation: the appropriate state of the local store has just to be restored.
Processing of Tell messages by the monitor
The monitor processes Tell messages in the order of arrival as long as its messages queue M does not hold any Fail message. Except this latter condition, processing of Tell messages is similar to the processing of the initial message described in section 4.1. For each conjunction C of a constraint carried by a Tell message, the monitor builds a partition of C and the di erent subsets of the decomposition of C are sent to the solvers able to handle them. In case of disjunctive constraints, the monitor asks them to create a choice point before handling the rst conjunction and pushes the remaining constraints of the disjunction in L D .
Processing of Fail messages by the monitor
When the monitor is in a successful computational state and its messages queue M is holding a Fail message, this one is immediately taken into account. If the queue L D does not hold any disjunction whose label matches the one of the Fail message, a de nitive failure occurs. Otherwise, a Restore message is dispatched to all solvers and the monitor's ag is set to fail. More formally, processing of a Fail message enables the evolution of monitor in the following way: { the message Tell(S olver ! M onitor ; W m i=n C i ). The ordering of all these messages is done according to increasing labels.
As long as the monitor ag is set to fail all messages except Fail messages will be ignored. A Fail message which occurs when the monitor is in a failing state will only be taken into account if its label is a predecessor of the one of the previous processed Fail message. In the latter case, the same processing as in a successful state of the monitor will be performed.
Backtracking and synchronization of the solvers
In case of success, if the queue of remaining disjunctive constraints is not empty, the monitor dispatches a Restore message to the solvers, moves the rst message from L D to M and sets its ag to Fail.
Thus, when a failure or a success occurs, the Restore messages dispatched by the monitor will both guarantee the restoration of an appropriate local state and entail a synchronization of all solvers agents. This synchronization results from the fact that as long as the monitor ag is set to fail only Fail messages will be considered. The monitor will switch to a success state as soon as all solvers have processed the Restore message successfully.
5 Architecture of the prototype In order to validate our model, we have implemented a prototype which allows carrying out a linear system solver, a polynomialequality solver and an interval propagation based solver. All inferred constraints are forwarded by these solvers. Among these, only the solver of polynomial equalities can generate choice points. Thus, backtracking just requires the restoration of the appropriate local stores; unlike the general case described above, no previously dispatched messages have to be sent again to the solvers by the monitor.
Software components
The prototype implementation is composed of the following modules: { Tagging the messages to allow the monitor to process the constraints without any analysis; { Monitoring the solvers and management of backtracking in a way depending on the capabilities of the solver: if the solver has backtracking capabilities, the interface module will send a suitable request, otherwise it will manage the environments itself.
Implementation
The prototype implementation is based on a parallel virtual machine using the PVM3 Sun90] library. Thus, the execution of the di erent agents can either be distributed on a network of processors or emulated on a single processor. Each agent corresponds to a task in the virtual machine while each task corresponds to at least one process.
The syntax of the messages conforms to the OpenMath standard, the communication protocol which is supported by numerous computer algebra systems. Thus no translation of the constraints has to be done by the interface module attached to such solvers.
The linear solver used is that of PrologIII Col90, Rue93] ; the polynomial solver is implemented as a library of the computer algebra system Maple V CGG + 91] and the interval propagation based solver is InterlogII Lho94]). Interfacing modules are mainly written in lex and yacc. The monitor is implemented in Prolog III (speci c predicates have been added to allow calls to the PVM3 library). The monitor uses a con guration le containing all required information about the capabilities of the solvers.
Extension of the prototype
The integration of a new solver in our cooperating system requires few developments. One just has to write the attached interface module and to update the con guration le of the monitor. In most cases, one should be able to reuse a signi cant part of the code of existing interfaces when developing a new interface module.
Applications and Computational Results
In this section we present several examples which illustrate the capabilities of our system, and give some computational results from a rst prototype.
A ballistics problem
The problem consists in nding the falling point of an object launched in a uniform gravitational eldg, with an initial speedṼ i which has an incidence with the ground (see g. 2). Moreover, the values of the two last variables are not exactly known (due to mechanical tolerances, imprecision of the measures, etc...). So, the solution will be a \spot" covering the possible falling points of the projectile. Modeling of the problem:
The initial speed and incidence of the bullet can be stated as follows: The problem consists in nding the domains of the variables R i which satisfy the whole system of constraints. None of the three solvers used in the prototype can tackle such a system of constraints alone. However, the prototype of our cooperating constraint solvers system could narrow the domains of all the variables R i to the interval 0; 2:64575131106464] which is a very good approximation of their range of values (i.e., 0; Table I The computational results are shown in Table I . Times are CPU times and are given in seconds. On this example a large part of the computational time is spent in the Interval solver due to an asymptotic convergence of the R i to p 7. Of course, a less accurate approximation can be computed very much faster. Note that the overhead for communication and messages processing is not signi cant.
Conclusion
Inter-operability is certainly a key issue for progress in constraint solving. The architecture for a cooperating constraints solvers system we have de ned in this paper is based on asynchronous communication between heterogeneous solvers. Thus, it enables to using together both symbolic and numerical solvers for tackling systems of constraints that none of them could solve alone. Solutions provided by the proposed cooperating solvers system are always at least as accurate than the one which could individually be computed by the di erent solvers. Moreover, as the latter solutions are computed in the rst step of the cooperative resolution, there is no signi cant overhead for obtaining them.
The prototype that we have developed makes use of various well known solvers. It enables concurrently using a solver of linear equations and inequalities, a solver of polynomial equalities, and a solver based on interval propagation. This prototype allowed us to validate our approach and the rst experimental results are promising. Further work concerns the implementation of heuristics to choose the message to be selected rst in the queues of messages, and the introduction of redundant constraints in order to improve e ciency of such cooperative systems. For instance, when a conjunction of elementary constraints is split into several sub-systems, shared information could be augmented by de ning some \redundant" linear equations: for each non-linear equation, a linear form can be de ned by introducing new intermediate variables. Such redundant information could help detecting inconsistencies earlier. In the same way, redundant polynomial equations could also be generated from non-polynomial equations.
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