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TABLE II
COMPARISON OF MODELING ACCURACY FOR TWO-DIMENSIONAL SIMULATED TIME SERIES MODELING
TABLE III
COMPARISON OF MODELING ACCURACY FOR ENGINE DATA SET
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Fig. 3. System output y(k) (solid) superimposed on (a) model one-step
prediction ^ y(k) (dashed) and (b) model iterative output ^ y (k) (dashed). The
model was selected by the LROLS + D-optimality algorithm with ￿ =1 0 .
V. CONCLUSION
A locally regularized OLS algorithm with the D-optimality design
has been proposed for nonlinear system identification using the kernel
regression model. It has been demonstrated that combining regulariza-
tion with the D-optimality experimental design provides a state-of-art
procedure for constructing very sparse models with excellent general-
ization performance. It has been shown that the performance of the
algorithm is insensitive to the D-optimality cost weighting, and the
model construction process is fully automated. The computational re-
quirements of this iterative model selection procedure are very simple
and its implementation straightforward.
APPENDIX A
The regularized least squares solution for g is obtained by setting
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APPENDIX B
Following [9], it can be shown that the log model evidence for h and
" is approximated as
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