Abstract. In this paper, the time series based damage detection algorithms developed by Nair, et al. (2006) and Nair and Kiremidjian (2007) are applied to the benchmark experimental data from the National Center for Research on Earthquake Engineering (NCREE) in Taipei, Taiwan. Both acceleration and strain data are analyzed. The data are modeled as autoregressive (AR) processes, and damage sensitive features (DSF) and feature vectors are defined in terms of the first three AR coefficients. In the first algorithm developed by Nair, et al. (2006) , hypothesis tests using the t-statistic are applied to evaluate the damaged state. A damage measure (DM) is defined to measure the damage extent. The results show that the DSF's from the acceleration data can detect damage while the DSF from the strain data can be used to localize the damage. The DM can be used for damage quantification. In the second algorithm developed by Nair and Kiremidjian (2007) a Gaussian Mixture Model (GMM) is used to model the feature vector, and the Mahalanobis distance is defined to measure damage extent. Additional distance measures are defined and applied in this paper to quantify damage. The results show that damage measures can be used to detect, quantify, and localize the damage for the high intensity and the bidirectional loading cases.
Introduction
Over the past decade statistical pattern recognition methods for structural damage diagnosis have been successfully applied to simulated and laboratory experimental data. The data that are available for validation and calibration of these methods, however, have been very limited. Recognizing the need for additional data from experiments whereby damage is introduced in a systematic and controlled way has led to a series of laboratory test. In this paper, the time series based damage detection algorithms developed by Nair, et al. (2006) and Nair and Kiremidjian (2007) are applied to the data obtained from the benchmark experiment conducted at the National Center for Research on Earthquake Engineering (NCREE) in Taipei, Taiwan (Lynch, et al. 2006 ). The algorithm is based on the premise that structural damage will change the vibration response of the structure. While previous validation and calibration tests with this algorithm have involved only acceleration measurements, in this paper both acceleration and strain data are used to evaluate the robustness of the algorithm. The algorithm involves the modeling of vibration and strain signals as autoregressive (AR) processes. The first three AR coefficients of the model are used to define the feature vector which serves as the diagnostic tool for damage identification. As shown by Nair, et al. (2006) these coefficients are directly related to the mode shapes and frequencies of the structure and thus can be used to capture changes in these structural properties. The feature vectors are used in two different algorithms for damage diagnosis. In the first algorithm, which follows Nair, et al. (2006) , a damage sensitive feature (DSF) is defined as a function of the first three AR coefficients. Hypothesis tests using the t-statistic are applied to discriminate a damaged state from an undamaged one. A damage measure (DM) is defined in terms of the mean values and the standard deviation of the DSF's to measure the extent of the damage. In the second algorithm, which follows the developments of Nair and Kiremidjian (2007) a Gaussian Mixture Model (GMM) is used to model the feature vector. Damage diagnosis is achieved by determining the distance between mixtures. The Mahalanobis distance, which is defined as the Euclidean distance between the mixtures weighted with respect to the inverse covariance matrix, as well as various distance measures are used to detect damage and measure damage extent. In the following sections, a description of the NCREE experimental benchmark test is presented, and the data that are used in the application of the algorithm are described. Then the two models are applied to the data. It is shown that the algorithms are able to identify damage in majority of the cases. Damage extent and location, however, are not always well represented by these measures.
Description of experiment
An experiment was designed and performed at the National Center for Research on Earthquake Engineering (NCREE) in Taipei, Taiwan in order to provide information on a controlled damage occurrence on a structure. For that purpose, a three story single bay steel frame ( Fig. 1 ) was constructed and various sensors were deployed at different locations on the benchmark structure. The inter story height of the benchmark structure is 3 m. Floor dimensions at every story are 3 m × 2 m, and each floor mass is 6 tons. H150 × 150 × 7 × 10 steel I-beams are used for the beams and the columns, and each beam-column joint is designed as a bolted connection (Lynch, et al. 2006) .
The excitation on the benchmark structure is applied through a shaking table representing ground motions. Random excitations with maximum amplitudes of 60 gal intensity in the X-direction, 100 gal intensity in the X-direction, and 50 gal intensity in the XY-direction were applied. In addition, selected strong ground motions from the 1940 El Centro, California, 1995 Kobe, Japan, and the 1999 Chi-Chi, Taiwan, records were applied to the structure. Both wired and wireless sensors were installed on the structure. These included accelerometers and strain gauges. The data from only wired sensors are used for analysis in this paper. Data were collected at 200 Hz sampling rate. Figure 1 shows the location of the deployed sensors on the benchmark structure. In this figure, A and S represent acceleration and strain sensors, respectively. In this paper, we use the measurements from both sensors with the unidirectional and bidirectional random excitations. Data from all locations were considered; however, not all data could be used because some of the data were corrupted. For each excitation with 50 gal, 60 gal, and 100 gal intensities, acceleration data were collected from 12 different locations, and strain data were collected from 40 different locations for each damage state. Table 1 shows all the data that were collected, identifies how many records were corrupted and how many were used in the analysis presented in this paper.
In order to compare the behavior of the structure from a normal condition to damaged conditions, two damage cases were introduced during the experiment. In the first damage case the flanges at the lower part of column 1 (Fig. 1) at the ground floor were reduced in width by 26.67% (Fig. 2) . The second damage case has the flanges of both columns 1 and 2 cut the same amount near the ground floor. Hereafter we will refer to these as DP1 and DP2, respectively. Fig. 2 shows the damage that was introduced to the base columns. 
Description of algorithm
The autoregressive model (AR) is used in this paper to define two algorithms for damage identification, quantification, and localization. For this purpose AR coefficients are computed from the data for the undamaged and damaged structure, and the two signals are analyzed. We briefly summarize the two algorithms that will be used in the analysis of the data.
In the first algorithm a damage sensitive feature, DSF, is defined based on the AR coefficients. To compare the two signals, the DSF is tracked as damage is incurred. Thus, the selection of the DSF is very important and has to reflect the physical properties of the structure. A relationship between the structural modes and frequencies and the first three AR coefficients was developed by Nair, et al. (2006) demonstrating that indeed these coefficients are suitable for damage discrimination. The algorithm developed by Nair, et al. (2006) consists of three steps (i) time series modeling of vibration signal, (ii) damage sensitive feature extraction, and (iii) statistical classification using the t-test for predicting damage.
Modeling of the vibration signal includes the removal of trends, obtaining the optimal model order and checking the assumptions of the residuals of the AR model. To extract the appropriate DSF, an AR model is fitted to the data and different forms of the DSF based on the AR coefficients are considered. Statistical analysis is performed on the DSF values for the pre and post damage signals as a tool for change detection, and the significance of that change is tested by various statistical techniques.
The algorithm is performed in the following steps assuming that all preprocessing has already been completed:
• Obtain signals from an undamaged structure, from sensor i, denoted by x i (t) (i = 1,…, N), where N is the number of sensors. Segment the signal x i into chunks of finite duration, x ij (t) ( j = 1,…, M), where M is the number of chunks. Populate a database with these baseline signals.
• Standardize and normalize the signal x ij (t) to remove all trends and environmental conditions to obtain .
• Obtain signals from a potentially damaged structure for the same sensor, denoted by z i (t), (i = 1,…, N). As in the previous steps, segment z i (t) into z ij (t) ( j = 1,…, M) and then standardize and normalize it to obtain .
• Fit an AR model to the signals and for all i and j.
• For each sensor i, define and compute the statistics of the damage sensitive feature, DSF, for each • Determine the statistical significance in the differences of mean values of the pre-and post-event data using the t-test to report the damage decision at sensor i.
• Calculate the damage measure DM for each sensor. The second damage identification algorithm used in this paper was developed by Nair and Kiremidjian (2007) . The steps in this algorithm are as follows: (i) time series modeling of vibration signal, (ii) modeling of feature vectors using Gaussian Mixture Models, GMMs, and (iii) using the Mahalanobis distance to determine the damage extent.
In this algorithm, the first three AR coefficients of the signals are defined as the feature vectors. The feature vectors are modeled as GMMs. The pre and post damage signals are assumed to be from different Gaussian mixtures, and the parameters of the GMMs are calculated. The parameters of the GMM are the mean value vector and covariance matrix of the variables. The Mahalanobis distance between the mixtures is measured to determine the damage state. A brief summary of the formulations for each model is presented in the following sections as they apply to the data obtained from the NTU steel frame test.
Time series modeling of vibration signal
The first step of the analysis is to examine the data and eliminate corrupted signals or those signals that do not satisfy the requirements for AR modeling. The data could be corrupted due to faulty instrumentation, changes in environmental conditions, faulty sensors, or faulty transmission via cabling or via the wireless transmission, among the many possible alternatives. For example, signals that are non-stationary, or that do not appear to correspond to structural behavior, or data that are erratic need to be discarded. Figs. 3(a) , and (b) show examples of corrupted signals. In Fig. 3 (a) the signal is nonstationary showing increasing amplitude. In Fig. 3 (b) the signal is jumping up and down showing that the sensor may be unstable or loose. Table 1 shows the total number of signals obtained from the test and the number of signals used for analysis for each case.
For the signals that appear to be appropriately collected by the sensors, the signals are segmented to form chunks. Each of these chunks is standardized and normalized using the following expression: (1) where x ij (t) is the signal (acceleration or strain) obtained from sensor i and chunk j, μ ij and σ ij are the mean and standard deviation of the signal x ij (t) respectively. The tilde in the notation has been dropped for simplicity. Subtracting the mean value standardizes the signal to the same amplitudes and dividing by the standard deviation normalizes the signal to reduce the effect of local variability. This procedure is performed in order to compare signals (at a sensor location) that may have occurred due to different loading conditions (i.e. different magnitudes and directions of loads) and/or different environmental conditions.
After standardizing and normalizing the signal, time series models are fitted to these signals. Since the input motion is available, the ARX model is applied to fit the data. In addition, the AR model is also used as it is the simplest time series model available. The Burg and least squares algorithms are applied to obtain the AR/ARX coefficients, respectively (Brockwell and Davis 2002) .
The ARX model is given by:
where x ij (t) is the normalized acceleration signal, y ij (t) is the normalized input signal, α k and β k are the kth AR and exogenous input coefficient respectively; p and q are the model orders of the AR and the exogenous input processes respectively and ε ij (t) is the residual term. Similarly the AR model is given by:
Note that the AR model is an ARX model with the exogenous input model order q=0. The optimal order of AR and ARX model is selected using the Akaike Information Criteria (AIC). Figure 4 shows the variation of the values of AIC with AR model order for different input orders, q, of the ARX model for the data from the steel frame structure. It should be noted that when q is zero, the ARX model reduces to the simple AR model. It is observed that as the input model orders vary from q = 0 to 4, the AIC values are similar to those of AR model order p. Thus, the AR model is selected as the simplest model that captures the characteristics of the signal. For this study, an optimal AR model order of 7 is chosen for both acceleration and strain signals. The stability of the AR coefficients with chunk size of the signals obtained from the test is examined next. Each set of acceleration and strain data is divided into chunks of the same size for analysis. In order to determine the optimal chunk size (number of points in a segment), several sets of data are analyzed with different chunk sizes. For these data sets, the means and variances of the first AR coefficients are calculated. Table 2 shows the result of the analysis of the strain signal obtained at sensor 1 as identified in Fig. 1 . The chunk sizes are selected such that the coefficient of variation (COV) of the AR coefficients is less than 0.1. Table 2 shows that a chunk size of 100 points has COV smaller than 0.1. Chunk sizes are varied by gradually increasing the number of points from 100 to 1500 and computing the statistics for each set. From Table 2 it can be observed that the mean value changes very slightly with increased chunk size, but the standard deviation as expected decreases. It is found, however, that with chunk sizes larger than 200, the COV is less than 0.05 (or 5%) which is considered to be an acceptable variation for the purposes of this analysis. Thus a chunk size of 200 points is used for the analysis.
Following the fitting of the AR model, the residuals are examined to determine if they are independent and identically distributed (iid) as required for AR modeling. For this purpose the variation with time, the normal probability plot, and the variation of the autocorrelation function with lag of the residuals are plotted for further examination. Figure 5 (a) shows the variation of the residuals within a chunk of data for one signal. We can see that there are no trends, thus indicating homoskedasticity in the residuals. Figure 5 (b) is the normal probability plot of the residuals. The residuals follow the straight line closely and start deviating at the ends, indicating that there is a slight deviation from normality only at the tails. After extensive investigation of various combinations of AR coefficients as candidates for damage measures, it was found that the first three coefficients can be used to define the damage sensitive feature (DSF). As stated in the introduction, Nair, et al. (2006) have shown that these coefficients are functionally related to the frequencies and mode shapes of a structure. Using the acceleration signal, two DSF acc are defined as follows: (4) where, α i is the i th AR coefficient. The DSF using strain data, DSF str , is defined as the first AR coefficient α 1 .
The analysis for the DSF for the undamaged case, DP1, and DP2 at all sensor locations on the structure and for all loading conditions is performed following the algorithm described above. The mean DSF values are computed, and the t-test is used to determine the significance of the difference between them. We first present the results for selected sensor locations to illustrate the model. Fig. 6 shows the variation of DSF for the AR model that has detected damage. Fig. 6(a) is the plot of DSF acc,2 for acceleration signal AY1b (as identified in Fig. 1 ) for random excitation in the X-direction having a peak acceleration of 100 gal. Fig. 6(b) illustrates the result for strain sensor S3 (as shown in Fig. 1 ) for random bidirectional excitation. In both cases, it is observed that the mean of the DSF's for the undamaged case is less than that of DP1, which is in turn smaller than that of DP2.
A damage measure, DM, is defined in terms of the mean values and the standard deviation of the DSF's as follows: (5) DM is used to quantify the difference between the DSF's for the undamaged case and those for the damaged case. (6) where H 0 and H 1 are the null and alternate hypotheses, respectively. H 0 represents the undamaged condition and H 1 represents the damaged condition. The significance level of the test is set at 0.05. The hypothesis used in Eq. (6) is called a two-sided alternative.
For testing the above hypothesis, the t-statistic is used (Rice 1999) . The damage decision is made by examining the point estimate and the confidence interval of the difference in the values of μ DSF, d and μ DSF,u . The t-statistic is defined as follows: (7) where m and n are the number of samples obtained from DSF d and DSF u , respectively; and s is the pooled sample variance, given as: (8) where S 2 is the sample variance. The confidence interval for the difference in μ DSF,u and μ DSF,d is given as: where t n+m-2 (α/2) is the value of the t-distribution with n+m−2 degrees of freedom obtained at α/2.
3.3. Algorithm 2 3.3.1 Feature extraction In this algorithm, the first three AR coefficients are defined as the feature vector as following:
where α i is the i th AR coefficient. The first three AR coefficients are chosen because they contain most of the information in the signals.
The feature vectors of the pre and post damage signals are modeled as separate Gaussian mixtures. A GMM with K classes (or mixtures) has the following form:
where X is the collection of L training feature vectors, ϕ i~N (µ i , Σ i ) is a Gaussian vector with mean vector µ i and covariance matrix Σ i and π i is the non-negative mixture weight for each class (Nair, et al. 2006) . By the assumption that the feature vectors of the pre and post damage signals are from different Gaussian mixtures, the number of classes and the mixture weights for each class are also determined. The rest of the unknown parameters of GMM, µ i and Σ i , can be calculated in the following way:
where l is the number of the feature vectors in the mixture i, and x j is the feature vector j in the mixture. The Gaussian mixture of the pre-damage signal is used as a baseline, and that of the post-damage signal is compared with the baseline using the Mahalanobis distance in order to determine the damage status.
Classification using Mahalanobis distance
In general, the Mahalanobis distance is a distance measure between two random vectors of the same distribution. It represents the dissimilarity between the two vectors considering the correlations between the components of the random vectors, and can be quantified as following: (13) where Σ is a covariance matrix. In this paper, the vectors x and y correspond to the mean values of the
feature vectors obtained from the baseline and the damaged signals, µ u and µ d respectively.
We define distance measures similar to the Mahalanobis distance, but the feature vectors of the pre and post damage signals are assumed to be from two different distributions. The Mahalanobis distance assumes that both feature vectors obtained from pre and post damage signals share the same covariance matrix, which is not true in practice. Thus, several different distance measures are defined utilizing different covariance matrix and used to determine their correlation to the various damage levels. They are defined as follows:
where , , , l is the number of the feature vectors in the mixture, and x j and y j are the feature vectors j of the undamaged and damaged data, respectively. Δ 1 follows the fundamental definition of the Mahalanobis distance and is defined under the assumption that the distribution of the post damage feature vectors y is similar to that of the pre damage feature vectors x and the covariance matrix of the pre-damage state is used to weigh the distance between two vectors. Δ 2 uses the covariance matrix of x and y as the representative covariance matrix of the distributions of x and y. Thus, it includes the uncertainty of both the pre and post damage singals. Δ 3 uses the covariance matrix of the difference between the mean values of the pre damage feature vector x and the post damage feature vector y to weigh the distance. Δ 4 is derived from the definition of the Mahalanobis distance with the assumption that the covariance matrix of x and y are different. Δ 5 is the distance measure used by Nair and Kiremidjian (2007) , which is the normalized Mahalanobis distance. Using the definitions above, the distances between the pre and post damage feature vectors are computed. For reference, the distance measures between the pre damage feature vectors are also computed. In order to compute them, the feature vectors for the undamaged case are divided into two groups by separating the even samples and the odd samples. The distance between the two groups is supposed to be theoretically zero. The results are discussed in the following section.
------------------------------------------------------------------------------------------------------=

Damage diagnosis results
4.1. Algorithm 1 4.1.1. Acceleration data analysis Tables 3 to 14 show the results of the t-test for the AR model and the confidence intervals for the difference in the mean values of the damaged and undamaged cases. The two DSF acc defined by Eq. (4) were considered first for analysis of the acceleration data. It was found that DSF acc,2 works well for damage detection, but does not effectively distinguish between DP1 and DP2. DSF acc,1 results in smaller confidence intervals, but is able to distinguish DP1 from DP2. Tables 3 and 4 show the damage detection results using DSF acc,1 for the unidirectional excitation with a peak amplitude of 60 gals, Tables   Table 3 Results of damage detection using DSF acc,1 for 60 gal unidirectional random excitation for DP1 using the point estimate and CI of µ DSF,undamaged -µ DSF,DP1 5 and 6 show the damage detection results for the unidirectional excitation with a peak amplitude of 100 gals, and Tables 7 and 8 show the results for the bi-directional excitation with a peak amplitude of 50 gals. Tables 9 through 14 show the results using DSF acc,2 for the unidirectional excitation with a peak amplitude of 60 gals and 100 gals and for the bi-directional excitation with a peak amplitude of 50 gals. The sensor locations are listed in the first column of the tables. Fig. 7 shows the point estimates of using DSF acc,1 , and Fig. 8 shows those using DSF acc,2 . The following conclusions are drawn from the analyses of the DSF acc,1 : • In the case of unidirectional random excitation with a peak amplitude of 60 gals, DP1 is not detected at any of the sensor locations while DP2 is detected at 4 out of 8 sensor locations using the tstatistic. As shown in Fig. 7 (a) and (b) , the point estimates of for DP2 are larger than those for DP1 except at 1 out of 8 sensor locations.
• When the 100 gal unidirectional random excitation is applied, both DP1 and DP2 are detected at all of the sensor locations using t-statistic. Also, the point estimates of for DP2 are larger than those for DP1 as shown in Fig. 7(c) . Thus, DSF acc,1 could potentially be used for developing a damage extent measure, however, testing with additional data will be needed before it can be applied widely.
• In the case of bidirectional random excitation with a peak amplitude of 50 gals, DP1 is detected at 7 out of 11 sensor locations, and DP2 is detected at 5 out of 11 sensor locations. As shown in Fig. 7(d) and (e), the point estimates of for DP2 are larger than those for DP1 except at 2 out of 11 sensor locations. Furthermore, the analysis shows the largest point estimates to be closest to the damaged area. For DSF acc,2 , the following observations are made:
• When the unidirectional random excitation with peak acceleration of 60 gal is applied to the structure, DP1 is detected at 5 out of 8 sensor locations while DP2 is detected at 3 out of 8 sensor locations using t-statistic.
• For the unidirectional random excitation with peak acceleration of 100 gal, damage was detected at all sensor locations. While this observation is encouraging that it enables us to identify damage, this DSF appears to be non-informative for damage localization purposes. As shown in Fig. 8(c) the point estimates of for DP2 are larger than those for DP1.
• When the 50 gal bidirectional random excitation is applied, DP1 is detected at 4 out of 11 sensor locations, and DP2 is detected at 10 out of 11 sensor locations. As shown in Fig. 8(d) and (e), the point estimates of for DP2 are larger than those for DP1. Fig. 9 shows the damage measure DM, using DSF acc,1 , at each sensor for DP1 and DP2. The values of DM for DP2 are higher than that of DP1 demonstrating that this definition of DM appears to be sufficient to identify the relative magnitude of damage and can enable tracking of damage growth. Additional testing and analysis, however, is necessary to fully support this claim.
From the analysis described in this section, we can conclude that the difference between the mean of DSF's for the undamaged and damaged structure increases when base excitation with larger peak acceleration is applied and more severe damage is introduced to the structure. For low intensity excitation, such as the 60 gal unidirectional and 50 gal bi-directional input motions, damage is identified near the lower floors in close proximity to where indeed damage was introduced. However, testing with various minor damage patterns and real data has to be carried out and need to be pursued to further validate the algorithm. Figure 10 shows the values of the confidence intervals CI of the difference between the mean values of DSF of the strain data for the bidirectional random excitation with a peak acceleration of 50 gals.
Strain data analysis
As observed in Fig. 1 , strain sensors S1-S6 are at the location of the cut on column 1 for DP1. Similarly for DP2, strain sensors S1-S6 and S13-S18 are at the location of the cut on columns 1 and 2 respectively.
From the analysis of strain data, the following observations are made:
• In the case of DP1, strain sensors S1 and S3 to S6 have larger values of CI's as compared to other sensors. These sensors are close to the damaged area correctly pointing to the damage occurrence and its location.
• High values of CI are also observed for strain sensors S1, S3-S6 and S13-S18 in the case of DP2. Again these sensors are close to the damaged region on the structure.
• The CI's for the higher floors are consistently lower than those at lower floors (Fig. 10 ). Thus localization of damage could potentially be achieved using the strain measurements. Again, additional studies and test cases need to be investigated to further reinforce this observation. Figure 11 shows Δ 1 of the acceleration data for the unidirectional random excitation (60 gal) for damaged and undamaged cases. It is observed that the undamaged cases and the damaged cases are hardly distinguishable. The magnitudes of the distance measure for pre and post damage signals are very close to one another, which indicate that the change in vibration response due to the damage is not significant. It is possible that unidirectional random excitation with the peak acceleration of 60 gal is not strong enough for us to detect the damage. An examination of the root mean square value of the response data resulted in values as high as 0.7 mg while the noise level of the recording instrument was 0.4 mg. Consequently, we feel that the instrument noise level was too high for reliable damage analysis.
Algorithm 2 4.3.1. Acceleration signals
When applying the second algorithm to the acceleration data for the unidirectional random excitation (100 gal), it is found that Δ 1 , Δ 2 , Δ 3 , and Δ 5 have larger quantities at all the sensor locations for DP2 than for DP1, which are in turn larger than for the undamaged case. Δ 4 has larger quantities for DP2 than for DP1, but those for the undamaged case are not always less than the damaged cases. Of all the measures listed in Eq. (14) Δ 4 least resembles a distance measure between the damaged and undamaged coefficients. As a result Δ 4 is not considered to be a suitable measure of damage. The distance measures are maximum on the first floor which is the closest floor from the damage and minimum on the second floor. The reason why the distance measure on the third floor is higher than the second floor might be due to the influence of higher modes that may be excited because of the asymmetry introduced by the damage at the base of the structure. Figure 12 illustrates the distance measure Δ 1 of the acceleration data for the unidirectional random excitation (100 gal) for the damaged and undamaged cases. Figure 13 shows the distance measure Δ 1 of the acceleration data for the bidirectional random excitation (50 gal) for the damaged and undamaged cases. It is observed that the damaged cases have higher distance measures than the undamaged cases, but it is hard to distinguish between DP1 and DP2. It is possible that bidirectional random excitation with the peak acceleration of 50 gal is not strong enough for us to distinguish the two different damage patterns using this algorithm. Tables 15 to 17 show the mean values of the distance measures of the strain data. Table 15 shows that the distance measures for the strain data for the unidirectional random excitation of 60 gal can distinguish the damaged cases from the undamaged case. It also shows that DP1 has higher distance measures than DP2 although DP2 is more severe damage case. These results again point to possible excessive noise in the response motions. Furthermore, the response motions are in the z-direction and would be most affected by input motions that are in the y-direction. The 60 gal motion is applied in the x-direction causing very small strains and consequently the values may be masked by possible noise in Tables 16 and 17 show that the distance measures for the strain data for the unidirectional random excitation of 100 gal and those for the bidirectional random excitation of 50 gal have smaller values for the undamaged cases than DP1, which are in tern smaller than DP2. Figures 14 to 16 show the mean values of the distance measure Δ 1 of the strain data at each location. The following observations are made from these figures:
Strain signals
• For the 100 gal and 50 gal peak acceleration excitation, the distance measure for DP2 has higher values than that for DP1.
• For the 100 gal and 50 gal peak acceleration excitation, the distance measure for DP1 has the maximum value at the damage location.
• For the 100 gal and 50 gal peak acceleration excitation, the distance measure for DP2 is higher for the higher floors.
• For the 60 gal peak acceleration excitation, the distance measure for DP1 is higher than that for DP2. • For the 60 gal peak acceleration excitation, the distance measure for DP1 is higher for the higher floors.
Conclusions
This paper presents the results of the application of two time series-based damage detection algorithms (Nair, et al., 2006, Nair and to the experimental data obtained from the Benchmark Structure of the National Taiwan University. Both acceleration and strain data from the wired system are analyzed. The vibration and strain signals are modeled as autoregressive (AR) and autoregressive time series with exogenous input (ARX). It is found that the AR model is sufficient to capture the characteristics of both the acceleration and strain measurements and is thus adopted for damage discrimination. The data were tested to check the stability of the AR coefficients and it was found that the first AR coefficient changes by less than or about 5% with data samples of 200 or more. In addition, the time series were checked for stationarity and Gaussianity. These tests were performed only to measurements that were not corrupted. It was found in each of these tests that both the acceleration and the strain data are stationary and Gaussian. These data were then used in the subsequent damage analyses.
Several damage sensitive features were investigated, and the first three AR coefficients of the model are used to define the feature vector. In the first algorithm, which follows Nair, et al. (2006) , a damage sensitive feature (DSF) is defined as a function of the first three AR coefficients for the acceleration, and the first AR coefficient is used for the strain data. Differences in the mean values of the DSF before and after damage indicate that there is damage in the structure and the t-test is used to evaluate the statistical significance of that difference. A damage measure DM is introduced based on the mean and variances of the DSF's, and it is found that the DM can be directly correlated to the amount of damage in this simple application. In the second algorithm, which follows the developments of Nair and Kiremidjian (2007) a Gaussian Mixture Model (GMM) is used to characterize the feature vector. Damage diagnosis is achieved by determining the distance between the mixtures. The Mahalanobis distance, which is defined as the Euclidean distance between the mixtures weighted with respect to the inverse covariance matrix, as well as various other distance measures are used to quantify damage extent.
The results from the first algorithm presented in this paper show that the DSF acc,2 can be used for damage detection; DSF acc,1 and/or DM can be used for damage extent, and DSF str can be used for damage localization. The results from the second algorithm show that the Mahalanobis distances for acceleration data and strain data can detect damage for 100 gal and 50 gal peak acceleration excitation, but not for 60 gal peak acceleration excitation. It is likely that unidirectional random excitation with the peak acceleration of 60 gal is not strong enough for us to detect the damage. It is found that the accelerometers used to measure structural response have a noise level that is of the same order as the root mean square of the measurements. Also, the Mahalanobis distances for acceleration data can be used to localize damage while the mean values of the distance measures of the strain data appears to be well correlated to damage extent.
Although the initial results of the analysis are promising, more testing needs to be performed. These should be for varying degrees of damage, loading conditions, environmental conditions such as temperature and humidity, as well as different sequences of damage occurrences. Different damage locations on the structure should be considered and damage sequences should also be investigated. It is only after extensive experimentation and field testing with calibration that these models can be widely applied. Never-the-less, the results presented in this paper are encouraging and represent good initial step towards achieving this goal.
