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The internal disorder of hydrogenic Rydberg atoms as contained in their position and momentum
probability densities is examined by means of the following information-theoretic spreading quanti-
ties: the radial and logarithmic expectation values, the Shannon entropy and the Fisher information.
As well, the complexity measures of Cra´mer-Rao, Fisher-Shannon and LMC types are investigated
in both reciprocal spaces. The leading term of these quantities is rigorously calculated by use of
the asymptotic properties of the concomitant entropic functionals of the Laguerre and Gegenbauer
orthogonal polynomials which control the wavefunctions of the Rydberg states in both position and
momentum spaces. The associated generalized Heisenberg-like, logarithmic and entropic uncertainty
relations are also given. Finally, application to linear (l = 0), circular (l = n− 1) and quasicircular
(l = n− 2) states is explicitly done.
Keywords: Rydberg atoms, radial expectation values, Shannon entropy, Fisher information, circular states,
quasicircular states
I. INTRODUCTION
Although named for the 19th century Swedish spectroscopist Johannes Rydberg, the Rydberg atoms (i.e. atoms in
which an electron has been excited to an unusually high energy level, so with a very high principal quantum number
n) were first detected in interstellar space in 1965; a few years later, with the advent of precisely tunable dye lasers
it was possible to make Rydberg atoms routinely, pushing electrons out to larger and larger orbits. Since then, they
have been increasingly studied mostly for two reasons. First, they are stepping stones from the quantum to classical
worlds since they lie at the border between bound states and the continuum; so that, any process which can result in
excited bound states or ions and free electrons usually leads to the production of Rydberg states. The Rydberg states
of atoms and molecules [1–6] constitute a fertile laboratory where to investigate the order-to-chaos transitions through
the applications of electric fields [7]. Second, the extraordinary properties of these atoms (gigantic size, extremely
long lifetimes and strong polarization by relatively weak electric fields,...) allow experiments to be done which would
be difficult or impossible with normal atoms. This has been recently illustrated in the applicability of the Rydberg
atoms for quantum information processing [7, 8].
For Rydberg atoms with more than one electron, the outer electron is excited into such a high-lying energy level; so
that it moves in a spatially extended orbital far outside the charge distribution of the other electrons. The Rydberg
electron feels an atomic core with an effective charge +e, resulting of the nucleus and all the inner electrons, so that
the atom behaves in many respects like a hydrogen atom as long as the Rydberg electron does not approach the
core too closely. The latter in turn depends on the angular momentum of the Rydberg electron. For the maximum
angular momentum quantum number l = n− 1, the classical Rydberg orbit is circular and the penetration depth of
the electron into the core is minimum, while for small values l << n the orbit becomes elliptical with large eccentricity
in which the potential felt by the electron deviates from the Coulombian one.
In this paper we consider both Rydberg states of hydrogen atoms (Z = 1) and Rydberg states of ions and molecules,
where one electron is highly excited, but still weakly bound to positively charged ion which represents the remainder
of the system. The Rydberg electron is primarily sensitive to the total charge of the core formed by the nucleus and
all the inner electrons, which binds it in its orbit. Associated to each large principal quantum number n, there exists
a manifold of such Rydberg states, analogous to elliptical orbits sharing the length of their major axis but ranging in
shape from linear (l = 0) to circular (l = n− 1) and quasicircular (l = n− 2).
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2The goal of this paper is to investigate the internal disorder of the Rydberg systems by means of the analytical
information theory. This includes the quantification of the multiple facets of the spatial and momentum extension, as
given by the three-dimensional geometries of the charge and momentum probability distributions of the corresponding
Rydberg states, by means of the following spreading measures: power moments, variances, logarithmic expectation
values, Shannon entropies [9] and Fisher informations [10, 11] and some intrinsic or density-dependent complexity
measures of Cra´mer-Rao [12–14], Fisher-Shannon [15, 16] and LMC (Lo´pez Ruiz-Mancini-Calvet) [17, 18] types.
The electronic probability densities of the Rydberg atoms are given [19–23] by the expressions
ρ(~r) =
4Z3
n4
ω2l+1(r˜)
r˜
[
L˜2l+1n−l−1(r˜)
]2
|Yl,m(θ, ϕ)|2 , (1)
(with r˜ = 2Zn r, l = 0, 1, . . . , n− 1, and m = −l,−l+ 1, . . . ,+l and ω2l+1(x) = x2l+1e−x) for the electronic orbitals in
configuration or position space, and
γ(~p) = 22l+4
( n
Z
)3 (np˜)2l
(1 + n2p˜2)2l+4
[
C˜l+1n−l−1
(
1− n2p˜2
1 + n2p˜2
)]2
|Yl,m(θ, ϕ)|2 , (2)
(with p˜ = pZ ) for the electronic orbitals in reciprocal or momentum space. The symbol Yl,m(θ, ϕ) denotes the ordinary
three-dimensional spherical harmonics. Moreover the symbols L˜αm and C˜αm denote the Laguerre and Gegenbauer
polynomials, orthonormal with respect to the weight functions ωα(x) = x
αe−x and ω∗α(x) = (1−x2)α−
1
2 , respectively.
The physical and chemical properties of the Rydberg atoms are completely determined by the spread of the position
and momentum densities (1) and (2) all over the space. The quantification of the multiple facets of this spreading
is presently done not only by means of the radial expectation values in position, 〈rk〉, and momentum, 〈pk〉, spaces
but also by some information-theoretic measures of local (Fisher’s informations, I [ρ] and I [γ]) and global (Shannon’s
entropies, S [ρ] and S [γ]) character. These spreading measures are closely related to various fundamental and/or
experimentally measurable quantities such as the diamagnetic susceptibility (〈r2〉), the potential energy (〈r−1〉),
the kinetic energy (〈p2〉), etc. Moreover, they allow to determine various uncertainty measures and to bound the
macroscopic quantities which are described by power density functionals of the system.
Let us highlight the role of the Shannon and Fisher uncertainty measures. While the former quantifies the global
extent of the density (since it is a logarithmic functional of it), the Fisher information is a local uncertainty measure
which quantifies the gradient content (so, the oscillatory character) of the Rydberg wavefuncion because it is given by
a gradient functional of the corresponding density. Moreover, both measures fulfil a number of interesting properties:
(a) they are the basic variables of two extremization procedures (the maximum entropy method and the principle of
extreme physical information [10]), (b) they have been used to identify the most distinctive non-linear phenomena
(avoided crossings) encountered in atomic and molecular spectra under external fields [24], and (c) they satisfy the
uncertainty relations [25, 26]:
S [ρ] + S [γ] ≥ 3 (1 + lnπ) , (3)
I [ρ]× I [γ] ≥ 36, (4)
which generalize the well-known Heisenberg-like relation
〈
r2
〉 〈
p2
〉 ≥ 9
4
and its extension based upon moments of
arbitrary order [27, 28]. For further results, see the reviews [29–31].
More recently, some density-dependent complexity measures, such as the Cra´mer-Rao, Fisher-Shannon, LMC and
LMC-Re´nyi generalized complexities have been introduced in a quantum-physical context [32–35]; see also the recent
reviews [30, 36]. Contrary to other complexity notions (computational complexity, algorithmic complexity,...) which
one may eventually think of, the density-dependent complexities are intrinsic properties of the quantum system.
Moreover, the effective complexity of the system in a given quantum state is closely related to the main features of
the associated quantum-mechanical probability density ρ(~r) (irregularities, extent, fluctuations, smoothing,...).
Each of these measures of complexity grasps the combined balance of two different spreading facets of the probability
density. The Cra´mer-Rao complexity quantifies the gradient content of ρ(~r) jointly with the probability spreading
around the centroid. The Fisher-Shannon complexity measures the gradient content of ρ(~r) together with its total
extent in the position space. The LMC complexity measures the combined balance of the average height of ρ(~r) (as
given by the second-order entropic moment W2[ρ], also called disequilibrium D[ρ]), and its total extent (as given
by the Shannon entropic power N [ρ] = eS[ρ]). Moreover, it is interesting to notice that these three complexity
measures are (a) dimensionless, (b) bounded from below by unity (when ρ is a continuous density in R in the Cra´mer-
Rao and Fisher-Shannon cases, and for any ρ in the LMC case), and (c) minimum for the two extreme (or least
3complex) distributions which correspond to perfect order (i.e. the extremely localized Dirac delta distribution) and
maximum disorder (associated to a highly flat distribution). Finally, they fulfil invariance properties under replication,
translation and scaling transformation [37, 38].
The structure of this paper is the following. Firstly, in Section II, we show the known position and momentum radial
expectation values of the Rydberg atoms recently obtained by use of some modern ideas and techniques relative to the
asymptotics of the Laguerre and Gegenbauer polynomials of varying kind (i.e., when the parameter of the polynomials
are dependent on their degree). Moreover, for the sake of completeness, we also consider the logarithmic expectation
values, and the associated uncertainty products. Then, we analyze the Shannon entropy and the Fisher information
of the Rydberg atoms for both position and momentum spaces in Sections III and IV, respectively. In Section V
we calculate and discuss the complexity measures of the Rydberg atoms mentioned above. In Section VI we apply
the previous general results to some specific states of the Rydberg atoms of circular (l = n − 1) and quasi-circular
(l = n− 2) types. Finally some conclusions and open problems are pointed out.
II. POSITION AND MOMENTUM EXPECTATION VALUES: BASICS
In this Section we show the known values of the position and momentum radial expectation values (〈rα〉 and 〈pα〉,
α ∈ R, respectively) of the Rydberg atoms, pointing out some open problems. As well, we find the logarithmic
expectation values of these systems, denoted by 〈ln r〉 and 〈ln p〉 respectively. Finally, we show that the Heisenberg-
like product (〈rα〉 · 〈rβ〉) and the logarithmic sum (〈ln r〉 + 〈ln p〉) fulfil not only the Heisenberg-like and Beckner
logarithmic [39] uncertainty relations, valid for general quantum systems, but also the corresponding more stringent
uncertainty relations valid for quantum systems with central potentials recently obtained by Zozor et al [27] and
Rudnicki et al [40], respectively.
The radial expectation values in position space, 〈rα〉 with r = ‖~r‖, of the Rydberg atom in the state (n, l,m) are
given by
〈rα〉 =
∫
rαρ(~r)d~r (5)
=
1
2n
( n
2Z
)α ∫ ∞
0
ων(r˜)
[
L˜νk(r˜)
]2
r˜α+1dr˜ (6)
with k = n − l − 1 and ν = 2l + 1, where we have taken into account the expression (1) for the probability density
ρ(~r) of the state with quantum numbers (n, l,m). Notice that this integral converges for all values of α > −2l − 3,
and the Laguerre polynomial is of varying type (i.e., the parameter depends on the degree since l ∈ {0, 1, .., n− 1}).
Moreover, remark that k → ∞ if and only if n → ∞. Recently, using the Buyarov et al’s theorem [41]) which gives
the weak-* asymptotics of the Laguerre polynomials, Aptekarev et al [42] have shown that
〈rα〉 ⋍
n→∞


(
n2
Z
)α 2α+1Γ(α+ 32 )√
piΓ(α+2)
, α > − 32
Z−α
n3
Γ(2l+3+α)
Γ(2l−α)
2−(3α+5)Γ(−α− 32 )√
piΓ(−α−1) , −2l− 3 < α < − 32
(7)
what completes the full range of admissible powers of 〈rα〉, except when α = − 32 (which remains to be an open
problem). For checking and completeness, let us give the first few expectation values
〈
r0
〉
= 1, 〈r〉 ⋍ 3n
2
2Z
,
〈
r2
〉
⋍
5
2
(
n2
Z
)2
,
and
〈
r−1
〉
=
Z
n2〈
r−2
〉
=
Z2
n3
(
l + 12
) , 〈r−3〉 = Z3
n3l (l + 1)
(
l + 12
) ,
〈
r−4
〉
⋍
3Z4
2n3l
(
l + 32
)
(l + 1)
(
l+ 12
) (
l − 12
) ,
4with integer powers α for all Rydberg states (n → ∞). These first few expectation values can be tested with the
exact values given in Ref. [43] and [2], respectively. Let us also highlight that Eq. (7), which give the exact leading
term of the radial expectation values of the Rydberg states with (l,m) fixed, improve the corresponding approximate
values obtained by Shiell [7] from simple geometrical considerations and extend and rigorously prove the semiclassical
values obtained by Heim [44].
Let us now calculate the radial expectation values of Rydberg atoms in momentum space given by
〈pα〉 =
∫
pαγ(~p)d~p; α ∈ R
=
(
Z
n
)α ∫ +1
−1
ω∗ν′(t)
[
C˜(ν′)k (t)
]2
(1− t)α2 (1 + t)1−α2 dt,
where ω∗ν′(t) is the weight function of the Gegenbauer polynomials C˜(ν
′)
k (t), k = n− l− 1 and ν′ = l+1. We first note
that this integral converges only when −2ν′−1 < α < 2ν′+3, i.e., when −2l−3 < α < 2l+5. In 2010 Aptekarev et al
[42] have shown by means of the weak-* asymptotics of Gegenbauer polynomials [41] that the momentum expectation
values 〈pα〉, −1 < α < 3 and α 6= 1, of the Rydberg states (n, l,m) with l uniformly bounded, have the expression
〈pα〉 ⋍ 1
π
(
Z
n
)α ∫ +1
−1
(
1− t
1 + t
)α−1
2
dt,
which gives the following momentum expectation values for the Rydberg atoms
〈pα〉 ⋍
(
Z
n
)α
α− 1
sin
(
pi
2 (α− 1)
) = (Z
n
)α
2
π
Γ
(
α+ 1
2
)
Γ
(
3− α
2
)
; −1 < α < 3, α 6= 1, (8)
〈p〉 ⋍ 2Z
πn
,
which provides, in particular, the exact values for the normalization
(〈
p0
〉
= 1
)
and the kinetic energy
(〈
p2
〉
= Z2/n2
)
of the system.
Let us note that, as it happened in the position case, here we are able to obtain the leading term of the momentum
expectation values 〈pα〉 of the Rydberg atoms only in a subrange of all of possible values of α (−2l− 3 < α < 2l+5);
namely, in the subrange α ∈ (−1, 3). Again, this is related to the use of the weak-* asymptotics for the involved
polynomials instead of the strong asymptotics in the spirit of [45, 46], but the latter lie out of the scope of this work.
Unfortunately, here we do not have a recursion relation of the position type for the momentum expectation values to
overcome this problem and extend Eq. (8) beyond the interval (−1, 3). Let us only mention here that Delburgo and
Elliot have obtained the expectation value
〈
p−1
〉
[47]; the determination of the remaining possible expectation values
is an open problem.
For s = 0 (l finite value), the generalized Heisenberg-like product becomes
〈rα〉 2α 〈pβ〉 2β =
(
2α+1Γ
(
α+ 32
)
√
πΓ(α+ 2)
) 2
α (
2
π
Γ
(
1 + β
2
)
Γ
(
3− β
2
)) 2
β
n2 + o(n2),
valid for α > − 32 and −1 < β < 3. Let us point out that this uncertainty product fulfils the generalized Heisenberg-like
uncertainty relation recently found by Zozor et al [27].
The logarithmic expectation values 〈ln r〉 and 〈ln p〉 of Rydberg atoms, which has been shown to play a very
useful role in the model-independent description of atomic, molecular and nuclear charge distribution [48, 49], can be
much easier calculated by taking into account the numerous known algebraic properties of the involved Laguerre and
Gegenbauer polynomials. Their values, following the lines of [50], turn out to be given by
〈ln r〉 = 2 lnn+ 1− ln 2− lnZ +O(n−2),
in position space, and
〈ln p〉 = − lnn− 1 + l +
1
2
n
+ lnZ +O(n−2),
so that the net uncertainty logarithmic sum has the value
〈ln r〉 + 〈ln p〉 = lnn− ln 2 + l +
1
2
n
+O(n−2),
5which certainly fulfills not only the Beckner uncertainty relation [39] valid for general systems, but also the improved
relation 〈ln r〉 + 〈ln p〉 ≥ ψ ( 2l+34 )+ ln 2, l = 0, 1, 2, . . ., valid for any central potential, recently found by Rudnicki et
al [40], where ψ(x) is the psi or digamma function.
III. POSITION AND MOMENTUM SHANNON ENTROPIES
The extent to which a probability density is spread all over the space, is best determined by its Shannon entropy.
In this Section, we calculate the leading term (n→∞) of the Shannon entropies of the electronic densities ρ(~r) and
γ(~p) of Rydberg atoms in position and momentum spaces, given by Eqs. (1) and (2), explicitly in terms of the three
quantum numbers (n, l,m) of the corresponding state. They are defined by
S [ρ] = −
∫
ρ(~r) ln ρ(~r)d~r, (9)
and
S [γ] = −
∫
γ(~p) ln γ(~p)d~p. (10)
From Eqs. (1) and (9), and (2) and (10), one obtains that the Shannon entropy has the value
S [ρ] = An,l +
1
2n
E1
[
L˜2l+1n−l−1
]
+ S (Yl,m)− 3 lnZ, (11)
and
S [γ] = Bn,l + E0
[
C˜l+1n−l−1
]
+ S (Yl,m) + 3 lnZ, (12)
in position and momentum spaces, respectively. The constants An,l and Bn,l have the expresions
An,l = − ln
(
4
n4
)
+
3n2 − l(l + 1)
n
− 2l
[
2n− 2l− 1
2n
+ ψ(n+ l + 1)
]
,
and
Bn,l = − ln n
3
22l+4
− (2l + 4) [ψ(n+ l + 1)− ψ(n)] + l + 2
n
− 4
[
1− 2n(2l+ 1)
4n2 − 1
]
.
The symbols Ek [yn], k = 0 and 1, denote the following entropic integrals of the polynomials yn(x) orthonormal
with respect to the weight function ω(x), a < x < b:
Ek [yn] = −
∫ b
a
xkω(x)y2n(x) ln y
2
n(x)dx.
These integrals cannot be determined analytically except for the two extreme cases with small and large n in the
Laguerre case and n = 0, n = 1 and n ≫ 1 in the Gegenbauer case. The calculation for n ≫ 1 is a formidable
task which can be tackled in the Laguerre [46] and Gegenbauer [45, 51] cases by means of some highbrow methods of
approximation theory. We have obtained
E1
[
L˜αn
]
:= −
∫ ∞
0
xωα(x)
[
L˜αn(x)
]2
ln
[
L˜αn(x)
]2
dx
= −6n2 + 2(α+ 1)n lnn+ 2n (ln(2π)− 2α− 4) + o(n), (13)
and
E0
[
C˜αn
]
:= −
∫ +1
−1
ω∗α(x)
[
C˜αn (x)
]2
ln
[
C˜αn (x)
]2
dx
= lnπ + (1− 2α) ln 2− 1 + o(1), (14)
6for n≫ 1, respectively. The remaining symbol S(Yl,m) in Eqs. (11)-(12) denotes the angular Shannon entropy given
by [52]
S (Yl,m) = −
∫
|Yl,m(θ, ϕ)|2 ln |Yl,m(θ, ϕ)|2 sin θdθdϕ
= Dl,m + E
[
C˜m+
1
2
l−m
]
, (15)
with
Dl,m = ln 2π − 2m
[
ψ(l +m+ 1)− ψ
(
l +
1
2
)
− ln 2− 1
2l+ 1
]
.
Then, from Eqs. (11) and (13), and (12) and (14), one obtains that the Shannon information entropies of the
Rydberg states (n, l,m), n→∞ and (l,m) fixed, have the following expressions
S [ρ] = 6 lnn− ln 2 + lnπ − 3 lnZ + S(Yl,m) + o(1), (16)
S [γ] = −3 lnn+ 3 ln 2 + lnπ − 5 + 3 lnZ + S(Yl,m) + o(1), (17)
in position and momentum spaces, respectively. The angular Shannon entropy S(Yl,m) is given by Eq. (15). This
integral cannot be analytically calculated for arbitrary (l,m) values, but it is possible to do it for some particular
cases. Indeed, for states with |m| = l one has
S (Yl,l) = ln
(
22l+1π
3
2 l!
Γ
(
l+ 32
)
)
− 2l
[
ψ (2l + 1)− ψ
(
l +
1
2
)
− 1
2l+ 1
]
, (18)
so that, in particular for ns−states (i.e. when l = m = 0) one has S(Y0,0) = ln 4π. Then, from Eqs. (16) and (17),
we can obtain the values:
S [ρ] = 6 lnn+ ln 2 + 2 lnπ − 3 lnZ + o(1),
S [γ] = −3 lnn+ 5 ln 2 + 2 lnπ − 5 + 3 lnZ + o(1),
for the position and momentum Shannon entropy of Rydberg ns−states (also called linear states). On the other hand,
when |m| = l − 1 then one has
S (Yl,l−1) = ln
(
22lπ
3
2 (l − 1)!
Γ
(
l + 32
)
)
− 2 + γEM + ψ
(
l +
3
2
)
−2(l− 1)
[
ψ (2l)− ψ
(
l +
1
2
)
− 1
2l+ 1
]
, (19)
where γEM = 0.57721 is the Euler-Mascheroni constant. Taking into account the asymptotic behavior of the gamma
Γ(x) =
√
2πe−xxx−1/2
(
1 +
1
12x
+O
(
x−2
))
; for x→∞, (20)
and digamma
ψ(x) = lnx− 1
2x
− 1
12x2
+O
(
x−4
)
; for x→∞, (21)
functions, one obtains from Eqs. (18) and (19) the asymptotics of the angular Shannon entropies
S (Yl,l) = ln 2 +
3
2
lnπ +
1
2
− 1
2
ln l+O
(
l−1
)
,
and
S (Yl,l−1) = 2 ln 2 +
3
2
lnπ + γEM − 1
2
− 1
2
ln l +O
(
l−1
)
.
In addition, from Eqs. (14) and (15), when m = 0, one gets the asymptotics
S (Yl,0) = ln 2 + 2 lnπ − 1 + o(1) for l≫ 0.
Finally, let us remark that the entropic sum obtained from Eqs. (16) and (17) fulfils not only the general entropic
uncertainty relation given by Eq. (3) but also the improved corresponding relation of central potentials [40] recently
derived, what is a further checking of our results.
7IV. POSITION AND MOMENTUM FISHER INFORMATIONS
The Fisher information of the probability density ρ (~r) is defined by
I [ρ] =
∫ ∣∣∣~∇ρ (~r)∣∣∣2
ρ (~r)
d~r. (22)
This quantity, which is the translationally invariant version of the parameter-dependent Fisher information originally
introduced by R. E. Fisher in the statistical estimation theory [11], has been applied in a great number of scientific
and technological fields. Contrary to the remaining spreading measures, the Fisher information is a local quantity
because it is very sensitive to the fluctuations or irregularities of the density. Note that it is a functional of the
gradient of ρ (~r), so that it nicely grasps the highly oscillatorial behavior of the Rydberg wavefunctions. The higher
it is, the more localized is the density, the smaller is the uncertainty and the higher is the accuracy in estimating the
localization of the electron. Moreover, the Fisher information is closely related to the kinetic and Weizsa¨cker energies.
The explicit expressions for the position and momentum Fisher information of a hydrogenic state (n, l,m) can be
obtained either algebraically by means of the numerous properties of the orthogonal polynomials which control its
wavefunctions or by use of the relations
I [ρ] = 4
〈
p2
〉− 2 |m| (2l + 1) 〈r−2〉 , (23)
I [γ] = 4
〈
r2
〉− 2 |m| (2l + 1) 〈p−2〉 , (24)
together with the known expressions of the radial expectations values (
〈
r2
〉
,
〈
r−2
〉
,
〈
p2
〉
,
〈
p−2
〉
) in the two reciprocal
spaces. One obtains the values
I [ρ] =
4Z2
n3
(n− |m|) , (25)
and
I [γ] =
2n2
Z2
[
5n2 − 3l(l+ 1)− |m| (8n− 6l− 3) + 1] , (26)
for the Fisher information of the hydrogenic state (n, l,m) in position and momentum spaces, respectively.
Therefore, the Fisher informations of the Rydberg states (n, l,m), n→∞ and fixed (l,m) have the values
I [ρ] =
(
2Z
n
)2
+O
(
1
n3
)
,
I [γ] =
10
Z2
n4 +O(n3),
in the two reciprocal spaces. It is worth remarking that the net uncertainty product
I [ρ]× I [γ] ≥ 40n2 +O(n),
for these Rydberg states, certainly fulfils the uncertainty relation (4). Moreover, it is interesting to note that the
position and momentum Fisher information scale as the energy and the geometric cross section of the Rydberg state,
that is as n−2 and n4, respectively.
V. COMPLEXITY MEASURES
In this Section we find the position and momentum complexity measures of Cra´mer-Rao, Fisher-Shannon and LMC
types of the probability density of the Rydberg states (n, l,m) with n → ∞ and (l,m) fixed. The Cra´mer-Rao
complexity measure [12–14] in position space is given by
CCR[ρ] = V [ρ]× I[ρ], (27)
8where V [ρ] =
〈
r2
〉−|〈~r〉|2 is the well-known variance, and I[ρ] denotes the Fisher information (22) discussed previously.
Moreover, since |〈~r〉|2 = 0 for any state, we have that
V [ρ] =
〈
r2
〉
=
n2
2Z2
[
5n2 − 3l(l+ 1) + 1]
Then, the exact value of the Cra´mer-Rao complexity for any hydrogenic state (n, l,m) of the atom in position space
is
CCR[ρ] =
2
n
(5n2 − 3l(l+ 1) + 1)(n− |m|) (28)
Similarly, taking into account that
〈
p2
〉
= Z
2
n2 and the value (26) for the momentum Fisher information I[γ] we obtain
in a straightforward manner that
CCR[γ] = 2(5n
2 − 3l(l + 1)− |m|(8n− 6l− 3) + 1), (29)
is the exact value for the momentum Cra´mer-Rao complexity of any hydrogenic state (n, l,m). From the two previous
expressions, it is interesting to realize that for l fixed and large n, one has
CCR[ρ] = 10n
2 +O(n) and CCR[γ] = 10n
2 +O(n), (30)
which indicates that the Cra´mer-Rao complexity of Rydberg states with l fixed have the same leading behaviour.
Let us now examine the Fisher-Shannon complexity [15, 16], which is defined by
CFS [ρ] = I[ρ]× 1
2πe
e
2
3S[ρ], (31)
in position space. This quantity measures the combined balance of the gradient content of the density ρ(~r) as given
by the Fisher information I[ρ], and the spatial spreading as given by an exponential of the Shannon entropy S[ρ].
Thus, the Fisher-Shannon complexity grasps a two-fold facet of the density of localization-delocalization or oscillatory-
spreading character. The two components of this complexity, S[ρ] and I[ρ], have been discussed in Sections III and
IV, respectively. While the Fisher information is exactly known for any general hydrogenic state, we only know the
leading term of the Shannon entropy for the Rydberg states. Then, from (16) and (26) and (31) one has the value
CFS [ρ] =
(
2
π
) 1
3
e−1+
2
3S(Yl,m)n2 + o(n2),
for the position Fisher-Shannon complexity of a Rydberg state (n, l,m) with l fixed. Here, S(Yl,m) denotes the angular
Shannon entropy which can be calculated either numerically or analytically from (15) for each pair (l,m); see section
III for its analytical expression in some particular cases.
The Fisher-Shannon complexity in momentum space, CFS [γ], of Rydberg states can be calculated in a similar manner
by making profit of the exact value (26) of the momentum Fisher information I[γ] and the asymptotic value (i.e.,
large n) of the momentum Shannon entropy given by (17). We found that
CFS [γ] = 20π
− 13 e−
13
3 +
2
3S(Yl,m)n2 + o(n2),
when n → ∞ and (l,m) is fixed, where S(Yl,m) denotes the angular part of the Shannon entropy which can be
obtained from (15) for each pair (l,m). It is worth pointing out that the expressions of the leading term of both
position and momentum Fisher-Shannon complexities of the Rydberg states can be explicitly given in terms of the
quantum numbers for some particular cases; not only for linear states (l = m = 0), where S(Y00 = ln 4π), but also
for the states with (l,m) = (l, l) and (l, l − 1) for which the associated angular Shannon entropies S(Ylm) have been
already given in (18) and (19), respectively. Notice that we have the values
CFS [ρ] ≃ 3
√
25πe−1n2 + o(n2) (32)
CFS [γ] ≃ 5 3
√
24πe−
13
3 n2 + o(n2) (33)
for the position and momentum Fisher-Shannon complexity measures of the linear Rydberg states (n, 0, 0).
Finally, let us consider the LMC complexity measure CLMC [ρ] which is given [18] by
CLMC [ρ] = D[ρ]× eS[ρ], (34)
9in position space. The symbols N [ρ] ≡ eS[ρ] and D[ρ] ≡W2[ρ] denote the Shannon entropy power and the disequilib-
rium or second-order entropic moment of the density
D[ρ] = 〈ρ〉 =
∫
R3
(ρ(~r))2 d~r, (35)
respectively. Then, this complexity measure quantifies the combined balance of the average height (as given by the
disequilibrium) and the total extent of the density (as given by the Shannon entropy power). To calculate this quantity
for Rydberg states we use the asymptotic value (i.e. large n) of the Shannon entropy S[ρ] given by (16), and the
exact value of the disequilibrium D[ρ] which is given [53] by
D[ρ] =
(2l + 1)2
24nπn5
nr∑
k=0
(
2nr − 2k
nr − k
)2
× (k + 1)k
k!
Γ(4l+ 2k + 3)
Γ2(2l+ k + 2)
×
2l∑
l′=0
(2l′ + 1)
(
l l l′
0 0 0
)2(
l l l′
m m −2m
)2
(36)
with nr = n − l − 1. Then the use of (16) and (36) allows us to obtain the position LMC complexity measure for
Rydberg states. The resulting expression can be simplified by finding the value of D[ρ] in the limiting case n → ∞
from (36), whose achievement is left to the reader. Working in a similar manner one can obtain the LMC complexity
measure in momentum space for all Rydberg states by means of the expression (17) for the momentum Shannon
entropy S[γ] and the value of the momentum disequilibrium D[γ] = 〈γ〉.
Thus, the evaluation of the position and momentum LMC complexity measures remains to be an open problem not
only for general hydrogenic states (because the values of the position and momentum Shannon entropies and the
momentum disequilibrium are unknown) but also for Rydberg states (because the limiting case n→∞ of the position
and momentum disequilibrium are also unknown). Nevertheless, we show in the next section that the leading term of
the LMC complexity measures can be obtained for the special case of circular and quasicircular states in both position
and momentum states.
VI. APPLICATION TO CIRCULAR AND QUASICIRCULAR STATES
In this Section we calculate the position and momentum spreading measures of the circular (l = |m| = n − 1)
and quasicircular (l = |m| = n − 2) states of Rydberg atoms by use of the theoretical methodology obtained in the
previous sections. These measures quantify in various complementary ways the high anisotropy of the electron density
distribution of the circular and quasicircular Rydberg atoms. These systems are ideal semiclassical objects at the
frontier of classical and quantum physics since the electron distribution in position space has the shape of a thin
torus along the Bohr circular orbit of radius ∼ n2 atomic units. Moreover, they are also important because they are
experimentally accessible and relatively long lived [54–57]. As the electron distribution does not penetrate the atomic
core, any Rydberg atom in a circular or a quasicircular state is a quasi-hydrogenic system.
A. Circular states: (n,n− 1,n− 1)
When the orbital angular momentum, which describes the state of the system, has the maximum value l = n− 1,
the electron orbit approaches a circular path with radius r = 〈r〉. In this case, for l = m = n − 1, the probability
densities are given by
ρ(~r) =
4Z3
n4Γ(2n)
r˜2n−2e−r˜ |Yn−1,n−1(θ, ϕ)|2 , (37)
and
γ(~p) =
24n+1n4
πZ3
Γ2(n)
Γ(2n)
(np˜)2n−2
(1 + n2p˜2)2n+2
|Yn−1,n−1(θ, ϕ)|2 , (38)
in position and momentum spaces respectively.
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For these states, the position and momentum power moments can be determined in an exact form in position space:
〈rα〉 =
( n
2Z
)α Γ(2n+ α+ 1)
Γ(2n+ 1)
, α > −2n− 1,
and in momentum space:
〈pα〉 =
(
Z
n
)α Γ ( 3−a2 + n)Γ ( 1+a2 + n)
Γ
(
1
2 + n
)
Γ
(
3
2 + n
) , −2n− 1 < α < 2n+ 3.
Taking into account the asymptotic behaviour of the gamma function (20), the following asymptotics of these expec-
tation values are obtained for large values of n:
〈rα〉 =
(
n2
Z
)α (
1 +O
(
1
n
))
, (39)
〈pα〉 =
(
Z
n
)α(
1 + O
(
1
n
))
. (40)
The logarithmic expectations values turn out to be given by
〈ln r〉 = ln
( n
2Z
)
+ ψ(2n+ 1), 〈ln p〉 = − ln
( n
Z
)
− 1
2n+ 1
,
and their asymptotic behaviours are
〈ln r〉 = 2 lnn− lnZ +O
(
1
n
)
, 〈ln p〉 = − lnn+ lnZ +O
(
1
n
)
,
where we have taken into account the asymptotics of the digamma function ψ(x) (21).
The Shannon entropies, given by Eq. (11) and (12) can be analytically determined for the circular states:
S [ρn,n−1,n−1] = An,n−1 +
1
2n
E1
[
L˜2n−10
]
+ S (Yn−1,n−1)− 3 lnZ
= ln
(
πn4
Z3
)
+ 2 ln [Γ(n)] + 2n+ 1− 2(n− 1)
[
1
2n
+ ψ(n)
]
, (41)
in position space, and
S [γn,n−1,n−1] = Bn,n−1 + E0
[
C˜n0
]
+ S (Yn−1,n−1) + 3 lnZ
= ln
(
25π2Z3
n4
)
+
n+ 1
n
− 4
2n− 1 + 4 [ψ(n)− ψ(2n)] , (42)
in momentum space. In order to obtain the Shannon entropies for the Rydberg circular states, one has to calculate
the limit n→∞ in Eqs. (41) and (42).
Taking into account the asymptotic behaviour of the gamma and digamma functions, and the Taylor series of the
logaritmic function
ln(1 + x) = x− x
2
2
+
x3
3
+O
(
x4
)
; for x→ 0,
one can obtain
S [ρn,n−1,n−1] = 5 lnn+ 1 + ln
(
2π2
Z3
)
+
1
3n
+O
(
1
n2
)
,
and
S [γn,n−1,n−1] = −4 lnn− 2
n
+ 1 + ln
(
2π2Z3
)
+O
(
1
n2
)
,
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for the Shannon entropy of the Rydberg circular states (n→∞) in position and momentum spaces, respectively.
The Fisher information can also be exactly determined for circular states. Taking Eqs. (25) and (26) with |m| =
l = n− 1, we have
I[ρn,n−1,n−1] =
4Z2
n3
, and I[γn,n−1,n−1] =
4
Z2
n2(n+ 2), (43)
for the position and momentum spaces, respectively.
According to the previous results, all the complexity measures presented in the previous section can be exactly
evaluated both in position and momentum space. Let us show their corresponding values in an explicit manner.
According to (37) and (38), or directly from (27),(39) and (40) with α = 2, and (43), one obtains that Cra´mer-Rao
complexities of the circular hydrogenic states have the values
CCR[ρn,n−1,n−1] = 4n+ 6+
2
n
,
and
CCR[γn,n−1,n−1] = 4n+ 8,
in the position and momentum spaces, respectively. Notice that for Rydberg states, these quantities have the same
leading term.
According to (31), (41), (42) and (43) we have obtained that the Fisher-Shannon complexities of the circular
hydrogenic states have the expressions
CFS [ρn,n−1,n−1] = 2(πn)−
1
3 (Γ(n))
4
3 exp
[
2
3
(
2n− 1
2
− 2(n− 1)
(
1
2n
+ ψ(n)
))]
and
CFS [γn,n−1,n−1] = 16(2πn)
1
3 (n+ 2) exp
[
2
3
(
−1
2
+
1
n
− 4
2n− 1 + 4 (ψ(n)− ψ(2n))
)]
in position and momentum spaces, respectively. Taking into account the asymptotic behaviour of the gamma and
digamma functions given by (20) and (21), we have found that the leading term of Fisher-Shannon complexity of
circular Rydberg states has the same value:
CFS [ρn,n−1,n−1] = CFS [γn,n−1,n−1] = 2
5
3
(π
e
) 1
3
n
1
3 +O
(
n−
2
3
)
in the position and momentum spaces, respectively.
Finally, according to its definition (34), to evaluate the LMC complexity measures of the circular hydrogenic states we
have to calculate both the Shannon entropy (see (9) and (10)) and the disequilibrium (see (36)) in the two reciprocal
spaces directly from the corresponding probability densities given by (37) and (38). The Shannon entropies are given
by (41) and (42), and the disequilibrium has the expressions
D[ρn,n−1,n−1] =
(2n− 1) (Γ (n− 12))2 Z3
8π2n5 (Γ(n))
2 ,
and
D[γn,n−1,n−1] =
n4(4n+ 5)(4n+ 7)Z−3
16π2(4n2 − 1) ,
in the position and momentum spaces, respectively. With these values and those of the Shannon-entropy expressions
(41) and (42), we obtain that the LMC complexity measures of circular hydrogenic states have the values
CLMC [ρn,n−1,n−1] =
(2n− 1) (Γ (n− 12))2
8πn
exp
[
2n+ 1− 2(n− 1)
(
1
2n
+ ψ(n)
)]
,
and
CLMC [γn,n−1,n−1] =
2(4n+ 5)(4n+ 7)
4n2 − 1 exp
[
1 +
1
n
− 4
2n− 1 + 4 (ψ(n)− ψ(2n))
]
12
for the position and momentum spaces, respectively. The asymptotics (n→∞) of these quantities yield the expressions
CLMC [ρn,n−1,n−1] =
e
2
+
7e
24n
+O
(
n−2
)
,
and
CLMC [γn,n−1,n−1] =
e
2
+
e
2n
+O
(
n−2
)
,
for the position and momentum LMC complexities of Rydberg circular states in the position and momentum spaces,
respectively. As in the previous complexity measures, the main term of the asymptotics is identical for both densities.
B. Quasicircular states: (n,n− 2,n− 2)
Let us consider the Rydberg states with orbital quantum numbers l = m = n − 2. In this case, the probability
densities are given by
ρ(~r) =
4Z3
n4Γ(2n− 1) r˜
2n−4e−r˜(2n− 2 + r˜)2 |Yn−2,n−2(θ, ϕ)|2 ,
and
γ(~p) =
24n−1n4(n− 1)2
πZ3
Γ2(n− 1)
Γ(2n− 1)
(np˜)2n−4(1− n2p˜2)2
(1 + n2p˜2)2n+2
|Yn−2,n−2(θ, ϕ)|2 ,
in position and momentum spaces respectively.
For these states, the position and momentum power moments can be determined in an exact form in position space:
〈rα〉 =
( n
2Z
)α 2n+ 3α+ α2
2n
Γ(2n+ α− 1)
Γ(2n− 1) , α > −2n+ 1,
and in momentum space:
〈pα〉 =
(
Z
n
)α
2n+ (α− 1)2
2
Γ
(
n+ a−12
)
Γ
(
n+ 1−a2
)
Γ
(
n− 12
)
Γ
(
n+ 32
) , −2n+ 1 < α < 2n+ 1.
Taking into account the asymptotic behaviour of the gamma function (20) the asymptotics of these expectation values
are obtained for large values of n:
〈rα〉 =
(
n2
Z
)α (
1 +O
(
1
n
))
,
〈pα〉 =
(
Z
n
)α(
1 + O
(
1
n
))
.
The logarithmic expectations values turn out to be given by
〈ln r〉 = ln
( n
2Z
)
+
3
2n
+ ψ(2n− 1), 〈ln p〉 = − ln
( n
Z
)
− 6n− 1
4n2 − 1 ,
and their asymptotic behaviours are
〈ln r〉 = 2 lnn− lnZ +O
(
1
n
)
, 〈ln p〉 = − lnn+ lnZ +O
(
1
n
)
,
where we have taken into account the asymptotics of the digamma function (21).
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In position space, the Shannon entropy (11) for the quasicircular states has the form
S [ρn,n−2,n−2] = An,n−2 +
1
2n
E1
[
L˜2n−31
]
+ S (Yn−2,n−2)− 3 lnZ
= ln
(
2π
Z3
)
+ 3 ln(n)− ln
(
1− 1
n
)
+ 2n+ 1 +
4
n
− 1
n− 1
+ 2 ln [Γ(n)]− 2(n− 2)ψ(n)− 1
2nΓ(2n− 1)In, (44)
where the integral In is defined as
In =
∫ ∞
0
x2n−2e−x(2n− 2− x)2 ln(2n− 2− x)2dx. (45)
This integral can be analytically expressed (see Appendix) in terms of the generalized hypergeometric series
2F2(a1, a2; b1, b2; z) and 1F1(a; b; z), from which one can heuristically obtain that
− 1
2nΓ(2n− 1)In = − lnn+ γEM − 2 + o(1) (46)
Then, taking into account all the terms in Eq. (44), the asymptotics of the Shannon entropy of the quasicircular
states in the position space is given by
S [ρn,n−2,n−2] = 5 lnn+ ln
(2π)2
Z3
+ γ
EM
+ o(1). (47)
For the momentum space, the expression (12) for quasicircular states yields
S [γn,n−2,n−2] = Bn,n−2 + E0
[
C˜n−11
]
+ S (Yn−2,n−2) + 3 lnZ
= ln
(
26π2Z3
)− 3 ln(n) + ln(1− 1
n
)
+ 2− 1
n− 1 −
8
2n+ 1
+ 4 [ψ(n)− ψ(2n)]− n
23−2nπ
Γ2(n− 1)
Γ(2n− 1) I˜n, (48)
where the integral I˜n is given by
I˜n =
∫ 1
−1
(1− x2)n−3/24(n− 1)2x2 ln (4(n− 1)2x2) dx.
= 2
√
π(n− 1)2Γ
(
n− 12
)
Γ (n+ 1)
[
ln(4(n− 1)2)− ψ(n)− γEM + 2(1− ln 2)− 1
n
]
, (49)
where Eq. (2.6.7.2) of Volume 1 of [58] and Eqs. (5.4.2) and (5.4.14) of [59] have been used. With this result, the
asymptotics of the last term of Eq. (48) is
− n
23−2nπ
Γ2(n− 1)
Γ(2n− 1) I˜n = − lnn+ γEM − 2 +
5
2n
+O
(
n−
3
2
)
.
Thus, the asymptotics of the Shannon entropy of quasicircular states for large values of n is
S [γn,n−2,n−2] = −4 lnn+ ln(4π2Z3) + γEM − 9
2n
+O
(
n−
3
2
)
. (50)
The Fisher information can also be exactly determined for quasicircular states. Taking Eqs. (25) and (26) with
|m| = l = n− 2, we have
I[ρn,n−2,n−2] =
8Z2
n3
, and I[γn,n−2,n−2] =
2
Z2
n2(4n+ 13), (51)
for the position and momentum spaces, respectively.
According to the previous results, all the complexity measures presented in the previous section can be exactly
evaluated in momentum space, as well as the Crame´r-Rao complexity in the position space.
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The Crame´r-Rao complexities read
CCR[ρn,n−2,n−2] = 8n+ 36− 20
n
,
and
CCR[γn,n−2,n−2] = 8n+ 26,
in the position and momentum spaces, respectively. Notice that, analogously to the circular states, the asymptotic
behaviours of these quantities have exactly the same main term 8n.
According to the asymptotic value (47) of the Shannon entropy in the position space, the asymptotics of the
Fisher-Shannon complexity in this space is given by
CFS [ρn,n−2,n−2] = 8(2π)1/3e−1+
2
3 γEM n1/3 + o(n1/3).
On the other hand, the Fisher-Shannon complexity in the momentum space can be given in an exact manner by using
expressions (48), (49) and (51). The asymptotics of this quantity can be obtained by means of (50) and (51):
CFS [γn,n−2,n−2] = 8e−1+
2
3γEM (2π)
1
3n
1
3 +O
(
n−
2
3
)
.
The LMC complexity depends on the disequilibrium of the densities associated to the states in both spaces. Taking
into account its definition (35), the values of this quantity are
W2[ρn,n−2,n−2] =
22n−9(3− 2n)2(6n− 7) (Γ (n− 32))3 Z3
π
5
2n5Γ(n− 1)Γ(2n− 1) ,
and
W2[γn,n−2,n−2] =
3(n− 1)n4(16n(n+ 13) + 275)
32π2(2n− 3)(2n− 1)(2n+ 1)Z3 , (52)
in the position and momentum spaces, respectively. However, like the Fisher-Shannon complexity, the LMC complexity
also depends on the Shannon entropy, and its asymptotics in the position space can only be given as
CLMC [ρn,n−2,n−2] =
3
4
eγEM + o(1)
In momentum space we can obtain an exact expression of the LMC complexity, taking into account expressions (48),
(49) and (52). The asymptotics of this quantity can be obtained by means of (50), obtaining:
CLMC [γn,n−2,n−2] =
3eγEM
4
+
27eγEM
4n
+O(n−2).
VII. CONCLUSIONS
In this work we first point out the position and momentum radial (〈rα〉, 〈pα〉) and logarithmic (〈ln r〉, 〈ln p〉)
expectations values with arbitrary order of Rydberg atoms beyond the semiclassical and other approximate methods.
We clarify that the exact leading term of the position quantities 〈rα〉 for all possible values of α > −2l− 3 are given
by Eq. (7), except that of α = − 32 (whose determination remains an open problem). A similar task has been done for
the momentum expectation values 〈pα〉 of Rydberg atoms, where its leading term is only known when −1 < α < 3
out of all possible values −2l− 3 < α < 2l+5. In passing, we observe that our results fulfil the known Heisenberg-like
(〈rα〉〈pα〉 ≥ constant) and the logarithmic (〈ln r〉+〈ln p〉 ≥ constant) uncertainty relations for general systems [27, 39]
and, when known, the improved corresponding relations for central potentials which have been recently found [40, 60],
what is a further checking of our results.
Second, we find the explicit values of the leading term of the Shannon entropy of Rydberg atoms in both position
(see Eq. (16)) and momentum (see Eq. (17)) spaces which control the spreading of the charge and momentum
distribution of these systems. To do that we have used some sophisticated methods of approximation theory to
solve the involved logarithmic functionals of Laguerre and Gegenbauer polynomials. These values satisfy not only
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the general Shannon-entropy-based uncertainty relation [25], but also the improved corresponding relation for central
potentials [40].
Third, we give the exact values of the position and momentum Fisher informations of Rydberg atoms, which
quantify the gradient content of their corresponding wavefunctions. Here, as well, it is obseved that the concomitant
Fisher product I[ρ] × I[γ] satisfies the Fisher-information-based uncertainty relation of quantum systems subject to
central potentials [61, 62].
Fourth, the complexity measures of Cra´mer-Rao, Fisher-Shannon and LMC types of hydrogenic Rydberg states,
which grasp two-fold global aspects of the corresponding quantum-mechanical density, are evaluated to first order in
both positions and momentum spaces.
Fifth, the previous rigorous findings are applied to not only the ns-states, but also to the (experimentally accesible)
circular and quasicircular states of Rydberg atoms, what allows one to tackle not only the high anisotropy of the
corresponding electron distributions but also the basic classical-quantum correspondence.
Finally, it is worth pointing out that none of the uncertainty relations (generalized Heisenberg-like, logarithmic,
entropic) depends on the nuclear charge Z, in accordance with the general observations about entropic relations for
homogeneous potentials [63].
Appendix
Determination of the integral In given by (45). Making the change of variable y = −2n+ 2+ x, this integral takes
the form
In =
∫ ∞
−2n+2
dy (2n− 2 + y)2n−2e−(2n−2)e−yy2 ln y2 (53)
The development of the Newton binomial and the splitting of the integration interval into the subintervals [−2n+2, 0]
and [0,∞] lead to
In = e
−(2n−2)
2n−2∑
k=0
(
2n− 2
k
)
(2n− 2)2n−2−k[J0(k) + J1(n, k)] (54)
with
J0(k) =
∫ ∞
0
dy yk+2e−y ln y2 = 2Γ(k + 3)ψ(k + 3) (55)
and
J1(n, k) =
∫ 0
−2n+2
dy yk+2e−y ln y2
=
2k+4
(k + 3)2
(1− n)k+32F2
(
k + 3, k + 3
k + 4, k + 4
; 2n− 2
)
−Γ(k + 3) + Γ(k + 3,−2n+ 2) ln(2n− 2)2 , (56)
where 2F2(a1, a2; b1, b2; z) is a generalized hypergeometric series [59, 60], and Γ(a, z) denotes the incomplete gamma
function which can be expressed [60] as
Γ(a, z) = Γ(a)− z
a
a
1F1(a; a+ 1;−z), −a /∈ N
So that
Γ(k + 3,−2n+ 2) = Γ(k + 3)− (2− 2n)
k+3
(k + 3)
1F1
(
k + 3
k + 4
; 2n− 2
)
(57)
Then, the combination of (54)-(57) allows us to obtain the following expression
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In = (2n− 2)2n−2e−(2n−2)
2n−2∑
k=0
(
2n− 2
k
)
1
(2n− 2)k ×
{2Γ(k + 3)ψ(k + 3) + 2
k+4(1− n)k+3
(k + 3)2
2F2
(
k + 3, k + 3
k + 4, k + 4
; 2n− 2
)
− (2− 2n)
k+3
(k + 3)
1F1
(
k + 3
k + 4
; 2n− 2
)
ln(2n− 2)2}, (58)
where ψ(z) and 1F1(a; b; z) denote the psi or digamma function and the so-called degenerate hypergeometric function,
respectively [59, 60].
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