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Resumo
A crescente utilização de fontes renováveis aumenta a variabilidade dos pontos de operação
e torna mais complexa a modelagem e o controle dos Sistemas de Energia Elétrica (SEE).
Diversas estratégias vêm sendo exploradas para assegurar o desempenho adequado desses
sistemas. No que diz respeito a EPP (Estabilidade Angular a Pequenas Perturbações),
a leitura de sinais remotos, com medição fasorial sincronizada, possibilita estruturas de
controle mais sofisticadas e a utilização de dispositivos FACTS (Flexible AC Transmission
System) permite atuar sobre diferentes pontos do sistema. Do ponto de vista de projeto,
o grande desafio consiste em sintonizar esses diversos dispositivos para que atuem de
forma coordenada no desempenho global do sistema. Apesar dos avanços na implemen-
tação dessas novas tecnologias, a estratégia mais frequentemente utilizada para garantir
o amortecimento das oscilações em sistemas de energia é aplicação de Estabilizadores
do Sistema de Potência (ESP). Instalados junto aos reguladores de tensão das máquinas
síncronas, esses dispositivos configuram uma estrutura de controle descentralizada. Ape-
sar de estruturalmente mais simples, projetar ESPs decentralizados de forma coordenada
representa um desafio ainda maior, dado quantidade limitada de variáveis as quais esses
dispositivos têm acesso devido a sua atuação local.
No presente trabalho, são apresentadas duas metodologias para o projeto coordenado
de controladores para o amortecimento de oscilações em SEE. Em ambas é explorado o
projeto de controladores dinâmicos por realimentação de saída, com estrutura descentra-
lizada. O desempenho adequado dos sistemas no âmbito da EPP é alcançado por meio de
restrições de mínimo amortecimento impostas aos algoritmos de projeto. A primeira me-
todologia estudada faz uso da formulação convexa com Desigualdades Matriciais Lineares
(LMIs - do inglês Linear Matrix Inequalities) para o projeto de controladores robustos à
incertezas politópicas. Um algoritmo já explorado em SEE foi implementado e modifica-
ções foram propostas, buscando melhorar seu desempenho. A segunda abordagem utiliza
um algoritmo de otimização não convexa para o projeto de controladores de ordem redu-
zida, por meio da ferramenta computacional HIFOO. Uma metodologia para a inclusão
da restrição de mínimo amortecimento nessa ferramenta é proposta. Essa modificação
somada a análise de robustez com LMIs resulta em uma metodologia simples e eficiente
para o projeto de controladores robustos, de ordem reduzida, para o amortecimento de
oscilações.
Os algoritmos de projeto são validados com aplicação em dois sistemas pertencentes ao
Benchmark Systems for Small-Signal Stability Analysis and Control, o Sistema Equiva-
lente do Sul-Sudeste Brasileiro e o Sistema New England Reduced Model. A análise dos
amortecimentos dos modos de oscilação e simulações de distúrbios nos modelos não line-
ares dos sistemas são realizadas para avaliar o desempenho dos controladores projetados.
Palavras-chaves: Estabilidade Angular a Pequenas Perturbações (EPP); Estabilizadores
de Sistemas de Potência (ESP); Desigualdades Matriciais Lineares (LMIs); Otimização
não convexa.
Abstract
The growing use of renewable sources increases the variability of operating points and
makes the modeling and control of Electric Power Systems more complex. Several strate-
gies have been explored to ensure the proper performance of these systems. Regarding
small-signal stability, remote signal readings, with synchrophasor measurements, allows
more sophisticated control structures and the use of FACTS devices (Flexible AC Trans-
mission System) enables the control action over different points of the system. The chal-
lenge, from control project point of view, is to tune these various devices to coordinately
act over the systems overall performance. Despite the advances in these new technologies
implementations, Power System Stabilizers (PSS) are the most frequently used devices
to damp power systems oscillations. Together with the voltage regulators, these con-
trollers are installed directly in the synchronous machines, configuring a decentralized
control structure. Although structurally simpler, the coordinated PSS design poses an
even greater challenge due to the limited number of variables available in a local control
action.
In the present work, two methodologies for the coordinated design of power system damp-
ing controllers are presented. The output feedback dynamic controllers design, with a de-
centralized control structure, is explored in both. The small-signal stability performance
is achieved by means of minimum damping constraints, imposed on the design algorithms.
In the first methodology, the convex formulation with Linear Matrix Inequalities (LMIs)
is applied to robust controller design, using polytopic uncertainty representation. A for-
mer algorithm, already exploited in power systems small-signal stability problems, was
implemented and modifications were proposed, seeking to improve its performance. The
second approach uses a nonconvex optimization algorithm to design reduced order con-
trollers, using the HIFOO computational tool. A methodology to include the minimum
damping constraint in this tool is proposed. This modification combined with robustness
analysis with LMIs results in a simple and efficient method to robust low-order damping
controllers design.
The design algorithms are validated with the application in two benchmark systems for
small-signal stability analysis, the South-Southeast Brazilian Equivalent System and the
New England Reduced Model. Linear analysis of oscillation modes and nonlinear time
domain simulations are performed to evaluate the designed controllers performance.
Keywords: Small-signal Angular Stability; Power System Stabilizers (PSS); Linear Ma-
trix Inequalities (LMIs); Nonconvex optimization.
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1 Introdução
Os Sistemas de Energia Elétrica (SEE) têm como objetivo converter diferentes
fontes primárias de energia (mecânica, solar, entre outras) em energia elétrica, transportá-
la e fornecê-la aos consumidores da forma mais eficiente possível. De maneira geral, o
sistema deve ser capaz de atender a constante variação de demanda por potência ativa e
reativa, fornecer energia a um custo financeiro e ambiental reduzido e atender requisitos
de confiabilidade e qualidade da energia (KUNDUR, 1994). Para garantir o funciona-
mento adequado, atendendo os requisitos de operação, diversas estratégias e dispositivos
de controle são utilizados.
Nos últimos anos, a indústria de energia elétrica vem passando por diversas
modificações na sua infraestrutura, o desenvolvimento tecnológico e a pressão por soluções
menos prejudiciais ao meio-ambiente têm aumentado a utilização de fontes renováveis,
como a eólica e a fotovoltaica. A característica intermitente desse tipo de geração aumenta
a incerteza nos pontos de operação e a complexidade do ponto de vista de modelagem
dos novos dispositivos. Nesse contexto, a importância de desenvolver métodos de controle
capazes de realizar a sintonia coordenada de controladores distribuídos ganha importância.
Adicionalmente, os blecautes ocorridos mundialmente, em meados dos anos
2000 (ANDERSSON et al., 2005), aumentaram a relevância dos estudos relacionados à
estabilidade de SEE. Dentre os fenômenos que podem levar o sistema a instabilidade, o
amortecimento das oscilações eletromecânicas é um dos problemas a serem enfrentados.
Fenômenos oscilatórios, característicos de SEE, quando mal amortecidos, podem limitar
a transferência de potência entre áreas do sistema elétrico, ou, em casos mais graves,
causar blecautes. A influência dessas oscilações nos SEE é analisada, principalmente, no
estudo de Estabilidade a Pequenas Perturbações (EPP) ou Small-Signal Stability. Até
recentemente, o amortecimento das oscilações eletromecânicas era realizado por controla-
dores locais distribuídos no sistema. Com o desenvolvimento da tecnologia de sincrofaso-
res novas estratégias de controle, conhecidas como WADC (do inglês Wide Area Damping
Controllers), foram elaboradas. Estratégias de controle utilizando sincrofasores vêm sendo
exploradas na literatura (CHOW et al., 2000; KAMWA et al., 2001; DOTTA et al., 2009b;
PIERRE et al., 2017) e têm se mostrado promissoras. Uma aplicação prática dessa tecno-
logia vem sendo testada no sistema wNAPS (western North American Power System) e os
primeiros resultados têm mostrado uma melhora na resposta dinâmica do sistema frente
a perturbações (TRUDNOWSKI et al., 2013; TRUDNOWSKI et al., 2017). Apesar dos
avanços nas tecnologias de WADC, a grande maioria dos SEE ainda depende exclusiva-
mente do controle descentralizado, como apresentado nos modelos do Benchmark Systems
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for Small-Signal Stability Analysis and Control (CAÑIZARES et al., 2017; RAMOS et
al., 2015).
O objetivo principal do presente trabalho é o de verificar o potencial e limita-
ções de métodos de projeto coordenado de controladores, com estrutura descentralizada,
para o amortecimento de oscilações em SEE. Dada a grande dimensão e complexidade
dos sistemas, o projeto de controladores descentralizados que atuem de forma coordenada
para assegurar o desempenho global do sistema, representa um maior desafio quando com-
parado ao projeto de controladores centralizados. Diferentes abordagens vêm sendo explo-
radas para projetos deste tipo e os exemplos presentes na literatura podem ser divididos
em duas áreas principais: métodos baseados em computação evolutiva (SHAHGHOLIAN;
MOVAHEDI, 2016; CASTOLDI et al., 2014; LU et al., 2013; BOMFIM et al., 2000) e os
métodos de otimização baseados em funções analíticas (DENG; ZHANG, 2014; ELKING-
TON; GHANDHARI, 2013; RAMOS et al., 2004). Os métodos de computação evolutiva
apresentam grande liberdade na formulação do problema, o que permite explorar diver-
sas estruturas para o controlador. Porém, a não garantia de convergência e robustez no
projeto de controladores são desvantagens quando comparados aos métodos analíticos.
Entre os métodos analíticos destacam-se os baseados em Desigualdades Matriciais Line-
ares (LMIs) e na equação de Riccati. Uma característica importante da formulação com
LMIs é a garantia de convexidade das restrições, o que permite a solução por métodos
de otimização convexa, bastante conhecidos e de complexidade polinomial (GAHINET
et al., 1995; STURM, 1999). Além disso, a possibilidade de tratar incertezas por meio,
por exemplo, da modelagem politópica, torna essa metodologia ainda mais atrativa. No
entanto, o projeto com LMIs pode apresentar algumas limitações, a formulação convexa
resulta em controladores de mesma ordem que a planta e os solvers apresentam dificuldade
em tratar sistemas de ordem elevada. Essas características podem dificultar a aplicação
de LMIs em SEE de grande porte. Já os algoritmos baseados na equação de Riccati têm
como vantagem a capacidade de tratar sistemas de ordem elevada (SIMÕES-COSTA et
al., 1997), porém, a modelagem limitada de incertezas e a não garantia de convergência
numérica (APKARIAN et al., 2007) são desvantagens a serem consideradas.
No presente trabalho são explorados dois métodos para o projeto coordenado
de controladores descentralizados baseados em funções analíticas. No primeiro método,
o problema é formulado por meio de LMIs seguindo o algoritmo apresentado em Ramos
et al. (2004) e no segundo, é explorado um algoritmo de otimização não convexa para
síntese dos controladores. Em Ramos et al. (2004) a restrição de descentralização utili-
zada implica em restrições na estrutura da matriz de Lyapunov, o que torna o algoritmo
conservador. Buscando diminuir esse conservadorismo são propostas modificações no al-
goritmo com inserção de variáveis de folga. A síntese de controladores dinâmicos de ordem
inferior à da planta possui formulação não convexa, portanto, algoritmos de otimização
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que consigam tratar tal formulação podem trazer resultados significativos para o projeto
de controladores. A segunda metodologia estudada no presente trabalho, explora a oti-
mização não convexa para a síntese de controladores de ordem reduzida, por meio da
ferramenta computacional HIFOO (BURKE et al., 2002). Para adequar o método aos re-
quisitos da EPP, foi necessário implementar uma restrição de amortecimento mínimo aos
modos de oscilação (autovalores). Adicionalmente, é proposta uma associação entre otimi-
zação não convexa com a teoria de LMIs de forma a garantir a robustez dos controladores
projetados.
A validação das metodologias propostas foi realizada com aplicação em dois
modelos de SEE bastante conhecidos e pertencentes ao Benchmark Systems for Small-
Signal Stability Analysis and Control (RAMOS et al., 2015). O primeiro corresponde ao
Sistema Equivalente de 7 barramentos e 5 geradores do Sul-Sudeste Brasileiro e o segundo
ao Sistema New England Reduced Model, que possui 10 geradores e 39 barramentos. A
modelagem linear dos sistemas foi realizada no software PacDyn e variações nos pontos de
operação foram consideradas de forma a projetar controladores robustos. O desempenho
dos ESPs projetados foi analisado por meio de simulações de distúrbios com o software
ANATEM, em que a modelagem não linear dos sistemas, incluindo limitadores, é utilizada.
1.1 Estabilidade em SEE
Em termos gerais, o conceito de estabilidade de SEE é similar ao de qualquer
outro sistema dinâmico, sendo definido como: a capacidade de um sistema de energia
elétrica, para uma dada condição de operação inicial, recuperar um estado de equilíbrio
após ter sido submetido a um distúrbio físico, com a maioria das variáveis do sistema
delimitadas de forma que praticamente todo o sistema permaneça intacto (KUNDUR et
al., 2004).
Durante a sua operação, SEEs estão constantemente expostos a uma diver-
sidade de distúrbios. Esses distúrbios podem ser caracterizados pela sua frequência e
impacto (severos ou não). Variações de carga são inerentes a operação de qualquer SEE
porém não alteram a estrutura do mesmo. A perda de um componente por curto-circuito,
como linha de transmissão ou gerador, pode ser mais severo pois altera a estrutura do sis-
tema e envolve grandes variações de potência. Apesar de ser inviável projetar um sistema
capaz de suportar qualquer distúrbio, diversos cenários com ocorrência de distúrbios, se-
veros ou não, são considerados nas etapas de projeto e operação. Para melhor estudar as
diversas formas de instabilidade, as quais, os SEE estão sujeitos, a análise de estabilidade
de SEE é dividida em três principais categorias: Estabilidade de Tensão, Estabilidade de
Frequência e Estabilidade Angular, como ilustrado na Figura 1.
A Estabilidade de Tensão consiste em manter dentro de faixas permitidas
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Figura 1 – Classificação da Estabilidade de SEE (CAÑIZARES et al., 2016)
os níveis de tensão em todas as barras do sistemas após algum distúrbio. Essa análise
pode ser realizada pra eventos de curto ou longo prazo. A Estabilidade de Tensão de
curto prazo estuda, principalmente por meio de simulações no tempo, a influência de
fenômenos de dinâmicas rápidas na estabilidade de Tensão, sendo relacionada ao projeto
de controladores do tipo RAT (Regulador Automático de Tensão) ou SVC (do inglês
Static Var Compensators). A Estabilidade de Tensão a longo prazo está relacionada a
análise em regime permanente, sendo associada a problemas como o afundamento de
tensão (CAÑIZARES et al., 2016).
A Estabilidade de Frequência está associada a capacidade do sistema em man-
ter a frequência dentro dos limites de operação. A instabilidade, nesse contexto, é geral-
mente causada por um desequilíbrio significativo entre carga e geração, seja por falhas de
proteção e controle, ou geração deficiente e é caracterizada por oscilações prolongadas na
frequência.
Por fim, a Estabilidade Angular refere-se a capacidade de manter o sincronismo
entre as máquinas síncronas interconectadas pelo sistema, após a ocorrência de uma per-
turbação. Esse sincronismo é mantido pelo equilíbrio entre torque elétrico e mecânico
de cada máquina do sistema. Quando existe uma equivalência entre o torque mecânico
(entrada) e o torque elétrico (saída), as velocidades das máquinas síncronas se mantém
constantes, logo, o sistema encontra-se em equilíbrio. Um distúrbio pode acelerar ou desa-
celerar os rotores das máquinas e, se existe diferença de velocidade entre duas máquinas,
a posição angular de um rotor em relação ao outro (abertura angular) varia. A transferên-
cia de potência entre as máquinas do sistema é determinada pela abertura angular entre
elas, portanto, caso a variação angular não cesse, o sistema perderá o sincronismo. Essa
perda de sincronismo pode ocorrer entre uma máquina e o restante do sistema, ou entre
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grupos de máquinas, de forma que cada grupo mantenha separadamente o sincronismo
(KUNDUR et al., 2004).
A Estabilidade Angular está fortemente relacionada ao estudo das oscilações
eletromecânicas, inerentes aos SEE, e da sua influência no comportamento dos mesmos.
Oscilações pouco amortecidas podem levar à fadiga dos eixos turbina-gerador e ao desgaste
dos atuadores mecânicos. Caso a amplitude dessas oscilações seja crescente, ao longo
do tempo os limites de operação podem ser violados e a limitação na transferência de
potência pode separar áreas do sistema ou levá-lo ao colapso, em situações mais graves.
Para melhor compreender a sua influência na dinâmica dos sistemas, o estudo dessas
oscilações é geralmente dividido entre Estabilidade Transitória e Estabilidade Angular a
Pequenas Perturbações (EPP).
• A Estabilidade Transitória ou Estabilidade Angular a Grandes Perturbações: Capa-
cidade do sistema em manter o sincronismo após grandes distúrbios, como curto-
circuitos em linhas de transmissão. Nesse cenário, a resposta do sistema pode apre-
sentar grandes excursões dos ângulos dos rotores, sendo bastante influenciada pelas
características não lineares da sua dinâmica. Partindo de um ponto de equilíbrio, a
instabilidade é caracterizada, geralmente, pela separação angular já nas primeiras
oscilações entre os geradores e é resultado de um torque sincronizante insuficiente
(KUNDUR et al., 2004).
• Estabilidade Angular a Pequenas Perturbações (ou Pequenos Sinais): Capacidade do
sistema em manter o sincronismo após a ocorrência de pequenos distúrbios. Peque-
nos o suficiente a ponto de permitir a linearização das equações do sistema em torno
de um ponto de equilíbrio. Nesse contexto, os problemas estão usualmente associa-
dos ao amortecimento insuficiente das oscilações eletromecânicas. Partindo de uma
condição de equilíbrio, a instabilidade é caracterizada pela variação não-oscilatória
do ângulo do rotor, devido a falta de torque sincronizante, ou por oscilações de
amplitude crescente no ângulo do rotor devido a um torque de amortecimento insu-
ficiente (KUNDUR et al., 2004). Essas oscilações são percebidas rapidamente e, por
isso, a estabilidade angular era analisada principalmente a curto prazo, no entanto,
como proposto em Cañizares et al. (2016), a deterioração do amortecimento em SEE
pode ser melhor entendida pela análise a longo prazo.
1.1.1 Natureza das Oscilações Eletromecânicas
No estudo de EPP, os distúrbios podem levar a problemas de natureza local
ou global. Os problemas de natureza local estão relacionados a oscilações do rotor de uma
planta de geração contra o restante do sistema (modo local) e dependem da rigidez do
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sistema de transmissão visto pela planta, do seu controle de excitação e potência forne-
cida. Os problemas globais são relacionados à interação entre grandes grupos geradores e
envolvem oscilações interárea, cuja estabilidade é principalmente afetada pela caracterís-
tica das cargas do sistema (KUNDUR, 1994). A EPP está diretamente relacionada com
a capacidade do SEE de amortecer oscilações eletromecânicas e esses modos de oscilação,
que apresentam diferentes frequências, são classificados de acordo com os componente
sobre os quais têm mais influência (PAL; CHAUDHURI, 2005):
• Intra-planta: Quando máquinas em uma mesma planta de geração oscilam umas
contra as outras. Modos com frequências entre 2.0 e 3.0 Hz. Essas oscilações ocorrem
na planta de geração, não afetando o restante do sistema.
• Local: Oscilação de um gerador contra o resto do sistema ou entre geradores de uma
mesma área, entre 1.0 e 2.0 Hz.
• Interárea: Oscilação de um grupo gerador contra o outro, ou seja, entre áreas dife-
rentes do sistema. São oscilações de frequência menor ou igual a 1.0 Hz e afetam
grande parte do sistema.
• Controle: Oscilações associadas aos dispositivos de controle atuando no sistema,
com frequências superiores a 3.0 Hz (DILL, 2013).
• Torsional: Oscilações associadas a eixos de turbinas geradoras, com frequências entre
10 e 46 Hz.
Uma vez que os modos de oscilação interárea apresentam impacto sobre grande
parte do sistema e apresentam difícil amortecimento, o projeto coordenado de controla-
dores proposto no presente trabalho, tem como foco o amortecimento desses modos de
baixa frequência.
1.2 Objetivos da Pesquisa
O objetivo do presente trabalho é propor melhorias em algoritmos de projeto
coordenado de controladores robustos, de estrutura descentralizada, capazes de amortecer
oscilações em SEE.
1.2.1 Objetivos Específicos
• Propor modificações no método baseado em LMIs apresentado em Ramos et al.
(2004), de forma a obter um melhor desempenho no projeto de ESP;
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• Propor um algoritmo baseado em otimização não convexa para o projeto de ESP, que
considere a restrição de amortecimento mínimo dos modos de oscilação do sistema;
• Avaliar o desempenho dos algoritmos da literatura e propostos nessa dissertação para
o projeto de ESPs para sistemas do Benchmark Systems for Small-Signal Stability
Analysis and Control, realizando o mínimo de alterações possível nos modelos dos
sistemas;
• Comparar o desempenho dos controladores projetados após perturbações nos siste-
mas, por meio de simulações com modelos não lineares;
• Discutir a aplicabilidade dos métodos propostos em projetos de controladores para
SEE.
1.3 Estrutura do Texto
Esta dissertação foi organizada em Capítulos, utilizando a seguinte estrutura:
No Capítulo 2 são apresentadas a estrutura de controle explorada e a modelagem linear
adotada para o sistema e para o controlador. No Capítulo 3 é realizada uma breve dis-
cussão a respeito dos métodos de controle estudados e conceitos básicos referentes a esses
métodos, em seguida são descritos os algoritmos de projeto baseados em LMIs e em otimi-
zação não convexa, bem como as modificações realizadas para sua aplicação em EPP. No
Capítulo 4 são descritos os SEE estudados e suas características principais seguidos dos
resultados obtidos com os métodos apresentados no Capítulo 3. Por fim, no Capítulo 5,
são apresentadas as conclusões do trabalho e as sugestões para trabalhos futuros.
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2 Estrutura de Controle e Modelagem do Sis-
tema
2.1 Introdução
Os Sistemas de Energia Elétrica são constituídos por um conjunto de compo-
nentes físicos responsáveis por diferentes etapas dos processos de geração, transmissão e
distribuição da energia elétrica. Diferentes tipos e níveis de modelagem do sistema de-
vem ser utilizados de acordo com o fenômeno que deseja-se estudar. Neste trabalho, os
fenômenos oscilatórios serão estudados a partir da modelagem linear do SEE.
Neste capítulo, os dispositivos de controle utilizados e a modelagem linear
adotada para o sistema e controlador são apresentadas. Os desafios referentes à estratégia
de controle adotada e requisitos de projeto, também serão comentados.
2.2 Controle em SEE
Os dispositivos de controle empregados tanto na geração quanto na transmis-
são atuam de diferentes maneiras. Entre os controles mais comuns estão o Regulador
de Velocidade (RV), que garante a geração adequada de potência controlando a rotação
do gerador pela variação do torque mecânico aplicado ao mesmo. Esta atuação é cha-
mada de controle primário de frequência. No sistema de excitação do gerador síncrono,
os Reguladores Automáticos de Tensão (RAT) atuam controlando a corrente contínua
do enrolamento de campo, controlando o fluxo magnético, que, por sua vez, controla a
tensão aplicada no barramento. Outras formas de controle de tensão podem ser emprega-
das, como o controle de Tap de transformadores, a compensação de potência reativa com
dispositivos FACTS (Flexible AC Transmission System), a transmissão por HVDC (High-
Voltage Direct Current), entre outros. Além de assegurar o desempenho de variáveis locais
do sistema, os controladores devem ser empregados de forma a garantir a estabilidade do
sistema como um todo. Diversas estratégias de controle podem ser empregadas para esse
fim e as interações dinâmicas dos diversos componentes presentes devem ser consideradas
nas etapas de projeto.
No campo da EPP, diversos dispositivos podem ser aplicados para fornecer
amortecimento aos modos de oscilação do sistema (ZHANG; VITTAL, 2014; SIMOES
et al., 2009; CHAUDHURI et al., 2004; LARSEN et al., 1995), dentre eles, o mais fre-
quentemente utilizado é o Estabilizador do Sistema de Potência (ESP). Esse dispositivo
é instalado junto ao RAT, fornecendo um sinal de estabilização e adicionando amorteci-
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mento ao sistema. Os ESP são dispositivos de atuação local, agindo diretamente na malha
de controle de excitação dos geradores do sistema, apresentando menor custo quando com-
parados aos dispositivos FACTS.
A Figura 2 apresenta um diagrama típico de controle de tensão contendo um
ESP, em que 𝑉𝑟𝑒𝑓 corresponde à tensão de referência e 𝑉𝑡 à tensão terminal do gerador.
No diagrama, o ESP recebe como sinal de entrada o desvio velocidade angular (Δ𝜔𝑟) e
fornece um sinal de modulação da tensão de referência (𝑉𝐸𝑆𝑃 ) do RAT. Além da velocidade
angular, também é comum a utilização da frequência terminal ou potência elétrica como
sinais de entrada nos ESPs. Para representar o RAT e a excitatriz é utilizado o modelo
AC4C, descrito em IEEE Power and Energy Society (2016), com ganho 𝐾𝐴 e constante
de tempo 𝑇𝑅, respectivamente. O sinal 𝐸𝑓𝑑 representa a tensão de campo aplicada ao
gerador, sendo 𝐸𝑓𝑑𝑀𝐼𝑁 e 𝐸𝑓𝑑𝑀𝐴𝑋 os seus limitadores. A estrutura do ESP ilustrada na
Figura 2 corresponde ao modelo PSS1A, também descrito em IEEE Power and Energy
Society (2016), contendo um ganho 𝐾𝑆𝑇𝐴𝐵, um filtro passa-altas (filtro washout) com
constante de tempo 𝑇𝑊 e um compensador lead-lad de duas etapas. Os valores 𝑇1, 𝑇2, 𝑇3
e 𝑇4 representam as constantes de tempo do compensador e 𝑉𝐸𝑆𝑃𝑀𝐼𝑁 e 𝑉𝐸𝑆𝑃𝑀𝐴𝑋 são os
limitadores do ESP.
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Figura 2 – Controle de Tensão
2.3 Estruturas de Controle
Os controladores para SEE podem ser implementados em diferentes estruturas.
No presente trabalho, é adotado o controle descentralizado sendo este largamente aplicado
na indústria. Esse tipo de estrutura consiste em diversos controladores locais distribuídos
ao longo do sistema. O grande desafio de projeto é determinar os parâmetros desses con-
troladores locais para que atuem de forma coordenada atendendo aos requisitos de projeto
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pré-estabelecidos. Além da estrutura descentralizada, os algoritmos de projeto estudados
podem ser utilizados para projetar estruturas de controle utilizando sinais remotos.
2.3.1 Estrutura com Sinais Locais
A estrutura de controle com sinais locais, conhecida como estrutura descen-
tralizada, consiste em utilizar diversos controladores SISO (Single Input Single Output)
distribuídos ao longo do sistema. Os sinais de entrada desses controladores são medições
realizadas próximas aos atuadores, caracterizando um controle local. A Figura 3 ilustra a
estrutura de controle explorada no presente trabalho, em que os controladores são repre-
sentados pelos blocos 𝐸𝑆𝑃𝑖, que recebem como sinal de entrada as velocidades angulares
𝜔𝑖, com 𝑖 = 1, . . . , 𝑛, sendo 𝑛 o número de ESPs presentes no sistema. Os sinais de saída
dos controladores, por sua vez, são fornecidos aos 𝑅𝐴𝑇𝑖, que atuam sobre os geradores
𝐺𝑖.
Sistema Elétrico 
de Potência
RAT1ESP1
ω1 
G1
RAT2ESP2
ω2 
G2
RATnESPn
ωn 
Gn
Figura 3 – Estrutura de Controle Descentralizada
2.3.2 Estruturas com Sinais Remotos
A leitura de sinais remotos pode ser utilizada para o projeto de um controlador
MISO (Multiple Input Single Output) para o amortecimento de oscilações. Essa estrutura
é ilustrada na Figura 4, em que 𝜔𝐿 representa o sinal de desvio de velocidade angular
local e 𝜔𝑅 o sinal de desvio de velocidade angular remoto.
Uma outra estrutura possível consiste em projetar um controlador centralizado
para atuar em conjunto com os controladores já existentes no sistema de forma hierárquica
(Figura 5). Nessa estrutura, sinais de diversos pontos do sistema são enviados a um
controlador central que fornece sinais adicionais ao controle local.
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Figura 4 – Estrutura de Controle MISO
Sistema Elétrico 
de Potência
Controlador Central
Atraso
Atraso
Atraso
Atraso
Atraso
Atraso
ω1 
ω2 
ωn 
RAT1ESP1
ω1 
G1+
+
RAT2ESP2 G2+
ω2 
RATnESPn Gn
+ωn 
+
+
Figura 5 – Estrutura de Controle Hierárquica
2.4 Modelo Linearizado do Sistema
Os SEE podem ser modelados por equações algébrico-diferenciais não lineares
que descrevem a dinâmica dos geradores, cargas, controladores e dispositivos FACTS
conectados na rede. Uma das formas de estudar os fenômenos oscilatórios presentes nesses
sistemas é por meio da linearização dessas equações. Considere a representação não-linear
do SEE apresentada a seguir:
?˙? = 𝑓(𝑥, 𝑣)
0 = ℎ(𝑥, 𝑣)
, (2.1)
em que 𝑥 ∈ R𝑛 é o vetor de estados, 𝑣 ∈ R𝑡 o vetor de variáveis algébricas e 𝑓 e ℎ funções
não lineares. Pela expansão em série de Taylor, negligenciando os termos não lineares, a
seguinte representação pode ser obtida para um determinado ponto de operação:⎡⎣ Δ?˙?
0
⎤⎦ =
⎡⎣ 𝐽1 𝐽2
𝐽3 𝐽4
⎤⎦⎡⎣ Δ𝑥
Δ𝑣
⎤⎦ , (2.2)
sendo 𝐽1 e 𝐽2 as derivadas parciais de 𝑓 em relação a 𝑥 e 𝑣, respectivamente, e 𝐽3 e 𝐽4 as
derivadas parciais de ℎ em relação a 𝑥 e 𝑣. SubstituindoΔ𝑣 = −𝐽−14 𝐽3Δ𝑥 na equação (2.2),
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as variáveis algébricas são eliminadas e a equação pode ser reescrita como
Δ?˙? = 𝐴Δ𝑥, (2.3)
em que 𝐴 = 𝐽1 − 𝐽2𝐽−14 𝐽3 corresponde a matriz do sistema na representação em espaço de
estados. A linearização pode ser realizada para diferentes pontos de operação do sistema,
resultando num conjunto de sistemas lineares. Definindo 𝑢 ∈ R𝑚 como o vetor de entradas
de controle e 𝑦 ∈ R𝑝 como o vetor de saídas realimentadas, o sistema pode ser representado
por:
?˙?(𝑡) = 𝐴𝑖𝑥(𝑡) +𝐵𝑢(𝑡),
𝑦(𝑡) = 𝐶𝑥(𝑡),
(2.4)
sendo 𝐴𝑖 ∈ R𝑛×𝑛, 𝐵 ∈ R𝑛×𝑚, 𝐶 ∈ R𝑝×𝑛 e 𝑖 = 1, . . . , 𝑁 o índice que indica o ponto de
operação dentro do conjunto de pontos linearizados. Como as modificações nos pontos de
operação de SEE consideradas no presente trabalho não alteram as matrizes 𝐵 e 𝐶, o
índice 𝑖 foi omitido nas mesmas.
O modelo (2.4) representa um sistema linearizado em 𝑁 pontos de operação
típicos, no entanto, SEE em operação sofrem constantes alterações em seus parâmetros
(variações de carregamento, por exemplo) podendo ser caracterizados como sistemas vari-
antes no tempo. Em Ramos (2002) e Ramos et al. (2004) é mostrado que um SEE pode ser
modelado por meio de uma Inclusão Diferencial Linear, ou LDI (do inglês Linear Diffe-
rential Inclusion) e, caso essa LDI possa ser representada por um politopo, a estabilidade
robusta do sistema pode ser verificada por meio da estabilidade quadrática utilizando as
matrizes 𝐴𝑖 do sistema linearizado. A análise de robustez por meio de incerteza politópica
foi utilizada no presente trabalho, sendo apresentada na Seção 3.3.
2.5 Modelagem dos Controladores
Da mesma forma que o sistema, os controladores são modelados utilizando a re-
presentação em espaço de estados. A estrutura de controle adotada é formada por diversos
controladores SISO independentes, no entanto, eles são projetados de forma coordenada.
Esse projeto é caracterizado pela modelagem de todos os controladores como um único
controlador de estrutura descentralizada. Considerando o sistema (2.4), a representação
adotada para o controlador dinâmico é a seguinte:
?˙?𝑐(𝑡) = 𝐴𝑐𝑥𝑐(𝑡) +𝐵𝑐𝑦(𝑡),
𝑢(𝑡) = 𝐶𝑐𝑥𝑐(𝑡),
(2.5)
em que 𝑥𝑐 ∈ R𝑛𝑐 , são os estados do controlador e 𝑛𝑐 ≤ 𝑛. No presente trabalho foi
explorado o projeto de controladores com função de transferência estritamente própria,
omitindo-se a matriz de realimentação direta na equação (2.5). O sistema em malha
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fechada é então representado por
?˙?𝑐𝑙 = 𝐴𝑖𝑐𝑙𝑥𝑐𝑙, (2.6)
sendo 𝑖, . . . , 𝑁 o ponto de operação selecionado, 𝑥𝑐𝑙 = [𝑥 𝑥𝑐]′ e
𝐴𝑖𝑐𝑙 =
⎡⎣ 𝐴𝑖 𝐵𝐶𝑐
𝐵𝑐𝐶 𝐴𝑐
⎤⎦ . (2.7)
Apesar de ser projetado utilizando a representação em espaços de estados,
cada um dos controladores SISO descentralizados é implementado no sistema por meio
de funções de transferência. A estrutura descentralizada, que possibilita a obtenção de
funções de transferência independentes, é determinada pela estrutura bloco diagonal das
matrizes do controlador. Sendo assim, o controlador (2.5) é projetado com a estrutura
descrita a seguir, em que 𝐾 é o número de ESPs projetados
𝐴𝑐 =
⎡⎢⎢⎢⎢⎢⎢⎣
𝐴1𝑐 0 . . . 0
0 𝐴2𝑐 . . . 0
... ... . . . ...
0 0 . . . 𝐴𝐾𝑐
⎤⎥⎥⎥⎥⎥⎥⎦ , 𝐵𝑐 =
⎡⎢⎢⎢⎢⎢⎢⎣
𝐵1𝑐 0 . . . 0
0 𝐵2𝑐 . . . 0
... ... . . . ...
0 0 . . . 𝐵𝐾𝑐
⎤⎥⎥⎥⎥⎥⎥⎦ ,
𝐶𝑐 =
⎡⎢⎢⎢⎢⎢⎢⎣
𝐶1𝑐 0 . . . 0
0 𝐶2𝑐 . . . 0
... ... . . . ...
0 0 . . . 𝐶𝐾𝑐
⎤⎥⎥⎥⎥⎥⎥⎦ .
(2.8)
Para 𝑘 = 1, 2, . . . , 𝐾, tem-se 𝐴𝑘𝑐 ∈ R𝑛𝑘×𝑛𝑘 , 𝐵𝑘𝑐 ∈ R𝑛𝑘×1 e 𝐶𝑘𝑐 ∈ R1×𝑛𝑘 , em que 𝑛𝑘 é a ordem
do ESP da posição k. Uma vez que todos os parâmetros são projetados simultaneamente,
essa modelagem implica no projeto coordenado desses controladores. Após a síntese do
controlador MIMO (Multiple Input Multiple Output), a função de transferência de cada
ESP pode ser determinada com a seguinte expressão
𝐸𝑆𝑃𝑘(𝑠) = 𝐶𝑘𝑐 (𝑠𝐼 − 𝐴𝑘𝑐 )−1𝐵𝑘𝑐 . (2.9)
2.6 Restrição de Amortecimento
No estudo de EPP, um amortecimento mínimo de 5% nos modos de oscilação
é considerado satisfatório para a operação segura do sistema (GOMES et al., 2003). Nas
metodologias de projeto propostas neste trabalho, o amortecimento das oscilações eletro-
mecânicas é alcançado por meio de uma restrição incorporada aos algoritmos de projeto.
Seja 𝑆(𝜃) um setor cônico do plano complexo (região hachurada na Figura 6), um auto-
valor 𝜆 está contido neste setor, se e somente se 𝜁(𝜆) ≥ 𝑐𝑜𝑠(𝜃), em que 𝜁(𝜆) representa
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o amortecimento referente ao autovalor 𝜆. Seja o autovalor 𝜆 ∈ C, seu amortecimento
pode ser calculado como 𝜁(𝜆) = −𝑐𝑜𝑠(∠𝜆). Os modos de oscilação do sistema em malha
fechada, no ponto de operação 𝑖, apresentarão amortecimento igual ou superior a 𝑐𝑜𝑠(𝜃)
caso os autovalores de 𝐴𝑖𝑐𝑙 (2.7) estejam contidos no cone 𝑆(𝜃). Restrições foram imple-
mentadas nos algoritmos de projeto de forma que os autovalores do sistema em malha
fechada sejam alocados no cone 𝑆(𝜃), para um valor de 𝑐𝑜𝑠(𝜃) definido pelo projetista.
Figura 6 – Setor do Plano Complexo em que a região hachurada representa 𝑆(𝜃)
2.7 Conclusões
Neste capítulo foram apresentadas a modelagem do SEE e da estrutura de
controle utilizada. O sistema é modelado por equações algébrico-diferenciais, cuja lineari-
zação em diferentes pontos de operação resulta num conjunto de sistemas, para os quais
um controlador será projetado. O problema é então formulado como o projeto de um
controlador MIMO por realimentação de saída que, por meio da alocação de polos, busca
assegurar o amortecimento mínimo desejado ao sistema em diversos pontos de operação.
Este controlador deve possuir estrutura descentralizada de forma a permitir sua decompo-
sição em controladores SISO de atuação local. Tal estrutura é obtida na configuração das
matrizes do controlador durante o projeto. O método caracteriza um controle coordenado
de controladores por projetar simultaneamente os parâmetros das diversas funções de
transferência. No Capítulo 3 serão apresentadas as metodologias utilizadas para a síntese
desses controladores.
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3 Métodos de Projeto
3.1 Introdução
Neste Capítulo serão apresentadas as metodologias propostas para o projeto
coordenado de controladores para o amortecimento de oscilações em SEE. Primeiramente
é realizada uma discussão sobre as dificuldades dos algoritmos baseados em métodos de
otimização convexa em projetar controladores para SEE. Conceitos básicos de controle
de sistemas lineares, utilizados na formulação dos métodos de projeto propostos neste
trabalho, são apresentados em seguida. Na sequência, as duas metodologias de projeto
estudadas são descritas de acordo com o método de otimização utilizado (convexa e não
convexa), destacando-se as principais contribuições realizadas em ambas. E por fim, são
apresentados alguns comentários a respeito dessas metodologias.
3.2 Discussão Preliminar
Do inglês Linear Matrix Inequality, a sigla LMI é utilizada na literatura para se
referir a metodologia de análise e controle de sistemas lineares por desigualdades matriciais
lineares. A teoria de Lyapunov diz que um sistema linear
?˙?(𝑡) = 𝐴𝑥(𝑡), (3.1)
com 𝑥 ∈ R𝑛 e 𝐴 ∈ R𝑛×𝑛, é estável se e somente se existir uma matriz 𝑃 = 𝑃 ′ ≻ 0 ∈ R𝑛×𝑛
que satisfaça a desigualdade
𝐴′𝑃 + 𝑃𝐴 ≺ 0 (3.2)
No presente trabalho, a notação𝑀 ≻ 0 indica que uma dada matriz𝑀 é definida positiva
e, por sua vez, 𝑀 ≺ 0 indica que 𝑀 é definida negativa.
Definição 3.1 (Positividade de matrizes). Uma matriz simétrica 𝑀 ∈ R𝑛×𝑛 é definida
positiva se e somente se qualquer uma das seguintes condições for verificada:
• 𝑣′𝑀𝑣 > 0, ∀𝑣 ∈ R𝑛, 𝑣 não nulo;
• Todos os autovalores de 𝑀 são positivos;
• Todos os menores principais líderes de 𝑀 são positivos;
• Existe 𝐵 ∈ R𝑛×𝑛 não singular tal que 𝑀 = 𝐵′𝐵;
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O conceito de matriz definida negativa também pode ser verificado pela defi-
nição 3.1, dado que 𝑀 ≺ 0, se e somente se (−𝑀) ≻ 0.
A equação (3.2) é conhecida como desigualdade de Lyapunov e representa a
primeira LMI utilizada para análise de estabilidade de sistemas dinâmicos (BOYD et al.,
1994). A partir desse conceito, a teoria de LMIs foi estendida passando a abranger diver-
sas áreas da Teoria de Controle. A grande vantagem dessa ferramenta consiste no fato de
as restrições LMIs definirem um problema convexo, permitindo a utilização métodos de
otimização que explorem esse fato. Além disso, a capacidade de tratar sistemas incertos
(HORISBERGER; BELANGER, 1976) torna ainda mais atrativa a sua utilização. Diver-
sos trabalhos foram realizados analisando a estabilidade robusta em sistemas contínuos
e discretos incertos (GEROMEL et al., 1998; OLIVEIRA et al., 1999). Os problemas de
filtragem (PALHARES; PERES, 1998; ROMÃO et al., 2016) e controle robusto (OLI-
VEIRA et al., 2000) também foram bastante explorados. Em Ramos et al. (2004), Ramos
et al. (2005) e Kuiava et al. (2013) métodos com LMIs foram aplicados no projeto de
controladores robustos para SEE.
O algoritmo apresentado em Ramos et al. (2004), além de projetar controla-
dores robustos e descentralizados, assegura o amortecimento dos modos de oscilação dos
SEE. No presente trabalho, é proposta uma alteração no sentido de deixar o algoritmo
menos conservador. Essa alteração consiste em inserir variáveis de folga que permitem
remover restrições impostas à matriz de Lyapunov do algoritmo original.
No contexto de SEE, para a implementação prática dos controladores projeta-
dos, além de utilizar a realimentação de saída, é importante que os mesmos apresentem
ordem inferior à da planta. Na literatura, alguns métodos foram propostos para o projeto
de controladores de ordem reduzida utilizando LMIs, tando para sistemas invariantes no
tempo (AGULHARI et al., 2012; HILHORST et al., 2015b) quanto para sistemas varian-
tes no tempo, principalmente para o caso discreto (HILHORST et al., 2015a; ROSA et
al., 2017). Em Haddad e Bernstein (1992) é considerado inclusive a alocação de polos em
regiões do plano complexo, no entanto, apenas para sistemas precisamente conhecidos.
No que diz respeito a aplicação em SEE, o método apresentado em Ramos et al. (2004)
é o mais explorado, porém, mesmo após as modificações propostas neste trabalho, este
método não permite a síntese de controladores de ordem reduzida. Uma forma de tentar
contornar essa limitação é aplicar métodos de redução de ordem nos controladores pro-
jetados, porém, não existe garantia de que o desempenho desejado será mantido pelos
controladores após a redução, sendo necessária a verificação de estabilidade a posteriori.
Métodos baseados em otimização não convexa, apesar de não assegurarem con-
vergência, apresentam uma alternativa para síntese de controladores de ordem reduzida.
Em Burke et al. (2002) foram propostos métodos numéricos para tratar problemas não
convexos envolvendo estabilidade de matrizes. Um método de otimização não convexo ba-
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seado no Gradiente Amostrado, descrito em Burke et al. (2005), foi explorado no projeto
de controladores estáticos (BURKE et al., 2003) e dinâmicos (BURKE et al., 2006b) de
ordem reduzida. Em Lewis e Overton (2009), um método quase-Newton chamado BFGS
(Broyden-Fletcher-Goldfarb-Shanno) foi aplicado na solução de problemas otimização não
suaves e não convexos, mostrando-se bastante eficiente. Baseados nos métodos BFGS e
do Gradiente Amostrado, um pacote computacional para o software MATLAB foi desen-
volvido para o projeto de controladores de ordem fixa. Esse pacote, denominado HIFOO
(H-Infinity Fixed-Order Optimization) (BURKE et al., 2006a), permite o projeto de con-
troladores com estrutura diversificada (MILLSTONE, 2006) e foi testado em diversos
tipos problemas (ARZELIER et al., 2011; GUMUSSOY; OVERTON, 2008), inclusive no
projeto de controladores para SEE (DOTTA et al., 2009a; DILL; SILVA, 2011; KISHOR
et al., 2013).
O segundo algoritmo de projeto proposto no presente trabalho, utiliza o pacote
HIFOO como principal ferramenta para síntese de controladores de ordem reduzida para
SEE. A principal vantagem dessa metodologia é a capacidade de projetar controladores
de ordem significativamente inferior à da planta. Para alcançar o desempenho desejado
e adequar os controladores à aplicação em EPP, foi incluída uma restrição de mínimo
amortecimento na formulação do HIFOO. Por fim, foi incorporada no algoritmo uma
etapa de verificação de robustez utilizando LMIs. A associação dessas diferentes técnicas,
HIFOO e LMIs, resulta num algoritmo simples e eficaz para síntese de ESP.
3.3 Conceitos Básicos
Antes de expor em detalhes os métodos de projeto estudados, será realizada
uma revisão dos conceitos fundamentais envolvidos na descrição dos mesmos.
Realimentação de Estados
Considerando o sistema linear
?˙?(𝑡) = 𝐴𝑥(𝑡) +𝐵𝑢(𝑡), (3.3)
com 𝑥 ∈ R𝑛, 𝑢 ∈ R𝑚, 𝐴 ∈ R𝑛×𝑛 e 𝐵 ∈ R𝑛×𝑚, o problema de realimentação de estados
consiste em encontrar uma matriz ganhos𝐾 ∈ R𝑚×𝑛, tal que a lei de controle 𝑢(𝑡) = 𝐾𝑥(𝑡)
estabilize o seguinte sistema
?˙?(𝑡) = (𝐴+𝐵𝐾)𝑥(𝑡). (3.4)
Esse sistema é estável se e somente se existir uma matriz de Lyapunov 𝑃 =
𝑃 ′ ≻ 0, 𝑃 ∈ R𝑛×𝑛, tal que
(𝐴+𝐵𝐾)′𝑃 + 𝑃 (𝐴+𝐵𝐾) ≺ 0, (3.5)
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ou, de forma equivalente (problema dual), existir uma matriz 𝑌 = 𝑌 ′ ≻ 0 ∈ R𝑛×𝑛 tal que
(𝐴+𝐵𝐾)𝑌 + 𝑌 (𝐴+𝐵𝐾)′ ≺ 0. (3.6)
Realimentação de Saída com Controlador Dinâmico
Considerando o sistema linear (2.4) num ponto de operação específico (sistema
precisamente conhecido), o problema de realimentação de saída com controlador dinâmico
consiste em encontrar um controlador (2.5) que estabilize o sistema (2.6). Considerando
essa representação em malha fechada, a estabilidade do sistema é garantida se existir uma
matriz de Lyapunov 𝑃 = 𝑃 ′ ≻ 0, 𝑃 ∈ R(𝑛+𝑛𝑐)×(𝑛+𝑛𝑐), tal que⎡⎣ 𝐴′ 𝐵′𝑐𝐶 ′
𝐶 ′𝑐𝐵
′ 𝐴′𝑐
⎤⎦𝑃 + 𝑃
⎡⎣ 𝐴 𝐵𝐶𝑐
𝐵𝑐𝐶 𝐴𝑐
⎤⎦ ≺ 0, (3.7)
ou, pela formulação dual, existir 𝑄 = 𝑄′ ≻ 0, 𝑄 ∈ R(𝑛+𝑛𝑐)×(𝑛+𝑛𝑐), tal que⎡⎣ 𝐴 𝐵𝐶𝑐
𝐵𝑐𝐶 𝐴𝑐
⎤⎦𝑄+𝑄
⎡⎣ 𝐴′ 𝐵′𝑐𝐶 ′
𝐶 ′𝑐𝐵
′ 𝐴′𝑐
⎤⎦ ≺ 0. (3.8)
Incerteza Politópica
O projeto de controladores robustos considera estratégias de controle capazes
de assegurar o desempenho desejado mesmo na presença de incertezas. Os SEE estudados
no presente trabalho configuram sistemas não lineares variantes no tempo, no entanto,
como mencionado na Seção 2.4, esses sistemas podem ser linearizados em torno de diversos
pontos de operação. Esse conjunto de modelos linearizados do sistema pode ser utilizado
para modelá-lo como um sistema na forma LDI (RAMOS et al., 2004; RAMOS, 2002)
que descreve uma família de sistemas lineares variantes no tempo (BOYD et al., 1994).
No que diz respeito à teoria de controle, um sistema na forma LDI pode ser interpretado
como um sistema linear incerto variante no tempo (BOYD et al., 1994), que por sua
vez podem ser modelados por meio de incertezas politópicas. Ou seja, sistemas lineares
com parâmetros variantes no tempo (linear parameter-varying systems - sistemas LPV)
podem ser utilizados como ponte entre LDIs e sistemas não lineares (BRUZELIUS, 2004).
No presente trabalho, o conceito de estabilidade robusta adotado será o de robustez às
incertezas politópicas modeladas.
Considerando o sistema linear incerto variante no tempo,
?˙?(𝑡) = 𝐴(𝛼(𝑡))𝑥(𝑡), (3.9)
em que 𝐴(𝛼(𝑡)) ∈ R𝑛×𝑛 é uma matriz politópica, ou seja, pode ser descrita como a
combinação convexa de 𝑁 vértices conhecidos (𝐴𝑖, 𝑖 = 1, . . . , 𝑁) pertencentes ao conjunto
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𝒜 =
{︃
𝐴(𝛼(𝑡)) : 𝐴(𝛼(𝑡)) =
𝑁∑︁
𝑖=1
𝛼𝑖(𝑡)𝐴𝑖, 𝛼(𝑡) ∈ Λ
}︃
, (3.10)
de forma que os parâmetros que modelam as incertezas de (3.9) pertençam a um conjunto
denominado simplex unitário, o qual pode ser descrito por
Λ =
{︃
𝛼(𝑡) ∈ R𝑁 :
𝑁∑︁
𝑖=1
𝛼𝑖(𝑡) = 1, 𝛼𝑖(𝑡) ≥ 0, ∀ 𝑡 ≥ 0
}︃
. (3.11)
Uma das formas de assegurar a estabilidade do politopo 𝒜 é garantir a existência de uma
única matriz 𝑃 = 𝑃 ′ ≻ 0, 𝑃 ∈ R𝑛×𝑛, que satisfaça a desigualdade
𝐴(𝛼(𝑡))′𝑃 + 𝑃𝐴(𝛼(𝑡)) ≺ 0, ∀𝛼(𝑡) ∈ Λ. (3.12)
Esta condição, por utilizar uma matriz de Lyapunov constante (𝑃 ) para todos os pontos de
operação no interior do politopo, ou seja, uma função de Lyapunov quadrática nos estados,
é conhecida como estabilidade quadrática e pode ser verificada por um conjunto finito
de LMIs (BOYD et al., 1994). A estabilidade quadrática, apesar de conservadora para
sistemas variantes no tempo, foi utilizada no presente trabalho devido ao desconhecimento
da taxa de variação dos parâmetros incertos e por ter sido explorada nos algoritmos de
projeto utilizados como referência no trabalho.
Lema 3.1. Se existe uma matriz 𝑃 ∈ R𝑛×𝑛, 𝑃 = 𝑃 ′ ≻ 0 que satisfaz as desigualdades
matriciais
𝐴𝑖
′
𝑃 + 𝑃𝐴𝑖 ≺ 0, 𝑖 = 1, . . . , 𝑁, (3.13)
o sistema (3.9) é estável para toda matriz 𝐴(𝛼(𝑡)) ∈ 𝒜. Uma vez que os autovalores de
𝐴(𝛼(𝑡)) são os mesmos de 𝐴(𝛼(𝑡))𝑇 , a estabilidade robusta pode ser verificada com a
formulação dual para uma 𝑄 ∈ R𝑛×𝑛, 𝑄 = 𝑄′ ≻ 0
𝐴𝑖𝑄+𝑄𝐴𝑖′ ≺ 0, 𝑖 = 1, . . . , 𝑁. (3.14)
Restrição de Amortecimento
Considerando a representação em malha fechada da equação (2.6) e denotando
o produto de Kronecker entre duas matrizes 𝐴 e 𝐵 como 𝐴⊗𝐵, os autovalores da matriz
𝐴𝑖𝑐𝑙, no ponto de operação 𝑖, encontram-se no setor 𝑆(𝜃) (área hachurada na Figura 6)
se, e somente se, existir uma matriz 𝑃 = 𝑃 ′ ≻ 0, 𝑃 ∈ R(𝑛+𝑛𝑐)×(𝑛+𝑛𝑐), tal que (CHIALI;
GAHINET, 1996)
(𝑊 ⊗ 𝐴𝑖𝑐𝑙)𝑃 + 𝑃 (𝑊 ⊗ 𝐴𝑖𝑐𝑙)T ≺ 0, (3.15)
sendo
𝑊 =
⎡⎣ 𝑠𝑒𝑛 𝜃 𝑐𝑜𝑠 𝜃
−𝑐𝑜𝑠 𝜃 𝑠𝑒𝑛 𝜃
⎤⎦ . (3.16)
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Em (CHIALI; GAHINET, 1996) é demonstrado que a matriz 𝑃 possui estru-
tura bloco diagonal, ou seja, 𝑃 = diag(𝑋,𝑋), sendo 𝑋 = 𝑋 ′ ≻ 0. De forma equivalente,
a condição dual da restrição também é válida.
(𝑊 ⊗ 𝐴𝑖𝑐𝑙)T𝑃 + 𝑃 (𝑊 ⊗ 𝐴𝑖𝑐𝑙) ≺ 0. (3.17)
Lema de Finsler
No contexto de LMIs, uma das ferramentas exploradas no presente trabalho
é a inserção de variáveis de folga por meio do Lema de Finsler. Esse lema é composto
por quatro equivalências algébricas através das quais é possível realizar uma série de
manipulações em problemas formulados com LMIs.
Lema 3.2. Considerando 𝑧 ∈ R𝑛, 𝒬 = 𝒬′ ∈ R𝑛×𝑛 e ℬ ∈ R𝑚×𝑛, as seguintes afirmações
são equivalentes:
1. 𝑧′𝒬𝑧 ≺ 0, ∀𝑧 ̸= 0 : ℬ𝑧 = 0
2. ℬ⊥′𝒬ℬ⊥ ≺ 0
3. ∃𝜇 ∈ R : 𝒬− 𝜇ℬ′ℬ ≺ 0
4. ∃ℱ ∈ R𝑛×𝑚 : 𝒬+ ℱℬ + ℬ′ℱ ′ ≺ 0
Considerando um sistema linear genérico como o da equação (3.1), a condição
para sua estabilidade (formulação dual) é a existência de uma matriz de Lyapunov 𝑄 =
𝑄′ ≻ 0, tal que
𝐴𝑄+𝑄𝐴′ ≺ 0. (3.18)
Essa LMI pode ser reescrita da seguinte forma
[︁
I 𝐴
]︁ ⎡⎣ 0 𝑄
𝑄 0
⎤⎦ ⎡⎣ I
𝐴′
⎤⎦ ≺ 0 (3.19)
e pode ser relacionada a afirmação 2 do Lema de Finsler usando as seguintes escolhas
ℬ⊥′ =
[︁
I 𝐴
]︁
, 𝒬 =
⎡⎣ 0 𝑄
𝑄 0
⎤⎦ e ℬ⊥ =
⎡⎣ I
𝐴′
⎤⎦ . (3.20)
Encontrando uma matriz ℬ tal que ℬ⊥ seja base para seu espaço nulo
ℬℬ⊥ =
[︁
𝐴′ −I
]︁ ⎡⎣ I
𝐴′
⎤⎦ = 0 (3.21)
e considerando uma matriz de variáveis de folga qualquer, por exemplo,
ℱ =
⎡⎣ 𝐹 ′
𝜉𝐹 ′
⎤⎦ , (3.22)
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de acordo com a afirmação 4 do Lema de Finsler, pode-se afirmar que a desigualdade
(3.18) é equivalente a ⎡⎣ 𝐹 ′𝐴′ + 𝐴𝐹 𝑄− 𝐹 ′ + 𝜉𝐴𝐹
⋆ −𝜉𝐹 ′ − 𝜉𝐹
⎤⎦ ≺ 0. (3.23)
3.4 Métodos Baseados em Otimização Convexa
Nessa seção serão apresentados os algoritmos de projeto baseados em otimi-
zação convexa. Primeiramente é apresentado o método de projeto de controladores por
separação, proposto por Oliveira et al. (2000), que serviu como base para o desenvolvi-
mento do algoritmo de projeto de ESP em Ramos et al. (2004). No presente trabalho,
alterações na formulação proposta por Ramos et al. (2004) foram realizadas dando ori-
gem a um terceiro algoritmo apresentado. Por fim, comentários a respeito da restrição de
estrutura para o controle descentralizado são realizados.
3.4.1 Projeto em duas etapas
O método proposto em Oliveira et al. (2000) consiste em separar o projeto de
controladores dinâmicos em duas etapas. Considerando o controlador representado pela
equação (2.5), a primeira etapa busca por um ganho de realimentação de estados para a
definição da matriz 𝐶𝑐. Em seguida, o sistema em malha fechada com a realimentação de
estados é utilizado para a determinação das matrizes 𝐴𝑐 e 𝐵𝑐. Uma série de manipulações
e substituições de variáveis é realizada de forma que a recuperação das matrizes do con-
trolador não dependa das matrizes do sistema. Essa característica permite a imposição de
restrições na estrutura das matrizes que representam o controlador, como por exemplo,
restrição de decentralização. Esse método é brevemente descrito a seguir e será referen-
ciado ao longo do trabalho como Algoritmo A. A formulação das LMIs utilizadas nesse
método é apresentada na Seção A.1 dos Apêndices.
Algoritmo A:
Considerando um sistema do tipo (2.4) com 𝑚 = 𝑝, um controlador dinâmico
para realimentação de saída (2.5) de ordem completa, ou seja, com 𝑛𝑐 = 𝑛, pode ser
projetado da maneira descrita a seguir, na qual o índice 𝐷 subscrito indica as matrizes
nas quais serão aplicadas as restrições de estrutura, comentadas na Seção 3.4.4, e o índice
𝑖 sobrescrito indica o ponto de operação do sistema, que corresponde a um dos vértices
do politopo.
1ª Etapa: Projetar as matrizes 𝐿𝐷 ∈ R𝑚×𝑛 e 𝑌𝐷 ∈ R𝑛×𝑛 que satisfaçam as
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LMIs
𝐴𝑖𝑌𝐷 + 𝑌𝐷𝐴𝑖′ +𝐵𝐿𝐷 + 𝐿′𝐷𝐵′ ≺ 0
𝑌𝐷 = 𝑌 ′𝐷 ≻ 0
(3.24)
e fazer
𝐶𝑐 = 𝐿𝐷𝑌 −1𝐷 e 𝐴𝑖𝐾 = 𝐴𝑖 +𝐵𝐶𝑐 (3.25)
2ª Etapa: Encontrar 𝑃𝐷 = 𝑃 ′𝐷 ∈ R𝑛×𝑛, 𝑋𝐷 = 𝑋 ′𝐷 ∈ R𝑛×𝑛, 𝐹𝐷 ∈ R𝑛×𝑝 e
𝑆𝐷 ∈ R𝑛×𝑛, que satisfaçam ⎡⎣ 𝑃𝐷 𝑃𝐷
𝑃𝐷 𝑋𝐷
⎤⎦ ≻ 0 (3.26)
e ⎡⎣ 𝑃𝐷𝐴𝑖𝐾 + 𝐴𝑖𝐾 ′𝑃𝐷 𝑃𝐷𝐴𝑖 + 𝐴𝑖𝐾 ′𝑋𝐷 + 𝐶 ′𝐹 ′𝐷 + 𝑆 ′𝐷
⋆ 𝑋𝐷𝐴
𝑖 + 𝐴𝑖′𝑋𝐷 + 𝐹𝐷𝐶 + 𝐶 ′𝐹 ′𝐷
⎤⎦ ≺ 0. (3.27)
Fazer
𝑉𝐷 = 𝑃𝐷 −𝑋𝐷
e recuperar as matrizes do controlador
𝐴𝑐 = 𝑉 −1𝐷 𝑆𝐷 e 𝐵𝑐 = 𝑉 −1𝐷 𝐹𝐷 .
3.4.2 Inclusão da Restrição de Amortecimento
De modo a assegurar o desempenho adequado dos controladores para o amorte-
cimento de oscilações eletromecânicas, propõe-se em Ramos et al. (2004) a incorporação
de uma restrição de amortecimento. Essa restrição consiste em utilizar a desigualdade
(3.15) no algoritmo de projeto em duas etapas. O algoritmo resultante desta modifica-
ção é descrito a seguir e será referenciado ao longo do trabalho como Algoritmo B. A
formulação das LMIs utilizadas nesse método é apresentada na Seção A.2 dos Apêndices.
Algoritmo B
Considerando um sistema do tipo (2.4) com 𝑚 = 𝑝, um controlador dinâmico
para realimentação de saída (2.5) com 𝑛𝑐 = 𝑛, que assegure o amortecimento mínimo
desejado, pode ser projetado com o seguinte algoritmo (RAMOS et al., 2004), no qual o
índice subscrito 𝐷 indica as matrizes nas quais serão aplicadas as restrições de estrutura,
comentadas na Seção 3.4.4 e o índice sobrescrito 𝑖 indica o ponto de operação do sistema,
vértices do politopo de incertezas.
1ª Etapa: Definir o ângulo 𝜃 para a alocação de polos (Seção 2.6) e projetar
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𝐿𝐷 ∈ R𝑚×𝑛 e 𝑌𝐷 ∈ R𝑛×𝑛 tal que as seguintes LMIs sejam satisfeitas⎡⎣ 𝑠𝑒𝑛 𝜃(𝐴𝑖𝑌𝐷 + 𝑌𝐷𝐴𝑖′ +𝐵𝐿𝐷 + 𝐿′𝐷𝐵′) 𝑐𝑜𝑠 𝜃(𝐴𝑖𝑌𝐷 − 𝑌𝐷𝐴𝑖′ +𝐵𝐿𝐷 − 𝐿′𝐷𝐵′)
⋆ 𝑠𝑒𝑛 𝜃(𝐴𝑖𝑌𝐷 + 𝑌𝐷𝐴𝑖′ +𝐵𝐿𝐷 + 𝐿′𝐷𝐵′)
⎤⎦ ≺ 0
𝑌𝐷 = 𝑌 ′𝐷 ≻ 0
(3.28)
Fazer
𝐶𝑐 = 𝐿𝐷𝑌 −1𝐷 e 𝐴𝑖𝐾 = 𝐴𝑖 +𝐵𝐶𝑐 .
2ª Etapa: Encontrar 𝑃𝐷 = 𝑃 ′𝐷 ∈ R𝑛×𝑛, 𝑋𝐷 = 𝑋 ′𝐷 ∈ R𝑛×𝑛, 𝐹𝐷 ∈ R𝑛×𝑝 e
𝑆𝐷 ∈ R𝑛×𝑛, que satisfaçam⎡⎣ 𝑃𝐷 𝑃𝐷
𝑃𝐷 𝑋𝐷
⎤⎦ ≻ 0 e
⎡⎣ 𝑀 𝑖11 𝑀 𝑖12
⋆ 𝑀 𝑖11
⎤⎦ ≺ 0 . (3.29)
Sendo
𝑀 𝑖11 = 𝑠𝑒𝑛 𝜃
⎡⎣ 𝑃𝐷𝐴𝑖𝐾 + 𝐴𝑖𝐾 ′𝑃𝐷 𝑃𝐷𝐴𝑖 + 𝐴𝑖𝐾 ′𝑋𝐷 + 𝐶 ′𝐹 ′𝐷 + 𝑆 ′𝐷
𝑋𝐷𝐴
𝑖
𝐾 + 𝐹𝐷𝐶 + 𝑆𝐷 + 𝐴𝑖
′
𝑃𝐷 𝑋𝐷𝐴
𝑖 + 𝐴𝑖′𝑋𝐷 + 𝐹𝐷𝐶 + 𝐶 ′𝐹 ′𝐷
⎤⎦
𝑀 𝑖12 = 𝑐𝑜𝑠 𝜃
⎡⎣ 𝑃𝐷𝐴𝑖𝐾 − 𝐴𝑖𝐾 ′𝑃𝐷 𝑃𝐷𝐴𝑖 − 𝐴𝑖𝐾 ′𝑋𝐷 − 𝐶 ′𝐹 ′𝐷 − 𝑆 ′𝐷
𝑋𝐷𝐴
𝑖
𝐾 + 𝐹𝐷𝐶 + 𝑆𝐷 − 𝐴𝑖′𝑃𝐷 𝑋𝐷𝐴𝑖 − 𝐴𝑖′𝑋𝐷 + 𝐹𝐷𝐶 − 𝐶 ′𝐹 ′𝐷
⎤⎦ .
Fazer
𝑉𝐷 = 𝑃𝐷 −𝑋𝐷
e recuperar as matrizes do controlador
𝐴𝑐 = 𝑉 −1𝐷 𝑆𝐷 e 𝐵𝑐 = 𝑉 −1𝐷 𝐹𝐷 .
Para a recuperação das matrizes do controlador é necessário que a matriz 𝑉𝐷
seja inversível. A formulação do algoritmo assegura que 𝑉𝐷 seja não-singular, uma prova
desta garantia é apresentada na Seção A.3 dos Apêndices.
3.4.3 Inclusão de Variáveis de Folga
Nesta seção é apresentada a inclusão de variáveis de folga no algoritmo pro-
posto em Ramos et al. (2004), usando o lema de Finsler. Essa modificação torna o método
menos conservador, uma vez que as matrizes de Lyapunov não sofrem restrições de es-
trutura no projeto de controladores descentralizados. Além disso, o método permite a
utilização de matrizes de Lyapunov dependentes de parâmetros para o caso de sistemas
incertos e invariantes no tempo. O método será referido ao longo do trabalho como Algo-
ritmo C.
Partindo da desigualdade (3.6) referente ao problema de realimentação de es-
Capítulo 3. Métodos de Projeto 40
tados dual e fazendo 𝐴𝑖 + 𝐵𝐾 = 𝐴𝑖𝐾 , a desigualdade (3.15) é aplicada para um amor-
tecimento mínimo de 𝜁𝑚𝑖𝑛(𝐴𝑖𝐾) ≥ 𝑐𝑜𝑠(𝜃). A matriz 𝐴𝑖𝐾 é estável e possui os autovalores
contidos no cone definido pelo ângulo 𝜃 (área hachurada da Figura 6), se e somente se
existir uma matriz ?¯? 𝑖 = (?¯? 𝑖)′ ≻ 0 que satisfaça (CHIALI; GAHINET, 1996)
(𝑊 ⊗ 𝐴𝑖𝐾)?¯? 𝑖 + ?¯? 𝑖(𝑊 ⊗ 𝐴𝑖𝐾)′ ≺ 0, (3.30)
sendo 𝑋 𝑖 = diag(𝑋 𝑖, 𝑋 𝑖) e
𝑊 =
⎡⎣ 𝑠𝑒𝑛 𝜃 𝑐𝑜𝑠 𝜃
−𝑐𝑜𝑠 𝜃 𝑠𝑒𝑛 𝜃
⎤⎦ , (3.31)
em que o índice sobrescrito 𝑖 indica o ponto de operação do sistema, vértices do politopo
de incertezas. Após realizar o produto de Kronecker, a desigualdade (3.30) pode ser escrita
como⎡⎣ 𝑠𝑒𝑛 𝜃𝐴𝑖𝐾 𝑐𝑜𝑠 𝜃𝐴𝑖𝐾
−𝑐𝑜𝑠 𝜃𝐴𝑖𝐾 𝑠𝑒𝑛 𝜃𝐴𝑖𝐾
⎤⎦⎡⎣ 𝑋 𝑖 0
0 𝑋 𝑖
⎤⎦+
⎡⎣ 𝑋 𝑖 0
0 𝑋 𝑖
⎤⎦⎡⎣ 𝑠𝑒𝑛 𝜃(𝐴𝑖𝐾)′ −𝑐𝑜𝑠 𝜃(𝐴𝑖𝐾)′
𝑐𝑜𝑠 𝜃(𝐴𝑖𝐾)′ 𝑠𝑒𝑛 𝜃(𝐴𝑖𝐾)′
⎤⎦ ≺ 0.
(3.32)
Fazendo
𝐴𝑖 =
⎡⎣ 𝑠𝑒𝑛 𝜃𝐴𝑖𝐾 𝑐𝑜𝑠 𝜃𝐴𝑖𝐾
−𝑐𝑜𝑠 𝜃𝐴𝑖𝐾 𝑠𝑒𝑛 𝜃𝐴𝑖𝐾
⎤⎦
e aplicando o lema de Finsler com a relação descrita pela desigualdade (3.23), a desigual-
dade (3.32) é equivalente à⎡⎣ 𝑍 ′(𝐴𝑖)′ + 𝐴𝑖𝑍 ?¯? 𝑖 − 𝑍 ′ + 𝜉𝐴𝑖𝑍
⋆ −𝜉𝑍 ′ − 𝜉𝑍
⎤⎦ ≺ 0, (3.33)
com variável de folga
ℱ =
⎡⎣ 𝑍
𝜉𝑍
⎤⎦ , 𝑍 = diag(𝑍,𝑍) .
Fazendo 𝐾 = 𝐶𝑐 e 𝐶𝑐𝑍 = 𝐿, tem-se
𝐴𝑖𝑍 =
⎡⎣ 𝑠𝑒𝑛 𝜃𝐴𝑖𝐾 𝑐𝑜𝑠 𝜃𝐴𝑖𝐾
−𝑐𝑜𝑠 𝜃𝐴𝑖𝐾 𝑠𝑒𝑛 𝜃𝐴𝑖𝐾
⎤⎦ ⎡⎣ 𝑍 0
0 𝑍
⎤⎦ =
⎡⎣ 𝑠𝑒𝑛 𝜃(𝐴𝑖𝑍 +𝐵𝐿) 𝑐𝑜𝑠 𝜃(𝐴𝑖𝑍 +𝐵𝐿)
−𝑐𝑜𝑠 𝜃(𝐴𝑖𝑍 +𝐵𝐿) 𝑠𝑒𝑛 𝜃(𝐴𝑖𝑍 +𝐵𝐿)
⎤⎦ .
Após encontrar a matriz 𝐿 com a LMI (3.33), a matriz 𝐶𝑐 pode ser recuperada
fazendo 𝐶𝑐 = 𝐿𝑍−1. Então, as matrizes 𝐴𝑐 e 𝐵𝑐 que asseguram o amortecimento mínimo
desejado, sendo 𝜁𝑚𝑖𝑛(𝐴𝑐𝑙) ≥ 𝑐𝑜𝑠 (𝜃), são calculadas na segunda etapa do algoritmo.
Considerando a restrição (3.15) e a desigualdade (3.8), uma condição para
que os autovalores do sistema em malha fechada, num ponto de operação 𝑖, tenham
amortecimento superior a 𝑐𝑜𝑠(𝜃) é que exista uma matriz de Lyapunov 𝑃 𝑖 = (𝑃 𝑖)′ ≻ 0 tal
que a seguinte desigualdade seja satisfeita
(𝑊 ⊗ 𝐴𝑖𝑐𝑙)𝑃 𝑖 + 𝑃 𝑖(𝑊 ⊗ 𝐴𝑖𝑐𝑙)′ ≺ 0, (3.34)
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sendo 𝑃 𝑖 = diag(𝑃 𝑖, 𝑃 𝑖),
𝐴𝑖𝑐𝑙 =
⎡⎣ 𝐴𝑖 𝐵𝐶𝑐
𝐵𝑐𝐶 𝐴𝑐
⎤⎦ e 𝑊 =
⎡⎣ 𝑠𝑒𝑛 𝜃 𝑐𝑜𝑠 𝜃
−𝑐𝑜𝑠 𝜃 𝑠𝑒𝑛 𝜃
⎤⎦ .
Fazendo
𝐴𝑖 = 𝑊 ⊗ 𝐴𝑖𝑐𝑙 =
⎡⎣ 𝑠𝑒𝑛 𝜃𝐴𝑖𝑐𝑙 𝑐𝑜𝑠 𝜃𝐴𝑖𝑐𝑙
−𝑐𝑜𝑠 𝜃𝐴𝑖𝑐𝑙 𝑠𝑒𝑛 𝜃𝐴𝑖𝑐𝑙
⎤⎦
e considerando a equivalência descrita em (3.23), obtida com o lema de Finsler, a desi-
gualdade (3.34) é equivalente à⎡⎣ (𝐹 𝑖)′(𝐴𝑖)′ + 𝐴𝑖𝐹 𝑖 𝑃 𝑖 − (𝐹 𝑖)′ + 𝜉𝐴𝑖𝐹 𝑖
⋆ −𝜉(𝐹 𝑖)′ − 𝜉𝐹 𝑖
⎤⎦ ≺ 0. (3.35)
As variáveis de folga são escolhidas com a estrutura 𝐹 𝑖 = diag(𝐹 𝑖, 𝐹 𝑖) e definindo
𝐹 𝑖 =
⎡⎣ (𝑄𝑖′)−1 𝑈
(𝑄𝑖′)−1 ?¯?
⎤⎦ e (𝐹 𝑖)−1 =
⎡⎣ 𝑌 𝑖′ (𝑌 𝑖)′
𝑉 ′ 𝑉 ′
⎤⎦ . (3.36)
Uma transformação de congruência é definida como 𝑇 𝑖 = diag(𝑇 𝑖, 𝑇 𝑖), sendo 𝑇 𝑖 = diag(𝑇 𝑖, 𝑇 𝑖)
e
𝑇 𝑖 =
⎡⎣ 𝑄𝑖′ 𝑌 𝑖′
0 𝑉 ′
⎤⎦ , (3.37)
tal que
𝐹 𝑖𝑇 𝑖 =
⎡⎣ I I
I 0
⎤⎦ ,
pois
𝐹 𝑖(𝐹 𝑖)−1 =
⎡⎣ (𝑄𝑖′)−1𝑌 𝑖′ + 𝑈𝑉 ′ (𝑄𝑖′)−1(𝑌 𝑖)′ + 𝑈𝑉 ′
(𝑄𝑖′)−1𝑌 𝑖′ + ?¯?𝑉 ′ (𝑄𝑖′)−1(𝑌 𝑖)′ + ?¯?𝑉 ′
⎤⎦ =
⎡⎣ I 0
0 I
⎤⎦ .
Aplicando a transformação 𝑇 𝑖 em (3.35), obtêm-se⎡⎣ ((𝑇 𝑖)′𝐴𝑖𝐹 𝑖𝑇 𝑖)′ + (𝑇 𝑖)′𝐴𝑖𝐹 𝑖𝑇 𝑖 (𝑇 𝑖)′𝑃 𝑖𝑇 𝑖 − (𝑇 𝑖)′(𝐹 𝑖)′𝑇 𝑖 + 𝜉(𝑇 𝑖)′𝐴𝑖𝐹 𝑖𝑇 𝑖
⋆ −𝜉(𝑇 𝑖)′(𝐹 𝑖)′𝑇 𝑖 − 𝜉(𝑇 𝑖)′𝐹 𝑖𝑇 𝑖
⎤⎦ ≺ 0, (3.38)
sendo
(𝑇 𝑖)′𝐹 𝑖𝑇 𝑖 =
⎡⎣ 𝑇 𝑖′𝐹 𝑖𝑇 𝑖 0
0 𝑇 𝑖′𝐹 𝑖𝑇 𝑖
⎤⎦ , 𝑇 𝑖′𝐹 𝑖𝑇 𝑖 =
⎡⎣ 𝑄𝑖 𝑄𝑖
𝑌 𝑖 + 𝑉 𝑌 𝑖
⎤⎦ , (3.39)
(𝑇 𝑖)′𝐴𝑖𝐹 𝑖𝑇 𝑖 =
⎡⎣ 𝑠𝑒𝑛 𝜃𝑇 𝑖′𝐴𝑖𝑐𝑙𝐹 𝑖𝑇 𝑖 𝑐𝑜𝑠 𝜃𝑇 𝑖′𝐴𝑖𝑐𝑙𝐹 𝑖𝑇 𝑖
−𝑐𝑜𝑠 𝜃𝑇 𝑖′𝐴𝑖𝑐𝑙𝐹 𝑖𝑇 𝑖 𝑠𝑒𝑛 𝜃𝑇 𝑖′𝐴𝑖𝑐𝑙𝐹 𝑖𝑇 𝑖
⎤⎦ , (3.40)
e
𝑇 𝑖
′
𝐴𝑖𝑐𝑙𝐹
𝑖𝑇 𝑖 =
⎡⎣ 𝑄𝑖(𝐴𝑖 +𝐵𝐶𝑐) 𝑄𝑖𝐴𝑖
𝑌 𝑖(𝐴𝑖 +𝐵𝐶𝑐) + 𝑉 𝐵𝑐𝐶 + 𝑉 𝐴𝑐 𝑌 𝑖𝐴𝑖 + 𝑉 𝐵𝑐𝐶
⎤⎦ . (3.41)
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Realizando a seguinte substituição de termos
𝐴+𝐵𝐶𝑐 = 𝐴𝑖𝐾 , 𝑉 𝐵𝑐 = 𝐺, 𝑉 𝐴𝑐 = 𝐻,
a desigualdade (3.38) é linearizada e o elemento 𝑇 ′𝐴𝑐𝑙𝐹𝑇 correspondente a (3.41) é
𝑇 𝑖
′
𝐴𝑖𝑐𝑙𝐹
𝑖𝑇 𝑖 =
⎡⎣ 𝑄𝑖𝐴𝑖𝐾 𝑄𝑖𝐴𝑖
𝑌 𝑖𝐴𝑖𝐾 +𝐺𝐶 +𝐻 𝑌 𝑖𝐴𝑖 +𝐺𝐶
⎤⎦
Algoritmo C
Considerando o desenvolvimento apresentado acima, o algoritmo de projeto do
controladores dinâmicos com variáveis de folga é descrito a seguir, sendo que o índice 𝐷
subscrito indica as matrizes as quais serão aplicadas as restrições de estrutura, comentadas
na Seção 3.4.4, e o índice 𝑖 sobrescrito indica o ponto de operação do sistema (vértices do
politopo de incertezas). Considerando um sistema do tipo (2.4) com 𝑚 = 𝑝 e definindo a
variável escalar 𝜉 pertencente ao conjunto[︁
10−6 10−5 10−4 10−3 10−2 10−1 1 10 102 103 104 105 106
]︁
,
um controlador dinâmico para realimentação de saída (equação (2.5)) com 𝑛𝑐 = 𝑛, que,
para um dado valor de 𝜃, assegure o amortecimento mínimo 𝜁𝑚𝑖𝑛(𝐴𝑖𝑐𝑙) ≥ cos(𝜃), pode ser
projetado da seguinte maneira.
1ª Etapa: Realizar uma busca em 𝜉 para encontrar as matrizes 𝑋 𝑖 = 𝑋 𝑖′ ∈
R𝑛×𝑛, 𝐿𝐷 ∈ R𝑚×𝑛 e 𝑊𝐷 ∈ R𝑛×𝑛, tal que⎡⎣ 𝑀 𝑖′ +𝑀 𝑖 ?¯? 𝑖 − ?¯? ′𝐷 + 𝜉𝑀 𝑖
⋆ −𝜉?¯? ′𝐷 − 𝜉?¯?𝐷
⎤⎦ ≺ 0
?¯? 𝑖 − 𝜀I ≻ 0
, (3.42)
sendo ?¯?𝐷 = diag(𝑊𝐷,𝑊𝐷), ?¯? 𝑖 = diag(𝑋 𝑖, 𝑋 𝑖) e
𝑀 𝑖 =
⎡⎣ 𝑠𝑒𝑛 𝜃(𝐴𝑖𝑊𝐷 +𝐵𝐿𝐷) 𝑐𝑜𝑠 𝜃(𝐴𝑖𝑊𝐷 +𝐵𝐿𝐷)
−𝑐𝑜𝑠 𝜃(𝐴𝑖𝑊𝐷 +𝐵𝐿𝐷) 𝑠𝑒𝑛 𝜃(𝐴𝑖𝑊𝐷 +𝐵𝐿𝐷)
⎤⎦ .
Fazer
𝐶𝑐 = 𝐿𝐷𝑊−1𝐷 e 𝐴𝑖𝐾 = 𝐴𝑖 +𝐵𝐶𝑐
2ª Etapa: Realizar uma busca em 𝜉 para encontrar 𝑃 = 𝑃 ′ ∈ R2𝑛×2𝑛, 𝑄𝑖 ∈
R𝑛×𝑛, 𝑌 𝑖 ∈ R𝑛×𝑛, 𝑉𝐷 ∈ R𝑛×𝑛, 𝐺𝐷 ∈ R𝑛×𝑝 e 𝐻𝐷 ∈ R𝑛×𝑛, que satisfaçam⎡⎣ 𝐴𝑖 + (𝐴𝑖)′ 𝑃 − (𝐹 𝑖)′ + 𝜉𝐴𝑖
⋆ −𝜉𝐹 𝑖 − 𝜉(𝐹 𝑖)′
⎤⎦ ≺ 0
𝑃 − 𝜀I ≻ 0
, (3.43)
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sendo
𝑃 = diag(𝑃, 𝑃 ), 𝐹 𝑖 = diag(𝐹 𝑖, 𝐹 𝑖), 𝐹𝑖 =
⎡⎣ 𝑄𝑖 𝑄𝑖
𝑌 𝑖 + 𝑉𝐷 𝑌 𝑖
⎤⎦ ,
𝐴𝑖 =
⎡⎣ 𝑠𝑒𝑛 𝜃𝐴𝑖 𝑐𝑜𝑠 𝜃𝐴𝑖
−𝑐𝑜𝑠 𝜃𝐴𝑖 𝑠𝑒𝑛 𝜃𝐴𝑖
⎤⎦ , e 𝐴𝑖 =
⎡⎣ 𝑄𝑖𝐴𝑖𝐾 𝑄𝑖𝐴𝑖
𝑌 𝑖𝐴𝑖𝐾 +𝐺𝐷𝐶 +𝐻𝐷 𝑌 𝑖𝐴+𝐺𝐷𝐶
⎤⎦ .
As matrizes do controlador são recuperadas com as seguintes relações
𝐴𝑐 = 𝑉 −1𝐷 𝐻𝐷 e 𝐵𝑐 = 𝑉 −1𝐷 𝐺𝐷 .
A matriz 𝑉𝐷 deve ser inversível para que a recuperação das matrizes do con-
trolador seja possível. Uma prova da não-singularidade de 𝑉𝐷 é apresentada na Seção A.4
dos Apêndices.
Observações:
O fator 𝜀 multiplicado pela matriz identidade foi adicionado ao algoritmo para
tentar minimizar problemas numéricos. O valor de 𝜀 pode variar, desde que assumindo
valores positivos. Quanto maior o valor de 𝜀 mais afastados da origem deverão estar os
autovalores da matriz de Lyapunov (melhor condicionamento numérico), porém, mais
conservadora é a restrição. No capítulo de resultados, caso tenha sido utilizado um valor
para 𝜀 diferente de zero, esse valor é apresentado junto à solução.
Como heurística do método optou-se por não exigir a estabilidade quadrática
na primeira etapa (realimentação de estados), diminuindo o conservadorismo e, por isso,
aumentando as chances do algoritmo iniciar a segunda etapa. Uma vez que o sistema
é considerado variante no tempo, é necessário impor que a matriz 𝑃 seja constante na
segunda etapa do método, porém, caso o algoritmo venha ser aplicado em sistemas incer-
tos e invariantes no tempo, é possível, mesmo na segunda etapa, considerar matrizes de
Lyapunov dependentes de parâmetros ao manter o índice sobrescrito 𝑖 na matriz 𝑃 , como
apresentado em (3.35).
3.4.4 Restrição de Estrutura
Considerando o sistema de equações (2.4), com 𝑚 = 𝑝, e do controlador da
equação (2.5), com 𝑛𝑐 = 𝑛. O projeto de 𝐾 controladores descentralizados deve incluir
restrição de estrutura bloco diagonal, em que 𝑛𝑘 é a ordem do controlador da posição
𝑘 = 1, . . . , 𝐾.
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Nos algoritmos A e B as matrizes devem possuir as seguintes estruturas
𝑌𝐷 =
⎡⎢⎢⎢⎢⎢⎢⎣
𝑌 1𝑑 0 . . . 0
0 𝑌 2𝑑 . . . 0
... ... . . . ...
0 0 . . . 𝑌 𝐾𝑑
⎤⎥⎥⎥⎥⎥⎥⎦ , 𝑌𝐷 ∈ R
𝑛×𝑛, 𝑌 𝑘𝑑 ∈ R𝑛𝑘×𝑛𝑘 ,
𝐿𝐷 =
⎡⎢⎢⎢⎢⎢⎢⎣
𝐿1𝑑 0 . . . 0
0 𝐿2𝑑 . . . 0
... ... . . . ...
0 0 . . . 𝐿𝐾𝑑
⎤⎥⎥⎥⎥⎥⎥⎦ , 𝐿𝐷 ∈ R
𝑚×𝑛, 𝐿𝑘𝑑 ∈ R1×𝑛𝑘 ,
𝐹𝐷 =
⎡⎢⎢⎢⎢⎢⎢⎣
𝐹 1𝑑 0 . . . 0
0 𝐹 2𝑑 . . . 0
... ... . . . ...
0 0 . . . 𝐹𝐾𝑑
⎤⎥⎥⎥⎥⎥⎥⎦ , 𝐹𝐷 ∈ R
𝑛×𝑚, 𝐹 𝑘𝑑 ∈ R𝑛𝑘×1,
(3.44)
com 𝑃𝐷 ∈ R𝑛×𝑛, 𝑋𝐷 ∈ R𝑛×𝑛 e 𝑆𝐷 ∈ R𝑛×𝑛 possuindo estrutura análoga à 𝑌𝐷.
No algoritmo C as matrizes devem ser configuradas da seguinte maneira
𝑊𝐷 =
⎡⎢⎢⎢⎢⎢⎢⎣
𝑊 1𝑑 0 . . . 0
0 𝑊 2𝑑 . . . 0
... ... . . . ...
0 0 . . . 𝑊𝐾𝑑
⎤⎥⎥⎥⎥⎥⎥⎦ , 𝑊𝐷 ∈ R
𝑛×𝑛, 𝑊 𝑘𝑑 ∈ R𝑛𝑘×𝑛𝑘 ,
𝐿𝐷 =
⎡⎢⎢⎢⎢⎢⎢⎣
𝐿1𝑑 0 . . . 0
0 𝐿2𝑑 . . . 0
... ... . . . ...
0 0 . . . 𝐿𝐾𝑑
⎤⎥⎥⎥⎥⎥⎥⎦ , 𝐿𝐷 ∈ R
𝑚×𝑛, 𝐿𝑘𝑑 ∈ R1×𝑛𝑘 ,
𝐺𝐷 =
⎡⎢⎢⎢⎢⎢⎢⎣
𝐺1𝑑 0 . . . 0
0 𝐺2𝑑 . . . 0
... ... . . . ...
0 0 . . . 𝐺𝐾𝑑
⎤⎥⎥⎥⎥⎥⎥⎦ , 𝐺𝐷 ∈ R
𝑛×𝑚, 𝐺𝑘𝑑 ∈ R𝑛𝑘×1,
(3.45)
com 𝑉𝐷 ∈ R𝑛×𝑛 e 𝐻𝐷 ∈ R𝑛×𝑛 possuindo estrutura análoga à 𝑊𝐷.
Essas restrições de estrutura tem como objetivo fazer com que as matrizes 𝐴𝑐,
𝐵𝑐 e 𝐶𝑐 do controlador possuam uma estrutura bloco diagonal representada pela equação
(2.8). Cada bloco representa o ESP instalado localmente na unidade geradora. Como o
controlador final precisa ser de ordem completa os estados são divididos de acordo com
o número de controladores (bloco diagonais). No presente trabalho, cada bloco apresenta
o mesmo número de estados da unidade geradora na qual será instalado. Dessa maneira,
a matriz resultante do controlador possui as dimensões adequadas. O termo unidade
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geradora é utilizado no presente trabalho para se referir ao gerador equipado com os
controladores locais, como RV e RAT por exemplo.
3.4.4.1 Ordem do gerador de referência em SEE
Uma importante restrição dos métodos apresentados é a necessidade de que
a ordem dos controladores descentralizados seja igual ao número de estados presente
em cada unidade geradora. Dessa forma, a dimensão dos blocos das matrizes descritas
anteriormente depende da ordem adotada para os modelos dos geradores e controladores
locais do sistema. No entanto, além do equacionamento de cada unidade geradora, a
modelagem adotada para a referência angular do sistema também influencia na ordem
das matrizes do modelo.
Quando o ângulo da tensão de um barramento infinito é utilizado como refe-
rência angular na modelagem do sistema, a ordem de cada unidade geradora é definida
diretamente pelo seu equacionamento. Nesse caso, um sistema em que todos os geradores
são descritos por modelos de mesma ordem apresenta o mesmo valor de 𝑛𝑘 em todos os
blocos das matrizes de projeto descritas anteriormente, como utilizando em Ramos et al.
(2004). Caso as unidades geradoras possuam ordens distintas, basta adequar cada bloco
das matrizes de projeto de acordo com as equações (3.44) e (3.45).
Uma segunda possibilidade é modelar a referência angular do sistema como o
ângulo do rotor de um dos geradores, que passa a ser chamado de gerador de referência.
Porém, o ângulo do rotor é uma das variáveis de estado na modelagem dos geradores e,
ao utilizá-lo como referência, uma variável de estado é eliminada do sistema. Portanto, o
gerador de referência possui ordem inferior aos demais, mesmo que tenham sido utilizados
modelos de mesma ordem. Por exemplo, o modelo linear de um sistema com 5 unidades
geradoras de sexta ordem (sendo um gerador de referência) possui 29 estados. Nos sistemas
estudados no presente trabalho, são utilizados modelos de mesma ordem para todos os
geradores e RATs, sendo um dos geradores utilizado como referência angular. Portanto,
todos os blocos das matrizes de projeto têm mesma dimensão 𝑛𝑘, exceto o último bloco
(gerador de referência) que terá dimensão 𝑛𝑘 − 1.
A configuração dos blocos das matrizes de projeto com mesma ordem que
as unidades geradoras implica no projeto de controladores para todos os geradores do
sistema. Na modelagem de SEE, é comum utilizar geradores equivalentes para modelar
áreas inteiras e, em alguns desses sistemas, esses geradores não são equipados com ESP.
A exigência de projetar controladores para todos os geradores torna inviável a aplicação
dos algoritmos de projeto com LMIs para o projeto de ESP nesses sistemas. Em alguns
SEE, apenas o gerador de referência angular não é equipado com ESP, nesses casos, duas
alternativas podem ser exploradas: substituir o gerador de referência por um barramento
infinito, eliminando esse gerador do modelo, ou incluir um ESP no gerador de referência
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e aplicar o algoritmo normalmente. É importante salientar que ambas opções influenciam
na dinâmica do SEE estudado.
3.4.5 Convexidade das Restrições e Implementação Computacional
Um dos principais atrativos da formulação com LMIs é a convexidade das
restrições, que permite utilizar algoritmos de otimização convexa, bastante conhecidos
e eficientes. Considerando um vetor de variáveis 𝑦 ∈ R𝑟, uma LMI é uma função afim
𝐹 (𝑦) : R𝑟 → R𝑞×𝑞, representada como
𝐹 (𝑦) = 𝐹0 +
𝑟∑︁
𝑖=1
𝑦𝑖𝐹𝑖 ≻ 0, 𝑖 = 0, . . . , 𝑟. (3.46)
Todo conjunto de restrições LMIs pode ser formulado por uma única função com a re-
presentação (3.46). Por exemplo, considerando a condição de estabilidade quadrática da
equação (3.2) para um problema de dimensão 𝑞 = 2 e definindo
𝑦 =
⎡⎢⎢⎢⎣
𝑦1
𝑦2
𝑦3
⎤⎥⎥⎥⎦ e 𝑃 =
⎡⎣ 𝑦1 𝑦2
𝑦2 𝑦3
⎤⎦ , (3.47)
a restrição 𝑃 ≻ 0 pode ser reescrita como
𝑃 = 𝑦1
⎡⎣ 1 0
0 0
⎤⎦+ 𝑦2
⎡⎣ 0 1
1 0
⎤⎦+ 𝑦3
⎡⎣ 0 0
0 1
⎤⎦ ≻ 0 . (3.48)
Definindo
𝐺1 =
⎡⎣ 1 0
0 0
⎤⎦ , 𝐺2 =
⎡⎣ 0 1
1 0
⎤⎦ e 𝐺3 =
⎡⎣ 0 0
0 1
⎤⎦ , (3.49)
a restrição 𝐴′𝑃 + 𝑃𝐴 ≺ 0 também pode ser reescrita como
𝐴′𝑃 + 𝑃𝐴 = 𝐴′(𝑦1𝐺1 + 𝑦2𝐺2 + 𝑦3𝐺3) + (𝑦1𝐺1 + 𝑦2𝐺2 + 𝑦3𝐺3)𝐴
= 𝑦1(𝐴′𝐺1 +𝐺1𝐴) + 𝑦2(𝐴′𝐺2 +𝐺2𝐴) + 𝑦3(𝐴′𝐺3 +𝐺3𝐴) ≺ 0 .
(3.50)
Escrevendo essas restrições na forma da equação (3.46)
𝑃 ≻ 0 −→ 𝐺(𝑦) = 𝐺0 +
3∑︁
𝑖=1
𝑦𝑖𝐺𝑖 ≻ 0 ,
𝐴′𝑃 + 𝑃𝐴 ≺ 0 −→ 𝐻(𝑦) = 𝐻0 +
3∑︁
𝑖=1
𝑦𝑖𝐻𝑖 ≻ 0 ,
(3.51)
em que 𝐺0 = 𝐹0 = 0 e 𝐻𝑖 = 𝐴′𝐺𝑖 + 𝐺𝑖𝐴. Sendo assim, as duas restrições podem ser
formuladas como uma só LMI diagonal
𝐹 (𝑦) =
⎡⎣ −𝐴′𝑃 − 𝑃𝐴 0
0 𝑃
⎤⎦ =
⎡⎣ −𝐻(𝑦) 0
0 𝐺(𝑦)
⎤⎦ ≻ 0 , (3.52)
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𝐹 (𝑦) = 𝐹0 +
3∑︁
𝑖=1
𝑦𝑖𝐹𝑖 ≻ 0, 𝐹0 = 0, 𝐹𝑖 =
⎡⎣ −𝐻𝑖 0
0 𝐺𝑖
⎤⎦ . (3.53)
A função 𝐹 (𝑦) é convexa pois, seja o conjunto solução dessa LMI definido como
𝒮 :=
{︁
𝑦 ∈ R3 : 𝐹 (𝑦) ≻ 0
}︁
(3.54)
qualquer combinação convexa de dois pontos desse conjunto é definida positiva, ou seja,
para 𝑦, 𝑦 ∈ 𝒮 tem-se
𝐹
(︁
𝛼𝑦 + (1− 𝛼)𝑦
)︁
= 𝛼𝐹 (𝑦) + (1− 𝛼)𝐹 (𝑦) ≻ 0, ∀ 0 ≤ 𝛼 ≤ 1 . (3.55)
Com as LMIs formuladas, uma solução 𝑦 ∈ R𝑟 tal que 𝐹 (𝑦) ≻ 0 pode ser
encontrada por meio de um problema de otimização convexa do tipo⎧⎨⎩min 𝑡s.a. 𝑀(𝑦) ≻ 0 , (3.56)
em que 𝑀(𝑦) = 𝐹 (𝑦)− 𝑡I e 𝑦 = [𝑦 𝑡]′, usualmente resolvidos com o algoritmo de pontos
interiores, como o proposto em Nesterov e Nemirovskii (1994). Esse algoritmo utiliza as
restrições LMIs para construir uma função barreira logarítmica. Essa função barreira é
finita para pontos dentro do conjunto solução e infinita fora dele. Por exemplo (BOYD et
al., 1994),
𝜑(𝑦) =
⎧⎨⎩ log det𝑀(𝑦) 𝑀(𝑦) ≻ 0∞ 𝑀(𝑦) ⪯ 0 , (3.57)
que tende a infinito conforme 𝑦 se aproxima das bordas do conjunto de soluções factíveis.
A função barreira é então incorporada a função objetivo, assim, o problema original é
substituído por um problema de otimização sem restrições, que pode ser resolvido pelo
método de Newton (VANANTWERP; BRAATZ, 2000). No presente trabalho, as restri-
ções LMIs foram programadas no software MATLAB versão R2014b, por meio do parser
YALMIP (LOFBERG, 2004), e resolvidas com os pacotes de otimização (resolvedores)
MOSEK (ANDERSEN; ANDERSEN, 2000) e SeDuMi (STURM, 1999).
3.5 Método Baseado em Otimização Não Convexa
Essa seção apresenta a segunda metodologia de projeto de controladores des-
centralizados. O método é dividido em duas etapas principais: a primeira corresponde à
síntese do controlador por meio de um algoritmo de otimização não convexa e a segunda
a uma análise de robustez do controle projetado. A síntese do controlador é realizada por
meio da ferramenta computacional HIFOO e a robustez é analisada utilizando LMIs ou
observando os autovalores no interior do politopo.
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3.5.1 Formulação do Problema
Considerando o sistema linear (2.4), a síntese do controlador dinâmico (2.5), de
ordem reduzida (𝑛𝑐 < 𝑛) é realizada por meio da solução de um problema de otimização
não convexa que minimiza a abscissa espectral da matriz do sistema em malha fechada
(2.7).
Definição 3.2 (Abscissa Espectral). Seja uma matriz 𝐴 ∈ R𝑛×𝑛, sua abscissa espectral
corresponde a maior parte real dos seus autovalores, expressa como
𝛼(𝐴) = max
𝑘=1,...,𝑛
{𝑅𝑒(𝜆𝑘)} , (3.58)
sendo 𝜆1, . . . , 𝜆𝑛 os autovalores da matriz 𝐴.
O problema possui formulação não convexa devido as propriedades da função
abscissa espectral. Por exemplo, considere 𝜏 ∈ R e
𝐴(𝜏) =
⎡⎣ 0 1
𝜏 0
⎤⎦ ,
cujos autovalores são 𝜆(𝐴) = ±√𝜏 . Logo, a sua abscissa espectral é definida como
𝛼(𝐴(𝜏)) =
⎧⎨⎩
√
𝜏 , se 𝜏 ≥ 0
0, se 𝜏 < 0
,
configurando uma função não convexa e não suave.
A abscissa espectral permite concluir sobre a estabilidade de um sistema linear,
uma vez que um sistema estável apresenta autovalores com parte real negativa, a sua
abscissa espectral deve ser negativa. Desta forma, o sistema em malha fechada (2.6) é
estável num ponto de operação 𝑖, se 𝛼(𝐴𝑖𝑐𝑙) < 0.
Além de garantir a estabilidade de SEE, os controladores projetados devem
assegurar um amortecimento mínimo aos modos de oscilação. Esse critério de desempenho
é considerado inserindo-se uma restrição de amortecimento no algoritmo de projeto. Essa
restrição consiste em alocar os autovalores de 𝐴𝑖𝑐𝑙 no setor cônico do plano complexo, como
descrito na Seção 2.6.
O conceito de abscissa espectral foi utilizado para formular a restrição de
amortecimento da seguinte maneira: seja 𝑊 a matriz (3.16), os autovalores de 𝐴𝑖𝑐𝑙, num
dado ponto de operação 𝑖, possuem amortecimento maior ou igual a 𝑐𝑜𝑠(𝜃) se, e somente
se, existir 𝑃 = 𝑃 ′ ≻ 0 tal que a restrição (3.17) seja satisfeita. Definindo
?^? 𝑖 = 𝑊 ⊗ 𝐴𝑖𝑐𝑙 , (3.59)
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a restrição (3.17) corresponde a verificação da estabilidade de ?^? 𝑖, que pode ser realizada
pela análise da abscissa espectral, dessa forma
𝜁𝑚𝑖𝑛(𝐴𝑖𝑐𝑙) ≥ cos(𝜃)⇐⇒ 𝛼(?^? 𝑖) < 0 . (3.60)
Portanto, a restrição de amortecimento pode ser inserida no algoritmo de projeto, descrito
a seguir, como uma restrição na abscissa espectral de ?^? 𝑖.
3.5.1.1 Algoritmo de Projeto com Otimização Não Convexa
Considerando um sistema do tipo (2.4) com 𝑚 = 𝑝, um controlador dinâmico
para realimentação de saída (2.5) com 𝑛𝑐 <= 𝑛, que assegure o amortecimento mínimo
desejado, pode ser obtido conforme o seguinte algoritmo:
1. Busca por matrizes 𝐴𝑐, 𝐵𝑐 e 𝐶𝑐, com estrutura descrita na equação (2.8), que
minimizem a abscissa espectral da matriz do sistema em malha fechada 𝐴𝑖𝑐𝑙 (2.7) e
assegurem a alocação de polos no setor 𝑆(𝜃) (área hachurada na Figura 6) em todos
os pontos de operação 𝑖, por meio de um problema de otimização do tipo⎧⎨⎩min 𝛼(𝐴
𝑖
𝑐𝑙)
s.a. 𝛼(?^? 𝑖) < 0, 𝑖 = 1, . . . , 𝑁.
2. Uma vez obtidas as matrizes do controlador, a robustez à incerteza politópica para
o sistema em malha fechada com o controlador projetado é verificada por meio das
LMIs (3.64). Se a verificação for satisfeita, salva o controlador como ”controlador
robusto” e segue para a etapa 4, caso contrário segue para a etapa 3.
3. Realiza a análise da nuvem de autovalores para a incerteza politópica modelada.
Caso a nuvem de autovalores seja estável, salva o controlador encontrado como
”controlador estabilizante”. Se o número máximo de iterações não foi atingido, re-
torna à etapa 1, caso contrário segue para etapa 4.
Observação: É importante frisar que a nuvem de autovalores estável só é um indica-
tivo de estabilidade em sistemas incertos caso a variação dos parâmetros seja lenta,
para sistemas com parâmetros variantes no tempo, ou caso a incerteza do sistema
seja invariante no tempo.
4. Retorna as matrizes do ”controlador robusto” obtido, caso não tenha sido encontrado
nenhum retorna as matrizes do ”controlador estabilizante”, caso este também não
tenha sido encontrado retorna ”Solução não encontrada”.
Na primeira etapa do algoritmo descrito, um problema de otimização não con-
vexa busca por um controlador dinâmico 𝐺, como descrito em (2.5), que minimize 𝛼(𝐴𝑖𝑐𝑙),
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sujeito a restrição de amortecimento 𝛼(?^? 𝑖) < 0. Este problema é formulado da seguinte
maneira ⎧⎪⎨⎪⎩
min
𝐺
max
𝑖=1,...,𝑁
{𝑓1𝑖(𝐺)}
s.a. 𝑓1𝑖(𝐺) ≤ 𝛽1𝑖, 𝑓2𝑖(𝐺) ≤ 𝛽2𝑖, 𝑖 = 1, . . . , 𝑁,
(3.61)
sendo 𝑖 o ponto de operação selecionado e 𝛽1𝑖 e 𝛽2𝑖 os valores das restrições. Para cada
ponto de operação são associadas uma função objetivo e uma função de restrição
𝑓1𝑖(𝐺) = 𝛼(𝐴𝑖𝑐𝑙), 𝛽1𝑖 =∞
𝑓2𝑖(𝐺) = 𝜌𝛾𝛼(?^? 𝑖), 𝛽2𝑖 = 0
(3.62)
A função 𝑓1𝑖 é a função objetivo do algoritmo e o valor ∞ na restrição 𝛽1𝑖 indica que
ela será minimizada. A função 𝑓2𝑖 corresponde à restrição de amortecimento, cujo peso é
definido pelo fator 𝜌≫ 1. A variável 𝛾 retira a restrição do problema de otimização caso
ela seja atendida.
𝛾 =
⎧⎨⎩ 0, se 𝛼(?^?
𝑖) < 0
1, se 𝛼(?^? 𝑖) ≥ 0
(3.63)
3.5.2 Verificação de Robustez à Incerteza Politópica
Diferente do algoritmos com LMIs apresentados na Seção 3.4, o método ba-
seado em otimização não convexa não trata incertezas politópicas. O método busca um
controlador que atenda as restrições em todos os pontos de operação pré-definidos. Con-
siderando a modelagem politópica de incertezas (Seção 3.3), o controlador é projetado
buscando a estabilidade somente nos vértices. No entanto, a robustez à incerteza politó-
pica pode ser verificada a posteriori.
Utilizando a condição de estabilidade quadrática (3.14), a estabilidade robusta
é assegurada caso exista uma matriz 𝑃 = 𝑃 ′ ≻ 0 que satisfaça
𝐴𝑖𝑐𝑙𝑃 + 𝑃 (𝐴𝑖𝑐𝑙)′ ≺ 0, 𝑖 = 1, . . . , 𝑁, (3.64)
em que 𝑖 corresponde aos pontos de operação (vértices do politopo). Desta forma, uma
rotina baseada em LMIs pode ser inserida a posteriori no algoritmo 3.5.1.1 para veri-
ficar a robustez do controle projetado. É importante salientar que a restrição (3.64) é
apenas suficiente para estabilidade do sistema incerto em malha-fechada, ou seja, se ela
for atendida a estabilidade é garantida, caso contrário a estabilidade pode existir, porém
não é assegurada por esse método e uma outra técnica pode ser usada. Como o HIFOO,
ferramenta utilizada para resolver o problema de otimização não convexa, gera condições
iniciais aleatórias para a otimização, o algoritmo é não determinístico. Portanto, quando
a robustez à incerteza politópica não é assegurada, o controlador pode ser reprojetado e
eventualmente atingir este objetivo.
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3.5.3 Nuvem de Autovalores
Quando a estabilidade robusta não pode ser assegurada com LMIs, uma se-
gunda métrica para a robustez é considerada. Essa medida consiste em realizar uma
busca no interior e nas bordas do politopo de incertezas e calcular os autovalores para
um número considerável de pontos de operação. Para um dado politopo de incertezas, são
calculados os autovalores de 1000 pontos distribuídos aleatoriamente no seu interior, em
seguida, mais 200 pontos igualmente espaçados entre cada par de vértices são computados
e, por fim, são calculados mais 300 pontos distribuídos aleatoriamente entre cada tripla
de vértices. Esse procedimento tem como resultado uma nuvem de autovalores, como a
apresentada na Figura 7, em que foram consideradas 3 matrizes de quinta ordem como
vértices de um politopo. Na Figura 8 são apresentados os autovalores apenas nos vértices
do politopo. Essas três matrizes foram geradas de forma a apresentar apenas autovalores
estáveis e, ainda assim, podem ser observados diversos autovalores com parte real posi-
tiva na nuvem de autovalores. Isso indica a existência de pontos instáveis no interior do
politopo.
Figura 7 – Nuvem de autovalores de um politopo de três vértices
−3 −2 −1 0−1.5
−1
−0.5
0
0.5
1
1.5
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Vértice 1
Vértice 2
Vértice 3
Figura 8 – Autovalores dos vértices do politopo
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Mesmo que todos os autovalores dos pontos de operação contidos no politopo
sejam estáveis a transição entre eles não pode ser verificada (não há garantia de estabili-
dade). No entanto, a análise da nuvem de autovalores permite observar a estabilidade de
uma grande quantidade de pontos de operação, sendo um indicativo de desempenho do
controlador projetado.
3.5.4 Fluxograma
O método de projeto proposto nesta seção consiste em sintetizar controladores
por otimização não convexa que assegurem o amortecimento mínimo desejado. Além disso,
incorpora-se, no momento de projeto, a verificação de robustez à incerteza politópica
utilizando LMIs. Para os casos em que essa robustez não for assegurada por (3.64), realiza-
se a análise da nuvem de autovalores. A Figura 9 apresenta o fluxograma do método
implementado.
Início
Síntese do controlador 
(otimização não-convexa): 
Resolve o problema (3.61) 
com a ferramenta HIFOO
(a) Não
Sim
It > itmax? Sim
Não
Conjunto de Sistemas 
Linearizados 
Fim
Simulações
 Não-lineares
Solução não 
encontrada
(b)
Não
Sim
Define itmax e
 inicializa It=0 
It=It+1
Blocos de decisão:
(a) Robustez à incerteza politópica, 
verificada via LMI (3.64), é válida?
(b) Nuvem de autovalores no 
semiplano esquerdo do plano 
complexo?
Salva o controlador 
não-robusto
It > itmax?
Retorna o 
controlador 
robusto
Retorna o 
controlador 
não-robusto
Sim
Não
Fim
Figura 9 – Fluxograma do método baseado em otimização não convexa
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3.5.5 Variação do Método
A abscissa espectral pode ser encarada como uma medida de robustez, relacio-
nada à distância para a instabilidade (𝛼(𝐴) < 0), ou estabilidade (𝛼(𝐴) > 0), do sistema
(BURKE et al., 2005; BURKE et al., 2003). Sob esse ponto de vista, minimizar a abscissa
espectral tende a tornar o sistema mais robusto, uma vez que os seus autovalores são
deslocados para esquerda do eixo imaginário no plano complexo.
É possível configurar o algoritmo para projetar controladores que atendam a
restrição de mínimo amortecimento, sem que a abscissa espectral do sistema em malha
fechada seja minimizada. No entanto, foi observada uma maior chance de obter contro-
ladores robustos à incertezas politópicas quando a minimização da abscissa espectral é
considerada. Ainda assim, desconsiderar essa minimização poder ser uma alternativa para
os casos em que o algoritmo original não for bem-sucedido.
Essa variação do método, que desconsidera a minimização da abscissa espec-
tral, é implementada no algoritmo com a seguinte alteração
𝑓1𝑖(𝐺) = 𝑓2𝑖(𝐺) = 𝜌𝛾𝛼(?^? 𝑖), 𝛽1𝑖 = 𝛽2𝑖 = 0 . (3.65)
A ferramenta HIFOO é programada de forma que quando apenas uma função objetivo
é considerada, essa deve ser minimizada, ou seja, 𝛽1𝑖 = ∞. Como a restrição de mínimo
amortecimento é atendida quando 𝛼(?^? 𝑖) < 0, não é necessário encontrar um ótimo local,
basta que a restrição 𝛽1𝑖 = 0 seja atendida. Uma forma de passar essa informação para o
programa é repetir a restrição, fazendo 𝑓1𝑖(𝐺) = 𝑓2𝑖(𝐺).
3.5.6 Implementação Computacional
O algoritmo de otimização descrito foi implementado na versão 3.5 da ferra-
menta computacional HIFOO, por meio do software MATLAB R2014a. Segundo Gumus-
soy et al. (2009), o HIFOO utiliza o algoritmo BFGS para buscar ótimos locais para as
funções (3.61). A ferramenta HIFOO dispõe de diferentes funções objetivo para o pro-
jeto de controladores, entre elas a minimização de normas ℋ∞ e ℋ2 e a minimização da
abscissa espectral, utilizada neste trabalho.
Quando uma função objetivo, diferente da minimização da abscissa espectral
é selecionada, uma etapa preliminar é realizada. Nessa primeira etapa, o algoritmo BFGS
é aplicado para minimizar a abscissa espectral do sistema em malha fechada com o obje-
tivo de encontrar um controlador estabilizante. Em outras palavras, minimizar a abscissa
espectral até que esta seja negativa. Na segunda etapa a minimização da função objetivo
é realizada de fato, usando como condição inicial o controlador estabilizante obtido ante-
riormente. Quando a minimização da abscissa é selecionada como função objetivo, apenas
a etapa de minimização da abscissa espectral é realizada, porém, continuando com a mini-
Capítulo 3. Métodos de Projeto 54
mização mesmo após encontrar um controlador estabilizante. O problema de minimização
é formulado da seguinte maneira (GUMUSSOY et al., 2009):
min
𝐺
𝐹 (𝐺) + 𝜂
2∑︁
𝑗=1
𝑁∑︁
𝑖=1
max(0, 𝑓𝑗𝑖(𝐺)− 𝛽𝑗𝑖), (3.66)
sendo 𝐹 (𝐺) a função objetivo (3.61) e 𝜂 o fator de penalidade multiplicado à soma das vi-
olações das restrições. Enquanto o algoritmo BFGS não encontra uma solução que atenda
as restrições, a penalidade é incrementada e o processo é repetido.
O algoritmo BFGS é classificado como um algoritmo quase-Newton. A dife-
rença principal entre os métodos quase-Newton e o método de Newton está em aproximar
a matriz Hessiana ao invés de calculá-la. A forma como essa aproximação é realizada varia
de acordo com o método quase-Newton utilizado. No BFGS, condições são impostas so-
bre a inversa da aproximação da matriz Hessiana, calculada pela minimização da norma
Frobenius ponderada. O algoritmo opera, resumidamente, da seguinte forma: para um
dado ponto inicial 𝑥𝑘, o inverso da matriz Hessiana e a direção de busca são calculados.
Enquanto a norma do gradiente da função objetivo for menor que uma certa tolerância,
um incremento para 𝑥𝑘 é calculado, por uma busca linear, obtendo-se 𝑥𝑘+1 (NOCEDAL;
WRIGHT, 1999). Após a execução do BFGS, o HIFOO aplica o algoritmo de gradiente
amostrado (BURKE et al., 2005) para refinar o ótimo local encontrado. Ao ser aplicado
para minimizar uma dada função 𝑓 , o algoritmo do gradiente amostrado, partindo de um
vetor de pontos iniciais 𝑥𝑘, gera randomicamente um conjunto de pontos num raio 𝜖𝑘 e
calcula os gradientes da função nessa vizinhança. Em seguida, a direção de busca é obtida
pela minimização da norma 2 da combinação convexa dos gradientes. O tamanho do passo
é calculado e uma busca linear é implementada para obter os valores da próxima iteração
𝑥𝑘+1. Caso a norma 2 calculada seja menor que uma certa tolerância, o raio de busca 𝜖𝑘
é reduzido e o processo é repetido (BURKE et al., 2005; BURKE et al., 2003).
O cálculo de gradientes é fundamental para a aplicação das duas técnicas de
otimização utilizadas pelo HIFOO. Considerando as funções objetivo suportadas pela
ferramenta, esses gradientes são facilmente computados utilizando autovetores ou valores
singulares e esse cálculo é incorporado nas rotinas do HIFOO (BURKE et al., 2006a).
3.5.6.1 Inclusão da Restrição de Amortecimento
A versão 3.5 do HIFOO permite a síntese de controladores dinâmicos pela mi-
nimização de diversas funções objetivo, além disso permite a inclusão dessas funções como
restrições na minimização. No entanto, para a aplicação utilizada no presente trabalho,
se fez necessária a inclusão de uma função para a restrição de amortecimento mínimo do
sistema em malha fechada.
Em Yaesh e Shaked (2009), é apresentada uma metodologia para inclusão da
Capítulo 3. Métodos de Projeto 55
restrição de amortecimento como uma penalidade na função de cálculo da norma ℋ∞.
Uma modificação é realizada na função hinfty.m do HIFOO para somar 𝜌𝛾𝛼(?^? 𝑖) ao seu
resultado. No presente trabalho, a restrição foi implementada de forma semelhante, porém
sem a necessidade de utilizar a minimização ℋ∞. As versões mais recentes do HIFOO
permitem a utilização de funções de restrição e a restrição de mínimo amortecimento foi
modelada como tal.
A nova função foi criada a partir da função de cálculo da abscissa espectral
specabsc.m do HIFOO, baseado no método apresentado em Yaesh e Shaked (2009). Dado
o amortecimento desejado 𝜁, essa nova função calcula o ângulo do setor cônico (região
hachurada da Figura 6) para a alocação de polos e monta a matriz ?^? 𝑖, equação (3.59). Em
seguida, 𝛼(?^? 𝑖) e seu gradiente são calculados utilizando o código da função specabsc.m.
O resultado é multiplicado pelo peso 𝜌 e pelo fator 𝛾, conforme a equação (3.63), confi-
gurando a função de restrição 𝑓2𝑖(𝐺) da equação (3.61). O código referente a essa função
é apresentado no Apêndice B.
Fazendo 𝛽2𝑖 = 0, a minimização é aplicada de forma a obter 𝑓2𝑖(𝐺) ≤ 0. Esta
condição só é verdadeira quando 𝛼(?^? 𝑖) < 0, ou seja, quando o amortecimento mínimo
foi atingido.
3.5.7 Restrição de Estrutura Descentralizada
O método de projeto coordenado de ESPs proposto no presente trabalho, con-
siste em projetar controladores descentralizados. Essa descentralização é obtida configu-
rando as matrizes do controlador projetado com uma estrutura específica, como explicado
na Seção 2.5. Na ferramenta HIFOO, essa estrutura é obtida utilizando a opção OPTI-
ONS.struct. Matrizes compostas de zeros e uns são fornecidas ao algoritmo por meio de
um vetor de estruturas, sendo que os termos de valor um indicam os coeficientes livres das
matrizes. Por exemplo, considerando um controlador de segunda ordem com uma entrada
e uma saída, usando os comandos
STRUCTURE.Ahat = [1 0; 0 1];
STRUCTURE.Bhat = [1 ; 1];
STRUCTURE.Chat = [1 1];
STRUCTURE.Dhat = [0];
OPTIONS.struct = STRUCTURE;
o algoritmo irá buscar um controlador estritamente próprio com matriz 𝐴𝑐𝑙 ∈ R2×2 dia-
gonal. Essa opção do HIFOO permite configurar as matrizes do controlador para atender
as necessidades do projeto ESP.
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3.6 Conclusões
Neste capítulo foram apresentadas as duas metodologias exploradas para a sín-
tese de controladores descentralizados para o amortecimento de SEE. Foram considerados
métodos baseados em otimização convexa e não convexa. As LMIs representam uma fer-
ramenta poderosa no campo da Teoria de Controle sendo explorada em diversas outras
áreas. A formulação para a alocação de polos, que assegura ao amortecimento dos modos
de oscilação, é bem documentada na literatura, o que facilita a aplicação em EPP. No
entanto, os algoritmos para aplicação em SEE descritos na literatura são conservadores
por impor restrições na matriz de Lyapunov. Nesse trabalho, uma forma de eliminar essa
restrição, utilizando variáveis de folga, foi proposta.
A formulação com LMIs dos métodos descritos neste capítulo, inviabiliza a
síntese de controladores de ordem inferior a planta e, como alternativa a essa metodologia,
foi explorada a otimização não convexa. A ferramenta HIFOO combina os algoritmos
BFGS e gradiente amostrado num pacote computacional para síntese de controladores
de ordem fixa. Além de apresentar diversas opções de funções para serem minimizadas,
o algoritmo permite definir a estrutura das matrizes do controlador a ser projetado, o
que facilita sua aplicação em SEE. Para atuar diretamente sobre o amortecimento dos
modos de oscilação dos sistemas, foi necessário implementar uma restrição de mínimo
amortecimento no algoritmo, que aloca os polos do sistema em malha fechada numa região
cônica do plano complexo. Apesar de não tratar incertezas politópicas, o HIFOO permite
o projeto multi-planta que é equivalente a projetar um controlador para os vértices do
politopo. Uma vez projetado o controlador, a verificação da robustez pode ser realizada
por meio de LMIs e, quando essa robustez não poder ser assegurada via LMIs com matriz
de Lyapunov constante (função de Lyapunov quadrática nos estados), a análise da nuvem
de autovalores de pontos contidos no politopo pode ser uma alternativa. No entanto, como
o sistema é variante no tempo, a nuvem de autovalores é um indicativo de estabilidade
apenas para variações lentas entre os pontos de operação, não garantindo a estabilidade
do sistema caso essas variações sejam abruptas.
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4 Sistemas Teste e Resultados Obtidos
Neste capítulo serão descritos os sistemas teste estudados e os principais re-
sultados obtidos para cada um deles. Foram realizados testes com dois modelos de SEE
pertencentes ao Benchmark Systems for Small-Signal Stability Analysis and Control. Es-
pecificamente no estudo de desempenho dos algoritmos baseados em LMIs, considerou-se
também sistemas randômicos com duas estruturas distintas.
O presente capítulo é estruturado da seguinte forma, primeiramente são apre-
sentadas as principais características dos sistemas estudados, sendo dois grupos de siste-
mas randômicos e dois SEE. Em seguida são apresentados os resultados obtidos com os
algoritmos baseados em otimização convexa, descritos na Seção 3.4. Os resultados obtidos
com o algoritmo baseado em otimização não convexa, descrito na Seção 3.5, são apre-
sentados em seguida. Por fim, são apresentadas conclusões a respeito do desempenho dos
métodos implementados.
4.1 Sistemas Teste
4.1.1 Sistemas Randômicos
Antes de considerar a aplicação em SEE, os algoritmos baseados em otimiza-
ção convexa foram testados com um total de 100 sistemas randômicos. O objetivo destes
testes é, além de validar os métodos, verificar a influência da estrutura do sistema no
desempenho dos algoritmos. Além disso, estes testes preliminares proporcionam uma pri-
meira comparação entre o desempenho dos algoritmos com e sem variáveis de folga. Todos
os sistemas utilizados são instáveis e foram gerados randomicamente (função randn do
MATLAB) com a modelagem em espaço de estados descrita na equação (2.4). Foram
considerados sistemas precisamente conhecidos, divididos em dois grupos de acordo com
a estrutura das suas matrizes.
Grupo de Sistemas Randômicos I
O primeiro grupo é constituído de 50 sistemas, todos de mesma dimensão: oito
estados, duas entradas e duas saídas. Não foi imposta nenhuma restrição estrutural às
matrizes 𝐴, 𝐵 e 𝐶 dos sistemas, ou seja, elas possuem configuração cheia. Cada elemento
dessas matrizes foi determinado randomicamente. As matrizes de alimentação direta 𝐷
foram consideradas nulas.
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Grupo de Sistemas Randômicos II
O segundo grupo também é formado por 50 sistemas com mesmas dimensões
que o grupo anterior. No entanto, as matrizes deste grupo possuem restrição na sua estru-
tura. As matrizes 𝐴 são quase bloco diagonais, simulando um sistema de energia elétrica
com duas unidades geradoras (dois blocos na diagonal principal), enquanto as matrizes
𝐵 e 𝐶 possuem dois elementos apenas, para representar entradas e saídas relacionadas
a uma única variável de estado. A estrutura das matrizes é ilustrada na equação (4.1).
Cada elemento representado nas matrizes foi gerado randomicamente nos 50 sistemas. Os
sistemas foram gerados sem alimentação direta, ou seja, matrizes 𝐷 = 0.
𝐴 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑎11 𝑎12 𝑎13 𝑎14 𝑎15 0 0 0
𝑎21 𝑎22 𝑎23 𝑎24 0 𝑎26 0 0
𝑎31 𝑎32 𝑎33 𝑎34 0 0 𝑎37 0
𝑎41 𝑎42 𝑎43 𝑎44 0 0 0 𝑎48
𝑎51 0 0 0 𝑎55 𝑎56 𝑎57 𝑎58
0 𝑎62 0 0 𝑎65 𝑎66 𝑎67 𝑎68
0 0 𝑎73 0 𝑎75 𝑎76 𝑎77 𝑎78
0 0 0 𝑎84 𝑎85 𝑎86 𝑎87 𝑎88
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, 𝐵 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0
0 0
𝑏31 0
0 0
0 0
0 0
0 𝑏72
0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
𝐶 =
⎡⎣ 0 0 𝑐13 0 0 0 0 0
0 0 0 0 0 0 𝑐27 0
⎤⎦ .
(4.1)
4.1.2 Sistema Equivalente do Sul-Sudeste Brasileiro
O primeiro SEE estudado é conhecido como Sistema Equivalente Sul-Sudeste
Brasileiro. Esse modelo equivalente é constituído de sete barras e cinco geradores, sendo
um deles uma máquina equivalente do sudeste brasileiro. Um modelo dinâmico de quinta
ordem é utilizado para representar os geradores, sendo todos equipados com RAT de
primeira ordem com saturação. O gerador equivalente conectado à barra 7 é utilizado
como referência angular no modelo dinâmico. O modelo do sistema possui 29 estados,
seus parâmetros são apresentados na Seção C.1 dos Apêndices e mais informações podem
ser obtidas em Martins e Lima (1989). A Figura 10 apresenta o diagrama unifilar do
sistema.
O sistema foi modelado em diversos pontos de operação no intuito de melhor
estudá-lo e assim projetar um controlador robusto. Esses pontos foram obtidos por meio da
variação do consumo de potência ativa no sistema e da remoção de linhas de transmissão,
como descrito na Tabela 1. Um modelo linearizado do sistema foi obtido para cada um
dos pontos de operação e seus autovalores foram calculados com o software PacDyn. Na
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Figura 10 – Sistema Equivalente Sul-Sudeste Brasileiro
Tabela 2 são apresentados os modos de oscilação menos amortecidos para cada ponto de
operação, nota-se que todos os pontos apresentam modos instáveis.
Tabela 1 – Pontos de Operação
Pontos de Operação
I Caso Base
II Redução de 10% na Carga Ativa
III Acréscimo de 10% na Carga Ativa
IV Remoção da LT 2-5
V Remoção da LT 1-5
VI Redução de 20% na Carga Ativa
Tabela 2 – Características do Sistema Equivalente do Sul-Sudeste Brasileiro sem ESP
Ponto de Modo Autovalor Freq. Amort.Operação (Hz) (%)
I 1
∘ 0, 65± 5, 40𝑖 0,86 -11,90
2∘ −0, 22± 5, 88𝑖 0,94 3,84
II 1
∘ 0, 88± 5, 23𝑖 0,83 -16,57
2∘ −0, 16± 5, 81𝑖 0,92 0,83
III 1
∘ 0, 43± 5, 49𝑖 0,87 -7,89
2∘ −0, 30± 5, 95𝑖 0,95 5,03
IV 1
∘ 0, 79± 5, 26𝑖 0,84 -14,86
2∘ 0, 01± 4, 80𝑖 0,76 -0,14
V 1
∘ 0, 79± 5, 27𝑖 0,84 -14,83
2∘ −0, 10± 4, 82𝑖 0,77 2,10
VI 1
∘ 1, 13± 5, 01𝑖 0,80 -22,00
2∘ −0, 11± 5, 75𝑖 0,91 1,90
Considerando o sistema no ponto de operação I, a análise dos modos apresen-
tados na Tabela 2 indica a existência de oscilações interárea. O primeiro modo de oscilação
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(modo instável) está associado à oscilação do gerador equivalente contra os demais gera-
dores, principalmente o gerador da barra 4 (Itaipu). O segundo modo, apesar de estável, é
pouco amortecido e está associado à oscilação do Sistema Sul (Geradores 1,2 e 3) contra o
Equivalente do Sudeste e Itaipu juntos. Essas análises modais, com relação às velocidades
angulares dos geradores, são apresentadas nas Figuras 11(a) e 11(b).
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Figura 11 – Modos de Oscilação do Sistema Original
No Benchmark (RAMOS et al., 2015), quatro ESP propostos em Martins e
Lima (1989) são considerados nas análises realizadas. Esses ESPs serão utilizados como
referência no presente trabalho e seus parâmetros são apresentados na Seção C.1 dos
Apêndices. A Tabela 3 apresenta os menores amortecimentos obtidos no Sistema com
os ESP de referência, nos seis pontos de operação modelados. Esses valores mostram
que os 𝐸𝑆𝑃𝑟𝑒𝑓 não amortecem de forma satisfatória os modos de oscilação nos pontos
de operação II, IV, V, considerando o critério de amortecimento mínimo de 5%, e não
conseguem estabilizar o sistema no ponto VI.
Tabela 3 – Amortecimento Mínimo para o Sistema 7 Barras Brasileiro Original com
𝐸𝑆𝑃𝑟𝑒𝑓
Ponto de Freq. Amort.
Operação (Hz) (%)
I 0,83 6,38
II 0,81 2,25
III 0,84 9,99
IV 0,78 3,36
V 0,78 4,14
VI 0,79 -2,61
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4.1.3 Sistema New England Reduced Model
Buscando explorar a capacidade dos algoritmos em tratar sistemas maiores,
o Sistema New England Reduced Model, também conhecido como The 10-machine New-
England Power System, foi escolhido. Esse sistema, representado na Figura 12, é consti-
tuído por 39 barramentos e 10 geradores e seu modelo possui 69 estados. Seus parâmetros
são descritos na Seção C.2 dos Apêndices e mais informações podem ser obtidas em Athay
et al. (1979).
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Figura 12 – New England Reduced Model
Da mesma forma que para o sistema anterior, o sistema New England Reduced
Model foi linearizado em diversos pontos de operação, conforme a Tabela 4. Esses pontos
de operação correspondem a diferentes variações na parcela ativa do carregamento do
sistema, aplicadas simultaneamente em todas as barras, exceto a barra 39 em alguns
casos. Nos pontos de operação II a V, optou-se por não alterar o carregamento na barra
39 (referência angular do sistema), uma vez que este representa mais de 18% de toda
a carga ativa do circuito. A modificação da carga na barra 39 corresponde a um maior
impacto na dinâmica do sistema, sendo considerada apenas nos pontos de operação VI e
VII.
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Tabela 4 – Pontos de Operação
Pontos de Operação
I Caso Base
II Redução de 15% na Carga Ativa (Exceto barra 39)
III Acréscimo de 5% na Carga Ativa (Exceto barra 39)
IV Redução de 5% na Carga Ativa (Exceto barra 39)
V Acréscimo de 15% na Carga Ativa (Exceto barra 39)
VI Redução de 10% na Carga Ativa Total
VII Acréscimo de 10% na Carga Ativa Total
Devido à complexidade deste sistema, projetar controladores que assegurem o
amortecimento desejado em todos os pontos de operação não foi possível com os algorit-
mos estudados neste trabalho. Sendo assim, os pontos de operação foram divididos em
três conjuntos que representam uma menor variação nos parâmetros do sistema. Esses
conjuntos são descritos a seguir.
• Grupo 1: Pontos de operação I, II e III;
• Grupo 2: Pontos de operação I, IV e V;
• Grupo 3: Pontos de operação I, VI e VII;
O Grupo 1 corresponde a variação da parcela ativa do carregamento nas barras
do sistema de -15 a +5%, exceto a barra 39. De forma análoga, o Grupo 2 corresponde a
variação de -5 a +15%. O grupo 3 corresponde a variação de -10 a +10% da parcela ativa do
carregamento em todos os barramentos. A linearização e o cálculo dos autovalores foram
realizados, no software PacDyn, para todos os pontos de operação. O sistema apresenta
vários modos de oscilação instáveis ou pouco amortecidos e, por questão de espaço, apenas
dois desses modos, para cada ponto de operação, são apresentados na Tabela 5.
A análise modal dos autovalores apresentados indica que esses modos corres-
pondem a oscilações interárea. Na Figura 13 são apresentadas análises dos modos de
oscilação em relação às velocidades angulares dos geradores para o ponto de operação I.
O primeiro modo (Figura 13(a)) está associado à oscilação dos geradores 8, 9 e 10 contra o
restante do sistema, sendo mais acentuada a oscilação entre os geradores 5 e 9. O segundo
modo analisado (Figura 13(b)) é associado a oscilação do gerador 1 contra o restante do
sistema.
Para garantir a estabilidade do sistema e atuar no amortecimento das oscilações
eletromecânicas, no Benchmark são aplicados 10 ESPs, um em cada gerador. Esses ESPs
serão utilizados como referência no estudo de desempenho dos controladores projetados
e seus parâmetros são apresentados na Seção C.2 dos Apêndices. Os modos de oscilação
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Tabela 5 – Características do Sistema New England Reduced Model sem ESP
Ponto de Modo Autovalor Freq. Amort.Operação (Hz) (%)
I 1
∘ 0, 20± 5, 98𝑖 0,95 -3,29
2∘ 0, 11± 3, 90𝑖 0,62 -2,86
II 1
∘ 0, 17± 3, 86𝑖 0,61 -4,32
2∘ 0, 24± 5, 94𝑖 0,95 -4,12
III 1
∘ 0, 18± 6, 01𝑖 0,96 -2,91
2∘ 0, 11± 3, 90𝑖 0,62 -2,82
IV 1
∘ 0, 22± 5, 96𝑖 0,95 -3,74
2∘ 0, 12± 3, 85𝑖 0,62 -3,14
V 1
∘ 0, 44± 5, 58𝑖 0,89 -7,88
2∘ 0, 20± 3, 86𝑖 0,62 -5,21
VI 1
∘ 0, 24± 5, 93𝑖 0,94 -4,01
2∘ 0, 13± 3, 90𝑖 0,62 -3,22
VII 1
∘ 0, 35± 5, 90𝑖 0,94 -5,90
2∘ 0, 19± 3, 85𝑖 0,61 -4,85
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Figura 13 – Modos de Oscilação do Sistema Original sem ESP
menos amortecidos do sistema, após a inclusão dos ESPs de referência, são apresentados
na Tabela 6. Esses ESPs asseguram um amortecimento mínimo superior a 10% para quatro
dos seis pontos de operação modelados, apresentando desempenho insatisfatório apenas
nos pontos de operação II e VI. No ponto II o sistema é instável e no ponto VI apresenta
um modo com amortecimento muito próximo de zero. As análises modais dos modos
menos amortecidos para os pontos de operação II, V e VI são ilustradas na Figura 14.
Esses modos foram escolhidos por representarem os piores casos obtidos com os ESPs
de referência. Os modos menos amortecidos referentes aos pontos de operação II e VI
(Figuras 14(a) e 14(c)) correspondem à oscilação do gerador 2 contra praticamente todo
os restantes, sendo muito mais acentuada no gerador 2. O modo de oscilação referente
ao ponto de operação V (Figura 14(b)) corresponde à oscilação do gerador 1 contra o
sistema. Conhecer essas caraterísticas do sistema com os ESP de referência é importante
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para a futura comparação com os controladores projetados e para escolha das variáveis a
serem observadas nas simulações.
Tabela 6 – Características do Sistema New England Reduced Model com ESP de referência
Ponto de Modo Autovalor Freq. Amort.Operação (Hz) (%)
I 1
∘ −0, 50± 3, 68𝑖 0,59 13,41
2∘ −1, 85± 10, 03𝑖 1,60 18,14
II 1
∘ 0, 25± 6, 09𝑖 0,97 -4,15
2∘ −0, 43± 3, 65𝑖 0,58 11,57
III 1
∘ −0, 50± 3, 69𝑖 0,59 13,43
2∘ −1, 52± 8, 63𝑖 1,37 17,34
IV 1
∘ −0, 48± 3, 67𝑖 0,58 13,06
2∘ −0, 98± 6, 59𝑖 1,05 14,65
V 1
∘ −0, 40± 3, 75𝑖 0,60 10,55
2∘ −0, 99± 5, 72𝑖 0,91 17,07
VI 1
∘ −0, 003± 5, 90𝑖 0,94 0,05
2∘ −0, 47± 3, 67𝑖 0,58 12,75
VII 1
∘ −0, 42± 3, 71𝑖 0,59 11,18
2∘ −1, 51± 8, 54𝑖 1,36 17,42
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Figura 14 – Modos de Oscilação, New England Reduced Model com ESP de referência
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4.2 Resultados com Otimização Convexa
4.2.1 Sistemas Randômicos
Foram projetados controladores do tipo MIMO em duas configurações: centra-
lizada e descentralizada. Na primeira, as matrizes do controlador não possuem restrição
de estrutura. Na segunda, buscou-se por controladores descentralizados seguindo a mode-
lagem apresentada nas Seções 2.5 e 3.4.4, sendo cada controlador MIMO composto por
dois controladores SISO de quarta ordem.
A Tabela 7 apresenta um resumo dos resultados obtidos com o grupo de sis-
temas randômicos I e a Tabela 8 os resultados para o grupo de sistemas randômicos II.
Nessas tabelas são apresentadas as porcentagens de casos factíveis para cada algoritmo
proposto. Em suma, para quantos sistemas o algoritmo foi capaz de encontrar uma solução
que atendesse as restrições propostas. Lembrando que o Algoritmo A corresponde ao pro-
jeto de controladores estabilizantes, o Algoritmo B inclui a restrição de amortecimento de
5% e o Algoritmo C corresponde ao projeto com variáveis de folga, com a mesma restrição
de 5% de amortecimento.
Tabela 7 – Resultados - Sistemas Randômicos I
Centralizado Descentralizado
Algoritmo MOSEK SeDuMi MOSEK SeDuMi
A 96% 100% 0 0
B 100% 100% 0 0
C 96% 100% 0 0
Tabela 8 – Resultados - Sistemas Randômicos II
Centralizado Descentralizado
Algoritmo MOSEK SeDuMi MOSEK SeDuMi
A 92% 100% 34% 38%
B 92% 100% 34% 34%
C 90% 100% 48% 52%
Os resultados apresentados nas Tabelas 7 e 8 indicam uma sensibilidade dos
algoritmos à estrutura dos sistemas para os quais estão sendo projetados os controla-
dores. Mesmo sem impor a restrição de mínimo amortecimento (Algoritmo A), não foi
possível encontrar controladores descentralizados para os sistemas do Grupo I (com ma-
trizes cheias). Esse resultado negativo está relacionado com a restrição de descentralização
dos controladores. No melhor dos casos, o Algoritmo C encontrou solução para 52% dos
sistemas no controle descentralizado, contra os 100% de sucesso do controle centralizado
Capítulo 4. Sistemas Teste e Resultados Obtidos 66
(Sistemas Randômicos II). A restrição bloco diagonal, imposta no projeto de controla-
dores descentralizados, reduz o espaço de soluções possíveis. Uma vez que o conjunto
solução de matrizes bloco diagonais está contido no conjunto solução de matrizes sem res-
trição de estrutura, essa restrição torna o projeto de controladores descentralizados mais
conservador.
Considerando o projeto de controladores centralizados com o solver MOSEK,
foi observado um resultado pior com Algoritmo C (variáveis de folga), o que pode sugerir
que exista algum erro na formulação. No entanto, uma vez que foram impostas estruturas
nas variáveis de folga em (3.22), a estabilidade quadrática não é um caso particular de
(3.23), sendo possível obter resultados piores. Já os resultados obtidos com o SeDuMi
indicam uma equivalência entre os algoritmos no projeto de controladores centralizados.
Mesmo que esta equivalência não tivesse sido observada, a utilização das variáveis de folga
ainda é justificada pelos resultados obtidos no projeto de controladores descentralizados,
onde não é necessário impor estrutura à matriz de Lyapunov. Além disso, o algoritmo C
permite o projeto de controladores com matriz de Lyapunov dependente de parâmetros,
podendo ser explorado em sistemas incertos e invariantes no tempo. Por fim, observa-se
nos resultados uma inconsistência na taxa de factibilidade comparando-se os dois sol-
vers utilizados. Essa diferença nos resultados mostra a dificuldade do projeto de controle
descentralizado com LMIs.
4.2.2 Sistema Equivalente do Sul-Sudeste Brasileiro
Os métodos baseados em LMIs considerados neste trabalho exigem que as ma-
trizes da representação em espaço de estados do controlador e do sistema tenham a mesma
dimensão. Além disso, os testes realizados com os sistemas randômicos indicam uma maior
chance de sucesso, no projeto descentralizado, quando a estrutura bloco diagonal das ma-
trizes do controlador é semelhante a estrutura das matrizes do sistema. Cada controlador
SISO possui mesma ordem da unidade geradora para a qual está sendo projetado.
O controle utilizado como referência para esse sistema é formado por quatro
ESP instalados um em cada gerador do sistema, com exceção do gerador equivalente. No
entanto, com os algoritmos baseados em otimização convexa propostos é inviável projetar
quatro ESPs para um sistema com cinco geradores, sendo necessário realizar alterações
no sistema. Uma forma de contornar este problema é substituir o gerador de referência
por um barramento infinito como em Ramos et al. (2004). Realizando esta modificação,
é possível encontrar solução, para o amortecimento mínimo de 10% com o Algoritmo C
(descrito na Seção 3.4.3). No entanto, a utilização do barramento infinito como referência
angular modifica significativamente a dinâmica do sistema e por isso esse resultado não
será considerado no presente trabalho. A alternativa encontrada para viabilizar a aplicação
do método nesse sistema foi projetar ESPs para os cinco geradores. Desta forma, a matriz
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do controlador passa a ter mesma dimensão que a matriz do sistema em malha aberta.
Os Algoritmos B e C foram aplicados para o projeto de 5 ESPs para o sistema
equivalente do Sul-Sudeste brasileiro, a estrutura descentralizada é imposta conforme des-
crito na Seção 3.4.4. A incerteza foi modelada como um politopo definido pela combinação
convexa das matrizes do sistema em malha aberta nos seis pontos de operação da Tabela
1. Não foi possível encontrar solução utilizando o algoritmo B, mesmo sem considerar
a incerteza, ou seja, para apenas um ponto de operação. Já o algoritmo C se mostrou
bastante eficiente, encontrando solução robusta à incerteza politópica. Foi utilizado o sol-
ver MOSEK, com o fator 𝜖 = 10−3 para contornar problemas numéricos. O controlador
projetado, além de assegurar a estabilidade robusta, garante um amortecimento mínimo
de 10% aos pontos de operação. As funções de transferência referentes ao ESP projetado
são apresentadas a seguir.
𝐸𝑆𝑃(1) =
1, 36× 106(𝑠+ 23, 33)(𝑠2 + 51, 08𝑠+ 660)(𝑠2 + 14, 71𝑠+ 81, 39)
(𝑠+ 469, 1)(𝑠+ 29, 94)(𝑠2 + 34, 28𝑠+ 382, 9)(𝑠2 + 64, 77𝑠+ 9594) ,
𝐸𝑆𝑃(2) =
2, 30× 106(𝑠+ 11, 03)(𝑠2 + 57, 6𝑠+ 831, 9)(𝑠2 + 14, 85𝑠+ 65, 76)
(𝑠+ 206)(𝑠+ 10, 92)(𝑠2 + 47, 61𝑠+ 656, 5)(𝑠2 + 52, 69𝑠+ 2, 7× 104) ,
𝐸𝑆𝑃(3) =
3, 28× 105(𝑠+ 117, 3)(𝑠+ 27, 08)(𝑠+ 13, 07)(𝑠2 + 13, 12𝑠+ 74, 26)
(𝑠+ 431, 3)(𝑠+ 17, 28)(𝑠2 + 49, 57𝑠+ 683)(𝑠2 + 44, 85𝑠+ 6419) ,
𝐸𝑆𝑃(4) =
2, 69× 106(𝑠+ 22, 9)(𝑠2 + 22, 41𝑠+ 136, 5)(𝑠2 + 6, 142𝑠+ 31, 91)
(𝑠+ 378, 4)(𝑠+ 55, 9)(𝑠2 + 15, 79𝑠+ 107, 8)(𝑠2 + 37, 03𝑠+ 1966) ,
𝐸𝑆𝑃(5) =
−82784(𝑠+ 2, 032)(𝑠+ 12, 23)(𝑠2 + 34, 47𝑠+ 311, 1)
(𝑠+ 55, 95)(𝑠+ 14, 32)(𝑠+ 9, 68)(𝑠2 + 73, 08𝑠+ 4279) .
(4.2)
Como as funções de transferência são de alta ordem aplicou-se a função reduce
do MATLAB. O truncamento balanceado pelo método da raiz quadrada foi aplicado em
cada uma das funções de transferência tendo como resultado funções de quarta ordem.
Essa foi a maior redução possível mantendo dinâmicas equivalentes de acordo com as
respectivas respostas em frequência. As funções de transferência do controlador reduzido
são descritas pelo conjunto de equações (4.3) e os diagramas de Bode para os ESPs proje-
tados, antes e depois da redução de ordem, são apresentados na Seção D.1 dos Apêndices.
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𝐸𝑆𝑃(1) =
1, 36× 106(𝑠+ 28, 46)(𝑠2 + 11, 06𝑠+ 58, 64)
(𝑠+ 469, 2)(𝑠+ 14, 52)(𝑠2 + 64, 81𝑠+ 9595) ,
𝐸𝑆𝑃(2) =
2, 31× 106(𝑠+ 37, 23)(𝑠2 + 12, 76𝑠+ 59, 13)
(𝑠+ 206, 1)(𝑠+ 24, 99)(𝑠2 + 52, 69𝑠+ 2, 70× 104) ,
𝐸𝑆𝑃(3) =
3, 28× 105(𝑠+ 119, 3)(𝑠2 + 9, 409𝑠+ 60, 05)
(𝑠+ 432, 4)(𝑠+ 24, 31)(𝑠2 + 44, 84𝑠+ 6406) ,
𝐸𝑆𝑃(4) =
2, 69× 106(𝑠+ 29, 85)(𝑠2 + 8, 281𝑠+ 24, 85)
(𝑠+ 378, 2)(𝑠+ 58, 16)(𝑠2 + 37, 37𝑠+ 1976) ,
𝐸𝑆𝑃(5) =
−82785(𝑠+ 2, 039)(𝑠2 + 33, 09𝑠+ 283, 7)
(𝑠+ 56)(𝑠+ 10, 36)(𝑠2 + 73, 07𝑠+ 4280) .
(4.3)
Para validar a eficácia dos controladores reduzidos, a estabilidade robusta para
incerteza politópica e a restrição de amortecimento de 10% foram verificadas utilizando as
LMIs da equação (3.17). Esses ESPs foram implementados no sistema e os amortecimentos
mínimos obtidos são apresentados na Tabela 9.
Tabela 9 – Amortecimento Mínimo para o Sistema 7 Barras Brasileiro com ESP projetado
com o Algoritmo C (LMIs com variáveis de folga)
Ponto de Modo Freq. Amort.Operação (Hz) (%)
I 1
∘ 25,77 16,37
2∘ 0,74 21,68
II 1
∘ 25,77 16,36
2∘ 0,74 19,44
III 1
∘ 25,77 16,37
2∘ 0,73 23,08
IV 1
∘ 25,77 16,36
2∘ 0,71 18,18
V 1
∘ 25,77 16,36
2∘ 0,71 18,69
VI 1
∘ 0,73 16,17
2∘ 25,77 16,35
4.2.2.1 Simulações Não Lineares
Para verificar o desempenho dos controladores frente a não-linearidades o sis-
tema foi modelado no software ANATEM-CEPEL. Nas simulações são utilizados filtros
do tipo washout e limitadores nos RATs e ESPs, sendo −4 e +5 para os RATs e ±0.2 para
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os ESPs. Um curto-circuito franco foi aplicado no barramento 4 e extinto após 30ms. O
comportamento do sistema para esse distúrbio é apresentado nas Figuras 15 e 16, para
os pontos de operação II e VI, respectivamente. O desempenho do sistema com o 𝐸𝑆𝑃𝑟𝑒𝑓
também é apresentado. Para observar a eficácia dos ESPs em amortecer as oscilações nos
eixos dos rotores apresenta-se o ângulo do gerador 4 (𝛿4 mostrado nas Figuras 15(a) e
16(a)). O esforço de controle pode ser verificado pela tensão de campo do mesmo gerador
(𝐸𝑓𝑑4 mostrada nas Figuras 15(b) e 16(b)). Para melhor analisar o modo de oscilação
interárea, o fluxo de potência ativa entre os barramentos 5 e 6 (𝑃6−5) é apresentado nas
Figuras 15(c) e 16(c).
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Figura 15 – Resposta ao Curto-circuito - Ponto de Operação II - 𝐸𝑆𝑃𝐿𝑀𝐼
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Figura 16 – Resposta ao Curto-circuito - Ponto de Operação VI - 𝐸𝑆𝑃𝐿𝑀𝐼
4.2.3 Sistema New England Reduced Model
No presente trabalho, buscou-se algoritmos capazes de projetar controladores
para os SEE descritos no Benchmark (RAMOS et al., 2015) sem que modificações nos
sistemas ou reduções de ordem fossem realizadas. No entanto, não foi possível encontrar
solução para o Sistema New England Reduced Model com os algoritmos baseados em
otimização convexa, sem que modificações no sistema fossem realizadas. Em Ramos et al.
(2004) o gerador conectado a barra 39 é substituído por um barramento infinito e nos
demais geradores são utilizados modelos reduzidos de terceira ordem. Além disso, os RAT
são substituídos por reguladores mais simples de primeira ordem e filtros washout são
considerados. Com essas modificações a ordem resultante do sistema é 45 e o algoritmo
B (Seção 3.4.2) consegue encontrar solução.
Diferente do que foi realizado em Ramos et al. (2004), no presente trabalho,
optou-se por uma modificação mais sutil no sistema, de forma que ainda fosse possível
comparar os resultados obtidos com os do Benchmark. Essa modificação consiste em subs-
tituir os RATs originais por RATs de primeira ordem, como o da Figura 2. Os parâmetros
dos reguladores foram configurados da mesma forma que em Ramos et al. (2004). O sis-
tema resultante passa a ter ordem 49 e foi chamado de Sistema New England Reduced
Model Modificado. É importante notar que não foi realizada nenhuma modificação no mo-
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delo dos geradores de forma a manter a dinâmica do sistema o mais semelhante possível
à do original. Para avaliar a influência dessa modificação, a mesma análise de autovalores
realizada para o sistema original foi feita para o sistema modificado.
Os mesmos pontos de operação (Tabela 4) foram considerados e dois modos
de oscilação referentes a cada caso são apresentados na Tabela 10. Assim como o sistema
original, o sistema modificado apresenta diversos modos de oscilação instáveis ou pouco
amortecidos. No entanto, os dois modos de menor amortecimento do sistema original têm
frequência de aproximadamente 0,6 e 0,9Hz e, no sistema modificado, os menores amor-
tecimentos são observados em dois modos de frequência próximas a 1,0Hz. Sendo assim,
ao invés de apresentar esses dois modos, optou-se por expor na Tabela 10 o modo menos
amortecido e o modo com frequência mais próxima a 0,6Hz, com menor amortecimento.
Tabela 10 – Características do Sistema New England Reduced Model Modificado
Ponto de Modo Autovalor Freq. Amort.Operação (Hz) (%)
I 1
∘ 0, 53± 7, 05𝑖 1,12 -7,43
2∘ −6, 15× 10−3 ± 4, 25𝑖 0,68 0,15
II 1
∘ 0, 50± 7, 14𝑖 1,14 -6,91
2∘ −1, 15× 10−3 ± 4, 23𝑖 0,67 0,03
III 1
∘ 0, 65± 7, 03𝑖 1,12 -9,15
2∘ −7, 26× 10−3 ± 4, 25𝑖 0,68 0,17
IV 1
∘ 0, 49± 7, 13𝑖 1,13 -6,86
2∘ −8, 50× 10−3 ± 4, 25𝑖 0,68 0,20
V 1
∘ 1, 25± 7, 10𝑖 1,13 -17,37
2∘ −1, 37× 10−2 ± 4, 24𝑖 0,67 0,32
VI 1
∘ 0, 50± 7, 16𝑖 1,14 -7,00
2∘ −1, 60× 10−2 ± 4, 24𝑖 0,68 0,38
VII 1
∘ 1, 00± 7, 14𝑖 1,14 -13,82
2∘ 4, 8× 10−4 ± 4, 23𝑖 0,67 -0,01
Comparando as Tabelas 5 e 10 pode-se observar que a substituição dos RATs
tem influência nos modos de oscilação, aumentando a frequência dos modos menos amor-
tecidos para valores ligeiramente superiores a 1,0Hz. Os modos interárea (frequência pró-
xima a 0,6 Hz), apesar de pouco amortecidos, são estáveis para o sistema modificado. Na
Figura 17 são apresentados os autovalores do sistema original e modificado nos sete pon-
tos de operação modelados. A variação significativa nos autovalores indica que, mesmo
mantendo intactos os modelos dos geradores, a modificação nos RATs representa uma
alteração na dinâmica do sistema maior do que a esperada. Essa diferença na dinâmica
poderia inviabilizar a comparação dos controladores projetados com os do Benchmark.
No entanto, a análise modal desses autovalores indica que, mesmo com as alterações, as
características das oscilações presentes em ambos os sistemas são semelhantes. Os gráficos
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apresentados nas Figuras 18 correspondem às análises dos modos de oscilação descritos na
Tabela 10, para o ponto de operação I. Da mesma forma que para o sistema original, essas
análises foram realizadas em relação as velocidades angulares dos geradores. O primeiro
modo (Figura 18(a)) corresponde a oscilação dos geradores 8, 9 e 10 contra o sistema. No
entanto, essa oscilação passa a ser mais acentuada no gerador 2 do que no 5, como no
sistema original. O segundo modo (Figura 18(b)) corresponde a uma oscilação semelhante
à observada no sistema original, do gerador 1 contra os demais geradores.
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Figura 17 – Autovalores do Sistema New England Reduced Model Original e após a mo-
dificação, nos sete pontos de operação
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Figura 18 – Modos de Oscilação do Sistema Modificado 1
O algoritmo B foi aplicado no projeto de ESPs para o Sistema New England
Reduced Model Modificado. A Tabela 11 apresenta os casos para onde foi encontrada
solução. O método com variáveis de folga (Algoritmo C) se mostrou inviável devido à
dimensão das LMIs do problema. Considerando a segunda etapa dos métodos de projeto,
referente à obtenção das matrizes 𝐴𝑐 e 𝐵𝑐, o Algoritmo C usa 24639 variáveis enquanto o
Algoritmo B usa 580.
Tabela 11 – Resultados Algoritmo B - Sistema New England Reduced Model Modificado
Grupo Pontos de Restr. De Encontra solução?
Operação Amort. Sedumi Mosek
1 I, II e III 5% Não Não
2 I, IV e V 5% Sim Não
3 I, VI e VII 5% Não Não
Como apresentado na Tabela 11, o algoritmo B encontrou solução somente
para o conjunto 2 de pontos de operação e, ainda assim, somente com o solver SeDuMi. O
controle projetado é formado por 9 funções de transferência de ordem 5 e uma de ordem
4. O truncamento balanceado pelo método da raiz quadrada foi aplicado, reduzindo as
funções de transferência para ordem três. Essa foi a menor ordem capaz de manter as
características dos controladores. As funções de transferência dos controladores projeta-
dos, antes e depois da redução de ordem e a comparação entre as respostas em frequência
dessas funções de transferência, são apresentadas nas Seções E.1 e D.2 dos Apêndices,
respectivamente.
Para assegurar o desempenho dos controladores após a redução de ordem,
a LMI da equação (3.17) foi aplicada para o sistema em malha fechada, considerando
𝜁 = 5% e incerteza politópica modelada com os pontos de operação do grupo 2. Para
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o sistema modificado, essa LMI se mostrou factível, assegurando a robustez para a in-
certeza politópica e o amortecimento mínimo desejado, já para o sistema original, não
foi possível obter o mesmo certificado. Para o sistema modificado, apesar de os solvers
utilizados declararem infactíveis as LMIs (3.17) para 𝜁 > 5%, a nuvem de autovalores
indica um amortecimento mínimo superior a 15% para mais de 1600 pontos de operação
contidos no politopo. Os autovalores mais próximos ao eixo imaginário dessa nuvem de
autovalores são apresentados na Figura 19. Os amortecimentos mínimos obtidos com os
ESPs projetados, para cada ponto de operação, são apresentados nas Tabelas 12 e 13 para
o sistema modificado e original, respectivamente.
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Figura 19 – Nuvem de Autovalores com ESP reduzido - Sistema New England Reduced
Model Modificado
Tabela 12 – Características do Sistema New England Reduced Model Modificado com ESP
projetado para os pontos de operação do grupo 2, com LMIs (Algoritmo B)
Ponto de Modo Autovalor Freq. Amort.Operação (Hz) (%)
I 1
∘ −2, 59± 6, 93𝑖 1,10 35,05
2∘ −1, 78± 3, 40𝑖 0,54 46,29
II 1
∘ 2, 52± 5, 15𝑖 0,82 -43,99
2∘ −2, 62± 6, 92𝑖 1,10 35,46
III 1
∘ −2, 60± 6, 93𝑖 1,10 35,09
2∘ −1, 77± 3, 35𝑖 0,53 46,70
IV 1
∘ −2, 56± 6, 95𝑖 1,11 34,52
2∘ −1, 75± 3, 45𝑖 0,55 45,19
V 1
∘ −2, 56± 6, 98𝑖 1,11 34,46
2∘ −1, 69± 3, 27𝑖 0,52 46,04
VI 1
∘ 0, 78± 5, 79𝑖 0,92 -13,31
2∘ −2, 65± 6, 88𝑖 1,10 35,95
VII 1
∘ −2, 58± 6, 96𝑖 1,11 34,72
2∘ −1, 72± 3, 32𝑖 0,53 46,04
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Tabela 13 – Características do Sistema New England Reduced Model Original com ESP
projetado para os pontos de operação do grupo 2, com LMIs (Algoritmo B)
Ponto de Modo Autovalor Freq. Amort.Operação (Hz) (%)
I 1
∘ −0, 72± 7, 85𝑖 1,25 9,13
2∘ −0, 91± 8, 71𝑖 1,39 10,35
II 1
∘ 0, 47± 5, 63𝑖 0,90 -8,29
2∘ −0, 65± 7, 94𝑖 1,26 8,10
III 1
∘ −0, 75± 7, 87𝑖 1,25 9,44
2∘ −0, 86± 8, 01𝑖 1,27 10,63
IV 1
∘ −0, 72± 7, 97𝑖 1,27 8,99
2∘ −0, 77± 8, 46𝑖 1,35 9,01
V 1
∘ −0, 72± 8, 02𝑖 1,28 9,01
2∘ −0, 80± 8, 63𝑖 1,37 9,26
VI 1
∘ 0, 15± 5, 79𝑖 0,92 -2,61
2∘ −0, 66± 7, 96𝑖 1,27 8,21
VII 1
∘ −0, 73± 8, 01𝑖 1,27 9,15
2∘ −0, 85± 8, 72𝑖 1,39 9,75
4.2.3.1 Simulação Não Linear
Assim como no o sistema brasileiro, o desempenho dos controladores frente a
não linearidades foi verificado em simulação no software ANATEM-CEPEL. Nessa simu-
lação são considerados filtros washout e limitadores, sendo ±5 para os RATs e ±0, 2 para
os ESPs. Um curto-circuito franco foi aplicado no barramento 39 e extinto após 30ms.
Os comportamentos dos sistemas original e modificado, no ponto de operação V, com
controlador projetado via LMIs, são apresentados na Figura 20. Também é apresentado
o desempenho do sistema com os ESPs de referência (Ref). Para observar a eficácia dos
ESPs em amortecer as oscilações nos eixos dos rotores, são apresentados os ângulos dos
geradores 5 e 9(𝛿𝐺5 e 𝛿𝐺9), mostrados respectivamente nas Figuras 20(a) e 20(b). Esses
geradores foram selecionados por apresentarem as maiores amplitudes de oscilação nas
análises modais realizadas. O esforço de controle necessário para amortecer as oscilações
pode ser verificado na tensão de campo desses geradores (𝐸𝑓𝑑𝐺5 e 𝐸𝑓𝑑𝐺9), mostradas nas
Figuras 20(c) e 20(d) respectivamente.
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Figura 20 – Resposta ao Curto-circuito - Ponto de Operação V
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4.2.4 Análise dos Resultados
Os testes com os sistemas randômicos indicam sensibilidade dos métodos à es-
trutura da planta, pois, como apresentado na Tabela 7, não foi possível projetar controla-
dores descentralizados para sistemas com estrutura cheia. Quando os sistemas apresentam
estrutura quase bloco diagonal, os algoritmos têm melhores chances de projetar contro-
ladores descentralizados, como mostra a Tabela 8. Uma segunda informação que pode
ser extraída destes resultados é a diferença no desempenho dos algoritmos, o algoritmo
com variáveis de folga obteve sucesso para 52% dos sistemas contra os 34% do algoritmo
original. Também foi observada uma diferença no desempenho dos solvers utilizados, que
pode influenciar nos resultados dos algoritmos.
A eficiência do algoritmo com variáveis de folga foi ilustrada no projeto de
controladores para o Sistema Equivalente do Sul-Sudeste Brasileiro, para o qual o algo-
ritmo sem variáveis de folga não encontrou solução. Os amortecimentos mínimos obtidos
com os ESPs projetados indicam um melhor desempenho em relação ao controlador de
referência. As simulações não lineares permitem observar a eficiência dos ESPs projetados
em amortecer as oscilações pós distúrbio, inclusive para o caso em que os ESPs de refe-
rência não conseguem estabilizar o sistema. O amortecimento do modo interárea pode ser
observado no fluxo de potência ativa entre os barramentos 5 e 6 (Figuras 15(c) e 16(c)).
No entanto, é importante lembrar que os 𝐸𝑆𝑃𝑟𝑒𝑓 possuem um controlador a menos, não
atuando diretamente sobre o gerador da barra 7.
Para o Sistema New England Reduced Model, devido a ordem do sistema e a
grande quantidade de variáveis introduzidas no método com variáveis de folga, a utilização
do Algoritmo C se tornou inviável. O algoritmo B foi utilizado, encontrando solução apenas
para um dos grupos de pontos de operação e somente após modificações no sistema. A
análise dos amortecimentos mínimos com os ESPs projetados (Tabela 12 e 13), mostra
que eles só não estabilizam o sistema nos pontos de operação II e VI, assim como os
ESPs de referência. Apesar de não ter sido realizada nenhuma alteração nos modelos
dos geradores, a substituição dos RATs no sistema modificado é suficiente para alterar a
sua dinâmica. As características das oscilações são mantidas após a modificação, porém a
resposta dinâmica do sistema foi alterada, como observado nas simulações não lineares. Os
ESPs projetados com otimização convexa foram mais eficientes em amortecer as oscilações
no eixo do rotor, para o sistema modificado. Para o sistema original, os amortecimentos
dos ESPs projetado e de referência foram equivalentes, no entanto, um maior sobressinal
foi observado com os controladores projetados. A principal vantagem dos ESPs projetados
com LMIs é garantia de robustez à incerteza politópica, não assegurada pelos ESPs de
referência. Porém, essa robustez não pôde ser verificada para o sistema original.
Capítulo 4. Sistemas Teste e Resultados Obtidos 78
4.3 Resultados com Otimização Não Convexa
4.3.1 Sistema Equivalente do Sul-Sudeste Brasileiro
Aplicando-se o algoritmo descrito na Seção 3.5 e considerando os seis pontos de
operação modelados (Tabela 1), com restrição de amortecimento mínimo de 10%, obteve-
se o seguinte controlador:
𝐸𝑆𝑃𝐻𝐼𝐹𝑂𝑂(1) =
−665, 98(𝑠− 1432)
(𝑠+ 1264)(𝑠+ 162, 9) , 𝐸𝑆𝑃𝐻𝐼𝐹𝑂𝑂(2) =
9234, 9(𝑠+ 2, 715)
(𝑠2 + 25, 56𝑠+ 1403) ,
𝐸𝑆𝑃𝐻𝐼𝐹𝑂𝑂(3) =
30691(𝑠+ 160, 7)
(𝑠+ 548, 5)(𝑠+ 307, 5) , 𝐸𝑆𝑃𝐻𝐼𝐹𝑂𝑂(4) =
5, 244× 105(𝑠− 1, 612)
(𝑠+ 346, 1)(𝑠+ 54, 25) .
(4.4)
A estabilidade robusta à incerteza politópica foi verificada por meio das LMIs
descritas na Seção 3.5.2, com 6 vértices. Os amortecimentos mínimos, nos seis pontos de
operação, após a inclusão do controlador, são apresentados na Tabela 14.
Tabela 14 – Amortecimento Mínimo para o Sistema 7 Barras com 𝐸𝑆𝑃𝐻𝐼𝐹𝑂𝑂
Ponto de Freq. Amort.
Operação (Hz) (%)
I 1,15 10,33
II 1,56 10,73
III 1,19 10,00
IV 1,56 11,08
V 1,55 10,14
VI 1,56 10,75
4.3.1.1 Simulações Não Lineares
Os pontos de operação I e VI foram escolhidos para o estudo do desempenho do
controlador e um curto-circuito franco no barramento 4, extinto após 30ms, foi simulado.
As respostas obtidas são apresentadas nas Figuras 21 e 22, para os pontos de operação I
e VI respectivamente. São apresentados o ângulo do rotor do gerador 4 (𝛿4) nas Figuras
21(a) e 22(a), a tensão de campo do gerador 4 (𝐸𝑓𝑑4) nas Figuras 21(b) e 22(b) e o fluxo
de potência entre os barramentos 6 e 5 (𝑃6−5) nas Figuras 21(c) e 22(c). Assim como na
seção anterior, as respostas com os ESPs de referência também são apresentadas. Filtros
washout foram utilizados e os limitadores dos RATs e dos ESPs mantidos nas simulações.
Capítulo 4. Sistemas Teste e Resultados Obtidos 79
0 2 4 6 8 1080
90
100
110
120
Tempo(s)
δ 4
(°)
 
 
HIFOO
Ref
(a) 𝛿4
0 2 4 6 8 10
−4
−2
0
2.5
5
 Efd MAX
 Efd MIN
Tempo(s)
EF
D
4 
(pu
)
 
 
HIFOO
Ref
(b) 𝐸𝑓𝑑4
0 2 4 6 8 10−1500
−1000
−500
0
500
Tempo(s)
P 6
−5
 
 
(pu
)
 
 
HIFOO
Ref
(c) 𝑃6−5
Figura 21 – Resposta ao Curto-circuito - Ponto de Operação I - 𝐸𝑆𝑃𝐻𝐼𝐹𝑂𝑂
0 2 4 6 8 1060
80
100
120
140
Tempo(s)
δ 4
(°)
 
 
HIFOO
Ref
(a) 𝛿4
0 2 4 6 8 10
−4
−2
0
2.5
5
 Efd MAX
 Efd MIN
Tempo(s)
EF
D
4 
(pu
)
 
 
HIFOO
Ref
(b) 𝐸𝑓𝑑4
0 2 4 6 8 10
−2000
−1500
−1000
−500
0
500
1000
Tempo(s)
P 6
−5
 
 
(pu
)
 
 
HIFOO
Ref
(c) 𝑃6−5
Figura 22 – Resposta ao Curto-circuito - Ponto de Operação VI - 𝐸𝑆𝑃𝐻𝐼𝐹𝑂𝑂
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4.3.2 Sistema New England Reduced Model
Como mencionado na Seção 4.1.3, não foi possível projetar um único controla-
dor capaz de assegurar o amortecimento mínimo desejado a todos os pontos de operação
modelados. Dessa forma, os pontos de operação foram divididos em três grupos e o al-
goritmo de projeto foi testado em cada um deles. As funções de transferência dos ESPs
projetados são apresentadas na Seção E.2 dos Apêndices, sendo 𝐸𝑆𝑃𝑃𝑂1 o controlador
projetado para o grupo de pontos de operação 1 (pontos de operação I, II e III), 𝐸𝑆𝑃𝑃𝑂2
o controlador projetado para o grupo 2 (pontos de operação I, IV e V) e 𝐸𝑆𝑃𝑃𝑂3 o
controlador referente aos pontos de operação do grupo 3 (pontos de operação I, VI e VII).
Para projetar os controladores 𝐸𝑆𝑃𝑃𝑂1 e 𝐸𝑆𝑃𝑃𝑂2, foi aplicado o algoritmo
baseado na minimização da abscissa espectral descrito na Seção 3.5.1, incluindo a ve-
rificação de estabilidade robusta com LMI descrita na Seção 3.5.2. Para o conjunto de
pontos de operação 3, não foi possível projetar um controlador que assegurasse a robustez
à incerteza politópica. O melhor resultado para esse caso, foi obtido com a variação do
método apresentada na Seção 3.5.5. Os amortecimentos mínimos obtidos para o Sistema
New England Reduced Model com cada um dos três ESPs projetados são apresentados na
Tabela 15.
Tabela 15 – Características do Sistema New England Reduced Model com ESP projetado
com o HIFOO
𝐸𝑆𝑃𝑃𝑂1 𝐸𝑆𝑃𝑃𝑂2 𝐸𝑆𝑃𝑃𝑂3
Ponto de Modo Freq. Amort. Modo Freq. Amort. Modo Freq. Amort.Operação (Hz) (%) (Hz) (%) (Hz) (%)
I 1
∘ 1,41 5,32 1∘ 3,66 6,28 1∘ 0,85 10,04
2∘ 1,20 5,35 2∘ 6,31 7,33 2∘ 1,12 10,60
II 1
∘ 1,18 5,00 1∘ 0,95 -8,42 1∘ 1,12 -2,24
2∘ 1,41 5,33 2∘ 6,31 7,34 2∘ 1,18 10,79
III 1
∘ 1,41 5,33 1∘ 3,65 5,40 1∘ 0,60 9,97
2∘ 1,20 5,61 2∘ 6,31 7,33 2∘ 0,84 10,10
IV 1
∘ 1,19 5,15 1∘ 6,31 7,33 1∘ 0,84 9,56
2∘ 1,41 5,32 2∘ 1,40 7,73 2∘ 1,12 10,45
V 1
∘ 0,66 -4,97 1∘ 3,65 5,00 1∘ 0,0 -100,0
2∘ 1,41 5,36 2∘ 6,31 7,33 2∘ 0,45 -10,88
VI 1
∘ 0,97 4,45 1∘ 0,93 -1,14 1∘ 1,04 10,14
2∘ 1,18 4,99 2∘ 6,31 7,34 2∘ 0,95 10,60
VII 1
∘ 1,40 5,35 1∘ 3,65 5,02 1∘ 1,13 10,27
2∘ 0,60 5,45 2∘ 6,31 7,32 2∘ 0,51 10,52
Como não foi possível assegurar a estabilidade robusta à incerteza politópica
com o 𝐸𝑆𝑃𝑃𝑂3, a nuvem de autovalores para o politopo formado com o grupo de pontos de
operação 3 foi observada e nenhum ponto de operação intermediário instável foi detectado.
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Essa nuvem foi gerada com mais de 1600 pontos de operação contidos no politopo e
seus autovalores mais próximos ao eixo imaginário são apresentados na Figura 23. Como
o sistema estudado possui parâmetros variantes com o tempo, a nuvem de autovalores
observada é um indicativo de estabilidade para variações lentas nesses parâmetros, não
assegurando a estabilidade do sistema.
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Figura 23 – Nuvem de Autovalores com 𝐸𝑆𝑃𝑃𝑂3
4.3.2.1 Simulações Não Lineares
Três simulações são apresentadas nessa seção, uma para cada controlador pro-
jetado. Para observar o amortecimento do modo de oscilação interárea presente no sistema
sem ESP (Figura 13(b)), um distúrbio foi aplicado na barra conectada ao gerador 1.
A Figura 24 apresenta a resposta do sistema com o 𝐸𝑆𝑃𝑃𝑂1 a um curto-
circuito franco aplicado na barra 39 e extinto após 30ms. Nessa simulação foi considerado
o ponto de operação II. A resposta do sistema com os ESPs de referência também é
apresentada. O ângulo do rotor do gerador 5 (𝛿𝐺5 - Figuras 24(a)) foi escolhido para
análise por apresentar a maior amplitude de oscilação para o modo interárea no sistema
em malha aberta (Figura 13(b)). O ângulo do rotor do gerador 2(𝛿𝐺2 - Figura 24(b)) foi
escolhido por estar relacionado ao modo de oscilação instável do sistema com os ESPs de
referência, no ponto de operação II (Figura 14(a)). Para mensurar o esforço de controle,
são apresentadas as tensões de campo aplicadas pelos RAT dos geradores 5 e 2(𝐸𝑓𝑑 𝐺5 e
𝐸𝑓𝑑 𝐺2 – Figuras 24(c) e 24(d) respectivamente).
Para o segundo controlador projetado foi realizada a mesma simulação, dessa
vez para o ponto de operação V. O mesmo distúrbio foi aplicado e os resultados com o
𝐸𝑆𝑃𝑃𝑂2 e com o 𝐸𝑆𝑃𝑟𝑒𝑓 são apresentados na Figura 25. O ângulo do rotor (𝛿𝐺5 - Figura
25(a)) e tensão de campo (𝐸𝑓𝑑 𝐺5(𝑝𝑢) - Figura 25(b)) do gerador 5 foram escolhidos para
análise, por esse gerador ter apresentado maior influência no modo de oscilação interárea
no ponto de operação V, representado na Figura 14(b).
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Figura 24 – Resposta ao Curto-circuito, New England Reduced Model com 𝐸𝑆𝑃𝑃𝑂1, ponto
de operação II
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Figura 25 – Resposta ao Curto-circuito, New England Reduced Model com 𝐸𝑆𝑃𝑃𝑂2, ponto
de operação V
Por fim, a mesma análise foi realizada para o sistema com o 𝐸𝑆𝑃𝑃𝑂3, utilizando
o ponto de operação VI. De forma análoga a análise realizada para o 𝐸𝑆𝑃𝑃𝑂1, foram
observados os ângulos dos rotores (𝛿𝐺2 e 𝛿𝐺5 - Figuras 26(a) e 26(b)) e tensões de campo
(𝐸𝑓𝑑 𝐺2(𝑝𝑢) e 𝐸𝑓𝑑 𝐺5(𝑝𝑢) - Figuras 26(c) e 26(d) respectivamente) dos geradores 2 e 5. As
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respostas do sistema com o 𝐸𝑆𝑃𝑃𝑂3 e o 𝐸𝑆𝑃𝑟𝑒𝑓 ao curto-circuito no barramento 39 são
apresentadas na Figura 26.
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Figura 26 – Resposta ao Curto-circuito, New England Reduced Model com 𝐸𝑆𝑃𝑃𝑂3, ponto
de operação VI
4.3.3 Análise dos Resultados
O projeto utilizando otimização não convexa apresentou resultados significa-
tivos. Para o Sistema Equivalente do Sul-Sudeste Brasileiro, esse algoritmo foi capaz de
projetar controladores de segunda ordem que asseguram o amortecimento de 10% para os
seis pontos de operação modelados. O desempenho foi superior ao observado com os ESPs
de referência que não estabilizam o sistema em todos os pontos de operação. Além disso, o
controlador se mostrou robusto para a incerteza politópica modelada. As simulações não
lineares confirmam o desempenho esperado pela análise dos amortecimentos. No ponto de
operação I, o sistema com o 𝐸𝑆𝑃𝐻𝐼𝐹𝑂𝑂 apresenta maior amortecimento para um esforço
de controle equivalente ao do 𝐸𝑆𝑃𝑟𝑒𝑓 . No ponto de operação VI, o 𝐸𝑆𝑃𝐻𝐼𝐹𝑂𝑂 garante um
amortecimento adequado, respeitando os limites de tensão de campo, enquanto o 𝐸𝑆𝑃𝑟𝑒𝑓
não consegue manter o sistema estável.
Para o Sistema New England Reduced Model, o algoritmo encontrou solução
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para os três grupos de pontos de operação, sendo que para os grupos 1 e 2 os contro-
ladores são robustos a incerteza politópica. O controlador projetado para o grupo de
pontos de operação 3, apesar de não assegurar a estabilidade quadrática para o politopo
de incertezas, atinge um amortecimento mínimo de 10% nos vértices desse politopo e es-
tabiliza um grande número de pontos de operação intermediários, como mostra a nuvem
de autovalores da Figura 23.
As respostas obtidas com as simulações não lineares condizem com os amor-
tecimento apresentados na Tabela 15. O 𝐸𝑆𝑃𝑃𝑂1 foi capaz de estabilizar o sistema e
amortecer as oscilações eletromecânicas no ponto de operação em que o sistema é ins-
tável com 𝐸𝑆𝑃𝑟𝑒𝑓 . O 𝐸𝑆𝑃𝑃𝑂2, apesar de garantir o amortecimento de 5%, apresentou
desempenho inferior ao 𝐸𝑆𝑃𝑟𝑒𝑓 nas simulações. Isso condiz com os amortecimentos cal-
culados com o modelo linear. Verificou-se um maior esforço de controle para estabilizar
o sistema, como visto na Figura 25(b). No entanto, ressalta-se que esse controlador ga-
rante a estabilidade quadrática do politopo de incertezas, o que não pôde ser verificado
com o 𝐸𝑆𝑃𝑟𝑒𝑓 . Na análise dos modos de oscilação (Tabela 15), o sistema equipado com
𝐸𝑆𝑃𝑃𝑂3 apresenta um maior amortecimento mínimo no ponto de operação VI, em relação
ao 𝐸𝑆𝑃𝑟𝑒𝑓 (Tabela 6). Esse desempenho foi confirmado na simulação não linear, porém
o sistema com o 𝐸𝑆𝑃𝑟𝑒𝑓 apresentou um amortecimento superior ao previsto na análise
linear (0,05%). As características não lineares do sistema podem ter contribuído para tal
diferença de comportamento, além disso, os modelos de geradores utilizados pelo PacDyn
(sistema linear) e pelo ANATEM (sistema não linear) são ligeiramente diferentes, como
mencionado no Benchmark, o que pode ter influenciado na diferença de amortecimento.
4.4 Conclusões
Neste capítulo foram apresentados os sistemas teste e os principais resultados
obtidos com os algoritmos de projeto propostos. Foram estudadas duas metodologias de
projeto, sendo uma baseada em otimização convexa e outra em otimização não convexa.
Os métodos baseados em otimização convexa, foram testados em sistemas
randômicos onde verificou-se claramente que a estrutura dos sistemas utilizados influ-
encia no desempenho dos algoritmos. Nesse estudo foi verificada a eficácia do Algoritmo
C com variáveis de folga, que encontrou solução para um maior número de casos com
estrutura bloco diagonal. Essa eficácia também foi atestada no projeto de controladores
para o Sistema Equivalente do Sul-Sudeste Brasileiro, em que o algoritmo sem variáveis de
folga não encontrou solução. No entanto, a grande quantidade de variáveis de decisão do
problema introduzidas pelas variáveis de folga tornou inviável a utilização delas no projeto
de ESP para o Sistema New England Reduced Model. Para esse sistema, foi utilizado o
Algoritmo B que encontrou solução apenas para um dos grupos de pontos de operação.
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Foi necessário realizar modificações nos sistemas para que os algoritmos baseados em oti-
mização convexa encontrassem solução. Um ESP foi adicionado no gerador de referência
do sistema brasileiro e os RATs do sistema New England foram substituídos por modelos
de menor ordem.
O método de projeto com otimização não convexa, utilizando a ferramenta
computacional HIFOO, se mostrou bastante eficaz. Para o Sistema Equivalente Sul-
Sudeste Brasileiro, esse algoritmo foi capaz de projetar controladores de segunda ordem
assegurando o amortecimento de 10% nos seis pontos de operação modelados. Além disso,
o controlador se mostrou robusto a incerteza politópica modelada. Para o SEE de maior
porte, o algoritmo encontrou solução para os três conjuntos de pontos de operação, sendo
a robustez a incerteza politópica assegurada em dois deles.
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5 Conclusão
No presente trabalho foram apresentadas duas metodologias para o projeto de
controladores para SEE. Esses controladores são projetados com o objetivo de estabilizar e
garantir o amortecimento adequado dos modos de oscilação, melhorando seu desempenho
dinâmico dos SEE. Explorou-se o projeto coordenado de controladores descentralizados,
caracterizado pela determinação simultânea dos parâmetros de cada controlador. O desafio
dessa estratégia de controle é assegurar o desempenho global desejado, utilizando apenas
variáveis locais. Para garantir o amortecimento desejado aos modos de oscilação, ambas
metodologias incluem, na sua formulação, uma restrição de mínimo amortecimento.
A primeira metodologia, baseada em LMIs, configura um problema de otimiza-
ção convexa. O algoritmo de projeto de controladores descentralizados para SEE proposto
em Ramos et al. (2004) foi estudado e utilizado como base para propor um novo algo-
ritmo. Utilizando o Lema de Finsler, variáveis de folga foram incluídas na formulação
para eliminar as restrições de estrutura impostas à matriz de Lyapunov no algoritmo
original. Os experimentos realizados com sistemas gerados aleatoriamente e com um mo-
delo de SEE de pequeno porte, mostraram que o método proposto é menos conservador,
encontrando solução para uma maior quantidade de casos. Porém, o grande número de
variáveis adicionais (variáveis de folga) introduzidas tornou o algoritmo proposto inviável
para modelos de SEE de grande porte. O algoritmo original (RAMOS et al., 2004), só foi
capaz de projetar o controlador para o Sistema New England Reduced Model após realizar
modificações nos RAT.
Uma alternativa para tentar viabilizar a aplicação de métodos de projeto com
LMIs em sistemas de grande porte seria reduzir a ordem dos seus modelos, no entanto,
a estrutura quase bloco diagonal das matrizes dos SEE é perdida com a aplicação dos
métodos de redução de ordem mais comuns. Como verificado nos testes com sistemas
randômicos, os algoritmos para o síntese de controladores descentralizados são sensíveis à
estrutura das matrizes da planta, o que pode ser um impeditivo para a utilização desses
métodos de redução. O projeto de controladores centralizados pode ser uma opção para
esses casos, uma vez que as matrizes de projeto passam a ter estrutura cheia. No entanto,
a vantagem dos algoritmos de projeto em duas etapas, explorados no presente trabalho, é
a possibilidade de obter controladores descentralizados. A exigência de que a matriz 𝐶𝑐 do
controlador seja um ganho de realimentação de estados estabilizante pode ser conservadora
para o controle centralizado, quando comparado ao demais algoritmos de projetos com
LMIs existentes na literatura.
A segunda abordagem é baseada em métodos de otimização não convexa por
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meio da ferramenta computacional HIFOO. Para assegurar o desempenho desejado aos
SEE, foi proposto um método de inclusão da restrição de mínimo amortecimento na for-
mulação do HIFOO e os resultados foram considerados promissores. O algoritmo foi capaz
de projetar controladores de ordem significativamente inferior à do sistema, atingindo o
desempenho desejado. Apesar do método não considerar a modelagem de incertezas na
sua formulação, ele permite o projeto multiplantas, dessa forma, um controlador pode
ser projetado para diferentes pontos de operação do sistema. Verificou-se que, em alguns
casos, o projeto multiplanta era suficiente para assegurar a robustez a incertezas politó-
picas, o que motivou a inclusão de uma etapa de verificação de robustez no algoritmo de
projeto.
O presente trabalho não teve como objetivo definir qual metodologia é pre-
ferível para a aplicação em SEE, mas sim estudá-las e buscar formas de melhorar o seu
desempenho. Os métodos apresentam características distintas que podem ou não favo-
recer a sua utilização. Os métodos baseados em LMIs, além de assegurar a estabilidade
quadrática do politopo de incertezas, garantem o amortecimento mínimo desejado aos
pontos de operação contidos nesse politopo. No entanto, modificações nos modelos dos
SEE foram necessárias para que esses algoritmos obtivessem sucesso. Além disso, a ele-
vada ordem dos controladores projetados dificulta a sua implementação em SEE, sendo
necessária a utilização de métodos de redução de ordem, que nem sempre serão capazes de
reduzir suficientemente esses controladores mantendo suas propriedades. A metodologia
baseada em otimização não convexa é capaz de projetar controladores de ordem inferior à
da planta. Porém, nem sempre é possível assegurar a estabilidade robusta a incerteza po-
litópica e, mesmo quando assegurada, o amortecimento mínimo projetado para os vértices
não é garantido em pontos no interior do politopo.
Sugestão de Trabalhos Futuros
• Métodos de redução de ordem: A principal dificuldade enfrentada com os algo-
ritmos baseados em LMIs é a elevada ordem dos SEE, sendo assim, reduzir a ordem
dos modelos pode melhorar o desempenho dos métodos estudados. No entanto, os
algoritmos se mostraram sensíveis a estrutura das matrizes da planta. Métodos de
redução de ordem convencionais podem resultar em matrizes de estrutura cheia,
inviabilizando a aplicação do método.
• Diferentes estruturas e dispositivos: O projeto de controladores centralizados
elimina a necessidade da restrição de estrutura das matrizes de projeto. Isso pode
melhorar o desempenho dos algoritmos baseados em LMIs e favorecer a implemen-
tação dos métodos de redução de ordem mencionados no item anterior. O projeto de
dispositivos FACTS pode ser uma alternativa ao projeto de ESPs e também pode
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ser explorada. Com o aumento na utilização de fontes renováveis em SEE e a conse-
quente variabilidade dos pontos de operação, aumenta-se a importância em estudar
o desempenho dos algoritmos no projeto de controladores para amortecimento de
oscilações em sistemas com geração eólica e solar.
• Solvers para LMI: Na realização deste trabalho, foram utilizados os solvers Se-
DuMi e MOSEK para o projeto com LMIs e inconsistências nos resultados foram
observadas. Nos testes realizados com sistemas randômicos, para um mesmo algo-
ritmo de projeto, a quantidade de resultados positivos foi diferente para cada solver
e o no projeto para o Sistema New England Reduced Model Modificado só foi possível
encontrara solução utilizando o SeDuMi. Sendo assim, um estudo mais aprofundado
das características dessas ferramentas, como precisão numérica, número máximo de
iterações e condições iniciais, se faz necessário. A utilização de outros solvers de
programação semidefinida, como o SDPT3 (TÜTÜNCÜ et al., 2001) e o SDPA-M
(FUJISAWA et al., 2005), também pode ser considerada nos estudos futuros, para
uma melhor avaliação dos algoritmos estudados.
• Abordagem distintas com LMIs: No presente trabalho foi explorado o algo-
ritmo apresentado por Ramos et al. (2004) e modificações foram propostas. Outras
formulações para o projeto de controladores podem ser exploradas para aplicações
em SEE, como projeto controladores de ordem reduzida proposto em Agulhari et
al. (2012).
• Minimização das normas ℋ∞ e ℋ2: A minimização das normas ℋ∞ e ℋ2, bas-
tante estudadas no campo das LMIs e disponíveis no pacote HIFOO, podem ser
exploradas no projeto de controladores para SEE. Com a adequada modelagem dos
sinais de distúrbio, a minimização dessas normas pode ser aplicada para diminuir a
sua influência no desempenho dos sistemas.
• Sistemas de maior porte: Avaliar a capacidade do algoritmo baseado em oti-
mização não convexa em tratar SEE de maior porte é importante para verificar a
versatilidade e concluir os estudos a respeito desse método.
Trabalhos Publicados/Submetidos
Apesar de o presente trabalho explorar a estrutura de controle descentralizada,
os algoritmos descritos podem ser configurados para o projeto de estruturas variadas. A
metodologia baseada em otimização não convexa foi aplicada no projeto de controladores
utilizando sinais remotos em dois trabalhos realizados durante o desenvolvimento dessa
dissertação. O primeiro corresponde ao projeto de um controlador com estrutura MISO
(Multiple Input Single Output) para o amortecimento de oscilações em SEE, utilizando
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um sinal remoto e considerando pontos de operação variados. No segundo trabalho, foi
projetado um controlador com estrutura de controle hierárquica e robustez a incertezas
politópicas assegurada com LMIs. Em ambos foram utilizados sinais de medição fasorial
sincronizada e considerados atrasos de comunicação.
• R. T. Bernardo e D. Dotta - Projeto de Estabilizadores de Sistemas de Potência
com Sincrofasores Utilizando Otimização Não convexa, Simpósio Brasileiro de Au-
tomação Inteligente, Porto Alegre, RS, Brasil, Outubro 2017. No prelo.
• R. T. Bernardo e D. Dotta - A Robust Control Design Method for Wide Area
Damping Controllers, IEEE Latin America Transactions, Maio de 2017. Em revisão
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APÊNDICE A – Métodos de Projeto com
LMIs
A.1 Método de Projeto por Separação
Nessa seção é apresentado desenvolvimento do método de projeto em duas eta-
pas apresentado em Oliveira et al. (2000). O método parte do problema de realimentação
de estados da equação (3.6), porém a matriz de ganhos 𝐾 é chamada 𝐶𝑐. Ao realizar
a mudança de variável 𝐶𝑐𝑌 = 𝐿, o problema de realimentação de estados se resume a
encontrar uma solução para as LMIs
𝐴𝑌 + 𝑌 𝐴′ +𝐵𝐿+ 𝐿′𝐵′ ≺ 0
𝑌 = 𝑌 ′ ≻ 0 (A.1)
Ao resolvê-las, a matriz 𝐶𝑐 do controlador pode ser recuperada (𝐶𝑐 = 𝐿𝑌 −1) e utilizada
para encontrar as matrizes 𝐴𝑐 e 𝐵𝑐. A segunda etapa do algoritmo consiste em encontrar
uma solução para problema de realimentação de saída das desigualdades (3.8), porém
com matriz 𝐶𝑐 conhecida. Essa desigualdade não é LMI (linear) devido a existência de
produtos entre variáveis do problema. Sendo assim, uma série de manipulações é realizada
para linearizar o problema.
Definem-se as matrizes 𝑄 e 𝑄−1 como
𝑄 =
⎡⎣ 𝑃−1 𝑃−1
𝑃−1 𝑈
⎤⎦ e 𝑄−1 =
⎡⎣ 𝑋 𝑉
𝑉 ′ ?¯?
⎤⎦ , (A.2)
tal que
𝑄𝑄−1 =
⎡⎣ 𝑃−1𝑋 + 𝑃−1𝑉 ′ 𝑃−1𝑉 + 𝑃−1?¯?
𝑃−1𝑋 + 𝑈𝑉 ′ 𝑃−1𝑉 + 𝑈?¯?
⎤⎦ =
⎡⎣ I 0
0 I
⎤⎦ (A.3)
e
𝑃−1𝑋 + 𝑃−1𝑉 ′ = I ⇒ (𝑋 + 𝑉 )𝑃−1 = 𝑃𝑃−1 ⇒ 𝑉 = 𝑃 −𝑋. (A.4)
Em seguida, define-se a transformação de congruência 𝑇
𝑇 =
⎡⎣ 𝑃 𝑋
0 𝑉 ′
⎤⎦ , (A.5)
tal que
𝑄𝑇 =
⎡⎣ I I
I 0
⎤⎦ . (A.6)
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Aplicando essa transformação em (3.8) obtêm-se
𝑇 ′𝐴𝑐𝑙𝑄𝑇 + 𝑇 ′𝑄𝐴′𝑐𝑙𝑇 ≺ 0,
𝑇 ′𝑄𝑇 = 𝑇 ′𝑄′𝑇 ≻ 0, (A.7)
sendo
𝑇 ′𝐴𝑐𝑙𝑄𝑇 =
⎡⎣ 𝑃 0
𝑋 𝑉
⎤⎦ ⎡⎣ 𝐴 𝐵𝐶𝑐
𝐵𝑐𝐶 𝐴𝑐
⎤⎦ ⎡⎣ I I
I 0
⎤⎦
=
⎡⎣ 𝑃 (𝐴+𝐵𝐶𝑐) 𝑃𝐴
𝑋(𝐴+𝐵𝐶𝑐) + 𝑉 𝐵𝑐𝐶 + 𝑉 𝐴𝑐 𝑋𝐴+ 𝑉 𝐵𝑐𝐶
⎤⎦ .
(A.8)
A seguinte substituição de termos é realizada
𝐴+𝐵𝐶𝑐 = 𝐴𝐾 , 𝑉 𝐵𝑐 = 𝐹, 𝑉 𝐴𝑐 = 𝑆, (A.9)
e as LMIs resultantes são
𝑇 ′𝐴𝑐𝑙𝑄𝑇 + 𝑇 ′𝑄𝐴′𝑐𝑙𝑇 =
⎡⎣ 𝑃𝐴𝐾 + 𝐴′𝐾𝑃 𝑃𝐴+ 𝐴′𝐾𝑋 + 𝐶 ′𝐹 ′ + 𝑆 ′
⋆ 𝑋𝐴+ 𝐴′𝑋 + 𝐹𝐶 + 𝐶 ′𝐹 ′
⎤⎦ ≺ 0, (A.10)
que equivale a equação (3.27) para o caso precisamente conhecido, e
𝑇 ′𝑄𝑇 =
⎡⎣ 𝑃 0
𝑋 𝑉
⎤⎦⎡⎣ 𝑃−1 𝑃−1
𝑃−1 𝑈
⎤⎦⎡⎣ 𝑃 𝑋
0 𝑉 ′
⎤⎦ =
⎡⎣ 𝑃 𝑃
𝑃 𝑋
⎤⎦ ≻ 0, (A.11)
que equivale a equação (3.26).
A.2 Método de Projeto por Separação com Restrição de Amorte-
cimento
Essa seção apresenta o desenvolvimento do algoritmo proposto em Ramos et al.
(2004). Da mesma forma que no algoritmo anterior, a primeira etapa consiste no problema
de realimentação de estados. Partindo da desigualdade (3.6), fazendo 𝐴 + 𝐵𝐶𝑐 = 𝐴𝐾 e
aplicando a desigualdade (3.15) para um amortecimento mínimo de 𝑐𝑜𝑠(𝜃), a matriz 𝐴𝐾
é estável e possui os autovalores contidos no cone definido pelo ângulo 𝜃 (área hachurada
da Figura 6), se e somente se existir uma matriz 𝑌 = 𝑌 ′ ≻ 0 que satisfaça (CHIALI;
GAHINET, 1996)
(𝑊 ⊗ 𝐴𝐾)𝑌 + 𝑌 (𝑊 ⊗ 𝐴𝐾)′ ≺ 0 (A.12)
sendo 𝑌 = diag(𝑌, 𝑌 ) e
𝑊 =
⎡⎣ 𝑠𝑒𝑛 𝜃 𝑐𝑜𝑠 𝜃
−𝑐𝑜𝑠 𝜃 𝑠𝑒𝑛 𝜃
⎤⎦
Ao desenvolver o produto de Kronecker de (A.12) (A.12), obtém-se⎡⎣ 𝑠𝑒𝑛 𝜃𝐴𝐾 𝑐𝑜𝑠 𝜃𝐴𝐾
−𝑐𝑜𝑠 𝜃𝐴𝐾 𝑠𝑒𝑛 𝜃𝐴𝐾
⎤⎦⎡⎣ 𝑌 0
0 𝑌
⎤⎦+
⎡⎣ 𝑌 0
0 𝑌
⎤⎦⎡⎣ 𝑠𝑒𝑛 𝜃𝐴′𝐾 −𝑐𝑜𝑠 𝜃𝐴′𝐾
𝑐𝑜𝑠 𝜃𝐴′𝐾 𝑠𝑒𝑛 𝜃𝐴
′
𝐾
⎤⎦ ≺ 0
APÊNDICE A. Métodos de Projeto com LMIs 99
⎡⎣ 𝑠𝑒𝑛 𝜃(𝐴𝐾𝑌 + 𝑌 𝐴′𝐾) 𝑐𝑜𝑠 𝜃(𝐴𝐾𝑌 − 𝑌 𝐴′𝐾)
⋆ 𝑠𝑒𝑛 𝜃(𝐴𝐾𝑌 + 𝑌 𝐴′𝐾)
⎤⎦ ≺ 0.
Substituindo-se 𝐴𝐾𝑌 por 𝐴𝑌 +𝐵𝐿, ou seja, fazendo 𝐶𝑐𝑌 = 𝐿, produz-se a seguinte LMI
⎡⎣ 𝑠𝑒𝑛 𝜃(𝐴𝑌 + 𝑌 𝐴′ +𝐵𝐿+ 𝐿′𝐵′) −𝑐𝑜𝑠 𝜃(𝐴𝑌 − 𝑌 𝐴′ +𝐵𝐿− 𝐿′𝐵′)
⋆ 𝑠𝑒𝑛 𝜃(𝐴𝑌 + 𝑌 𝐴′ +𝐵𝐿+ 𝐿′𝐵′)
⎤⎦ ≺ 0, (A.13)
a qual possibilita o cômputo do controlador por realimentação de estados, 𝐶𝑐 = 𝐿𝑌 −1.
Em seguida, a segunda etapa do algoritmo é iniciada para encontrar matrizes 𝐴𝑐 e 𝐵𝑐 que
assegurem o amortecimento mínimo de 𝑐𝑜𝑠(𝜃).
A restrição de amortecimento (3.15) é aplicada na desigualdade (3.8) resul-
tando em
(𝑊 ⊗ 𝐴𝑐𝑙)?¯?+ ?¯?(𝑊 ⊗ 𝐴𝑐𝑙)′ ≺ 0,
?¯? = ?¯?′ ≻ 0, (A.14)
em que
𝑊 =
⎡⎣ 𝑠𝑒𝑛 𝜃 𝑐𝑜𝑠 𝜃
−𝑐𝑜𝑠 𝜃 𝑠𝑒𝑛 𝜃
⎤⎦ .
Após desenvolver o produto Kronecker, as desigualdades têm a seguinte estru-
tura ⎡⎣ 𝑠𝑒𝑛 𝜃(𝐴𝑐𝑙𝑄+𝑄𝐴′𝑐𝑙) 𝑐𝑜𝑠 𝜃(𝐴𝑐𝑙𝑄−𝑄𝐴′𝑐𝑙)
⋆ 𝑠𝑒𝑛 𝜃(𝐴𝑐𝑙𝑄+𝑄𝐴′𝑐𝑙)
⎤⎦ ≺ 0,
?¯? = ?¯?′ ≻ 0,
(A.15)
sendo
𝐴𝑐𝑙 =
⎡⎣ 𝐴 𝐵𝐶𝑐
𝐵𝑐𝐶 𝐴𝑐
⎤⎦ , 𝑄 =
⎡⎣ 𝑃−1 𝑃−1
𝑃−1 𝑈
⎤⎦ , ?¯? = diag(𝑄,𝑄),
𝑃 = 𝑃 ′ ≻ 0, 𝑈 = 𝑈 ′ ≻ 0.
Assim como na Seção A.1, as desigualdades matriciais (A.15) não são LMIs
devido a existência de multiplicações entre variáveis. As seguintes manipulações são rea-
lizadas de forma a linearizar o problema.
Define-se
𝑄−1 =
⎡⎣ 𝑋 𝑉
𝑉 ′ ?¯?
⎤⎦ , 𝑇 =
⎡⎣ 𝑃 𝑋
0 𝑉 ′
⎤⎦ e 𝑄𝑇 =
⎡⎣ I I
I 0
⎤⎦ .
Aplicando a transformação de congruência 𝑇 = diag(𝑇, 𝑇 ) em (A.15) obtêm-se
𝑇 ′(𝑊 ⊗ 𝐴𝑐𝑙)?¯?𝑇 + 𝑇 ′?¯?(𝑊 ⊗ 𝐴𝑐𝑙)′𝑇 ≺ 0
𝑇 ′?¯?𝑇 = 𝑇 ′?¯?′𝑇 ≻ 0 (A.16)
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e, após desenvolver o produto Kronecker, as desigualdades resultantes são⎡⎣ 𝑠𝑒𝑛 𝜃(𝑇 ′𝐴𝑐𝑙𝑄𝑇 + 𝑇 ′𝑄𝐴′𝑐𝑙𝑇 ) 𝑐𝑜𝑠 𝜃(𝑇 ′𝐴𝑐𝑙𝑄𝑇 − 𝑇 ′𝑄𝐴′𝑐𝑙𝑇 )
⋆ 𝑠𝑒𝑛 𝜃(𝑇 ′𝐴𝑐𝑙𝑄𝑇 + 𝑇 ′𝑄𝐴′𝑐𝑙𝑇 )
⎤⎦ ≺ 0
𝑇 ′?¯?𝑇 = 𝑇 ′?¯?′𝑇 ≻ 0
, (A.17)
sendo 𝑇 ′𝐴𝑐𝑙𝑄𝑇 dado por (A.8) e fazendo uma mudança de termos similar a (A.9), tem-se
(A.10), (A.11) e que
𝑇 ′𝐴𝑐𝑙𝑄𝑇 − 𝑇 ′𝑄𝐴′𝑐𝑙𝑇 =
⎡⎣ 𝑃𝐴𝐾 − 𝐴′𝐾𝑃 𝑃𝐴− 𝐴′𝐾𝑋 − 𝐶 ′𝐹 ′ − 𝑆 ′
𝑋𝐴𝐾 + 𝐹𝐶 + 𝑆 − 𝐴′𝑃 𝑋𝐴− 𝐴′𝑋 + 𝐹𝐶 − 𝐶 ′𝐹 ′
⎤⎦ ,
𝑇 ′?¯?𝑇 = diag(𝑇 ′𝑄𝑇, 𝑇 ′𝑄𝑇 ),
são válidas.
A.3 Recuperação de Variáveis do Algoritmos B
No algoritmo B descrito no Capítulo 3 e desenvolvido na Seção A.2, a inversão
da matriz 𝑉 é necessária para a recuperação de variáveis. O raciocínio apresentado a
seguir permite concluir que essa matriz é não-singular.
A matriz de Lyapunov utilizada no algoritmo é definida como:
?¯? = ?¯?′ ≻ 0, ?¯? =
⎡⎣ 𝑄 0
0 𝑄
⎤⎦ , (A.18)
sendo
𝑄 =
⎡⎣ 𝑃−1 𝑃−1
𝑃−1 𝑈
⎤⎦ , 𝑄−1 =
⎡⎣ 𝑋 𝑉
𝑉 ′ ?¯?
⎤⎦ , (A.19)
logo
𝑃−1 =(𝑃−1)′ ≻ 0,
𝑈 =𝑈 ′ ≻ 0,
𝑋 =𝑋 ′ ≻ 0,
?¯? =?¯? ′ ≻ 0.
(A.20)
Fazendo 𝑄𝑄−1, tem-se
𝑄𝑄−1 =
⎡⎣ 𝑃−1𝑋 + 𝑃−1𝑉 ′ 𝑃−1𝑉 + 𝑃−1?¯?
𝑃−1𝑋 + 𝑈𝑉 ′ 𝑃−1𝑉 + 𝑈?¯?
⎤⎦ =
⎡⎣ I 0
0 I
⎤⎦ (A.21)
De (A.21) vem:
𝑃−1𝑉 + 𝑃−1?¯? = 0 =⇒ 𝑉 = −?¯? =⇒ 𝑉 ≺ 0, (A.22)
por ser estritamente menor que 0, 𝑉 não tem autovalores nulos e portanto é inversível.
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A.4 Recuperação de Variáveis do Algoritmo C
No algoritmo C apresentado na Seção 3.4.3, é necessário inverter a matriz 𝑉𝐷
para a recuperação de variáveis. O raciocínio apresentado a seguir mostra que a formulação
do problema assegura que 𝑉𝐷 seja não-singular.
Na desigualdade (3.43), a matriz 𝐹𝑖 aparece na diagonal principal no termo
−𝜉𝐹 ′𝑖 − 𝜉𝐹𝑖. Desta forma, é assegurado que 𝐹𝑖+𝐹 ′𝑖 ≻ 0, isso implica que 𝐹𝑖 é não singular
e, portanto, possui posto completo.
Como
𝐹𝑖 =
⎡⎣ 𝐹𝑖 0
0 𝐹𝑖
⎤⎦ 𝐹𝑖 =
⎡⎣ 𝑄𝑖 𝑄𝑖
𝑌𝑖 + 𝑉𝐷 𝑌𝑖
⎤⎦ (A.23)
pode-se afirmar que:
(i) 𝐹 ∈ R2𝑛×2𝑛 | 𝑟𝑎𝑛𝑘(𝐹 ) = 2𝑛 ;
(ii) @
⎡⎣ 𝑣
𝑦
⎤⎦ ̸= 0 | 𝐹
⎡⎣ 𝑣
𝑦
⎤⎦ = 0 .
Os índices 𝑖 e 𝐷 foram desconsiderados para simplificar a demonstração, uma vez que não
interferem no raciocínio. Das afirmações anteriores conclui-se que:
@
⎡⎣ 𝑣
𝑦
⎤⎦ ̸= 0 |
⎡⎣ 𝑄(𝑣 + 𝑦)
(𝑌 + 𝑉 )𝑣 + 𝑌 𝑦
⎤⎦ = 0 . (A.24)
Fazendo 𝑦 = −𝑣:
@ 𝑣 ̸= 0 |
⎡⎣ 0
𝑉 𝑣
⎤⎦ = 0 =⇒ 𝑟𝑎𝑛𝑘(𝑉 ) = 𝑛 . (A.25)
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APÊNDICE B – Restrição de
amortecimento mínimo no HIFOO
Nessa seção é apresentada a função criada para incluir a restrição de amor-
tecimento mínimo no HIFOO. O código apresentado tem como base a função specabs.m
presente no HIFOO.
1 function [f, G] = restAmortecimento(A)
2 % New function to minimum damping restriction, based in the spectral
3 % abscissa function (specabsc.m) from HIFOO 3.5
4 % Input:
5 % A − Closed loop system matriz
6 % Output:
7 % f − function output, if f>0 the restriction was not met
8 % G − Gradient
9 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
10 if any(any(isnan(A)|isinf(A)))
11 f = inf;
12 G = nan(size(A));
13 return
14 end
15
16 % Desired minimum damping:
17 zeta=0.05;
18
19 % Pole placement matrix W:
20 theta=acos(zeta);
21 W=[sin(theta),cos(theta); −cos(theta),sin(theta)];
22
23 % Kroenecker product:
24 AA=kron(W,A);
25
26 % Gamma coefficient, makes f=0 if the desired damping has been reached:
27 absc= max(real(eig(AA)));
28 if absc<0
29 gamma=0;
30 else
APÊNDICE B. Restrição de amortecimento mínimo no HIFOO 103
31 gamma=1;
32 end
33
34 % Minimum damping restraint weight::
35 rho=999;
36
37 % Spectral abscissa of AA and its gradient
38 % Beginning of code taken from the specabsc.m function:
39 if nargout < 2
40 f = max(real(eig(AA)));
41 else
42 A=AA;
43 [V, Lambda] = eig(A);
44 lambda = diag(Lambda);
45 [f, k] = max(real(lambda)); % spectral abscissa
46 lam = lambda(k); % corresponding eigenvalue
47 v = V(:,k); % and right eigenvector
48 % this alternative way is usually fine but it is slightly less reliable
49 % left eigenvector is right eigenvector of A' for conjugate eigenvalue
50 % u_alt = (A − lam*I)'\randn(n,1);
51 % scale = u_alt'*v;
52 % u_alt = u_alt/(scale'); % so that u_alt'*v = 1
53 % the following is consistently reliable
54 n = length(A);
55 I = eye(n);
56 e = I(k,:);
57 u = e/V; % relevant row of inverse of V (left row eigenvector)
58 % might possibly have to perturb V to make it nonsingular
59 perturb = 1e−16*max(max(abs(V)));
60 while isnan(u)
61 % fprintf('specabsc:****** matrix of right eigenvectors is singular,
perturbing\n')
62 V = V + perturb*randn(size(V));
63 u = e/V;
64 perturb = 10*perturb;
65 end
66 u = u'; % by convention the conjugate transpose is usually called left
eigenvector
67 % (right eigenvector of A' for the conjugate eigenvalue)
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68 % r = norm(A'*u−lam'*u); % these are very consistent in random tests
69 % r_alt = norm(A'*u_alt−lam'*u_alt); % these vary widely
70 G = u*v'; % gradient in complex matrix space
71
72 % End of code taken from the specabsc.m function:
73 G=rho*gamma*G;
74 end
75 f=rho*gamma*f;
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APÊNDICE C – Dados dos SEE Estudados
C.1 Sistema Equivalente do Sul-Sudeste Brasileiro
O Sistema Equivalente do Sul-Sudeste Brasileiro possui cinco geradores com
modelo de quinta ordem, com os parâmetros descritos na Tabela 16. Todos os geradores
são equipados com RAT e ESP com estrutura apresentada na Figura 2, sendo 𝑇𝑅 = 0.05
e 𝐾𝐴 = 30. Os parâmetros dos ESPs são apresentados na Tabela 17, esses ESPs serão
utilizados como referência para avaliar os controladores projetados no presente trabalho.
Tabela 16 – Parâmetros dos geradores do Sistema Equivalente do Sul-Sudeste Brasileiro
Gerador Base (MVA) 𝐻 𝑥𝑑 𝑥𝑞 𝑥′𝑑 𝑥′′𝑑 𝑥𝑙 𝑇 ′𝑑 𝑇 ′′𝑑 𝑇 ′′𝑞
1 1900 4,5 85,0 70,0 30,0 20,0 15,0 5,0 0,053 0,123
2 1400 4,5 85,0 70,0 30,0 20,0 15,0 5,0 0,053 0,123
3 1944 4,5 88,0 69,0 30,0 20,0 15,0 5,0 0,060 0,09
4 6633 5,07 90,0 68,0 30,0 24,0 18,0 7,6 0,090 0,19
7 6000 5,0 100,0 70,0 30,0 25,0 18,0 8,0 0,090 0,2
Tabela 17 – Parâmetros dos 𝐸𝑆𝑃𝑟𝑒𝑓 do Sistema Equivalente do Sul-Sudeste Brasileiro
Gerador 𝐾𝑆𝑇𝐴𝐵 𝑇𝑊 𝑇1 𝑇2 𝑇3 𝑇4 𝑉𝐸𝑆𝑃,𝑀𝑎𝑥 𝑉𝐸𝑆𝑃,𝑀𝑖𝑛
1 10 3,0 0,3 0,075 0,3 0,075 0,2 -0,2
2 10 3,0 0,3 0,075 0,3 0,075 0,2 -0,2
3 10 3,0 0,3 0,075 0,3 0,075 0,2 -0,2
4 16 3,0 0,52 0,065 0,52 0,065 0,2 -0,2
C.2 Sistema New England Reduced Model
Os geradores são descritos por modelos de quarta ordem e seus parâmetros são
apresentados na Tabela 18, os parâmetros utilizados apenas nas simulações não lineares
são apresentados na Tabela 19. Todos os geradores são equipados com RAT utilizado o
modelo AC4C (Figura 27), descrito em IEEE Power and Energy Society (2016), sendo
o ganho dos reguladores e a constante de tempo de disparo dos tiristores 𝐾𝐴 = 200 e
𝑇𝐴 = 0.015, respectivamente. É utilizado um bloco lead-lag em série com regulador com
constantes de tempo 𝑇𝐵 = 10.0 e 𝑇𝐶 = 1.0 e a constante de tempo do transdutor de
tensão é 𝑇𝑅 = 0.01. Na Figura 27, o sinal 𝐸𝑓𝑑 representa a tensão de campo aplicada
ao gerador, sendo 𝐸𝑓𝑑𝑀𝐼𝑁 e 𝐸𝑓𝑑𝑀𝐴𝑋 os seus limitadores, 𝑉𝑟𝑒𝑓 corresponde à tensão de
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referência, 𝑉𝑡 é a tensão terminal do gerador (𝑉𝑓 após passar pelo transdutor) e 𝑉𝐸𝑆𝑃 é o
sinal de modulação da tensão de referência fornecido pelo ESP.
Os ESP utilizados no Benchmark Systems for Small-Signal Stability Analysis
and Control possuem a estrutura apresentada na Figura 2 e seus parâmetros são descri-
tos na Tabela 20. No projeto com LMIs os RATs desse sistema foram substituídos por
reguladores de primeira ordem com estrutura apresentada na Figura 2, com 𝑇𝑅 = 0.01 e
𝐾𝐴 = 100.
Tabela 18 – Parâmetros dos geradores do Sistema New England Reduced Model
Gerador Barramento Base (MVA) 𝐻 𝑥𝑑 𝑥𝑞 𝑥′𝑑 𝑥′𝑞 𝑥𝑙 𝑇 ′𝑑 𝑇 ′𝑞
1 39 100 500 0,02 0,019 0,006 0,008 0,003 7,0 0,7
2 31 100 30,3 0,295 0,282 0,0697 0,17 0,035 6,56 1,5
3 32 100 35,8 0,2495 0,237 0,0531 0,0876 0,0304 5,7 1,5
4 33 100 28,6 0,262 0,258 0,0436 0,166 0,0295 5,69 1,5
5 34 100 26,0 0,67 0,62 0,132 0,166 0,054 5,4 0,44
6 35 100 34,8 0,254 0,241 0,05 0,0814 0,0224 7,3 0,4
7 36 100 26,4 0,295 0,292 0,049 0,186 0,0322 5,66 1,5
8 37 100 24,3 0,29 0,28 0,057 0,0911 0,028 6,7 0,41
9 38 100 34,5 0,2106 0,205 0,057 0,0587 0,0298 4,79 1,96
10 30 100 42,0 0,1 0,069 0,031 0,008 0,0125 10,2 0,0
Tabela 19 – Parâmetros estimados para a simulação não linear
Gerador 𝑥′′𝑑 𝑇 ′′𝑑 𝑇 ′′𝑞
1 0,004 0,05 0,035
2 0,050 0,05 0,035
3 0,045 0,05 0,035
4 0,035 0,05 0,035
5 0,089 0,05 0,035
6 0,040 0,05 0,035
7 0,044 0,05 0,035
8 0,045 0,05 0,035
9 0,045 0,05 0,035
10 0,025 0,05 0,035
Vref
Efd
-
+
+
VESP
Vt
Efd MIN
Efd MAX
 
     
KA
1 + sTA
Vf 1 + sTC
1 + sTB
Figura 27 – Diagrama de blocos do RAT
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Tabela 20 – Parâmetros dos ESPs do Sistema New England Reduced Model
Gerador 𝐾𝑆𝑇𝐴𝐵 𝑇𝑊 𝑇1 𝑇2 𝑇3 𝑇4 𝑉𝐸𝑆𝑃,𝑀𝑎𝑥 𝑉𝐸𝑆𝑃,𝑀𝑖𝑛
1 1,0 10,0 5,0 0,60 3,0 0,50 0,2 -0,2
2 0,5 10,0 5,0 0,40 1,0 0,10 0,2 -0,2
3 0,5 10,0 3,0 0,20 2,0 0,20 0,2 -0,2
4 2,0 10,0 1,0 0,10 1,0 0,30 0,2 -0,2
5 1,0 10,0 1,5 0,20 1,0 0,10 0,2 -0,2
6 4,0 10,0 0,5 0,10 0,5 0,05 0,2 -0,2
7 7,5 10,0 0,2 0,02 0,5 0,10 0,2 -0,2
8 2,0 10,0 1,0 0,20 1,0 0,10 0,2 -0,2
9 2,0 10,0 1,0 0,50 2,0 0,10 0,2 -0,2
10 1,0 10,0 1,0 0,05 3,0 0,50 0,2 -0,2
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APÊNDICE D – Diagramas de Bode dos
Controladores Projetados com LMI
Nessa seção são apresentados os diagramas de bode comparando a resposta
em frequência dos controladores projetados com LMIs. A comparação é realizada entre o
controlador projetado e o controlador obtido após a redução de ordem.
D.1 Sistema Equivalente do Sul-Sudeste Brasileiro
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Figura 28 – Resposta em frequência dos ESPs 1 e 2, originais e reduzidos, projetados para
o Sistema Equivalente do Sul-Sudeste Brasileiro
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Figura 29 – Resposta em frequência dos ESPs 3 e 4, originais e reduzidos, projetados para
o Sistema Equivalente do Sul-Sudeste Brasileiro
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Figura 30 – Resposta em frequência do 𝐸𝑆𝑃(5), original e reduzido, projetado para o
Sistema Equivalente do Sul-Sudeste Brasileiro
D.2 Sistema New England Reduced Model
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Figura 31 – Resposta em frequência dos ESP 1 a 4, originais e reduzidos, projetados para
o Sistema New England Reduced Model Modificado
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Figura 32 – Resposta em frequência dos ESP 5 a 10, originais e reduzidos, projetados para
o Sistema New England Reduced Model Modificado
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APÊNDICE E – ESP Projetados para o
Sistema New England Reduced Model
As funções de transferência dos ESPs projetados para o Sistema New England
Reduced Model, com ambos algoritmos de projeto estudados, são apresentadas nesta seção.
E.1 ESP Projetados com LMIs
ESP Projetados com LMIs (Algoritmo B) para os pontos de operação do Grupo
2:
𝐸𝑆𝑃(10) =
1, 047× 105(𝑠+ 93, 46)(𝑠+ 36, 91)(𝑠+ 8, 598)(𝑠+ 2, 726)
(𝑠+ 758, 8)(𝑠+ 15, 07)(𝑠+ 11, 47)(𝑠2 + 173, 3𝑠+ 8941)
𝐸𝑆𝑃(2) =
2, 524× 106(𝑠+ 1, 109)(𝑠+ 7, 792)(𝑠+ 96, 19)(𝑠+ 120, 6)
(𝑠+ 6729)(𝑠+ 120, 6)(𝑠+ 1, 136)(𝑠2 + 104, 1𝑠+ 6119)
𝐸𝑆𝑃(3) =
2, 928× 105(𝑠+ 91, 64)(𝑠+ 37, 96)(𝑠+ 9, 788)(𝑠+ 1, 901)
(𝑠+ 1479)(𝑠+ 32, 91)(𝑠+ 1, 919)(𝑠2 + 130, 9𝑠+ 5580)
𝐸𝑆𝑃(4) =
4, 551× 105(𝑠+ 90)(𝑠+ 16, 15)(𝑠+ 8, 209)(𝑠+ 2, 667)
(𝑠+ 1666)(𝑠+ 15, 77)(𝑠+ 2, 549)(𝑠2 + 160, 6𝑠+ 8583)
𝐸𝑆𝑃(5) =
1, 981× 105(𝑠+ 10, 06)(𝑠+ 7, 192)(𝑠2 + 185, 7𝑠+ 8650)
(𝑠+ 1193)(𝑠+ 83, 84)(𝑠+ 9, 87)(𝑠2 + 98, 94𝑠+ 3535)
𝐸𝑆𝑃(6) =
4, 701× 105(𝑠+ 5, 59)(𝑠+ 8, 089)(𝑠2 + 166𝑠+ 6917)
(𝑠+ 1898)(𝑠+ 57, 38)(𝑠+ 5, 951)(𝑠2 + 144, 8𝑠+ 6963)
𝐸𝑆𝑃(7) =
4, 088× 105(𝑠+ 91, 16)(𝑠+ 44, 65)(𝑠+ 9, 813)(𝑠+ 1, 863)
(𝑠+ 2009)(𝑠+ 38, 96)(𝑠+ 1, 902)(𝑠2 + 131, 1𝑠+ 6520)
𝐸𝑆𝑃(8) =
5, 005× 105(𝑠+ 92, 6)(𝑠+ 30, 78)(𝑠+ 7, 728)(𝑠+ 5, 175)
(𝑠+ 1855)(𝑠+ 30, 65)(𝑠+ 7, 138)(𝑠2 + 137, 9𝑠+ 7571)
𝐸𝑆𝑃(9) =
3, 049× 105(𝑠+ 88, 29)(𝑠+ 45, 27)(𝑠+ 14, 24)(𝑠+ 2, 088)
(𝑠+ 1900)(𝑠+ 44, 99)(𝑠+ 2, 081)(𝑠2 + 119𝑠+ 5268)
𝐸𝑆𝑃(1) =
2, 573× 105(𝑠+ 84, 19)(𝑠+ 17, 06)(𝑠+ 1, 729)
(𝑠+ 697, 1)(𝑠+ 1, 719)(𝑠2 + 177, 7𝑠+ 1, 265× 104)
(E.1)
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ESP Projetados com LMIs (Algoritmo B) após a redução de ordem:
𝐸𝑆𝑃(10) =
1, 044× 105(𝑠+ 14, 52)(𝑠+ 1, 125)
(𝑠+ 746, 5)(𝑠+ 72, 61)(𝑠+ 6, 912)
𝐸𝑆𝑃(2) =
2, 525× 106(𝑠+ 96, 21)(𝑠+ 7, 751)
(𝑠+ 6729)(𝑠2 + 104, 1𝑠+ 6119)
𝐸𝑆𝑃(3) =
2, 928× 105(𝑠+ 101, 4)(𝑠+ 10, 38)
(𝑠+ 1480)(𝑠2 + 136𝑠+ 5584)
𝐸𝑆𝑃(4) =
4, 552× 105(𝑠+ 90, 38)(𝑠+ 8, 606)
(𝑠+ 1666)(𝑠2 + 160, 9𝑠+ 8600)
𝐸𝑆𝑃(5) =
1, 981× 105(𝑠+ 100, 9)(𝑠+ 7, 381)
(𝑠+ 1194)(𝑠2 + 97, 8𝑠+ 3460)
𝐸𝑆𝑃(6) =
4, 701× 105(𝑠+ 109, 5)(𝑠+ 7, 927)
(𝑠+ 1899)(𝑠2 + 145, 7𝑠+ 6421)
𝐸𝑆𝑃(7) =
4, 088× 105(𝑠+ 99, 96)(𝑠+ 10, 33)
(𝑠+ 2010)(𝑠2 + 134, 5𝑠+ 6467)
𝐸𝑆𝑃(8) =
5, 005× 105(𝑠+ 93, 2)(𝑠+ 5, 715)
(𝑠+ 1855)(𝑠2 + 138, 3𝑠+ 7586)
𝐸𝑆𝑃(9) =
3, 049× 105(𝑠+ 88, 58)(𝑠+ 14, 29)
(𝑠+ 1900)(𝑠2 + 119𝑠+ 5261)
𝐸𝑆𝑃(1) =
2, 573× 105(𝑠+ 84, 13)(𝑠+ 17, 08)
(𝑠+ 697, 1)(𝑠2 + 177, 6𝑠+ 1, 265× 104)
(E.2)
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E.2 ESP Projetados com HIFOO
Tabela 21 – Parâmetros dos ESPs projetados com otimização não convexa
Gerador Função de Transferência do ESP
Grupo 1 Grupo 2 Grupo 3
𝐸𝑆𝑃(10)
79.644(𝑠+605.5)
(𝑠2+1230𝑠+3.784𝑒05)
100.2(𝑠−9.408)
(𝑠2+54.75𝑠+1062)
17.734(𝑠+6.537)
(𝑠2+11.96𝑠+35.86)
𝐸𝑆𝑃(2)
−1348.7(𝑠+660)
(𝑠+468.9)(𝑠+84.45)
4167.4(𝑠+2.068)
(𝑠2+5.663𝑠+570.6)
−341.31(𝑠+2.484)
(𝑠+18.55)(𝑠+2.483)
𝐸𝑆𝑃(3)
−1.1383𝑒05(𝑠+27.47)
(𝑠+2.972𝑒04)(𝑠+2.987)
1904.2(𝑠−8.01)
(𝑠+81.77)(𝑠+8.153)
−65.457(𝑠−3.142)
(𝑠2+0.7928𝑠+3.914)
𝐸𝑆𝑃(4)
299.7(𝑠+236.2)
(𝑠+362.2)(𝑠+237.9)
−6.9718𝑒05(𝑠+1.503𝑒04)
(𝑠+1.501𝑒04)(𝑠+1.447𝑒04)
−7.2162(𝑠+6.814)
(𝑠+4.06)(𝑠+0.3472)
𝐸𝑆𝑃(5)
1254.8(𝑠−0.8228)
(𝑠2+19.88𝑠+154.5)
440.54(𝑠−170)
(𝑠2+41.02𝑠+1169)
−249.64(𝑠−0.2473)
(𝑠2+2.88𝑠+2.738)
𝐸𝑆𝑃(6)
5.3739(𝑠+64.01)
(𝑠2+122.1𝑠+3792)
−185(𝑠+32.36)
(𝑠+29.32)(𝑠+5.229)
−21.039(𝑠+723.4)
(𝑠+723.2)(𝑠+722.2)
𝐸𝑆𝑃(7)
−372.62(𝑠+33.52)
(𝑠+26.03)(𝑠+6.439)
812.98(𝑠−9.768)
(𝑠2+42.53𝑠+925.9)
−34.949(𝑠+6.307)
(𝑠2+12.39𝑠+39.18)
𝐸𝑆𝑃(8)
−1885.4(𝑠−7.555)
(𝑠+614.6)(𝑠+0.5644)
53.631(𝑠+62.14)
(𝑠2+421.3𝑠+4.457𝑒04)
10.907(𝑠+1.701)
(𝑠2+0.7331𝑠+1.676)
𝐸𝑆𝑃(9)
35427(𝑠+50.86)
(𝑠+501.9)(𝑠+101.9)
3.005𝑒05(𝑠+1.26)
(𝑠+1362)(𝑠+33.39)
−93.959(𝑠+11.43)
(𝑠2+8.562𝑠+21.37)
𝐸𝑆𝑃(1)
958.05(𝑠+487.8)
(𝑠+666.9)(𝑠+22.5)
9221.2(𝑠+13.14)
(𝑠2+6.041𝑠+1594)
98.936(𝑠+3.312)
(𝑠2+5.526𝑠+19.58)
