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Abstract 
PART I: 
We have synthesized a series of spin S = 1/2 distorted triangular lattice materials 
Cu2(1-x)Zn2x(OH)3NO3 ( 0 0.65x≤ ≤ ) and their long chain alkyl carboxylic group 
intercalated derivatives, Cu2(1-x)Zn2x(OH)3(C7H15COO).mH2O ( 0 0.29x≤ ≤ ).  Their 
structural properties, magnetic properties and specific heat have been carefully studied in 
this thesis. We found that antiferromagnetic-type long-range order develops in all the 
nitrate group compounds below the Neel temperatures TN, which decreases with 
increasing Zn content.  For the organic long chain intercalated samples, the temperature 
dependence of magnetic susceptibility suggests that the low temperature state is a 
spin-glass-like phase, or more specifically, a cluster glass.  Typical glassy behaviors are 
also observed in the time evolution of the remanent magnetization data.  The specific 
heat data displays no visible peaks, which agrees with many spin-glass-like materials.  
Moreover, we found that the susceptibility follows power laws aTχ −∝ with two 
different exponents a in two successive regimes above the freezing temperature Tf, from 
which we propose that quantum Griffiths phases could exist in the intermediate 
temperature regime. 
  Abstract 
iv 
PART II:  
Extraordinary Electroconductance (EEC) belongs to a class of geometry driven 
interfacial effects EXX, where E = extraordinary and, to date, XX = magnetoresistance 
(MR), piezoconductance (PC) and optoconductance (OC).  EEC is defined to be the 
percentage change in the device conductance with and without an external electric field. 
A well-designed EEC device can be used as a sensitive electric field sensor.  In our 
study, a maximum 5.3% of EEC under an electric field of 2.5kV/cm at 300K has been 
obtained.  The central part of our EEC devices is the vertical Au/Ti-GaAs 
metal-semiconductor Schottky interface.  We found that the change in the sample 
conductance is due to the change in the depletion width under an external electric field.  
A two-layer analytical model was built to quantitatively explain the field dependence and 
geometrical dependence of the EEC effect.  The predictions of this one adjustable 
parameter model agree very well the experimental results.
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1 
Part I 
Frustrated Magnetism in distorted 
triangular lattice materials 
   
2 
Chapter 1 
Fundamentals of Magnetism 
 
The discovery of magnetic materials and phenomena dates back to thousands of years 
ago according to the ancient Chinese and Greek literature.  The first prominent 
application is the compass, which is considered as one of the major technological 
prerequisites for the Age of exploration starting in the 15th century.  Since the rise of 
modern science, great efforts have been invested to systematically study Magnetism, 
which finally leads to Maxwell’s unifying theory of electromagnetism.   However, the 
microscopic basis of magnetism has never been established until the discovery of 
Quantum Theory, which provides an effective tool to describe small objects such as 
atoms, electrons, phonons and etc. 
 Magnetism is also a central subject of condensed matter physics.  On one hand, the 
study of magnetism closely relates to the deep collective physics of a large ensemble of 
atoms and electrons.  This is still considered as the stiffest puzzle in physics, even the 
laws of the individual atom and electron are quite clear.    On the other hand, magnetic
      
1.1 atomic origin of magnetism  
                                                  
3 
materials play a very important role in modern electronics.  Nowadays, the widely used 
magnetic devices such as flash drives and hard drives have made the storage and quick 
access of mass information possible.  
 This chapter is organized as follows.  Section 1.1 discusses the atomic origin of 
local magnetic moments.  Section 1.2 will review several important inter-atomic 
interactions.  Several magnetic structures will be discussed in Section 1.3.  Finally, in 
section 1.4, the experimental techniques used to measure DC and AC magnetic 
susceptibility will be covered.    
 
1.1 Atomic origin of magnetism 
1.1.1   Single electron 
The magnetic moments of atoms and ions arise from two contributions: the circular 
motion of electrons and the intrinsic spin term.  The atomic nuclei also have magnetic 
spins but their influence is only important in some special cases. 
.  
Figure 1.1  A circulating current loop 
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 As shown in Fig 1.1, the classical picture of magnetic dipole is a circulating current 
loop, where the magnetic moment 2m I rπ=  (SI unit).  If the current is actually 
originated from a moving particle with charge q, velocity v and mass M, then the 
magnetic moment can be expressed as 
2 2
q qm Mrv L
M M
= =                        (1.1) 
in which the angular momentum L is directly related to the magnetic moment. The 
magnetic moment of an electron in an atom is more or less similar to this picture.  But 
we should resort to Quantum Mechanics to correctly determine the orbital angular 
momentum of an electron. 
Let us consider the Hydrogen-like atom with only one outer shell electron. The 
influence of the nuclei and other inner shell electrons is simplified into a central Coulomb 
potential
2
04
ZeV
rπε= −  .  Thus, the electron wave function will be governed by the 
Schrödinger Equation, 
2( )
2 e
V E
m
ψ ψ ψΗ = − ∇ + ==                     (1.2) 
where the me is the mass of electron.  In spherical coordinates, the operator is 
2 2
2
2 2 2 2
1 1 1 1 (sin )
sinsin
r
r r r
θθ θ θθ φ
⎡ ⎤∂ ∂ ∂ ∂∇ = + +⎢ ⎥∂ ∂∂ ∂⎢ ⎥⎣ ⎦
           (1.3) 
As discussed in many classical Quantum Mechanics text books [1], the bound state 
solution to Eqn (1.2) can be separated into radial term and angular term as  
                         ( , , ) ( ) ( , )
l lnlm nl lmr R r Yψ θ φ θ φ=                     (1.4) 
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The numbers n, l and ml are principal, angular momentum and magnetic quantum 
numbers, respectively.  A set of three quantum numbers uniquely specifies one spatial 
wave function.  The quantum numbers are integers that comply with the following rules: 
1,2,3,...
0,1,2,..., 1
, 1,..., 1,l
n
l n
m l l l l
=
= −
= − − + −
                            (1.5) 
 To investigate the orbital angular momentum of the above wave functions, we should 
introduce 2 new operators, 
2
2 2
2 2
1 1(sin )
sin sin
L θθ θ θ θ φ
⎧ ⎫∂ ∂ ∂⎪ ⎪≡ − +⎨ ⎬∂ ∂ ∂⎪ ⎪⎩ ⎭
=                    (1.6)  
and 
zL i φ
∂= ∂
=                                             (1.7)            
The wave functions ( , , )
lnlm rψ θ φ  are also their eigen functions: 
2 2( , , ) ( 1) ( , , )
l lnlm nlmL r l l rψ θ φ ψ θ φ= + =                         (1.8) 
( , , ) ( , , )
l lz nlm l nlmL r m rψ θ φ ψ θ φ=                                                             (1.9) 
The magnitude of orbital angular moment |L| is then given by  
| | ( 1)L l l= + =                                                                   (1.10)  
The projection of orbital angular moment with respect to the z direction of the spherical 
coordinate is lm = .  In this case, the choice of the z direction is arbitrary.  However, if 
an external magnetic field is switched on and the field direction is set to z, the 
different lm  means different energy levels.  That is why they are called magnetic 
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quantum numbers. Substituting Eqn. (1.10) into Eqn. (1.1), we will obtain the orbital 
contribution to magnetic moment of an electron in the wave function ( , , )
lnlm rψ θ φ , 
( 1) ( 1)
2 Be
em l l l l
m
μ= − + = − +=                        (1.11) 
where 
2B e
e
m
μ = = is Bohr magneton.  In some cases, the more useful quantity is the 
projection of magnetic moment with respect to z direction (field direction), z l Bm m μ= . 
 In addition to 3 quantum numbers describing the spatial wave function, each electron 
also has the intrinsic property called spin.  The spin of the electron gives rise to a spin 
angular momentum, 
| | ( 1)S s s= + =                             (1.12) 
in which s is spin quantum number, and is always equal to 1/2 for electrons.  One more 
quantum number 1( )
2s
m = ± is required to give the projection of spin angular momentum 
with respect to the z direction.  However, unlike the orbital angular moment case, the 
spin magnetic moment with respect to the z direction is 
                            s s Bm g m μ= −                             (1.13) 
where the gs is a constant called Landé g-factor. The g-factor has the value 2 for the 
electron spin and 1 for the orbital angular momentum. 
The spin and orbital magnetic moment of electrons are actually coupled by so called 
spin-orbit interactions.  If the spin-orbit terms are included in Eqn. (1.2), then the total 
angular momentum instead of spin or orbital angular moment becomes good quantum 
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number.  The total angular momentum quantum number J and its projection on the z axis 
is determined by 
, 1,...,| |
, 1,..., 1,J
J L S L S L S
M J J J J
= + + − −
= − − + −                          (1.14). 
The projection of the magnetic moment on the z axis is  
                          J Bm gm μ= −                                (1.15) 
where the Landé g-factor g is [2], 
( 1) ( 1) ( 1)1
2 ( 1)
J J S S L Lg
J J
+ + + − += + +                   (1.16) 
                       
1.1.2  Many-electron System 
The extension of the above method Many-electron system is not trivial.  In principle, we 
could solve the many-electron Schrödinger Equation to obtain the total angular 
momentum of any other atoms or ions.  However, it is impractical to solve these 
equations analytically.  The compromising methods people have taken are either 
introducing approximations to build an affordable theory or summarizing a set of rules 
based on experimental results. 
One of most used approximation is called the “Hartree-Fock method” [3].  The total 
Hamiltonian can be written as in the sum of several one-electron Hamiltonians, 
2 2
2
02 4
i i i
i i i ii
ZeH H V
m rπε= = − ∇ + +∑ ∑ ∑ ∑
=                    (1.17) 
The influence of other electrons is approximated by static spherical symmetrical 
Coulomb potentials Vi.  At this moment, the spin orbit and other interaction are 
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neglected. Usually an iterative procedure will be applied: The wave function solved using 
above Hamiltonian will be used to improve the form of potentials Vi.  These steps are 
repeated until the minimal energy solution is obtained. 
 In principle, we could apply the above Hartree-Fock method and find out N lowest 
energy wave functions, 1 2( , ), ( , ),..., ( , )Nσ σ σΨ Ψ Ψr r r , where σ is the spin coordinate.  
For simplicity, we assume that these N states are not degenerate.  To construct a correct 
ground state wave function, the Pauli Exclusion Principle should be considered, which 
requires that total wave function of electrons must be anti-symmetrical.  The correct 
wave function can be expressed as a determinant [3], 
N 1 11 1 1 2 1 1
N 2 21 2 2 2 2 2
1 N N 2 N N
Ψ (r ,σ )Ψ (r ,σ )      Ψ (r ,σ )    . . .  
Ψ (r ,σ )Ψ (r ,σ )     Ψ (r ,σ )   . . .
Ψ . . .                  . . .            . . . . .
. . .                  . . .            . . .
Ψ (r ,σ )   Ψ (r ,σ )
=
N N N
 .
. . .
Ψ (r ,σ )
                  (1.18) 
 The above theoretical treatment is successful when applied to the lightest atoms, such 
as Helium.  However, the theorem fails to explain electron configurations of the heavier 
atoms because it is too simplified.  Fortunately, a group of three Hund’s rules, which are 
based on atomic spectroscopic experiments, has been discovered and used to determine 
the ground state configurations for many-electron atoms.  The 3 Hund’s rules are: 
1. First rule:  The electron configurations with the largest total spin quantum number 
S lie lowest in energy.  
2. Second rule:  For a given spin arrangement selected by first rule, the ground states 
maximize the value of the total angular momentum quantum number L. 
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3. Third rule:  For the L and S values selected by the first and second rules, the total 
angular momentum quantum number favors the minimum value |L-S| for less then 
half filled shells and the maximum value L+S for more then half filled shells. 
The detailed discussion can be found in ref. 4.  The basic assumption of Hund’s rule 
is that the spin-orbit interactions are small compared to spin-spin interactions and 
orbit-orbit interactions.  In this thesis, the most discussed ions are Cu2+ and Zn2+.  
According to Hund’s rules, the ground states of them are listed in Table 1.1.  
 
Name lZ= 2   1   0   -1   -2 S L J Symbol 
Cu2+     1/2 2 5/2 2D5/2 
Zn2+     0 0 0 1S0 
Table 1.1 The ground states of Cu2+ and Zn2+ predicted by Hund’s rules (After ref. 4). 
 
The Zn2+ has a closed shell configuration and thus possesses a total angular 
momentum J = 0.  As a result, the ground state of Zn2+ is nonmagnetic.  However, the 
total angular momentum J =5/2 of Cu2+ doesn’t agree with experimental results.  Instead, 
the measured value of J is close to 1/2.  It seems that the total orbital angular moment 
takes the value 0.  This phenomenon is well known as “the quenching of orbital angular 
momentum”, which is a common effect of all iron (3d) group ions with a strong crystal 
field effect.  The reason is that the crystal fields of neighboring ions are strong enough 
to lift the degeneracy of the total orbital momentum L-multiplet.  In addition, a closer 
observation would tell us that the real angular momentum of Cu2+ J is always slightly 
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larger than 1/2. (See Chapter 2).  This is due to the spin-orbit interaction, which will 
re-introduce a small component of orbital angular momentum in spite of the quenching. 
In this section, we discussed the localized magnetism of an isolated atom or ion.  
The local magnetic moment is due to angular momentum, including spin and orbital 
angular momentum.  The addition of individual angular momentum to total angular 
momentum J depends on the relative strength of spin-spin, orbit-orbit and spin-orbit 
interactions.  The magnetic moment associating with J is J Bm gm μ= , in which the Landé 
g-factor depends on both intra-and inter-atomic interactions.  In insulating solids, the 
angular momentum of one individual ion or atom can be roughly treated as a vector.  It 
is important to note that the inter-atomic interactions and external fields determine the 
relative orientations of neighboring atoms or ions’ angular momentum.      
  
1.2 The inter-atomic interactions 
The atoms and ions in the solid state are not isolated.  Instead they interact with each 
other through dipole-dipole, exchange, super-exchange and other long-range interactions.  
In the following subsections, we will introduce three of them. 
 
1.2.1  Dipole-dipole interaction 
The long-range dipole-dipole interaction is a purely magnetic interaction which can be 
well understood in the context of classical electromagnetism. For two local magnetic 
moments, the interaction energy between them is, 
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                0 3 2
( )( )
3
4 ij ij
E
r r
μ
π
⎛ ⎞⎜ ⎟= −⎜ ⎟⎝ ⎠
1 ij 2 ij
1 2
m r m r
m m
i ii                     (1.19) 
 
 
   
Figure 1.2  The dipole-dipole interaction between two magnetic moments 
 
The energy E decreases as 1/ rij3, and will die out rapidly.  Let us examine a simple 
case in which m1 and m2 are parallel to each other and have the value of 1 Bohr magneton.  
Assume that they are 2 Å apart from each other which is a pretty common value in a solid. 
Then the energy E will be much less than 10-4 eV, which is also much smaller than the 
intra-atomic interaction energy scale.  Thus, this effect is only important when the 
temperature is very low (< 1K).  But the magnetic ordering has been found to occur at 
much higher temperatures (> 300K) in many materials, in which the exchange 
interactions originating from quantum effects effectively couple the neighboring ions. 
 
1.2.2   Exchange Interactions 
The exchange interaction is caused by the interplay of the Pauli Exclusion Principle and 
Coulomb interaction.  The simplest model to apply to the exchange interaction is a 
two-electron model.  We can write a Hamiltonian with only electron-electron and 
electron-nucleus Coulomb interactions, 
rij
rjri 
m1 m2
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2
2 2
1 2 1 2
0 1 2
1 1( ) ( )
2 4e
e V H H V
m r rπεΗ = − ∇ + ∇ − + + = + +
=              (1.20) 
Where  
                          
2
2
02 4
i i
e i
e
m rπεΗ = − ∇ −
=   (1.21) 
and the potential V includes all the other Coulomb interactions.  For simplicity, we only 
consider the two lowest energy single-electron spatial wave functions of Hi, 
1( )a rψ and 2( )b rψ .  According to the Pauli Exclusion Principle, there are only two 
possibilities for the total wave function: a symmetric spatial wave function with a singlet 
spin state (anti-symmetric) or an anti-symmetric spatial wave function with a triplet spin 
state (symmetric).  The total wave functions are [5]: 
                    ( )1 2 2 11 ( ) ( ) ( ) ( )2S a b a b Sr r r rψ ψ ψ ψ ψ χ= +                (1.22) 
                    ( )1 2 2 11 ( ) ( ) ( ) ( )2T a b a b Tr r r rψ ψ ψ ψ ψ χ= −                (1.23) 
Where the Sχ and Tχ are singlet and triplet spin states.  The energies of the two states are 
ES and ET, respectively.   If we limit our considerations to the above four states, an 
effective Hamiltonian can be written as [5] 
                     1 ( ) ( )
4 S T S T
H E E E E= + − − 1 2S Si                     (1.24) 
By defining the zero point, the Hamiltonian can further simplified as 
                            H J= − 1 2S Si                              (1.25) 
where the energy splitting between singlet and triplet state is S TJ E E= − .  From Eqn. 
(1.25), we can clearly see a spin-dependent form although there is no spin-dependent 
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term in the original Hamiltonian (Eqn. (1.20)).  The wave functions 1( )a rψ and 2( )b rψ  
could be two single-electron states in one atom or two neighboring atoms.  If it is the 
latter case, this spin-dependent Hamiltonian means an inter-atomic interaction.  If J > 0 
(<0), the triplet(singlet) states are energetically favored.  The Hamiltonian (1.25) can be 
generalized to many-electron systems, in which S1 and S2 will be given new physical 
meanings, atomic spins [6].  If the above scheme is applied to any pairs of atomic spins 
in a solid, we could arrive at the so-called Heisenberg model Hamiltonian, 
                          ij
ij
H J= −∑ i jS Si                             (1.26) 
which is the starting point for many theoretical works.  
 
1.2.3   Super-exchange    
The exchange interactions described in the previous section are also called direct 
exchange because they are the consequence of direct Coulomb interactions between 
electrons from neighboring ions.  However, in many materials, such as transition metal 
oxides MeO, the magnetic ions are well separated by a nonmagnetic ion (such as O2-).  
It is impossible to have a direct exchange interaction that is big enough to account for 
magnetic order.  In these materials, an indirect exchange arises, which is mediated by 
the O2- in between the metal ions.  One example of super-exchange interactions is 
shown in Fig. 1.3 for Mn-O-Mn.  
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Figure. 1.3  The super-exchange interactions in MnO 
 
The Mn2+ ion has 5 half filled 3d orbits. The 5 electrons all have the same spin 
orientation due to Hund’s first rule.  The center O2- has fully occupied 2p orbits with 
two antiparallel electron spins.  The O2- 2p electrons can spread into two neighboring 
Mn2+’s 3d orbit to lower the kinetic energy.  However, if the two neighboring Mn2+s’ 
atomic spins are parallel, one of the above spreading is forbidden by Pauli Exclusion 
Principle.  So in this case, the antiparallel configuration is favored energetically.  The 
parallel configurations are also possible in some other situations. 
The super-exchange interaction can also be described by a Heisenberg Hamiltonian 
as (1.26).  The sign and strength of the coupling constant, J, are very sensitive to the 
Me-O-Me bond length and bond angle.  The bond angle dependence of super-exchange 
is given by the well-known Goodenough-Kanamori-Anderson rules [7]: Me-O-Me bonds 
of 180°and 90°lead to strong antiferromagnetic and ferromagnetic interactions while 
the intermediate angle case is ambiguous.
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1.2.4   Dzyaloshinskii-Moriya interactions 
In some low symmetry crystals, an anisotropic exchange interaction, 
Dzyaloshinskii-Moriya (DM), could arise from the interplay of the spin-orbit interaction 
and the super-exchange interaction [8]. The DM interaction is described by the 
Hamiltonian,  
                      ( )H = − ×i jD S Si                                 (1.27) 
where D is a vector along a high-symmetry axis [6].  The DM interaction would cant 
two antiparallel spins although it is usually about two orders of magnitude less than the 
super-exchange interaction. 
 
1.3  Magnetic structures 
In the previous section, we have discussed several inter-atomic interactions, which would 
finally lead to various magnetic structures.  The search for the magnetic ground states of 
various materials and excitations at finite temperature is always one of the central themes 
of condensed matter physics.  In this section, I will discuss the paramagntism, which 
exists in high temperature states for most magnetic materials, and the ferromagnetism, 
antiferromagnetism and spin glass states. 
1.3.1   Paramagnetism 
As discussed in section 1.1, many atoms or ions possess a permanent magnetic moment. 
There are many good examples in transition metal oxides, such as CuO, NiO, CoO and 
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etc.  Although the magnetic moments are coupled by various inter-atomic interactions, 
the thermal energy could cause random alignments of magnetic moments when the 
temperature T is high enough.  If an external magnetic field H is applied, a small 
magnetic susceptibility M Hχ =  will be observed.  At temperature high enough, 
the magnetization exhibits 1/T temperature dependence.    
              
Figure 1.4  The randomly orientated moments in a Paramagnet and each of them are 
fluctuating with time. 
 
 Using the knowledge of Statistical Mechanics, the temperature dependence of the 
susceptibility can be explained.  Let us consider N non-interacting ions with total 
magnetic momentum J.  If an external magnetic field B is applied, then there are 2J+1 
possible energy levels (SI units), 
                0 0,B J J BE gm H m H gμ μ λ λ μ μ= = =                  (1.28) 
where , 1,..., 1,Jm J J J J= − − + − .  The partition function for this system is 
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                        exp( )
J
J
J
m J
Z m Hβλ
=−
= −∑                        (1.29) 
Where 1/ kTβ = .  According to Statistical Mechanics, the magnetization M for N ions is 
given by 
    
0
( )J
N lnZM N JB JH
H
λ βλμ β
∂= − =∂                    (1.30) 
where the Brillouin function JB is 
                 2 1 2 1 1 1( ) coth coth
2 2 2 2J
J JB x x x
J J J J
+ += −                  (1.31) 
When H kTλ  , the molar susceptibility is given by [4] 
                      
2
0 ( ) ( 1)
3
B
m A
B
g J JN
k T
μ μχ +=                        (1.32) 
This is well-known Curie-Law.  In real applications, sometimes we use the effective 
magnetic moment  
                        1/2[ ( 1)]eff Bg J Jμ μ= +                          (1.33) 
which is often expressed in unit of the Bohr magneton Bμ .  Experimentally we could fit 
the temperature dependence of the susceptibility to /m C Tχ = , where the Curie constant 
C is                  
                          
2
0 ( )
3
eff
A
B
C N
k
μ μ=                            (1.34) 
From the Curie constant, the effective moment can be estimated.  In many cases, we will 
use CGS units instead of SI units.  If mχ is given in the units of emu/Oe-mol, there is a 
useful empirical expression for the effective moment 
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                          2.828eff BCμ μ=                            (1.35) 
1.3.2   Ferromagnetism and Antiferromagnetism 
If the ions in a solid are strongly coupled by the inter-atomic interactions discussed in 
section 1.2, various magnetic ordered structures could form at low temperature.  Let us 
consider a system, in which the interactions between magnetic ions are described by the 
nearest neighbor Heisenberg Hamiltonian, 
                          ij
ij
H J= −∑ i jS Si                             (1.36) 
when 0ijJ > for all cases, the neighboring spins tend to align parallel to each other. At 
zero temperature, all the atomic spins in the solid are aligned parallel as shown in Fig. 
1.5(a).  This material is named a ferromagnet.  If the coupling constant 0ijJ <  for all 
cases, the atomic spins are aligned antiparallel as in shown in Fig. 1.5(b).  This is 
so-called antiferromagnet.   
The ferromagnet exhibits spontaneous magnetization at a critical temperature, TC 
(Curie temperature) even without an external magnetic field.  One alternative view point 
of an antiferromagnet is that it consists of two interpenetrating sub-lattices.  Both of 
them are spontaneously magnetized but in opposite directions below a so-called Neel 
temperature, TN.  The net magnetization is 0 due to the cancellation of the two 
sub-lattice magnetizations. If the external magnetic field is applied, the susceptibility 
follows the Curie-Weiss Law above the critical temperature TC (TN), 
                             
cw
C
T
χ = − Θ                             (1.37) 
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where the Curie-Weiss temperature cwΘ  is related to coupling constants by the mean 
field theory [4], 
| | ( 1) | | / 3cw BS S z J kΘ = +                    (1.38) 
where z denotes the number of nearest neighbors one ion has. For the ferromagnet 
(antiferromagnet), 0( 0)cwΘ > < . 
 
Figure 1.5 (a) Ferromagnet; (b) Antiferromagnet;  (c) Ferrimagnet;  (d) 
Canted-antiferromagnet  
 In an ideal antiferromagnet, the magnetization at T= 0K must be 0.  In real materials, 
there are some non-ideal “antiferromagnets”.  As shown in Fig. 1.6(c), in a ferrimagnet, 
the magnitudes of two neighboring spin moments are not equal, which results in a net 
spontaneous magnetization.  Another case is that two adjacent spin moments are canted 
from their original antiparallel alignments as shown in Fig. 1.6(d).  This is called a 
canted-antiferromagnet in which the cancellation of two sub-lattices’ magnetization is 
also incomplete. 
      
1.3 Magnetic structures 
                                                  
20 
 
 
 
 
 
Figure 1.6  Ising spins on a square lattice with competing interactions( J > 0). The 
fourth spin is in a frustrated state. 
 
 
 
 
 
 
 
J 
J 
J 
-J 
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1.3.3  Frustration 
In the above ferromagnets and antiferromagnets, the lowest energy configuration is 
achieved by the parallel or antiparallel alignments of neighboring spins.  However, in 
some situations, it is impossible to minimize the energy for all the interactions between 
neighboring pairs of atomic moments.  This phenomenon is called frustration. One 
origin of frustration is competing interactions.  One example of that is shown in Fig. 1.6. 
Four identical Ising spins are arranged on a square lattice in which 3 bonds are 
ferromagnetic (J>0) and the fourth one is antiferromagnetic (-J<0).  No matter how you 
arrange the fourth spin, there is always one unsatisfied bond.   
Geometrical frustration is another class of frustration effects, which arises from the 
contradiction between long-range magnetic order and lattice geometry.  Geometrical 
frustration usually occurs in triangle-based geometries with antiferromagnetically 
coupled Ising spins.  In Fig 1.7(a) left, only two of the three bonds can be satisfied 
simultaneously for the triangular lattice.  As shown in Fig 1.7(a) right, the 3D building 
block of frustrated lattices is a tetrahedron, which is made up by 4 edge-sharing triangles.  
In this case, two of four bonds can be satisfied.  Various 2D and 3D frustrated lattices, 
based on the triangle and tetrahedron blocks, have already been found (See Fig. 1.8).  
The 2D examples are the triangular and Kagomé lattices. The Kagomé lattice is built 
from corner-sharing triangles.  Fig. 1.8 also shows the 3D analogue of triangular and 
Kagome lattice, face-centered-cubic (FCC) and pyroclore lattice, which are built from 
edge-sharing and corner-sharing tetrahedrons, respectively.  
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Figure 1.7  Frustrated plaquettes: (a) Ising spins on a (Left) triangular plaquette (Right) 
the tetrahedron.  (b)  The 2D Heisenberg (XY) spins on a triangle. The interactions 
between spins are antiferromagnetic (After ref [9]). 
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Figure 1.8 2D and 3D frustrated lattice (After ref. [10]). 
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If the Ising spins on a triangle are replaced by the XY spins, there are two fold 
degenerate ground states, in which the spins are arranged 120°relative to neighboring 
spins, as shown in Fig. 1.7(b).  The two states distinguish themselves from each other by 
their different chirality.  For the triangular lattice, this chirality extends to the whole 
lattice, which results in a long-range ordered ground state with 3 sub-lattices (so called 
Neel-type states).  However, the Kagomé lattice is still frustrated since the chirality of 
one triangle could not extend to its neighboring corner-sharing triangles, which could 
have different chiralities.    
The frustration affords a system with macroscopically degenerate ground states.  
The degree of degeneracy varies with different geometries and the different nature of 
spins (Ising, XY or isotropic Heisenberg) [11].  Experimentally, the frustration effect 
would reduce the long-range magnetic order or even completely remove it. One example 
is shown in Fig. 1.9 for the systems with antiferromagnetic interactions ( 0cwΘ < ). 
Without frustration, the onset of long range antiferromagnetic order appears at Neel 
temperature | |N cwT Θ∼ .  However, in a frustrated system, the Neel temperature 
| |N cwT Θ or even the ordering disappears.  Thus the ratio 
| | / |cw Nf T= Θ                         (1.39) 
is often used as the measure of the degree of magnetic frustration [10].  The Neel 
temperature NT  can be replaced by other critical temperatures where a magnetic order 
appears. 
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Figure 1.9 The experimental manifestation of frustration for the systems with 
antiferromagnetic interactions (After [10]). 
 
Figure 1.10  Frozen spin moments in (a) a spin glass at a time t0 and a later time t1 (b) a 
cluster glass
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1.3.4  Spin glass 
In a paramagnet, the atomic moment on each lattice point is fluctuating due to thermal 
excitations.  In a ferromagnet or antiferromagnet at T = 0, each moment is frozen into 
one particular direction, and there is prevailing magnetic order throughout the lattice.  
Spin glass, which is different from the above two cases, has randomly orientated frozen 
local moments as shown in Fig. 10(a).  But below the freezing temperature Tf, the total 
magnetization 0i t
i
S =∑ and the staggered 
magnetization 1 exp( ) 0 ( )t
i
i N
N
= → ∞∑ i iS k Ri [12], which means that there is no 
long-range order present in the whole lattice.  It is possible that the local magnetic order 
develops in a spin-glass-like state.  As shown in Fig. 10(b), a cluster glass is one 
example. 
   The spin glass state arises from the interplay of the frustration effect and stochastic 
disorder, which was firstly discovered in diluted magnetic alloys CuMn.  The spin glass 
state has also been discovered in many other materials, such as those with strong 
geometrical frustration.  The most prominent common feature for various spin glass or 
spin-glass-like materials is thermal magnetic irreversibility, which manifests itself as a 
large difference between the field-cooled (FC) and zero-field-cooled (ZFC) 
magnetization (See Chapter 2, 3 and 4).  Other experimental results that characterize a 
spin glass have been reviewed in ref. 12.  However, there is one question that people are 
still speculating about: whether a purely frustrated system without disorder could afford a 
spin glass state or not.  No final consensus has been achieved.
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1.4  Experimental techniques 
One of the most widely used techniques for detecting material magnetization is based on 
the well-known Faraday’s law of induction, 
- dV
dt
φ=                            (1.40) 
in which the electromotive force V induced in a loop is proportional to the rate of change 
in magnetic flux enclosed by the loop.  Due to the small size, the samples are usually 
modeled as a magnetic dipole, which induces a magnetic field given by 
                   30 03 2
23( )( ) ( )
34
B
r r
μ μ δπ
⎛ ⎞= − +⎜ ⎟⎝ ⎠
m r rr m m ri                 (1.41) 
As shown in Fig. 1.11, the flux of a dipole moment through a loop with radius R is   
2
0
2 2 3/ 22 ( )
m R
Z R
μφ = +                      (1.42) 
 
Figure 1.11  The magnetic flux of a dipole through a loop just above it 
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R 
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Figure 1.12  A schematic view of a vibrating sample magnetometer. 
H Sample Coil 
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1.4.1  DC susceptibility  
The susceptibility of a sample in a static magnetic field H is M Hχ = , which is called DC 
magnetic susceptibility.  One of tools used to measure the DC susceptibility is a 
vibrating sample magnetometer (VSM).  Fig. 1.12 shows a schematic view of a VSM, in 
which a magnetic field H is supplied by a superconducting magnet and the sample is 
vibrating between the two signal pick-up coils.  Usually the sample is vibrated 
sinusoidally with a low frequency f (e.g. 40Hz ).  The voltage signal induced by the 
sample movement is then sent to a lock in amplifier using a reference signal with the 
frequency and phase of the sample movement.   A commercial VSM made by Quantum 
Design can measure a magnetization 610−< emu [13]. 
 
1.4.2 AC susceptibility 
If an alternating magnetic field sin( )acH H tω= is applied to the sample, then the 
magnetization of the sample generally has a phase lag ϕ  behind the driving field.  
Thus the so called AC susceptibility χ  has two components: the in-phase (real) 'χ  
component and out-of-phase (imaginary) component ''χ .  The two components are 
given by, 
' cos( )
'' sin( )
χ χ ϕ
χ χ ϕ
=
=                             (1.43) 
 The AC susceptibility can be measured by a mutual inductance AC magnetometer, 
which consists of a primary coil and two secondary pick-up coils as shown in Fig. 1.13.  
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The primary coil provides the driving magnetic field H.  Two counter-wound pick-up 
coils are connected in series in order to cancel the background signal.  The signal is then 
sent back to a dual channel lock-in amplifier using the driving signal as a reference.  
The real component 'χ  and imaginary component ''χ are separated into the two channels 
of lock-in amplifier. 
 
Figure 1.13  A schematic view of mutual inductance AC magnetometer 
Fig. 1.14 shows a design and a photo of our home-made AC magnetometer. The coils 
are wound on a G10 coil form using 60 mμ  copper wires.  The detailed dimensions of 
the coil form are shown in Fig. 1.14(a).  The 10-layer primary coil has 5549 turns and 
the two 11-layer secondary has 1200 turns.  After the cancellation, the background 
signal is <0.2% of that without cancellation.  The Keithley current source 6221 is used 
to drive the primary coil and the signal is picked up by a Stanford SR830 Lock in 
amplifier. The signal from the superconducting transition of a 30mg lead ball sample 
taken by this AC magnetometer is shown in Fig. 1.15.  A commercial model of AC 
susceptometer is also offered by Quantum Design with a sensitivity 2x10-8 emu at 10kHz 
[13]. The sensitivity is decreasing with decreasing measure frequency. 
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Figure 1.14  (a) The design of a mutual inductance AC magnetometer coil form (b) The 
real photo 
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Figure 1.15  The superconducting transition of a lead sample resolved by the 
home-made AC magnetometer shown in Fig. 1.14. 
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Chapter 2 
Magnetic Properties of S = 1/2 
quasi-triangular lattice materials: 
Cu2(1-x)Zn2x(OH)3NO3/(C7H15COO).
mH2O 
 
2.1 Abstract 
We have investigated the structural and magnetic properties of two classes of spin S 
= 1/2 antiferromagnetic quasi-triangular lattice materials: Cu2(1-x)Zn2x(OH)3NO3 
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( 0 0.65x≤ ≤ ) and its long chain organic derivatives Cu2(1-x)Zn2x(OH)3(C7H15COO).mH2O 
( 0 0.29x≤ ≤ ).  The series of layered structure compounds constitute a substitutional 
magnetic system, in which spin S = 1/2 Cu2+ ions and nonmagnetic Zn2+ ions are 
arranged on a 2D quasi-triangular lattice.  For the nitrate compounds, we found that the 
substitution of Zn2+ ions can continuously decrease the Néel temperature, TN, but never 
completely remove the magnetic order.  In addition, the frustration effect in these 
materials is suppressed by a 3D interlayer interaction.   On the other hand, the 
corresponding long-chain alkyl carboxylic acid group of intercalated materials, 
Cu2(1-x)Zn2x(OH)3(C7H15COO).mH2O, show spin-glass like behavior, which is caused by 
the interplay of geometric frustration and mixed sign interactions.  A tentative 
explanation for these findings is proposed in terms of a cluster-glass picture.  
 
2.2  Introduction 
The study of frustrated interacting spin systems with unconventional magnetic 
ordering has attracted intense theoretical and experimental attention [1-3].  Geometric 
frustration, which endows the system with a macroscopically degenerate classical ground 
state, is believed to be one key factor that will destroy the formation of classical 
antiferromagnetic type order at a temperature determined by the spin coupling strength.  
Many materials with frustrated geometry such as layered triangular antiferromagnets [4], 
Kagóme magnets [5] and pyrochlore compounds [6, 7] have been shown to display a 
plethora of exotic low temperature phenomena including disordered spin liquid states, 
“order by disorder” and zero temperature Quantum Phase transitions, etc. 
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The triangular Quantum Heisenberg Antiferromagnet (TQHAF) is an ideal 
geometrically frustrated system that has attracted heavy theoretical interest during the 
past 25 years [8-11].  A prime focus of this interest has been the fluctuations in the S = 
1/2 quantum system which were postulated to reduce the non-collinear Néel-type spin 
order (three-sublattice order) leading to a spin liquid phase without long range order.  
Although extensive theoretical effort has been invested and some model materials [12-16] 
have been put forward, no final consensus has been achieved regarding the disordered 
liquid like ground states.  New spin S = 1/2  triangular lattice materials, especially 
those with tunable geometry and spin orders, will enable us to explore the low 
temperature phases of the TQHAF and help address the above issue.  Accordingly, we 
report here our study on two classes of mixed metal ion quasi-triangular materials with 
adjustable magnetic ion concentration and interlayer distance, namely 
Cu2(1-x)Zn2x(OH)3NO3 and Cu2(1-x)Zn2x(OH)3(C7H15COO).mH2O (m is the number of 
water molecules).   
The botallackite-type monoclinic (see below) compound Cu2(OH)3NO3, is a layered 
structure hydroxy double salt in which the spin-1/2 Cu2+ ions are on a quasi-triangular 
lattice similar to the perfect triangular lattice of Mg2+ ions in Mg(OH)2.  As 
schematically shown in Fig. 2.1, the in-plane lattice of the Cu2+ ions is almost triangular 
except for the slight 3% difference in the lattice vectors a1 and a2.  This distortion 
results because Cu2+ ions favor a 4-coordinated square lattice exhibited by many high 
temperature superconductors [17] rather than a 6-coordinated triangular lattice.  In each 
layer, Cu2+ sites can be categorized into two different groups Cu(I) and Cu(II) by the 
different octahedral environments they encounter.  The adjacent Cu layers are widely 
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Figure 2.1 The left hand panel shows a perspective view of the basal unit of 
Cu2(OH)3NO3.  The right hand panel shows a c-axis view of the Cu layer and its 
planar unit cell (dark rectangle).  a1 = 3.03 Å ≠ a2 = 3.17 Å.  
separated by 2 layers of NO3 groups, which can be replaced by even longer alkyl 
carboxylic acid anions to increase the c-axis basal spacing and enhance the 2D character.  
The parent compound Cu2(OH)3NO3 and its organic derivatives have been studied by 
Linder et al. [18] and Gîrţu et al. [19], respectively.  However, to our knowledge, the 
mixed ion compounds have not previously been studied. 
The non magnetic Zn ion can be introduced into the copper layers to study the effect 
of geometric frustration with reduced magnetic order in both the NO3 compounds and 
C7H15COO compounds.  In this paper, we will report the structural and magnetic 
properties of the two classes of mixed ion compounds Cu2(1-x)Zn2x(OH)3NO3 and
Cu2(1-x)Zn2x(OH)3(C7H15COO).mH2O as a function of increased Zn concentration in the 
copper layers. 
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2.3  Experimental Details 
2.3.1 Sample Preparation 
 
The preparation of powder samples of Cu2(1-x)Zn2x(OH)3NO3 follows the common 
synthesis routes of Hydroxy Double Salts [M1-xM’x]2(OH)3X (here X represents univalent 
anions, such as - -3Cl , NO etc.), in which one metal oxide M’O is reacted with the water 
solution of another metal salt MX2 under hydrothermal conditions [20].  In our study, we 
found that the metal oxide M’O can also be replaced by metal hydroxide M’(OH)2.  The 
x = 0 base compound Cu2(OH)3NO3 was synthesized through reaction of  200mg 
Cu(OH)2 and 20 ml 1M Cu(NO3)2 aqueous solution at 65 CD  for 3 days.  The pale blue 
precipitate was separated by filtering and washing by distilled water 6 times, and then 
dried at 75 CD  in air for 24 hours.  Single crystal samples can be obtained if the above 
hydrothermal reactions are carried out in an autoclave at T = 220 CD  for 2 weeks [18].  
The x = 0.13 (0.19, 0.29, 0.43, 0.55, 0.65) mixed ion compounds were made by similar 
reactions, replacing the Cu(OH)2 by 1.35g (1.48g, 1.79g, 1.95g, 2.44g, 3.26g) of ZnO 
powders.  The interlayer nitrate ions can be substituted by long-chain anions such as 
carboxylic acid anions in anion exchange reactions.  To prepare long-chain organic 
derivatives, Cu2(1-x)Zn2x(OH)3(C7H15COO).mH2O, 200 mg of the Cu2(1-x)Zn2x(OH)3NO3 
powder samples were dispersed into 40ml 0.5M C7H15COONa water solution.  The 
products were then filtered and washed 3 times in distilled water and 3 times in ethanol, 
and then dried at 75 CD  in air for 24 hours.  The Zn concentrations of the mixed metal 
  2.3 Experimental Details    
                                                   
39 
ion compounds were determined by an Agilent 7500 ce Inductively Coupled Plasma 
Mass Spectrometer (ICP-MS) after the powder samples were dissolved in nitric acid. 
 
2.3.2  Measurement Details 
 
The powder X-ray diffraction (XRD) was performed with an automated Rigaku 
D-MAX Diffractometer with Cu-Kα radiation ( λ = 1.54 Å).  The X-ray tube was 
operated at 35kV and 30mA.   The intensity data was collected over a scan over 
10 90−D D  in steps of 0.03D  at room temperature.   Before measurement, the 
as-prepared powder samples were ground in a mortar and pestle to maintain uniform 
grain size and then affixed to a glass sample holder with a thin layer of Vaseline. This 
procedure resulted in a visually observable preferential planar orientation of the platelet 
like crystallites of the long chain samples with the c-axis normal to the plane of the glass 
holder.  In most experiments, the scan speed was set to 1/2 degree per minute. 
The 2-300K DC magnetization data was collected with a vibrating sample 
magnetometer (VSM, PPMS, Quantum Design) with a 9-T superconducting magnet.  
The powder samples were compressed into 10 – 20 mg cylindrical pellets with 3 mm 
diameter and 2-4 mm length by a hydraulic press under 50 psi pressure.  The 
temperature dependence of the magnetic susceptibility was taken using two different 
protocols.  The field-cooled (FC) susceptibility data were collected during the cooling 
process from room temperature under a 100 – 5000 Oe applied static magnetic field.
   We can also cool the sample to the lowest temperature only under the residual field of 
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the superconducting magnet (~2 Oe).  The zero-field-cooled (ZFC) data were then taken 
during warming under an applied field. 
 
2.4 Results and Discussion 
2.4.1 Structure Analysis 
 
Fig. 2.2 shows the XRD patterns for 7 powder samples of Cu2(1-x)Zn2x(OH)3NO3.  
The prominent reflections of the x = 0 parent compound can be indexed to a monoclinic 
structure P21(4) with the unit cell parameters (Å): a = 5.594, b = 6.071, c = 6.923 and 
94.68β = D  [21].  Since the ionic radius of Zn2+ (0.74 Å) is very close to that of Cu2+ 
(0.73 Å) [22], the Zn doped samples are expected to inherit the basic framework of the 
parent compound with little distortion.  As can be seen from Fig. 2.2, the (001) and (002) 
peaks are lined up for all the samples indicating nearly identical c-axis lattice parameters.  
Due to the limited number and width of the diffraction lines and the low symmetry of the 
doped powder samples, a complete structural analysis was not possible.  However, if 
random Cu/Zn occupancy of the P21(4) space group is assumed for the doped 
compounds, as can be expected, their cell parameters can be calculated by a LeBail 
analysis [23].  Using this approach we find an expansion of the b-axis, a slight 
contraction of the a-axis, an x-independent c-axis, and a slight reduction in b with 
increasing Zn concentration as can be seen from Fig. 2. 3.  Moreover, the overlap of 
some ZnO reflections with reflections from the doped compounds further complicates the
  2.4 Results and Discussion    
                                                   
41 
  
 
 
 
Figure 2.2.  (a) The X-ray powder diffraction patterns of 7 different 
Cu2(1-x)Zn2x(OH)3NO3 samples are shown from above to bottom: x = 0, 0.13, 0.19, 0.29, 
0.43, 0.55, 0,65. (b) A zoom in view of reflection peaks of x = 0 and x = 0.29 
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Figure.  2.3.  Cell parameters of 7 short chain samples obtained from the Lebail 
analysis. Fitting quality are as follow (x, Rp, Rwp): (0, 6.213, 8.812), (0.13, 6.653, 
8.922), (0.19, 6.910, 9.244), (0.29, 6.324, 8.955), (0.43, 6.075, 8.634), (0.55, 5.788, 
7.723), (0.65, 5.551, 7.243)   In the fit, the similar quality fit could be obtained with 
slightly different cell parameters (about 0.5%). So the 0.5% error bars were added in the 
figure.
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the X-ray analysis. Nevertheless, the susceptibility we measured for ZnO is from one to 
two orders of magnitude below that of our sample, which guarantees that ZnO impurities, 
if present, will not have a detectable effect on the magnetic aspects of our study. 
A typical XRD pattern of the Zn-substituted intercalated long-chain organic group 
compound is shown in Fig. 2.4 for x = 0.19.  A series of intense (00l) reflections, with 
no other detectable diffraction lines point to the strong two dimensional character of this 
compound and preferential c-axis orientation of our sample.   The interlayer distance of 
the long-chain samples determined from the (00l) reflections is 24.2 Å (consistent with 
the previously reported value [24]) and does not change with Zn concentration.   
 
Figure. 2.4.  The X-ray powder diffraction pattern of 
Cu2(1-x)Zn2x(OH)3(C7H15COO).mH2O for x = 0.19 
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Figure 2.5.  Main panel:2-100K temperature dependence of the DC magnetic 
susceptibility of 7 nitrate anion compounds Cu2(1-x)Zn2x(OH)3NO3.  From bottom to 
top: x = 0, 0.13, 0.19, 0.29, 0.43, 0.55, 0.65.  Left inset: a slight difference between 
ZFC and FC susceptibility of the x = 0.19 sample.  Right inset: 2-300K temperature 
dependence of χ  and its reciprocal for x = 0 crystal sample.  The temperature 
independent susceptibilities are (x, 0χ x10-7 emu/Oe.g): (0,13.491),  (0.13, 0.562),  
(0.19, -1.918),  (0.29, -3.302),  (0.43, -3.369),  (x, -0.524),  (0.65, -1.830).
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2.4.2 Magnetic Susceptibility 
 
The temperature dependence of DC magnetic susceptibility of Cu2(1-x)Zn2x(OH)3NO3 
( 0 0.65x≤ < ) is shown in Fig. 2.5.  For the x = 0 base copper compound, the difference 
in data acquired with FC and ZFC procedures is indistinguishable, indicating that the 
ground state is not glassy.  At T = 11K, a broad peak appears as usually seen in low 
dimension antiferromagnets [25].  The anisotropic behavior of the x = 0 samples was 
observed in previous study, and supports the notion that long-range AF ordering develops 
[18].  The Neel temperature TN defined as the maximum value of | / |d dTχ [26] is 7.3K, 
which is lower than the peak position.  The high temperature data above 50K fits very 
well with the Curie-Weiss formula, 0/( )cwC Tχ χ= − Θ + , in which 0χ  is included to 
incorporate the temperature independent contributions such as core diamagnetism and 
Van Vleck paramagnetism [27]. The parameters are: the Curie Constant C = 3.462 x 10-3 
emu.K/Oe.g, the Curie-Weiss Temperature 2.9cwΘ = − K and -60 1.349 10χ = × emu/Oe.g.  
From the Curie Constant, we can calculate the effective moment and g-factor to be peff = 
1.823 μB and g = 2.11, respectively.  The value of the g-factor is close to the isotropic 
Landé g factor of 2 for the electron which supports the idea that spin coupling is of the 
Heisenberg-type.   
The onset of antiferromagnetic ordering at low temperature can also be observed 
with the other x > 0 samples.  To illustrate the doping effect, we plot the Néel 
temperature, TN, the Curie-Weiss temperature, cwΘ , and the calculated effective moment 
and g-factors in Fig. 2.6 as a function of Zn concentration. The Néel temperature shows a 
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clear decreasing trend with increasing Zn concentration. This can be explained as follows: 
in the parent compound the spin-1/2 Cu2+ ions are coupled by the super-exchange 
interaction through the Cu-O-Cu bonds, while the doped non magnetic Zn2+ ions break 
the bonds in the ion network and effectively reduce the average coupling strength. 
Moreover, from the Curie constant (per mole Cu) slightly larger values of the Landé 
g-factors g = 2.17, 2.22, 2.16, 2.30, 2.28, 2.36 were found for x = 0.13, 0.19, 0.29, 0.43, 
0.55, 0.65, respectively.  The increase in g values may come from the spin-orbit 
interactions and different local environments of Cu sites in different samples [28, 29].  
In the Zn-doped samples, the Zn tends to adopt a tetrahedral coordination, while Cu 
adopts planar coordination.  This difference is suggested as the possible origin of the 
local (g-value) anisotropy.  This explanation is further supported by the fact that the  
small difference between the ZFC and FC susceptibility appears at T < TN for the doped 
samples (see Fig. 2.5 left inset).  We should also note that cwΘ  undergoes a transition 
from negative to positive values at approximately x = 0.3, which indicates the onset of a 
net ferromagnetic interaction.  However, the susceptibility data still show an 
antiferromagnet feature.  The contradiction arises because the Curie-Weiss temperatures 
are so close to 0 that a small change in the Curie constant may lead to a sign change 
in cwΘ .  As a result these positive values are more likely an indication of small 
systematic deviations from the ideal Curie-Weiss behavior of the materials. 
To quantify the frustration in these quasi-triangular systems we employ the 
factor | / |cw Nf T= Θ , which is frequently used as a measure of frustration of a 
magnetically frustrated system [30].  Using this approach, the f values obtained for our 
doped nitrate samples are relatively low (0.4, 0.4, 0.3, 0.1, 0.3, 0.5, 0.3, respectively) in 
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comparison with other materials with geometric frustration (f >10 [30]). These small 
values of f indicate that the systems are unfrustrated or very weakly frustrated.  As 
discussed in Section 3.1, the c-axis lattice parameter (= 6.92Å) in the present case is 
similar to the in-plane lattice parameters, indicating appreciable interlayer coupling in 
this quasi-two-dimensional system; this may diminish the degree of frustration. 
 
Figure 2.6.  (a) The calculated effective moment and g factor for 0 0.65x≤ ≤  
nitrate group samples. (b) The calculated Curie-Weiss temperature and Néel 
temperature for 0 0.65x≤ ≤  nitrate group samples.   
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Figure 2.7.  (a) 2-300K temperature dependence of DC susceptibility χ  and its 
reciprocal for x = 0 Cu2(1-x)Zn2x(OH)3(C7H15COO).mH2O  (b) 0-20K ZFC and FC 
susceptibility of x = 0, 0.13 and 0.19  (c) A  zoom-in view of ZFC and FC 
susceptibility for x = 0.29   The temperature independent susceptibilities are 
(x, 0χ x10-7 emu/Oe.g): (0, -8.415), (0.13, -7.826), (0.19, -5.973),  (0.29,-8.973).
To improve the 2D character of the material, we replaced the interlayer nitrate group 
by a much longer carboxylic acid group C7H15COO.  The temperature dependence of 
the FC magnetic susceptibility and its inverse are plotted in Fig. 2.7(a) for the pure Cu, x 
= 0 sample.  Unlike the short anion compounds, Cu2(1-x)Zn2x(OH)3NO3, the data for this 
improved 2D material starts to deviate significantly from the Curie-Weiss behavior below 
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about 100K.  A steep increase in χ  was observed below about 22 K, which is usually 
seen in materials exhibiting short- or long-range ferromagnetic correlations.  However, 
the Curie-Weiss temperature calculated from the high temperature (100 K-300 K) 
susceptibility data is still negative ( 94cw KΘ = − ), but smaller in magnitude than the 
-140K reported by Gîrţu et al [19].  The much larger magnitudes for the Curie-Weiss 
temperature for these 2D compounds should be noted in comparison with only -2.9 K for 
the nitrate compound. 
The Curie Weiss temperatures for the x = 0.13, x = 0.19, and x = 0.29 compounds 
became less negative to -74 K, -67 K, -64 K, respectively, with Zn substitution, similar to 
the above short chain compounds.  The corresponding Néel temperatures 5.5 K, 2.8 K, 
2.6 K, and 2.5 K, respectively, also showed a decrease with Zn substitution.  The 
calculation of the Landé g-factors provides a way to make a rough estimate on m.  If m 
= 1, 1, 3, 0 for the x = 0, 0.13, 0.19 and 0.29 samples, the resultant g-factors (2.09, 2.18, 
2.18, 2.20) are in good agreement with the values for short chain compounds shown in 
the above section.  The 0 – 20 K ZFC and FC susceptibility data for the x = 0, x = 0.13, 
and x = 0.19 samples are shown in Fig. 2.7(b).  Similar to the x = 0 compound, the 
susceptibility data for the Zn substituted compound showed a sharp increase, but at a 
lower temperature of approximately T = 10K.  Another important feature different from 
the short anion compounds is the onset of much more prominent irreversibility in the 
ZFC and FC data below a certain temperature Tir, which is usually considered as a 
fingerprint of a spin-glass like ground state [31].  Note that Tir decreases with increased 
Zn concentration as does the Neel temperature.  Also, ZFCχ  shows a broad maximum 
at a freezing temperature Tf, slightly smaller than Tir.  The spin-freezing temperatures Tf  
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for x = 0, 0.13, 0.19, 0.29 are 7.2K, 3.2K, 3.1K and 2.7K, respectively.  These values 
are close to the TN discussed above, which suggests that the spin-freezing is related to the 
antiferromagnetic correlation.  In addition, as shown for the x = 0.29 data (see Fig. 
2.7(c)), ZFCχ  increases again at temperatures T < Tf, only for the Zn substituted 
compounds.  The degree of frustration f can be evaluated in two ways: in the first 
method the definition described above, | / |cw Nf T= Θ , yields the values 17.1, 26.4, 25.8, 
and 25.6, for x = 0, 0.13, 0.19, 0.29, respectively.  Alternatively, the freezing 
temperature can be used instead of TN so f =| Θcw / Tf |  and slightly smaller values are 
obtained (13.1, 23.1, 21.6 and 23.7).  In both cases the degree of frustration is much 
larger compared to the short chain compounds (0.1 to 0.5).  
 
2.4.3 Discussion 
 
As shown above, all the nitrate ion compounds Cu2(1-x)Zn2x(OH)3NO3 exhibit 
antiferromagnetic correlation at low temperature..  The degree of frustration is 
relatively small compared to the other triangular materials with antiferromagnetic 
interactions.  The substitution of non magnetic Zn ions into the materials has 
effectively reduced the magnetic order but fails to completely extinguish it.  This 
evidence strongly suggests that the in-plane geometric frustration is relaxed by the 3D 
interlayer interaction.  The dimensionality of the Cu2(OH)3NO3 magnetic lattice is still 
controversial. Linder et al. [18] conducted a 2D analysis of a single layer magnetic 
network and concluded that the dominant interaction is the antiferromagnetic interaction 
between Cu(II) sites. But the possibility of a 3D ordering was also suggested.  This is 
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further supported by a later density functional study of Cu2(OH)3NO3 [32], in which the 
distribution of spin densities were found to differ from one plane to the other.  Our 
results provide additional evidence to support the existence of interlayer coupling but 
the strength of the interlayer interaction is still a puzzle. 
In the case of long chain compounds, the interlayer distance is expanded to a very 
large value, 24.2 Å, which should significantly reduce the interlayer interaction relative 
to the nitrate materials.  However, a strong signal of the onset of ferromagnetic 
correlation in the expanded compounds was observed.  This is very likely due to the 
nature of Cu-O-Cu super-exchange path where the exchange coupling strength and sign 
strongly depend on the bond angle according to the well known Goodenough-Kanamori 
analysis [33].  The structural distortion caused by the intercalated long chain alkyl 
carboxylic acid group may be responsible for a change in bond angle resulting in a 
change of exchange coupling strength and interaction sign.  The water molecules in the 
gallery also play an important role, which helps deform in-plane bond angles and thus 
modify the magnetic properties [34].  This kind of structural distortion induced by 
intercalation groups is also seen in other layered compounds such as A1-xBxVm (where 
A and B are ions of different ionic radii and Vm is vermiculite) and well described in a 
layer rigidity model [35].  The insertion of the long chain compound also introduces 
additional randomness into the materials. The two layers of pillar groups C7H15COO 
may align with slightly different angles leading to variations in super exchange coupling 
strengths.  For this reason, in the long chain compounds, not only the geometric 
frustration but also the mixed sign interaction or randomness in the bond strengths play
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an important role in enabling the spin-glass like behavior at low temperature (even in 
the x = 0 case). 
It is important to note that the long-chain materials studied here are different from 
the canonical spin glass [31] in several important features: (1) FCχ  does not saturate 
but continues to increase below Tf.  (2) ZFCχ  peaks at Tf slightly smaller than Tir 
while in a canonical spin glass Tir is below Tf..  These features resemble the so-called 
cluster-glass behavior, which has been reported in various other materials [36-38].  A 
tentative understanding can be obtained if a cluster-glass picture is assumed.  The 
sharp increase in susceptibility corresponds to the formation of local ferromagnetic 
clusters.  The increase in FCχ  below Tf can be understood as resulting from the 
strengthening of the inter-cluster ferromagnetic correlation under the external applied 
field.  The spin-freezing observed in ZFCχ  is likely a consequence of the onset of 
inter-cluster antiferromagnetic correlation.  We also note that the increase in ZFCχ  
again below Tf is only observed in x > 0 samples under low field.  The doping of the 
magnetic Cu lattice with nonmagnetic Zn thus fragments the 2D magnetic ion lattice 
and shrinks the size of ferromagnetic clusters formed at low temperature.  This 
fragmentation facilitates the development of inter-cluster correlations. 
 
2.5  Conclusions 
We have synthesized two classes of mixed ion materials Cu2(1-x)Zn2x(OH)3NO3 and 
their organic derivatives Cu2(1-x)Zn2x(OH)3(C7H15COO).mH2O with different interlayer 
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distances. Based on the study of the magnetic properties of these two closely related 
classes, we proposed that: (1) The nitrate group compounds are antiferromagnetically 
correlated at low temperature but with their geometric frustration released by a significant 
interlayer interaction.  The magnetic order attenuates as the Zn concentration increases 
but still survives in Zn-rich samples (x = 0.65).  (2) The carbonxylic acid group 
intercalated samples show cluster-glass-like behavior, which is likely the consequence of 
geometric frustration and the coexistence of antiferromagnetic and ferromagnetic 
interactions.  
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Chapter 3 
Spin glassiness and power law 
scaling in anisotropic triangular 
spin-1/2 antiferromagnets 
 
3.1  Abstract 
We present data on the magnetic properties of two classes of layered spin S = 1/2 
antiferromagnetic quasi-triangular lattice materials: Cu2(1-x)Zn2x(OH)3NO3 ( 0 0.65x≤ ≤ ) 
and its long organic chain intercalated derivatives Cu2(1-x)Zn2x(OH)3(C7H15COO).mH2O 
( 0 0.29x≤ ≤ ), where non-magnetic Zn substitutes Cu isostructurally.  It is found that the 
intercalated compounds, even in a clean system in the absence of dilution, x = 0, show
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spin-glass behavior, as evidenced by DC and AC susceptibility, and by time dependent 
magnetization measurements.  A striking feature is the observation of a sharp crossover 
between two successive power law regimes in the DC susceptibility above the freezing 
temperature.  In contrast to standard theoretical expectations, these power laws are 
insensitive to doping. Specific heat data are consistent with a conventional phase 
transition in the unintercalated compounds and glassy behavior in the intercalated 
compounds. 
 
3.2 Introduction 
The study of frustrated quantum magnetism has defined new paradigms of condensed 
matter for many decades.  When low dimensionality, geometrical frustration, and 
quantum fluctuations interplay, novel and interesting phase diagrams may result.  
Another driving factor of key importance is disorder.  Much excitement has been 
generated by the recent discovery of a possible realization of the long sought “spin 
liquid” phase, in compounds such as herbertsmithite [1].  Another intricate state of 
matter, the spin glass, has been thoroughly studied in systems such as LiHoxY1-xF4 [2]. 
Despite these efforts, the spin glass state (and, in particular, its realization in electronic 
systems) is still counted among the most enigmatic states of matter.  Many questions 
remain unresolved. One such key question is whether spin glass type behavior requires 
explicit structural disorder of the host system, because of the short time scales generally 
associated with spin dynamics in clean systems, or whether it may be acquired 
spontaneously in a clean system (as in, e.g., ordinary glasses).  This question is 
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furthermore relevant in the light of the recent interest in spin-ice materials [3].  Here, we 
present experimental results shedding light on this and other issues in a different class of 
materials.  The systems under investigation are derivatives of the layered compound 
copper-hydroxy nitrate (CHN), Cu2(OH)3NO3 in the presence of zinc doping. The 
derivatives studied are (i) the diluted CHN system Cu2(1-x)Zn2x(OH)3NO3, and (ii) the 
long organic chain (LOC) intercalates Cu2(1-x)Zn2x(OH)3(C7H15COO).mH2O ( 0 0.29x≤ ≤ ), 
where non-magnetic organic chains enter the galleries between the layers and increase 
their separation to 24 Å.  In the absence of doping, these layered hydroxides are 
distorted triangular S=1/2 antiferromagnets. Some properties of the x = 0 compounds 
have been studied earlier [4, 5]. Evidence of glassiness has been reported for the x = 0 
LOC compounds, which were argued to be clean systems described by frustrated short 
range magnetic interactions without much disorder [5]. 
 In recent years, chemical doping has proven to be an invaluable tool in accessing an 
extended phase diagram of transition metal oxides, in particular for detecting otherwise 
inaccessible transitions. Examples are the high temperature superconducting cuprates and 
pnictides, and various heavy fermion compounds [6–9], some of which also exhibit 
glassiness in some parameter regime. In this work, we apply this tool to study the CHN 
compound and its LOC derivative. In doing so, we have discovered a remarkably robust 
behavior of the LOC compounds which manifests itself through two distinct regimes of 
power law scaling in the temperature dependence of the DC susceptibility, separated by a 
sharp crossover. Moreover, we also identify this behavior in the undoped parent material. 
We find that Zn doping enhances this effect and shows it to be a robust feature of the 
physics of the glassy LOC compounds.  Furthermore, we present significant new 
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evidence for the glassiness of both the doped and undoped LOC compounds. The ability 
to control the Zn concentration sheds further light on the relation between structural 
disorder and the glassiness of these compounds. 
 
Figure 3.1  Structure of the CHN compound. a) A perspective view of the basal unit. b) 
c-axis view of the Cu layer and its planar unit cell (dark rectangle).a1=3.03Ǻ, a2=3.17 Ǻ. 
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3.3 Structure and preparation 
The structure of the CHN compound is shown in Fig. 3.1. The unit cell contains two 
inequivalent Cu2+ ions forming distorted triangular layers.  The preparation of the 
undoped samples follows Refs. 4 for CHN and 5 for the LOC compounds.  The method 
for preparing the Zn-doped samples has been reported earlier [10].  Powder X-ray 
diffraction measurements have been carried out [10].  For both LOC intercalates and 
diluted CHN samples, Zn was found to replace Cu leading to a series of isostructural 
doped compounds.  The LOC samples are characterized by pronounced (00l) reflections, 
as is typical for layered structure compounds with large interlayer distances. From this 
the interlayer distance was obtained to be 24.2Ǻ, consistent with Ref. 5.  This distance 
was also found to be independent of Zn doping concentration.  A detectable ZnO 
impurity phase was only observed in the x = 0.65 sample. 
 
3.4 DC and AC susceptibility 
DC susceptibility data for the diluted CHN system has been reported in Ref. 10. Both the 
Curie-temperature and the Neel temperature vary with Zn concentration, but are on the 
order of 10K in agreement with density functional values for the exchange couplings [11]. 
The value of the exchange interaction parameter is known to be sensitive to the 
Cu-OH-Cu bond angle, with both ferromagnetic (FM) and anti-ferromagnetic (AFM) 
values being possible.  In CHN the angle is close to the FM-AFM crossover [4] 
rendering the material weakly anti-ferromagnetic.  Interestingly, with increased Zn
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Figure. 3.2  ln( )χ  vs. ln(T) for DC susceptibility (LOC samples). Both field cooled and 
zero field cooled data are shown, with different offsets for different dopings x as 
indicated. The freezing temperature Tf and irreversibility temperature Tir are indicated 
by arrows. Linear fits identify various temperature regimes where ( )Tχ  is well described 
by power laws. In the lower temperature regimes, field cooled data was used for the fit. 
However, the zero field cooled data is seen to follow similar and in some cases almost 
identical power laws. 
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concentration the Curie constant was found to change sign and become ferromagnetic 
[10]. There was, however, no FM phase seen at low temperature and a complete analysis 
of this behavior would likely need to take into account Dzyaloshinskii-Moriya (DM) 
interactions, which result from the relatively low symmetry at the Cu site [5]. 
We will now focus on the LOC susceptibility data shown in Fig. 3.2.  A clear 
difference between the zero field cooled (ZFC) and field cooled (FC) data below a 
temperature Tir~ 6-12K is a first indication of the glassiness of the LOC samples.  No 
similarly large effect has been seen in the diluted CHN samples [10].  Note that the FC 
susceptibility of the x = 0 sample grows by two orders of magnitude between 20K and 
2K. Such changes have been seen in other spin glasses and electronic glasses in a variety 
of response functions [12].  It is worth pointing out that in the LOC case, the ZFC/FC 
difference actually diminishes at finite Zn concentration compared to the undoped parent 
compound. This may indicate that the glassiness of the system is indeed driven by 
frustration rather than disorder. Similarly, the freezing temperature Tf as determined by 
the peak in the ZFC susceptibility is ~8K for the x=0 sample, and is ~2K lower for the 
Zn-doped samples. 
A remarkable feature seen in the log-log plots of Fig. 3.2 is the presence of a sharp 
crossover between two distinct power law regimes above Tf .  The first of these regimes 
corresponds to a temperature window typically between 5K and 12K, where aTχ −∝ with 
different exponents 5a   for x=0 2a   and for x > 0.  In a second regime at higher 
temperatures roughly between 12K and 90K, bTχ −∝ with 0.3b   for all samples, 
below a Curie tail with 1Tχ −∝ for T > 90K.  This behavior is slightly more pronounced 
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Figure. 3.3  AC susceptibility of x = 0 sample at T = 10K.  The real part is fitted to the 
functional form 0' ln( )cχ χ ω= − . The linear fit of the imaginary part (inset) approaches 
/ 2cπ  at 0ω =  to within 2% accuracy.
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in the x > 0 samples which all have very similar exponents, but is clearly identifiable also 
in the x = 0 sample.  Hence the sharp crossover between two different power law 
regimes as a precursor to the spin glass phase appears to be a robust feature of the physics 
of the LOC samples.  To our knowledge, the finding of power law behavior that is 
insensitive to doping has not been reported earlier.  We note that FC and ZFC data are 
indistinguishable in the higher temperature regime.  In the lower temperature regime, 
the FC data have been used for the linear fits in Fig. 3.2.  However, the ZFC data 
display power law behavior with similar exponents even there.  
The frequency dependence of the AC susceptibility of the x = 0 LOC sample is 
shown in Fig. 3.3.  The real part 'χ  was found to be extremely well described by the 
logarithmic functional form 0' ln( )cχ χ ω= −  at low frequencies < 104 Hz, a standard 
behavior [13] for spin glasses.  This is in good agreement with the imaginary part (inset), 
whose low frequency limit is a non-zero constant that agrees well with / 2cπ  as 
determined from the real part via Kramers-Kronig relations.  These findings provide 
strong new evidence for spin-glass physics in the x = 0 LOC sample, even though this 
system seems to have no apparent structural disorder.  
 
3.5 Time dependent magnetization 
The time evolution of the isothermal remanent magnetization MZFC(t) of the LOC 
samples has been studied in the following steps.  The sample was first cooled in zero 
field to 2 K (well below the freezing temperature) and then kept in a magnetic field, H, 
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Figure 3.4  Isothermal remanent magnetization MZFC(t) vs. log(t) at 5000 Oe. a) x = 0. 
Inset: The normal plot of MZFC(t) for x = 0. b) The scaled remanent magnetization 
MZFC(t)=M(0) at 5000 Oe for x = 0.13, 0.19 and 0.29. 
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for 10 minutes.  After switching off the applied field, we measured MZFC(t) for 5000 
seconds. The experiment was repeated in 5 different fields (50 Oe, 500 Oe, 5000 Oe, 
10000 Oe and 20000 Oe). The data for 5000 Oe are shown in Fig. 3.4.  The time 
dependence of MZFC(t) of the x = 0 sample is plotted in Fig. 3.4 a), in which we observed 
a long time slow nonexponential relaxation. For t < 100s, MZFC(t) can be described by 
0( ) log( )ZFC RM t M S t= − , in which M0 is a constant and the coefficient SR is the 
magnetic viscosity.  This logarithmic decay law is a characteristic feature of spin glass 
like systems.  In order to better compare the relaxation behaviors of other doped 
samples, a scaled MZFC(t)/M(0) quantity is plotted in Fig. 3.4b) instead of the absolute 
values.  At 5000 seconds, their MZFC(t) values slowly decay to 70-80% of the initial 
values M(0).  Their long time decay behaviors all follow the logarithmic form with 
different coefficients SR. The time relaxation of MZFC(t) under the other 4 fields shows 
similar behavior and follows a logarithmic decay law after t > 100s. The initial values 
MZFC(0) increase rapidly with field for H < 5kOe and slowly approach their saturation 
value when H > 5kOe. 
 
3.6 Specific heat 
Specific heat (C) measurements were performed on a Quantum Design PPMS with the 
relaxation method [14].   The powder samples were compressed into 10-20mg thin 
cylindrical disks and attached to a platform by Apiezon N grease.    A reference
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Figure 3.5  Specific heat divided by temperature, for diluted CHN (a) and LOC (b) 
samples, with and without an applied magnetic field of B = 5T.  Data for different Zn 
concentration x are mutually offset for clarity. 
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measurement was taken first to obtain the heat capacity of the platform and grease.  In 
the following sample measurement, the reference data was subtracted from the total heat 
capacity yielding the pure sample C.  Fig. 3.5 shows the C data. Sharp peaks in the 
diluted CHN data indicate a large amount of entropy loss during the antiferromagnetic 
phase transitions.  This supports a picture based on the existence of conventional 
long-range magnetic order in the diluted CHN samples.  The peak position of C/T 
decreases as the Zn doping increases, which is similar to the doping dependence of the 
DC susceptibility peaks [10]. We should also note that in the temperature range 2K< T < 
4K, the specific heat has a roughly T2 behavior.  This is also seen up to 20T K or 
more in the LOC data, Fig. 3.5b), as noted for x = 0 in Ref. 5.  We caution that since 
there are no proper nonmagnetic materials with an analogous lattice structure available, 
the pure magnetic contribution cannot be easily separated.  To shed more light on this 
issue, we compared C in zero field to that in a field of B = 5T, where the Zeeman energy 
is comparable to the magnetic exchange interaction (see above).  This has a pronounced 
effect on the peak structure in the diluted CHN samples, giving further evidence of the 
magnetic origin of this peak. On the other hand, the effect of the magnetic field on the 
overall C is very small in the LOC samples.  The small difference between B = 0 and B 
= 5T is barely visible in Fig. 3.5b), and is found to be of order 0.1J/mol-K. This small 
magnetic field dependence indicates that lattice degrees of freedom dominate the C. 
One may attribute this dominance to the large unit cell of the system, especially for 
the LOC samples, and to the enhanced phonon density of states at low energies due to the 
approximately two-dimensional character of the system.  Furthermore, the magnetic
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peak (and the associated field dependence) is seen to be absent in the LOC samples.  
This is also a common feature seen in many spin glass like systems [13], due to the 
gradual freezing of spins or spin clusters over a large temperature range. In particular, if 
spins are locked into large clusters even above Tf, this may provide an additional 
explanation why magnetic degrees of freedom do not release much entropy at low 
temperatures, and contribute relatively little to C at low-T.  From the weak magnetic 
field dependence, we conclude that the approximate T2-behavior of C is chiefly due to 
phonons.  This is a direct consequence of the quasi-two-dimensional geometry of the 
system.  However, a close inspection of the graphs in Fig. 3.5 b) shows that the low-T 
limit of C/T is non-zero, hence implying a weak linear contribution to C. This is the 
expected low-T contribution of a spin glass (or structural glass) phase [13, 15]. 
 
3.7 Discussion 
The CHN family of compounds allows a controlled study of the role of 
non-magnetic impurities in a layered frustrated spin-1/2 compound with glassy behavior. 
We have given further evidence for the presence of a spin glass phase in the “clean” (x = 
0) LOC parent compound, and tracked the observed phenomenology as a function of Zn 
concentration x.  The x = 0 limit in the absence of Zn substitution was seen to be the 
case where the glassy features were most pronounced.  This may strengthen earlier 
claims according to which the spin glass phase is driven by frustration rather than 
disorder.  It is likely that anisotropy introduced by DM interactions also plays a role in 
the observed behavior [5, 16], especially in view of the weakness of the energy scale 
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associated with exchange interactions.  We caution that DM terms are particularly 
sensitive to the symmetry of the local environment, and thus could be more affected by 
disorder introduced by the organic chains in the LOC samples.  Detailed calculations on 
the strength of these terms and the disorder necessary to reproduce the observed behavior 
are left for future studies. 
 A remarkable effect was found to emerge at temperatures above Tf in the form of 
two successive power law regimes in the DC susceptibility with sharp crossover.  This 
effect was furthermore seen to be robust against Zn doping, becoming rather more 
pronounced in the x > 0 samples.  The occurrence of power laws above a transition into 
a glassy state is somewhat reminiscent of the picture developed in Ref.17.  There it was 
argued that a quantum Griffiths phase [18] may be unstable to the formation of a cluster 
glass phase at low temperatures.  Above the transition temperature, the quantum 
Griffiths behavior is still expected to be seen, which leads to the observation of power 
laws in thermodynamic quantities as determined in Ref. 19.  Specifically, the 
susceptibility is predicted to be of the form 1Tαχ −∝ with 0α > .  It is feasible that the 
role of long range RKKY interactions considered in Ref. 17 is played by dipole-dipole 
interactions in the present case.  We note, however, that the value of α  in this scenario 
is not universal, but is expected to depend on doping [20].  In contrast, the power laws 
observed here are fairly insensitive to doping which is more suggestive of universal 
exponents.  Furthermore, the quantum Griffiths scenario can at present only explain the 
occurrence of a single power law with exponent less than 1, and offers no direct 
explanation for the power law behavior seen at low temperature.  To our knowledge, a
  3.8 Acknowledgements   
                                                                         
 72
crossover between different power laws as seen in the LOC CHN compounds has not 
been previously observed or predicted, and may well be the hallmark of new physics.  
The stability of the scaling forms and their insensitivity to doping may indicate 
self-generated glassiness [21], which may overwhelm doping dependence.  A detailed 
understanding of this behavior and the search for possible incarnations in other systems 
remain an interesting challenge for future work. 
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Chapter 4 
Magnetism and specific heat of 2D 
distorted triangular lattice 
materials: 
Cu2(1-x)Zn2x(OH)3NO3/(C7H15COO)
.mH2O
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4.1 Abstract 
Magnetic susceptibility and specific heat measurements have been performed on a 
series of spin S = 1/2 distorted triangular lattice materials Cu2(1-x)Zn2x(OH)3NO3 
( 0 0.65x≤ ≤ ) and their long chain alkyl carboxylic group intercalated derivatives, 
Cu2(1-x)Zn2x(OH)3(C7H15COO).mH2O ( 0 0.29x≤ ≤ ).  We found that 
antiferromagnetic-type long-range order develops in all the nitrate group compounds 
below the Neel temperatures TN, which decreases with increasing Zn content.  For the 
organic long chain intercalated samples, the temperature dependence of the magnetic 
susceptibility suggests that the low temperature state is spin-glass-like phase, or more 
specifically, a cluster glass.  Typical glassy behavior is also observed in the time 
evolution of remanent magnetization data.  The specific heat data displaying no visible 
peaks agrees with many spin-glass-like materials.  Moreover, we found the 
susceptibility follows a power law aTχ −∝ with two different exponents a in two 
successive regimes above the freezing temperature Tf, from which we purpose that a 
quantum Griffiths phase could exist in the intermediate temperature regime. 
 
 
 
 
4.2 Introduction 
 
The physical properties of low-dimensional frustrated magnets have attracted 
intensive experimental and theoretical interest for decades, since their highly
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degenerate ground states provide fertile ground for new physics [1,2,3].  Many of these 
studies were carried on triangle-based lattices, in which an interesting phenomenon, 
geometric frustration, arises due to the contradiction between the periodicity of 
long-range magnetic order and the lattice geometry.  The typical examples of geometric 
frustration have been found in 2D triangular [4] and Kagomé lattices [5], 3D pyrochlore 
lattices [6] with nearest-neighbor (NN) antiferromagnetic interactions, or in spin-ice [7] 
materials with both ferromagnetic NN interactions and strong axial anisotropy.      
The study of frustrated materials is significantly driven by the search for 
unconventional ground states.  One well-known example is the NN triangular 
Heisenberg antiferromagnet (THAF), described by the Hamiltonian 
                      
,i j
H = J
< >
− •∑ i jS S                            (1) 
where J<0 and <i,j> refers to NN spins.  In the classical limit, the ground states exhibit a 
three sub-lattice long-range order in which the spins are arranged 120° relative to their 
nearest neighbors.  However, at low temperature, quantum fluctuations in small spin 
systems could be strong enough to destabilize this classical chiral ordered state leading to 
a liquid like resonating-valence-bond state as firstly proposed by Anderson [8,9]. 
Numerous works suggests that NN THAF is ordered at zero temperature albeit with a 
much reduced moment [10,11,12].  However, no final consensus has been reached.  
Longer range interactions may lead to a spin-liquid ground state.  The absence of spin 
order down to the mK range has been reported on a few materials, such as organic salts 
κ-(BEDT-TTF)2Cu2(CN)3 [13] and Cs2CuCl4 [14] under high magnetic field.  However, 
the nature of the ground state of the THAF is still a controversial question.
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(a)                        (b)                     
 
Figure. 4.1  (a) The P21(4) crystal structure of Cu2(OH)3NO3. Each Cu is located in a 
CuO6 octahedron. The Cu(I) sites are connected to 5 OH and 1 NO3 group while the 
Cu(II) sites are connected via 4 OH and 2 NO3 groups. (b) A c-axis view of the distorted 
triangular Cu layers. 
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A large category of frustrated materials has been found to display a series of 
spin-glass-like behaviors at low temperature [15].  Unlike the spin liquid states, the 
phase space of the spin glass materials is separated by relatively high energy barriers 
which can’t be overcome at low temperature leading to ergodicity breaking.  Usually, 
two physical factors, randomness and frustration, are required simultaneously to make a 
spin glass [16].  The question of whether a purely frustrated material without structural 
disorder can afford a spin glass is still open.  Data collected on different materials 
differs due to the various factors, such as inequivalent exchange constants, single ion 
anisotropies, and Dzyloshinskii-Moriya and long range interactions, which further 
complicate the question.  A well-controlled study of a substitutional system could shed 
some light on this problem. 
In this paper we report an extensive study of the magnetic properties and specific 
heat of two series of distorted triangular lattice materials Cu2(1-x)Zn2x(OH)3NO3 
( 0 0.65x≤ ≤ ) and Cu2(1-x)Zn2x(OH)3(C7H15COO).mH2O ( 0 0.29x≤ ≤ ). In these samples, 
the magnetic ions Cu2+ are gradually substituted by non-magnetic ions Zn2+, which 
affords us the flexibility to tune the average coupling constant.  In the following part of 
this paper, we will name them as nitrate group compounds and long chain intercalated 
compounds, respectively. 
As shown in the schematic view in Fig. 4.1, the botallackite-type compound 
Cu2(OH)3NO3 has a layered structure, in which the adjacent layers are separated by two 
layers of NO3.  In each layer, the Cu2+ magnetic ions which carry a 1/2 spin are arranged 
on a distorted triangular lattice with about 3% difference between unit cell parameters a 
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and b.  Each Cu2+ ion is located in a CuO6- octahedron.  Two nearest neighbor Cu2+s 
are coupled by super-exchange interactions through a Cu-O-Cu path.  However, two 
different copper sites Cu(I) and Cu(II) can be differentiated by their slightly different 
local environments.  The non-magnetic Zn2+ ions can be introduced to replace the Cu2+ 
ions [17].  The interlayer NO3- anions could also be replaced by other monovalent anion 
groups [17].  In our study, both substitutions were applied in a controlled manner.  A 
long chain alkyl carboxylic group C7H15COO was selected in our study to increase the 
interlayer distance and thus enhance the 2D character. The parent compounds 
Cu2(OH)3NO3 and Cu2(OH)3(C7H15COO).mH2O have been previously studied by Linder 
et al.[18] and Gîrţu et al.[19]  And the magnetic properties of Cu2(1-x)Zn2x(OH)3NO3 and 
some preliminary results on Cu2(1-x)Zn2x(OH)3(C7H15COO).mH2O are reported in our 
previous paper[20].   In this paper, our focus will be on the long chain intercalated 
samples.  
This paper is organized as follows.  In Sec. 4.3 we provide a description of the 
sample preparation method and experimental procedures. The detailed experimental 
results and discussion on the magnetic properties and specific heat of above two series 
materials will be presented in the Sec. 4.4.  We end the paper with conclusions in Sec. 
4.5.  
 
4.3 Experiment 
4.3.1 Sample preparation 
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 Cu2(1-x)Zn2x(OH)3NO3 is one of the hydroxy double salts (Me,M)2(OH)3X, in which 
Me and M represents two divalent metal ions (Cu2+, Zn2+, Mg2+, etc.) and X is a 
monovalent anion(NO3-, Cl-, C7H15COO-, etc.).  The synthesis of Hydroxy double salts 
is usually accomplished by reacting a solid oxide MeO or Me(OH)2 with another metal 
salt MX2 solution[17].  The long chain intercalated samples are made by anion exchange 
reaction between Cu2(1-x)Zn2x(OH)3NO3 and C7H15COONa water solution.  The details 
of sample preparation are reported in our previous paper [20]. 
 
4.3.2 Experiment procedures 
The Zn concentrations of the mixed ion samples were analyzed on an Agilent 
7500ce Inductively Coupled Plasma Mass Spectrometer (ICP-MS) after the powder 
samples were dissolved in nitric acid.   
The DC magnetic susceptibility was measured by a vibrating sample magnetometer 
(VSM, PPMS, Quantum Design) equipped with a 9-T superconducting magnet.  Before 
measurement, the powder samples were compressed into cylindrical pellets with ~20mg 
mass under 50 psi pressures by a hydraulic press.  A 2-300 K wide temperature range 
was employed to study the temperature dependence of magnetic susceptibility of long 
chain samples was taken under a 500Oe or 5000Oe DC field.  In the low temperature 
range (2K- 50K), two different protocols were applied to investigate the thermal 
irreversibility of the magnetic susceptibility.  In the first situation, the samples were 
cooled under zero field from 50K to 2K and then the so-call zero-field-cooled (ZFC) 
  4.4 Results and discussion    
                                                                         
 82
susceptibility was collected in the following warming process under a typical field 
between 10Oe to 5000Oe.  The field-cooled (FC) susceptibility could be measured in 
the cooling process when a field was applied simultaneously.  Since a residual field was 
always present in the superconducting magnet, the zero field means ~2Oe.  The 
Hysteresis measurements were taken at T = 2K and 10K under a saw wave field from -5T 
to 5T.  The sample was firstly cooled in zero field to a specific temperature and then the 
magnetization was collected versus magnetic field.  
In the measurement of the time dependence of the magnetization, the sample was 
cooled in zero field to 2K.  Then an external magnetic field H (50 Oe<H<20000 Oe) 
was switched on for 10 minutes  The remanent magnetization MZFC(t) was recorded for 
5000 seconds after the field H was changed to 0. 
The 2K to 300K specific heat measurements of our samples were performed on a 
Quantum Design PPMS using the relaxation method [21].  The magnetic specific heat 
under 5T was taken between 2K and 20K.  As in the magnetic susceptibility 
measurements, the power samples are compressed into cylindrical disks.  The sample 
mass for specific heat measurement is ~20mg for the nitrate group compounds and 
~10mg for the long chain intercalated compounds.  The sample disk was attached to the 
measurement platform with Apiezon N grease to facilitate good thermal contact.  The 
heat capacity data of the addenda with grease was taken before the sample measurement 
to eliminate the background contribution. 
 
4.4 Results and Discussion 
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4.4.1  Crystal structure 
The crystal structure of the basic compound Cu2(OH)3NO3 is monoclinic (space  
group P21(4)) with lattice parameters: a =5.605Ǻ, b = 6.087 Ǻ, c = 6.929 Ǻ and β = 
94.29°.  The X-ray powder diffraction data of the doped nitrate group compounds 
indicates that the Zn doped samples still keep the basic framework of the parent 
compound but with slightly distorted unit cells [22].  The starting ZnO material is only 
detectable in the x = 0.65 samples.  The X-ray powder diffraction patterns of the long 
chain samples Cu2(1-x)Zn2x(OH)3(C7H15COO).mH2O display a series of intense (00l)  
 
Figure. 4.2  The temperature dependence of the magnetic susceptibility of 7 different 
Cu2(1-x)Zn2x(OH)3NO3 samples. The data are shifted upward by emu/Oe.g amounts of 1.4, 
1.2, 0.9, 0.7, 0.4, 0.1, 0 for x = 0, 0.13, 0.19, 0.29, 0.43, 0.55 and 0.65, respectively.
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peaks, which is commonly seen in layered compounds.  The interlayer distance is 
expanded to 24.2 Ǻ and almost doping independent [20]. 
 
4.4.2  Magnetic properties 
4.4.2.1 Nitrate group compounds Cu2(1-x)Zn2x(OH)3NO3 
Fig. 4.2 shows the temperature dependence of the DC susceptibility of the Zn-doped 
samples ( 0 0.65x≤ ≤ ).  When T >50K, the susceptibility of this family of samples 
follows the Curie-Weiss law 0/( )cwC Tχ χ= − Θ + , in which C, cwΘ and 0χ  are the Curie 
constant, Curie-Weiss temperature and temperature independent contributions.  For all 
the samples, there are peaks occurring at T < 15K, indicating the onset of 
antiferromagnetic correlation.   One can clearly see a decreasing trend of the peak 
positions with the increasing Zn2+ concentration from 11K for x = 0 to 5.5K for x = 0.65.  
This phenomenon can be explained if we note that the Zn2+ ions don’t carry magnetic 
moments and thus they only dilute the magnetic ion lattice.  This dilution of the 
magnetic lattice decreases the average coupling strength and gradually reduces the 
magnetic order.   
The degree of frustration | / |cw Nf T= Θ  is < 1 for all theses samples if the Neel 
temperature TN is defined as the maximum value of | / |d dTχ [23].  This suggests an 
unfrustrated nature of the nitrate group samples, which differs from the highly frustrated 
values (f > 10) reported in the other triangular lattice antiferromagnetic materials [15].  
The imperfection of the triangular lattice and the interlayer interaction may account for 
the release of frustration.  Another thing worth noting is that we observed an increasing 
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Figure. 4.3. A log-log plot of the temperature dependence of the magnetic susceptibility 
for the x = 0 long chain intercalated sample. 
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trend of Landé g factors with increased Zn content [20].  The anisotropy is enhanced in 
doped samples, which reflects the change of the spin-orbit interactions induced by 
structural distortion and Zn doping. 
 
4.4.2.2 Cu2(1-x)Zn2x(OH)3 (C7H15COO).mH2O 
After the long chain alkyl carboxylic acid group C7H15COO was introduced into the 
interlayer galley valley, the interlayer distance 24.2 Ǻ is ~3.5 times the value of the 
nitrate group compounds.  In this case, the dipole-dipole interaction between 2 Cu2+ ions 
in two layers is negligible [19].  A log-log plot of temperature-dependence of the x = 0 
DC magnetic susceptibility is shown in Fig. 4.3.  The Curie-Weiss temperature cwΘ  is 
-94K, which is about 30 times larger than for the x = 0 nitrate compound.  However, no 
peak-like anomaly such as those in the nitrate group compounds is found in FCχ at lower 
temperature as in the Nitrate compounds.  A sharp increase in susceptibility was found 
at T = 20K suggesting the occurrence of a strong local ferromagnetic correlation. The 
absence of long-range ferromagnetic or antiferromagnetic order is obvious in this case, 
which is evidenced by the huge difference between FCχ and ZFCχ below Tir = 15K.  
The ZFCχ  has a rather broad maximum at a freezing temperature Tf  = 7.2 K.  The onset 
of irreversibility below Tir has long been considered a finger print for spin-glass-like 
materials [16].  
Fig. 4.4 (a) shows the temperature dependence of FC ZFCχ χ−  for all the 4 samples 
(x = 0, 0.13, 0.19, 0.29) in the 2 K < T < 20 K range under a magnetic field of H = 100Oe.  
The other 3 Zn doped long chain intercalated samples also demonstrate clear glassy 
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Figure. 4.4. (a) The difference between FCχ and ZFCχ in the 2K<T<20K range for 4 
different organic long chain intercalated samples.  (b) The difference 
between FCχ and ZFCχ  for the x = 0.19 organic long chain intercalated sample under 6 
different magnetic fields. 
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behavior.  At T = 2K, the magnitude of FC ZFCχ χ− attenuates with increasing Zn 
concentration. 
The temperature Tir of the other 3 doped samples is in 7~9 K range, which is 
significantly smaller than that of the x = 0 sample.  The divergence of FCχ and ZFCχ  has 
a magnetic field dependence.  The x = 0.19 sample is selected as a typical example as 
shown in Fig. 4.4 (b).  The thermomagnetic irreversibility is suppressed by the high 
magnetic field and Tir is shifted to lower temperature with increasing field H.  When the 
applied magnetic field is above 5000Oe, the thermomagnetic irreversibility is completely 
removed.  We should mention that this is also true for the x = 0.13 and 0.29 samples.  
However, we could still observe a nonzero value of FC ZFCχ χ−  for the x = 0 sample 
even at 5000Oe.  This suggests that the x = 0 sample has the stiffest glassiness.  A 
further observation of the details of the susceptibility data suggests that the long chain 
intercalated samples are more similar to a cluster-glass [24, 25] rather than to the 
canonical spin-glass.  For all 4 samples, the freezing temperature Tf is well below Tir 
while in the canonical spin-glass Tir is very close to, but still below, Tf [16].  
Furthermore, FCχ continues to increase even below Tf instead of saturating as in the 
canonical spin-glass.  
Another important feature we found is that the DC susceptibility data follows a 
distinct power laws aTχ −∝ in 3 temperature regimes above the freezing temperature Tf.  
The log-log plot of ZFCχ  vs. temperature is shown in Fig. 4.5 for 4 long chain 
intercalated samples.  The regime I starts from a little above Tf and ends at about 20 K 
for the x = 0 sample, and at 14K for the doped samples.  The exponent, a, obtained for  
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Figure. 4.5.  A log-log plot of ZFCχ vs. temperature for 4 organic long chain intercalated 
samples (x = 0, 0.13, 0.19 and 0.29). The approximate boundaries of 3 regimes are 
labeled in the figure.  The dashed and solid lines are the boundaries between I and II for 
the x = 0 and x > 0 samples, respectively. 
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x= 0 is ~5 and in the range 1.7<a<2.2 for other doped samples.  The upper boundary of 
regime II is ~90K, in which the exponent a dramatically drops to 0.2<a<0.3.  In regime 
III, the curves exhibit Curie-Weiss tails with the exponents close to 1.  Since the lower 
boundary of regime I is below Tir, the exponents in regime 1 calculated with FCχ data are 
slightly larger than the above values.  However, this will not alter the observation that 
there is a distinct crossover in power law exponents, a, from regime I to II. We believe 
this is a reflection of the distinct spin dynamics in these two regimes.  The experimental 
results we observed here are similar to the theoretical picture proposed by 
Dobrosavljevi´c et. al. [26], in which a quantum Griffiths phase evolves into a 
cluster-glass phase at low temperature.  In particular, the magnetic susceptibility of the 
quantum Griffiths phase is predicted to follow the form 1T αχ −∝ with 0α > [27], which 
agrees with our results in regime II.  We also note that the upper boundary of regime II 
is close to cwΘ .  This suggests that the occurrence of a quantum Griffiths phase is 
somehow related to a frustration effect, which disables the conventional long-range order 
at cwΘ .  Instead of the formation of a long-range order, the small spin clusters start to 
nucleate at cwΘ  and finally these clusters grow into a cluster-glass below Tir. 
To further investigate the magnetic irreversibility at low temperatures, we performed 
a detailed study of the hysteresis of the magnetization M(H).  The M(H) curves at T = 
2K and 10K for 4 long chain intercalated samples are plotted in Fig. 4.6(a) and 6(b), 
respectively.  At T = 2K, a large hysteresis loop with coercive field HC = 3200Oe was 
observed for the x = 0 sample.  The coercive field HC decreases with increasing Zn 
doping to 630Oe, 580Oe and 390 Oe, for x = 0.13, 0.19 and 0.29, respectively.   When 
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Figure 4.6.  (a) The M(H) curves for 4 organic long chain intercalated samples ( x = 0, 
0.13, 0.19 and 0.29) at T = 2K. (b) The M(H) curves for 4 organic long chain intercalated 
samples ( x = 0, 0.13, 0.19 and 0.29) at T = 10K. 
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the temperature is raised to 10K, the M(H) curves for all x > 0 samples only exhibit a 
nearly linear H dependence.  However, a clear S-shaped curvature is still seen in the x = 
0 sample with a coercive field HC =70Oe.  The selected temperature 10K is below Tir for 
x = 0 but above Tir for x > 0, which suggests that spin clusters are not growing to a size 
big enough to induce hysteresis until T< Tir.  None of the samples reaches magnetic 
saturation up to B = 5T at T = 2K.  Instead, the M(H) curves at T = 2K can be separated 
into two parts: the hysteresis loop and the high field linear tail.  Hence, the saturation 
values of the ferromagnetic part, which could be obtained by extrapolation from the high 
field region, are 1560 emu G/mol-Cu, 1820 emu G/mol-Cu, 1890emu G/mol-Cu, and 
1650 emu-G/mol Cu for x = 0, x = 0.13, x = 0.19 and x = 0.29, respectively [28].  All 
the above experimental values are smaller than the expected saturation value 5585 emu 
G/mol for a spin S = 1/2 ferromagnet [19].  A possible explanation for the difference in 
coercive fields could be generated with the cluster-glass picture.  Due to the presence of 
nonmagnetic Zn2+ ions, the x > 0 samples have relatively small cluster size.  So it is 
easier to flip the spin direction in these smaller clusters resulting in smaller coercive 
fields in the x > 0 samples.  However, the doping dependence of the saturation value is 
more complicate and requires further effort to understand.   
Finally, we have investigated the time evolution of the isothermal remanent 
magnetization MZFC(t).  In order to compare the time relaxation effect of 4 long chain 
intercalated samples, we plot a scaled quantity MZFC(t)/ MZFC(0) measured under H = 
5000Oe in Fig. 4.7(a).  When t > 100s, all the MZFC(t) curves could be fit to following 
form, 
0( ) log( )ZFC RM t M S t= −  
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Figure. 4.7  (a) The scaled quantity MZFC(t)/MZFC(0) measured under H = 5000Oe for 4 
organic long chain intercalated samples ( x = 0, 0.13, 0.19 and 0.29) (b) Main panel: The 
field-dependence of the scaled quantity MZFC(t)/MZFC(0) of the x = 0.29.  Inset: The 
field-dependence of the initial value MZFC(0) of x = 0.29.
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where M0 is a constant and the coefficient SR is the magnetic viscosity.  This logarithmic 
decay formula was previously used to characterize a category of spin-glass like systems 
[16].  The slope in our plot in the 100s<t<5000s range is the scaled magnetic 
viscosity / (0)R ZFCS M .  The slopes are calculated to be -0.073,-0.075,-0.087 and -0.087 
for x = 0, 0.13, 0.19 and 0.29, respectively, which can be divided into 2 groups.  The 
Zn-rich samples seem to relax faster than the low doping samples. The logarithmic decay 
could extend to a longer time and we found no sign that MZFC(t) approaches a stable 
value.  Fig. 4.7(b) compares the relaxation behaviors of the x = 0.29 sample under 4 
different applied magnetic fields.  The final value MZFC(5000)/ MZFC(0) decreases with 
increasing magnetic field H.  In the case of H = 500Oe, MZFC(5000) reaches 20% of its 
initial values MZFC(0) while in the H>10kOe MZFC(t) only relaxes by 80-90%.  The 
magnetic field dependence of the initial value of MZFC(0) for x = 0.29 is shown in Fig. 
4.7(b) inset.  The MZFC(0) increases rapidly when H < 5kOe and gradually approaches a 
saturation value when H>10kOe.  A similar field dependence of MZFC(t) is also found 
for the other 3 long chain intercalated samples.   
 
4.4.3  Specific heat 
4.4.3.1 Nitrate group compounds Cu2(1-x)Zn2x(OH)3NO3 
A log-log plot of the specific heat C vs. temperature for the nitrate group compounds 
is shown in Fig. 4.8(a).  The separation of the magnetic contribution from the lattice 
contribution is impractical in the present case since no proper reference material such as a 
pure Zn compound is available.  Sharp peak anomalies appear in the range 5~8K, which 
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Figure. 4.8 (a) Main panel: A log-log plot of the specific heat data for 6 nitrate group 
samples.  Inset: A comparison between the B = 0 and 5T specific heat data of the x = 0 
nitrate group sample. (b) Main panel: A log-log plot of the specific data for 4 organic 
long chain intercalated samples.  Inset: A comparison between the B = 0 and 5T specific 
heat data of the x = 0 organic long chain intercalated sample. 
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are close to their corresponding TN determined in the magnetic susceptibility 
measurement.  The occurrence of these sharp peaks confirms that long-range 
antiferromagnetic order is well established in the nitrate group materials.  The peak 
position of the specific heat curves decreases with increasing Zn content, which is also a 
consequence of dilution of the magnetic lattice.  The inset of Fig. 4.8(a) shows a 
comparison between the specific heat C in the B = 0 and 5T cases for the x = 0 sample.  
The difference between the two curves is mainly in 4K < T < 15K temperature window, 
in which the phase transitions occurs.  The peak is slightly shifted down by ~0.5K.  
This confirms the magnetic origin of these peaks although the separation of lattice 
contribution is not performed.  It is worth noting that the specific heat follows a power 
law C T β∝ above and below the transition where β can be obtained by a linear fit in the 
log-log plot.  The exponents β are 1.3, 1.4, 1.6, 1.7, 1.7 and 1.9 before transition and 2.6, 
2.3, 2.3, 2.2, 2.4 and 2.5 after transition for the x = 0, 0.13, 0.19, 0.29, 0.43 and 0.55 
samples, respectively.  This is probably an indication that there is 3D ordering present 
after the phase transition as discussed in Linder’s paper [18]. 
 
4.4.4.2 Cu2(1-x)Zn2x(OH)3 (C7H15COO).mH2O  
A log-log plot of C vs.T for 4 long chain intercalated samples (x = 0, 0.13, 0.19 and 
0.29) is shown in Fig. 4.8(b).  No distinct peak features were observed down to the 
lowest temperature 2K.  The absence of strong features in the specific heat is common 
in other spin-glass-like materials [16,29].  An entropy loss may happen in the gradual 
freezing of spins or spin clusters over a large temperature range as seen in many 
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spin-glass-like systems.  However, there is a noticeable change in slope around T = 6 K 
for all 4 samples.  In the 6K < T < 20K region, the calculated exponent β values are 
2.1~2.2, which are nearly doping independent.  In the 2K < T < 6K region, the 
exponents β values decrease to 1.5~1.8.  The high-T specific heat has an approximate T2 
dependence, whose origin could be 2D phonon or antiferromagetic spin waves on a 2D 
lattice [19].  In order to exam the above 2 possibilities, we measured the specific heat 
under B = 5T.  The comparison between the B = 0 and 5T specific heat data for x = 0 is 
shown in Fig. 4.8(b) inset.  The two curves are nearly identical above 6K.  Similar 
results are also observed in other doped samples.  These results would strongly support 
the 2D phonon explanation of the T2 behavior.  The divergence between the B = 0 and 
5T curve becomes noticeable when T < 4K, which would encourage us to consider the 
magnetic contribution to the total specific heat in this regime.  Apparently the exponent 
β has a decreasing trend with decreasing temperature.  The low-T specific heat of spin 
glass was previously predicted to have linear dependence on temperature [29].   So it is 
very possible that the specific will approaches the T1 limit at lower temperature. 
 
4.5 Conclusions 
The focus of this paper is the long chain intercalated samples 
Cu2(1-x)Zn2x(OH)3(C7H15COO).mH2O ( 0 0.29x≤ ≤ ), which have been intentionally 
synthesized to improve the 2D character of the triangular Cu2+ layers.  The series of 
nitrate group materials are shown to exhibit conventional long-range order.  Although 
the Curie-Weiss temperatures of the long chain intercalated samples are found to be one
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order of magnitude above that of their nitrate group analogues, the long-range order is not 
stabilized at low temperature.  Instead, a set of spin-glass like behaviors are observed: (1) 
The prominent bifurcation between FCχ and ZFCχ  below Tir; (2) A hysteresis effect found 
in the M(H) curves;  (3) The logarithmic decay law of the time dependence of the 
isothermal remanent magnetization MZFC(t)  (4) The lack of visible peaks in the specific 
heat data all support this notion.  A detailed inspection of the DC susceptibility would 
suggest the long chain intercalated samples are cluster-glasses when T < Tir.  We also 
found that the susceptibility in the intermediate regime (regime II) follows a power law 
1T αχ −∝ with 0α > , which we could directly link to an earlier prediction of a Quantum 
Griffiths phase.  We should note that both frustration effects and long-range interactions 
between spin-clusters may play an important role in this regime.  It will be very 
interesting to construct a detailed model in future to study the rich physics of the long 
chain intercalated samples. 
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Chapter 5 
Summary 
We have successfully synthesized the powder and single crystal sample of a distorted 
triangular lattice material Cu2(OH)3NO3, using the hydrothermal synthesis at ambient and 
high pressure, respectively.  Based on this start material, we introduce the nonmagnetic 
Zn2+ to dilute its magnetic lattice and modify the average coupling strength.  Furthermore, 
an organic long chain group C7H15COO is intercalated into the above materials to enhance 
the 2D Characters, which has been proven to have big influence on the low temperature 
phase in our study. 
The above materials were first characterized by X-ray diffraction analysis to confirm 
its structural similarities to the start material, and ICP-MS to find out the real Zn 
concentration in the materials.  After that, the magnetic properties, including 
temperature dependence of DC and AC susceptibility, magnetic hysteresis and time 
evolution of remanent magnetization, and specific heat of the above samples have been 
carefully studied.
      
                                                                         
 102
The nitrate group samples, Cu2(1-x)Zn2x(OH)3NO3, all exhibit clear phase transitions 
to antiferromagnet at varies Neel temperatures TN, which decrease with increase Zn 
doping.  The calculation of the degree of frustration strongly suggests its unfrustrated 
nature.  This is also supported by the specific heat data, which displays a series of 
prominent peaks at temperature close to their Neel temperatures.  Close examinations of 
specific heat suggests that there might be a 3D ordering at lower temperatures due to the 
interlayer couplings. 
 The organic long chain intercalated samples, Cu2(1-x)Zn2x(OH)3(C7H15COO).mH2O, 
with negligible interlayer interactions, are found to show spin-glass-like behaviors.  The 
big bifurcation between ZFC and FC susceptibility appears below T<15K.  The 
relaxation of remnant magnetization confirms glassiness.  That is the linear dependence 
of ln(t) of remnant magnetization when t>100s.  Further evidence comes from the AC 
susceptibility data, in which the real component follows 0' ln( )cχ χ ω= − .  Unlike the 
nitrate group samples, the specific heat only displays some weak features due to the slow 
freezing of spins.  The analysis on the details of DC susceptibility suggests the low 
temperature state is cluster glass, in which short range order is present.  A sharp increase 
in DC susceptibility is an indication of this short-range ferromagnetic correlation.  In 
addition, we also notice that the in the temperature range Tf < T <| |cwΘ , 1T αχ −∝ with 
0α > , which agrees with the previous predication of Quantum Griffiths phases.  This 
suggests that a Quantum Griffiths phase exist at higher temperature and evolve into 
cluster glass state below Tir.  All the above results are not independent of doping.  
However, those major observations are pretty robust. 
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 The above two class of materials belong to the Zoology of triangular lattice materials, 
which have attracted intense attentions.  In future, it is very interesting to fully 
investigate their AC susceptibility in the cluster glass temperature regime and the 
possible Quantum Griffiths phase regime, to gain a full picture of the evolution of spin 
dynamics. Other experimental techniques, such as NMR and neutron scattering, may also 
bring new findings.  Especially, collaborating with theoretical efforts, these future 
experimental studies may shred some lights to the underlying nature of the transition 
from a Quantum Griffiths phase to a cluster glass state.  
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Part II 
Extraodinary Electroconductance in 
metal-semiconductor hybrid structures 
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Chapter 6 
Introduction to Extraordinary 
Effects 
 
6.1  General principle 
The Extraordinary effect (EXX) is a name given to a class of geometry-driven effects in 
metal-semiconductor hybrid structures. To date the XX are MR (magnetoconductance), 
PC (piezoconductance), OC (optoconductance) and EC (electroconductance), which are 
named by the external perturbations applied to the devices.  In the series of devices with 
EXX effects, we could observe a large change in device conductance with and without 
the above external perturbations.  
The basic principle of EXX effects is described by Fig 6.1, in which a metal-
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(a)  
 
 
(b)  
 
Figure 6.1  General Principle of EXX effects.  (a) A metal-semiconductor structure 
without perturbations (b) with perturbation. The current is excluded from the metal part 
due to the high interface resistance.   
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semiconductor hybrid structure is displayed.  If no external perturbation is applied, the 
current is flowing into the metal side through the interface.  If an external perturbation is 
applied, which results in a high interface resistance, the current path will be significantly 
changed.  In an extreme case as shown in Fig. 6.1(b), the current is completely excluded 
from the metal.  The effective resistance of this metal hybrid structure can be measured 
by the four-lead arrangements as shown in Fig. 6.1 as, 
23
14
eff
VR
I
=                         (6.1) 
Since the resistivity 1000S Mρ ρ∼ , the effective resistance measured in the Fig. 6.1(b) 
case, Reff , can be much larger than that of Fig. 6.1(a), R’eff. 
 The central idea of an EXX device is to try to maximize the change in effective 
resistance caused by the external perturbation, by modifying the geometric factors such 
as the shape of the metal and semiconductor (rectangular or circular), size, interface 
curvature, lead arrangements etc. Since the large change in resistance is observed due to 
the external perturbation, the EXX device can be used as a mirco- or nano- size sensor of 
magnetic fields, strain, photon, or electric fields.  In the following subsections, we will 
briefly discuss 3 of them, EMR, EPC and EOC.  The fourth member, EEC, will be 
discussed in detail in Chapter 7 and 8. 
 
6.2  Extraordinary Magnetoresistance 
The first example of an EXX effect is Extraordinary Magnetoresistance (EMR), which 
was discovered by Solin and coworkers in 2000 [1].  As shown in Fig. 6.2(a), the central 
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part of the EMR device is a 1.3 μm disk of nonmagnetic narrow-gap semiconductor 
material InSb with an embedded concentric Au disk.  This hybrid structure was 
deposited on a 4-inch semi-insulating GaAs substrate with a 200nm buffer layer of 
undoped InSb in between.  A van der PauW (vdP) four-lead configuration was adopted 
to measure the resistance 23
14
VR
I
= .  A filling factorα  is defined as 
/a br rα =                               (6.2) 
where the ar  and br  are the inside and outside disk radii as labeled in Fig 6.2(a).  The 
EMR effect is then defined as the percentage of the change with and without magnetic 
field H at certainα , 
( , ) (0, ) 100%
(0, )
R H R
R
α α
α
− ×                         (6.3) 
The largest room temperature EMR effect observed is ~106% for the 13 /16α =  device 
at a magnetic field H= 4-5T.  Even at a lower field H = 0.25T, the EMR of 
the 13/16α = sample is still as high as 9100%.  The numbers are significantly higher 
than the MR effects observed in layered magnetic metals [1]. 
 The origin of so large EMR effect is the current redistribution induced by the 
magnetic field, which has been enhanced by this particular geometry.  Without the 
magnetic field H, the conductivity tensor of the semiconductor is diagonal.  The electric 
field is always perpendicular to the metal surface.  Hence, for H = 0, the current will 
follow the direction the electric field line and flow into the metal Au.  This corresponds 
to relatively low resistance.   At a high magnetic field, the electric current vector J
JG
 is 
  6.2 Extraordinary Magnetoresistance    
                                                                         
 109
  (a) 
 
  (b) 
  
Figure. 6.2  (a) A schematic diagram of a homogeneous InSb vdP disk (radius rb ) with 
an embedded cylindrical Au inhomogeneity (radius ra ).  (b) The observed room 
temperature EMR versus filling factor,α , of the above hybrid structure under different 
magnetic fields. (After ref. 1) 
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no longer parallel to the local electric field E
JG
.  Instead the current will be deflected away 
from the metal-semiconductor interface. In the extreme case, the angle between J
JG
and E
JG
 
is close to 90°, which means the current is almost completely removed from the metal. 
The current can only flow through the narrow annular semiconductor ring.  We should 
remember that the resistivity of InSb in this situation is1.893 × 104 Ω−1m−1  while the 
resistivity of Au is 4.517 × 107 Ω−1m−1 .  This 3 order of magnitude difference in 
resistivity and current redistribution essentially account for the large EMR effect 
observed in this hybrid structure. 
 Although the proof-of-principle experiment was done on a circular geometry, the 
EMR effect could be realized in other configurations as discussed in ref. 2.  One of the 
many applications of the EMR effect is nano- size read head sensors for 
ultra-high-density magnetic recording. 
 
6.3  Extraordinary Piezoconductance 
The second member of the EXX family is Extraordinary Piezoconductance (EPC), which 
was firstly demonstrated on a rectangular geometry at room temperature as shown in Fig. 
6.3 [3].  A maximum of ~10% change in metal-semiconductor conductance was 
achieved when a tensile strain up to 5 × 10−4  is applied parallel to the 
metal-semiconductor interface.  The origin of EPC is similar to EMR, which is the 
effect of the current redistribution caused by the strain. 
  6.3 Extraordinary Piezoconductance    
                                                                         
 111
 
Fig. 6.3 The strain dependence of the piezoconductance measured in a 
metal-semiconductor hybrid structure with several different values of α  at room 
temperature. The symbols correspond to16α = 0 , ?; 6, ?; 8, ?; 9, ?; 12, ?; 13, ?; 15, 
?; and homogeneous semiconductor alone (solid line). The inset is a schematic view of 
the device. (After ref. 3)
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6.4  Extraordinary Optoconductance 
Followed by the EMR and EPC, a third member of the EXX family, EOC was discovered 
in 2004 for a rectangular device as shown in Fig. 6.4 [4]. The device was realized at 
macroscopic size (10 mm×2 mm×400 μm) with a metal-semiconductor interface between 
GaAs and In.  The external optic perturbation is applied by a focused laser beam with 
wavelength λ = 476.5nm . The EOC effect increases with a decreasing temperature and 
the maximum EOC effect observed is ~500% at T = 30K. 
   Interestingly, the resistance of the EOC devices has a dependence on the position of 
the focused laser spot.  So it is possible to utilize the principle of EOC in a position 
sensor. 
 
 
6.5  The Schottky Interface 
The fourth member of EXX effect, Extraordinary Electroconductance (EEC), is 
significantly different from the previous three.    The metal-semiconductor interface in 
an EEC device is no longer Ohimic but of the Schottky-type.  Therefore, we will briefly 
discuss the physics of a Schottky interface in this section. 
   The Schottky Interface is formed at a heterojunction, such as metal-semiconductor or 
semiconductor-semiconductor interface, which has rectifying characteristics.  A 
schematic view of the band diagram of a metal-semiconductor interface is shown in Fig. 
6.5.
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Figure 6.4  Main panels: The position (x) dependent voltage measurements, V23, of (a) 
an In-GaAs device and (b) a bare GaAs sample acquired under identical conditions at T = 
15 K and with 20 mW of 476.5 nm laser radiation focused onto the sample surface.  
(After ref. 4)
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Before contacting, a n-type semiconductor and a metal have different Fermi levels 
and work functions mφ and sφ , which are the energy required for an electron to escape to 
vacuum. When a contact is formed between them, electrons flow to the entity with larger 
work function (lower Fermi level) until a unifying Fermi level is formed throughout the 
whole hybrid structure.  In the situation shown in Fig. 6.5, the current is flowing from 
the semiconductor to metal side, which leaves a thin positively charged regime in 
semiconductor side.  This is called the depletion regime.  The separation of positive 
and negative charge induces a strong internal electric field E
JG
 pointing from 
semiconductor to the metal side.  And this internal electric field causes a built-in 
potential drop iV  across the depletion regime and bends the band of the semiconductor 
near the junction as shown in Fig. 6.5(b).  Hence, a Schottky barrier is formed with a 
barrier height B m sφ φ χ= − , where sχ is the electron affinity of semiconductor and Bφ  is 
the potential barrier an electron must overcome to move to semiconductor side.  The 
width of depletion regime is given by 
2 /iW Vε ρ=                            (6.4) 
where ε  is the semiconductor dielectric constant and ρ  is the electric charge density. 
In the presence of an external voltage bias, the depletion regime width can be increased 
or decreased depending on the direction of bias. In the depletion regime, the current 
carrier is depleted and thus an electric current is forbidden.  Hence the 
electroconductance is then sensitive to the external electric field.  This is the working 
principle of the EEC devices, which will be discussed in detail in the following two 
chapters.
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(a)                   (b) 
 
Figure 6.5  (a) The band diagram of an isolated metal and semiconductor. (b) The band 
diagram of the metal and n-type semiconductor junction. EF, EC and EV are the Fermi 
level, conduction band and valence band, respectively. mφ  and sφ are the work 
functions for the metal and semiconductor. Vi is the built-in potentials. sχ is the electron 
affinity of the semiconductor, which is the difference between the vacuum and the 
conduction band. (After Ref. 5)
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Chapter 7 
Extraordinary Electroconductance 
in Metal-Semiconductor Hybrid 
Structures 
7.1 Abstract 
We report the phenomenon of extraordinary electroconductance in microscopic 
metal-semiconductor hybrid structures fabricated from GaAs epitaxial layer and a Ti thin 
film shunt. Four-lead Van der Pauw structures show a gain of 5.2 % in 
electroconductance under +2.5 kV/cm with zero shunt bias. The increase in the sample 
conductance results from the thermionic field emission of electrons and the geometrical 
amplification. A model provides good agreement with the experimental data and clearly 
demonstrates the geometry dependence of the field effect in EEC. The differences
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between EEC devices and field effect transistors, such as JFET and MESFET, are 
discussed. 
 
7.2  Introduction 
Electrical transport in any device depends on both the physical or intrinsic 
properties such as the carrier concentration, etc. and the extrinsic geometric properties 
such as the shape of the device, etc [1]. Normally, transport studies focus on the physical 
properties and samples are designed to minimize the geometric contributions.  However, 
Solin and coworkers have shown that by careful design, the geometric contributions can 
be made dominant and have demonstrated a class of EXX phenomena, where E = 
extraordinary and, to date, XX = magnetoresistance (MR) [2;3], piezoconductance (PC) 
[4;5] and optoconductance (OC) [6;7]. Here we report another type of EXX phenomenon, 
extraordinary electroconductance (EEC), which is based on the geometric amplification 
of the physical properties of a Schottky interface using a metal-semiconductor hybrid 
structure (MSH).  
 
7.3 Device Preparation 
 The MSH structures were fabricated from a 2-inch (100) GaAs substrate (resistivity 
ρ > 1×1015 ohm⋅m, thickness t = 350 μm) with an epitaxially-grown Si-doped n-GaAs 
layer (ND = 4 ×1017 cm-3, t = 200 nm). Four equally spaced Au/Ge ohmic leads are 
surface deposited on the periphery of the mesa disk. A circular opening 100 nm in 
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depth was patterned concentrically on the GaAs mesa and a disk-shaped Ti thin film (t = 
50 nm) was deposited. An additional 50nm Au/Ge was deposited as a current shunt. With 
deliberate control of the metal deposition rate and surface passivation, a Schottky barrier 
was formed at the interface. To apply the electric field directly, a pair of thin metal plates 
is built into the device. One, made of Au/Ge, was deposited on top of the shunt metal 
with a layer of Si3N4 (t = 1 μm) in between, while the other was obtained by metalizing 
the bottom surface of the substrate. Two sets of devices with different mesa radius, 
100μm and 60μm, are studied. Fig. 7.1(a) and (b) show the sample structure. In this study, 
a four-point AC lock-in measurement was used with current passing through leads 1 and 
4 (common ground) and the voltage sensing between leads 2 and 3. The external field is 
in the range -2.5 kV/cm ≤ E ≤ +2.5 kV/cm.  
 
7.4 Experiment 
 For a MS system with 5×1016 cm-3 ≤ ND ≤ 5×1017 cm-3, thermionic field emission 
dominates current transport across the interface at room temperature [8]. The total current 
density can be expressed as, I = Is[exp(qV / nkT ) − 1]  where Is is the saturation current 
which is a complicated function of barrier height, semiconductor properties, and 
temperature. The ideal factor for the Schottky interface is defined as 
n ≡ q / kT( ) ∂V / ∂ ln I( )⎡⎣ ⎤⎦ . 
The deviation of real Schottky interface from the ideal can be attributed to many 
effects, such as electron trapping and recombination [9], barrier inhomogeneities [10],
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Figure. 7.1. Panels (a) and (b) – Schematics, respectively, of the top view and side view 
of an EEC device with R = 100 μm and r = 50 μm. Panel (c) – The room temperature I-V 
characteristic of the Schottky interface. Inset – ideal factor n from a typical EEC device, 
an ideal Schottky diode, A and a Schottky diode with a thick oxide interfacial layer, B. 
(A and B are adapted from Ref. 30). The lines are guides to the eye. 
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interfacial oxide layer [11], image force lowering [12], and series resistance [13]. In a 
two-terminal Schottky I-V measurement, comparing to an ideal Schottky diode, the EEC 
device has a larger series resistance arising from the uncovered annulus shaped GaAs 
region between leads 5 and 4. This excess series resistance and the possible presence of a 
thin oxide layer at the GaAs-Ti interface contribute to the non-ideal behavior of the MS 
interface. The main panel of Fig. 7.1(c) shows the I-V characteristic of the Schottky 
interface while the inset compares the factor n of a typical EEC device with an ideal 
Schottky diode A and non-ideal diode B with a thick oxide interfacial layer. According to 
Ellis et. al. [13], the equivalent circuits of a real Schottky diode, like EEC devices, can be 
represented by two ideal diodes in parallel, each with associated series resistance. In fact, 
from the inset of Fig. 7.1(c), the ideal factor of the EEC is approximately a linear 
combination of those of samples A and B. Detailed discussion of this point will be 
provided elsewhere [14]. 
 The main panel of Fig. 7.2 shows the field dependence of the device resistance under 
a series of shunt biases from -0.4 V to +0.5 V between leads 5 and 4. The sample 
resistance is a function of both the external electric field E and shunt bias VB, i.e. R(E,VB).  
Under a constant VB, the resistance monotonically decreases as E increases and there is a 
one-to-one correspondence between R and E. On the other hand, for a fixed E, the 
resistance is substantially decreased when VB > +0.2 V, as the forward shunt bias   
diminishes the depletion region [15] at the MS interface. The inset of Fig. 7.2 shows the 
device sensitivity, defined as ( )( )1 R dR dE− , with respect to E as a function of VB. The 
maximum sensitivity, ~ 4 %cm/kV, is obtained at -0.3 kV/cm. Note that, for E > -1kV/cm, 
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Figure. 7.2. Main panel – The room temperature 4-lead resistance of a sample with R = 
100 μm and α = 1 /16 under for -2.5 kV/cm ≤ E ≤ +2.5 kV/cm. The symbols have the 
following designations: VB = -0.4 V, ?; -0.2 V, ?; 0 V, ?; +0.2 V, ?; +0.4 V, ?; +0.45 
V, ?; and +0.5 V, ?. Inset – The sensitivity of the device for VB = -0.4 V, ?; -0.2 V, ?; 
0 V, ?; +0.2 V, ?; +0.4 V, ?. 
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the sensitivity of this device is independent of VB. With our current measurement set up, 
for E = 2 kV/cm, a 0.7 % change in field intensity can be detected. Similar to other EXX 
entities, geometry plays an important role in the transport properties of the EEC device. 
For a Van der Pauw disk structure, we define a parameter α as the ratio of the shunt 
radius to the mesa radius, i.e. α = Rshunt Rmesa . The room temperature EEC is defined to 
be the percentage change in sample conductance G = I14 V23  with and without an 
external electric field.  
 ( , ) ( , ) (0, ) /[ (0, )]*100%EEC E G E G Gα α α α= −  (7.1) 
Fig. 7.3 shows the calculated EEC for 4 different devices with a fixed 100 μm mesa 
radius and α of 1/16, 5/16, 10/16 and 14/16. The device with α = 1/16 exhibits the largest 
EEC effect in both forward and reverse field bias and the largest EEC effect, ~ 5.2 %, is 
obtained at a field of 2.5 kV/cm. As α  decreases, the EEC increases. Since mesoscopic 
effects will prevent divergence of the EEC it must have a maximum at reduced α. We 
have not yet determined that maximum due to the feature size limitation (~ 5 μm) of our 
optical lithography.  This determination will be made with future devices fabricated 
with e-beam lithography. 
 
7.5 A 2-Layer Analytical Model 
Traditionally, the p-n junction field effect transistor (JFET) [16] and the Schottky 
barrier gate FET (MESFET) [17] were studied under reverse bias. The reverse gate 
voltage controls the depletion thickness at the junction and thus modulates the 
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Figure. 7.3. The geometry dependence of the EEC effect. The symbols correspond to 
16α = 1, ?; 5, ?; 10, ?; 14, ?. The mesa radius for each device is 100μm.  
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conductivity of the electron channel. EEC distinguishes itself from the FET like devices 
by the forward field effect. Without a proper modification of the FET structure, the 
forward bias cannot be studied due to the additional current injection from metal to 
semiconductor, which is inseparable from the pure field effect. In the EEC structure, a 
1μm thick Si3N4 dielectric thin film is included between the top electrode and the metal 
shunt for this purpose. At equilibrium, the estimated depletion width is given by [18], 
 2 s in B
kTW V V
qn q
ε ⎛ ⎞= − −⎜ ⎟⎝ ⎠  (2) 
where ε s  is the permittivity, Vin is the built-in voltage, and the other parameters have 
their usual meanings. This yields W = 31.5 nm for our devices with Vin = 0.3 V. Under a 
forward field, the depletion is thinned and more thermally excited electrons can tunnel 
through the barrier near the top from semiconductor to metal. The Ti and Au/Ge thin 
films act as both a Schottky gate and a current shunt. By providing an alternative route 
for electrons traveling from semiconductor to metal, current paths are not restricted to the 
conducting channels shaped by the depletion as in FET devices. This contributes 
significantly to the geometry dependence of the EEC effect.  
On the other hand, under zero applied electric field and direct reverse bias across 
leads 5 and 4, a configuration we label as the FET testing mode, the EEC sensor behaves 
as a JFET. In an analytical model we developed, a GaAs annulus, with the central hole 
corresponding to the depletion region, and a homogenous GaAs cylinder are connected in 
parallel. The inset of the Fig. 7.4 shows the 3D schematics of the 2-layer model. The total 
resistance can be expressed as, 
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Figure. 7.4. Inset – Schematics of the 2-layer EEC structure under reverse bias. Main 
panel – The solid lines are fits of Eq. (7.3) to experiment for samples with R = 60 μm 
under reverse bias. The symbols correspond to the observed resistances adjusted by 
RC α( ) with 16α , RC α( )⎡⎣ ⎤⎦ =  (1, 10.92 Ω), ?; (2, 20.45 Ω), ?; (3, 12.69 Ω), ?; (4, 
6.09 Ω), ?; (5, 11.23 Ω), ?; (6, 13.63 Ω), ?; (7,12.02 Ω), ?; (8, 9.39 Ω), ?; (9, 7.81 
Ω), ?; (10, 6.91 Ω), ?; (11, 13.22 Ω), ?; (12, 9.16 Ω), ?; (13, 10.97 Ω), ?; (14, 13.39 
Ω) ?.    
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 ( ) ( ) ( )
1 1 1
, , ,B Top B Bottom BR V R V R Vα α α= +  (7.3) 
where 
( )
( )
( )
( ) ( )
2 4
1
2 4
1
2 1 11 1 1
1 1
n n
n
Top n n
n
R
W n
α α
πσ α α
∞ +
=
⎡ ⎤+ +⎢ ⎥= − −− −⎢ ⎥⎣ ⎦
∑  [19; 20], and, with α = 0 , 
ln 2
( )Bottom
R
t Wπσ= − .  The model assumes sidewall contacting of the voltage and current 
probes whereas the devices use surface contacts. This necessitates the introduction of one 
adjustable offset parameter RC(α), so that the calculated effective resistance is  
 ( ) ( ) ( ), ,eff B B CR V R V Rα α α= +  (7.4) 
For clarity of presentation, the main panel of Fig. 7.4 compares R α,VB( ) (solid lines) 
and Robs − RC α( )⎡⎣ ⎤⎦  (symbols), where Robs α,VB( )= V23 I14 . The model provides a very 
good fit to the data for various values of VB and α. The values of RC α( ) are given in 
the figure caption. Further details of the model will be discussed elsewhere [14].  
Under the FET testing mode, the key difference between EEC and 
JFET/MESFET comes from the device geometry. In both JFET and MESFET, the gate 
has a fixed dimension and covers the major area of the conducting channel. However, in 
the case of EEC, the Ti shunt, equivalent to the gate in the FETs, has a variable area and 
the ratio α  ranges from 1/16 to 14/16. With 20 μA alternating current from leads 1 to 4, 
the device operates in the linear regime. Due to the special structure of EEC devices, 
there is no pinch off effect [16]. Under reverse bias, the radius of the depletion region in 
the semiconductor coincides with that of the shunt. Suppose enough bias is applied and 
the semiconductor thin film under the shunt is totally depleted, electrons can still travel in 
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the annulus shaped semiconductor surrounding the depletion. Under the above conditions, 
the geometry dependence of the resistance in a FET like device can now be demonstrated 
in terms of the “gate” sizes. 
 
7.6 Conclusion 
In summary, we have demonstrated the proof of principle of EEC in GaAs-Ti thin 
film MSH. The geometry dependence of the device resistance and the dual role of the 
Schottky metal, i.e. gate in the FET testing mode and current shunt in direct field sensing, 
distinguish EEC from the JFET and MESFET structures. The inclusion of the dielectric 
layer of Si3N4 makes the forward bias study of a Schottky interface possible. An 
individual EEC device could function as an electric field sensor.  Arrays of such sensors 
could be used for biological applications.  For example, by scaling to the nano regime, 
an EEC sensor array could, in principle, produce a real time image of the charge 
distribution on a single cell surface. 
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Chapter 8 
Transport measurements and 
analytical modeling of 
extraordinary electroconductance 
in Ti-GaAs metal-semiconductor 
hybrid structures 
8.1  Abstract 
We present a comprehensive study of a new phenomenon, extraordinary 
electroconductance (EEC), in microscopic metal-semiconductor hybrid structures
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(MSH) at room temperature. Our artificially designed MSH structure shows highly 
efficient external electric field sensing properties not exhibited by bare semiconductor 
structures. The microscopic device is fabricated from a GaAs epitaxial layer with a Ti/Au 
shunt subject to an external electric field and gives a maximum 5.2% EEC effect 
corresponding to a change of electric field of the order of 3 V/cm. Moreover, the study 
reveals a strong dependence of the transport properties on the geometry of the MSH. An 
analytical 2-layer model is developed which provides good agreement with the 
experimentally observed data. We propose that scaled down nanoscopic EEC sensor 
arrays can be used as a novel imaging technique for the charge distribution on a single 
cell surface in real time. 
 
8.2 Introduction 
The electrical transport properties of any device depend on two factors, one physical and 
one geometric. The contribution to the physical components arises from the material 
properties such as doping level, impurities, bulk mobility, etc. On the other hand, the 
contribution to the geometric components comes from the configuration of the device 
such as the device dimensions, shape, lead contact area, lead arrangement, etc.[1] 
Traditionally, semiconductor device studies focused on the physical contributions and 
limited the geometrical effects on purpose to fully examine the underlying physics. 
But by careful design, the geometric contribution can be made dominant in the transport 
properties. The recently discovered extraordinary magnetorsistance (EMR) in a 
metal-semiconductor hybrid (MSH) structure by Solin et. al. [2] is the first example of 
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geometry driven effects. What Solin and his coworker pointed out in the study is that the 
physical effects can be enhanced by geometric factors such as device shape, dimensions 
and arrangements of the conducting leads. In fact, a symmetric Van der Pauw (VdP) disk 
of homogeneous nonmagnetic InSb with an embedded concentric Au inhomogeneity 
exhibits a 100% magnetoresistance (MR) effect at the field of 0.05T at room temperature, 
exceeding the spin dependent GMR effects [7,8] and colossal MR [9]. Geometry 
dependent properties, other than electronic transport, in different nanoscopic and 
mesoscopic devices have also been reported [3-6]. 
The EMR devices have a donut shaped InSb VdP structure with a Au filling at the 
center. The ohmic metal-semiconductor (MS) interface and the Corbino-like structure 
play central roles in the magnetoresistance. At zero magnetic field, the electron takes the 
easiest route through the metal, i.e., small effective resistance. On the other hand, at 
nonzero magnetic field, the Lorentz force due to the magnetic field defects the current 
through the semiconductor, i.e., high effective resistance. This difference in resistance 
with and without the magnetic field is the origin of the geometry dependent EMR. By 
extending this general idea of geometrically driven interfacial effects on transport 
properties, a new class of EXX phenomena has been demonstrated, where E= 
extraordinary and, to date, XX = magnetoresistance (MR) [10], piezoconductance (PC) 
[11,12], and optoconductance (OC) [13,14]. 
Following the discovery of EMR, EPC and EOC, it was realized that an electric field 
equivalent of the EXX phenomenon, i.e., extraordinary electroconductance (EEC), should 
exist, with the external electric field providing the perturbation. In principle, the EEC 
device should have a geometry where the external electric field redistributes the current
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Figure. 8.1  Panel (a) A 3D schematic of the EEC Van der Pauw structure. A concentric 
metal shunt of radius 50 μm is in a direct contact with the GaAs mesa of radius 100 μm. 
Four leads are deposited on the periphery of the mesa surface and lead 5 is directly 
connected to the shunt. Panel (b) An SEM image of an EEC device without the shunt 
metal on top. Panel c) A cross sectional view of the EEC multilayer structure. The shunt 
is composed of two 50 nm thick metal thin films, Ti and Au/Ge. A pair of parallel plates, 
as shown in Fig. 8.1(c), is incorporated to apply an external field with a 1μm Si3N4 
dielectric between the top plate and the shunt. 
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propagation. In EMR and EOC devices, the interface between metal and semiconductor is 
ohmic. Since the external electric field has very minimal or no impact on an ohmic 
interface and strong effects on a Schottky MS interface, we have chosen a metal (in this 
case, Ti) to form a Schottky barrier at the interface. The MSH structure designed for an 
EEC device is shown schematically in Fig. 8.1(a). The Ti metal disk on top of the 
cylindrical GaAs mesa forms a Schottky barrier. The external electric field perpendicular 
to the MS interface modifies the Schottky barrier height and width, which in turn changes 
the current distribution through the semiconductor, i.e., changing the total resistance. This 
unique characteristic of the MSH design can be used in sensing efficiently the local 
electric field intensity.  We have recently provided a proof of principle demonstration of 
the EEC effect in Ti-GaAs MSH structures in a brief preliminary report.15 Here we 
provide the detailed experimental study of this effect and show a two-layer analytical 
model that quantitatively accounts for the observed transport properties under an 
extended range of reverse biases. We have also included a full characterization of the 
Schottky properties at the Ti/Au-GaAs interface.  
This paper is organized as follows. In Sec. 8.2, we provide a detailed description of 
the experiment setup such as the sample preparation and the instrumentation. Then we 
discuss the experimental observation of different transport properties, such as the 
Schottky I-V, 4-leadconductance change under electric field, device sensitivity and 
resistance change under reverse shunt bias, in Sec. 8.3. A refined 2 layer analytical model 
developed to explain the observed transport properties is presented in Sec 8.4. We 
compare existing field effect devices such as JFETs and MESFETs with our EEC devices 
in Sec. 8.5. We end the paper with conclusions in Sec. 8.6.
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8.3  Experimental Procedure 
8.3.1  Sample design and fabrication 
Our EEC devices were prepared using lattice-matched GaAs epitaxial layers, as shown in 
Fig.8.1(c), grown by molecular beam epitaxy (MBE). The active layer of the device is a 
200 nm thick Si-doped GaAs epitaxial layer (mobility μ = 4400 cm2V-1S-1, carrier 
concentration ND = 4 x 1017 cm-3), followed by an undoped 800 nm thick epitaxially 
grown GaAs layer as a buffer with a semi-insulating GaAs substrate (thickness t = 
350mm) at the bottom. The mesa was first fabricated using standard optical lithography 
and wet etching. Second, AuGe/Ni/Au metal layers for the ohmic leads were deposited 
followed by a thermal annealing at 450oC for 1 minute. The four contacting pads of the 
leads are symmetrically distributed around the periphery of the mesa disk and ohmic 
contacting to the surface is achieved. Next, we have deposited concentric double metal 
layers composed of a 50 nm thick Ti thin film, which has an intimate contact to the GaAs 
epi layer to form a Schottky interface, and a 50 nm thick Au/Ge thin film, which acts as 
an effective shunt for electron transport. Ti and Au metals were deposited sequentially in 
a metal evaporation system. Before depositing metal for the ohmic leads and the shunt, 
we have etched the surface oxidation by dipping the sample in an HCl:DI (1:2) solution 
for 5 minutes and quickly transferring the sample to the evaporation system. An 
additional bonding lead is attached to this shunt metal for biasing purposes. 
Fig. 8.1(a) shows schematically the 3D structure of a typical EEC device. An SEM 
image of a defined mesa connected with four ohmic leads is shown in Fig. 8.1(b). To test
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our device under an external electric field, a pair of capacitor plates is incorporated into 
the EEC structure. In order to prevent leakage current from the top metal plate to the 
Au/Ge shunt, a 1μm thick layer of Si3N4 is sandwiched in between. The Si3N4 insulating 
dielectric was deposited by plasma enhanced chemical vapor deposition (PECVD) and 
etched with a plasma etcher. A schematic cross-sectional view of the heterostructure is 
shown in Fig. 8.1(c). Finally we have deposited the two metal layers of Au/Ge for the top 
and bottom capacitor plates, as shown in Fig. 8.2, using optical lithography. 
We define a geometrical parameterα to be ratio of the shunt radius rs to the mesa 
radius rm. As in Fig. 8.1(a), rs =100 μm and rm =100 μm, i.e., 
 s mr rα = .  (8.1) 
Two sets of devices with rm =100 μm and 60 μm have been studied and each set contains 
15 devices with α from 0/16 (controlled sample) to 14/16.   
 
8.3.2  Experimental setup 
Before testing the EEC effect, the property of the Schottky interface needs to be 
characterized. The four ohmic leads are numbered from 1 to 4 clockwise and the lead to 
the shunt is numbered as 5 as shown in the Fig. 8.1(a). By attaching the shunt lead 5 and 
ground lead 4 to a current source (Keithley 6221) and a nano voltmeter (Keithley 2182) 
in parallel, the I-V characteristics can be obtained.  
With the Si3N4 dielectric between the top capacitor plate and the shunt metal, the 
resistance is found to be ~ 1012 Ω, which assures negligible current leakage through the 
MS interface in the device.
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The EEC device contains a Van der Pauw [16] mesa structure. The resistance of the 
device was measured in a four-probe setup to eliminate any influence of the contact 
resistance between the metal leads and semiconductor. In addition, we adopted both the 
delta method [17] and lock-in method [18] to measure the resistance to exclude low 
frequency ( f < 100Hz ) thermal noise. In the delta method, a Keithley 6221 provides a 
square wave current with amplitude of 20 μA at a frequency of 0.2kHz. A Keithley 2182 
performs A/D conversion at source high and source low points. A three-point 
moving-average algorithm is used to calculate the 4-lead resistance. In the lock-in 
method, as shown schematically in Fig. 8.2, the square current is replaced by a sinusoidal 
wave at the frequency of 7 kHz and the data were sampled uniformly along the 
oscillation. As both methods produce equivalent results, we chose the Lock-in method 
due to its faster data acquisition. The external electric field is realized by applying a DC 
voltage across the top and bottom capacitor plates built into the device. All the 
measurements were carried out at room temperature. The EEC device and electrical 
feedthroughs were enclosed in a grounded metal box to isolate the measurement from the 
external noise or disturbance.  
 
8.4  Experimental Observations 
8.4.1  Schottky I-V 
The main panel of Fig. 8.3 shows the Schottky rectification property originating from the 
Ti-GaAs MS interface. Here the Schottky I-V characteristic is measured between the 
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terminals 5 and 4 as shown in Fig. 8.1(a). Ti adheres well to GaAs and the Ti-GaAs 
interface forms an excellent Schottky barrier [19]. We have measured the Schottky I-V 
curve for 60 devices and all showed similar characteristics to those presented in Fig. 8.3.  
In the reverse bias region (V < 0), the current is essentially zero before breaking down, 
while in the forward bias region (V > 0), the current increases sharply after a threshold 
voltage VT , where VT ~ 0.3V. 
   For a metal-semiconductor system with a moderately doped semiconductor (5x1016 
cm-3 ≤ n ≤ 5x1017 cm-3), as in the EEC devices, the tunneling of thermally excited 
electrons or thermionic field emission (TFE) dominates the electron transport. The total 
current can be expressed as [20], 
 exp( 1)sI I qV nkT= − , (8.2) 
where q is the electron charge and Is is the saturation current, a complicated function of 
the MS interfacial area, barrier height, properties of the semiconductor and the operation 
temperature. It can be obtained by extrapolating the current from the linear extension of 
ln I - V at V = 0. Here n is the so-called ideal factor and is defined as, 
 
(ln )
q Vn
kT I
∂≡ ∂ .  (8.3) 
where J is the current density. The deviation of a real Schottky interface from the ideal (n 
= 1) can be attributed to many effects, such as electron trapping and recombination [21], 
barrier inhomogeneities [22], an interfacial oxide layer [23], image force lowering [24], 
shunt resistance [25] and series resistance [26]. In the two-terminal Schottky I-V 
measurement, comparing to an ideal Schottky diode, the EEC device has a built-in series 
resistance. When a current is sent from the leads 5 to 4, it passes through the Schottky
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Figure. 8.3 Main panel - The room temperature I-V characteristic of the Schottky 
interface. The inset (a) shows the linear dependence between the ideal factor n and the 
current for I > 16 μA. The inset (b) shows the quasi-exponential dependence between the 
current and
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interface as well as the annular shaped GaAs uncovered by metal, which leads to a series 
resistance. When the current is in the high forward bias regime, i.e., I > 16 μA, the term 
“-1” in Eq. (8.2) is negligible. To incorporate the effect of the series resistance, Eq. (8.2) 
can be modified as 
                       I = Is exp qV − IRse( ) n0kT⎡⎣ ⎤⎦{ }                   (8.4) 
where Rse  is the series resistance and n0 is the modified ideal factor of the diode 
excluding the effect from Rse . By taking the natural log of Eq. 8.4, differentiating both 
sides by d d ln I and plugging in Eq. 8.3, we have  
 ( )0 sen n qR kT I= + ⋅ . (8.5)  
Thus the series resistance leads to a linear dependence between the ideal factor n and 
the current I in the high forward bias regime, which is shown in inset (a) of Fig. 8.3. 
From the intercept and the slope, n0 = 1.142  and Rse = 1818Ω  can be obtained, 
respectively. In fact, Rse  can be estimated from a simple approximation, where the 
current from leads 5 to 4 is assumed to be highly concentrated in a rectangular shaped 
channel within the uncovered region of the GaAs mesa. The channel length is (rm - rs) 
and the width is the same as the contact pads, i.e., 4 μm, while the channel height equals 
to the mesa thickness, i.e., 200 nm. The resistivity of the GaAs can be calculated from the 
carrier mobility and concentration. The result is ~1400 Ω. As both numbers are in the 
same order of magnitude, the above two calculations are self-consistent. In addition, if we 
directly fit lnI – V from Eq. 8.2 with a straight line, n ~ 1.31. As n0 is much closer to 1 
than n, this confirms the notion that Rse induces non-ideal properties to the EEC Schottky 
interface. 
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At a low forward bias 0 < I < 0.5 μA, the effect from Rse  is minimal as seI R V⋅   
and the shunt effect becomes important. The current starts to bypass the Schottky barrier 
through a shunt resistance, Rsh , and Eq. 8.2 is further modified as  
 ( )0exp 1s shI I qV n kT V R′= − +⎡ ⎤⎣ ⎦ . (8.6) 
Here to distinguish from n0, ′n0 is used as the modified ideal factor excluding the shunt 
effect. In the low current bias regime 0 < I < 0.5 μA, an exponential-linear combination 
function y = p1 exp(− x p2 ) + p3 + p4 x  fits the data perfectly. The two parameters in Eq. 
8.6, Rsh = 3.45 × 108 Ω  and ′n0 = 1.197 , can be extracted from the fitting parameters 
p4  and p2  respectively. Inset (b) of Fig. 8.3 shows the quasi-exponential I-V 
dependence in this region. The characterization of the shunt resistance in an EEC device 
is crucial to the understanding of the electron transport property under an electric field. In 
addition to the Schottky barrier, the shunt resistance provides another path for electrons 
from the GaAs mesa to get access to the Ti/Au shunt and results in a redistribution of the 
current between the metal and the semiconductor. This current redistribution gives rise to 
a measurable device conductance change. 
 
8.4.2  EEC 4-lead Resistance under Direct Bias  
We measure the device resistance by sending a current through leads 1 to 4, I14, 
and measuring the voltage drop across leads 2 and 3, V23. The observed resistance Robs is 
given by,  
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 23
14
1( , )
( , )obs
VR E
G E I
α α= = , (8.7) 
where G(α, E) is the sample conductance. Using an electric field, we can externally 
perturb the EEC device in two different ways. First, applying a bias voltage across the 
shunt lead 5 and the ground lead 4, which we label as direct biasing. The non-linear 
current voltage dependence and the non-uniform field distribution at the MS interface 
make it very complicated to calculate the local field intensity. Second, applying a bias 
voltage across the capacitor's top and bottom plates, which we label as indirect biasing. 
The field intensity in this case is simply given by E = V/d, where d (~ 400 μm for the 
EEC devices studied here) is the separation between the top and bottom plates. Under a 
direct bias, the EEC device operates as a Field Effect Transistor (FET). The direct bias 
voltage ranges from -2V to +1V, as shown in Fig. 8.4. In the reverse bias region, sample 
resistance declines linearly as the bias increases (i.e., the magnitude of bias voltage 
decreases), and this linear dependence continues into the forward region until V ~ VT, 
followed by a dramatic drop in the device resistance.  
The rapid decrease in resistance in the forward bias region arises from current 
injection. When a metal and an n-type semiconductor have an intimate contact, electrons 
from semiconductor conduction band will keep flowing into the metal until the Fermi 
levels on the two sides line up. Positive ionized donors are left behind in the 
semiconductor while electrons that surmount or tunnel through the barrier form a thin 
sheet of negative charges on the metal surface. An internal electric field from 
semiconductor to metal is built up. As electrons move out of the semiconductor into the 
metal, the free electron concentration near the boundary decreases and a high-resistivity
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Figure. 8.4 The four lead resistance of devices with 60 μm mesa radius and different α 
values under a direct shunt bias voltage from -2 V to +1 V.  
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depletion region is formed. The depletion width W depends on the square root of the 
applied bias voltage [27]. When a forward bias is applied, the resultant electric field at 
the interface decreases and so does the depletion width. For the devices shown in Fig. 8.4, 
when V increases to +0.3V, the depletion is thin enough for a large number of electrons to 
tunnel through the barrier leading to a substantial decrease in the measured 4-lead 
resistance. Therefore, the depletion width at equilibrium, W0, can be estimated from this 
threshold voltage, which will be discussed in Sec. 8.5.1. 
 
8.4.3 EEC 4-lead Resistance under External Electric 
Field and its Field Sensitivity 
The EEC devices are essentially field-controlled resistors, which can be used as 
electric field sensors. To study the response of our devices to an external electric field, a 
quantity EEC is defined to be the percentage change in sample conductance with an 
external electric field and without field and is given by, 
 
( , ) ( ,0)
100%
( ,0)
G E G
EEC
G
α α
α
−= × , (8.8) 
where α is the geometric factor defined in Eq. 8.1 and G(α, E) is the sample conductance 
defined in Eq. 8.7.  
To test the EEC effect, we connect the top and bottom metal plates to a voltage 
source (Keithley 230) to supply a static field using a DC voltage. Compared to the 
internal field at the MS interface, usually between 105 V/cm and 106 V/cm, the applied 
field (~ 103 V/cm) is very small and can be treated as a perturbation. Fig. 8.5 shows the
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Figure. 8.5 Main panel (a) 4-point resistance of an EEC device measured with respect to 
an external electric field. Inset (b) shows the device sensitivity at the corresponding shunt 
biases. Panel (c)-EEC effects in four different devices with α = 1/16; 5/16; 10/16; 14/16. 
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field effect of an EEC device under different shunt bias voltages from -0.4V to +0.5V 
denoted by symbols. For example, as the field increases from -2.5 kV/cm to +2.5 kV/cm, 
the sample conductance at zero shunt bias increases continuously from 16.97 Ω to 
18.53 Ω . Thus the measured conductance is a figure of merit for electric field sensing.  
We calculate the device sensitivity as the percentage change in sample conductance 
with respect to the field change, i.e., 1/G(dG/dE) × 100%. The optimum value is found to 
be independent of the shunt bias VB and is an intrinsic property of the device. The inset of 
Fig. 8.5 shows the sensitivity of an EEC device with rm = 100 μm and α =1/16 under 5 
different shunt biases. For E > -1 kV/cm, the sensitivity of the device is independent of 
VB.  As a result, shunt lead 5 is optional for the optimized EEC sensors, and its removal 
will simplify the design and fabrication of EEC nano sensors and arrays by reducing 1/5 
of the total pin outs and connecting circuits. 
Our EEC devices are fundamentally different from a regular Schottky diode. For 
EEC devices, the Shunt metal forming the Schottky barrier does not need to be externally 
connected. On the other hand, a regular Schottky diode is a two terminal device, where 
the metal and the semiconductor are connected to external terminals. 
Using the instrument precision values and the EEC device sensitivity, one can 
determine the sensor resolution or the smallest detectible field. For a typical 4-lead 
resistance test, the magnitude of the alternating current is 20 μA with a precision of 1 nA. 
During the test, the lock-in amplifier provides a reading of 0.8982 mV with an accuracy 
of 0.1 μV.    Since the error propagates as ( ) ( )2 2R R I I V VΔ = Δ + Δ , the field 
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resolution can be expressed as 
ΔR R
sensitivity
= 3.05V cm at the sensitivity of  4%, or in 
other words, the smallest field that this EEC sensor can detect is 3.05V/cm. 
 Fig. 8.5(c) demonstrates the geometrical dependence of the EEC effect. Under 
+2.5kV/cm, a maximum 5.2% EEC effect is obtained in a device with rm = 100μm  and 
α = 1 16 . Comparing the 4 devices presented in Fig. 8.5(c), it is interesting to note that 
the smaller the geometrical parameter α, the larger the effect. With the same mesa size, a 
device with a smaller α has a smaller interfacial area, yet a larger ratio between the 
periphery and the area of the metal shunt disk, i.e., 2π rs . Along the edge of the metal 
disk, the local electric field at the MS interface is much larger than the interior due to an 
accumulation of surface charges. Under a uniform electric field, the region of high 
surface charge concentration is more sensitive to the applied field than the region of low 
charge concentration. Therefore, the EEC device with α = 1 16  exhibits the largest 
percentage change in conductance compared to other devices with larger α. A 3D finite 
element simulation of the dynamic interfacial charge distribution is in progress to 
interpret the geometry dependence of the EEC effect quantitatively. 
 
8.5  Analytical Modeling 
8.5.1  Field Dependence of the Depletion Width 
The potential in the semiconductor space charge region of a Schottky system can be 
described by the Poisson equation,  
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2
2
( )
s
d V z
dz
ρ
ε− = , [0 < z< W] (8.9) 
where εs is the permittivity of the GaAs, W is the depletion width and the z axis is shown 
in Fig. 8.7(a).  For a typical MS system, a uniformly doped semiconductor and an abrupt 
change in space charge density at the depletion boundary are assumed. The internal 
electric field strength increases linearly with distance (W – z) from the depletion 
boundary and peaks at the MS interface. By solving the Poisson equation under the above 
boundary conditions, one can show that [27], 
 2 s in B
D
kTW V V
qN q
ε ⎛ ⎞= − −⎜ ⎟⎝ ⎠ , (8.10) 
where Vin is the built-in potential, VB is the applied bias voltage and εs is the permittivity 
of the GaAs. At equilibrium or VB = 0V, Eq. 8.10 yields W0 = 31.5 nm for EEC devices 
with Vin = 0.3V. 
 
8.5.2  The 2-layer Model  
Under a reverse bias, the depletion region expands and little current can flow 
across the MS interface. Therefore, the semiconductor is effectively separated from the 
metal by the depletion layer and can be modeled individually. The 4-lead resistance 
essentially consists of two GaAs thin film layers connected in parallel, a GaAs annulus of 
thickness W and a GaAs cylinder of thickness ( t − W ), as shown in Fig. 8.7(a). The 
concentric hole on the top layer, with a radius of rs and a thickness of W , corresponds to 
the depletion region. 
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Figure. 8.6  (a) A 3D schematic of the 2 layer structure when the EEC device is under a 
reverse bias. The red cylinder in the top layer represents the depletion region. The blue 
arrows in both layers correspond to the in-plane current considered in calculating the 
resistance of the EEC device. The dashed red arrow in the top layer shows the 
non-laminar current that flows from the top annulus region to the bottom layer 
underneath the depletion region. Panel(b) The top view of the upper layer in the 2 layer 
model. The center inhomogeneity has the same radius as the metal shunt and the same 
thickness as the depletion width. 
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The apparent resistivity of a cylindrically symmetric Van der Pauw configuration of 
radius r = a  with a conducting inhomogeneity of radius r = b  is given by [28, 29]:  
 
( ) ( )
( ) ( )
2 4
1
2 4
1
2 1 11 1( , ) 1
ln 2 1 1
n n
p
app n n
n p
γα γαρ α γ σ γα γα
∞ +
=
⎡ ⎤− −⎢ ⎥= − −+ +⎢ ⎥⎣ ⎦
∑ , (8.11)  
where  
( )
( )
2 2 2
0
2 2
0
1
( 1)
σ σ βγ βσ σ
− −= = ++                    (8.12) 
Hereα = b a and 0σβ σ= . σ  and σ 0 are the conductivity of the medium and the 
inhomogeneity respectively. In the 2-layer model, α varies from 1/16 to 14/16 with 
b = rs  and a = rm  according to Eq. 8.1. The parameter represents β the accessibility of 
the current through the depletion region. β  = 0 represents a completely depleted 
inhomgeniety medium, i.e., no current owing through the inhomgeniety medium. On the 
other hand, β = 1corresponds to no depletion, i.e., the current transport is similar to the 
semiconductor region. To determine that value of _ for our EEC devices, we have 
compared the experimentally measured 4-point resistance to the values calculated from 
the 2-layer model for different β s as shown in Fig. 8.7. The excellent agreement of the 
measured values to the values for β = 0 suggests that negligible current is owing through 
the inhomogeneity region for our EEC devices. Hence we can safely assume that 
 σ 0 = σ  or γ → −1 . When n becomes fairly large, α 2n → 0  as α < 1 . Thus the 
augment of the series converges to −1( )n+1 n  and the sum is calculated numerically.
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Figure 8.7  The comparison of the curvature between the measured 4-point resistance of 
the EEC device of α = 7/16 and the values calculated from the 2-layer analytical model 
for different β s. The shaded area corresponds to the lines for different values of β  
ranging from 0 (top) to 0.2 (bottom). We have added offset values of -12.02 Ω and +1 Ω  
from the measured resistance and β = 0.2 lines, respectively, so that the plotted lines 
converge at the zero voltage (V = 0). 
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   For the bottom GaAs cylinder, the apparent resistivity ρapp  is simply the inverse of 
the medium conductivity 1 σ( ), as α = 0  and −1( )n+1 n
n=1
∞∑ = ln 2 . The measured 4- 
lead resistance and the apparent resistivity are related by the Van der Pauw’s expression  
[16] 
 23
14ln 2
app
Vt
I
πρ = . (8.13) 
Based on the two-layer model, the total resistance R(α, V) can be calculated as follows,   
 ( ) ( ) ( )
1 1 1
, , ,Top BottomR V R V R Vα α α= + , (8.14) 
where  
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2 4
1
2 4
1
2 1 11 1 1
1 1
n n
n
Top n n
n
R
W n
α α
πσ α α
∞ +
=
⎡ ⎤+ +⎢ ⎥= − −− −⎢ ⎥⎣ ⎦
∑ , (8.15)  
 and  
 ln 2
( )Bottom
R
t Wπσ= − .  (8.16) 
 One interesting implication from Eqs. (8.11) and (8.13) is that the measured 
resistance does not depend on either the mesa radius or the shunt radius individually, but 
the radius ratio. If the model properly describes reality, EEC nano sensors with a fixed α  
will have the same field sensitivity yet provide a much higher spatial resolution than the 
microscopic sensors studied in this paper.
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Fig. 8.8 The comparison between the 2-layer model (Eq. 8.13 in the text, solid lines) and 
experiment for samples with rm = 60μm under an extended range of reverse bias. The 
symbols correspond to the observed resistances adjusted by RC α( )  with 
16α , RC α( )⎡⎣ ⎤⎦ =  (1, 9.285Ω), ?; (2, 19.447Ω), ?; (3, 10553Ω), ?; (4, 68.01Ω), ?; (5, 
10.002Ω), ?; (6, 13.491Ω), ?; (7,11.004Ω), ?; (8, 10.136Ω), ?; (9, 8.588Ω), ?; (10, 
4.909Ω), ?; (11, 12.165Ω), ?; (12, 6.423Ω), ?; (13, 4.356Ω), ?; (14, 9.38Ω) ?.    
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8.5.3 Theory and Experiment Comparison 
Before comparing to the experiment, two approximations in the model need to be 
addressed. First, the voltage and current probes of an EEC device use surface contacts 
whereas the model assumes sidewall contacting. Thus, in the experiment, the current flow 
underneath the metal contact pads 1 and 4 is perpendicular to the mesa surface. And the 
electrons that reach the bottom layer, i.e., the cylindrical GaAs, must have passed through 
the top annulus GaAs layer. This non-laminar current flow introduces additional series 
resistance in the measurement compared to the sidewall-contacting model. Second, the 
current I14  inside the semiconductor layer has a 3D distribution and electrons from the 
top layer may take the route under the center inhomogeneity (depletion region) and flow 
through the bottom layer. In contrast, the model describes in-plane electron flow in 
parallel with no disruptions between layers.  
 The above two approximations suggest that the experimentally observed resistance 
will be consistently larger than the analytical prediction from Eq. 8.14. To account for 
this discrepancy, an adjustable parameter RC α( ) is introduced,    
 ( ) ( ) ( ), ,B B CR V R V Rα α α′ = + . (8.17) 
Here ′R α,VB( ) is the adjusted resistance predicted by the two layer model and VB is the 
direct bias voltage applied across the leads 5 and 4.   
For clarity of presentation, Fig. 8.8 compares the theory prediction R α,VB( ) (Eq. 
8.14, solid lines) and adjusted experimental results Robs − RC α( )⎡⎣ ⎤⎦  (Eqs. 8.7 and 8.17, 
symbols). The model provides a good fit to the data for various values of VB  and α. The 
                                8.6 Comparison between EEC and JFET/MESFET 
    
 157
values of RC α( ) are given in the caption of Fig. 8.8. The quality of this one parameter 
fitting for α in the middle range, i.e., from 4/16 to 10/16, is better than those for α  close 
to 0 or 1. When α is small, the effect from the high charge density along the metal shunt 
edge becomes important and impacts the resistance response to the bias voltage. On the 
other hand, as α approaches 1, the surface contact pads are so close to the metal shunt, 
which makes the current path more complicate in the real device than what the model 
predicts. We have fit the data only in the reverse bias direction with -2V < VB < 0V. 
Under a forward bias, the depletion region is diminished and electrons flow through the 
MS interface. As electrons get access to the metal shunt, the 2-layer structure is 
inadequate for modeling the current transport within the MSH. 
 
8.6 Comparison between EEC and 
JFET/MESFET  
When a direct reverse bias is applied between leads 5 and 4 with no voltage across 
the capacitor plates, an EEC device behaves like a JFET [30] or a MESFET [20]. Under 
this operating mode, the fundamental difference between the two types of device comes 
from the geometry. In EEC devices, the metal shunt radius varies with the mesa radius 
fixed and the radius ratio α  changes from 1/16 to 14/16. The 4-lead resistance has a clear 
dependence on the geometrical parameter α as shown in Fig. 8.8.  In contrast, for most
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JFETs and MESFETs, the metal gates have fixed sizes and thus the gate size dependence 
of the characteristic ID-VD in FETs has never been studied.  
Other than the geometry, the EEC effect distinguishes itself from the FETs by the 
forward field effect, as the JFETs and MESFETs are normally operated under reverse 
biases. For an EEC device, under a forward electric field, the depletion is thinned and the 
more thermally excited electrons tunnel through the barrier near the top from 
semiconductor to metal. The Ti and Au/Ge thin films act as both a Schottky gate and a 
current shunt. By providing an alternative route for electrons traveling from 
semiconductor to metal, current paths are not restricted to the conducting channels 
shaped by the depletion region. This contributes significantly to the geometry dependence 
of the EEC effect. 
 
8.7  Summary 
We have successfully designed, fabricated and modeled a new type of electric field 
sensor. A Van der Pauw disk of homogeneous GaAs with a concentric Au/Ti disk on top 
is found to exhibit room-temperature electroconductance of 5.2% at an electric field of 
2.5kV/cm. With the current testing system, the sensor resolution is 3.05 V/cm. The 
2-layer model successfully predicts the linear dependence between the reverse bias 
voltage and four-lead resistance and fits the measured resistance quite well.  In a real 
life application, EEC sensors may be scaled down to the nano regime and assembled into 
sensor arrays. By measuring the local electric field intensity at very high spatial 
resolution, one might construct a charge distribution image on a cell surface in real time. 
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