Abstract. In this paper, we study the characters of two classes of P-polynomial table algebras using tridiagonal matrices. To this end, we obtain some results about the eigenstructure of special tridiagonal matrices. We also find a recursion relation for the characteristic polynomial of the first intersection matrix of P-polynomial table algebras by means of LU factorization.
Introduction
The eigenstructure of tridiagonal matrices and their applications have been studied exhaustively in many papers such as [7] , [8] , [10] , [14] and [16] . Tridiagonal matrices are also used in P-polynomial table algebras. More precisely, the first intersection matrix of a P-polynomial table algebra is a tridiagonal matrix whose eigenvalues can give all characters of the P-polynomial table algebra, see [4, Remark 3.1]. The study of characters of table algebras is important and can be used in studying the properties of association schemes, because the Bose-Mesner algebra of any association scheme is a table algebra, see [11] . However, calculating the characters of table algebras explicitly is sometimes hard or impossible.
Here, we intend to develop some linear algebra methods for tridiagonal matrices which can be used in calculating the characters of P-polynomial table algebras. Hence, we first consider two matrices, namely A n and P n , in the forms of where 0 = a ∈ C . The eigenvalues of A n and P n may be obtained from the results in [7] and [15] , but we need their characteristic polynomials to study the characters of some P-polynomial table algebras. To this end, we calculate the characteristic polynomials and the eigenvalues of A n and P n through an approach which is used in the other parts of this paper as well. We then apply our results for A n to study the eigenvalues of a special class of tridiagonal matrices, Q n , which is
where a, b, c ∈ C and bc = 0. We also use our results to study the characters of two classes of P-polynomial table algebras. The first intersection matrices of these table algebras have the following forms:
, and (1.5)
, where α, γ ∈ R + . Note that the above table algebras are of dimension d and introduced in [12] .
Finally, we propose an LU factoring technique with special pivoting for a generic tridiagonal matrix. Using the results, we explore and discuss the eigenstructure of the intersection matrix of P-polynomial table algebras.
Throughout this paper, we denote the complex numbers and the positive real numbers by C and R + , respectively.
P-polynomial Table Algebras
In this section, we review some important concepts from table algebras and P-polynomial table algebras; see [4] and [13] for more details.
Let A be an associative commutative algebra with finite-dimension and a basis
is called a table algebra if the following conditions hold:
β ijm x m with β ijm ∈ R + ∪ {0}, for all i, j;
(ii) there is an algebra automorphism of A (denoted by − ), whose order divides 2, such that if x i ∈ B, then x i ∈ B and i is defined by x i = x i ; (iii) for all i, j, we have β ij0 = 0 if and only if j = i; moreover, β ii0 > 0.
The i-th intersection matrix of (A, B) (the intersection matrix with respect to x i ) is the matrix of the form:
, where
For any table algebra (A, B) with
A real standard table algebra (A, B) with
, and b −1 = c d+1 = 0. Hence, the first intersection matrix of a P-polynomial table algebra is as follows.
Since A is semisimple, the primitive idempotents of A form another basis for A, see [13] . Consequently, if {e 0 , e 1 , · · · , e d } is the set of the primitive idempotents of A, then we have
The numbers p i (j) are the characters of the table algebra.
Let (A, B) with B = {x 0 = 1 A , x 1 , · · · , x d } be a P-polynomial table algebra. Then the p 1 (j) are equal to the eigenvalues of its first intersection matrix and for
where ν i (x) is a complex cofficient polynomial such that x i = ν i (x 1 ).
Tridiagonal Matrices
We now calculate the eigenvalues of A n which are given in (1.1). The following lemma helps us to calculate the eigenvalues of tridiagonal matrices. Lemma 3.1. ( [6] ) If {H n , n = 1, 2, · · · } is a sequence of tridiagonal matrices of the form
then the determinants of H n are given by the recursive formula:
The eigenvalues of A n , as given in (1.1) , are as follows.
If we calculate the determinant given in (3.1) using the Laplace expansion, then we have
On the other hand, from Lemma 3.1, we get
with ∆ 2 (x) = x 2 − 1 and ∆ 1 (x) = x. Solving (3.3), we obtain
where U n (x) is the n-th degree Chebyshev polynomial of second kind, see [9] for more details. Next, from (3.2) , (3.3) and (3.4), we have
where T n (x) is the n-th Chebyshev polynomial of first kind, for more details about Chebyshev polynomials, see [9] . Hence, the eigenvalues of A n are
We now calculate the characteristic polynomial of P n , given in (1.2), in the following lemma.
Proof. Let H n (x) = |xI n − P n | be the characteristic polynomial of P n . Through some straightforward calculations, we obtain that
where ∆ n (x) is as given in Theorem 3.2. We now apply Lemma 3.1 along with an inductive argument to prove that
and the proof is complete.
We now generalize A n to Q n , given in (1.3), and calculate its eigenvalues.
Corollary 3.4. The eigenvalues of Q n which is given in (1.3) are
Proof. Let C n (x) = |xI n − Q n |. One can prove using induction on n and Lemma 3.1 that
where D n (x) is given in Theorem 3.2. Then from Theorem 3.2, the eigenvalues of Q n are
Two Classes of P-polynomial Table Algebras
We now apply the results and methods in Section 3 to study the characters of two classes of P-polynomial table algebras. These table algebras are studied in [12] and their first intersection matrices are given in (1.4) and (1.5). is as given in (1.4) . Then the characters of (A, B) are
, are equal to the eigenvalues of the i-th intersection matrix B i . Since B 0 = I d+1 , we have p 0 (j) = 1 for all j. Similarly, the p 1 (j) are equal to the eigenvalues of
Let N n be a tridiagonal matrix of the form
and K n (x) = |xI n − N n |. From Lemma 3.1, we can conclude that R d+1 (x) = K d+1 (x). Thus, we find the eigenvalues of N n instead of B 1 . By Laplace expansion, we get
where C n (x) is the characteristic polynomial of Q n in Corollary 3.4, for a = 0, b = c = α. Hence, we have
where T n (x) is the n-th Chebyshev polynomial of first kind and the above equalities follow from the properties of Chebyshev polynomials which can be found in [9] . The eigenvalues of N n are therefore the zeroes of the following equation:
and the x j = p 1 (j) are obtained. To calculate the p i (j), 2 ≤ i ≤ d, we must calculate the complex cofficient polynomial ν i (x), where x i = ν i (x 1 ). Obviously, ν 1 (x) = x, and from (2.1), we get αν 1 (x) ) , . . .
We now consider the recursive function ϕ n (x) in the form of:
with ϕ 1 (x) = αx and ϕ 2 (x) = x 2 − 2α 2 . From Lemma 3.1, ϕ n (x) is the following determinant
Laplace expansion yields
where H n (x) is the characteristic polynomial of the matrix:
and from Lemma 3.3, we know that
Finally from (4.1), we obtain
and from (2.3), the proof is complete.
We now calculate the characters of the P-polynomial table algebra whose first intersection matrix is given by (1.5) in the following theorem. 
Thus, we find the eigenvalues of N n . By Laplace expansion, we get
where C n (x) is the characteristic polynomial of Q n in Corollary 3.4, for a = 0, b = γ, c = α. Hence, we have
where T n (x) is the n-th Chebyshev polynomial of the first kind. See [9] , for more details. The eigenvalues of B 1 are therefore the zeroes of the following equation
and the x j = p 1 (j) are obtained. To calculate the p i (j), 2 ≤ i ≤ d, we must calculate the complex coefficient polynomial ν i (x), where x i = ν i (x 1 ). Obviously, ν 1 (x) = x, and from (2.1), we get
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We now consider the recursive function ϕ n (x) in the form of ϕ n (x) = xϕ n−1 (x) − αϕ n−2 , (x), with ϕ 1 (x) = γx and ϕ 2 (x) = x 2 − 2αγ. From Lemma 3.1, ϕ n (x) is the following determinant
and from Lemma 3.3, we have
. Finally, from (4.2), we obtain
The LU Factors
Writing a given square matrix as the product of a lower triangular matrix and an upper triangular matrix is called LU-decomposition. Sometimes, an additional permutation (pivoting) is also required.
Let M be a generic tridiagonal matrix of size n as follows.
The LU factorization of M without pivoting has been exhaustively studied in [5] . Here, we propose LU factors for M with special pivoting in order to use them in the process of finding the characteristic equations of the tridiagonal matrices that we are considering in this work. We can also use these factors to efficiently solve systems of linear equations whose matrices are tridiagonal. This can be especially helpful when we use methods such as inverse power algorithms for finding the eigenvalues of such matrices (e.g. see [1] ).
We consider specific pivoting to avoid division by m i,i for i = 1, · · · , n in the entries of L and U . The following lemma summarizes the procedure for finding the LU decomposition of M . 
The entries L i,n in (5.3) satisfy the following recurrence relation for 3 ≤ i ≤ n−1 :
with L 1,n = m1,1 m2,1 , and L 2,n = − m1,1m2,2−m1,2m2,1 m2,1m3,2
. Moreover,
Proof. The proof is straightforward and can be fairly easily done by induction.
We can now write det
3), and (5.4),
we conclude that det P = (−1) n−1 , det L = 1, and det U = n k=2 m k,k−1 U n,n , respectively. From (5.6), we get
5.1. Eigenstructure of B 1 . Finding the eigenstructure of B 1 from (2.2) is an important case study of the applications of Lemma 5.1 and its results. We let
Now from Lemma 5.1 and (5.7), it turns out that
where the L i,d+1 for i = 3, · · · d is the solution of (5.10)
and
The characteristic polynomial of B 1 is therefore given by
from which we can find its eigenvalues. The right and left eigenvectors of B 1 can also be found. Again, the results are stated below as a theorem. 
Moreover, the entries of ψ, the left eigenvector of B 1 associated with x, for 4 ≤ j ≤ d + 1, satisfy the following recurrence relation:
with arbitrary ψ 1 ( = 0) and ψ 2 = (x) k ψ 1 . When j = 3,
One can use this eigenstructure B 1 to find the eigenvalues and eigenvectors of them through methods such as Constrained Rayleigh Quotient (see e.g. [1] for more details).
Concluding remarks
The focus of our work in this paper is on the application of tridiagonal matrices in P-polynomial table algebras. More precisely, the first intersection matrix of a Ppolynomial table algebra is tridiagonal whose eigenvalues can be used in calculating the characters of the table algebra. We have studied the eigenstructure of some tridiagonal matrices. We have also used our results about tridiagonal matrices in studying the characters of two classes of P-polynomial table algebras. Moreover, we have calculated the LU factors for B 1 , the latter being the intersection matrix of any P-polynomial table algebra. Finally, the results from Section 5 can be used in devising numerical algorithms for finding the eigenvalues and eigenvectors of tridiagonal matrices in general, and specifically those that we are more interested in here.
