Abstract. We consider the long-time behavior of solutions to the fifth-order modified KdV-type equation. Using the method of testing by wave packets, we prove the small-data global existence and modified scattering. We derive the leading asymptotic in both the self-similar and oscillatory regions.
Introduction
We consider the Cauchy problem for the following equation of fifth-order modified Korteweg-de Vries (mKdV) type:
(1.1) This equation is completely integrable in the sense that there are Lax pair formulations, and enjoy infinite number of conservation quantities. Well-posedness of the Cauchy problem for (1.1) has been well studied. Kenig et al. [19] studied the local-in-time well-posedness of the higher-order KdV-type equations:
∂ t u + ∂ 2j+1 x u + P (u, ∂ x u, . . . , ∂ 2j x u) = 0, where P is a polynomial having no constant and linear terms. They proved local well-posedness for the initial data in the weighted Sobolev space H s,m (R) := H s (R) ∩ L 2 (|x| 2m dx) for some (large) s, m ≥ 0. Kwon [21] proved local wellposedness for (1.1) in H s (R) with s ≥ global existence and asymptotic behavior. Hayashi and Naumkin [9, 10] derived modified asymptotics without relying on complete integrability. By developing the factorization technique, in [11] they improved the previous result. Harrop-Griffiths [6] proved the long-time behavior of solutions to the mKdV equation. His result used the method of testing by wave packets, developed in the work of Ifrim and Tataru [12] on the cubic nonlinear Schrödinger equation (see also [13, 7] ). This method in some sense interpolates between the physical and the Fourier side analysis. In this paper, we employ the method of testing by wave packets to show global existence and asymptotic behavior of solutions to the fifth-order mKdV-type equation.
Hayashi and Naumkin [8] proved that the solution to the generalized KdV equation
is asymptotically free for p > 3, namely that there exists a linear solution v + such that u(t) → v + (t) in L 2 (R) as t → ∞. On the other hand, asymptotic behavior of the solution to the mKdV equation (p = 3) differs from that of the linear solutions. Hence, we call the nonlinearity of the mKdV equation critical in the sense of the large-time behavior. As in the mKdV equation, while a solution u to (1.1) exists globally, we expect the asymptotic behavior of u to differ from that of the linear solutions. To explain this phenomenon, we roughly derive the asymptotic behavior of linear solutions. We note that the linear solution is written as follows: This observation implies that for smooth initial data with u 0 H 0,1 ≤ ε and k = 0, 1, 2, 3, we have In particular, |u∂ 3 x u| + |∂ x u∂ 2 x u| + |u 3 ∂ x u| ε 2 t −1 holds true. We expect solutions to (1.1) to have the same pointwise estimates as linear solutions above, and hence this bound causes critical phenomena in the sense of the large-time behavior.
Setting (c 1 , c 2 ) = α(2, 3) and c 3 = β for real constants α and β, we focus on the following Cauchy problem:
This nonlinearity cancels out a part that is difficult to handle in the energy estimate. Although (1.4) does not include the fifth-order mKdV equation (1.2) , this is the first result of asymptotic behavior for the fifth-order mKdV-type equation with critical nonlinearity in the sense of the large-time behavior.
Theorem 1.1. Assume that the initial datum u 0 at time 0 satisfies u 0 H 2,1 ≤ ε ≪ 1.
Then, there exists a unique global solution u to (1.4) with e for t ≥ 1 and k = 0, 1, 2, 3. Moreover, we have the following asymptotic behavior as t → +∞.
In the decaying region X + (t) := {x ∈ R + : t In the self-similar region X 0 (t) := {x ∈ R : t 
In the oscillatory region X − (t) := {x ∈ R − : t
where the error satisfies the estimates
In the corresponding frequency region X − (t) := {ξ ∈ R : t 
where the error satisfies
By taking the transformation u(t, x) → u(−t, −x), we obtain the corresponding asymptotic behavior as t → −∞.
We make some remarks. For the local-in-time well-posedness, the assumption u 0 ∈ H 2 (R) is not needed: in fact, we show that u 0 ∈ H 3 4 (R) is enough in Proposition 2.1. However, we require more regularity to obtain a global solution (see Remark 3.5) .
The large-time asymptotics of solutions in the oscillatory region X − (t) have a logarithmic correction in the phase comparing with the corresponding linear case. This correction depends only on the cubic nonlinearity and hence (1.4) with α = 0 behaves like the linear solutions in this region. The function W does not belong to L 2 (R) in general because solutions to (1.4) do not lead to conservation of the L 2 -norm. We have only an a priori bound u(t) H 2 ε t Cε , which is enough to obtain a global solution.
If α = 0, then (1.4) is written as
which has a Hamiltonian structure. In particular,
are conserved, i.e., independent of t as long as u is a solution to (1.7). The second quantity is the energy, hence the energy space is x u ∈ C(R; H 2 5 ,1 (R)) which satisfies the estimates (1.5). Moreover, we have the same asymptotic behavior as in Theorem 1.1 with α = 0. In addition, the function W also satisfies
We give here an outline of the proof. Denote by L the linear operator of (1.4):
x . To obtain pointwise estimates for solutions, we use the vector field
x , which satisfies J = e for any λ > 0. The generator of the scaling transformation is given by
which is related to L and J as follows:
As in [6, 11] , we also use the operator
x L + J . We introduce the norm with respect to the spatial variable
for s ∈ R. We note that u 0 X s ∼ u 0 H s,1 . In §2, by using the Fourier restriction norm method, we show local-in-time wellposedness of (1.4) in C(R; X s ). We need to estimate nonlinear parts including Λu. To estimate the nonlinear parts unifiedly, we show regularity conditions whereby tri-and quinti-linear estimates hold in the Fourier restriction norm spaces. This is an extension of Kwon's result [21] .
The local well-posedness implies that for ε > 0 sufficiently small, we can find T > 1 and a unique solution u ∈ C([0, T ]; X s ) to (1.4). We then make the bootstrap assumption that u satisfies the linear pointwise estimates: there exists a constant
In §3, under this assumption, for ε > 0 sufficiently small, we have the energy estimate sup
where C 1 and C 2 are constants independent of D and T . To complete the proof of global existence, we need to close the bootstrap estimate (1.9). Because the nonlinearity of (1.4) contains three derivatives (e.g., u 2 ∂ 3 x u), an unfavorable term appears in the standard energy argument. To obtain the energy estimate for u(t) H s , we need to add some correction term (see [22] for the fifthorder KdV equation, and see also [15] ). We point out that this argument can also be applied to more general nonlinearity, namely (1.1). On the other hand, we rely on the special nonlinearity of (1.4) to obtain the energy estimate for Λu. More precisely, the nonlinearity of (1.4) 
In §4, we prove a priori bounds that give the pointwise and L 2 decay estimates. In particular, the estimate (1.5) in the decaying region X + (t) holds true. We also observe that (1.9) holds true at t = 1.
To obtain (1.5) in the self-similar region X 0 (t) or the oscillatory region X − (t), we use the method of testing by wave packets as in [6, 7, 12, 23] . In §5, we observe that the wave packet is a good approximate solution to the linear fifth-order mKdV equation. We also show that the output γ of testing solutions u to (1.4) with the wave packet is a reasonable approximation of u. We then reduce closing the bootstrap estimate (1.9) to proving global bounds for γ.
In §6, combining the estimates proved in previous sections, we show that γ satisfies an ordinary differential equation. Solving this ordinary differential equation shows the global bounds for γ, which concludes the proof, and the logarithmic correction to the phase arises.
At this point of this section, we summarize the notation used throughout this paper. We set N 0 := N ∪ {0}. We denote the set of positive and negative real numbers by R + and R − , respectively. We denote the space of all smooth and compactly supported functions on R by C ∞ 0 (R). We denote the space of all rapidly decaying functions on R by S(R). We define the Fourier transform of f by F [f ] or f . We denote the inhomogeneous Sobolev spaces by H s (R) equipped with the norm
We also denote the homogeneous Sobolev spaces byḢ s (R). We define the weighted Sobolev norms by f H s,m := f H s + |x| m f L 2 . In estimates, we use C to denote a positive constant that can change from line to line. If C is absolute or depends only on parameters that are considered fixed, then we often write X Y , which means X ≤ CY . When an implicit constant depends on a parameter a, we sometimes write
Let δ > 0 be a small constant, which is needed only to demonstrate Proposition 6.1. For concreteness, we take δ = 
For any N, N 1 , N 2 ∈ 2 δZ with N 1 < N 2 , we define
We denote the characteristic function of an interval I by 1 I . For N ∈ 2 δZ , we define the Fourier multipliers with the symbols 1 R± (ξ) and σ N (ξ)1 R± (ξ) by P ± and P ± N , respectively.
Local well-posedness
For s, b ∈ R, we define the space Y s,b as the closure of S(R × R) under the norm
We note that
. For our analysis, we need to introduce the local-in-time version of the space defined above. When b > 
with the norm
where the infimum is taken over all possible extensions v of u onto the real line.
In this section, we prove the following well-posedness result. 
Moreover, the flow map 
Kenig et al. [17] showed the Strichartz estimates. 
We use the bilinear estimate, which was proved by Kwon [21] .
+̺ . From the interpolation, we obtain the following. Lemma 2.7. Let 0 < ̺ ≪ 1. Then, we have
Proposition 2.5 and the transference principle imply
Similarly, from embeddings Y
, and
For the proof of (2.2), we use the bilinear refinement of the Strichartz estimates:
which is a consequence of Lemma 3.2 in [1] . Because an interpolation yields that Y
.
By the interpolation [Y
We observe the trilinear estimate in Y s,b spaces.
Denote the decreasing rearrangement of
Then, there exists sufficiently small ̺ 0 = ̺ 0 (s 0 , s 1 , s 2 , s 3 ) > 0 such that for any 0 < ̺ < ̺ 0 , we have
Proof. By duality argument and the Littlewood-Paley decompositions, it suffices to show that
where f Nj = P Nj f j . By symmetry, we may assume that
We divide the proof into the three cases:
Case (i): Proposition 2.6 yields
and ̺ > 0 is sufficiently small. Case (ii): By Proposition 2.6 and (2.2), we have
Because the condition (ii) implies that
the summation under (ii) is bounded by
, and ̺ > 0 is sufficiently small.
Because the condition (iii) implies that
the summation under (iii) is bounded by 
Then, there exists sufficiently small ̺ 0 = ̺ 0 (s 0 , s 1 , s 2 , s 3 , s 4 , s 5 ) > 0 such that for any 0 < ̺ < ̺ 0 , we have
where f Nj = P Nj f j for 0 ≤ j ≤ 5. By symmetry, we may assume that
Then, it is reduced to showing that
Here, the factor N −̺ 1 is needed to sum up, because N 1 ∼ max 0≤j≤5 N j . We divide the proof into the three cases:
Case (i): By (2.1), we have
provided that s 0 + s 1 + s 2 + s 3 + s 4 + s 5 > −3 and ̺ > 0 is sufficiently small. Case (ii): By (2.1) and (2.2), we have
provided that
and ̺ > 0 is sufficiently small.
By (2.2) and Bernstein's inequality, we have
We are now in the position to prove Proposition 2.1.
Proof of Proposition 2.1. We define the operator K u0 (u) by
Lemmas 2.3, 2.4 and Propositions 2.8, 2.9 yield
A simple calculation yields that
which imply that for solutions u to (1.4)
Accordingly, Lemmas 2.3, 2.4 and Propositions 2.8, 2.9 yield
+̺ . Hence, we have
Let u 1 and u 2 satisfy (1.4) with the same initial data. Then, a similar mummer yields
Hence, taking T ∈ (0, 1) with
we obtain that the mapping K u0 is a contraction on the ball B(
Because the remaining properties follow from the standard argument, we omit details here.
Corollary 2.2 follows from the same manner.
Energy estimates
We show energy estimates for solutions u to (1.4). For the estimate of u H 2 , we need to add some correction term.
where C 1 and C 2 are constants depending only on |α| and |β|. In particular, C 1 and C 2 do not depend on D, T , and ε.
Proof. Because Proposition 2.1 yields
we consider the case t ≥ 1. By (1.9) and Dε ≤ ε 1 2 , we have
Integration by parts and (3.1) yield
Because integration by parts and (3.1) imply
we obtain
By (2.3), integration by parts, and (3.1), we have
Gronwall's inequality with above estimates implies
For α = 0, we use the Kato-Ponce commutator estimate (see [14] , [18] ).
Lemma 3.2. For 0 < s < 1, we have
Lemma 3.3. Let 0 < s < 1 and let u be a solution to
and (1.9). Then,
where C 1 and C 2 are constants depending only on |α|, |β|, and s.
Proof. As in the proof of Lemma 3.1, we have
It remains to estimate u(t) Ḣs . Lemma 3.2 and (1.9) yield
s . By using Gronwall's inequality, we obtain the desired bound.
We define the auxiliary space
Lemma 3.4. Let u be a solution to (1.4) satisfying u 0 H 0,1 ≤ ε ≪ 1 and (1.9). Then, for t ≥ 1, we have u(t) X εt 1 10 , where the implicit constant depends only on |α| and |β|.
Proof. We note that (1.8) implies
Because (1.9) yields
We apply Gronwall's inequality with (3.2) to obtain Λu(t) L 2 ≤ C 1 εt C2ε . We therefore have
. We use a self-similar change of variables by defining
Hence, we have
Integrating this with respect to t, we have
, we obtain the desired bound.
Remark 3.5. The estimate u(t) X ε for 0 < t < 1 holds true if u has regularity. Indeed, as in (3.3),
5 H 1 . Accordingly, by Proposition 2.1 and taking ε > 0 sufficiently small, we have
For α = 0, because the cubic part vanishes, by
ε.
Decay estimates
We decompose u into positive and negative frequencies:
Because u is real valued, u + = u − and u = 2ℜu + . We write u N := P N u and u
For t ≥ 1, we further decompose u + into the hyperbolic and elliptic parts
where, for N ≥ t 
Moreover, we may replace σ R on the left hand side by σ >R if a + c > b + 1 and σ <R if a + c ≥ 0 and b = 0. In addition, for any 0 < r < R, we have
Proof. The first inequality is proved in Lemma 3.1 in [23] . Because integration by parts yields
provided that a ≥ 0 and a + c ≥ 0. Hence, the second inequality follows from the same argument as in Lemma 3.1 in [23] .
Lemma 4.1 yields that for any a ≥ 0, b ∈ R, and c ≥ 0, , we have 
by (4.1) and tN 5 ≥ 1, we have
Combining this with (4.6), we obtain (|x|
For the elliptic bound, we decompose u We observe that the equation
holds for any smooth function f .
Taking f = σ ≥3tN 4 u ell,+ N in (4.7), by 2
Taking f = σ ≤ 
, we have
Second, by summing up the frequency localized estimates, we obtain the L 2 -estimates. 
Proof. By (4.1) and the definition of the X-norm, we have
We use (4.1) and (4.4) to obtain
This gives (4.9) with k = 0. For k ≥ 1, because 
We use (4.2) and (4.5) to obtain
From t 
by (4.3) and (4.5), we obtain
Finally, we show the pointwise decay estimates. 
Because u hyp,+ (t, x) is a finite sum of u hyp,+ N (t, x)'s, this yields the desired hyperbolic bound.
Next, we show the elliptic bound. For |x| ≤ t 1 5 , Bernstein's inequality implies
Similarly, for |x| ≥ t 1 5 , we have
For |x| ≤ tN 4 , the Gagliardo-Nirenberg inequality, Lemma 4.2, and (4.2) yield
. Lemma 4.1 and the same calculation as above lead
Combining these estimates with (4.11), we obtain the desired elliptic bound.
Remark 4.5. For t ≥ 1, the estimate
Accordingly, combining this with (4.13) and Remark 3.5, we obtain (1.5) at t = 1.
Wave packets
For t ≥ 1 and ρ ≥ 0, we define
where χ is a sooth function with supp and φ is defined by (1.3) . The spatial support of Ψ v is included in [2 δ vt,
In the following calculation, we abbreviate ∂
where
has the same localization of χ(λ(x − vt)). We show that Ψ v (t, x) is essentially frequency localized near ξ v := |v| . To state more precisely, for v ∈ Ω 0 (t), we define by N v ∈ 2 δZ the nearest scaled dyadic number to ξ v . Then,
Lemma 5.1. For t ≥ 1 and v ∈ Ω 0 (t), we have
where χ 1 (·, a) ∈ S(R) for a ≥ 1 and satisfies
Proof. From Taylor's theorem, we can write
We note that R(z, a) is well-defined provided that max(z, 0) < a. Changing variable z = λ(x − vt), we have
By definition, χ 1 (·, a) ∈ S(R) for a ≥ 1. From the Fresnel integrals,
holds for any z, ζ ∈ R. Accordingly, we have
for a ≥ 1. Hence, we can write
As χ 2 (·, a) ∈ S(R), e
a ζ 2 , and
Because e iR(z,a) = 1 + O( 1 a ) for |z| < 1 and a ≥ 1, we have
Finally, (5.2) follows from (5.3) and (5.4).
The integration by parts with (5.2) yields
for v ∈ Ω 0 (t) and any c ≥ 0. For v ∈ Ω 0 (t), we define
which is a good approximation of u in the following sense.
Proposition 5.2. For t ≥ 1 and k = 0, 1, 2, 3, we have the bounds
Moreover, in the frequency space, we have
Proof. First, we show that
holds true. By changing variable z = λ(x − vt),
. Proposition 4.4 and (5.5) imply 
Hence, from λ|v|
, we obtain
where R k is a function satisfying
Here, (4.12) yields
By (5.8) and (4.8), we have
Moreover, (4.9) implies 
we can write
We set w k (t, x) := e −iφ(t,x) ∂ k x u hyp,+ (t, x). By (4.10), (5.8), and (4.13), we have
Changing variable z = λ(x − vt) and (4.9) imply
Similarly, Young's inequality, changing variables z = λ(x − vt) and v = vt + (1 − θ)λ −1 z, and (4.9) give (5.10)
Next, we consider the frequency space approximation. Proposition 4.4 and Lemma 5.1 yield 
By changing variable
ζ = λ −1 (ξ − ξ v ), we have R u(t, ξ v )e − 1 5 itξ 5 v − u(t, ξ)e − 1 5 itξ 5 λ −1 χ 1 (λ −1 (ξ − ξ v ), λ −1 ξ v )dξ ≤ R |ξ − ξ v | 1 0 | J u(θ(ξ v − ξ) + ξ)|dθλ −1 |χ 1 (λ −1 (ξ − ξ v ), λ −1 ξ v )|dξ = λ R 1 0 | J u(ξ v + λζ(1 − θ))|dθ|ζχ 1 (ζ, λ −1 ξ v )|dζ. Because | u(t, ξ v )| ≤ | u(t, ξ v ) − 2e 1 5 itξ 5 v γ(t, v)| + 2|γ(t, v)| and χ 1 (·, a) ∈ S(R) for a ≥ 1, we have u(t, ξ v ) − 2e 1 5 itξ 5 v γ(t, v) λ 1 2 J u L 2 + (t= ξ v + λζ(1 − θ) yield u(t, ξ v ) − 2e 1 5 itξ 5 v γ(t, v) L 2 v (Ω0(t)) λ R 1 0 | J u(ξ v + λζ(1 − θ))|dθ|ζχ 1 (ζ, λ −1 ξ v )|dζ L 2 v (Ω0(t)) + (t 4 5 |v|) − 5 8 u(t, ξ v ) L 2 v (Ω0(t)) ≤ t − 1 2 (J u)(t, v) L 2 v + t − 1 2 |ξ| −1 u(t) L 2 (t 1 5 |ξ| 1) t − 2 5 · t − 1 10 u(t) X .
Proof of the main theorem
We derive an ordinary differential equation with respect to γ. 
where the implicit constants are independent of D and T .
Proof. We use err to denote error terms that satisfy the estimates
Then, for any k = 0, 1, 2, 3, we have
Indeed, (4.13) shows
From (4.10) and (5.8), we have
Owing to Lemma 3.4, they are error terms.
Because e iφ(t,x) χ has the same localization property as Ψ v (t, x), from (5.1), (5.5), and Proposition 4.4, we have
From (4.9), we obtain
Similarly, (4.9) and (5.8) imply 
has the same localization of Ψ v (t, x). Hence, we can writė
The bootstrap assumption (1.9) yields
We therefore arrive aṫ
We divide u into u = u + + u + and u + = u hyp,+ + u ell,+ . If at least one of u on the right hand side is u ell,+ or u ell,+ , then the right hand side is an error term because of (1.9) and (6.1). Accordingly, setting u hyp = u hyp,+ + u hyp,+ , we havė
Here, we observe that for
If the frequency supports of First, we show global existence of the solution to (1.4). From Proposition 2.1 and Lemma 3.1, this is reduced to showing (1.5) , that is to say, to close the bootstrap estimate (1.9). In the case t For the case t We extend W to R by defining
Then, we have
Proposition 5.2 and (6.3) show the estimates in X − (t). Finally, we derive the asymptotic behavior in the self-similar region X 0 (t). We use the self-similar change of variables (3.4) . Let ρ > 0 be small specified later and let 0 < C ≪ 1. From (3.5), Bernstein's inequality, Lemmas 3.1, 3.4, and (4.5), we have taking the limit as t → ∞, we have that Q is a solution to (1.6).
