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1. Introduction 
In the papers [6,7] continued fractions of the form 
F(z1, Z2,... ):= K Z~n (1.1) 
n=l 1 
have, in convergence cases, been discussed as functions from subsets of C ~ to C. Assuming 
convergence to finite values, also for the tails K,~=N+lZJ1 =: f(N), we have the following: 
Proposition 1. 
OF =__f(°) . f i  
OZn+l Zn+l k=l 
_f(k) ) 
1 +f(k) • [6] (1.2) 
Examples. Evaluated at (z 1, z2,. . . )  =: 5 = (a,a,...), where a ~ ( -  m, - ~] we find 
1 n 
where F -- ½[~ + 4a - 1], Re~-  > 0. 
Evaluated at 5 = (1 • 3, 2 .4,  3 • 5, . . . )  we find 
0 (n + 1)(n + 2)(n + 3)" 
The subscript 0 is used to indicate evaluation at a particular point in C ~, (a, a, a , . . . )  in the 
first case, (1 • 3, 2- 4, 3- 5, . . . )  in the other. 
By using (1.2), convergence theory for continued fractions (in particular a result from [2]) and 
theory of complex functions of one complex variable the following result can be proved [7, 
Theorem 2 and remarks]: 
0377-0427/87/$3.50 © 1987, Elsevier Science Publishers B.V. (North-Holland) 
162 H. Waadeland / Derivatives ofcontinued fractions 
Proposition 2. To any complex a q~ ( -oo,  -~)  there is a p > 0 and an M > O, such that if 
I% I <- P for all n then 
n=l  1 r 1 7+r = ~ "%+1 <~Mo 2, (1.3) 
where Y = ½[~/1 + 4a - 11, Re( -  > 0. 
(Explicit values are available by using [2].) 
In the paper [7] two applications of Proposition 2 have been shown, one of them convergence 
acceleration of limit periodic continued fractions: If % --> 0 when n~ oo there exists a non-in- 
creasing sequence of positive numbers ON, such that ON ~ 0 and [% [ ~ ON for all n >/N. In this 
case Proposition 2 can be used on the tails: 
- F 1 ~/~ n=0 ~ en+N+l ~ MO2N" (1.3')  
From this it is easy to prove, that the modifying factors ('differential' modification) 
1 
?(N) = /-~ ..~ 1 +~----F _ ~ En+N+I (1.4) 
under mild conditions will cause convergence acceleration, not only compared to the ordinary 
approximants S, (0), but also compared to the modified approximants S, (F), where 
a.I 
Sn(w) = al--]-I + +""  + [1 +------w I1 
In fact, if f is the value of the continued fraction, one can prove 
/" 
f _  SN(F ) < const • ON. (1.5) 
See [7], where also some numerical illustrations are given. 
2. Hypergeometric function 
The purpose of the present paper is to illustrate the described method on regular C-fraction 
expansions for certain hypergeometric functions. The emphasis will be on developing the 
formulas needed. Numerical examples will be indicated in some special cases. 
First some words on acceleration: Let { S, } and { V, } both converge to S ~ C, and such that 
(S -  V~) / (S -  S~)~ 0 as n ~ oo. To swich from {S,} to {V~} induces a convergence accelera- 
tion. The situation, as described for instance by Brezinski [1] is that we have, somehow, produced 
a sequence {S, }, that converges to S. By some method, we use this sequence (S, } to produce 
another sequence (V,}, that converges more quickly to S. If what we gain in speed of 
convergence is worth the extra time and effort it takes to go from { S, } to { V, }, it is a good 
method of acceleration. 
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In the case of continued fractions the situation is usually somewhat different. { S, } is for 
instance the sequence of ordinary approximants and { V n } a sequence of modified approximants. 
Acceleration means of course the same, but in the ratio (S -  V , ) / (S -  Sn) the first sequence 
(S, } is merely a 'reference sequence'. We do not need to compute it, and the sequence { V~ } is 
'made from scratch', often with the same amount of time and effort as (Sn } would have 
required, sometimes with slightly more. If, in such a case, we have proved theoretically in 
advance that (S - V, ) / (S  - Sn) ---, O, we may just as well forget about the sequences { S~} and go 
directly to V,, knowing that something is gained, regardless of how slowly the ratio ~ 0. 
In the present case the situation is not quite as clearcut. On one hand, we have acceleratio~ 
even compared to the 'standard' modification (V~ = S,(f~), Sn = Sn(F)). On the other hand, f~ 
requires ome computation, and may even have to be replaced by an approximate value. The 
question about how useful the method is can be answered only after a careful analysis of gain 
and loss. This will not be done here. Here we shall merely be concerned with how to do the 
modification. 
We shall here concentrate on hypergeometric functions of the form 
2Fa(b, 1; c; z) 1+ b b (b+l )  z2 = - -z+ + -.- 
c c (c+ 1) 
where b, c are complex numbers :~ 0, -1 ,  -2 , . . . .  It is well known that [F(b, 1; c; z)] -1 has a 
regular C-fraction expansion 1+ K~=~%z/1 which converges to a meromorphic function in the 
complement of of the ray [1, ~c) [5, Corollary 6.2]. Our method of acceleration will be described 
for this expansion. The reason for the interest in these functions is that special values of the 
parameters give important special functions: Arctan z=z .F (½,  1; 3 , - z2) ,  (1 +z)  ~= 
F( -a ,  1; 1; -z ) ,  log(1 + z) = zF(1, 1; 2; -z ) ,  to name but a few. 
3. Formulas for modifying factors for certain hypergeometric functions 
We shall here concentrate on the functions 2El(b,  1; c; z), where b and c are not in the set 
{0, - 1, - 2,... }. The following regular C-fraction expansion iswell known, see e.g. [5, Corollary 
6.2]: 
1 °0 anZ ~ a n 
2FI(h, 1," c; z) - 1 = n=lK 1 - n=l --1 ' (3.1) 
where 
a a = - b/c, 
(k+b)(k+c-1) k> l, 
azk+l = - (2k+ c -  1)(2k+ c) '  
k(k+c-b -1)  k>~l, 
a2k= - (2k+ c -  2)(2k+ c -  1)'  
and e, b are such that all % 
k=0.  
(3.2a) 
(3.2b) 
(3.2c) 
4= 0. Observe that for c ~ 1 the formula for 0~2k+1 also holds for 
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Since % ~ - ~ when n -* m, a natural choice for auxiliary continued fraction in the sense of 
Jacobsen [3] is 
- ¼z 1] Re~/1 - z > 0, K - - -  
n=l  1 2 
for all z in the complement of the ray z >/1 w.r.t, the complex plane. Let f and g denote the 
functions 
/ ( z )  := ½[vff- z - 1], (3.3) 
f ( z )  1 -  vff - z (3.4) 
u:=g(z ) ' -  l+ f (z )  = 1 + l~/-i~-z ' 
where the domain is as above. With 
a ,= -¼z+%,}  (3.5) 
c°=¼z. n, 
the modifying factors (1.4) introduced earlier take for (3.1) the form 
1 • [g(Z)] N (3.6) w = j " i=  z /T~ t"( ] + f ( z )  + 1 'n+N+l, 
N=0 
or 
We have here used (3.5) and the identity f(z)(1 +f(z ) )  = - ¼z. 
In order to proceed we need to find formulas for 3k: 
3~ = (4 /z )% = (4 /z  )( akz + ¼z ) = 4~ k + 1. 
By using (3.2) we find 
31 = 1 - 4b /c ,  
32~+ 1= (c -  1 ) (c - (2b+ 1)) _ ( c -  2 ) (c -  2b) 
2k+c-1  2k+c 
(c -2 ) (c -2b)  (c -1 ) (c - (2b+l ) )  
¢~2k = 2k+c-2  2k+c-1  ' 
For c ~ 1 the formula for 32k+1 also holds for k = 0. 
For a given q ~ C, q ~ 0, - 1, - 2,... and I u I < 1 we define 
u2k 
q~q (U) = E 
k=0 q + 2k ' 
and let s . (u)  denote the sum in (3.6'): 
oo 
so(u)= E  N+l+nu N, 
N=0 
(3.6') 
(3.7) 
, k >I 1, (3.8) 
k>~l. 
(3.9) 
(3.10) 
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Simple, but tedious calculations lead to the following formulas: 
So(U)=(c-(2b+ 1)) - ( c -  1 ) (c -  (2b + 1))u(1-u)ep~+l(u ) 
- ( c -  2 ) (c -  2b)(1 - u)e~(u), 
S2k (U) = (C  - -  1) (c -  (2b + 1)) _ (c - 1)(c - (2b + 1)) u(1 - u)q~2k+c+ 1(u) 
2k+c-1  
- (c -2 ) (c -2b) (1 -u )q~2k+~(u  ), k> l .  
The formula for S2k holds for k = 0 when c ~ 1. 
Sak+I(U) = (C-- 2)(C-- 2b)/(2k + c) - ( c -  2) (c -  2b)u(1 - u)q~2k+2+c(u ) 
- ( c -1 ) (c - (2b+ 1))(1-u)c~2k+l+c(U), k>~O. 
Inserting this into (3.6') we get the following: 
Proposition 3. For the regular C-fraction expansion of 
[2Fl(b, 1; c; Z)] -1 -  1. 
b, c E C \ {0, - 1, - 2, ... } the differential modifications f(n) 
tinued fraction K n~__l- l z /1  are given by the formulas 
f(°)= f(z)[2 + 2b-  c+ (c -  1) (c - (2b  + 1))u(1 - u)G+l(u )
+(c-  2 ) (c -  2b) (1 -  u )<(u) ] ,  
Here 
f(2k)=f(z)[1 -  ( c -  1) (c -  (2b + 1)) 
 ¥c-i 
+(c-  1 ) (c -  (2b + 1))u(1 - U)~2k+c+l(U ) 
+(c-2)(c-2b)(1-u)q~z~+c(u)], k> l, 
/(2k+l)=f(z)[l[ _ (C-- 2) (c -  2b) 
5 7c 
+(c-  2) (c -  2b)u(1 - u)q 2 +2+c(u ) 
+(c-1) (c - (2b+ , k> O. 
f(z) = ½[~/1-z - 1], 
u= - f ( z ) / ( l  + f(z)), 
Re~/1 - z > 0, z ~ [1, m) ,  
%(u)= E u2m m=0q +2m'  q ~{0'  
with respect to the auxiliary con- 
-1 , -2 , . . .} .  
(3.11a) 
(3.11b) 
(3.11c) 
How useful these modifications will turn out to be, does not merely depend upon their fitness 
in [7, Theorem 2] (in which case they would have been useful). It also depends upon how easily 
one gets good values for the different q~q(U)'S, and how good they need to be in order to serve the 
purpose. 
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In some cases te formulas are simpler. The most trivial cases are when both Cq-terms vanish. 
This happens if and only if (b, c) = (½, 1) or (b, c) = (½, 2). 
b = ½, c = 1. Since 2F1(½, 1; 1; z) = (1 - z) -]/2, we have in this case that the left-hand side of 
(3.1) is v/1 - z - 1 = 2f(z).  The continued fraction in (3.1) is 
--¼zl --¼zl 
I1 ~ + + 
. . .  
and f(o)= 2f(z),  f ( " )=f (z )  for all n>~ 1. 
F 1 b = ½, c = 2. Here 2 ](~, 1; 2; z) = 2(1 - f f  - z )/z, and hence the function in (3.1) is f(z). 
The continued fraction in (3.1) is Kn~l - ¼z/l, and all f-(') are equal to f(z). 
4. Examples 
We shall here look at two simple, but not quite trivial examples, examples where in the 
f(n)-formulas one of the q~q(U)-terms, but not both, will vanish. 
Example 1. For b = ½, c = 1 we have 
oo OLnZ 
= (1 - Z )  1/3 = 1 + nKl= ~ , [2F1(½, 1; 1; z)] -1 
where, according to (3.2), 
1 k+½ k 1 
3 
O/1 = 3 ,  0¢2k+1 = -- 2(2k + 1) '  c~2~- 2 (2k -  1)" 
The two first f'(n)-modified approximants are in this case 
(1 - z)'/3 = 1 +jg(°), (1 -  z)1/3 -- 1 
l z  
1 + f'O) ' 
where, according to (3.11) 
f (°)=f(z)[~-½(1-u)q~a(U)] ,  f ( l l=f (z ) [4-½u(1-u)q~3(u) ] .  
We shall not include any discussion of how good the acceleration is (apart from what is 
contained in [7, Theorem 2]). Table 1 is calculated on an old HP 65 Pocket Calculator: 
Table 1 
z 1 + f(o) 1 - ½z/(1 + f(1)) (1 - z) 1/3 
0.75 0.64109 0.62869 0.62996 
0.19 0.93247 0.93216 0.93217 
-3  1.60229 1.59062 1.58740 
-8  2.11742 2.09657 2.08008 
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Table 2 
W 
1 + f(o) 
W 
l+½w/(l+ f (')) 
log(1 + w) 
1 0.70011 0.69226 
8 2.42736 2.08336 
24 4.13762 3.12945 
0.69315 
2.19723 
3.21888 
Example 2. For b = 1, c = 2 we get 
log(1 + w) = w2F1(1, 1; 2; -w)= 
W 
[2F1(1, 1; 2; -w)] -1 
w 
1+ ~( fi~w 
where, according to (3.2) 
k+l  k 
ill=½, flzk+~- 2(2k+1)' fi2k- 2(2k+1)' k> l .  
The two first approximants with the f(n)-modifications are 
log(1 + w) = w w + fro)' 1°8(1 + w) -- 1 1 + ½w/(1 +fO)) 
where 
ff°)=f(-w)[2-u(1-u)O3(u)], f(1)=f(-w)[1-(1-u)O3(u)]. 
We show again a little table from the HP 65, see Table 2. 
We compare this to a table for the first ordinary C-fraction approximants for log(1 + w) (see 
1 - 1]-modified approximants fn' in the case w = 24 (see Table 4). Table 3), and the first ~b/1 + w 
Table 3 
w A f2 f3 .1"4 A ~ f7 
1 1.00000 0.66667 0.70000 0.69231 0.69333 0.69312 0.69315 
8 8.00000 1.60000 2.94737 2.03390 2.34452 2.15411 2.23005 
24 24.00000 1.84615 7.05882 2.57851 4.38302 2.91898 3.63998 
Table 4 
w f( if f; f2 fs' fd f; 
24 8.00000 4.80000 3.90698 3.56129 3.40081 3.32008 3.37279 
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5. Final remarks 
A lot remains to be done. Partly we need careful estimates of how good the acceleration is, 
and hence, in combination with ordinary truncation error estimates, estimates for modified 
truncation errors. Partly we need an analysis of how good the method is in practical use. 
On the other hand, it is natural to ask for generalizations to other continued fractions than 
merely those for which an --" a --/= ~.  It is likely that the method, under mild conditions, can be 
extended to cases where the continued fraction to be computed, K(aJ1) ,  is 'sufficiently close' to 
an auxiliary continued fraction K(a*/1), whose value and tail values are all known. 'Sufficiently 
close' means a, - a* --+ 0, possibly with conditions on the speed, or merely that a, - a* stays 
bounded, if a, -~ oz. This extension will be similar to Jacobsen's extension of acceleration by tail 
modification [3,4]. We shall here look at some numerical observations on a specific example 
where a n --+ ~.  These observations indicate that this area may be worth looking into. 
Example 3. The continued fraction K n~= in (n + 2)/1 converges and has the value 1. The sequence 
of right tail values is 
1, 2, 3 , . . . .  
This continued fraction is a good candidate for auxiliary continued fraction in the computation 
of for instance continued fractions K,~l(n (n + 2) + x) /1  for real, 'small' x-values. We shall here 
restrict ourselves to the case x = 1. The continued fraction we want to compute is hence 
K,~a(n + 1)2/1. Let ( )0 indicate evaluation at the point (1 • 3, 2.4, 3.5 ... .  , n(n + 2),...). 
Then 
~z-7~+m 0 = (n + 1)(n + 2)(n + 3) [6] 
On this background it is tempting to guess 
K n(n+Z)+x ( -1 ) "  (5.1) 
n=l 1 ~- 1 + 2x E (n + 1)(n + 2)(n + 3)" 
n=0 
Simple computation shows that 
2(_1) n 
(n+ 1)(n+ 2)(n+ 3) =4 log 2- -~ =0.2725887220. 
n=0 
For the first tail the corresponding guess is 
80 OO n 
K n(n  + 2) +x  ( -1 )  (5.2) 
,=2 1 =2+6x ~2 (n+Z) (n+3) (n+4)"  
n=0 
Simple computation shows that 
6( - 1)" iv _ 12 log 2 = 0.1822338340. 
Z (n+2) (n+3) (n+4)  =T 
n=0 
If we use (5.1) and (5.2) as modifying factors f(0) and f(1), we get So(/(°)) = 1.27259, 
Sa(f "(1)) = 4/(1 + f'(1)) = 1.25698, 
41 9[ 
$2(f22)) = -IT + 11 +-f~(2) - 1.25934. 
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The value is 
41 + 91 ~ (n+2)  2 ] 
[-T 7]- + , -  + "'" + 11 + . . . .  1.25889, 
correctly rounded in the 5th decimal place. The value, correctly rounded in the 
1st 1.3 3 
2nd decimal place, 1.26, needs n >/ 5 
3rd 1.259 13 
when computed by 'usual' modifications, and 
593 
n > 1359 
13396 
when computed by using ordinary approximants. 
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