Abstract-This paper presents Improved Great
I. INTRODUCTION
Optimal reactive power dispatch problem is one of the difficult optimization problems in power systems. The sources of the reactive power are the generators, synchronous condensers, capacitors, static compensators and tap changing transformers. The problem that has to be solved in a reactive power optimization is to determine the required reactive generation at various locations so as to optimize the objective function. Here the reactive power dispatch problem involves best utilization of the existing generator bus voltage magnitudes, transformer tap setting and the output of reactive power sources so as to minimize the loss and to enhance the voltage stability of the system. It involves a non linear optimization problem. Various mathematical techniques have been adopted to solve this optimal reactive power dispatch problem. These include the gradient method [1] - [2] , Newton method [3] and linear programming [4] - [7] .The gradient and Newton methods suffer from the difficulty in handling inequality constraints. To apply linear  Manuscript received October 15, 2013; revised March 7, 2014. programming, the input-output function is to be expressed as a set of linear functions which may lead to loss of accuracy. Recently global optimization techniques such as genetic algorithms have been proposed to solve the reactive power flow problem [8] - [11] . In recent years, the problem of voltage stability and voltage collapse has become a major concern in power system planning and operation. To enhance the voltage stability, voltage magnitudes alone will not be a reliable indicator of how far an operating point is from the collapse point [12] . The reactive power support and voltage problems are intrinsically related. Hence, this paper formulates the reactive power dispatch as a multi-objective optimization problem with loss minimization and maximization of static voltage stability margin (SVSM) as the objectives. Voltage stability evaluation using modal analysis [12] is used as the indicator of voltage stability. The Great Deluge algorithm (GD) [13] is a generic algorithm applied to optimization problems. It is similar in many ways to the hill-climbing and simulated annealing algorithms. The name comes from the analogy that in a great deluge a person climbing a hill will try to move in any direction that does not get his/her feet wet in the hope of finding a way up as the water level rises. In a typical implementation of the GD, the algorithm starts with a poor approximation, S, of the optimum solution. A numerical value called the badness is computed based on S and it measures how undesirable the initial approximation is. The higher the value of badness the more undesirable is the approximate solution. Another numerical value called the tolerance is calculated based on a number of factors, often including the initial badness.
A new approximate solution S', called a neighbour of S, is calculated based on S. The badness of S', b', is computed and compared with the tolerance. If b' is better than tolerance, then the algorithm is recursively restarted with S = S', and tolerance = decay (tolerance), where decay is a function that lowers the tolerance (representing a rise in water levels). If b' is worse than tolerance, a different neighbour S* of S is chosen and the process repeated. If all the neighbours of S produce approximate solutions beyond tolerance, then the algorithm is terminated and S is put forward as the best approximate solution obtained. In this paper a new model known as improved Great Deluge algorithm (IGDA) is proposed for solving reactive power optimization problem. In this work, we utilize a Great Deluge (GD) algorithm that was introduced by Dueck [13] and applied by Burke et al. [14] in different optimization problem. Then, enhance GD algorithm by proposing an improved Great Deluge algorithm to overcome some of the limitation of GD. In proposed model, global and local characters of the algorithms are used in an efficient way.
II. VOLTAGE STABILITY EVALUATION

A. Modal Analysis for Voltage Stability Evaluation
Modal analysis is one of the methods for voltage stability enhancement in power systems. The linearized steady state system power flow equations are given by. 
B. Modes of Voltage Instability
Voltage Stability characteristics of the system can be identified by computing the eigen values and eigen vectors Let (6) From Eq. (3) and Eq. (6), we have
where ξ i is the ith column right eigenvector and η the ith row left eigenvector of J R . λ i is the ith eigen value of J R . The ith modal reactive power variation is,
where, ∑
where ξ ji is the jth element of ξ i
The corresponding ith modal voltage variation is
In (8), let ΔQ = e k, where e k has all its elements zero except the kth one being 1. Then,
The main objective of the reactive power dispatch problem is to minimize the system real power loss and maximize the static voltage stability index margins .
A. Minimization of Real Power Loss
Minimization of real power loss (Ploss) in transmission lines of a power system is mathematically stated as follows. ∑ θ (14) where n is the number of transmission lines, g k is the conductance of branch k, V i and V j are voltage magnitude at bus i and bus j, and θij is the voltage angle difference between bus i and bus j.
B. Minimization of Voltage Deviation
The minimization of the Deviations in voltage magnitudes (VD) at load buses is mathematically stated as follows.
where nl is the number of load busses and V k is the voltage magnitude at bus k.
C. System Constraints
Objective functions are subjected to these constraints shown below.
Load flow equality constraints: 
IV. GREAT DELUGE ALGORITHM
Great deluge algorithm is a comprehensive approach for solving optimization problems which first Dueck suggested in 1993. Like other local search approaches, this approach also replaces common solution (New_Config) with best results (Best_Config) that have been found by then. This action continues until stop conditions is provided. In this algorithm, new solutions are selected from neighbours. Selection strategy is different from other approaches. In great deluge algorithm these results are acceptable which their values are equal or better than (for optimization problems) the value of Water Level (WL). Value of WL also rises at a steady pace in every step. Increase of WL continues until value of WL equals with the best result achieved ever. In this step, the algorithm is repeated several times and if better result is not obtained, it comes to the end. The primary amount of WL is equal with the primary results (f(s)).
V. IMPROVED GREAT DELUGE ALGORITHM
The great deluge algorithm was introduced by Dueck [13] . It is a local search procedure which has certain similarities with other (i.e. simulated annealing, SA) algorithms, but less dependent upon parameters, where it is just two parameters such as the amount of computational time and an estimate of the quality of solution. Great deluge always accepts an improve solution and a worse solution is accepted if the quality of the solution is less than (for the case or minimisation) or equal to an upper boundary or -level‖. During the search process, the -level‖ is iteratively updated by a constant decreasing rate β. In GD, the candidate (new) solution can be accepted if its quality (minimal distance) is better than the best solution (SArrange) quality, or accepts a little worse solution if it is better than the level (acceptance criterion). Then the level is decreased by β, where β is calculated by using the formula, adopted from Burke et al. [14] (which is used in different optimization problem) as shows in Equation (24). This process will be repeated until the stopping condition is met.
The Great Deluge algorithm (GD) starts with a given K-Means partitions i.e. the initial solution is generated by K-Means algorithm. Again we list the notations used in this work below: of iterations where there is not improvement in the quality of the solution In this work, at the beginning of the search, the level is set to be initial water level. The water level, level, is decreased by β in each of the iteration where β is based on the estimated quality (est.q). The pseudo code for the GD to solve clustering problems is shown in Fig. 1 . Fig. 1 shows that, the algorithm starts by initializing the required parameters as in Step-1 by setting the stopping condition (N.iters), estimated quality of the final solution (est.q), the initial water level (level), decreasing rate (β), maximum number of not improving solutions (not_improving_length_GD). Again, note that the initial solution is generated using K-Means (So).
In the improvement phase (Step-2), neighbourhood structures N1 and N2 are applied to generate candidate solutions (in this case, five candidate solutions are generated), and the best candidate is selected as the candidate solution (Sworking) as shown in Step-2.1. In this work there are two cases to be taken into consideration as follows: 
 Case 2: Worse solution
If f(Sworking) is less than f(SArrange), then the quality of Sworking is compared against the level. If it is less than or equal to the level, then Sworking is accepted, and the current solution is updated (Ssource ← Sworking). Otherwise, Sworking will be rejected. The level will be updated by the value β (i.e. level = level -β). The counter for the non improving solution is increased by 1. If this counter is equal non_improving_length_GD, then the process terminates. Otherwise, the process continues the stopping condition is met (i.e. Iterations> N.iters), and return the best solution found SArrange. (Step-2). Note that in this work the est.q is set to 0, and non_improving_length_GD is set to 10 (after some preliminary experiments). Step-2: Improvement (Iterative) Phase
repeat ( while termination condition is not satisfied)
Step-2.1: Selecting candidate solution Sworking
Generate candidate solutions by applying neighbourhood structure (N1 and N2) and the best solution consider as candidate solution (Sworking);
Step-2. Step-3: Termination phase
Return the best found solution SArrange
Step Step-2: Improvement (Iterative) Phase repeat ( while termination condition is not satisfied)
Step performance (e.g. the solution in some datasets is improved with big differences and in some datasets the solution is improved with a different range), (ii) in GD the acceptance criterion is based on level which is decreased based on the estimated quality (see Equation (3.2) ) that is decreased continuously without control, and (iii) in GD the neighbourhood structure i.e. N1 and N2 are not really effective as it is based at random. Therefore, the Improved Great Deluge Algorithm (IGDA) is proposed to overcome these drawbacks. IGD structure resembles the original structure of the GD algorithm, but the basic difference is in term of updating the level. In MGD, we have introduce a list that keeps the previous level value at the time when the better solution is obtained (i.e. SArrange = Sworking). When the maximum number of iteration of no improved GD (not_improving_length_GD) is met, then the level is updated by a new level that is randomly selected from the list (where the size of the list is set to 10 based on preliminary experiments). The pseudo code for the MGD algorithm is presented in Fig. 2 .
VI. SIMULATION RESULTS
The validity of the proposed Algorithm technique is demonstrated on IEEE-30 bus system. The IEEE-30 bus system has 6 generator buses, 24 load buses and 41 transmission lines of which four branches are (6-9), (6-10), (4) (5) (6) (7) (8) (9) (10) (11) (12) and (28-27) -are with the tap setting transformers. The real power settings are taken from [1] . The lower voltage magnitude limits at all buses are 0.95p.u. and the upper limits are 1.1 for all the PV buses and 1.05p.u. for all the PQ buses and the reference bus. 
VII. CONCLUSION
In this paper a novel approach IGDA algorithm used to solve optimal reactive power dispatch problem.The proposed method formulates reactive power dispatch problem as a mixed integer non-linear optimization problem and determines control strategy with continuous and discrete control variables such as generator bus voltage, reactive power generation of capacitor banks and on load tap changing transformer tap position. To handle the mixed variables a flexible representation scheme was proposed. The performance of the proposed algorithm demonstrated through its voltage stability assessment by modal analysis is effective at various instants following system contingencies. Also this method has a good performance for voltage stability Enhancement of large, complex power system networks. The effectiveness of the proposed method is demonstrated on IEEE 30-bus system.
