In recent years, a myriad of new statistical methods have been proposed for detecting associations of rare single-nucleotide variants (SNVs) with common diseases. These methods can be generally classified as 'collapsing' or 'haplotyping' based. The former is the predominant class, composed of most of the rare variant association methods proposed to date. However, recent works have suggested that haplotyping-based methods may offer advantages and can even be more powerful than collapsing methods in certain situations. In this article, we review and compare collapsing-versus haplotyping-based methods/software in terms of both power and type I error. For collapsing methods, we consider three approaches: Combined Multivariate and Collapsing, Sequence Kernel Association Test and Family-Based Association Test (FBAT): the first two are population based and are among the most popular; the last test is family based, a modification from the popular FBAT to accommodate rare SNVs. For haplotyping-based methods, we include Logistic Bayesian Lasso (LBL) for population data and family-based LBL (famLBL) for family (trio) data. These two methods are selected, as they can be used to test association for specific rare and common haplotypes. Our results show that haplotype methods can be more powerful than collapsing methods if there are interacting SNVs leading to larger haplotype effects. Even if only common SNVs are genotyped, haplotype methods can still detect specific rare haplotypes that tag rare causal SNVs. As expected, family-based methods are robust, whereas population-based methods are susceptible, to population substructure. However, the population-based haplotype approach appears to have smaller inflation of type I error than its collapsing counterparts.
Introduction
In recent years, a myriad of new statistical methods have been proposed for detecting association of rare variants with common diseases. These methods can be generally classified as 'collapsing' based or 'haplotyping' based, depending on the type of data used. The former is, without doubt, the predominant class, composed of most of the rare variant association methods proposed to date; however, a few recent works have suggested that haplotyping-based methods may offer some advantages and can even be more powerful than collapsing methods for some underlying disease settings.
Collapsing methods rely on the availability of rare single nucleotide variants (SNVs) generated from next-generation sequencing (NGS) technology. Test statistics proposed all involve 'collapsing', in some sense, of multiple rare SNVs (rSNVs) within a gene, a genomic region, a pathway or some other set with defined properties [1] . Without loss of generality and for ease of reference, we use 'region' hereafter. In particular, 'burden' tests [2] [3] [4] , also known as 'mean' collapsing approaches, tests the 'common effect size' of multiple SNVs, with Combined Multivariate and Collapsing (CMC) method [2] as one of the most well-known examples of such tests. On the other hand, 'variance collapsing' approaches [5] [6] [7] test some 'common variance component' of multiple SNVs, with Sequence Kernel Association Test (SKAT) [7] as one of the most well-known examples.
Haplotyping-based methods make use of common single nucleotide polymorphisms (SNPs) from the Genome-wide Association Study (GWAS) era without the need to use sequencing data. In the past few years, novel methods have been proposed to overcome the limitation of traditional haplotype-based association methods so that deleterious and/or protective rare haplotypes can be properly detected and accounted for. These methods rely on various 'regularization' approaches, a class of modern statistical methods for dealing with big data, especially when the dimension of the variables (p) exceeds that of the sample size (n), the so called 'large p small n' problem. The earliest methods used LASSO [8] to shrink the coefficients of unassociated haplotypes to zero based on a (generalized) linear model [9] [10] [11] . This group of methods is computationally intensive, mainly owing to the need of selecting the optimal tuning parameter, and they may use a prospective likelihood to ease the computation even for case-control data [10] . Use of Bayesian LASSO leads to another group of methods that are more computationally efficient [12] [13] [14] . There is yet another class of haplotyping approaches that are also regularization based, but they are basically two-step procedures where the second step relies on the haplotype distribution obtained from a haplotyping software in the first step [15, 16] . This class of methods is fast computationally, but some only consider overall test for association [16] . Other regularization methods, such as Bayesian adaptive LASSO and iterative adaptive LASSO [17] , may also be adopted for haplotype-based analysis. Non-regularization-based methods have also been proposed to detect rare haplotype association using common SNP data in recent years [18] [19] [20] .
Haplotype-based methods have a rich history in genetic association study. It has been argued over the years that haplotype methods are more powerful than single-SNP methods, especially when the causal variants are not genotyped or when multiple causal variants act in cis [15, 19, [21] [22] [23] [24] . Earlier statistical methods for population-based haplotype association studies focused mainly on comparing the haplotype distribution for cases versus that for controls [25, 26] . These were fairly attractive methods owing to their simplicity, but there were a number of drawbacks [23, 27, 28] . Another class of methods for association study was based on generalized linear model and likelihood [23, 29] , which could estimate individual haplotype effects. However, none of these methods were able to accommodate rare haplotypes directly. The solutions in the literature were either combining all rare haplotypes into a single group [23] or combining each rare haplotype with its more common ancestry haplotype using an evolutionary model [30] [31] [32] [33] . Nevertheless, such approaches are not practicable if rare variants are the focus rather than the nuisance. The unsatisfactory solutions for dealing with rare haplotype variants in the post-GWAS era has led to the mushroom of the new haplotype association methods discussed above.
Despite great promises of collapsing methods, there are a number of drawbacks. First, all collapsing methods use SNVs generated from NGS, which may not produce accurate genotype callings for extremely rare SNVs [34] [35] [36] . Further, it is expensive to sequence a large number of genomes despite the price drop. Second, what variants to collapse is a huge issue. It has been documented over and over again in the literature that results from collapsing methods can be extremely sensitive to choice of regions for aggregation [6, 37, 38] . Third, collapsing methods that rely on the specification of a rare variant 'threshold' has also been shown to be sensitive to the specification [39] [40] [41] , whereas methods rely on weights may have a reduced power if there are common variants that are also associated with the disease [41] . Fourth, some methods are susceptible to settings where both deleterious and protective variants exist [6, 37, 40] . Fifth, a significance result is only indicative of an overall association; there is no information on which of the aggregated variants are actually responsible for the signal. As such, a post-processing step to prioritize the variants for biological validation is necessary [35, 36] .
Haplotyping-based methods have their own problems. The most important and difficult issue is the selection of a 'base' haplotype, one that is not associated with the disease. This is a fundamental issue, as an erroneous choice can lead to incorrect interpretation of results [12] . Computational intensity presents another challenge even with faster algorithms [14] . Nevertheless, there are a number of desirable properties that make haplotyping-based approaches attractive. First, haplotyping-based methods use the rich resources of GWAS data, and thus, there is no additional genotyping cost. Second, and perhaps most importantly, rare haplotypes inferred from common SNPs that are associated with the disease may tag rare functional SNVs, making it possible to detect rare variant association without the need to re-genotype. Furthermore, for haplotype-specific methods, identification of specific associated haplotypes, not merely an overall association, can help with the design of an experimental validation to unravel the underlying causal mechanism.
In this article, we aim to compare collapsing-versus haplotyping-based methods for detecting rare variant associations with common diseases in terms of both power and type I error. For collapsing methods, we consider three approaches: CMC, SKAT and FBAT: the first two are population based and are the most popular; the last test is family based, a modification from the popular GWAS Family-Based Association Test [42] to accommodate rSNVs. For haplotyping-based methods, we include Logistic Bayesian Lasso (LBL) for population case-control data and family-based LBL (famLBL) for family (trio) data. These two methods are selected as they can be used to test for associations of specific rare (and common) haplotypes. The rest of the article is organized as follows. In the following section, we review the five methods to be compared. We then describe our design of the experiment and compare the methods in the subsequent section. Specifically, we first compare the power of all tests under population homogeneity. We then investigate the type I error, showing the correct sizes for all methods under population homogeneity. However, under population stratification, we show that population-based methods, be it collapsing or haplotyping based, all suffer from inflated type I error, although the haplotype method has a smaller inflation than its collapsing counterparts. Two real data analyses follow in the next section. We conclude in the last section with further discussion and recommendations.
Methods for Comparison
Five methods are selected to study their relative performance for detecting rare variants. They are classified into a 2 Â 2 table (Table 1) . On one factor, we consider methods that are collapsing based versus haplotyping based. On the other factor, we consider methods that are applicable to population design versus family design. Although the literature on rare variant association study mainly focuses on population design, there is an increasing recognition that family design may play an important role in detecting rare variant association. In particular, it has been argued that linkage peaks detected by family-based methods can potentially be caused by rare variants [43] . Further, family-based design can lead to enrichment of a rare variant in a family if it does exist [18] . Most importantly, the use of family data can avoid heterogeneity and be more fruitful for detecting rare variant association [4] , whereas population design may see an increase in type I error if left unadjusted.
Combined Multivariate and Collapsing
CMC [2] is based on Hotelling's T-test. Rare SNVs are grouped together into a 'super variant', which indicates the presence of at least one rSNVs from the group. The collapsed variant is then treated the same way as common SNVs and a Hotelling's T test is carried out. While CMC effectively shrinks the dimension of the test statistic, the simple collapsing scheme could not adjust for the presence of both deleterious and protective variants in the sample.
Sequence Kernel Association Test
SKAT [7] adopts a random effect linear model, and the effects of the SNVs are the random component term. Each SNV is assumed to follow an arbitrary distribution with mean 0 and variance w i s, where w i is the variant-specific weight. Instead of testing first order moment like CMC, SKAT tests for dispersion of the effects, i.e. s ¼ 0. To this end, they used a variancecomponent score statistic that can also be expressed conveniently in the form of a kernel function, and thus can be interpreted as measuring the similarity between subjects. Testing the second moment instead of the first moment has the natural advantage of maintaining a high power in the presence of both protective and risk variants.
Family-Based Association Test
In the original FBAT [42] proposed for GWAS data, the conditional distribution of all compatible genotypes and their conditional probabilities are found first, and then a test statistics U is constructed. In general,
where S ¼ X j Y j XðG j Þ, Y j is the trait value, X(G j ) codes for the genotypes and V is the standard deviation of S. Thus, U is interpreted as the correlation between the trait and the genetic variant. X(G j ) may not be directly observed, but it can be calculated as the expected value under the null hypothesis of no association and Mendel's law. In the modified FBAT method for detecting rSNVs and common disease associations [4] , an FBAT statistic for each rSNV is calculated, and they are then summed to arrive at an overall statistic. In our comparison of methods, we use the option 'v0', which uses a 'rare' variant threshold to select SNVs before computing the FBAT statistic.
Logistic Bayesian Lasso
LBL [12] is proposed for identifying association of rare haplotypes with common diseases. In LBL, the relationship between a binary disease outcome and the underlying haplotypes is modeled through a logit link. The effect of each haplotype follows a double exponential distribution a priori, which acts in a similar role as the penalty parameter in LASSO for shrinking the regression coefficient [44] . Instead of using a prospective likelihood, LBL uses a retrospective likelihood formulation, which is more appropriate given the sampling process for case-control data. Markov Chain Monte Carlo method is used for obtaining posterior samples, and inference is carried out based on the posterior samples.
Family-based logistic Bayesian Lasso
FamLBL [14] is a family (trio) counterpart of LBL. The retrospective likelihood for the trios can be decomposed as the probability of the child's haplotype and the probability of the parents' haplotypes conditional on the child's haplotype, which can be rewritten as the pair of the haplotype that is not passed onto the child. In this way, famLBL has a likelihood that is similar to a matched pair design. The priors, computations and inference are similar to that of LBL.
Simulation Study

Study design
We set up three sets of simulations to compare the five methods for detecting associations of rare and common variants with common diseases. The first two are to study power; the third is to study type I error that considers both population homogeneity and stratification.
Setting 1: Five SNPs
The first setting includes six haplotypes (with three of them being rare, i.e. frequency < 0.05) spanning over five SNVs (three of them are also rare, i.e. minor allele frequency (MAF) < 0.05). The details are provided in Table 2 under Pop1. In this setting, only one of the rare haplotypes is assumed to be associated with the disease and the phenocopy rate is set to be 0.1 (top segment of Table 2 ). The disease mode is additive: having two copies of the risk variant doubles the log odds ratio (OR) of being affected The corresponding ORs for each SNV are displayed in the bottom half of 
Setting 2: Ten SNVs
Following the suggestion of [45] , we also considered a second setting of simulation that reflects real population data based on a coalescent process using the COSI software [46] . Specifically, the population was assumed to be European, with a population size of 10,000. We assumed no recombination, and the mutation rate was 1:5 Â 10 À8 . The 10 000 copies of chromosome are simulated within a 250 kb region. A haplotype block, spanning over a 10-SNV region, is chosen, with four rare haplotypes, including one made much rarer (with a frequency of 0.005). The haplotype distribution spanning all 10 SNVs and that spanning only the 6 common SNVs (mimicking GWAS data) are detailed in the top and middle segments of Table 3 , respectively, under Pop1. The MAFs of individual SNVs are also displayed on the bottom segment of Table 3 under Pop1, where we can see that SNVs 5, 7, 8 and 9 have frequency < 0.05 and are considered rare (especially SNV 9 with an MAF ¼ 0.005). Two disease models (DM) are considered for the 10-SNV haplotype distribution (top segment of Table 3 ). DM1 includes two rare risk haplotypes, with the rarer one having a larger effect size. DM2 includes one common protective haplotype and one rare risk haplotype. For both models, phenocopy rate is set to be 0.1. The corresponding ORs for the 6-SNV haplotype distribution are given in the middle segment, and the ORs for each of the 10 SNV are displayed in the bottom segment of Table 3 , under both DM1 and DM2. As we can see from the table, only one risk haplotype (for DM1) and one protective haplotype (for DM2) remain after deleting the four rSNVs (middle segment of Table 3 ). This is due to four original haplotypes (3, 5, 6 and 8 all having the same variants for the six common SNVs (as can be seen from the top segment of Table 3) , and is thus collapsed into the new haplotype 3 in the middle segment. Hence, haplotyping-based methods using GWAS data aim to detect only one associated haplotype under each of the two disease settings. On the other hand, for analysis using collapsing-based methods, under DM1, there are two risk SNVs with appreciable ORs (SNVs 7 and 8) and they are both rare, whereas under DM2, there is only one rare risk SNV with appreciable OR (SNV 9) but there is also a protective SNV (SNV 10).
To simulate trio data for the above two settings, haplotypes for parents are generated first, and one haplotype from each parent is chosen at random to pass down to the child. Disease status of the child is simply based on the binomial probability inferred from the models. A total of 1000 case-parent trios are obtained based on this simulation procedure. Phase information is removed and only triad genotype information is used in FBAT and famLBL. For case-control-based methods, we only retained the genotype data of the affected children, leading to 1000 affected cases. We then randomly sample 1000 unaffected individuals as controls. The amount of data for the family-based methods and the population-based methods can thus be considered as comparable as information from a trio is equivalent to a 'matched pair' for famLBL [14] .
Setting 3: population substructure
To investigate whether the methods control type I error properly, we consider a population homogeneity model as well as a population stratification model for both the 5-SNV and the 10-SNV settings. Under population homogeneity, we simply consider a null model under Pop1 (i.e. all ORs are set to be 1). To simulate population substructure, we hypothesize a stratified population with two subpopulations. The haplotype or SNV distributions under these two subpopulations (columns Pop1 and Pop2) are as given in Tables 2 and 3 . Under the 5-SNV setting, for trio data, parents are assumed to come from a 60-40% mixture of Pop1 and Pop2, whereas controls in the case-control design are generated randomly from a 70-30% mixture. On the other hand, under the 10-SNV setting, for trio data, parents are assumed to come from a 50-50% mixture of Pop1 and Pop2, whereas controls are generated randomly from a 80-20% mixture. As before, 1000 trios are generated for family-based methods, while 1000 cases and 1000 controls are generated for population-based methods.
Results
For collapsing-based methods, data from all SNVs are used in the analysis. For haplotyping-based methods, either data from all SNVs (5-SNV setting) or only common SNVs (10-SNV setting unless otherwise stated) are used in the analysis. Note that the underlying phase information is deleted before any analysis. All results presented are based on 500 replications. For each method, power/type I error is computed as the percentage of replicates that the statistic exceeds a threshold (or equivalently that the P-value is smaller than a cutoff, whichever is available) when data are simulated under an alternative/null model.
Power comparison
All results for power comparisons are under the assumption of population homogeneity. Receiver Operating Characteristics (ROC) curves are constructed for each of the five tests as an objective way of comparing their performances. For the 5-SNV setting, as we can see from Figure 1 , haplotyping-based methods have higher power than collapsing-based methods. Specifically, at any given level of type I error, LBL has the highest power; famLBL has comparable but slightly less power than LBL, as to be expected for a homogeneous population. Out of the collapsing-based methods, SKAT has the most power (close to that of famLBL), followed by FBAT, with CMC trailing the pact. The fact that CMC has little power is to be expected, as there are both deleterious and protective SNVs present. Although FBAT is also susceptible to having effects of both directions, it performs better than CMC in this particular setting. It is also not surprising to see that SKAT performs well in this setting, as it is robust to opposite directional effects, and as the effect size of the rarest SNV is fairly large.
For the 10-SNV setting, as we can see from Figure 2 , LBL and famLBL continue to have the highest power under both DM1 and DM2, with LBL edging out famLBL as we saw in the 5-SNP setting. The power under DM1 (Figure 2A ) for both LBL and famLBL is a bit higher than their counterparts under DM2 (Figure 2B ), as the causal haplotype has a larger effect size. Among the collapsing-based methods, CMC has comparable power with famLBL under DM1. Under DM2, SKAT has the highest power among the collapsing methods, although a bit behind famLBL.
The above analysis under haplotyping-based methods for the 10-SNV setting only used data from common SNVs to mimic a GWAS study. To evaluate whether LBL and famLBL can make use of rSNVs from NGS and whether such an inclusion may significantly influence the outcome, we also carried out an analysis using all data. The results (presented in Figure 3) show that, for LBL, there is some difference between the analysis using the full data and the analysis using only common SNVs, for both DM1 and DM2. However, there is little difference for famLBL for either model. In fact, for LBL, analyses using only common SNVs are more powerful, perhaps not surprising given that including the rSNVs led to many more rare haplotypes, resulted in larger variability in the effect size estimates. On the other hand, rare variants are typically enriched in families (if they do exist) and are no longer rare, thus inclusion of rSNVs can even lead to an increase in power for famLBL; however, the difference is negligence in these examples. Although one simulation does not warrant a general conclusion, this result does demonstrate the ability of haplotyping-based approaches using only common SNVs for detecting rare haplotypes that tag rare causal SNVs.
Type I error comparison
Plots of empirical versus nominal type I error under the 5-SNV and 10-SNV settings in both the homogeneous and stratified populations can be found in Figure 4 . Under population homogeneity, as we can see from Figure 4A and B, all methods but one appear to control type I error well, with the empirical type I error tracing the nominal error (solid gray diagonal line). The only exception is CMC being conservative (below the diagonal line) under the 10-SNV setting. Under population substructure, on the other hand, as we can see from Figure 4C and D, all three population-based methods have inflated type I error rates (above diagonal lines) for both settings, whereas the type I error rates remain under control for the two family-based methods. For the 5-SNV setting ( Figure 4C ), even though the differences are small (60-40% mixture for cases as opposed to 70-30% mixture for controls), the inflation of type I error is rather significant. Compared among themselves, the two collapsingbased methods (SKAT and CMC) have more inflated type I error than the haplotyping-based method (LBL) regardless of the settings. Further, as the differences in the case and control mixing proportions are larger for the 10-SNV setting than for the 5-SNV setting, we also see the type I error being more inflated in the former ( Figure 4D ) for CMC. 
Analyses of two Real Data Sets
Framingham Heart Study family data
To evaluate and illustrate the performance of the two familybased methods (FBAT and famLBL) for detecting rare variant association, we applied them to the Framingham Heart Study (FHS) family data, which include GWAS common SNPs genotypes. Recall that FBAT [4] and famLBL [14] were both designed to handle rare variants, with the former focusing on collapsing variants, whereas the latter being a haplotype-based approach. The FHS data are available at dbGaP (http://dbgap.ncbi.nlm.nih.gov) through the Genetic Analysis Workshop 16. A major objective of the FHS is to identify risk factors, including genetic ones in more recent investigations, for cardiovascular disorders. For this analysis, we focused on hypertension, a dichotomous trait, by defining a person to be hypertensive if his/her diastolic blood pressure is at least 90 mm Hg or systolic blood pressure is at least 140 mm Hg. We considered regions containing 9 SNPs ( Table 4) that were identified to be associated with hypertension previously [47] , and we refer to them as target SNPs hereafter. For each target SNP, haplotypes in the nearest 5-SNP regions are considered, with the target SNP positioned at the first, second, third, fourth or the last spot. All the haplotypes that are inferred to be significantly associated with hypertension by famLBL are given in segment 'Results from famLBL' of Table 5 . Note that a haplotype is labeled as associated if the upper bound (UB) and lower bound (LB) of the OR are both greater than one (risk haplotype) or both less than one (protective haplotype). It is reassuring to see that many haplotypes involving rs2229188 are inferred to be strongly associated with hypertension (with large Bayes factors), as this SNP has already been implicated to be associated with cardiovascular disease in the literature [48] . In contrast, the only significant results [with false discovery rate (FDR) < 0.05] identified by FBAT are two haplotypes containing target SNP rs2229188 (segment 'Results from FBAT' of Table 5 ). Nevertheless, the results are consistent with the findings of famLBL in that both haplotypes are risk haplotypes and are contained in segment 'Results from famLBL' of Table 5 . Further, all risk haplotypes in which rs2229188 is not positioned at the first or last spot involve a 001 sub-haplotype, suggesting that this 3-SNP haplotype may be tagging rare causal SNVs interacting in a cis-fashion.
To explore the sensitivity of the results on the selection of the window size, we also considered haplotypes spanning 7-SNP regions, again with the target SNP positioned at the first, second, . . . or the last spot. The results for famLBL (not shown) are largely consistent with those from the 5-SNP analysis, in that most of the significant 5-SNP haplotypes are sub-haplotypes of corresponding significant 7-SNP haplotypes. There was no significant haplotype detected under FBAT. In summary, this application illustrates the usage of a haplotype method, such as famLBL, as a follow-up tool to further investigate regions previously implicated by other methods to better understand the underlying mechanisms.
Dallas Heart Study case-control data
For evaluating the performance of the three case-control methods, CMC, SKAT (both collapsing based) and LBL (haplotype based), for rare variant association analysis, we applied them to the Dallas Heart Study (DHS) sequencing data [49] , in which almost all variants are rare. We focused on testing for association between serum triglyceride (TG) level and gene ANGPTL5. The DHS data have been used repeatedly to illustrate collapsing methods, and thus provide a good resource for comparing collapsing-versus haplotyping-based methods. This is especially important for evaluating LBL for its applicability to a mainly rare variants setting. Although there are also data available for two other genes, ANGPTL3 and ANGPTL4, we focused on ANGPTL5 only because these other two genes are 'easy cases' with significant results for many different methods considered [50] . Following [50] , we considered a dichotomous trait by calling individuals having the top 20% of TG values as cases and the bottom 20% as controls. By deleting variants that have no sequence variation (all homozygous for the common allele) in all cases and controls, we were left with 15 SNVs, with only one having a frequency >0.01.
We ran CMC and SKAT by collapsing all SNVs, and the results are given in Table 6 , in which we can see that SKAT detected association of ANGPTL5 with the TG trait at the 5% significance level, while CMC does not. For LBL, we considered five of the most frequent variants. It detected three haplotypes (one with 3 SNVs and two with 4 SNVs) that are significantly rs684596  12  TCTN1  rs2229188  7  CYP51A1  rs1112438  3  TTC21A  rs7559838  2  HPCAL1  rs2736483  4  rs16881524  5  NDUFS4  rs7657817  4  FAM13A  rs11149562  16  CDH13  rs17717907 7 ASB4
a Although there are 10 SNPs listed in the top segment of Table 4 in [47] , SNP No.
9 has the same rs number as SNP No. 3, and as such we do not consider SNP No.
9 as we cannot independently verify that they are two different SNPs. associated with the TG trait, all involving the sub-haplotype 001 for SNV2 (26004_G309R), SNV3 (26238_Y386X) and SNV5 (22604_R269G), in that order. This sub-haplotype represents a protective effect, all having the LB and UB of the OR being <1.
The combination of the alleles (001) corroborates the findings in the literature that multiple variants with opposite effects (deleterious and protective) exist in ANGPTL5 [51, 52] . It is likely that this feature had led to an insignificant result for CMC. This application once again demonstrates that a haplotype-based method has the potential of not only detecting rare variant association but also providing additional information important for understanding the underlying causal mechanism.
Discussion
In this article, we compare five methods for detecting associations of rare variants with common diseases. These methods differ in the study designs they are applicable to and/or in the type of data that are being analyzed. In the past few years, the literature on association study has predominantly focused on rSNVs from unrelated individuals for explaining the missing heritability. Such approaches are costly and there are a number of drawbacks. Their scientific merits in leading to identification of causal or functional variants have yet to be documented for the majority of the studies. Although a handful of methods advocating the use of the already amassed 'free' GWAS data to look for rare variant associations have been in existence for a number of years with promising results, a focused head-to-head comparison with methods using rSNVs has not been performed. Thus, this article is specifically designed to address this issue. Of the five methods selected, three (SKAT, CMC and FBAT) are collapsing based using rSNV data, whereas the other two (LBL, famLBL) are haplotyping based using GWAS data but can also make use of rSNV data if they are available. Further, three of the methods (SKAT, CMC, LBL) are population based and the other two (FBAT and famLBL) are family based so that one can study the differential impact of population substructure on the type I error of these two different types of study designs.
Our results show that haplotyping methods can be more powerful than collapsing-based methods if there are interacting SNVs leading to larger haplotype effect sizes. Even if only common SNPs are genotyped as in GWAS, haplotype association methods can still detect the specific rare haplotypes that tag rare causal SNVs. In other words, if there are multiple rare causative SNVs in a haplotype block, then using only common SNPs within the block can identify haplotypes that tag the causal rSNVs.
As expected, family-based methods, be it collapsing or haplotyping based, are robust to population substructure, as we saw in the last setting of the simulation study. On the other hand, while population-based methods are susceptible to stratification and can lead to wildly inflated type I error, the haplotyping-based method appears to have a smaller inflation than collapsing-based methods.
Armed with insights from the simulation study, we applied the methods to two real data sets (one from a population study and one from a family study) to further evaluate and compare the methods. The results show that haplotype methods are more powerful for both population and family studies, consistent with findings from the simulation. More importantly, in both analyses, haplotype methods led to the identifications of specific haplotypes and SNVs, information important for further experiments and studies to identify causal mechanisms.
Taken together, this and other previous studies have substantiated the potential of haplotyping-based approaches for detecting rare variant associations with common diseases. Although several simulation studies, including the more focused study in this article, have pointed to the advantages of haplotyping-based methods over collapsing-based methods, we recognize that a handful of studies are not sufficient to lead to definitive conclusions. However, haplotyping-based methods appear to be promising and would merit further development and evaluation for other settings and scenarios that have not been investigated or implemented previously.
Despite our optimism, we caution about the computational cost associated with haplotype association methods. They are not meant to be used for genome-wide analysis or to replace collapsing-based methods. Rather, our view is that they may be used in conjunction with collapsing methods or other fast screening methods to focus on 'interesting' regions identified by these methods. Specific associated haplotypes identified in these focused regions can aid in designing experiments to uncover and understand causal mechanisms.
Key Points
• Two general classes of methods have been proposed for detecting association of rare variants with common diseases in recent years as part of the effort in the hunt for 'missing heritability'.
• Although 'collapsing' methods are popular, 'haplotyping'-based methods can detect specific rare haplotypes that tag rare causal single nucleotide variants (SNVs) using existing common SNVs from genome-wide association studies.
• We review and compare collapsing-versus haplotyping-based methods/software in terms of power and type I error and considering both case-control and family data.
• Haplotype methods can be more powerful than collapsing methods if there are interacting SNVs leading to larger haplotype effects.
• Although population-based methods are susceptible to population stratification as expected, haplotype-based approach appears to have smaller inflated type I error than collapsing methods. 
