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ABSTRACT
We exploit the ability of the Hubble Space Telescope to probe near infrared water absorption present in the atmosphere
of low-mass stars, brown dwarf and planetary mass objects to create a very pure sample of Orion Nebula Cluster (ONC)
members, not affected by contamination from background stars and galaxies which lack water absorption. Thanks to
these data we infer the Initial Mass Function (IMF) of the ONC in the 0.005− 1.4M regime, i.e. down to few Jupiter
masses. The young age of the ONC, ∼ 1 Myr, provides a snapshot of the outcome of star formation for the present-day
conditions (metallicity, temperature, pressure) of typical Milky Way disk molecular clouds. We demonstrate that
the IMF of the ONC is well described by either a log-normal function or a broken power-law, with parameter values
qualitatively in agreement with the canonical Chabrier or Kroupa forms for the Milky Way disk IMF. This continuity
in the mass distribution provides clues to the fact that the same physical processes may be regulating formation of
stars, brown dwarfs, and planetary mass objects. Both the canonical IMF forms under-predict the observed number
of very low mass members (below 0.1 M), a regime where our data allows more precise constraints. Nevertheless, we
do not observe a rise or secondary peak in the brown dwarfs or planetary mass regimes. Our study thus contradicts
findings based on broad-band near infrared ground-based photometry, which predict an extremely high number of
free-floating planets, but likely suffer from unaccounted background contamination.
Keywords: stars: luminosity function, mass function
Corresponding author: Mario Gennaro
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∗ Based on observations made with the NASA/ESA Hubble Space Telescope, obtained at the Space Telescope Science Institute, which is
operated by the Association of Universities for Research in Astronomy, Inc., under NASA contract NAS 5-26555. These observations are
associated with program GO-13826.
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1. INTRODUCTION
One of the most fundamental tests for any theory of
star formation is the ability to predict the mass spec-
trum of the stellar and substellar objects that form
within a giant molecular cloud, i.e., the Initial Mass
Function (IMF).
Ideal magneto-hydrodynamics and gravity, the physi-
cal mechanisms invoked to explain the power-law shape
of the IMF in the super-solar mass regime (Salpeter
1955) are scale-free. Therefore other physical mecha-
nisms must be used to explain the observed peak, or
characteristic mass, at ∼ 0.2 − 0.3M and predict the
decay at lower masses (Krumholz 2014). Some plausible
mechanisms for explaining the IMF peak and turnover
are thermal support (Larson 1992; Bate & Bonnell
2005), turbulence (Padoan et al. 2007; Hopkins 2013),
and radiative feedback (Bate 2009; Krumholz 2011). In
particular Krumholz (2011) proposes a scenario in which
accretion luminosity onto stellar cores can heat the sur-
rounding gas, thus making it more stable against its own
collapse. There is a sweet spot in which the accretion lu-
minosity balances the tendency of the cores to collapse,
and this corresponds to the peak mass of the IMF. Early
deuterium burning may also play a fundamental role,
and this may explain why the typical stellar mass is so
close to the hydrogen burning limit (Krumholz 2014).
The formation of brown dwarfs may itself require ad-
ditional physics (Bonnell et al. 2007). Options include
dynamical ejection of embryonic brown dwarfs from mul-
tiple systems, fragmentation of filaments falling into
a cluster potential, or fragmentation of protoplanetary
disks, again combined with ejection (Whitworth et al.
2007; Bonnell et al. 2008; Stamatellos & Whitworth
2009). Robust data on the frequency, mass distribu-
tion, spatial distribution and kinematics of low-mass
stars and brown dwarfs can help clarifying the relevance
of each mechanism, but these observational benchmarks
remain scarce.
Young massive clusters (YMCs) are, in principle, ideal
laboratories to study the IMF. They are young and
have experienced limited stellar and dynamical evolu-
tion, thus their observed mass function is as close as
possible to be truly initial. They are massive, thus the
IMF is sampled robustly. Their stars constitute a simple
stellar population in terms of star formation history and
metallicity. Yet, young massive clusters in our Galaxy
present several observational challenges. Being young,
they are located in the Galactic Disk behind layers of
foreground extinction, and in front of a large column of
galactic stellar contaminants. Being rare, they are gen-
erally far from us, making it difficult to detect low mass
stars; crowding, non-uniform extinction and incomplete-
ness add to the problem of reliably characterizing their
stellar and substellar population.
The Orion Nebula Cluster (ONC) is the ideal candi-
date for resolved IMF studies. It is young (1-3 Myr,
Jeffries et al. 2011), and its moderately large total stel-
lar mass, ∼ 2500M(estimate from Da Rio et al. 2014,
using a density profile fit to the observed counts of stel-
lar and substellar objects up to 2 pc from the ONC
core) allows for a robust sampling of the IMF. Its prox-
imity, 403+7−6 pc (Kuhn et al. 2019), allows reaching the
brown dwarf regime. The ONC size on the sky (order
of half a degree radius) and location toward the galac-
tic anticenter, (l, b) = (209.0085 deg,−19.3828 deg) for
the Trapezium1, imply that crowding is much reduced
with respect to more compact and distant young mas-
sive clusters typically located in the two inner galactic
quadrants. For all these reasons, the ONC has been
the target of many IMF studies (see e.g. Hillenbrand &
Carpenter 2000; Muench et al. 2002; Da Rio & Robberto
2012) providing a key benchmark for comparison with
the IMF measured in different star-forming regions, in
young open clusters, as well as in the galactic field.
Of particular interest in the recent past is the topic
of how the IMF of the ONC extends into the brown
dwarfs regime. The stellar IMF in the Milky Way disk
is well characterized has having a characteristic mass,
or peak above the hydrogen burning limit, at 0.2-0.3
M (see e.g. Bochanski et al. 2010) and a decline at
lower masses. This qualitative understanding is inde-
pendent on the parametrization chosen to describe the
IMF, either a log-normal (Chabrier 2003) or a broken
power law (Kroupa 2001). The uncertainties increase
as one moves to masses below the deuterium burning
limit, in the planetary mass regime (∼ 3 to 15 MJup),
as only a handful of candidates have been identified
in young Galactic star clusters (Zapatero Osorio et al.
2008; Marsh et al. 2010). The debate about the shape
of the substellar IMF, i.e. if it generally follows - and
how closely - a Kroupa/Chabrier-type IMF, has been re-
cently enriched by Drass et al. (2016) who suggest that
the substellar IMF of the ONC is bimodal with a peak at
about 0.25 M, a pronounced dip at the hydrogen burn-
ing limit (0.08M M) and a second peak at 0.025 M.
In this paper we investigate the shape of the IMF of
the ONC in the low stellar mass regime and down to the
the sub-stellar and planetary mass regimes. We use the
near infrared data obtained by a 52 orbits Hubble Trea-
sury Program (GO-13826, PI: M. Robberto). The sur-
vey strategy and data analysis has been presented in the
1 as reported by http://simbad.u-strasbg.fr
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Figure 1. Left: the observed color-magnitude diagram. The green shaded area highlights the region used for the IMF fit.
The faint limit of such region is chosen to be above the magnitudes where incompleteness becomes an issue. The red limit is
chosen to approximate the location of a 1 Myr isochrone, at the average distance of the ONC (403 pc, or µ = 8.03 Kuhn et al.
2019), reddened by AV = 10 mag, i.e. the maximum AV value expected for ONC members, according to Scandariato et al.
(2011) (see also Figure 3 for details on the AV distribution). The 1 Myr isochrones are shown in purple, with the dashed and
solid lines representing the AV = 0, 10 mag cases respectively. The direction of the reddening vector when using an RV = 3.1
Cardelli et al. (1989) extinction law is shown by the black arrow, with magnitude corresponding to AV = 10 mag. Center:
location of simulated contaminants overlaid on the data. Right: luminosity functions in the F130N band for the observed data,
the observed data within the green shaded region of the left panel, and the predictions for the contaminating populations. This
Figure summarizes the contents of Figures 7, 8 and 15 of Paper I, with some minor modifications.
first paper of this series (Robberto et al. 2020, hereafter
Paper I) and will be briefly summarized in Section 2.
Section 3 describes the method used to simulate syn-
thetic CMDs, and the techniques we adopt to compare
simulations and observations and derive a probability
distribution for the IMF parameters. In Section 4 we
describe the main results and we discuss them in detail
in Section 5. We summarize our findings and conclude
in Section 6.
2. THE DATA
The WFC3/IR imaging data considered in this paper
were taken using the F130N and F139M filters, chosen to
sample the 1.4µm water absorption band (F139M) and
the adjacent line-free continuum (F130N). Water vapor
is known to be present in the atmospheres of cool stars,
but its most prominent spectral signatures can only be
detected at high significance from space, unobstructed
by telluric water vapor absorption. The depth of the
1.4 µm absorption feature becomes more and more pro-
nounced as the temperature of low-mass stars decreases
(see Paper I, Figure 9). The m130 − m139 color be-
comes correspondingly more negative, i.e. bluer. The
ONC data, however, show that this trend ends at colors
m130 −m139 ∼ −0.35 mag, or Teff ∼ 2700K for a 1 Myr
isochrone. Below this temperature, saturation occurs
and the m130−m139 color remains constant at ∼ −0.35
mag down to planetary masses (see Figure 1, left).
The characteristic locus of low-mass stars and sub-
stellar objects in a (m130−m139,m130) color-magnitude
diagram (CMD) allows to discriminate cluster members
from background, reddened stars and galaxies that do
not show such absorption, confirming that this combi-
nation of filters provides a very effective means of iden-
tifying the low-mass population of the ONC. Such sep-
aration is not possible using broad-band near infrared
filters.
We refer the reader to Paper I for a detailed discussion
of the observations and data reduction steps. In Paper I
we describe the procedure for generating the artificial
star tests as well. The latter are adopted in this paper
to produce synthetic CMDs that are compared to the
data to obtain the best-fit IMF.
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Paper I also details a procedure to account for fore-
ground as well as background (galactic and extra-
galactic) contamination. Figure 1, center, shows the
CMD position of the expected contaminants. The
Galactic contamination is estimated using the Besanc¸on
model of the Milky Way (Robin et al. 2003). The extra-
galactic contribution is obtained by computing synthetic
photometry from best-fit spectra to CANDELS galaxies
(Pacifici et al. 2012). In both cases the contaminants
synthetic photometry accounts for the surveyed area
and for the extinction distribution towards our field of
view, as provided by Scandariato et al. (2011). More de-
tails on contamination and the determination of a pure
sample of ONC members are given in Section 3.1.6.
3. DERIVING THE IMF
Our goal is derive a posterior distribution for a set
of parameters that describe the IMF. Examples of such
parameters are the slopes and break points for a bro-
ken power law or the peak mass and width of a log-
normal distribution. Our goal is achieved by first sim-
ulating synthetic CMDs based on the IMF parameters
values and then by comparing such simulations to the
observations. We then iterate the process using MCMC
techniques to obtain a probability distribution for the
parameters of interest.
Our methodology can be separated in two broad as-
pects:
• CMD simulations: this aspect entails providing an
accurate description of the observed data in terms
of (i) the underlying physical properties of indi-
vidual stars (mass, age, chemical composition, bi-
nary propoerties), (ii) a membership criterion to
separate ONC members and background contam-
inants, (iii) a model of the spatial distribution of
stars in the cluster and of their extinction, (iv) the
observational uncertainties. The process of simu-
lating CMDs and the underlying ingredients are
described in Section 3.1.
• Fitting: this aspect consists in defining a reason-
able parametrization for the IMF, defining a rigor-
ous procedure to compare the simulations and the
observations, and derive a probability distribution
function for the IMF parameters. The fitting tech-
nique is described in Section 3.2.
The overall methodology is illustrated in Figure 2.
3.1. Simulating the ONC CMD
The following steps are necessary to simulate a single
star in the CMD:
1. We draw a total mass using the IMF parameters
and we draw a probability of the star being a bi-
nary using the binary fraction paramters. IMF
parameters and binary fraction paramter are it-
erated upon in the fitting procedure described in
Section 3.2. We also draw a binary mass ratio and
an age from fixed distributions and assumed solar
metallicity. This step is detailed in Section 3.1.1.
2. We use stellar models to obtain absolute magni-
tudes, M130 and M139, based on the extracted pa-
rameters. This step is detailed in Section 3.1.2.
3. We use a 3D model of the cluster to simulate the
stellar position in the ONC. From this we derive
a distance modulus, DM . This step is detailed in
Section 3.1.3.
4. Using the stellar location and a 2D extinction
map, we determine AV . From this we compute
(A130, A139) using the Cardelli et al. (1989) ex-
tinction law. This step is detailed in Section 3.1.4
5. At this stage we thus have a noiseless set of
magnitudes (m130,m139)intr = (M130,M139) +
(A130, A139) + DM . The next step is to use ar-
tificial star tests to determine whether the simu-
lated star can be detected as well as its observed,
noisy magnitudes (m130,m139)noisy. This step is
detailed 3.1.5.
6. Based on simulations of the background contami-
nants and consideration on where the ONC mem-
bers are located in the CMD we define a CMD
fitting region where we expect most of the mem-
bers will fall, without significant contamination.
The simulated noisy magnitudes are used to test
whether the star falls within such CMD region and
the star is either kept or rejected accordingly. This
step is detailed in Section 3.1.6.
7. Based on the total true number of stars (a variable
in our MCMC fitting procedure), we iterate all the
above steps. The number of stars that land in the
fitting region is smaller than the true number of
stars, both because of incompleteness and because
of our membership selection criterion. This num-
ber, with uncertainty, tends toward the number of
observed stars in the fitting region. This step is
detailed in Section 3.1.7.
3.1.1. Stellar parameters
In order to simulate a star’s magnitudes we need to
know its mass, whether it is a binary, its age and its
metallicity. The total system mass is drawn from an
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Figure 2. Flowchart for the CMD simulations and IMF fitting procedure. The section in dark gray represents the simulation of
a single star into the CMD. The lighter gray section surrounding the darker one represents the simulation of the entire CMD of
ONC members. The purple colored blocks are the MCMC fitting parameters. The green colored blocks are the fixed ingredients
of the CMD simulations.
IMF, whose parameters are what we are fitting for. We
then use the binary fraction, which is a fit parameter, to
determine whether the system should be single or a bi-
nary. This is done by drawing a random number from a
uniform distribution between 0 and 1, and if the number
is smaller than the binary fraction, we consider the star
to be a binary, we consider it a single star otherwise.
In the case of binaries, given the system total mass and
the binary mass ratio, we determine the mass of each
component and sum their fluxes. The mass ratios them-
selves are randomly drawn from a uniform distribution
between 0 and 1, a valid assumption for solar type stars,
which we extrapolate to lower masses (Duquennoy &
Mayor 1991; Raghavan et al. 2010).
The stellar age is drawn from a fixed star formation
history. For each fitting run we use either one of: 1) a
single episode of star formation, 1 Myr ago, or 2) a uni-
form star formation rate between 1 and 3 Myr ago (i.e.
a constant number of stars formed per unit time along
such interval). As we show in Section 4, some details
in the results depend on the choice of the star forma-
tion history. An assumption of our work is that stellar
age and stellar mass are independent variables. This is
equivalent to saying that at any age under consideration
in this work, 1-3 Myr, the instantaneous mass distribu-
tion of newly formed stars is the same – i.e. the IMF is
time-invariant.
Moreover we postulate that no dynamical process has
yet altered the shape of the observable present-day mass
function with respect to the IMF. This is equivalent to
saying that if stars born in the ONC have been lost to
the Galactic field, such loss is mass-independent. To cor-
roborate this assumption we proceed thus: considering a
velocity dispersion of a few km s−1 and a cluster size of a
few pc, we have that the crossing time for the ONC can-
not be shorter than tcross = 0.1 Myr. Using the classical
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formula by Spitzer (1969), trelax ≈ N/(8 logN)× tcross,
where N ∼ 2000 is the number of ONC members, we
obtain trelax ∼ 3.3 Myr. The relaxation time regulates
the energy equipartition in the system, thus the fact
that the ONC is younger than its relaxation time, en-
sures that the kinetic energy distribution is not yet in
equilibrium. This in turn implies that any mass loss
the ONC might have experienced (i.e. stars that are
ejected outside our surveyed field of view) must have
been ”gray”, i.e. the ONC should not have preferen-
tially lost low mass members (faster if in equipartition)
with respect to high mass ones (slower). The assump-
tion of non-equipartition is corroborated by the recent
study by Da Rio et al. (2017) who find that although in
global virial equilibrium, or possibly slightly supervirial
state, the ONC individual velocities do not depend on
the individual masses, a sign that equipartition has not
been reached yet. This justifies our assumption that
the mass and age distributions can be treated indepen-
dently, as well as that the measured mass function is
truly -at a minimum proportional to- the initial.
The metallicity is held fixed at the solar value,
[Fe/H] = 0.0 dex. This is a very good assumption
for the ONC, for example D’Orazi et al. (2009) find a
metallicity of [Fe/H] = −0.01 ± 0.04 dex for the low
mass stars in the ONC.
Given masses (for either a single object or the two
components of a binary), age, and metallicity the abso-
lute M130 and M139 magnitudes are computed using the
models described in Section 3.1.2.
3.1.2. The stellar models
We utilize the stellar models by Baraffe et al. (2015) in
the version available on the PHOENIX-Lyon website2.
These models reach down to 1 MJup. In particular, we
adopt the BT-Settl version of the model atmospheres
by Allard et al. (2012) with solar metallicity and solar-
scaled abundances according to Asplund et al. (2009).
We concentrate on the isochrones in the 1 to 3 Myr age
range.
Paper I shows that these models are not able to re-
produce the m130 − mF139 colors characteristic of the
low-mass ONC population below Teff∼ 2700K. A semi-
empirical color correction to the models has been in-
troduced in Paper I. In the current work we adopt the
corrected models and use them to assign synthetic ab-
solute M130 and M139 magnitudes to simulated stars.
3.1.3. The spatial distribution
2 http://perso.ens-lyon.fr/france.allard/
As visible in Figure 3, the objects within the CMD fit-
ting region (orange) have a centrally concentrated distri-
bution, while the objects outside the same region (cyan)
are much more uniformly distributed. The definition
of the CMD fitting region is provided in Sect. 3.1.6, it
suffices to say here that this is the CMD region where
background contamination is minimal and the cool, low-
mass ONC members are bluer than the background ob-
jects and clearly separated from them.
The detectability of a source of given intrinsic magni-
tude depends on the local crowding around that source,
on the brightness of the local background, and on the
extinction in front of such source. All these factors are
highly spatially variable in the ONC. In simulating a
CMD, the assumed position of a source contributes to
determining whether it will end up being detected and
where it will lie in the CMD. This means that one has
to assume an underlying 3D spatial distribution, aiming
at producing not only the best match to the observed
CMD, but also an observed spatial distribution in good
agreement with the data.
In order to determine a good representation of the
true 3D distribution of ONC members, we assume
no spatial dependence of the IMF, in the sense that
p(m,RA,Dec) = p(m) ∗ p(RA,Dec), where p are proba-
bility distribution functions, m is the stellar mass, and
RA, Dec are the on-sky coordinates of the ONC mem-
bers. We in fact verify this assumption a posteriori, see
below in this Section.
We further assume that p(RA,Dec)intr, i.e. the intrin-
sic distribution on the sky, can be derived from a 3D dis-
tribution with spherical symmetry, centered on the ONC
center, and that such distribution can be parametrized
as a power law. We thus have p(r) = p(r, θ, φ) = ρ(r) =
ρ0 ∗ r−γ , where |r| = r. Da Rio et al. (2014) found
an index γ = 2.4 for ONC members with X-ray coun-
terparts. Such an index denotes a very steep, centrally
concentrated distribution for the ONC stars in the cen-
tral cluster. The α value chosen by Da Rio et al. (2014)
gives however a poor fit for our population of ONC mem-
bers, which includes objects of much lower mass. The
fact that our very low mass stars are much less concen-
trated, or more uniformly distributed, than the more
massive stellar sample of Da Rio et al. (2014) extends
towards the lowest mass range the well known tendency
of the ONC to have an overabundance of massive stars at
the center of the cluster, i.e. to be mass-segregated. (see
e.g. Hillenbrand & Hartmann 1998; Allison & Goodwin
2011).
We adopted the same center of Da Rio et al. (2014)
for our distributions: (Ra, Dec) = (05:35:16.26, -
05:23:16.4). The assumed distance for the ONC (which
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matters when projecting on the sky our 3D distribu-
tion) is 403 pc, as reported by Kuhn et al. (2019) based
on GAIA DR2 data (Brown et al. 2018). Note that
the 403 pc distance is in slight disagreement with the
VLBI measurements of 388 pc by (Kounkel et al. 2017),
who later refined their distance including also GAIA
DR2 constraints to 386 ± 3 pc (Kounkel et al. 2018).
Kuhn et al. (2019) explain the differences in terms of the
different survey regions used by Kounkel et al. (2017,
2018) and their own work. The Kuhn et al. (2019) work
focuses the ONC central region, while Kounkel et al.
(2017, 2018) utilize a larger area. Given the proximity
of the ONC and its three dimensional structure, us-
ing different regions corresponds to probing different
depths into the Orion Complex. According to Kuhn
et al. (2019), the central cluster is embedded a dozen
parsecs behind the average location of the more dis-
tributed YSOs measured in non-thermal emission by
Kounkel et al. (2017). Nevertheless, part of the discrep-
ancy might as well be due to a systematic zero-point
offset between Gaia DR2 measurements ad VLBI ones,
as reported by Kounkel et al. (2018).
We did not perform a formal fit to determine the best
value of the density distribution slope, γ. Rather, we as-
sumed a Kroupa (2001) IMF, and simply swept a range
of values for γ. We simulated CMDs using the whole
technique described in Sections 3.1.1–3.1.7, thus obtain-
ing the observed on-sky distribution p(RA,Dec)obs. We
then plotted the histograms for RA and Dec separately,
and compared those to the histograms for the observed
data. Our preferred slope for the very low mass object
spatial distribution is γ = 0.2, much shallower than the
stellar value of Da Rio et al. (2014). Simulations using
this value are overplotted in the histrograms of Figure 3.
We verified that changing the input IMF slope does
not change the output 2D on-sky distribution signifi-
cantly, and thus our assumption that IMF and 3D dis-
tribution can be treated as independent holds, at least
for practical purposes.
It is worth noting that our procedure does not account
for possible ellipticity of the low-mass stars distribution
(see again Da Rio et al. 2014), but as Figure 3 shows,
the modeled distribution reproduces the observed one
rather well for such a simple parametrization.
In our synthetic CMD generation procedure, the 3D
position of each star is drawn from the ρ0 ∗ r−γ dis-
tribution above, independent on the other stellar pa-
rameters. The RA and Dec are used to compute the
line-of-sight extinction (Section 3.1.4) as well as spatial
dependent completeness and photometric errors (Sec-
tion 3.1.5). The line-of-sight distance from the 3D posi-
tion is converted into a distance modulus that is added
to the absolute magnitudes.
3.1.4. The 2D extinction map
The ONC is still partially embedded in its parental
molecular cloud, rich in gas and dust and with a highly
complex 3D structure that causes a high degree of vari-
ability in the line-of-sight extinction. Scandariato et al.
(2011) analyzed the extinction toward the ONC using
infrared photometry, deriving two separate extinction
maps for the two main groups of sources: ONC bona-
fide members and background sources. The first group
is affected by “foreground” extinction, expected to be
highly irregular since ONC sources that appear close to
each other in projection may lie at different depth within
the molecular cloud. On the contrary the background
sources, lying behind the whole Orion molecular cloud,
typically have higher extinction but smoother spatial
distribution of AV values. The Scandariato et al. (2011)
“foreground” extinction map for the ONC is shown in
Figure 3. The top-right panel of the same figure shows
the histograms of AV values for both the ONC and the
background populations.
In Paper I we assessed the level of contamination from
background sources in the CMD. For those sources, we
assign to each a value of the extinction randomly ex-
tracted from the Orion Molecular Cloud extinction map.
The results are reproduced in the center panel of Fig-
ure 1, and show how the simulated background stars
and galaxies all lie in the m130 −m139 ∼ 0 region, well
separated from the blue population of ONC members
(Section 3.1.6).
For simulating the CMD of ONC member stars, we
use the foreground extinction map as a starting point.
Given a simulated 3D position and corresponding RA,
Dec (Section 3.1.3), we use the extinction map value at
that position to assign a mean extinction. The Scandari-
ato et al. (2011) map has a typical resolution of few ar-
cminutes and therefore it provides a good average value
of AV . However, due to the high spatial variation in the
intervening gas structure, we expect the actual value of
AV for a star in that position not to be exactly equal
to the mean value from the map. We use the fact that
the distribution of AV values is induced by the turbu-
lent nature of the ISM, which can be well described by a
log-normal function. Typical values of the width of the
log-normal are in the σISM = 0.15− 0.30 range (Kritsuk
et al. 2017). Thus, to account for the variability of AV
we use AV,map and fix σISM to 0.30 to define a log-normal
distribution with (µ, σ) = (AV,map − 0.5σ2ISM, σISM). A
log-normal defined this way has mean equal to AV,map.
The actual extinction value assigned to a star simu-
8 Gennaro & Robberto
84°00' 83°55' 50' 45' 40' 35'
-5°15'
20'
25'
30'
35'
40'
RA (J2000)
D
ec
 (J
20
00
)
0 10 20
AV
0.0
0.1
0.2
0.3
0.4
p(
A
V
)
Within ONC
Background
RA (J2000)
p(
R
A
)
Outside fit region
Inside fit region
Modeled distribution
p(Dec)
D
ec
 (J
20
00
)
Outside fit region
Inside fit region
Modeled distribution
Figure 3. Spatial distribution of all the observed sources, with the sources within the fit region (green shaded area in Figure 1,
left panel) in orange, and the other sources in cyan. The orange shaded area in the main panel corresponds to the current
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data. Overlaid in brown in such panels is the histogram for 2000 objects drawn from the adopted model spatial distribution,
a spherically symmetric distribution with ρ ∝ ρ0r−0.2 and center in (RA, Dec) = (05:35:16.26 hours, -05:23:16.4 degrees), and
landing within the observations footprint. The background image in the main panel is the foreground extinction map adopted for
our simulations of ONC members (Scandariato et al. 2011). The map used for estimating the extinction of simulated background
sources (Figure 1) is not shown (such map is also from Scandariato et al. 2011). The upper right panel shows the histogram of
AV values for both the foreground extinction map used for ONC objects (blue) and the foreground plus ONC molecular cloud
extinction map used background objects (red).
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lated at a given position is a random draw from the
log-normal(µ, σ). Varying σISM within the 0.15 − 0.30
range does not affect the final results for the IMF pa-
rameters.
Given AV we use the Cardelli et al. (1989) extinction
law to compute (A130, A139). Since we are using narrow
and medium band filters we assume the ratios of ex-
tinction values in the V band and the F130N , F139M
bands to be independent on spectral-type. We com-
pute the ratios at the bandpasses effective wavelength,
λeff,F130N = 13006A˚, λeff,F139M = 13838 A˚ to be
A130/AV = 0.264 and A139/AV = 0.241.
Adding together the absolute magnitudes, the dis-
tance modulus, and the extinction produces ”intrinsic”,
i.e. noiseless apparent magnitudes, (m130,m139)intr.
3.1.5. Survey area coverage and artificial star tests
The (m130,m139)intr noiseless values are converted
into noisy magnitudes using artificial stars experiments.
The ONC survey strategy is amply detailed in Paper I.
We note here that due to the adopted dither pattern, the
coverage of the ONC area is somewhat irregular, with
regions visited anywhere between 1 and 4 times. The
strategy for producing the data catalog consists in aver-
aging together the individual values of the photometry,
when the same star is imaged in multiple exposures. The
survey depth and photometric errors are thus dependent
on both the local crowding and diffuse background val-
ues, as well as on the number of repeated observations
available.
In generating the synthetic CMDs used for IMF fit-
ting, we reproduce the same strategy adopted to ex-
tract the real source catalog. We start from a randomly
extracted 3D stellar position (Section 3.1.3), projected
on the sky, to create a simulated model star of known
magnitude. We then determine the individual exposures
j where the model star would fall. Since the artificial
stars experiment, discussed in more details in Paper I,
has been conducted at the exposure level, we use those
results to determine whether the model star is detected
in each individual exposure, with its measured magni-
tude. Specifically, for each exposure j we proceed as
follows: we select all artificial stars used to run the
completeness test within 0.1 mag of (m130,m139)intr
of our model star, using a 2D euclidean distance in
magnitude-magnitude space. A search radius of 0.1 mag
ensures that the completeness is not changing signifi-
cantly within this interval, while guaranteeing that sev-
eral tens of artificial star tests are available. We then
pick the artificial star closest on the sky to the model
star. If the selected artificial star is not recovered in ei-
ther one of the photometric bands, neither is the model
star, otherwise the model star is detected with noisy
magnitudes (m130,m139)noisy,j = (m130,m139)intr −
(m130,m139)AS,input + (m130,m139)AS,output, where AS
indicates the chosen artificial star. This formula ac-
counts for the small offset in magnitude between the in-
trinsic model value and the input magnitude of the clos-
est artificial star. If the on-sky position of the model star
is such that our survey covers that position with j > 1
individual exposures, the individual (m130,m139)noisy,j
measurements are averaged over the exposures, only for
the cases in which the output artificial star is recovered.
If the artificial star is never recovered in the j expo-
sures, then the model star is considered a non-detection.
Non-detections still count towards the total number of
generated stars (Sect. 3.1.7).
3.1.6. The ONC members sample
We identify a region of the CMD where the population
can be considered as purely consisting of ONC members,
with little or no contribution from fore- and background
contaminants. The region is highlighted by the green
shaded area in the left panel of Figure 1.
To define this region, which we also refer to as the
fit region, we use the fact that the maximum expected
extinction for ONC objects in the surveyed area is no
larger than 10 magnitudes in AV , as visible in Figure 3.
A 1 Myr isochrone is shown in the left panel of Figure 1
at the average distance of the ONC (388 pc, Kounkel
et al. 2017) and with AV equal to either 0 or 10 mag
(the average extinction is of the order of AV = 2.5 mag).
The AV = 10 mag isochrone is used to delimit the red-
dest edge at which we expect ONC members. This limit
cuts off the greatest part of the expected contaminants
as well. On the faint end, we adopt a cut correspond-
ing to m139 = 21 mag, the average 50% completeness
limit throughout the field of view (local variations due
to crowding and background level are discussed in Pa-
per I); the adopted limit can be see as a slanted line,
parallel to the detection limit in the CMD of Figure 1,
left panel (the vertical axis in the CMD is m130, not
m139, hence the faint limit line is not horizontal). The
adopted magnitude limit corresponds in mass to 0.005
- 0.007 M, about 5 − 7 MJup. The bright limit of the
fitting region corresponds to the location of a 1.4 M
star, the most massive in the adopted models. We fol-
low this point along the reddening vector to define the
bright, red end of the fitting region corresponding to
diagonal line going from about (0.1,10) to about (0.4,
13) in the CMD. We do not go through the exercise of
patching the isochrone with one including higher mass
stars, because the data themselves start showing signs of
saturation above m130 = 10 mag. The blue limit of the
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fitting region is a simple straight line drawn to include
all the points brighter and to the left of the AV = 0 mag
isochrone.
As visible in the center and right panels of the same
figure, most of the contaminants are expected to be lo-
cated at positive colors and at magnitudes fainter than
m130 ∼ 15 mag. As discussed in more detail in Paper I,
simulations of the expected background extragalactic
contaminants and of the expected fore- and background
galactic contaminants are used to substantiate the claim
that in our selected region there are expected to be very
few to no contaminants (Figure 1, center). The simu-
lations of the extragalactic contaminants are based on
CANDELS data (Koekemoer et al. 2011), modeled us-
ing spectral energy distribution fitted with the proce-
dure described in Pacifici et al. (2016). For the galac-
tic contaminants we used the Besanc¸on model of the
Galaxy (Robin et al. 2003). In both cases we computed
the synthetic magnitudes in our WFC3/IR bands us-
ing the synphot (STScI development Team 2018) and
stsynphot (Lim 2018) software packages3 .
The histograms in the right panel of Figure 1 show
that the simulated contaminant population can account
for all the objects outside the fitting region, thus not
only is our selection of ONC members pure, but also
very complete. Detailed membership criteria for indi-
vidual objects are given in Paper I. There we used the
Bayes Ratio of the probability of a star being a mem-
ber divided by the probability of a star belonging to
the background. In the current work we prefer to use a
yes/no selection criterion based on whether a simulated
star falls within or outside the green-shaded region. We
chose this option because of practical implementation
considerations. Effectively, but not exactly, we are using
the region where the Bayes Ratio of Paper I in greater
than one.
3.1.7. Total number of stars
The number of observed stars in the CMD fitting re-
gion is itself a realization of a random variable. The un-
derlying random variable is the mean number of stars,
Λ, that are generated in the ONC within the surveyed
footprint. Λ can be regarded as the total intensity of a
Poisson Point Process, a class of statistical models used
to describe the occurrencies and distributions of points
in an observable space. Gennaro et al. (2015) lay the
framework for using Poisson Point Processes in CMD
analysis.
3 Available at https://synphot.readthedocs.io/en/latest/
and http://stsynphot.readthedocs.io/en/latest/
In practical terms, if the IMF is normalized to 1 and
treated as a probability distribution function, the in-
tensity Λ can be seen as the scaling factor in front of
IMF and it determines the total number of generated
stars, while the details of the IMF shape determine their
masses. Instead of using the full mass range, 0 to in-
finity, we limit ourselves to the range available in the
models: 0.001 to 1.4 M.
Within our approach the number of stars born in the
ONC in that mass interval is a realization of a Poisson
distribution with mean equal to Λ, i.e. Ntrue ∼ Pois(Λ).
Given the selection function (a combination of incom-
pleteness and the definition of the fit region of ONC
members in the CMD), fewer stars are going to make
into the CMD, i.e. Nobs ≤ Ntrue.
Λ is a fit variable in our MCMC approach. For each
MCMC iteration, given the value of Λ, we extract a
Ntrue from a Poisson distribution with mean Λ. We
then iterate all the steps described in Sections 3.1.2-
3.1.6 Ntrue times to obtain an observed CMD. Given
the nature of our likelihood function (see Section 3.2.3),
the number of observed stars in a synthetic CMD, and
not Λ, converges to the number of observed data points,
while Λ converges to the total number of objects in the
0.001 to 1.4 M mass range born in the surveyed area,
observed ones plus undetected ones.
3.1.8. Samples Reweighting
In our fitting approach, we do not actually perform
a CMD realization on-the-fly at each MCMC iteration.
We rather simulate a very large number of stars, 20 mil-
ions, beforehand. This list is used as as a look-up table
to draw from, in order generate the CMDs. The 3D
coordinates of the 20 milions simulated stars are drawn
from the spatial distribution described in Section 3.1.3.
Their system masses are drawn from a very broad dis-
tribution covering the whole [0.001, 1.4] M mass inter-
val: a log-normal with (µS , σS) = (0.07, 0.7), where the
footer S denotes the sampling distribution. This broad
distribution allows proper sampling of our mass interval
edges. We adopt a BFS = 0.2, or 20% binary fraction
for simulating this list. Thus each of the 50 milion draws
has a probability 1 − BFS of being single and BFS of
being a binary. These stars go through the whole pro-
cess described in Sections 3.1.1–3.1.7 to get heir noisy
magnitudes (or non-detections) assigned.
In the fitting steps (see Section 3.2), after drawing the
IMF parameters θIMF , binary fraction BF and intensity
value, Λ, we select stars by reweighting the sample of 50
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milion stars according to:
Single stars :wi =
p(m|θIMF )
pLN (m|µS , σS) ∗
1−BF
1−BFS
Binary stars :wi =
p(m|θIMF )
pLN (m|µS , σS) ∗
BF
BFS
(1)
and then choosing the necessary number of stars, N ∼
Pois(Λ), from this list using the wi-s as weights.
The 50 milions stars in the sampling distribution have
ages uniformly distributed between 1 and 3 Myr. The
stellar models have however a coarse spacing of 1 Myr,
thus for each extracted age we assign the star to the clos-
est isochrone. When simulating CMDs with a star for-
mation history with a single peak at 1Myr, we reweight
the samples by assigning 0 weight to all stars with age
greater than 1.5 Myr, which would be assigned to the 2
or 3 Myr isochrones. Stars with wi = 0 are obviously
never drawn from the sampling list.
3.2. Fitting technique
We aim at finding the IMF parameters that produce
a CMD within the fitting region which minimizes the
differences between the observed and simulated data.
Our fitting procedure consists in:
• defining a functional form of the IMF. This
form determines the distribution of the masses
of the stars used to populate the CMD. The
IMF parametrization choices are discussed in Sec-
tion 3.2.1. Together with the IMF parameters, we
fit for the intensity and the binary fraction. In
some versions of the fit we also fit for nuisance
parameters representing unknown sources of un-
certainty (see Section 4.4).
• defining priors on the fit parameters (see Sec-
tion 3.2.2).
• defining a likelihood function to compare data and
simulations (see Section 3.2.3).
• adopting an algorithm for sampling the poste-
rior distribution of the fit parameters (see Section
3.2.4).
.
3.2.1. IMF parameterization
We adopt two different parameterizations of the IMF:
a 3-parts, continuous, broken power law, and a log-
normal with a high-mass power law tail. These two
parametrization allow direct comparison with the de-
scriptions on the Milky Way disk IMF proposed by
Kroupa (2001) and Chabrier (2003), respectively. By us-
ing these parameterizations, we can assess which form of
the disk stellar IMF can better reproduce the high-mass
(M-dwarfs) end of our data, and test whether it can be
extrapolated into the brown dwarf and planetary mass
regime while still providing a good fit to the data.
The IMF probability distribution functions, are pa-
rameterized as follows. For the broken power law:
pBPL(m|α0, α1, α2,m01,m12) ∝ mα2 , m ≥ m12
k12m
α1 , m01 ≤ m < m12
k01m
α0 , m < m01
with :
k12 = m
α2−α1
12
k01 = k12m
α1−α0
01 (2)
Here the α’s represent the slopes within each segment,
and the mij are the break or transition masses between
different segments, or regimes, in solar mass units. The
kij constants ensure continuity at the break points. The
footers run from the low mass end, 0, to the high mass
end, 2. For reference, the values reported by Kroupa
(2001) are:
(α0, α1, α2,m01,m12)Kroupa =
(−0.3,−1.3,−2.3, 0.08, 0.5) (3)
For the log-normal parameterization we have:
pLN(m|mc, σ,mhm, αhm) ∝ mαhm ,m > mhm
k
1
m
e−
1
2 (
logm−log(mc)
σ )
2
with :
k = mαhm+1hm e
1
2
(
logmhm−log(mc)
σ
)2
.
(4)
Here mc is the characteristic mass in solar mass units
(the peak in logarithmic space), σ is the width of the
log-normal, mhm is the transition mass (in solar units)
into the ”high mass” regime where the IMF is described
as a power-law of slope αhm. For the Chabrier (2003)
Galactic Disk IMF we have:
(mc, σ,mhm, αhm)Chabrier =
(0.22, 0.57, 1,−2.35) (5)
i.e., the transition to the power law regime is fixed at
the Sun’s mass, and the high mass slope to the Salpeter
(1955) value.
The normalization constant for each form of the IMF
is obtained by numerical integration over the [0.001, 1.4]
M range.
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3.2.2. The priors
We impose several priors on the IMF parameters. For
all cases, we impose that all transition masses (from
one slope to the other or from the proper log-normal
to the high-mass power-law tail) are contained in the
[0.001,1.4] M interval. For the broken power law case,
we impose that the transition masses are sorted, i.e.,
m01 < m12. We also impose that the slope must become
more positive, i.e. shallower, for progressively lower-
mass intervals, i.e. α2 ≤ α1 ≤ α0. For the log-normal
case, we impose that the transition mass to the power
law regime is larger than the log-normal peak mass. We
also impose uniform priors on the binary fraction (be-
tween 0 and 1), and an improper uniform prior on the
total intensity, i.e. that Λ > 0.
3.2.3. The likelihood
In order to compare simulations and observation, we
utilize the luminosity function in the F130N band. We
do not adopt a full 2D approach, fitting the observed
data distribution on a grid of CMD cells, mostly because
we do not have enough data to sample the most critical
regions of the CMD.
In our case, the likelihood function is thus defined as:
L(obs|θ) =
Nbins(mag)∏
j=1
Pois(nobs,magj |nmod,magj (θ))
(6)
where j runs over the bins of the histogram of m130.
The footers obs and mod stand for the observed counts,
and the synthetic ones, respectively. The histograms
bin sizes are determined using the Freedman Diaconis
Estimator, an outlier resistant estimator that takes into
account data variability and data size.
In equation (6) θ represents the whole set of fitting
parameters, including the IMF parameters, the binary
fraction, the total intensity Λ, and the additional nui-
sance parameters that account for the excess in color
and magnitude spread (see Section 4.4).
3.2.4. MCMC approach
In order to derive the best set of parameters, θ,
for a given IMF parametrization (broken power law
or log-normal) we utilize emcee, the Foreman-Mackey
et al. (2013) Python implementation of the Goodman &
Weare (2010) affine-invariant sampler.
For a proposed set of parameters, θ, we realize a syn-
thetic CMD, as described in Section 3.1. We then use
the likelihood and priors described in Sections 3.2.2-3.2.3
to obtain a posterior probability for θ, and proceed by
sampling the parameter space. We ensure, by trial and
error, and a posteriori checks, that the individual chains
are properly converged and thinned to retain uncorre-
lated samples.
4. RESULTS
We performed our fitting procedure for a set of as-
sumptions. Other than the two IMF model scenarios,
Broken Power Law (BPL) and log-normal (LN), we have
varied the star formation history (SFH) between a single
burst and an extended case of uniform SFH between 1
and 3 Myr. Moreover, we either fixed the binary frac-
tion (BF) to 20% or let it free to vary determining its
value in our MCMC procedure. Finally, for a subset of
runs, we have introduced nuisance parameters that ac-
count for the extra variance necessary to improve the
agreement between the data and the simulations (see
Sect. 4.4 below).
In total we have 2 (IMF models) ×2 (SFH) ×2 (BF
scenarios) ×2 (Nuisance Parameters scenarios) = 16
cases. The results are summarized in Table 1 for the
BPL sub-cases and Table 2 for the LN ones. The tables
report the median values, which we use as the best-fit
estimators, as well as the 68%, 95% and 99% credible in-
tervals for the marginal posterior distributions of each fit
parameter. We define these intervals to be equal-tailed,
in the sense that the 68% credible interval contains 68%
of the total probability, with (100− 68)/2 = 16% of the
remaining probability on either side, with similar defi-
nitions for the 95% and 99% intervals. These credible
intervals are analogous to ”1-2-3σ” intervals for a Gaus-
sian distribution, and in the following we might adopt
the n − σ intervals with some abuse of notation. How-
ever, the posterior distributions of our parameters are
generally not Gaussian and not even symmetric in most
cases, thus we also explicitly report the interval limits for
the fit parameters in Tables 1 and 2. The marginal dis-
tributions for the single parameters are useful for defin-
ing the parameter credible intervals, but do not capture
the whole information available in the full posterior dis-
tribution. Strong correlations exist in many cases, e.g.
between slope values and transition mass values in the
BPL model, or between the µ and σ parameters in the
LN one. We capture this information in the corner plots4
of Figures 4–9.
4.1. Overall assessment of the results quality
For a first assessment of the level of success of our
procedure, we can consider the simple case of the BPL
model, with an assumed 1 Myr single-burst SFH and
4 Plots produced using the corner.py routine, Foreman-Mackey
(2016)
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SFH
Fit Nuis.
Λ α0 α1 α2 m01[M] m12[M] BF σmag σcol
BF Par.
1 Myr N N
2090.1+95.4−97.1 −0.58+0.06−0.06 −1.24+0.26−0.26 −2.06+0.29−0.35 0.16+0.05−0.04 0.54+0.18−0.14
+200.3
−198.3
+0.13
−0.14
+0.55
−0.51
+0.53
−1.00
+0.12
−0.12
+0.53
−0.28
+431.7
−297.1
+0.49
−0.22
+0.70
−1.00
+0.67
−2.26
+0.19
−0.15
+0.84
−0.36
1-3 Myr N N
2240.1+150.2−140.7 −0.65+0.07−0.06 −0.85+0.12−0.27 −1.85+0.38−0.43 0.13+0.14−0.08 0.63+0.20−0.14
+348.1
−294.9
+0.20
−0.12
+0.19
−0.73
+0.65
−1.22
+0.33
−0.12
+0.55
−0.26
+557.7
−442.0
+0.60
−0.19
+0.26
−1.24
+0.85
−2.75
+0.52
−0.13
+0.75
−0.38
1 Myr N Y
2068.2+99.0−92.5 −0.59+0.06−0.06 −1.35+0.33−0.35 −2.11+0.27−0.37 0.19+0.06−0.05 0.59+0.24−0.17 0.29+0.09−0.07 0.06+0.03−0.02
+200.6
−203.7
+0.13
−0.12
+0.64
−0.68
+0.51
−1.04
+0.14
−0.14
+0.60
−0.31
+0.18
−0.13
+0.07
−0.04
+373.4
−297.1
+0.62
−0.16
+0.75
−1.17
+0.75
−1.94
+0.21
−0.19
+0.80
−0.38
+0.21
−0.24
+0.12
−0.06
1-3 Myr N Y
2188.0+140.0−132.7 −0.66+0.08−0.06 −0.86+0.13−0.36 −2.15+0.50−0.85 0.17+0.19−0.13 0.71+0.29−0.17 0.30+0.11−0.08 0.05+0.02−0.02
+325.4
−260.1
+0.30
−0.11
+0.21
−0.83
+0.84
−2.27
+0.37
−0.17
+0.60
−0.32
+0.18
−0.15
+0.05
−0.04
+506.1
−378.8
+0.67
−0.16
+0.29
−1.47
+1.10
−3.83
+0.58
−0.17
+0.68
−0.46
+0.20
−0.23
+0.13
−0.05
1 Myr Y N
2053.0+91.9−90.2 −0.57+0.06−0.06 −1.36+0.30−0.28 −2.13+0.28−0.35 0.18+0.06−0.05 0.60+0.22−0.16 0.34+0.19−0.14
+211.4
−191.2
+0.13
−0.13
+0.64
−0.58
+0.52
−1.05
+0.13
−0.13
+0.59
−0.29
+0.50
−0.27
+368.7
−320.0
+0.26
−0.21
+0.77
−0.85
+0.73
−2.18
+0.24
−0.18
+0.76
−0.40
+0.65
−0.34
1-3 Myr Y N
2192.3+117.7−121.2 −0.66+0.07−0.06 −0.94+0.17−0.35 −1.93+0.31−0.40 0.17+0.15−0.11 0.65+0.20−0.13 0.55+0.23−0.18
+285.6
−243.1
+0.25
−0.12
+0.26
−0.76
+0.58
−1.05
+0.31
−0.17
+0.53
−0.27
+0.41
−0.34
+519.7
−363.7
+0.59
−0.17
+0.33
−1.14
+0.90
−1.99
+0.48
−0.17
+0.71
−0.40
+0.44
−0.52
1 Myr Y Y
2064.6+105.1−103.9 −0.58+0.06−0.06 −1.42+0.36−0.36 −2.16+0.31−0.48 0.20+0.07−0.06 0.62+0.29−0.19 0.29+0.20−0.15 0.27+0.09−0.06 0.05+0.02−0.02
+208.5
−213.9
+0.14
−0.12
+0.72
−0.79
+0.57
−1.52
+0.16
−0.16
+0.65
−0.35
+0.49
−0.25
+0.19
−0.13
+0.05
−0.04
+313.3
−313.5
+0.41
−0.19
+0.84
−1.25
+0.80
−3.59
+0.26
−0.19
+0.77
−0.43
+0.67
−0.29
+0.23
−0.25
+0.08
−0.05
1-3 Myr Y Y
2182.7+126.9−124.1 −0.65+0.08−0.06 −0.87+0.13−0.38 −2.02+0.38−0.53 0.14+0.18−0.11 0.67+0.21−0.14 0.43+0.25−0.18 0.25+0.10−0.07 0.05+0.02−0.02
+291.2
−258.0
+0.30
−0.12
+0.22
−0.83
+0.69
−1.39
+0.35
−0.14
+0.57
−0.26
+0.50
−0.36
+0.20
−0.15
+0.05
−0.03
+571.6
−401.5
+0.76
−0.18
+0.28
−1.38
+0.92
−2.72
+0.61
−0.14
+0.72
−0.39
+0.56
−0.43
+0.24
−0.24
+0.10
−0.05
Kroupa (2001) −0.3+0.7−0.7 −1.3+0.5−0.5 −2.3+0.3−0.3 0.08 0.5
Table 1. Summary of the results for the broken power law model in the different cases under study. SFH indicates the type of
Star Formation History adopted, a single burst at 1 Myr or a uniform distribution between 1 and 3 Myr. The ”Fit BF” column
indicates whether the binary fraction has been kept fixed at 20% (N), or fitted for (Y). The ”Nuis. Par.” column indicates
whether nuisance parameters for the extra error in color and magnitude have been introduced and fitted for. For each case there
are three rows showing respectively the 68%, 95%, 99% credible intervals limits. The adopted estimator for the distributions
averages in the median. The Kroupa (2001) values are shown for reference, with errors when available.
with a fixed BF of 20%. The corresponding fit results
are shown in Figure 4. Overall the simulated luminosity
function reproduces the observed one very well (center-
left panel). There is however some disagreement in the
left panel, where the simulated m130 −mF139 color dis-
tribution shows three sharp peaks that are not visible
in the observations. These peaks correspond to the
vertical regions of the model isochrone, around colors
m130 −mF139 ' −0.4,−0.1 and 0.05 mag. It is worth
remembering that while we are simulating CMDs, we
are fitting only for the luminosity function. Therefore,
the color distribution has a minor impact on the results
of the fit, it just provides us with a sanity check. In
the case of this simple model, the check is not satis-
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SFH
Fit Nuis.
Λ mc σ mhm αhm BF σmag σcol
BF Par.
1 Myr N N
2056.6+109.8−109.4 0.26
+0.11
−0.07 1.00
+0.17
−0.12 0.86
+0.22
−0.27 −2.22+0.35−0.34
+259.2
−248.0
+0.26
−0.10
+0.39
−0.23
+0.47
−0.47
+0.80
−0.91
+477.9
−346.8
+0.49
−0.13
+0.82
−0.31
+0.53
−0.59
+1.48
−2.20
1-3 Myr N N
2210.6+184.3−118.4 0.47
+0.16
−0.10 1.18
+0.19
−0.12 1.04
+0.18
−0.15 −1.99+0.54−0.43
+585.5
−262.5
+0.44
−0.20
+0.47
−0.23
+0.31
−0.35
+1.17
−1.11
+1003.5
−396.8
+0.79
−0.25
+0.82
−0.33
+0.36
−0.56
+1.72
−2.18
1 Myr N Y
2038.2+104.4−98.2 0.31
+0.13
−0.10 1.07
+0.15
−0.14 0.75
+0.28
−0.17 −2.35+0.33−0.41 0.30+0.10−0.08 0.05+0.03−0.02
+231.6
−217.8
+0.27
−0.15
+0.33
−0.26
+0.54
−0.29
+0.73
−1.04
+0.18
−0.16
+0.07
−0.04
+471.7
−321.3
+0.40
−0.18
+0.60
−0.33
+0.63
−0.44
+1.18
−2.12
+0.20
−0.28
+0.13
−0.05
1-3 Myr N Y
2195.9+175.6−142.8 0.45
+0.15
−0.10 1.19
+0.14
−0.12 1.06
+0.17
−0.18 −2.09+0.63−0.73 0.32+0.10−0.09 0.05+0.03−0.02
+484.1
−279.7
+0.38
−0.18
+0.33
−0.23
+0.30
−0.39
+1.18
−1.95
+0.17
−0.19
+0.07
−0.04
+943.8
−443.6
+0.73
−0.24
+0.77
−0.33
+0.33
−0.62
+1.74
−3.85
+0.18
−0.26
+0.13
−0.05
1 Myr Y N
2036.3+116.7−110.6 0.24
+0.11
−0.05 0.97
+0.17
−0.12 0.90
+0.18
−0.25 −2.27+0.29−0.31 0.31+0.18−0.15
+263.3
−233.2
+0.27
−0.09
+0.39
−0.21
+0.38
−0.45
+0.75
−0.85
+0.43
−0.27
+869.6
−370.1
+0.46
−0.12
+0.84
−0.30
+0.49
−0.54
+1.91
−1.24
+0.64
−0.31
1-3 Myr Y N
2087.9+110.5−96.0 0.43
+0.13
−0.09 1.15
+0.15
−0.13 0.99
+0.16
−0.17 −2.09+0.35−0.34 0.65+0.19−0.19
+258.7
−208.6
+0.38
−0.17
+0.40
−0.23
+0.35
−0.38
+0.75
−0.88
+0.31
−0.41
+602.9
−329.4
+0.70
−0.23
+0.75
−0.31
+0.41
−0.55
+1.23
−1.66
+0.35
−0.59
1 Myr Y Y
2028.4+108.4−107.2 0.28
+0.12
−0.08 1.04
+0.15
−0.13 0.76
+0.24
−0.20 −2.30+0.31−0.32 0.25+0.19−0.15 0.29+0.10−0.07 0.05+0.02−0.02
+238.9
−202.2
+0.23
−0.12
+0.33
−0.24
+0.48
−0.35
+0.69
−0.94
+0.45
−0.23
+0.18
−0.15
+0.06
−0.04
+475.8
−303.3
+0.42
−0.15
+0.53
−0.33
+0.63
−0.43
+1.22
−2.01
+0.69
−0.24
+0.20
−0.26
+0.11
−0.05
1-3 Myr Y Y
2083.7+109.2−106.1 0.40
+0.12
−0.08 1.12
+0.14
−0.11 1.02
+0.16
−0.16 −2.27+0.44−0.45 0.60+0.22−0.22 0.27+0.10−0.08 0.05+0.03−0.02
+314.0
−207.6
+0.33
−0.16
+0.34
−0.21
+0.32
−0.34
+0.97
−1.17
+0.36
−0.45
+0.19
−0.17
+0.07
−0.04
+671.1
−302.1
+0.63
−0.24
+0.69
−0.30
+0.38
−0.52
+1.72
−2.06
+0.40
−0.58
+0.22
−0.24
+0.13
−0.05
Chabrier (2003) (Singles) 0.079−0.016+0.021 0.69
−0.01
+0.05 1.0 −2.3
Chabrier (2003) (Systems) 0.22 0.57 1.0 −2.3
Table 2. Summary of the results for the log-normal model in the different cases under study. Columns meanings are discussed
in Table 1. The Chabrier (2003) values are shown for reference, with errors when available.
factory. Still, for the case under consideration, the fit
parameters values are overall in good agreement with
the Kroupa (2001) IMF, specially in the high (indicated
by a ”2”) and intermediate (indicated by a ”1”) mass
ranges, while differences are present in the lowest mass
range (indicated by a ”0”): the very low-mass slope is
slightly steeper α0 = −0.58, but still well within 1σ of
their α0 = −0.3 ± 0.7. Moreover, the mid-to-low tran-
sition mass is found to be m01 = 0.16 M, compared
to 0.08 M of Kroupa (2001). This difference, for the
given assumptions, is marginally significant, with 0.08
M outside the 68% credible interval but within the
95% one.
A similar level of agreement between the data and
the simulated luminosity function is found for the log-
normal case, again for a 1 Myr SFH and with the BF
held fixed at 20%, as visible in Figure 5. As in the BPL
case, the simulations fail at reproducing the color dis-
tribution. The characteristic mass, mc = 0.26 M is
very similar to the value reported by Chabrier (2003)
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Figure 4. Broken Power Law IMF fit results, 1Myr case. Top row, left and center-left: color and magnitude distributions of
the observed stars (cyan), with superimposed the color and magnitude distributions from the best fit IMF parameters (red), and
from 1000 draws from the posteriors (yellow-orange). Note the overall good fit to the luminosity function. The sharp peaks in
the simulated color distribution function show however that the simulations underestimate the existing color spread. Top row,
center-right panel: masses drawn from the best-fit IMF (black) and from 1000 samples from the posterior (gray). Red/yellow:
corresponding observable masses within the CMD fitting region, note the high-mass drop due to our high-mass saturation cutoff,
and the low-mass drop due to incompleteness. Top row, right panel, comparison of the best-fit IMF with the standard Kroupa
(2001) and Chabrier (2003) Galactic Disk IMFs. Bottom: corner plot for the fit parameters. The median and the limits of the
68% credible interval (1σ) are reported for each variable.
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for their system mass function, 0.22 M, while the LN
width σ = 1.00 is larger by a significant amount than
their 0.57 value. This value falls outside the 99% credi-
ble interval for our estimate.
Our wider distribution is needed to predict the num-
ber of very low mass object observed in the ONC. This
discrepancy in the LN case echoes our finding that in the
BPL case the low-mass power law declines more slowly
than the Kroupa (2001) value. In practice, for both IMF
models the galactic disk IMF canonical parameters seem
to under-predict the number of very low mass objects in
the young ONC system.
4.2. Broadening the simulated CMDs: the star
formation history
Before claiming a significant difference in the pre-
dicted counts at very low mass with respect to the widely
adopted parameterizations of the Galactic Disk IMF, a
better agreement between the observed and the simu-
lated color distributions is desirable. The discrepancy
warrants further investigation. To this purpose, we an-
alyze what happens when a broader SFH is adopted.
It turns out that a uniform SFH between 1 and 3 Myr
partly smooths out the color distribution of simulated
stars with respect to the single burst case. This is
shown for the BPL model in Figure 6 (the LN model,
not shown, gives similar results). While improved, the
agreement in the color distribution is still not entirely
acceptable.
Changing the SFH generally impacts the derived pa-
rameter values, as detailed in Tables 1 and 2. It is worth
noticing that for every sub-case, the 1 Myr burst always
gives results that are more aligned with the galactic
disk IMF results with respect to the 1-3 Myr uniform
case. For example, in the BPL model case the slope in
the middle mass range, α1, is quite different from the
Kroupa (2001) value of −1.3 when we adopt a 1-to-3
Myr uniform SFH, with best fit values in the −0.85 to
−0.95 range, while we obtain α1 of −1.2 to −1.4 for
a 1 Myr SFH. Similarly, the characteristic mass in LN
case is shifted from 0.2–0.3 M of the 1 Myr SFH case,
to 0.4–0.5 M for the 1-to-3 Myr case, further from the
Chabrier (2003) system IMF value of 0.22 M.
Our uniform SFH assumption can be regarded as an
extreme attempt at reconciling the observed and simu-
lated color distributions. Several papers indicate that
the ONC region may have undergone extended star for-
mation within the past 1-3 Myr. For example, Reg-
giani et al. (2011) find that part of the observed lumi-
nosity spread in ONC pre-main sequence stars may be
explained by star formation activity between 1.5 and 3.5
Myr ago. Beccari et al. (2017) reported evidence of three
multiple pre-main sequence populations in the ONC, im-
plying a possible ”bursty” SFH at 1, 2, and 3 Myr, with
the 3 Myr population being the most prominent. This
result is corroborated by the analysis of Jerabkova et al.
(2019) who rule out binaries as the explanation for the
multiple sequences observed by Beccari et al. (2017) and
confirm the latter paper trimodal age distribution. Our
adopted uniform SFH across 3 Myr, although maximiz-
ing the predicted spread in luminosity even with respect
to the bursty solution by Beccari et al. (2017), still can-
not explain the observed difference between models and
data. It must be noted that while we observe the well
known luminosity spread, we do not find signatures of
multiple sequences in our infrared data, thus a uniform
distribution seems appropriate for modeling them. Nev-
ertheless, given that it does not help fully reconciling our
model with the data, and given that it makes the main
derived parameters deviate from the galactic IMF even
in the well studied 0.2 – 0.5 M regime, we shall adopt
the 1 Myr model over the 1-to-3 Myr one as our bench-
mark in the rest of this paper. Nevertheless, we report
the results for both scenarios.
4.3. Broadening the simulated CMDs: the binary
fraction
A further possibility to spread out the stars in color in
the CMD is to allow the binary fraction to vary. There
is no strong a priori reason for forcing the binary frac-
tion to 20%, except for convenience and a possible sim-
ilarity with respect to the galactic disk, where the frac-
tion is observed to be around this number (Duquennoy
& Mayor 1991; Raghavan et al. 2010). However, even
leaving the binary fraction free does not solve the color
distribution problem, as visible in Fig. 7 for the BPL
model and the 1 Myr SFH case (the LN model, not
shown, gives similar results). This is due first to the
fact that the best fit binary fraction value, 0.34 is not
very different from 0.2, the latter value being within the
68% credible interval (for the analogous LN case the
best fit binary fraction is 0.31). Moreover, specially at
low masses, the isochrones are quite vertical thus the
color difference between primary and secondary in a bi-
nary is small, contributing little to smoothing the color
distribution. Even though it does not solve the color
distribution problem, we favor model scenarios where
the binary fraction is a free parameter. As visible in
Tables 1 and 2, including the binary fraction in the fit
has only minor impact on the other parameters.
4.4. Broadening the simulated CMDs: nuisance
parameters
The fact that neither binaries, nor the IMF func-
tional form or the assumed SFH help smooth the sim-
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Figure 5. log-normal IMF fit results, 1Myr burst SFH case . See Figure 4 for an explanation.
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ulated color distribution, implies that some ingredients
are missing in the adopted stellar models. We know,
in fact, than young pre-main sequence stars in clusters
show broad luminosity and temperature ranges, that are
often interpreted as age-spreads, but could in fact be
caused by a series of phenomena such as accretion, pres-
ence of disk, magnetic activity, among others (see e.g.
Jeffries et al. 2011; Reggiani et al. 2011; Somers & Pin-
sonneault 2015). Our stellar models include only the
light from the stellar photosphere and thus cannot pre-
dict the luminosity and colors variations associated to
these phenomena.
To circumvent this problem, we introduce two addi-
tional parameters: two unknown additional photometric
scatters, one in magnitude, one in color, parameterized
as the σ-s of two Gaussian distributions. We fit for these
nuisance parameters simultaneously with the IMF pa-
rameters, the binary fraction, and the total number of
stars. Introducing the nuisance parameters allows us
to obtain a color and luminosity distribution that re-
sembles the observed ones to a much better degree with
respect to all the other cases mentioned above. The re-
sults are shown in Figures 8 and 9 for the BPL and LN
case respectively. In both cases we show only the 1Myr
SFH sub-case. For the reasons mentioned in Section 5,
we favor this scenario to the uniform 1-to-3 Myr SFH.
At this stage we do not speculate on the true origin of
the additional spread captured by our nuisance param-
eters. We note that the IMF fitting results are never
profoundly affected by the addition of the nuisance pa-
rameters, thus our results on the IMF are not strongly
dependent on them. This is an obvious consequence of
the fact that we are only using the luminosity function
in our likelihood calculation, and that the luminosity
function was already well reproduced without nuisance
parameters. At the same time, the color distribution
agreement when the nuisance parameters are introduced
gives us more confidence in the final results.
4.5. A sanity check
Although our analysis is designed to approach the IMF
fitting problem in the most rigorous terms, probing the
multiple sources of uncertainty and deriving a robust es-
timate of the IMF parameters posterior probability dis-
tribution function, it is appropriate to assess our findings
using a simplified, more conventional approach, with the
caveats illustrated below.
We begin by adopting the mass estimates for the indi-
vidual sources in our fit region from Paper I. We remind
the reader that those masses are derived by translat-
ing the individual stars in the CMD along the redden-
ing vector up to the zero-reddening 1 Myr isochrone,
i.e. ”dereddening’ the measured magnitudes, and read-
ing out the mass-intercept along the isochrone. These
masses are shown in the histogram of Fig. 10.
Together with the histogram of observed masses, we
show the same histogram corrected for completeness, ap-
plied as follows:
• we consider the measured magnitudes for each star
in the histogram (m130,m139)i and its position
(RA,Dec)i
• we use the completeness maps from Paper I, which
give us an average completeness in concentric rings
from the ONC center (see their Figure 6)
• given (RA,Dec)i we determine in which concentric
ring the star was found and we adopt the corre-
sponding completeness curves
• we interpolate the completeness curves for F130N
and F139M at the measured (m130,m139)i
• given that detection in each band is treated inde-
pendently in our catalog, we obtain a single com-
pleteness value by multiplying the interpolated
values for each band. We thus have a number
0 < Ci < 1 for star i
• we adopt a negative binomial distributionNB(n =
1, p = Ci). A negative binomial of parameters
(n, p) represents the probability distribution of
the number of ”failures” necessary to obtain a
number n of successes if p is the probability of a
single success. Here n = 1 represents the success of
having measured one time our star i, and p = Ci
-the completeness- represents the probability of
that single succes.
• we extract a number of failures for each observed
star. This number corresponds to the extra stars
added to the completeness-corrected histogram of
Fig. 10
Fig. 10, left panel shows our data before and af-
ter completeness correction, together with the canoni-
cal Galactic Disk IMFs by Kroupa (2001) and Chabrier
(2003). We show our best fit results separately in the
right panel of the Figure, to avoid confusion (the data
histograms are the same). The canonical models tend
to underpredict the decline at low masses and also un-
derestimate the location of the peak (Chabrier-systems
IMF) or the power-law mass break (Kroupa IMF), con-
sistently with what demonstrated the previous sections
by using the rigorous forward modeling approach. Our
best fit values (shown for the case of a single episode of
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Figure 6. BPL IMF fit results, 1-to-3 Myr uniform SFH case. See Figure 4 for an explanation.
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star formation at 1 Myr) are more in line with the data,
confirming the reliability our procedure.
We take the occasion to remark a sometimes over-
looked detail in the widely used approach of correcting
a histogram of e.g. measured magnitudes, or inferred
masses, for completeness. Completeness is the proba-
bility of a star of given intrinsic magnitude Min to be
observed, not the number of failed attempts necessary
before measuring a star of given Mout. Given the noise
model in the observation in question, the measured mag-
nitude will be Mout = Min + . Even in the case of
symmetric noise (e.g.  ∼ N(0, σ), gaussian noise) this
relation cannot be inverted. Again, completeness is not
the number of missed stars atMout. This may be true in
the region where completeness is absolutely perfect, i.e.
100% detection probability, but it is not true in gen-
eral. In the region where completeness monotonically
decreases, which is typically the region where complete-
ness corrections comes into play, the fact that there is
a noise term, , makes a difference. There is no way
of knowing what the Min corresponding to a measured
Mout is, and thus the completeness fraction as mea-
sured, e.g. using artificial stars experiments, cannot be
applied to the output magnitude, unless one is implic-
itly adoptingMout =Min. This difference is subtle, but
substantial in regions of rapidly declining completeness,
where usually  starts to be significant.
Although in this subsection we followed this common
approach for the sake of illustration, we warn against
trying to ”enhance” or ”complete” observed histograms.
On the contrary, one should more safely ”de-complete”,
for a lack of a better word, the predicted counts from
models by using intrinsic magnitudes predicted by the
models, knowing the probability of a star of a given mag-
nitude of being observable, as well as the actual magni-
tude (statistically) at which that star will be observed.
5. DISCUSSION
As motivated in Sect. 4, our favored scenarios are
those that adopt a 1 Myr burst of star formation, leave
the binary fraction free to vary and utilize nuisance pa-
rameters to better reproduce the observed color distri-
bution. The results for these scenarios are shown in
Figures 8 and 9. We note that both the BPL and the
LN IMF forms allow us to reproduce the observed color
and luminosity distribution very well.
For the BPL case, our low-mass slope, α0 = −0.58,
is shallower than Kroupa (2001), −0.3, a value which is
outside our 95% credible interval. However the Kroupa
(2001) α0 has a very large uncertainty of ±0.7. We also
predict a higher transition mass between the mid and
low ranges, m01 = 0.20 M, with respect to 0.08 M
of Kroupa (2001). For m01 the inconsistency is only
marginal, with the Kroupa (2001) value outside our 68%
credible interval but within the 95% one. The depth of
our data allows constraining our parameter values in the
very low mass range to a much higher precision than
Kroupa (2001), as demonstrated by our much smaller
uncertainties (our 99% credible interval for α0 is nar-
rower than their 1σ interval). It is thus not surprising
that with such superior dataset we have slightly different
results, but within the uncertainties of the older ones.
For the LN case the agreement of the fit parameters
with the work of Chabrier (2003) is slightly worse. This
reflects what already discussed in Sect. 4 for the basic
scenario without nuisance parameters and with the bi-
nary fraction fixed at 20%. The right case to compare
with is the Chabrier (2003) system mass function, which
accounts for the presence of unresolved binaries, which
reflect our ONC case. The Chabrier (2003) system mass
function and our LN fit have similar peak masses, our
value being 0.28 M and theirs, 0.22 M, being within
our 68% credible interval. At the same time the best fit
LN that we derive has a much larger σ (it is broader)
to account for the number of low mass objects that is
otherwise underpredicted by the Chabrier (2003) system
mass function. The Chabrier (2003) σ value is outside
our 99% credible interval for σ.
Our discussion on the impact of unknown model un-
certainties and different parameterization of the SFH,
should however warn the reader that the overall accu-
racy of our results could be affected by systematic errors
in these assumptions. We also remind the reader that
the stellar models we adopted become less reliable in the
planetary mass regime, and require a color correction
(see Paper I) to reproduce the observed water absorp-
tion strength. Therefore we might expect a change in
some of the fit details, if different models are adopted.
It is similarly true that any attempt to measure the IMF
must deal with the conversion of magnitudes to masses
using stellar models, and with assumptions on the SFH.
The latter, for the Galactic Disk case, is more complex
and thus more prone to systematic errors than that of
a young cluster like the ONC. While highlighting our
own systematic problems we thus remind the reader that
those problems exist in all other IMF derivations.
In conclusion, we have that both Kroupa (2001) and
(Chabrier 2003) models underpredict the number of very
low mass objects with respect to our best fit models.
However the description by Kroupa (2001) is closer and
more consistent with our results. Yet, in terms of good-
ness of fit, the BPL and LN models do an equally good
job in reproducing the observed luminosity function, i.e.
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Figure 7. BPL IMF fit results, 1 Myr burst SFH case, with binary fraction left as a free fit parameter. See Figure 4 for an
explanation.
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our best fit models in either parametrization are equiv-
alent and are good fits to the data.
We observe that the stellar IMF extends continu-
ously into the brown dwarfs and planetary mass ob-
jects regime. This could imply that a common mech-
anism is required to explain the formation of such ob-
jects. Rather than being the result of an entirely dif-
ferent formation scenario, low mass objects in the field
-even below to the Deuterium burning limit- constitute
the tail of the stellar mass distribution, and can be thus
regarded like ordinary stars from the initial formation
mechanism standpoint.
We underline that no secondary peak of the IMF is ob-
served at low masses as claimed for example by Muench
et al. (2002) and more recently by Drass et al. (2016).
Our data show that the observed luminosity function is
fully compatible with a simple single-peaked log-normal
or a qualitatively similar 3 parts broken power law. Us-
ing ground-based near-infrared broad-band data to infer
the shape of the low-mass IMF in region as complex as
the ONC is prone to major uncertainties related to the
contamination by background sources. In particular, the
irregular column density of the Orion Molecular Cloud
allows to detected faint, spurious sources that cannot be
reliably accounted for using statistical methods.
6. SUMMARY AND CONCLUSIONS
We use HST WFC3/IR to build a pure sample of
Orion Nebula Clusters members. Using the data from
Paper I and synthetic CMD modeling we derive the best
fit IMF parameters for a broken power law and log-
normal model.
Both of these parameterizations allow us to recover
the observed luminosity function well. Our best fit pa-
rameters are in qualitative agreement with the Kroupa
(2001) ones for the broken power law model and with
the Chabrier (2003) ones for the log-normal, specially
above the stellar/sub-stellar mass boundary. Neverthe-
less, both these canonical models tend to underpredict
the counts in the very low mass regime. There is however
a slight preference for the Kroupa (2001) models, while
a broader log-normal than Chabrier (2003) is needed to
fit the low-end of our observation.
Our results do not confirm the existence of a secondary
very-low mass peak of the IMF as reported by Drass
et al. (2016). On the contrary, we show that an extension
to lower masses of the Galactic Disk IMF provides a
very good description of the data, i.e. the canonical
description of the distribution of masses extends well
into the brown dwarfs and planetary mass regime.
We interpret the continuous, gradual variation of the
IMF from the stellar to the sub-stellar regime down to
few Jupiter masses as the manifestation of a single for-
mation scenario, regulated by a common set of physical
processes acting through the full mass spectrum.
By allowing to probe the main molecular bands in
the near- and mid-IR photospheric spectra, space-based
observations have unique power disentangling brown
dwarfs and planetary-mass objects from the main galac-
tic population. The analysis carried out in this paper
therefore illustrates the potential of future JWST ob-
servations, both in imaging and spectroscopy, in recon-
structing the IMF to Jupiter masses in galactic clusters
of different age, size and metallicity.
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Figure 9. LN IMF fit results, 1 Myr burst SFH case, with binary fraction left as a free fit parameter. See Figure 4 for an
explanation
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Figure 10. Histograms of the individual masses in the fit region using the catalog from Paper I. The data are shown in brown.
For the completeness corrected data, we show in black the correction corresponding to using the average number of detection
failures from the corresponding negative binomials (see text for details), while the lighter histograms correspond to 15 actual
random draws from the negative binomial, to give an idea of the correction uncertainty. Left and right panels are separated for
clarity showing the IMF Disk canonical models on the left and our best fit on the right, using a single burst 1Myr SFH.
