This paper theoretically studies the sure screening property for some variants of the famous iteratively sure independence screening (ISIS) algorithm proposed by Fan and Lv [2008] more than a decade ago.
Introduction
The past decade has witnessed an explosion in the development of variable screening techniques, which are designed to extract key information from ultrahigh dimensional data by reducing the predictor dimension efficiently to a manageable size so that penalized (pseudo)-likelihood approaches, such as the LASSO [Tibshirani, 1996] , the SCAD [Fan and Li, 2001] , the Adaptive LASSO [Zou, 2006] and others, can be implemented smoothly afterwards. Fan and Lv [2008] proposed the sure independence screening (SIS) algorithm to conduct the dimension reduction through ranking marginal correlations between predictors and the response. SIS is computationally efficient compared to ultrahigh dimensional optimizations in penalization approaches and could preserve all important predictors in the process of dimension reduction with an overwhelming probability under certain assumptions, which is referred to as the sure screening property.
Nevertheless, the sure screening property of SIS relies on the marginal correlation assumption that marginal correlations between important predictors and the response must be bounded away from zero.
Consequently, as pointed out by Fan and Lv [2008] , SIS may break down when an important predictor is marginally unrelated with the response, or an unimportant predictor has higher marginal correlation with the response than some important ones do. To avoid such undesirable results, Fan and Lv [2008] introduced the iteratively sure independence screening (ISIS) method, which iteratively applies SIS on remaining predictors and the residual vector obtained from regressing the response against selected predictors. Then penalization approaches such as LASSO or SCAD can be applied on those newly selected predictors. Moreover, Fan et al. [2009] extended ISIS to generalized linear models and proposed the vanilla ISIS (VAN-ISIS), allowing predictors selected in previous steps to be deleted in the later iterations. Saldana and Feng [2018] further implemented a variant of VAN-ISIS in the R package "SIS".
There is only a slight difference between these two VAN-ISIS algorithms as discussed in Section 2.2.
In this paper, we focus on the one introduced by Saldana and Feng [2018] due to its wide application through the R package and theoretical results regarding the VAN-ISIS proposed by Fan et al. [2009] can be obtained applying similar techniques.
Despite the outstanding performance of these iterative approaches in various scientific fields, such as gene selection [Niu et al., 2011] and disease classification [Ueki and Tamiya, 2012] , their sure screening properties have not been theoretically verified yet. To fill this gap, we begin with proving the sure screening properties of two simplified algorithms, ISIS-N and VAN-ISIS-N, adapting Wang [2009] 's techniques in the proof of the screening consistency of the classic forward regression (FR) method. These two simplified approaches can be regarded as variants of ISIS and VAN-ISIS without employing any penalized variable selection procedure at the end of each iteration. Then, based on the theoretical results for those simplified algorithms, we investigate the sure screening properties of ISIS and VAN-ISIS under additional assumptions on the employed penalization approaches. The sure screening properties of all these iterative approaches do not depend on the marginal correlation assumption, which corroborate the numerical studies in Fan and Lv [2008] and Fan et al. [2009] .
Compared to Wang [2009] 's work, our paper makes following modifications and improvements. Initially, we establish two lower bounds for the reduction of residuals in terms of marginal correlations and jointly regression coefficients, which are taken to select new predictors by ISIS and VAN-ISIS, respec- tively. In addition, we are able to obtain much stronger conclusions under weaker conditions and provide explicit probability bounds for the final results. Our results do not depend on the assumption concerning the upper bound of regression coefficients as assumed in Wang [2009] and the numbers of predictors to include for the sure screening in our theorems are approximately the square root of that in Wang [2009] .
Furthermore, the wider application of ISIS and VAN-ISIS compared to FR also merits the proof of their own sure screening properties.
The rest of the paper is organized as follows. In Section 2, we briefly introduce necessary notation and relevant iterative algorithms. We then list technical assumptions for our theoretical results and present the sure screening properties of ISIS-N, technical details regarding the proof of those results are organized in Section 4.
Preliminaries

The model and notation
Throughout the paper, we consider the classic linear model
where y is the response,
T is the predictor vector with covariance matrix Σ, β = (β 1 , · · · , β p ) T is the regression coefficient and ε is the random error. Without loss of generality, we assume that E(x i ) = 0 and Var(x i ) = 1 for 1 ≤ i ≤ p, as well as E(ε) = 0 and Var(ε) = σ 2 . The variance of y is denoted as σ 2 y . With n realizations of y and x, the model can be written as
where
n×p is the design matrix and ǫ = (ǫ 1 , · · · , ǫ n ) T ∈ R n consists of n independent and identically distributed errors. We denote T = {j, β j = 0} as the true model of size |T | = t 0 . For any index set S ⊂ {1, · · · , p}, β S denotes the subvector of β consisting of the j-th element of β with j ∈ S and X S denotes the submatrix of X with columns corresponding to S. Furthermore, for any X S of full column rank, we denote
as the orthogonal projection matrix of its column space C(X S ) and M S = I n − H S as the orthogonal projection matrix of the orthogonal compliment of C(X S ).
ISIS and VAN-ISIS algorithms
In this part, we briefly review the ISIS algorithm [Fan and Lv, 2008] and the vanilla ISIS method [Saldana and Feng, 2018] for linear models. The ISIS algorithm works as following:
Step 1: Select the model A 1 of size a 1 applying SIS and then obtain the submodel B 1 by employing a penalized (pseudo)-likelihood method such as Lasso or SCAD on A 1 . Define S 1 = B 1 .
Step 2: Denote the new response Y (j+1) as the residual vector from regressing Y against X Sj . Select the model A j+1 of size a j+1 applying SIS on Y (j+1) and remaining predictors and then obtain the model B j+1 employing the penalization method on A j+1 . The new model S j+1 is determined
Step 3: Iterate
Step 2 until we obtain the final model S k of some predetermined model size d or k = l for some predetermined maximum number of iterations l.
In the ISIS algorithm, predictors selected in each iteration are included in models formed in later steps. However, it is not the case for the VAN-ISIS approach, which operates as follows.
Step 1: Form the model A 1 of indices corresponding to the top a 1 largest |β
(the intercept can be omitted with centered response and predictors). The model S 1 is obtained by employing a penalized (pseudo)-likelihood method on A 1 .
Step 2: For the model S j , we select the model A j+1 from S c j = {1, · · · , p}/S j by choosing indices of the top a j+1 largest |β
is the last coordinate of the minimizer
The new model S j+1 is obtained by employing the penalization method on S j ∪ A j+1 .
Step 2 until we obtain the model S k of some predetermined model size d or k = l for some predetermined maximum number of iterations l.
Notice that the VAN-ISIS method proposed by Fan et al. [2009] is slightly different from the above one introduced by Saldana and Feng [2018] with A j+1 determined according to the smallest amounts (A2) Covariance: Denote λ min (Σ) and λ max (Σ) as the smallest and largest eigenvalues of the covariance matrix Σ. There exist two positive constants τ min and τ max , such that
(A3) Coefficients: There exist positive constants c β and ξ β , such that
(A4) Dimension: There exist positive constants c t , c p , ξ t and ξ p , such that
We adapt same assumptions as assumed in Wang [2009] except that we do not require ||β|| to be bounded from above by some constant. It is also noteworthy that all our results do not depend on the marginal correlation assumption. The sure screening property of ISIS-N can be formally described by the following theorem.
Similarly, the sure screening property of VAN-ISIS-N can be formulated in the following theorem. 
From Theorem 1 and 2, we know that under reasonable assumptions, both ISIS-N and VAN-ISIS-N algorithms could identify all the important predictors by selecting models of much smaller sizes compared to the sample size n. Based on the sure screening properties of ISIS-N and VAN-ISIS-N, we further investigate the screening consistencies of ISIS and VAN-ISIS in following corollaries under the additional conditions that penalization approaches applied in both algorithms can preserve selected important predictors with an overwhelming probability. Corollary 1. Under assumptions (A1)-(A4), for any model S l1 selected by ISIS satisfying that l 1 ≥ c t n ξt and min j≥1 a j ≥ c τ n 2ξ β with c τ specified in Theorem 1, if the penalization approach applied in ISIS satisfies that
then, as n → ∞, we have
Corollary 2. Under assumptions (A1)-(A4), for any model S l2 selected by VAN-ISIS satisfying that c t n ξt ≤ l 2 ≤ O(n ξt ) and min j≥1 a j ≥ c * τ n 2ξ β with c * τ specified in Theorem 2, if the penalization method applied in VAN-ISIS satisfies that
Remark 1. The new conditions in these corollaries require the important predictors to survive the penalization steps in the iteration process. This may happen when the penalization method performs consistent variable selection (VS), such as the BIC, or even when the penalization is weaker and can include redundant predictors (such as the AIC, or no penalty). However, the true predictors in the full model may happen to have zero regression coefficients in the iteration process when some true predictors
are not yet included. Such exact cancellation of the effect of an important predictor in the iteration process will happen rarely (with zero probability) in the Bayesian sense, where the true parameters in a real application are regarded to come from a continuous prior distribution.
Remark 2. The new conditions in the Corollary 1 may be weakened since the model S j is nondecreasing in the iteration process. If we have l iterations where l > t 0 (the true model size), then we only need the important predictors not being all deleted in any t 0 steps in the l-step iteration process. In a consistent VS scenario where an important predictor can only be deleted when its regression coefficient happens to be zero in the iteration process (before all important predictors are included), we would need such unlucky cancellations happen more than l − t 0 times to prevent all t 0 true regressors to be added to the final model. This would make it even harder to violate the sure screening than what was described in the previous remark.
Technical details
Technical details concerning the proofs of above theoretical results are demonstrated in this section. Our proofs rely on the following lemma from Wang [2009] .
Lemma 1. Under assumptions (A1), (A2) and (A4), for any constant s = O(n 2ξt+4ξ β ), there exists a positive constants c s , such that
whereΣ (S) = 1 n X T S X S for any index set S and ξ λ = 1 − 4ξ t − 8ξ β > 0.
In order to fit in the framework of Wang [2009] , we build the following inequality between the error reduction and marginal correlations and establish a lower bound for the marginal correlations of unselected true predictors for the ISIS algorithm.
Proposition 1. Let S and A be two disjoint index sets. Then if the matrix X S∪A = [X S , X A ] is of full column rank, we have
where X 
Similarly, for the VAN-ISIS-N algorithm, we also have following results regarding |β
Proposition 3. Let S and A be two disjoint index sets. Then if the matrix X S∪A = [X S , X A ] is of full column rank, we have 
Proof of Proposition 1. With X S∪A of full column rank, by the blockwise formula for projection matrices [Rao et al., 2007] , we have
Proof of Proposition 2. For any t ∈ T * S , we have
For the first term in the right-hand side of Eq. (2), we have
Meanwhile, under the condition that X S * is of full column rank, we also have
. Then combining Eq. (3) and (4), we have
With max
Proof of Proposition 3. According to the block-wise inverse formula [Bernstein, 2005] ,β S a can be expressed asβ
Consequently, we have
Meanwhile, for any a ∈ A, we have
Consequently, Eq.(6) and (7) lead to the conclusion.
Proof of Proposition 4. Notice that
Then the conclusion can be obtained from Proposition 2.
With Proposition 1 and 2, we are able to prove the sure screening property of ISIS-N.
Proof of Theorem 1. The sure screening property can be obtained in t 0 steps. In the i-th step, we consider the model S ki obtained at the k i -th iteration, where k i is the smallest integer such that S ki −S ki−1 contains at least c τ n 2ξ β predictors with k 0 = 0 and S k0 = ∅. Therefore, under the assumption
which indicates that S kt 0 ⊂ S d1 . Then, we evaluate the probability of the event E i = {T ∩ (S ki − S ki−1 ) = ∅ and T ⊂ S ki−1 } in the i-th step and achieve the final conclusion by aggregating all these results. In the first step, we consider the event E 1 that no important predictors are included in the model S k1 . For 1 ≤ j ≤ k 1 , with M S0 = I n , we define
Denote E λ as the event that
Consequently, according to Lemma 1, there exists a positive constant c λ , such that
Recall that S j = S j−1 ∪ A j and S j−1 ∩ A j = ∅. Then, according to Proposition 1, event E λ implies that
Furthermore, event E 1 indicates that T together imply that
Notice that the model A j consists of indices of predictors with top a j largest marginal correlations.
Therefore, E 1 further indicates that, for
Consequently, from Eq.(10), Eq. (11) and Eq.(12), we know that events E 1 and E λ imply that
where χ
2 follows a chi-squared distribution with one degree of freedom depending on t and S j−1 under the normality assumption. For any chi-squared distributed random variable with one degree of freedom, we have the tail probability bound
Consequently, denoting z 0 = 2(c χ + 1)n ξχ with c χ = 2c t c τ c p and ξ χ = ξ t + ξ p + 2ξ β , we have
Equivalently, denoting E χ as the event that max t∈T max |S|≤d0 χ 2 1 (t, S) < z 0 , we have
Moreover, Eq.(13) and event E χ together imply that
where c τ = 4σ 
Meanwhile, under the normality assumption, y/σ y follows the standard normal distribution and Y T Y /σ 2 y follows a chi-squared distribution with n degrees of freedom. According to Laurent and Massart [2000] , for any chi-squared distributed variable χ 2 n with n degrees of freedom, we have
With ξ t + ξ p + 4ξ β < 1, for sufficiently large n, there exists a positive constant c 0 , such that
2 y ≤ exp (−c 0 n).
Since Eq. (16) is implied by events E 1 , E λ and E χ , we have
Consequently, according to Eq. (9) and (14), with ξ λ > ξ χ , we have
In the remaining t 0 − 1 steps, we could obtain the same probability bound for {E i } t0 i=2 through similar procedures. Therefore, we have
Finally, aggregating all these results, for some positive constant c 1 and d 1 ≥ 2c t c τ n ξt+2ξ β , we have
Proof of Theorem 2. Similar to the proof of Theorem 1, the conclusion can be obtained in t 0 steps. For simplicity, we only prove the first step here. We denote k * i as the smallest integer such that
contains at least c * Proof of Corollary 1. Notice that P (T ∩ B j = ∅, T ⊂ S j−1 ) ≤ P (T ∩ A j = ∅, T ⊂ S j−1 ) + P (T ∩ B j = ∅, T ∩ A j = ∅, T ⊂ S j−1 ) ≤ P (T ∩ A j = ∅, T ⊂ S j−1 ) + P (T ∩ B j = ∅|T ∩ A j = ∅) .
According to proof of Theorem 1, with min j≥1 a j ≥ c τ n 2ξ β , we have sup 1≤j≤l1 P (T ∩ A j = ∅ and T ⊂ S j−1 ) ≤ O(exp (−n ξχ )).
With the condition sup 1≤j≤l1 P (T ∩ B j = ∅|T ∩ A j = ∅) ≤ o(n −ξt ), and t 0 ≤ l 1 , we obtain
Proof of Corollary 2. Denote the event E j = {T ∩A j = ∅, T ⊂ S j−1 }, F j = {T ∩(S j−1 ∪A j ) ⊂ T ∩S j } for 1 ≤ j ≤ l 2 and event E = P (E j ) → 0.
