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Abstract—For any prime power q, Mori and Tanaka intro-
duced a family of q-ary polar codes based on q by q Reed-
Solomon polarization kernels. For transmission over a q-ary
erasure channel, they also derived a closed-form recursion for the
erasure probability of each effective channel. In this paper, we use
that expression to analyze the finite-length scaling of these codes
on the q-ary erasure channel with erasure probability  ∈ (0, 1).
Our primary result is that, for any γ > 0 and δ > 0, there is a q0
such that, for all q ≥ q0, the fraction of effective channels with
erasure rate at most N−γ is at least 1− −O(N−1/2+δ), where
N = qn is the blocklength. Since this fraction cannot be larger
than 1−−O(N−1/2), this establishes near-optimal finite-length
scaling for this family of codes. Our approach can be seen as an
extension of a similar analysis for binary polar codes by Hassani,
Alishahi, and Urbanke.
A similar analysis is also considered for q-ary polar codes with
m by m polarizing matrices. This separates the effect of the
alphabet size from the effect of the matrix size. If the polarizing
matrix at each stage is drawn independently and uniformly from
the set of invertible m by m matrices, then the linear operator
associated with the Lyapunov function analysis can be written
in closed form. To prove near-optimal scaling for polar codes
with fixed q as m increases, however, two technical obstacles
remain. Thus, we conclude by stating two concrete mathematical
conjectures that, if proven, would imply near-optimal scaling for
fixed q.
Index Terms—Channel capacity, finite-length scaling, Galois
fields, Lyapunov function, polar codes
I. INTRODUCTION
To achieve reliable communication at rates close to the
channel capacity, it is well-known that the blocklength must
tend to infinity. A more refined question is, “How fast can the
gap to capacity decrease as a function of the blocklength?”.
A key result is that, for any rate-R code achieving a block
error rate of η < 1 on a non-trivial discrete memoryless
channel with capacity C, the blocklength N must satisfy
C −R ≥ A/√N for some A > 0 that depends only on δ and
the channel [1], [2], [3], [4]. Thus, the gap to capacity cannot
vanish faster than O(N−1/2). Random codes are known to
achieve this scaling.
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Polar codes are the first codes, with low-complexity en-
coding and decoding algorithms, that were proven to achieve
capacity on binary-input memoryless channels [5], [6]. Since
then, the rate of polarization and the relationship between
the blocklength and the error rate has received significant
attention [7], [8], [9], [10], [11], [12], [13], [14], [15], [16].
This relationship is typically studied in two distinct regimes by
asking two different questions. First, for a fixed rate R < C,
how fast does the error rate decay with the blocklength?
Second, for a fixed probability of decoding failure η ∈ (0, 1),
how fast can the rate approach the capacity?
The majority of prior work in this area focuses on binary
polar codes with 2 × 2 kernels and, for these codes, the
gap to capacity cannot decrease faster than O(N−0.276) [10],
[16]. For 2 × 2 kernels with larger alphabets, the analysis
is much more difficult and the provable scaling rates are
even smaller [12], [15]. Recently, 8 × 8 and 16 × 16 binary
kernels have been constructed that achieve scaling rates of
O(N−0.279) and O(N−0.298) [11]. Until now, no reported re-
sults provably established scaling rates faster than O(N−0.30).
In the first part of this work, we consider the q-ary polar
codes introduced by Mori and Tanaka based on q × q Reed-
Solomon (RS) polarization kernels with elements from the
Galois field Fq [17], [18]. Thus, in all statements, q is
implicitly assumed to be a prime power. These codes have
length N = qn, where n is the number of steps in the
polarization process. We consider transmission over the q-
ary erasure channel (QEC) with erasure probability . Mori
and Tanaka have also shown that these polar codes achieve
capacity on symmetric q-ary channels [18].
By analyzing the polarization process for the QEC, we show
that, for any γ > 0 and δ > 0, there is a q0 such that, for all
q ≥ q0, the fraction of effective channels with erasure rate
at most N−γ is at least 1 −  − O(N−1/2+δ). Thus, the gap
to capacity scales at a nearly-optimal rate. While our proof
relies on large alphabet QECs with large polarization kernels,
we believe a similar result may also hold for small alphabets
(e.g., binary) with large polarization kernels.
Like binary polar codes, the performance of q-ary polar
codes can be analyzed by tracking the evolution of the effective
channels through the polarization process [6]. At each step, a
single effective channel with erasure rate x splits into q new
channels. For their codes, Mori and Tanaka showed that the
i-th new effective channel, for i ∈ Q , {0, 1, . . . , q − 1}, is
a q-ary erasure channel with erasure probability
ψi(x) =
q∑
j=i+1
(
q
j
)
xj(1− x)q−j , (1)
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2Applying this formula recursively, one can compute the era-
sure rates of the N = qn effective channels after n steps. For
a polar code with k information symbols, the next step in the
design process consists of choosing the k effective channels
with the smallest erasure rates. For q = 2, these steps are
identical to the original polar code construction in [6] and
the resulting codes are closely related to binary Reed-Muller
codes. For larger q, the resulting codes are closely related to
q-ary Reed-Muller codes [19].
In Section IV, a similar analysis is also considered for q-ary
polar codes with m×m polarizing matrices. This separates the
effect of the alphabet size from the effect of the matrix size. If
the polarizing matrix at each stage is drawn independently and
uniformly from the set of invertible m×m matrices, then the
linear operator associated with the Lyapunov function analysis
can be written in closed form. To prove near-optimal scaling
for polar codes with fixed q as m increases, however, two
technical obstacles remain. Thus, we conclude by stating two
concrete mathematical conjectures that, if proven, would imply
near-optimal scaling for fixed q.
II. THE POLARIZATION PROCESS
Let the random variable Xn denote the channel erasure
probability for a randomly chosen effective channel after n
levels of polarization. The sequence Xn, for n = 0, 1, . . .,
is a homogeneous Markov chain on the compact state space
X = [0, 1] with transition probability
P
(
Xn = xn
∣∣∣ (X0, . . . , Xn−1) = (x0, . . . , xn−1))
= P (Xn = xn|Xn−1 = xn−1)
=
1
q
|{i ∈ Q |xn = ψi(xn−1)}| .
We note that 0 and 1 are both absorbing states of this Markov
chain and we are interested in the convergence rate to these
states [6].
Let C(X ) denote the set of bounded continuous functions
mapping X to R. One can analyze this Markov chain by focus-
ing on the sequence of functions, gn(x) , E[g0(Xn)|X0 = x],
generated by g0 ∈ C(X ) [10], [16]. Since the Markov chain
is homogeneous, this sequence satisfies the recursion
gn(x) , E [g0(Xn)|X0 = x]
=
q−1∑
i=0
E [g(Xn)|X1=ψi(x)]P (X1=ψi(x)|X0=x)
=
q−1∑
i=0
gn−1 (ψi(x))
1
q
.
The one-step update is given by the linear operator Tq :
C(X )→ C(X ), which is defined by
(Tqgn−1)(x) ,
1
q
q−1∑
i=0
gn−1 (ψi(x)) . (2)
Since the polarization process preserves the average mutual
information, it also preserves average erasure rate. This implies
that the function g0(x) = x should be an eigenfunction of Tq
(with eigenvalue 1) and, using (2), one can verify that it is.
We note that this is a straightforward generalization of the
approach used for binary polar codes [10], [16].
The rate of polarization is determined by the fraction of
channels whose erasure rates are not extremal. The following
lemma connects the fraction of non-extremal channels (as a
function of n) with an easily computable constant associated
with Tq . This can be seen as a standard convergence analysis
based on Lyapunov functions and it was first applied to polar
codes in [10].
Lemma 1. Suppose there exists a non-negative continuous
function V : X → R≥0 and a constant λ ∈ (0, 1) such that
(TqV )(x) ≤ λV (x) (3)
for all x ∈ X . Then, for S(α) , {x ∈ X |V (x) ≥ α} , it
follows that
P (Xn ∈ S(α)|X0 = x) ≤ λ
nV (x)
α
.
Further, if S(α) is a closed interval, then
P (Xn ≥ minS(α)|X0 = x) ≤ λ
nV (x)
α
+
x
maxS(α)
.
Proof: To see this, we choose g0(x) = V (x) and observe
that (3) implies E [V (Xn) |X0 = x] = gn(x) ≤ λnV (x) for
all x ∈ X . From this, we get
P (Xn ∈ S(α)|X0 = x) = P (V (Xn) ≥ α|X0 = x)
≤ E [V (Xn)|X0 = x]
α
≤ λ
nV (x)
α
.
Since the polarization process preserves the average mutual
information, we have E[Xn |X0 = x] = x. For the second
part, we combine this with the Markov inequality to see that
P (Xn > maxS(α)|X0 = x) ≤ E [Xn|X0 = x]
maxS(α)
=
x
maxS(α)
.
Since S(α) is a closed interval, it follows that
P (Xn ≥ minS(α)|X0=x) = P (Xn∈S(α)|X0=x)
+ P (Xn > maxS(α)|X0 = x)
≤ λ
nV (x)
α
+
x
maxS(α)
.
This completes the proof.
Remark 2. For the considered problem, this lemma is a slight
variation of what is used in [8], [16]. We use this form to
show the close connection to Lyapunov functions. From that
perspective, the function V (x) can be seen as a Lyapunov
function showing convergence to stationary distributions sup-
ported on the set {x ∈ X |V (x) = 0} [20].
Definition 3. Let V (x) = (x(1− x))β for β > 0 and define
λq,β , sup
x∈(0,1)
(TqV )(x)
V (x)
.
3Then, λq,β is the largest λ ∈ R such that (TqV )(x) ≤ λV (x)
for all x ∈ (0, 1). We also note that V (x) ≤ V ( 12 ) = (14 )β for
x ∈ [0, 1].
Lemma 4. The quantity λq,β for β ∈ (0, 12 ] satisfies
λq,β ≤ 6√
qβ
(
1
4
) 1
2−β
.
Proof: See Section III-C.
Corollary 5. If the conditions of Lemma 1 hold for V (x) =
(x(1− x))β with β > 0, then
P (Xn ∈ [η, 1− η]|X0 = x) ≤ λ
nV (x)
V (η)
for η ∈ (0, 12 ). This also implies
P (Xn ≥ η|X0 = x) ≤ λ
nV (x)
V (η)
+
x
1− η .
Proof: The first statement follows from applying
Lemma 1 with α = V (η). For the second statement, we ob-
serve that S(α) is a closed interval because V (x) is a concave
function. Also, maxS(α) = 1− η because V (η) = V (1− η)
implies that 1 − η ∈ S(α) and V (x) < V (η) for x > 1 − η.
This completes the proof.
The primary purpose of this paper is the statement and proof
of the following theorem.
Theorem 6. For the q-ary polar codes defined in [17], [18],
let Xn be the erasure rate of a randomly chosen effective
channel after n steps of polarization. For any γ > 0, β ∈
(0, 12 ], and N
−γ ≤ 34 , one finds that
P
(
Xn ∈ [N−γ , 1−N−γ ]
∣∣∣X0 = x)
≤ Nγβ− 12+
ln 6− 1
2
ln β+(β− 12 ) ln 4
ln q
and
P
(
Xn ≥N−γ
∣∣∣X0 = x)
≤ Nγβ− 12+
ln 6− 1
2
ln β+(β− 12 ) ln 4
ln q +
x
1−N−γ .
Proof: Combining Lemma 4 and Corollary 5 with η =
N−γ , one gets the prediction
P
(
Xn ∈ [N−γ , 1−N−γ ]
∣∣∣X0 = x)
≤ (x(1− x))
β
(N−γ(1−N−γ))β
(
6
√
1
qβ
(
1
4
) 1
2−β
)n
≤
( 1
4
1−N−γ
)β
Nγβqn
ln 6− 1
2
ln q− 1
2
ln β+(β− 12 ) ln 4
ln q
≤ Nγβ− 12+
ln 6− 1
2
ln β+(β− 12 ) ln 4
ln q ,
for N−γ ≤ 34 . The second statement follows directly from the
second part of Corollary 5.
Corollary 7. Consider the q-ary polar codes defined in [17],
[18] on a QEC with erasure probability . For any γ > 0
and δ > 0, there is a β ∈ (0, 12 ] and a q0 such that, for all
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Figure 1. Numerical evaluation of the constant λ2,0.66.
q ≥ q0, the fraction of effective channels with erasure rate at
most N−γ is at least 1− −O(N−1/2+δ).
Proof: Since the stated condition becomes weaker as
γ decreases and δ increases, we assume without loss of
generality that γ ≥ 12 and δ ≤ 12 . Using this, we choose
β = δ2γ and observe that β ∈ (0, 12 ]. At error rate N−γ , the
gap to capacity is given by
(1− )− P (Xn < N−γ |X0 = )
= P
(
Xn ≥ N−γ |X0 = 
)− .
Since 2−1/2 ≤ 34 , we can applying Theorem 6 for N ≥ 2 to
see that
P
(
Xn ≥ N−γ
∣∣∣X0 = )− 
(a)
≤ N δ2− 12+
ln 6− 1
2
ln β+(β− 12 ) ln 4
ln q +
N−γ
1−N−γ
(b)
≤ N δ2− 12+ δ2 + 4N− 12
≤ 5N− 12+δ,
where (a) follows from 1−N−γ −  = N
−γ
1−N−γ and (b) follows
from N−γ ≤ 2−1/2 ≤ 34 and choosing q ≥ q0 with ln q0 ,
1
δ (2β ln 4− lnβ +2 ln 6− ln 4). This completes the proof.
A. Numerical Examples
In this section, we present some applications of Corollary 5
based on numerical computation of λ.
Example 8. Consider the case of q = 2 where Tq is defined
by
(T2g)(x) =
g(x2) + g(2x− x2)
2
.
Using V (x) = (x(1− x))0.66, one can verify numerically
that (T2V )(x) ≤ 0.832V (x) for x ∈ [0, 1]. For example,
see Figure 1. We note that this calculation was described first
in [10]. Therefore,
P
(
Xn ∈ [0.01, 0.99]
∣∣∣X0 = x) ≤ (1/4)0.66
(0.0099)0.66
0.832n
= 9 · 2n ln 0.832ln 2
≤ 9N−0.265.
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Figure 2. Numerical evaluation of the constant λ16,0.58.
Let V5(x) be the result of applying T2 five times to the function
(x(1− x))0.66 (i.e., V5(x) =
(
T 52 (x(1− x))0.66
)
(x)). Then,
one can verify numerically that (T2V5)(x) ≤ 0.8271V5(x) and
this gives a decay rate of O(N−0.273).
Example 9. Consider the case of q = 4 where Tq is defined
by
(T4g)(x) =
1
4
(
g(x4) + g(4x3(1− x) + x4)+
g(1−4x(1− x)3 − (1− x)4) + g(1− (1− x)4)
)
Using V (x) = (x(1− x))0.64, one can verify numerically that
(T4V )(x) ≤ 0.657V (x) for x ∈ [0, 1]. Therefore,
P
(
Xn ∈ [0.01, 0.99]
∣∣∣X0 = x) ≤ (1/4)0.64
(0.0099)0.64
0.657n
= 8 · 4n ln 0.657ln 4
≤ 8N−0.303.
Example 10. Consider the case of q = 16 where Tq is
defined by (2). Using V (x) = (x(1− x))0.58, one can verify
numerically that (T16V )(x) ≤ 0.375V (x) for x ∈ [0, 1]. For
example, see Figure 2. Therefore,
P
(
Xn ∈ [0.01, 0.99]
∣∣∣X0 = x) ≤ (1/4)0.58
(0.0099)0.58
0.375n
= 7 · 16n ln 0.375ln 16
≤ 7N−0.353.
Example 11. Consider the case where Tq is defined by (2)
for q = 2, 3, . . . , 1024. Using V (x) =
√
x(1− x), one can
compute numerically the smallest λq such that (TqV )(x) ≤
λqV (x) for x ∈ [0, 1]. This computation results in λq =
(TqV )(
1
2 )/V (
1
2 ) and one observes that
√
qλq is increasing
in q and upper bounded by 1.6142. Assuming this is true, we
observe that
P
(
Xn∈ [η, 1− η]
∣∣∣X0 = x)≤ √1/4√
η(1− η)
(
1.6142√
q
)n
=
1√
4η(1− η)q
n
ln 1.6142− 1
2
ln q
ln q
≤ 1√
4η(1− η)N
− 12 (1− 1ln q ).
Example 12. Let V (x) = (x(1 − x))1/12 and consider the
case where Tq is defined by (2) for q = 2, 3, . . . , 1024. Again,
one can compute numerically the smallest λq = λq,1/12 such
that (TqV )(x) ≤ λqV (x) for x ∈ [0, 1]. This computation
results in λq = (TqV )( 12 )/V (
1
2 ) and one observes that
√
qλq
is increasing in q and upper bounded by 4.1218. Assuming
this is true, we observe that, for N ≥ 2, we have
P
(
Xn ∈[N−2, 1−N−2]
∣∣∣X0 = x)
≤ (1/4)
1/12
(N−2(1−N−2))1/12
(
4.1218√
q
)n
=
(
1/4
1−N−2
)1/12
N
1
6 qn
ln 4.1218− 1
2
ln q
ln q
≤ 1
3
N−
1
3 (1− 4.5ln q ).
III. LARGE-ALPHABET ERASURE CHANNELS
A. Intuitive Approach
Before delving into the proof of Theorem 6, we present an
intuitive (but non-rigorous) argument that leads us in the right
direction. Consider q random trials with success probability
x and let the random variable Bin(q, x) denote number of
successes. Then, one finds that
P (Bin(q, x) = i) =
(
q
i
)
xi(1− x)n−i.
The key is to replace the binomial random variable, Bin(q, x),
by a Gaussian random variable with the same mean and vari-
ance. While this step is motivated by the central limit theorem,
it is not rigorous (even as q →∞) because the approximation
does not hold uniformly for all x ∈ [0, 1]. Based on this
assumption, we approximate P (Bin(q, x) ≥ i+ 1) by
ψi(x) ≈ Q
(
i+ 1− qx√
qx(1− x)
)
,
where Q(x) , (2pi)−1/2
∫∞
x
e−t
2/2dt. Let V (x) = (x(1 −
x))β for β ∈ (0, 12 ]. Using a sequence of approximations, one
finds that
(TqV )(x) =
1
q
q−1∑
i=0
V (ψi(x))
≈ 1
q
q−1∑
i=0
V
(
Q
(
i+ 1− qx√
qx(1− x)
))
≈
∫ 1
0
V
(
Q
(
q(y − x)√
qx(1− x)
))
dy
=
√
x(1− x)
q
∫ √q(1−x)/x
−x
√
qx/(1−x)
V (Q (z)) dz
≈
√
x(1− x)
q
∫ ∞
−∞
V (Q (z)) dz
=
√
x(1− x)
q
m(β),
5where m(β) ,
∫∞
−∞ (Q(z)Q(−z))β dz.
For β = 12 , this implies that V (x) =
√
x(1− x) is an
approximate eigenfunction of Tq associated with eigenvalue
λ˜q =
m( 12 )√
q
,
where m( 12 ) ≈ 1.6147 < e1/2. Based on this estimate, one
could estimate that rate of polarization scales like
λ˜nq ≈
(
m( 12 )√
q
)n
≤
(
e
q
)n/2
= q(n/2)(1−ln q)/ ln q = N−
1
2 (1− 1ln q ).
In fact, the numerical results in Example 11 support this con-
clusion and suggest that the true λq,1/2 satisfies λq,1/2
√
q ↗
m( 12 ). Thus, we believe that this non-rigorous analysis pro-
duces an exact and tight characterization as q →∞.
For β ∈ (0, 12 ), V (x) is not an approximate eigenfunction
but one can still estimate the decay rate
λ˜q,β = max
x∈[0,1]
(x(1− x)) 12−β m(β)√
q
=
m(β)√
q
(
1
4
) 1
2−β
.
Combining this estimate with Corollary 5 gives the non-
rigorous prediction
P
(
Xn ∈[N−γ , 1−N−γ ]
∣∣∣X0 = x)
≤ (x(1− x))
β
(N−γ(1−N−γ))β
(
m(β)√
q
(
1
4
) 1
2−β
)n
≤
( 1
4
1−N−γ
)β
Nγβqn
ln(m(β))− 1
2
ln q+(β− 12 ) ln 4
ln q
≤ Nγβ− 12+
ln(m(β))+(β− 12 ) ln 4
ln q ,
for N−γ ≤ 34 . The key point here is that, for any γ > 0 and
δ > 0, there is a β ∈ (0, 12 ] and a large enough q such that
this decay rate is O(N−1/2+δ).
B. Rigorous Approach
Unfortunately, the intuitive argument does not lead directly
to a rigorous statement because the central limit theorem
is tight only for small deviations. To make things precise,
one must instead use the Chernoff-Hoeffding bound for the
binomial tail probability.
We start by establishing some basic properties of the func-
tions under consideration. Looking at (1), one observes that
ψi(x) = P (Bin(q, x) ≥ i+ 1)
= P (Bin(q, 1− x) ≤ q − i− 1)
= 1− P (Bin(q, 1− x) ≥ q − i)
= 1− ψq−i−1(1− x).
This implies the following lemma.
Lemma 13. If g(x) = g(1−x), then (Tqg)(x) = (Tqg)(1−x).
Proof: Working directly, one finds that
(Tqg)(x) =
1
q
q−1∑
i=0
g (ψi(x))
=
1
q
q−1∑
i=0
g (1− ψi(x))
=
1
q
q−1∑
i=0
g (ψq−i−1(1− x))
=
1
q
q−1∑
i=0
g (ψi(1− x))
= (Tqg)(1− x).
The well-known Chernoff bound for the binomial tail prob-
ability implies that, for i+ 1 ≥ qx, one has
ψi(x) = P (Bin(q, x) ≥ i+ 1) ≤ e−qD(
i+1
q ||x), (4)
where D(y||x) , y ln yx + (1 − y) ln 1−y1−x is the Kullback-
Leibler divergence between two Bernoulli distributions. Sim-
ilarly, for i ≤ qx, one has
1− ψi(x) = P (Bin(q, x) ≤ i) ≤ e−qD( iq ||x). (5)
Lemma 14. For x ≤ y, we have
P (Bin(q, x) ≥ qy) ≤ e−qd(y,x),
where d(y, x) , 12 (y − x)2/(x(1− x) + (1− 2x)(y − x)/3).
Similarly, for x ≥ y, we have P (Bin(q, x) ≤ qy) ≤ e−qd(y,x).
Proof: It is well known from the Chernoff bound that
P (Bin(q, x) ≥ qy) ≤ e−qD(y||x) for x ≤ y, where D(y||x) ,
y ln yx + (1 − y) ln 1−y1−x is the Kullback-Leibler divergence.
Thus, the first result holds if d(y, x) ≤ D(y||x) for x ≤ y.
Since D(1−y||1−x) = D(y||x) and d(1−y, 1−x) = d(y, x),
the second result follows from the first by symmetry. Thus, it
suffices to prove that d(y, x) ≤ D(y||x) for x ≤ y. To do this,
we first observe that
d
dx
(d(y, x)−D(y||x))
=
(1− x(1− x))(y − x)3
x(1− x)(y − x(x+ 2y − 2))2 ≥ 0
for x ≤ y. Next, we observe that∫ y
x
(
d
dx′
(d(y, x′)−D(y||x′))
)
dx
= (d(y, y)−D(y||y))− (d(y, x)−D(y||x)) ≥ 0
because x ≤ y throughout the range of integration. Since
d(y, y) = D(y||y) = 0, this implies d(y, x) ≤ D(y||x) for
x ≤ y.
Lemma 15. For x, y ∈ [0, 1], we have
D(y||x) ≥ (y − x) + (1− y) ln 1− y
1− x
and, for z ∈ [0, 1], we have
1− z + z ln z ≥ 1
2
(1− z)2.
6Proof: The first bound follows from lower bounding the
y ln yx term in D(y||x) by
y ln
y
x
= −y ln y − (y − x)
y
≥ −y
(
−y − x
y
)
= y − x.
Let f(z) = z+(1− z) ln(1− z) and observe that f(1− z) =
1− z + z ln z. Since f ′(0) = f(0) = 0 and f ′′(z) = 11−z ≥ 1
for z ∈ [0, 1], it follows that
f(z) =
∫ z
0
∫ y
0
f ′′(x)dxdy ≥ 1
2
z2.
Thus, f(1− z) = 1− z + z ln z ≥ 12 (1− z)2.
Lemma 16. For β ∈ (0, 12 ], V (x) = (x(1 − x))β , and x ∈
[ 12 , 1], we have
1
q
V
(
ψdqxe−1(x)
) ≤ (2x(1− x))β√
2q
.
Proof: If x ∈ [ 12 , 1− 1q ], then we have
1
q
V
(
ψdqxe−1(x)
) (a)≤ 1
q
(
1
4
)β
=
(2x(1− x))β√
2q
√
2q
(2x(1− x))β
1
q
(
1
4
)β
=
(2x(1− x))β√
2q
√
2
(2xq(1− x))β
1
q1/2−β
(
1
4
)β
(b)
≤ (2x(1− x))
β
√
2q
√
2
q1/2−β
(
1
4
)β
≤ (2x(1− x))
β
√
2q
sup
q≥2
qβ
√
2
q1/24β
(b)
=
(x(1− x))β√
2q
,
where (a) holds because V (z) ≤ ( 14 )β , (b) follows from 2x ≥
1 and q(1−x) ≥ 1, and (c) holds because the argument of the
supremum is decreasing in q. If x ∈ (1 − 1q , 1], then assume
x = 1− αq for α ∈ [0, 1) and observe that
1
q
V
(
ψdqxe−1(x)
)
=
1
q
V (ψq−1(x))
=
1
q
(xq(1− xq))β
=
1
q
((
1− α
q
)q (
1−
(
1− α
q
)q))β
(a)
≤ 1
q
e−αβαβ
=
(
α
q (1− αq )
)β
√
q
√
q(
α
q (1− αq )
)β 1q e−αβαβ
=
(
α
q (1− αq )
)β
√
q
qβ−1/2(
(1− αq )
)β e−αβ
≤ (x(1− x))
β
√
q
sup
α∈[0,1)
sup
q≥2
qβ−1/2(
(1− αq )
)β e−αβ
(b)
≤ (x(1− x))
β
√
q
sup
α∈[0,1)
2β−1/2(
(1− α2 )
)β e−αβ
(c)
≤ (x(1− x))
β
√
q
2β−1/2,
where (a) follows from 1− α ≤
(
1− αq
)q
≤ e−α, (b) holds
because the argument of the supremum is decreasing in q, and
(c) holds because the argument of the supremum is decreasing
in α.
C. Proof of Lemma 4
Let V (x) = (x(1 − x))β with β ∈ (0, 12 ]. Based on
Lemma 13, it is sufficient to analyze (TqV )(x) for x ≥ 1/2.
To do this, we will use the decomposition
1
q
q−1∑
i=0
V (ψi(x)) =
1
q
( dqxe−2∑
i=0
V (ψi(x))
+ V (ψdqxe−1(x)) +
q−1∑
i=dqxe
V (ψi(x))
)
.
(6)
First, we consider the upper sum in (6). Applying (4) to
ψi(x) shows that
ψi(x) = P (Bin(q, x) ≥ i+ 1)
≤ e−qD( i+1q ||x)
for i + 1 ≥ qx. Thus, for i ∈ {dqxe , . . . , q − 1}, we have
V (ψi(x)) ≤ (ψi(x))β ≤ e−qβD(
i+1
q ||x) and
1
q
q−1∑
i=dqxe
V (ψi(x)) ≤ 1
q
q−1∑
i=dqxe
e−qβD(
i+1
q ||x)
(a)
≤ 1
q
q−1∑
i=dqxe
∫ 1
0
e−qβD(
i+z
q ||x)dz
(b)
=
∫ 1
dqxe/q
e−qβD(y||x)dy, (7)
where e−qβD(
i+1
q ||x) ≤ ∫ 1
0
e−qβD(
i+z
q ||x)dz holds in (a)
because e−qβD(
i+z
q ||x) is decreasing in z for i ≥ qx. Also, (b)
follows from grouping terms into one integral and changing
the variable of integration. Although this bound holds for all
x ∈ [0, 1], the sum is empty for x ∈ (1 − 1q , 1] and trivially
equal to zero. For x ≥ 12 , an upper bound on the integral is
given by∫ 1
dqxe/q
e−qβD(y||x)dy ≤
∫ 1
x
e−qβD(y||x)dy
(a)
≤
∫ 1
x
exp
( −qβ(y − x)2
2(x(1− x) + (1− 2x)(y − x)/3)
)
dy
(b)
≤
∫ ∞
x
exp
(
−qβ(y − x)
2
2x(1− x)
)
dy
7=
√
pix(1− x)
2qβ
, (8)
where (a) follows from Lemma 14 and (b) holds because
(1− 2x)(y − x) ≤ 0 for y ≥ x ≥ 12 .
Now, we consider the lower sum in (6). Similarly, for i ∈
{0, . . . , dqxe − 2}, (5) shows that
ψi(x) = 1− P (Bin(q, x) ≤ i) ≥ 1− e−qD( iq ||x).
For i ∈ {0, 1, dqxe − 2}, we have V (1 − ψi(x)) ≤ (1 −
ψi(x))
β ≤ e−qβD( iq ||x) and thus
1
q
dqxe−2∑
i=0
V (ψi(x)) =
1
q
dqxe−2∑
i=0
V (1− ψi(x))
≤ 1
q
dqxe−2∑
i=0
e−qβD(
i
q ||x)
(a)
≤ 1
q
dqxe−2∑
i=0
∫ 1
0
e−qβD(
i+z
q ||x)dz
(b)
=
∫ (dqxe−1)/q
0
e−qβD(y||x)dy, (9)
where e−qβD(
i
q ||x) ≤ ∫ 1
0
e−qβD(
i+z
q ||x)dz holds in (a) because
e−qβD(
i+z
q ||x) is increasing in z for z ∈ [0, 1] and i+1 ≤ qx.
Also, (b) follows from grouping terms into one integral and
changing the variable of integration.
The expression in (9) can be upper bounded using the
decomposition
∫ (dqxe−1)/q
0
e−qβD(y||x)dy ≤
∫ x
0
e−qβD(y||x)dy
≤
∫ 2x−1
0
e−qβD(y||x)dy +
∫ x
2x−1
e−qβD(y||x)dy.
(10)
The first term in (10) can be upper bounded with∫ x
2x−1
e−qβD(y||x)dy
(a)
≤
∫ x
2x−1
exp
( −qβ(y − x)2
2(x(1− x) + (2x− 1)(x− y)/3)
)
dy
(b)
≤
∫ x
2x−1
exp
( −qβ(y − x)2
2((1− x) + (1− x)/3)
)
dy
=
√
2pi(1− x)
3qβ
erf
(√
3βq(1− x)
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)
(c)
≤
√
4pix(1− x)
3qβ
, (11)
where (a) follows from Lemma 14, (b) holds because x(1−
x) ≤ 1− x and (2x− 1)(x− y) ≤ 1− x for y ≥ 2x− 1 and
x ≥ 12 , and (c) follows from 2x ≥ 1 for x ≥ 12 . The second
term in (10) can be upper bounded with∫ 2x−1
0
e−qβD(y||x)dy
(a)
≤
∫ 2x−1
0
exp
(
−qβ
(
(y − x) + (1− y) ln 1− y
1− x
))
dy
(b)
=
∫ 2
1
1−x
exp
(
− qβ
(
(1− z(1− x)− x)
+ z(1− x) ln z(1− x)
1− x
))
(x−1)dz
= (1−x)
∫ 1
1−x
2
exp (qβ(x− 1) ((1− z) + z ln z)) dz
(c)
≤ (1−x)
∫ 1
1−x
2
exp
(
1
2
qβ(x− 1)(z − 1)2
)
dz
= (1−x)
√
pi
2qβ(1− x)erf
√
qβ(1− x)(z − 1)2
2
∣∣∣∣ 11−x
z=2
(d)
≤ (1− x)
√
pi
2qβ(1− x)
(e)
≤
√
pix(1− x)
qβ
, (12)
where (a) follows from Lemma 15, (b) is given by the change
of variables y 7→ 1−z(1−x), (c) holds because 1−z+z ln z ≥
1
2 (z − 1)2 for z ∈ [0, 1], (d) follows from erf(b)− erf(a) ≤ 1
for b ≥ a ≥ 0, and (e) holds because 2x ≥ 1 for x ≥ 12 .
Now, we combine Lemma 16 with (8), (11), and (12) to see
that
(TqV )(x) =
1
q
( dqxe−2∑
i=0
V (ψi(x)) + V
(
ψdqxe−1(x)
)
+
q−1∑
i=dqxe
V (ψi(x))
)
≤
∫ (dqxe−1)/q
0
e−qβD(y||x)dy +
1
q
V
(
ψdqxe−1(x)
)
+
∫ 1
dqxe/q
e−qβD(y||x)dy
≤
√
pix(1− x)
qβ
+
√
4pix(1− x)
3qβ
+
(2x(1− x))β√
2q
+
√
pix(1− x)
2qβ
≤ (2x(1− x))
β
√
2q
+A
√
x(1− x)
qβ
, (13)
where A =
√
pi +
√
4pi
3 +
√
pi
2 . Combining Definition 3
with (13), we see that
λq,β , sup
x∈(0,1)
(TqV )(x)
V (x)
8≤ sup
x∈(0,1)
(
2β√
2q
+
A√
qβ
(x(1− x))1/2−β
)
(a)
≤ 2
β
√
2q
+A
1√
qβ
(
1
4
) 1
2−β
≤ 1√
qβ
(
1
4
) 1
2−β
A+ 2β√β√
2
(
1
4
) 1
2−β

(b)
≤ 6√
qβ
(
1
4
) 1
2−β
,
where (a) holds because the supremum is achieved at x = 12
and (b) holds because
A+
2β
√
β
√
2
(
1
4
) 1
2−β
≤ 6
for β ∈ (0, 12 ].
IV. FIXED-ALPHABET ERASURE CHANNELS WITH
LARGE POLARIZING MATRICES
The results in the previous section show that one can
approach the optimal scaling rate for q-ary erasure channels
with q × q polarizing matrices. It does not, however, allow
one to separate the effect of alphabet size and transform
size. In this section, we explicitly consider this distinction by
constructing a polar code based on m×m polarizing matrices
over Fq and focus on the scaling as m increases. The polar
decoder at each stage is based on APP decoding the m nested
subcodes associated with successive cancellation decoding.
The rate of polarization in m is investigated numerically and
a formula for the general case is conjectured.
Let GL(m,Fq) denote the general linear group of invertible
m × m matrices over Fq . For a fixed G′ ∈ GL(m,Fq), let
ϕi(x;G
′) be the erasure rate (under APP decoding) of the
first input symbol of the (n, n− i) linear encoder defined by
the bottom n − i rows of G′, assuming the output symbols
are erased with probability x. Consider the length N = mn
polar code defined by the polar transform G⊗n0 for a fixed
G0 ∈ GL(m,Fq). During each stage of decoding, effective
channels with erasure rate x are transformed into m different
effective channels with erasure rates ϕi(x;G0) for i ∈ M ,
{0, 1, . . . ,m− 1}. Let the random variable Xn denote the
erasure probability of a randomly chosen effective channel
after n levels of polarization [8], [16]. Then, the sequence Xn
is a Markov chain on the compact state space X = [0, 1] with
transition kernel
P
(
Xn = xn
∣∣∣ (X0, . . . , Xn−1) = (x0, . . . , xn−1))
= P (Xn = xn|Xn−1 = xn−1)
=
1
m
|{i ∈M|xn = ϕi(xn−1;G0)}| .
Similar to previous examples, one can analyze this
Markov chain by focusing on the cost function gn(x) ,
E[g0(Xn)|X0 = x] generated by g0 ∈ C(X ). The one-step up-
date for gn is given by the linear operator Tm : C(X )→ C(X )
where
gn+1(x) = (Tmgn)(x) ,
1
m
m−1∑
i=0
gn (ϕi(x;G0)) .
Numerical results show that the length-16 BCH kernel
from [21] has a better rate of polarization than Arıkan’s binary
polar codes. If one chooses g0(x) = (x(1 − x))0.6 for this
kernel, then one finds that
λBCH16 = sup
x∈[0,1]
g1(x)
g0(x)
≈ 0.4508.
This is better than the mixing value λ42 ≈ (0.827)4 ≈ 0.4677
given by 4 stages of binary polarization. Indeed, this is quite
related to the error exponent of polar codes. Computing this
quantity for any fixed m×m kernel requires summing over all
2m subsets. Thus, it is computationally challenging to extend
these results much beyond length 16 (e.g., to length 32).
For the sake of analysis, we consider an inhomogeneous
polar code where the polarizing matrix (or kernel) at each
stage is different. Thus, the overall length-N = mn polar
transform is defined by the generator matrix
G = G1 ⊗G2 ⊗ · · · ⊗Gn,
where the sequence G1, G2, . . . , Gn is drawn i.i.d. from the
general linear group GL(m,Fq) of invertible m×m matrices
over Fq . We note that unconstrained i.i.d. random matrices
cannot be used in this construction because the preservation
of mutual information required by polarization fails if the
kernel is not invertible. Let the random variable Xn denote the
channel erasure probability for a randomly chosen effective
channel after n levels of polarization [8], [16]. Then, the
sequence Xn is a Markov chain on the compact state space
X = [0, 1] with transition kernel
P (Xn = xn|Xn−1 = xn−1) = 1
m |GL(m,Fq)|
· |{(i, Gn) ∈M×GL(m,Fq) |xn = ϕi(xn−1;Gn)}| .
Since this probability also includes the randomness in the
kernel selection, it is worth noting that the conditional fraction
of unpolarized channels, P
(
Xn ∈ [η, 1− η]
∣∣G1, . . . , Gn), is
a random variable. Thus, the Markov inequality implies that
P
({
P
(
Xn ∈ [η, 1− η]
∣∣G1, . . . , Gn) > δ})
<
1
δ
P (Xn ∈ [η, 1− η]) .
Hence, choosing δ = P
(
Xn ∈ [η, 1 − η]
)
shows that there is
at least one code with, at most, a fraction P
(
Xn ∈ [η, 1− η]
)
of unpolarized channels.
Similar to previous examples, one can analyze this
Markov chain by focusing on the cost function gn(x) ,
E[g0(Xn)|X0 = x] generated by g0 ∈ C(X ). The one-step up-
9date for gn is given by the linear operator Tm : C(X )→ C(X )
where
gn+1(x) = (Tmgn)(x) ,
1
|GL(m,Fq)|
·
∑
Gn∈GL(m,Fq)
1
m
m−1∑
i=0
gn (ϕi(x;Gn)) .
If one chooses g0(x) to be concave, then one also gets the
upper bound
g1(x) =
1
|GL(m,Fq)|
∑
G1∈GL(m,Fq)
1
m
m−1∑
i=0
g0 (ϕi(x;G1))
≤ 1
m
m−1∑
i=0
g0
 ∑
G1∈GL(m,Fq)
ϕi(x;G1)
|GL(m,Fq)|

, g1(x).
Continuing recursively, one can define
gn+1(x) ,
1
m
m−1∑
i=0
gn
 ∑
Gn+1∈GL(m,Fq)
ϕi(x;Gn+1)
|GL(m,Fq)|

=
1
m
m−1∑
i=0
gn (ϕi(x)) ,
where ϕi(x) is the average of ϕi(x;G
′) over all G′ ∈
GL(m,Fq). Similarly, if gn(x) ≤ gn(x) and gn(x) is concave,
then one can write
gn+1(x) ≤ 1
m
m−1∑
i=0
gn (ϕi(x))
≤ 1
m
m−1∑
i=0
gn (ϕi(x)) = gn+1(x)
to derive an inductive upper bound. To complete the analysis,
we need a formula for ϕi(x) and a concave cost function
g0(x) such that gn(x) is a sequence of concave functions.
A closed-form expression for ϕi(x), which can be evaluated
using O(m4) real operations, is derived in Appendix A.
For q = 2 and m = 16, 32, 64, one can choose g0(x) =
(x(1 − x))0.35 and observe that g1(x) is concave. Moreover,
the constants
λm = sup
x∈[0,1]
g1(x)
g0(x)
are given by (λ16, λ32, λ64) ≈ (0.6729, 0.4558, 0.2880). Com-
paring with binary polar codes, where the mixing rate is
roughly 0.827log2m, one finds that λ64 ≈ 0.2880 ≤ 0.3199 ≈
0.8276. Thus, this predicts that polar codes based on random
invertible 64×64 binary polarizing kernels will achieve a better
scaling rate that Arıkan’s binary polar codes. This statement is
not rigorous, however, because we have not shown that gn(x)
remains concave for all n. This leads to the conjecture.
Conjecture 17. For any prime-power q ≥ 2, any integer m ≥
2, and any β ∈ (0, 1), let g0(x) = (x(1 − x))β . Then, gn(x)
is concave on [0, 1] for all n.
If this conjecture is true, then this sequence of inhomoge-
neous polar codes can be rigorously characterized in terms of
λm. Additionally, our next conjecture is sufficient to imply
that there is a sequence of inhomogeneous polar codes that
achieves near-optimal scaling with fixed q as m increases.
Conjecture 18. For any prime-power q ≥ 2 and any β ∈
(0, 12 ], let g0(x) = (x(1− x))β . Then,
lim
m→∞
1
lnm
lnλm = lim
m→∞
1
lnm
ln sup
x∈[0,1]
g1(x)
g0(x)
= −1
2
.
If these conjectures are both true, then Corollary 5 implies
that, for any γ > 0 and β ∈ (0, 12 ], we have
P
(
Xn ≥ N−γ |X0 = x
) ≤ Nγβen lnm lnλmlnm + x
1−N−γ
= Nγβ−
1
2+om(1) +
x
1−N−γ .
V. CONCLUSION
In this paper, we first investigate the relationship between
the blocklength and the gap to capacity for the q-ary Reed-
Solomon polar codes introduced by Mori and Tanaka. These
codes have length N = qn, where n is the number of steps
in the polarization process. When one of these codes is trans-
mitted over a q-ary erasure channel with erasure probability
, its effective channels are q-ary erasure channels and their
erasure rate satisfy a closed-form recursion. By analyzing this
recursion, we show that , for any γ > 0 and δ > 0, there is a q0
such that, for all q ≥ q0, the fraction of effective channels with
erasure rate at most O(N−γ) is at least 1− −O(N−1/2+δ).
Thus, the gap to capacity scales at a rate very close to the
optimal rate of O(N−1/2).
In the second part of this paper, a similar analysis is also
considered for q-ary polar codes with m by m polarizing
matrices. To prove near-optimal scaling for polar codes with
fixed q as m increases, however, two technical obstacles re-
main. Thus, we conclude by stating two concrete mathematical
conjectures that, if proven, would imply near-optimal scaling.
These results naturally suggest two interesting open ques-
tions. First, can one prove that q-ary inhomogeneous polar
codes with random m×m polarization kernels achieve near-
optimal scaling on the q-ary erasure channel with fixed q as m
increases? Second, can this result be extended to noisy q-ary
(or even binary) channels?
APPENDIX A
THE POLAR ERASURE RATE FOR
RANDOM FULL-RANK MATRICES
Let G be an m × m full-rank matrix and let G(i) be the
(m − i) ×m submatrix formed by removing the first i rows
from G. Then, G(i) has rank m − i (i.e., full rank) because
removing a row from a matrix reduces its rank by at most 1.
Recall that, during polar decoding, one decodes the sequence
of full-rank generator matrix codes defined by G(i). Let S be
the set of indices of correctly received output bits and let G(i)S
be the (m−i)×|S| submatrix of G(i) containing only columns
whose indices are in S . For any fixed S, the i-th input bit can
be recovered during the i-th decoding step iff the i-th input bit
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can be written as a linear combination of the correctly received
bits. In this setup, this occurs iff there is a vector v such that
G
(i)
S v = e1, where ej is the unit column vector with a one in
the j-th position. In terms of matrix ranks, this is equivalent
to the condition
rk
(
G
(i)
S
)
= rk
(
[e1 G
(i)
S ]
)
.
Since rk
(
[e1 G
(i)
S ]
) ≤ rk(G(i)S )+ 1, it follows that
E(i)(S) , rk([e1 G(i)S ])− rk(G(i)S )
is the erasure indicator function for the i-th step of decoding
when S is the set of correctly received bits.
For a random G matrix, we observe that
E
[
E(i)(S)
]
= P
(
e1 /∈ colspace
(
G
(i)
S
))
because the rank is increased by including the column e1
iff e1 is not in the column space. If G ∈ Fm×mq is a
uniform random full-rank matrix, then G(i) ∈ F(m−i)×mq
is also uniform random full-rank matrix. Since the G(i)
ensemble is invariant under column permutations, it follows
P
(
e1 /∈ colspace
(
G
(i)
S
))
only depends on the cardinality of
S and not on the individual elements. Hence, we define
ρ(m, i, |S|, q) , P
(
e1 /∈ colspace
(
G
(i)
S
))
for this ensemble.
Now, we assume that each output bit is erased independently
with probability x and let ϕi(x) be the erasure probability
of the i-th input bit during the i-th step of polar decoding
averaged over the ensemble of full-rank polarizing matrices.
In this case, we find that
ϕi(x) , E
 ∑
S⊆[m]
xm−|S|(1− x)|S|E(i)(S)

=
∑
S⊆[m]
xm−|S|(1− x)|S|P
(
e1 /∈ colspace
(
G
(i)
S
))
=
m∑
d=0
(
m
d
)
xm−d(1− x)dρ(m, i, d, q).
A closed-form expression for ρ(m, i, |S|, q) is derived below.
It is well-known (e.g., see [22]) that, for a uniform random
matrix G′ ∈ Fk×dq , the rank satisfies
P (rk(G′) = j) = φ(j, d, q)
[
k
j
]
q
q−kd,
where the number of sets of j linearly independent vectors of
length i is given by
φ(j, i, q) ,
j−1∏
l=0
(qi − ql)
and the number of j-dimensional subspaces of Fkq equals the
Gaussian binomial coefficient[
k
j
]
q
,
j−1∏
l=0
qk − ql
qj − ql .
For fixed S, consider the submatrix G′S of a uniform random
matrix G′ ∈ Fk×mq and define Sc , {1, 2, . . . ,m} \S. One
can compute the joint rank distribution of G′S and G
′ using
the fact that
θ(m, k, r, j, q) , P
(
rk
(
G′S
)
= j, rk
(
G′
)
= r
)
= P
(
rk
(
G′S
)
= j
)
P
(
rk
(
[G′S G
′
Sc ]
)
= r
∣∣rk(G′S) = j)
= P
(
rk
(
G′S
)
= j
) r∑
l=0
P
(
rk
(
G′Sc
)
= l
)
· P (rk([G′S G′Sc ]) = r∣∣rk(G′S) = j, rk(G′Sc) = l)
= P
(
rk
(
G′S
)
= j
) r∑
l=0
P
(
rk
(
G′Sc
)
= l
)
· P (dim (W ⊕W ′) = r | dim(W ) = j,dim(W ′) = l) ,
where W and W ′ are the independent uniform random
column-spaces of G′S and G
′
Sc . For independent uniform
random subspaces W,W ′ of Fkq , it is shown in [23] that
P (dim (W ⊕W ′) = r | dim(W ) = j,dim(W ′) = l)
= q(r−j)(r−l)
[
j
r − l
]
q
[
k − j
k − r
]
q
/[
k
l
]
q
.
Therefore, we can write
P
(
rk
(
G′S
)
= j, rk
(
G′
)
= r
)
= φ(j, d, q)
[
k
j
]
q
q−kd
·
r∑
l=0
φ(l,m− d, q)q−k(m−d)q(r−j)(r−l)
[
j
r − l
]
q
[
k − j
k − r
]
q
.
(14)
Now, we have the tools to complete the main derivation. Let
S ⊆ [m] be an arbitrary subset satisfying |S| = d and write
ρ(m, i, d, q) = P
(
e1 /∈ colspace
(
G
(i)
S
))
=
m−i∑
j=0
P
(
rk
(
G
(i)
S
)
= j
)
· P
(
e1 /∈ colspace
(
G
(i)
S
) ∣∣ rk(G(i)S ) = j)
(a)
=
m−i∑
j=0
P
(
rk
(
G′S
)
= j
∣∣ rk(G′) = m− i)
· P (e1 /∈ colspace(G′S) ∣∣ rk(G′S) = j)
(b)
=
m−i∑
j=0
P
(
rk
(
G′S
)
= j
∣∣ rk(G′) = m− i) qm−i − qj
qm−i − 1
=
m−i∑
j=0
(
qm−i − qj
qm−i − 1
)
P
(
rk
(
G′S
)
= j, rk
(
G′
)
= m− i)
P
(
rk
(
G′
)
= m− i)
(c)
=
m−i∑
j=0
(
qm−i − qj
qm−i − 1
) φ(j, d, q)[m−ij ]qq−(m−i)d
φ(m− i,m, q)q−(m−i)m q
−(m−i)(m−d)
·
m−i∑
l=0
φ(l,m− d, q)q(m−i−j)(m−i−l)
[
j
m− i− l
]
q
=
m−i∑
j=0
(
qm−i − qj
qm−i − 1
) φ(j, d, q)[m−ij ]q
φ(m− i,m, q)
11
·
m−i∑
l=0
φ(l,m− d, q)q(m−i−j)(m−i−l)
[
j
m− i− l
]
q
,
where (a) follows from the fact that a uniform random matrix
G′ ∈ F(m−i)×mq has the same distribution as G(i) conditioned
on the event that rk
(
G′S
)
= m− i, (b) follows from the fact
that the G(i) ensemble is invariant under left-multiplication by
a random invertible matrix and (c) follows from (14).
Let G(i) be a random full-rank (m−i)×m matrix. Then, the
choice of G(i) can be separated into the choice of a uniform
random subspace, C ⊆ Fmq , and a uniform random basis for
that subspace. Let H ∈ Fi×mq be a uniform random basis
for the dual space C⊥. Then, H is a uniform random parity-
check matrix for the code generated by G(i) (i.e., G(i)HT =
0(m−i)×i), where 0a×b denotes an a×b all-zero matrix. Since
the choice of H can also be separated into the choice of a
uniform random subspace, C⊥, and a uniform random basis,
it follows that the marginal distribution of H (i.e., averaged
over the choice of G(i)) is uniform over the set of full-rank
i×m matrices. Similarly, the conditional distribution of G(i)
given H is uniform over the set of bases for
(C⊥)⊥ = C.
For any full-rank generator matrix G(i) ∈ F(m−i)×mq , one
can define the augmented generator matrix G˜ = [G(i) e1]. For
the (m+ 1,m− i) linear code generated by G˜, the recovery
of the first information bit (of either code) is equivalent to the
extrinsic recovery of the last code bit of the augmented code.
Let H˜ be a (i + 1) × (m + 1) parity-check matrix for the
augmented code (i.e., G˜H˜T = 0(m−i)×(i+1)). We construct a
(non-uniform) random H˜ matrix on the same probability space
by defining
H˜ ,
[
vT 1
H 0m
]
,
where v is a uniform random solution to G(i)v = −e1. Based
on this definition, one can verify that
G˜H˜T = [G(i) e1]
[
v HT
1 0Tm
]
=
[
0m−i 0(m−i)×(i+1)
]
.
Now, we will show that the matrix
H˜ ′ ,
[
v
H
]
is a uniform random (i+1)×m full-rank matrix. To do this,
we first recall that H is a uniform random i × m full-rank
matrix and, conditioned on H , the rows of G(i) form a uniform
random basis for the null space of H . This means that we can
write G(i) = BG′, where B is uniform random element of
GL(m − i,Fq) and G′ is any basis for the null space of H .
Now, the vector v is chosen to be a uniform random solution
of the system G(i)v = −e1 which can be rewritten as Gv =
−B−1e1. Since −B−1e1 is a uniform random non-zero vector,
the vector v is distributed uniformly over the set A of vectors
such that Gv 6= 0. Then, A = Fmq \rowspace(H) because the
null space of G equals the row space of H . Moreover, A is
exactly equal to the set of row vectors that can be used to
extend H to a full-rank (i + 1) × m matrix. Thus, H˜ ′ is a
uniform random (i+ 1)×m full-rank matrix.
Now, we observe that there exists a vector u such that
G
(i)
S uS = e1 and uSc = 0 if and only if e1 ∈ colspace
(
G
(i)
S
)
.
If and only if such a u vector exists, then we have the
equivalence
H˜Sc =
[
vTSc
HSc
]
∼
[
uTSc
HSc
]
=
[
0
HSc
]
,
where ∼ indicates equivalence under elementary row op-
erations. This step holds because the set of v’s satisfying
G(i)v = −e1 is a coset of the dual code, which is generated
by H . Since
H˜Sc ∼
[
0
HSc
]
if and only if e1 /∈ colspace
(
H˜Sc
)
, we find that e1 ∈
colspace
(
G
(i)
S
)
if and only if e1 /∈ colspace
(
H˜Sc
)
.
Based on the above construction, we see that G(i)S is an
(m − i) × d submatrix of a random full-rank (m − i) × m
matrix and H˜Sc is an (i+1)×(m−d) submatrix of a random
full-rank (i+ 1)×m matrix. Thus, we find that
ρ(m, i, d, q) = P
(
e1 /∈ colspace
(
G
(i)
S
))
= 1− P
(
e1 /∈ colspace
(
H˜Sc
))
= 1− ρ(m,m− i− 1,m− d, q).
Using this, we also observe that
1− ϕi(x) =
m∑
d=0
(
m
d
)
(1− x)dxm−d (1− ρ(m, i, d, q))
=
m∑
d=0
(
m
d
)
(1− x)dxm−dρ(m,m− i− 1,m− d, q)
=
m∑
d′=0
(
m
m− d′
)
(1− x)m−d′xd′ρ(m,m− i− 1, d′, q)
= ϕm−i−1(1− x).
It can also be observed, numerically, that
m−1∑
i=0
ρ(m, i, d, q) = m− d.
Using this, one can check explicitly that the average polar
transform preserves the mutual information
1
m
m∑
i=1
ϕi(x) =
1
m
m∑
i=1
m∑
d=0
(
m
d
)
xm−d(1− x)dρ(m, i, d, q)
=
1
m
m∑
d=0
(
m
d
)
xm−d(1− x)d(m− d)
= x.
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