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Numéro attribué par la Bibliothèque
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Abstract
In this thesis manuscript we explore different facets of random tensor models. These models
have been introduced to mimic the incredible successes of random matrix models in physics,
mathematics and combinatorics. After giving a very short introduction to few aspects of
random matrix models and recalling a physical motivation called Group Field Theory, we
start exploring the world of random tensor models and its relation to geometry, quantum
gravity and combinatorics. We first define these models in a natural way and discuss their
geometry and combinatorics. After these first explorations we start generalizing random
matrix methods to random tensors in order to describes the mathematical and physical
properties of random tensor models, at least in some specific cases.
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Résumé
Dans cette thèse nous explorons différentes facettes des modèles de tenseurs aléatoires. Les
modèles de tenseurs aléatoires ont été introduits en physique dans le cadre de l’étude de la
gravité quantique. En effet les modèles de matrices aléatoires, qui sont un cas particuliers
de modèles de tenseurs, en sont une des origines. Ces modèles de matrices sont connus
pour leur riche combinatoire et l’incroyable diversité de leurs propriétés qui les font toucher
tous les domaines de l’analyse, la géométrie et des probabilités. De plus leur étude par les
physiciens ont prouvé leur efficacité en ce qui concerne l’étude de la gravité quantique à
deux dimensions.
Les modèles de tenseurs aléatoires incarnent une généralisation possible des modèles
de matrices. Comme leurs cousins, les modèles de matrices, ils posent questions dans les
domaines de la combinatoire (comment traiter les cartes combinatoires d dimensionnelles
?), de la géométrie (comment contrôler la géométrie des triangulations générées ?) et de la
physique (quelle type d’espace-temps produisent-ils ? Quels sont leurs différentes phases
?). Cette thèse espère établir des pistes ainsi que des techniques d’études de ces modèles.
Dans une première partie nous donnons une vue d’ensemble des modèles de matri-
ces. Puis, nous discutons la combinatoire des triangulations en dimensions supérieures ou
égales à trois en nous concentrant sur le cas tri-dimensionnelle (lequel est plus simple à
visualiser). Nous définissons ces modèles et étudions certaines de leurs propriétés à l’aide
de techniques combinatoires permettant de traiter les cartes d dimensionnelles. Enfin nous
nous concentrons sur la généralisation de techniques issues des modèles de matrices dans
le cas d’une famille particulières de modèles de tenseurs aléatoires. Ceci culmine avec le
dernier chapitre de la thèse donnant des résultats partiels concernant la généralisation de
la récurrence topologique de Eynard et Orantin à cette famille de modèles de tenseurs.
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les connaissances et l’enthousiasme nécessaires pour mon début dans les sciences. Aussi
j’aimerais qu’ils reçoivent ma reconnaissance. Je pense à mes professeurs à l’université, qui
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commun et son soutien pour mes recherches de post-docs. Je pense à Robin, la personne
grâce à qui la théorie des catégories ne me fait plus vraiment peur, ou alors seulement
dans le noir et sans veilleuse. Aussi car il a supporté mes questions de mathématiques sans
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Je souhaite aussi remercier Bertrand Eynard et Gaëtan Borot. Le premier pour m’avoir
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d’une réserve de craie ou d’un saxophone et une boite d’anches. Adrien, Etienne, Fabian,
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Chapter 1
Introduction
This text is an introduction to some aspects of random tensor models. It is not an intro-
duction in the sense that there is already much more advanced material that one could find
in the literature. Rather, it is an introduction because the subject is young, and the study
presented here raises much more questions than it brings answers. I hope that it opens a
line (several lines!) of research for the random tensor models, their combinatorics, physics,
and geometry.
Of course, the best way to introduce this text is probably to give some ideas about
the problem that led to this embryonic theory. It is known as the problem of Quantum
Gravity. Until now physicists are aware of four different forces that manifest in nature.
They are able to give a satisfying enough description of all of them as long as they limit
themselves to the phenomena they can experimentally produce.
Among these forces three of them are particularly well understood. These are the
electromagnetic force, the weak force and the strong force. The electromagnetic force is
the one that we experiment everyday. It is light, it is the magnet on the fridge, it is the
motor in your car (electric or not), it is the cell phone communications and so on... Indeed,
this is the force that can be tested with the greatest precision. The reason for which it is
so well known is probably that one can observe it at almost any scales of length or energy,
especially at human scale. For the other forces we do not have this chance. In fact the
theory for it can be traced back to the XIXth century. The incredible work of Maxwell
triggered a flood of conceptual progresses in physics as well as new mathematical studies.
This work allowed to test the theory and was already quite well-suited in its form to
the conceptual revolution later brought by Quantum Mechanics. The clear mathematical
apparatus together with the possibility of experimenting this force in a wide range of
physical situations is the reason why the theory can be tested up to an accuracy of order
10−9. The two other forces were understood along the lines of what had been developed
for the electromagnetic force. In all these three cases, the quantum behaviour of each one
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of these forces is successfully described by using Quantum Field Theory (QFT) techniques.
Roughly speaking, the physical objects are represented by collection of fields {φa} (scalar,
vector and so on..) such that each field configuration is weighted by a complex number
eiS[{φa}] where S is the action of the theory and generally associates a real number to a
given field configuration. One usually constructs the partition function (that mimics the
configuration integral of probability theory) as the (not always well defined) functional
integral of these weights over all field configurations. The partition function is then the
generating function of correlation functions between field configurations [Kak93]. From
this object one derives physical quantities that can be compared to actual experiments.
The correlation functions are interpreted as the quantum amplitudes for the system to
switch from one field configuration to another. The square of these quantum amplitudes
is interpreted as the more sensible probability of switching from one configuration to the
other.
The rules of the formalism being (roughly) explained, one has now to compute these
amplitudes in order to compare with the experimental behaviour and validate or invalidate
the theory. This is where amazing connections with mathematics arose. In his founding
works, Richard Feynman was able to interpret the computation of these amplitudes in
terms of the combinatorics of quantum events [Fey49, Fey50, Dys49]. This technique was,
at that time, highly original and it took the work of Freeman Dyson [Dys49], to allow
physicists to understand this technique in their usual mathematical framework. Richard
Feynman was able to associate a graph to each event (or family of events) from which
one could easily recover the mathematical expressions of the amplitudes from the so-called
Feynman Rules. The partition function becomes the generating functional of these dec-
orated weighted graphs. From these graphical techniques one can test almost all QFT
produced nowadays by thousands of theoretical physicists. But one has to understand that
it is not only a mathematical tool to compute amplitudes, it is also a strong guide for the
intuition, as these diagrams have a physical interpretation.
Unfortunately there are drawbacks. In fact, the computation of these diagrams give
access only to perturbative physics, and the Feynman rules can lead to ill-defined math-
ematical expressions. Physically it means that one should not only rely on Feynman
graphs to understand the physics. One also have to put some more physical input to
regularize the problematic expressions. This is done through the process of renormaliza-
tion. Moreover we need to be careful with respect to convergence of the series of graphs.
In fact, generically, one can only obtain asymptotic expressions that are valid up to a
given order. And if we may prove that there really exists a well-defined function of the
physical (renormalized) parameters, computing it explicitly in a non-asymptotic form is
still a very big challenge. However, one points out that these problems are also a great
source of new ideas in physics and mathematics as they provided the unification of the
electromagnetic force and the weak force (by demanding that a renormalization process
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exists [Gla61,GSW62,SW64,Wei67,Sal68]), and it gave rise to the combinatorial Connes-
Kreimer algebra of renormalization [CK00].
Let us now consider the case of the fourth force, namely gravity. As for the electro-
magnetic force, one has a pretty good intuitive picture of it. This is due to the fact that it
is the second force that shows up at human scale, but this is due to its additive character
(no negative masses) and to our living on a big planet. Between object of our size gravity
is actually very weak. The study of gravity also comes with its bunch of breakthroughs in
physics. Any scientist thinks of the works of Isaac Newton. But one should also think to
Le Verrier who was able to analyze the gravitational force in the solar system with enough
care so to predict the existence of Neptune. At the philosophical level this has been a very
strong argument for the deterministic thought. Then, of course, came the work of Albert
Einstein [Ein14b,Ein14a,Ein15] which radically changed our vision of the world we live in.
The space (and time) is not a fixed background anymore but becomes dynamical and in-
teracts with its content. Despite the works of these great scientists, the weakness of gravity
does not allow one to test it with great accuracy as is the case for the electromagnetic force.
Also this weakness prevents gravitational effects to be big at small (length) scales that are
experimentally accessible. So indeed one could argue that our current understanding of the
physics of gravity is sufficient at the moment and one does not need to deepen its study.
However, without dismissing some experimental facts that could contradict this point of
view1, one could argue that physics is not only made of models valid in a certain range,
but is also a search for a complete and mathematically coherent description of the world.
But if one sticks to this latest idea, one can find several problems in our understanding of
gravity.
In fact, although it can be described in a way that is very similar to the other theories2,
the QFT techniques, at least when applied naively, appear to be failing. In this setting,
the theory seems to be not (perturbatively) renormalizable, so that there is no (finite)
renormalization scheme allowing to mathematically define the theory. Nevertheless, this
may be due to the way one applies the QFT framework. In fact one is, in the naive
approach, tempted to consider the flat space as a fixed background state of low energy
on which one defines a field that is interpreted as a perturbation of this flat metric space
allowing for curved geometry [Fey63]. However one can try to tackle the problems appearing
in this framework. It is actually at the source of a lot of different approaches. Some of
them are very ambitious, such as string theory, and aim at solving both the problem of
quantizing gravity together with unifying it with the other interactions [Pol98]. Some of
them restricts to the problem of defining the theory by finding the right renormalization
scheme [tH02, Emo06]. But this may well be not sufficient as these kinds of theories keep
1It may be the case that the problems of dark matter and dark energy are just a manifestation of our
lack of understanding of gravity, even at large scales.
2i.e. as a SO(3, 1) gauge theory.
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describing the quantum history of a field (even though this is a perturbation of the metric
field) on space-time. Hence, alternative approaches are possibles, as for examples the
ones of Loop Quantum Gravity (LQG) [Rov07], which get rid of a “background” space-
time. We can also try to deepen our understanding of quantum mechanics, as is done in
Non-Commutative Geometry (NCG), which can be used to rewrite the standard model,
or to define a new form of quantization of geometry [Con94, CC12]. But if one relies
on the physical interpretation of QFT, one can also consider that a quantum theory of
space-time3 should describe the quantum histories of space-time. Making connection to
the combinatorial interpretation of QFT explained sooner one is tempted to think that
quantum histories of space-time should be expressed in combinatorial terms [Riv14]. In
this line of research, the generating series of the corresponding combinatorial objects should
be interpreted as providing the partition function of the theory.
This is how connections with combinatorics, discrete geometry and probability theory
show up. In fact one needs to encode geometry (in the sense of, at least a topological space
-manifold?- with some distance function), in a way that can be generated by a partition
function. Considering the simple case of ribbon graphs, or maps [Sch98, Lan04]. They
are graphs drawn on a surface. They provide a decomposition of surface in a way that
can be encoded in a generating series. Moreover this generating series can be written
as a partition function of a quantum4 system. This generating series has an integral
representation which is interpreted as a field theory of matrices on a point space. It
has a Feynman expansion, each graph representing a geometry. The associated Feynman
rules give natural weights for the surfaces5, in a way that they can be interpreted as the
probability for a given geometry to arise. Thus it provides in a natural way a theory of
random two-dimensional geometry. In the continuum limit of this theory the most likely
geometry is the one of the sphere S2. It is physically sound that the emergent geometry
is not a wild geometry of a surface with very big genus. Also one can cite works about
the matrix representation of c = 1 Liouville theory [KW10]. This should connect to works
in mathematics on random two dimensional geometry such as [Le 14, DMS14] which are
expected to coincide in some sense with Liouville quantum gravity [Dup11, DMS14]. The
mathematical study of objects such as the Brownian sphere of [Le 14] has been possible
thanks to works of combinatorists deepening the study of two dimensional maps by bijective
3and thus of gravity.
4Actually statistical. There is a link between statistical field theory that is about statistical physics and
quantum field theory which concerns quantum physics. This is technical but can be thought as an analytical
continuation. Statistical field theory is really about probability theory on the phase space of the system,
each state of the system being weighted by a positive number. On the other hand, quantum physics is a
kind of ’complex’, analytically continued, probability theory on the configuration space, each point of the
configuration space being weighted by a complex number. This connection is a rich guide to understand
quantum physics as it allows us to think in term of probability theory to get an intuition, although this has
a lot of limitations.
5And these weights transcribe as discrete Einstein-Hilbert weights for the geometry of the surface.
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means [Sch98]. These works allowed to encode planar combinatorial maps in terms of well-
labelled trees. Since it is possible to construct a continuous random tree [Ald91, Ald93]
by considering Dyck Brownian paths, it is possible to construct a Brownian planar map
by considering both a Brownian Dyck path and a Brownian walk on the set of labels.
Although this is a different approach to two dimensional random geometry it is expected
to be equivalent to the matrix formulation [Dup11,DMS14,DE13]. Of course, the theory in
two dimensions is not the theory we expect to apply in our world, but it has to be explored
as a tractable example. Although one can find a lot of problems still unsolved (and probably
very difficult to solve) for two dimensional geometry (random or not), we already learnt a
lot from it and we should now try to also make the first steps toward random geometry
in higher dimensions. A good question is how could we start exploring these random
geometries in more than two dimensions? One can mention several approaches:
• Restricting to the three dimensional case we could apply what we learnt from two
dimensional geometry. By considering Heegaard splitting we would be able to trans-
late three dimensional geometry in term of two dimensional geometry. How could we
define such a random geometry? Just pick, at random, a surface S of genus g ≥ 2
(to avoid unstable cases), and glue the corresponding handlebodies with a random
element of the mapping class group of the surface. This kind of approach has been
started by Lubotzky, Maher and Wu [LMW14]. Of course, this is full of technical
difficulties. One has to define probability on the mapping class group of any sur-
face. Moreover one has to guess the right weights or probability distributions both
on the set of surfaces and their mapping class groups. For instance it is not obvious
and probably not true that uniform distributions on the mapping class groups will
lead to three dimensional emergent gravity. This approach is for instance useful to
prove existence theorems. Indeed, if one can build a specific class of objects and
a measure on a larger set such that the specific class has strictly positive measure,
this proves that the specific class is not empty. This mimics somehow the Cantor
argument, in which Cantor proved that transcendental numbers exist by proving that
almost all real numbers are transcendental, without being able to show any of them
in particular.
• One could also in 3d define random knots. For instance in the Petaluma model a
knot K is represented as a petal diagram (so to say a graph with one vertex and
a certain number of loops, called petals), together with a permutation that encodes
how the edges under- and over-cross at the only vertex. Then by randomly picking a
petal (by choosing randomly a number of loops) and a permutation on the edges, one
obtains a random knot [EHLN14]. After that one could consider constructing the
induced random 3-manifolds as being the associated complements of random knots.
This has the advantage that we can probably set up a canonical geometry in the
generic case, as in fact most knots are hyperbolic and by Mostow theorem there is a
unique geometry over hyperbolic knots complements. We then could go a bit further
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by defining a random Dehn filling over these complements by picking at random a
rational number. However, this is again a very tough subject and connection to
gravity is not a priori obvious.
• Another tries to extend the set up of matrix models and their connection to both
physics and random geometry. This is the approach of random tensor models, which
we develop in this thesis. One writes a generating series for triangulations of (pseudo)-
manifolds. It is doable in any dimension, at least as long as one restricts to specific
classes of triangulations. Moreover, the link to gravity seems more natural as the
weights of the random triangulations are not uniform but correspond to an equi-
lateral discretization à la Regge of the Einstein-Hilbert action for gravity on the
triangulated (pseudo)-manifold. Indeed the curvature is encoded in the counting of
(d− 2)-simplices of the triangulation. This counting can be encoded in the generat-
ing series. The cosmological constant term is encoded in the counting of d-simplices.
Finally, the diffeomorphism groups volumes collapse to the cardinals of the auto-
morphism groups of the generated triangulations. Therefore all the basic physical
ingredients seem to be there in this approach. However the mathematical tools have
to be further developed. The starting point is the existence of 1/N expansions for ten-
sor models [Gur11b, Gur12a]. However they are not yet geometrically interpretable
as easily as the ones of matrix models (for which the 1/N expansion is a topological
expansion). Hence there are several tracks one could follow. First one should try to
interpret the 1/N expansion as leading to a new kind of classification of manifolds.
But one could also try to extend ideas on combinatorial maps, and understand higher
dimensional triangulations by bijective means in such a way as to explore the metric
properties of the corresponding random geometry.
In this thesis, we explore the generalization of ideas and structures relevant for matrix
models to random tensor models. It is structured as follows,
• Chapter 2 describes matrix models seen as combinatorial objects and physical the-
ories. We also relate some of their uses in mathematics as generating series of in-
tersection numbers of moduli spaces using Strebel graphs. This is again a striking
example of the connection between gravity, combinatorics and matrix models as this
corresponds to topological 2d gravity. This chapter motivates the study. In this
philosophy matrix models should be seen as a source of ideas for tensor models.
• Chapter 3 shortly discusses another motivation for a study of random tensor models.
This concerns spin networks and group field theories that appear naturally in some
quantization schemes of gravity. Random tensor models can be seen as toy models
of these theories. They have similar combinatorics, but the weighting of graphs used
in tensor models is simpler.
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• In Chapter 4, we evoke the problem of constructing generating series of triangulations
in three and more dimensions. Building integral representations of these series for
general triangulations is actually a difficult and very interesting problem, and it is
not done in this thesis. Nevertheless it motivates the introduction of colored trian-
gulations as a subset of triangulations that is tractable. We also write an algorithm
allowing to construct colored triangulations of knot complements with ideal bound-
ary. It can be used to understand the topology of Feynman graphs contributing to
the computation of genus 1 observables.
• Chapter 5 describes the 1/N expansion of tensor models. First we explain the colored
tensor models setting. Then we relate our contribution to the construction of the 1/N
expansion of 3d tensor models with a richer combinatorics called multi-orientable
models. These models generate Eulerian 3-maps, these are 2-cells complexes which
are not just maps (since they are not cell decomposition of surface), but rather dual
2-skeletons of triangulations. The motivation for this study is the fact that Einstein-
Hilbert gravity weights, when computed on a triangulation, depend only on the dual
2-skeleton of the triangulation. We also compute the leading terms in this formalism,
and the first sub-dominant term in both colored and multi-orientable models. In
particular, we compute the generating series of degree 0 and 1 (or 1/2 for the multi-
orientable model) edge rooted Feynman graphs.
• In chapter 6, we introduce the concept of double scaling. It is concisely introduced
for matrix models, and then extensively described for the simplest interacting tensor
model (the so-called quadratic melonic model). The double scaling limit of the two
points function in dimensions d = 3, 4, 5 is derived explicitly, and the contributions of
the remaining terms are bounded. This work established the existence of a singular
dimension d = 6 at which the double scaling limit series is not summable6. See
also [GS13] for the study of a different model which reached the same conclusions.
• Chapter 7 focuses on the intermediate field representation of the quartic melonic ten-
sor models. This representation allows one to represent the corresponding generating
series as multi-matrix integrals rather than a tensor integral. This is useful as it
allows us to understand a tensor model by using methods of matrix integration. In
this way we compute the saddle point approximation and derive the Schwinger-Dyson
equations. We then notice that the melonic phase can be resumed by performing a
translation in the matrix variables. Thanks to an idea of Razvan Gurau that I
found beautiful, I describe how this allows a new interpretation of the combinatorial
techniques introduced in chap. 6. Moreover I take advantage of this representation
to derive bilinear identities for these quartic melonic models by using Givental-like
decompositions but with a more general Givental operator. These equations are
reminiscent of the integrable bilinear Hirota’s equations satisfied by matrix models.
6It might be Borel summable, but we do not settle this question.
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• In Chapter 8 the Schwinger-Dyson equations of a generic 1-tensor model are written
and rephrased as the action of a differential operator on the partition function. This is
used later to argue that these constraints should lead to several sets of loop equation
of the Witt type. Then I explore the loop equations of the quartic melonic tensor
model in order to investigate the possibility of extending the topological recursion
methods to this special case. Although this is not well understood yet, this is one of
my two main current interests7.
To end this introduction, let us precise some general ideas that you may (or may not
find) in this thesis. First, one has to be aware that no definitive theory of quantum gravity
in any dimension (even in two!) has yet been fully completed. I prefer to warn the potential
adventurous and optimistic reader who would go through this thesis with some hope to
find such a definitive theory. But to paraphrase John Baez, this adventurous reader can
probably consider this missing theory just as an exercise left for him. Also, how our thesis
related to current modern geometry, and in particular to three dimensional geometry, is
not clear yet. Nevertheless our recent work (not reviewed in the thesis) indicates that the
degree that governs the tensor 1/N expansion, although not a topological invariant, can
be used to sort out manifolds. It measures some kind of complexity of the geometry, and
is very similar (although not identical) to the complexity defined by Matveev in [Mat90].
The bilinear identities derived in Chap. 7 state the question of the integrability proper-
ties of, at least, the quartic melonic tensor models. In this line of thought, loop equations
and topological recursion techniques should be explored. In fact the topological recursion
sets up a lot of structural properties and may allow one to derive explicit connection with
problems of algebraic and enumerative geometry.
So to reassure our adventurous reader and maybe compensate a bit for its disappoint-
ment, even if tensor models may not be the definitive theory of quantum gravity, they are
certainly the source of new mathematical ideas8.
7with the use of the degree as a filtrating quantity of the set of 3-manifolds and a measure of the
complexity.
8as it is the case for most contemporary theoretical physics.
Chapter 2
Random Matrices
In this chapter I give a review of matrix models. I especially focus on their applications
to 2d Quantum Gravity and their combinatorics. A list of references for this chapter
is [DFGZJ95,Di 04,LM04,Eyn15b,Zvo97].
The motivation for this presentation is twofold. First, the matrix models are an in-
carnation of quantum gravity in 2d and tensor models can be viewed as their natural
generalizations. Secondly, they contain a lot of structures and are at the source of a lot
of progresses in mathematics, condensed matter, nuclear physics, statistics and combina-
torics. Consequently they should be a source of inspiration for the study of random tensor
models. After a generic presentation, I focus on their applications to quantum gravity.
2.1 Introduction to matrix models
Random matrices appear first in physics in the work of Wigner. At that time physicists
investigate the rules of nuclear physics by studying the diffusion of a neutron by a nucleus.
In these experiments, they discovered there are some resonance values for the energy εn
of the neutron. This is very similar to the diffusion experiment of light by a photon,
for certain values of the energy of the photon, it is absorbed and then re-emitted by the
electronic cloud of the atom. This can be very well understood in the quantum mechanical
description of the atom. So, it is tempting to try to reiterate this success in the case of
diffusion of neutrons by the nucleus. Unfortunately, as long as the energy ε of the neutron
is high enough and the nucleus heavy, the interaction is a very complicated multi-body
interaction which is dictated by a large number of variables. It is then impossible to think
about giving a complete description of the interaction in term of a quantum Hamiltonian
and to solve exactly the associated eigenvalues problem (or at least with accurate enough
and well controlled approximations).
Nevertheless, one notices that the situation is clearly analogous to the one of classical
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statistical physics. The ideas of Boltzmann were introduced in order to study classical
systems with large number of degrees of freedom which were intractable using the methods
of classical mechanics. Typically, one considers a system of a large number M of particles
whose state is given by a set of M positions and M velocities. Boltzmann then proposed to
abandon the classical deterministic viewpoint. In his approach, one assigns a probability
P(xi, vi) for the particle i to be in a given state with, say, position and velocity (xi, vi).
For the sake of completness, let us mention that the probability measure is the Boltzmann-
Gibbs measure.
The idea was to extend this technique not just to hadrons themselves but to the param-
eters of the interaction. In fact one can think that if the interactions between the neutron
that undergoes diffusion and the hadrons of the nucleus are too complex to be described
exactly one can hope that statistically the average interaction can be understood. One can
think that there is a most probable ”shape” for the interaction and a distribution around
this shape. Wigner introduced random matrices in order to quantitatively implement the
preceding remark i.e. to give a model of a random Hamiltonian. The initial physical
problem is thus transformed into the one of finding the distribution of eigenvalues and
eigenvectors of a random matrix. However, the matrix has to satisfy some constraints.
For example, the Hamiltonian should be Hermitian (as long as one forgets about the finite
lifetime of a nuclear energy level). So the random matrices under consideration should
be Hermitian as well. The symmetries of the problem can give more and/or different
constraints on the random matrices under consideration.
This method is in fact very similar to the ideas behind the birth of statistical physics.
In this latter case the system is also too complicated due to a large number of degrees
of freedom. One is led to abandon the purely deterministic view. Boltzmann associated
a probability measure that gives a probability for each state of the system and then de-
scribed statistical quantities that can be measured by experimentalists (as the pressure,
the temperature...). This is actually a very fruitful approach that revealed the universal
behaviour of several classes of systems. Universality means that if one does not change too
much the details of the interactions between microscopic degrees of freedom one obtains
the same average behaviour of the whole system in the thermodynamic limit.
In the work of Wigner, the behaviour of large size random matrices depends only on
the symmetries of the ensemble of random matrices one considers. One has to implement
several constraints in order to construct the needed probability measures on the matrices.
This is done by setting the following conditions [LM04]:
• Statistical independence: the matrix entries should be independent. For a matrix M
of size N
P(M) =
N∏
i,j=1
Pij(Mij). (2.1)
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• Invariance under change of basis. It is indeed a matrix probability law, so it should
depend on the linear map represented by the matrix, not just on the array of numbers.
For Q ∈ GL(N,K),
P(QMQ−1) = P(M). (2.2)
K is a number field. In physical situations K = R or C. This second condition tells us a lot
about the form of the probability distribution. In fact a lemma due to Weyl [LM04] states
that all the invariants of a matrix of size N can be expressed in term of the traces of the
first N powers of the matrix M . Moreover it can be shown that the postulate of statistical
independence with the invariance condition implies that P depends only on the traces of
the two first powers of M . If one considers a probability distribution that depends on
higher powers of M then the entries of the matrix are no longer statistically independent
and thus become correlated.
However, one has to realize that the condition of statistical independence is reminiscent
of the application to nuclear physics problems. In fact in this case one considers a system
that is governed by a very large number of interactions. We are concerned only by quantities
that appear at a statistical level minimizing the information about the system contained
in the probability distribution. The postulate of statistical independence is then a way to
take into account this constraint. Finally, one notices that this assumption can be derived
from information theory. Consider the space of all the probability distributions. The
one that minimizes the information functional I(P) = −
∫
dM log[P(M)]P(M) satisfy the
statistical independence property. In the quantum gravity context for example, there is
no reason to impose such a condition and the set of possible probability measures is then
much richer.
We now derive the Wigner law for the Gaussian unitary ensemble [LM04]. The partition
function of this ensemble is given by
Z =
∫
HN
dMe−
N
2
tr(M2), (2.3)
HN being the space of N ×N Hermitian matrices. The measure
dM =
1
2N
(N/π)N
2/2
N∏
i=1
dMii
∏
i<j
dRMijdIMij (2.4)
is such that Z = 1 for the Gaussian distribution. One needs to compute the distribution
of eigenvalues λn, ρ(x) =
1
N
∑
n〈δ(x − λn)〉 with respect to the distribution in the limit
N → ∞ of a large size matrix. To this aim we first re-express Z in eigenvalues variables.
This is done by using the following trick: M is a Hermitian matrix and consequently can be
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diagonalized by a unitary transformation, i.e., M = UDU †, where D is a diagonal matrix
with real eigenvalues λ1, ..., λN . One then has,
dM = d(UDU †) = dUDU † + UdDU † + UDdU †
= [dUU †, UDU †] + UdDU †. (2.5)
Acting with U †, U on the measure dM , one has:
(U †dMU)ij = dUij(λi − λj) + δijλ. (2.6)
Computing the Jacobian J ,
J =
∣∣∣∣∣
∂M
∂Uij
∂M
∂λj
∣∣∣∣∣ =
∏
i<j
(λi − λj)2. (2.7)
Then, we get,
Z =
V ol(U(N))
|Weyl(U(N))|
∫
RN
n∏
i=1
dλi
∏
p<q
(λp − λq)2 exp(−
N
2
N∑
j=1
λ2j ), (2.8)
where |Weyl(U(N))| is the cardinal of the Weyl group of U(N). It is equal to N !. Dropping
this constant factor, we obtain by definition:
Z =
∫
RN
n∏
i=1
dλie
−N2S({λi}). (2.9)
One can evaluate this integral by the saddle point technique. We shall not here perform
the derivation in full mathematical rigor but this can be done with consequent additional
effort, see for instance [Dis03]. Minimizing S with respect to λj one gets:
0 = ∂λjS({λi}) =
λj
N
− 1
N2
∑
i 6=j
1
λj − λi
. (2.10)
Let us introduce the resolvent W (x) = 1N
∑N
i=1
1
x−λi . We have the well known relation
W (x)2 =
1
N2
∑
k,j|k 6=j
( 1
x− λk
− 1
x− λj
) 1
λk − λj
− 1
N
∂xW (x). (2.11)
Thus using (2.10) it reduces to:
W (x)2 =
2
N
∑
k
λk
x− λk
− 1
N
∂xW (x) ⇔ W (x)2 = 2xW (x)− 2−
1
N
∂xW (x). (2.12)
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When the size N of the matrix becomes large, it reduces to a second order polynomial in
W . The solutions writes:
W± = x±
√
x2 − 2. (2.13)
The resolvent W (x) is the Stieljes transform of the eigenvalue density (see [LM04,Eyn15b]),
so one has
ρ(x) = − 1
2iπ
(W (x+ i0)−W (x− i0)), (2.14)
hence
ρ(x) =
1
π
√
x2 − 2. (2.15)
This corresponds to a semi-circle on the upper half-plane. The eigenvalues distribute along
this semi-circle. In Wigner original context this semi-circle corresponds to the distribution
of resonant energy of the diffused neutron.
2.2 Combinatorial problems and matrix models
This section explain several points. Some of these results are well exposed (especially
for combinatorists) in [Zvo97]. Also relevant here are the combinatorial interpretation of
Gaussian models [Eyn15b,Pen88,Zvo97], maps counting [IZ80,Zvo97], and links counting
[ZZ99,SZ03].
2.2.1 Formal matrix integrals and combinatorics of maps
In this subsection we introduce Feynman graphs. We introduce them step-by-step by
considering the following baby problem. We want to compute the integral:
I(λ) =
∫ +∞
−∞
dφ√
2π
e−
1
2
φ2+λ
4
φ4 , λ ∈ R−. (2.16)
This integral cannot be computed naively. Still, it is possible to compute it perturbatively
in λ. In fact we can factorize the φ2 and the φ4 terms and then expand the second term
with respect to λ, this leads to
I(λ) =
∫ +∞
−∞
dφ√
2π
∑
n≥0
λn
4nn!
φ4n exp(−1
2
φ2). (2.17)
Exchanging (illegally)1 the order of the sum and the integral, one can compute the sum
term by term using the Gamma function Γ(z) =
∫ +∞
0 dt t
z−1e−t after a change of variable
1In fact λ = 0, around which we made the expansion, is a singular point for this integral as it converges
for λ ≥ 0 and diverges for λ < 0.
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1
2φ
2 → t > 0. Thanks to the property Γ(n+ 1/2)) = √π (2n−1)!!2n ,
Iasymptotic(λ) =
∑
n≥0
λn√
πn!
Γ(2n+
1
2
)
=
∑
n≥0
λn
n!42n
(4n− 1)!!. (2.18)
This leads to an asymptotic expansion in λ. However this method of computation misses
an important point, namely the combinatorial interpretation of the result. In fact the
coefficients of the expansion are related to the number of 4-valent graphs2.
Indeed it is possible to compute this integral using Wick’s theorem, which computes
moments of Gaussian integrals. It states the following:
Theorem 1. The moments of a Gaussian integral 〈φ2p〉 =
∫ dφ√
2π
φ2pe−
1
2
φ2 are given by the
number of pairings of the labelled variables φ1, · · · , φ2p. This number is
] pairings = (2p− 1)!! (2.19)
Hence we recover (2.18). But one can index pairings with graphs. Each φ4 is represented
as a vertex with labelled half-edges going out of it. This labelling represents the labelling
of variables of Wick’s theorem. For each pairing of a variable φj with a variable φk we
match the half-edge j with the half-edge k in order to draw a line of the graph.
After this presentation we introduce the problem of computing perturbatively a matrix
integral. Consider the Hermitian matrix integral:
Z[t4] =
∫
HN
dM exp(−N
2
Tr(M2) +N
t4
4
Tr(M4)). (2.20)
Again this integral should converge at least for t4 ∈ R−. However, we discard the problem
of convergence for the moment. Expanding with respect to t4:
Z[t4] =
∑
q≥0
N q
tq4
4q
∫
HN
Tr(M4)n exp(−N
2
Tr(M2))
=
∑
q≥0
N q
tq4
4q
∫
HN
(
∑
ijkl
MijMjkMklMli)
q exp(−N
2
Tr(M2))
=
∑
q≥0
N q
tq4
4q
〈Tr(M4)q〉. (2.21)
2We consider here graphs with loop and multiple edges.
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Figure 2.1: Feynman graphs that contribute to the Gaussian expectation value 〈Tr(M4)〉.
The leftmost one has three faces, the one at the center has only one face, while the rightmost
one has also three faces.
The integrals over HN are moments of Gaussianly distributed matrix variables. These
moments can be computed by Wick’s theorem. We compute a simple example of such
moments in order to make clearer the rules for computing these integrals. Consider,
〈Tr(M4)〉 =
∑
ijkl
〈MijMjkMklMli〉
=
∑
ijkl
〈MijMjk〉〈MklMli〉+
∑
ijkl
〈MijMkl〉〈MjkMli〉
+
∑
ijkl
〈MijMli〉〈MklMjk〉 (2.22)
obtained by pairing the random variables. From trivial Gaussian integration we have
〈MabMcd〉 =
(
(N Tr(·))−1
)
ab,cd
= 1N δadδbc. Thus, one has,
〈Tr(M4)〉 = 1
N2
(∑
ijkl
δikδjjδkiδll +
∑
ijkl
δilδjlδjiδkl
+
∑
ijkl
δiiδjlδkkδlj
)
=
1
N2
(N3 +N +N3). (2.23)
Again one can index each pairing by a graph. But this time it has double lines in order
to keep track of the indices. These graphs are called ribbon graphs. They are dual to
quadrangulations of surfaces. One notices an important feature. The weight of the graphs
depends on the number of closed circuits. In fact, a factor N comes for each vertex of the
graph, a factor 1/N comes for each edges and one factor of N comes for each closed circuit
(also called faces). In the case we have computed, Fig. 2.1 shows the relevant graphs. That
way the power of N associated to a graph is N ]v−]e+]f . From the relationship to the dual
triangulation with V vertices, E edges, F faces we have:
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• ]v = F
• ]e = E
• ]f = V .
Then ]v − ]e + ]f = V − E + F = χ(g) = 2 − 2g, where χ(g) and g are respectively the
Euler characteristic and the genus of the triangulated surface. Finally,
Z[t4] = exp(−F ) (2.24)
F [t4] =
∑
G 4-valent ribbon graphs
1
|Aut(G)|N
−χ(G)t
]v(G)
4 . (2.25)
Then F [t4] is the generating function of ribbon graphs of constant valency 4, with t4 as
counting variable for the vertices. Moreover the factor N is a counting variable for the Euler
characteristic of the ribbon graphs. Then, with notations derived from combinatorics, we
have:
T4n,g = ]{Ribbon graphs with n vertices and genus g} = [N2−2g][tn4 ]F [t4]. (2.26)
To be more specific ribbon graphs are two dimensional combinatorial maps (also called
2-maps). They are defined in the following way,
Definition 1. A 2-map is a triple (H,σ, α) or equivalently (H,σ, φ),
• H is a set of half-edges (also called “dart”)
• σ is a permutation on H
• α is an involution on H without fixed point
• φ = σ ◦ α.
This corresponds to the previous figure. Each edge of the ribbon graph (2-map) is
cut into two half-edges. The permutation σ defines the oriented vertices of the ribbon
graph through its cycles while α matches the half-edges to form edges. Finally the cycle
of φ defines the faces of the ribbon graph. This can be generalized to n-dimensional map
(n-maps for short) by using a n-uplet of permutations. n-maps are also called stranded
graphs in the tensor models and group field theories literature3.
3Actually, the general stranded graphs such as the m.o. graphs -seen later in this thesis- or even more
general ones appearing in the early tensor models literature are only a weak form of n-maps, but these are
subtleties...
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2.2.2 Matrix models as formal power series
Given a field K we can define:
Definition 2. The set of formal power series over K in r variables {X1, · · · , Xr}, is the
set K[[X1, · · · , Xr]] of all sums whose coefficients are indexed by monomials Xα such that:
(
∑
α
bαX
α) + (
∑
α
cαX
α) =
∑
α
(bα + cα)X
α, (2.27)
and
(
∑
α
bαX
α) · (
∑
β
cβX
β) =
∑
α,β
bαcβX
α+β. (2.28)
Notice that one needs a magma structure on the set of index of monomials to define these
operations.
The variables Xr’s here are not evaluated to some value as in fact in general the sums
do not converge. We call these variables as before i.e. counting variables.
Matrix models in the sense described in the preceding subsection are formal series
[Eyn15b, Eyn06]. For instance 1
N2
F [t4] ∈ C[[t4]][[N−2]]. From now on we consider K =
R or C. In order to introduce the generic Hermitian one matrix model we define
Definition 3. Set C[[i]] = C[[{t0, · · · , ti}]] the set of complex formal series in i variables.
The set C[[∞]] of complex formal series in an infinite number of variables is defined as
C[[∞]] = lim−→C[[i]]. (2.29)
We define now the generic Hermitian one matrix model.
Definition 4. The generic Hermitian one matrix model is defined through the partition
function Z1MM [[{tp}p∈N]] ∈ C[[∞]]:
Z1MM [[{tp}p∈N]] =
∫
formal
dM exp
(
−N
2
(
1
2
Tr(M2)−
∑
p≥0
tp Tr(M
p))
)
. (2.30)
We call
∑
p≥0 tp Tr(M
p) = TrV (M). We further introduce F1MM [[{tp}p∈N]] ∈ C[[∞]:
F1MM [[{tp}p∈N]] = − logZ1MM [[{tp}p∈N]]. (2.31)
Indeed this model leads to a generating series of all cellular decomposition of 2-dimensional
surfaces. This can be seen by expanding with respect to all the counting variables:
Z1MM [[{tp}p∈N]] =
∑
{ki}i∈N
∫
HN
∏
i
tkii
ki!
(
N Tr(M i)
)kie−N2 Tr(M2). (2.32)
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Each term of the sum is well-defined for a finite number of non-vanishing ki’s. Each term
can be computed with the same technique than before. However, there are a few differences.
The ribbon graphs are not of fixed valency4 anymore. All values of the valences of the
vertices are allowed. A vertex of degree p is weighted by the counting variable tp. Again
taking the logarithm restricts the sum over connected graphs. Thus:
F1MM [[{tp}p∈N]] =
∑
G∈{ connected Ribbon graphs}
1
|Aut(G)|N
χ(G)
∏
p∈N
(ptp)
Vp(G), (2.33)
where Vp(G) is the number of p-valent vertices of G. F1MM is a generating series for
cellular decomposition of surfaces counted with respect to their Euler characteristic and
their number of vertices.
2.3 Quantum gravity
One of the main motivation of random matrix models comes from the problem of quantum
gravity. We recall here the physical and mathematical motivations for the introduction
of matrix models in the study of quantum gravity. In fact, a similar philosophy leads
to the introduction of tensor models. Despite the fact that gravity is the most common
force in our everyday life5, it is still a challenge to understand it at the microscopic level.
Indeed none of the current theories gives a description of gravity at the microscopic level
which is satisfactory both in the physical and mathematical point of view. However, if
one follows the experience gained in the study of other forces, one is tempted to do the
following. Considering a n-dimensional oriented (pseudo)-Riemannian manifold (M, g), the
Einstein-Hilbert action is defined as:
SEH [M, g] =
∫
M
Rvoln, (2.34)
with R the Ricci scalar, and voln the canonical Riemannian volume form. The Euler-
Lagrange equations derived from this equation are the Einstein equation for the gravita-
tional field. In order to obtain the microscopic theory, one should quantize this theory. A
rather direct approach, very much inspired by the techniques used to (successfully) quantize
the other forces, is to attempt to give a meaning to the following ’sum/integral’:
Z =
∫
pairs (M,g)
exp(−iSEH [M, g]). (2.35)
The ’sum’ is taken over pairs (M, g) satisfying suitable boundary conditions6. One points
out several difficulties in establishing such a program. First, one has to understand properly
4sometimes called degree in graph theoretic literature.
5With, of course the electromagnetic force.
6One has to realize that even the meaning of ’suitable’ is not at all clear here.
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the set of manifolds one wants to sum over. A research direction is to understand the set of
topologies of n-dimensional manifolds. This is of course already a very harsh problem. In
fact one cannot establish an algorithm to classify topological manifolds of high dimension
(i.e. n ≥ 5). Any attempt to classify topology of general manifolds of high dimensions
is thus ineffective. However the, a priori, interesting case is the 4-dimensional case. But
still, one has then to classify the differential and metric structures (as one wants to avoid
under- or over-counting of metric structures, one should sum over different metric up to
diffeomorphisms). It is well known that classifying geometric structures of 4-dimensional
manifolds is also ineffective as it is not possible to find an algorithm allowing such a
classification. But one can argue that this direct approach is not necessarily the best one
to understand the problem.
In order to improve our understanding of this issue we can limit ourselves to the case
of 2-dimensional quantum gravity. In this case we can easily classify the geometry. The
topology of 2-dimensional oriented manifold is completely characterized by its homology.
Moreover the geometry and metric aspects are also well understood, as in fact they are
classified by the moduli spacesMg,n. In the 2-dimensional context one can compute exactly
the Einstein-Hilbert action. It can be expressed in terms of the Euler characteristic of the
surface:
SEH [M, g] =
c4
16πG
∫
M
R(g)vol2 =
2π
G
χ(M) ∀g metric on M. (2.36)
One can even consider the case of non-vanishing cosmological constant Λ.
SEH [M, g,Λ] =
1
G
∫
M
(R(g)− Λ)vol2 =
1
G
(2πχ(M)− ΛV ol(M)). (2.37)
Hence the only dynamical variables of 2d gravity are the Euler characteristic and the
volume of M . However this is not enough to compute Z. Since it is heuristically defined
as the integral over all pairs (M, g) of the exponential of the Einstein-Hilbert action, one
has to compute properly some ’combinatorial’ or volume factor taking into account the
’number’ of different metrics g on M . One can then argue that it could be given by
counting sufficiently refined triangulations of M . In fact, triangulating M with equilateral
triangles is always possible. Moreover such a triangulation comes with a canonical metric,
which is the graph metric on the triangulation. So to every triangulation of M is associated
a metric g̃, and for sufficiently refined triangulations one hopes that g̃ → g, for some g on
M . So one is tempted to replaced the ’
∫
(M,g)’ by a sum over triangulations of M with a
weight that takes into account the Einstein-Hilbert action of the g̃ on the triangulation.
Setting t3 = exp(−aΛ), ti 6=3 = 0 and N = e
2π
G and recalling that the sum over ribbon
graph is a sum over triangulations, in this case one can argue that:
Z =
∫
pairs (M,g)
exp(−SEH [M, g]) :=
∫
dM exp(−N
2
Tr(M2) + t3 Tr(M
3)). (2.38)
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The integration over Hermitian matrices is here an important feature. This restricts the set
of triangulations to the set of orientable triangulations of surfaces for which the Einstein-
Hilbert action is well-defined7. Moreover we comment on the fact that we simplified a
bit the problem. Indeed we erased the i in front of SEH . This allows better convergence
properties, and simplifies the combinatorial interpretation.
When one thinks about quantum gravity, one may be led to consider string theory.
Matrix models are also related to string theory, for almost the same reasons. String theory
associates an action (a weight) to every surface as the trajectory of a string evolving in
space-time spans a surface. However there is no canonical choice for the action. It is
in general constrained by symmetry considerations. It is typically chosen to be invariant
under coordinate transformations of the surface. However the coordinates play the role of
matter fields on the surfaces and complicate the measure. But one can argue as above that
if the target space is zero dimensional, the string theory can be put in a matrix integral
form [Wit91,Eyn15b].
2.4 Intersection theory on the moduli spaces of curves
2.4.1 From counting triangulations to Riemann surfaces
From the preceding consideration, one is led to think more deeply about the space of
Riemann surfaces and its relationship with matrix integrals. Technically, a Riemann surface
is defined as [Sch07]:
Definition 5. A Riemann surface is a Hausdorff topological space X with C as model
space. The coordinate patchs (Ui, φi), i.e. φi : Ui → Vi ⊂ C are analytic. Moreover the
transition functions defined on Ui ∩ Uj φ−1i ◦ φj are analytic.
The above definition implies that X is 2-dimensional. Moreover, it also implies that it
is orientable, as in fact analytic maps preserve orientation. Still one should be aware that
every orientable 2-dimensional Riemannian manifold (M, g) can be turn into a Riemann
surface. This is done by setting an almost complex structure J as Jµν =
√
|g−1|εµρgρν . A
Riemann surface is thus equivalent to the data of a Riemannian 2-dimensional manifold.
One is now interested in classifying the possibles metric properties of a surface X. This is
done by the moduli spaces of Riemann surfaces that are classifying spaces for these metric
properties. In some sense the moduli space Mg,n are the
Mg,n = {analytic isomorphy classes of Riemann surfaces of genus g}. (2.39)
This set can be given a geometric structure [Sch07].
7recall that you need a volume form.
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There exists a matrix model that computes the intersection of these spaces. This is the
Kontsevitch matrix model [Kon92,Muk06,Eyn15b]. The rough idea is as follows. One can
fix a metric on a surface S of genus g by defining a horocyclic quadratic differential (HQD)
η ∈ T ∗S⊗2 on it. In local coordinates,
η = ηz,zdz ⊗ dz. (2.40)
It is meromorphic and has poles at n marked points {p1, · · · , pn} of S. Outside the poles
and zeroes, this HQD defines a metric on S which is given by g = |ηzz|dz ⊗ dz. Such a
differential is not unique, but with further restrictions one can use it to describe Mg,n. In
fact, the differential is not defined at the marked points, then one can consider it defines
a metric over the punctured surface Sn. Moreover, we define the horizontal trajectories
as the paths γ along which η is real positive, and the vertical trajectories as the ones on
which η is negative. The behaviour at zeroes of η in centered local coordinates z = |z|eiθ
is of the form Kzn+2dr ⊗ dθ for zeroes of n-th order. Then there are n+ 2 values of θ for
which η is real positive. The behaviour at the poles is given in local polar coordinates as
η = K ′(dr⊗dr
r2
+dθ⊗dθ). These two remarks imply that there are n+2 horizontal trajectories
adjacent to a zero of order n, and the horizontal trajectories form circles around the poles
of η. We consider the Jenkins-Strebel HQD (JS HQD),
Definition 6. • A non-closed horizontal trajectory is a horizontal trajectory starting
and ending at a zero of η.
• A Jenkins-Strebel HQD is a HQD whose set of non-closed horizontal trajectory has
measure zero.
Moreover we have:
Theorem 2. Set X a connected, compact Riemann surface with {z1, · · · , zn} marked
points. One associates a real number to each of these marked points, {p1, · · · , pn}. Then
there exists a unique JS HQD η on X{z1, · · · , zn} such that the horizontal trajectories
form a graph G embedded in X{z1, · · · , zn} and whose faces Fi are centered around the
zi’s. Moreover the length of the faces Fi are the pi.
This allows one to transform a geometric problem into a combinatorial one. In fact
using a JS HQD η, one can describe any Riemann surface, and one can describe η by the
mean of graphs embedded in a 2-manifold, so to say a ribbon graph. Moreover we add that
we can restrict to ribbon graphs with 3-valent vertices as in fact a small local deformation
of η can transform a zero of order 2 into a pair of zero of order 1. From these considerations
one constructs the combinatorial moduli space Mcombg,n .
Definition 7. Mcombg,n denotes the set of equivalence classes of ribbon graphs G of genus
g and n faces with the following additional features. The edges of G are labelled by positive
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z1
z2
closed horizontal trajectories. non-closed horizontal trajectories.
zeroes of the quadratic differential.
Figure 2.2: Example of the trajectories of a JS HQD on the torus with two punctures z1,
z2. The underlying graph is pictured with a darker green.
real numbers turning it into a metric graph. The vertices are all of degree dv ≥ 3. We
call s : Mg,n × Rn+ → Mcombg,n the map that sends the Riemann surface X with numbers
{p1, · · · , pn} to the graph of its canonical JS HQD.
In fact the map s is one-to-one. The equivalence classes of graphs are defined with
respect to the automorphisms of labelled graphs. The equivalence under the finite groups
of automorphism of graphs translates the orbifold structure of the Mg,n at the level of
combinatorics.
These combinatorial techniques can be used to gain insight into the structure of moduli
spaces. In fact, one can consider the intersection theory of these spaces. Avoiding techni-
calities as much as possible, one can consider intersection theory as the theory counting the
intersection of subsets in a larger set. For example one can count the number of intersection
points in the plane. Generically, two lines intersect in one point. More generally, if one
considers a subset A of codimension d and a subset B of codimension d′, then, generically,
the two subsets intersect in a set of codimension d+ d′. Considering the case in which we
have n subset of codimensions di in a space of dimension D, such that
∑
i di = D, their
generic intersection is a set of points. The number of such points is called an intersection
number [EH13].
One can define intersection theory in moduli spaces. Natural objects of codimension 2
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in Mg,n are the psi-classes. They are heuristically defined as the area generated in Mg,n
when one moves a point zk of the Riemann surface X. These area elements are represented
by two-forms ψk ∈ H2(Mg,n,Q). The intersection numbers of moduli spaces are defined
as:
〈τd1 · · · τdn〉 :=
∫
Mg,n
ψd11 · · · · · ψdnn . (2.41)
One can construct a representant of each ψi class in the following way. Consider a Riemann
surfaceX with its nmarked points z1, · · · , zn. Consider the family of cotangent spaces T ∗ziX
at zi. We define a family of line bundles on Mg,n denoted Li as the bundles whose fibers
are the cotangent spaces T ∗ziX. Of course one has to give the transition maps between these
fibers. This is done by considering the first Chern class c1(Li). A representant of the first
Chern class is given by the curvature form of any given connection on Li. Such a curvature
form can be built directly on the ribbon graphs of the JS HQD. The face Fi encircling the
point zi has perimeter pi and the edges being adjacent to Fi have independently length
le, i.e. pi =
∑
e∈Fi . Choosing coordinates on the perimeter ϕj , j ∈ [[1, |{e ∈ Fi}|]], we
consider the locally defined 1-form:
αi =
∑
e∈Fi
le
pi
d
ϕe
pi
. (2.42)
This 1-form can be extended globally and its curvature is the first Chern class of Li. Then
we have a representative of the ψi on the ribbon graph. This can be used to compute the
intersection number. Denoting ωi = dαi we have:
ωi =
∑
e,e′∈Fi
dϕe
pi
∧ dϕe′
pi
. (2.43)
The intersection numbers can be represented from this two form as
〈τd1 · · · τdn〉 =
∫ n∧
i=1
ωdii , (2.44)
where here ωdii really means ωi ∧ · · · ∧ ωi︸ ︷︷ ︸
di times
. Consider the volume form Ω =
∑
i p
2
iωi over
M combg,n . Setting pr2 : Mcombg,n → R+, the projection on the second factor given by the
perimeter of the faces, we can compute the volume of the fibers and obtain:
vol(p1, · · · , pn) =
∑
di
∏
i
p2dii
di!
〈τd1 · · · τdn〉. (2.45)
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The Laplace transform with respect to the pi is given by:
vol∗(λ1, · · · , λn) =
∑
di
〈τd1 · · · τdn〉
∏
i
(2di)!
di!
1
λ2di+1
. (2.46)
By summing over open strata it is possible to evaluate the volume integral Ig,n({λi}) over
Mcombg,n . Each stratum being indexed by a ribbon graph, passing to edge variables λ(e)
we have
Ig,n({λ(e)}) =
∑
di
〈τd1 · · · τdn〉
∏
i
(2di)!
di!
1
λ2di+1
=
∑
G∈Γg,n
1
|Aut(G)|
∏
e∈E(G)
1
λ(e)
. (2.47)
A generating function of the Ig,n can be constructed from a matrix model. This matrix
model is of the form:
ZK [Λ] =
∫
formal
dM exp(−1
2
Tr(MΛM) +
i
3
Tr(M3)). (2.48)
In this very short presentation we have left aside a lot of “technical details”. We especially
discarded the problem of compactification of the moduli spaces. It is related to what
happen when one of the edges label goes to zero. We just gave heuristic arguments. The
proof can be found in the original paper of Maxim Kontsevitch [Kon92] (see also [Zvo02].
Using this matrix model it is possible to show that it satisfies KdV equations, thus proving
a conjecture of Edward Witten [Wit91]. One ends with the following theorem:
Theorem 3 (Kontsevitch). F [t0(Λ), t1(Λ), · · · ] = log(ZK [λ]) is a generating series of the
intersection numbers of moduli spaces of Riemann surfaces. The counting variables ti(Λ)
are defined as ti(Λ) := −(2i− 1)!! Tr(Λ−(2i+1)). Moreover ZK is a τ function for the KdV
equation, in particular it satisfies the Korteweg de Vries equation, setting u = ∂
2F
∂2t1
:
∂u
∂t3
= u
∂u
∂t1
+
1
12
∂3u
∂3t1
. (2.49)
This kind of problem can be generalized. Instead of considering Riemann surfaces,
one considers the moduli spaces of embedding of a Riemann surface into a target space C.
This is of course related to problems of string theory, in which one considers the dynamic
of a string in space-time. One wants to understand the intersection theory of the moduli
spacesMg,n(C). This problem can be extremely difficult, depending on the geometry of the
space C, however for some classes of spaces it is possible to define properly the classes, and
the resulting numbers that one computes are called Gromov-Witten invariants [Eyn15b,
Eyn09,EKPM14]. In some cases, the geometry of C allows one to compute explicitly these
numbers as in fact the integration over Mg,n(C) can be ’localized’. In these cases one can
use matrix models and/or combinatorial techniques to provide generating series of these
numbers [Eyn09,EKPM14]. We should point out that we gave only a heuristic description
of the problem, and that we forgot a lot of technicalities which we do not feel competent
to review here.
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2.5 Inspiration from matrix models.
These considerations about matrix models are of importance. In fact they provide a simpler
context in which some of the features of tensor models already appear. Moreover matrix
models showed their incredible richness. They have been able to shed light on numerous
problems ranging from mathematics, physics and combinatorics. So one is tempted to
approach similar problems about higher dimensional geometry and ’combinatorics’ using
tensor models. Some great questions appearing from these considerations are the following:
• Is it possible to use tensor models to get new combinatorial results about higher
dimensional combinatorial maps?
• Does the framework of tensor models provide a new approach to the quantization of
the Riemann-Hilbert action? Are the usual methods of higher geometry quantization
recovered in the tensor models framework?
• Can one extend the success of matrix models to compute geometrical quantities, and
for instance extend Kontsevitch’s work to the context of higher dimensional geometry
(e.g. three-dimensional geometry) using tensor models?
• Finally, what is the relationship of tensor models to matrix models?
In this thesis we have been mainly working on the first and last questions. However, it
seems there are doors opening in the direction of the two others questions. Moreover tensor
models have provided tools to another formalism related to the quantization of gravity,
namely group field theories, allowing in particular their renormalization [BGR13b]. We
now turn to the description of this formalism in the next Chapter.
2.5. INSPIRATION FROM MATRIX MODELS.
Chapter 3
Group Field Theories
In this chapter I introduce very crudely another motivation for the study of random tensor
models. This motivation comes from a set of theories related to the problem of quantizing
gravity. These theories are called Group Field Theory (GFT) and were introduced to solve
in relation to the framework of Loop Quantum Gravity (LQG). Tensor models techniques
(especially combinatorial ones) have been extended and used a lot to gain understanding
about GFT (and up to some extent LQG). For this reason I give a brief introduction
to the ideas leading to GFT. As a warning I tell that this chapter may not be easily
readable by combinatorists. However it is at the source of the combinatorial problems
that can be tackle by tensor models. A set of references for this chapter is provided
by [BM94], [Rov07], [Ori06], [Fre05].
3.1 Quantum gravity ideas
We introduce roughly the ideas that lead to the spinfoam formalism, and its appearance
when considering the problem of quantizing gravity. The starting point is almost the same
as what we have described in the context of random matrix models. Contrary to the
approach of string theory (which is much more ambitious), LQG is a very conservative
approach to quantum gravity. In fact, in this approach one only starts with the content
of general relativity as formulated by Einstein. Then one tries to extend the quantization
techniques of usual quantum mechanics to the setting of general relativity (GR) [Thi07].
This is, when done rigorously, a very difficult task, as already the topic of quantization is
very non trivial in the framework of regular quantum mechanics1. In this approach GR
is first re-expressed in term of parallel transport on the manifold M instead of the metric
on M . In this setting the theory resembles more to a gauge theory, thus we can use this
1In fact, a not that well known fact about quantum mechanics, is that the usual physicist quantization
of the free particle does not exist mathematically speaking. One already has to deploy new mathematics
to achieve the quantization of the free particle. See [Sch11]
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similarity as a source of inspiration to describe a correct quantization of GR. Practically,
this is done by using the vielbein variables. In this context one understands that the states
of the theory represent states of space. References for this section are [Bae96,BM94,Bae00]
3.1.1 Connection variables for general relativity.
As we explained in the previous chapter, the Einstein-Hilbert action on a (pseudo-) Rie-
mannian manifold (M, g) writes [BM94]:
SEH [M, g] =
∫
M
R[g] vol. (3.1)
Actually, one can write the same action with respect to the vielbein variables2. The vielbein
formalism is well introduced in for instance [BM94].
Some remarks have first to be made. The metric g is in fact a bilinear form defined
on the fibers of the tangent bundle TM of the manifold M . Moreover, it should vary
smoothly from fibers to fibers. Then one obtains g : Γ(TM) × Γ(TM) → C∞(M) as
a section of a cotangent bundle of (symmetric) bilinear forms on M . As long as one is
interested in describing the tangent bundle locally, one can use a local trivialization. That
is exactly what are the vielbein variables of the Palatini formalism. Moreover, they have
the additional feature that they reconstruct the metric on a flat trivialization (so to say
it is an orthonormal trivialization). Consider a SO(p, q) bundle B 'locally M × Rn over
M . We can define an invariant flat metric over it, metric that we call η (typically the
Minkowski metric, in a physics context). The vielbein variables are3 a local trivialization
of TM .
M M
BTM
id
e−1
e
The vielbein variables satisfy
g(e(x), e(y)) = η(x, y) ∀x, y ∈ Γ(B), (3.2)
or, in local coordinates,
gµν(x)e
µ
i (x)e
ν
j (x) = ηij . (3.3)
2I avoid here the names triad, tetrad, drei- end vier-bein as they refer to the dimensionality of M .
3is or are? In fact the vielbein variables as used by physicists are a local representation of a bundle
isomorphism, then it is described by a set of coordinates, but it is only one object mathematically...
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Using the inverse vielbein, this writes:
g(v, w) = η(e−1(v), e−1(w)) ∀v, w ∈ Γ(TM). (3.4)
In the LQG framework, e−1 is called the gravitational field. It can be described as a set of
1-forms {(e−1)i = (e−1)iµdxµ} in local coordinates. Moreover, B is a SO(p, q) bundle and
thus comes with an associated connection often called spin connection ω. We have
(De−1)i = d(e−1)i + ωij(e
−1)j , (3.5)
in local coordinates. One can rewrite the Einstein-Hilbert equations in this formalism ; for
instance in four dimensions, one has:
SEH [e
−1, ω] =
1
κ
Tr
∫
M
(?e−1 ∧ e−1 + 1
γ
e−1 ∧ e−1) ∧ F [ω]. (3.6)
In three dimensions, the action takes the simpler form Tr
∫
M e
−1∧F [ω]. This implies some
simplifications when one considers the quantization of the three dimensional case (see next
subsection). In fact, this form of the action contains more than the Einstein field equations.
There is a first set of equations equivalent to a torsion free condition for ω. It is possible
to write an action in terms of ω[e] being a torsion free connection (by solving the first set
of equations). This is called the second order formalism.
The two formalisms are not equivalent in the presence of matter fields as the physical
predictions differ. The first order formalism is the starting point for LQG. In fact gravity,
at least at classical level, is described for the Lorentzian signature p = 3 and q = 1. The
SO(3, 1) bundles structure translates the fact that physics is invariant under local Lorentz
transformation. The gravitational field e transforms as an element of the fundamental
representation of SO(3, 1) when, of course, ω transforms in the adjoint representation.
Moreover, one has to implement the invariance through diffeomorphisms. The action of
a diffeomorphism φ : M → M is given by the pullback of the gravitational field and
of the spin connection (and of matter fields when coupled to matter). Implementing the
diffeomorphism invariance is one of the most (if not the most) challenging part of quantizing
gravity in the LQG setting.
A simpler case is when the space-time M is three dimensional. This is also the one we
will be interested in since it leads more directly to the problem we want to expose. The 4
dimensional case comes with some additional complications as we have to implement the
simplicity constraint, and this is not fully understood yet. In this situation the Lorentzian
signature corresponds to p = 2 and q = 1. To further simplify the problem the literature
often considers SO(3) as the gauge group. Indeed one needs to deal with the representations
of the gauge group, and the ones of a compact group are simpler than the ones of a non-
compact group. This corresponds to the problem of quantizing Euclidean gravity. We can
formulate this problem through the so-called topological BF theory.
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3.1.2 Topological BF theory
The setting of BF theory in n dimensions is as follows. Consider a semi-simple4 Lie groupG,
its Lie algebra is endowed with a canonical non-degenerate bilinear form (a, b) 7−→ Tr(ab).
BF theory is built out of a connection A on a G-bundle, and a (n− 2)-form B taking value
in ad(G) bundle. The action for this theory is given by:
SBF =
∫
M
Tr(B ∧ F ), (3.7)
where F is the curvature associated with A. The classical equations for this theory are:
F = 0, (3.8)
DAB = 0. (3.9)
The action SBF is invariant under gauge transformation B 7→ B+dAg as long as there are
no boundary terms in
∫
M .
One then notices the following fact. In dimension d = 3, B is an ad(G) valued 1-form,
so it can be used to define a map B : TM → ad(G). Assuming B is one-to-one we obtain
a bundle isomorphism and can define a metric on M by setting:
g(v, w) = Tr(B(v)B(w)), ∀v, w ∈ TM. (3.10)
The classical equations on B and F imply that g is a flat metric on M . Finally, this
theory has only global degrees of freedom, which means that it is a topological field theory.
A quantum (statistical) version of this theory should heuristically be of the form of the
functional
Zgravity 3d =
∫
DBDA exp(−SBF ). (3.11)
In principle, one should be very careful when integrating on B, as in fact this construction
really leads to gravity as long as B is one-to-one. So one should enforce this constraint.
However, the philosophy of the quantum gravity researchers usually has been to accept
B fields that do not lead to bundle isomorphisms and consider that quantum gravity
can contain degenerate metrics. Admitting this, one could understand B as a Lagrange
multiplier for F (A), and thus understand that a rigorous definition of this integral should
compute the volume of the set of zero curvature connections on M . In fact this is not
possible yet since one has to define a measure on this space in order to give a meaning
to its volume. However one is tempted to reproduce the heuristic ideas of matrix models
described in Chapter 2. We want to discretize M . When a suitable discretization has
been chosen, consider the space of flat connections on the dual 2-skeleton of the chosen
discretization instead of the space of flat connections. The dual 2-skeleton in a triangulation
TM of M can be thought as follows:
4This is not really necessary, but is helpful as it avoids some technicalities. Moreover it corresponds to
the situation we are interested in.
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• each n-simplex has one vertex at its center,
• each (n− 1)-simplex is intersected by an edge of the 2-skeleton,
• each (n− 2)-simplex intersects a face of the 2-skeleton.
A connection on a 2-skeleton is a map a from G× Z2 to the set of edges of the 2-skeleton
[BS12a]. Each edge e is assigned a group element ge ∈ G plus an orientation oe ∈ Z2. There
is a natural involution on each edge ie that sends (ge, oe) to (g
−1
e , o
−1
e ). A connection is
really defined up to the action of these involutions. Holonomies h of the connection are the
ordered product of group elements along a face: hf =
∏
e∈f ge. Flat connections correspond
to connections whose holonomies around dual faces are the identity, i.e. hf = 1 ∀ f . We
can then try to define the volume of the moduli space of flat G connections on M by:
z([TM ]) =
∫ ∏
e∈ETM
dge
∏
f∈FTM
δ(
∏
e′∈f
g′e). (3.12)
Unfortunately this expression is not well defined yet as it involves products of δ distribu-
tions. Moreover, we labelled this number by TM and not M as in fact there is no proof
that it is independent of the chosen triangulation5. The problem is actually even worse. In
fact consider two manifold M , N . It is, a priori possible that these two manifolds admit
two triangulations TM and TN such that their 2-skeletons are the same. This explains the
notation [TM ]. Indeed the volume z here is not really a function of the triangulations but
only of the 2-skeletons of triangulations, so they can be written as function of classes of
triangulation [TM ] admitting the same 2-skeleton. We can use the Peter-Weyl expansion
of the delta distribution on G,
δ(g) =
∑
ρ∈Irred(G)
dim(ρ) Tr(ρ(g)), (3.13)
thus obtaining,
z([TM ]) =
∑
ρ:{hf}→G
∫ ∏
e∈ETM
dge
∏
f∈FTM
dim(ρf ) Tr(ρf (hf )). (3.14)
As a reminder of the fact that the first expression was not well defined, this sum does not
converge in general. Ignoring the convergence issue, the integral is defined by summing
over decorations of the dual 2-skeleton of TM . These decorations are given by attaching an
irreducible representation of G to each edge of the dual as well as a group element of G.
With these issues in mind we keep z([TM ]) as a tentative definition of quantum gravity for
3-dimensional manifolds M .
5It is possible to prove this independence in the 2-dimensional case. In this case, z([TM ]) = z(M) for
any M of genus g ≥ 2.
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We can then develop some diagrammatic calculus for this problem. This is described
in [Bae00]. However, in order to construct group field theories (GFT) we further follow the
line of thought of matrix models. We consider the generating function of the quantities
z([TM ]) for all M and TM .
3.2 Group field theory as generating function for spinfoams
GFT are defined in the following way. Consider a Lie group G×D. Consider a complex
valued field on it:
φ : G×D → C. (3.15)
The theory is described by a generating functional of the form,
Z[λ] =
∫
Dµ(φ)Dµ(φ̄) exp(+Sint[φ] + Sint[φ]), (3.16)
where
Dµ(φ)Dµ(φ̄) = Dφ̄Dφ exp(−1
2
∫ d∏
i=1
φ̄(g1, · · · , gd)φ(g1, · · · , gd)). (3.17)
This is not a well defined expression for several reasons. The main problem is to construct
a Lesbegue measure on the set of functions on G. However we can use the usual Feynman
graphs approach to get a working definition of this integration. For simplicity, we restrict
ourselves to d = 3. Set, for instance,
Sint[φ] =
λ
4
∫ 6∏
i=1
dgiφ(g1, g2, g3)φ(g1, g4, g5)φ(g5, g2, g6)φ(g6, g4, g3). (3.18)
This sum can then be written in term of 2-cellular complexes:
Z[λ] =
∑
2-cell complexes γ
1
|Aut(γ)|λ
V (γ)z(γ). (3.19)
One of the problem when considering these integrals in the quantum gravity context is
that this does not provides much information on the manifold that underlies these 2-cell
complexes. As pointed out above, the 2-cell structure is not sufficient to understand fully
the geometry at quantum level. There is, of course, an argument against this idea. If one
follows the usual interpretation of discretized gravity, then one knows that the curvature
concentrates on the (n − 2)-simplices of the discretization of the manifold. So the total
d dimensional structure of the manifold can be seen as partly irrelevant. This may be
understood as a manifestation of a form of dimensional reduction [tH93]. This phenomenon
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is not a real problem as long as one considers only the quantities z([TM ]). Indeed in this
situation one knows about M before choosing a triangulation and extracting a 2-skeleton
out of it. This is the usual situation in LQG. But if one generates all 2-cell complexes
without refering first to a manifold, then one is left with ambiguities. One has to make
arbitrary choices to recover a full d dimensional homology out of the 2-cell complexes.
These choices may or may not be physically relevant. Moreover the sum is weighted by the
cardinal of the goup of automorphism of the 2-cell complex. This would be natural if the γ
represented well defined manifolds M . If this was the case the automorphism group would
be the combinatorial setting for the diffeomorphism group of M . This is a hint that this
direction of research should be pursued further. Some possible, at least, partial solutions
to these problems are described in the next chapter.
3.2.1 Implementing gauge symmetry
As we have seen already, BF theory is invariant under gauge transformations of the con-
nection A. So in fact the discrete analog a should be invariant under discrete analog of
gauge transformations. A gauge transformation of a is defined as [BS12b,BS12a]:
Definition 8. Set γ a 2-cell complex. A discrete connexion a associates a group el-
ement a(e) = ge to each edge e of γ. Set h a map that associate a group element
to all the vertices of γ. A gauge transformation h of a is a new map ah such that
ah(e) = h(p(e))a(e)h(f(e))
−1. Since each edge is oriented, p(e) is the point of the ar-
row orienting the edge and f(e) its feather.
In principle one is interested in integrating over connections A up to gauge transforma-
tions, as the presence of gauge symmetry is the proof of existence of non-physically relevant
degrees of freedom in the model. In the context of GFT this can be done in two ways.
Either one integrates on functions φ that are invariant under gauge transformations
φ(h · g1, h · g2, · · · , h · gD) = φ(g1, g2, · · · , gD) ∀h, {g1, · · · , gD} ∈ G, (3.20)
or one changes the covariance of Dµ(φ) in such a way that only the part that is gauge
invariant has a non trivial covariance. So to say, setting φ = ϕinvariant + ϕnon-invariant,
〈φ({gi})φ({g̃i})〉Dµ(φ) = 〈ϕinvariant({gi})ϕinvariant({g̃i})〉Dµ(φ). (3.21)
Such a measure can not be written in the form of (3.17).
3.3 Concluding remarks
As we have seen in this chapter, when quantizing gravity in more than two dimensions
many new problems appear. These problems are of very different nature but have to be
solved if one wants to gain understanding of the introduced models. In order to quantize
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gravity, one is very much tempted to consider the case in which the underlying manifold
is not fixed. It is very natural in the line of thought of background independence that
is at the heart of the LQG approach. However a naive treatment of the problem lead to
generating series of 2-cell complexes that cannot be interpreted as d dimensional spaces.
The list of problems to tackle includes at least:
• to provide generating series for d dimensional triangulations T or d-cell complexes C,
• to provide techniques that allow one to describe the behaviour of these generating
series in physically interesting regimes,
• to extend these techniques to generating series for z(T ) or z(C).
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Chapter 4
Tensor Models and Colored
Triangulations
In this chapter we will explore the geometrical ambiguities arising from the analog of
dimensional reduction that undergo in GFT. We will propose a solution of this problem
in three dimensions. But unfortunately this solution is very involved when one wants to
generalize the idea to the d dimensional context. Moreover it is difficult to write generating
series for the objects that combinatorially describe 3-cell complexes. Finally this solution
is not well explored at the level of geometry. There remains plenty of work to do in order
to classify the possible geometrical singularities.
In a second section we describe a different solution. In this case one introduces combi-
natorial restrictions on the graphs supporting the dual 1-skeleton of the simplicial complex
in order to ensure the existence of a full d dimensional structure in any d. This solution
is known since the 1980’s and has been first explored in an attempt to provide a proof
of the Poincaré-Perelman theorem. Of course one can argue that there is no physical
reason to restrict the set of possible simplicial decomposition of the manifolds M to this
kind of triangulation. However this provides a possible solution and thus deserves to be
investigated.
4.1 Solving geometrical ambiguities: the 3-dimensional case
The problem when considering the dual 2-skeleton of a triangulation of a manifold M
is that, if one forgets about the original triangulation of M , one forgets all the struc-
ture contained in the higher (≥ 2) dimensional cells of the dual complex of the trian-
gulation. There is no, a priori, canonical procedure to reconstruct the lost informa-
tion [Sme11,Gur10,Gur11d]. So one relies only on ad-hoc procedure (as the one introduced
in [BS12b] for instance). To be more precise, let us consider the following problem. Set
two tetrahedra labelled t, t̄. Give labels to each of their four vertices. The vertices of t are
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t
a
b
c
d
Figure 4.1: A geometric tetrahedron t with labelled vertices. For the sake of precision one
can picture t̄ as the mirror image of t.
v(t) = {ta, tb, tc, td} and the ones of t̄ are v(t̄) = {t̄a, t̄b, t̄c, t̄c}. A tetrahedron t is pictured
in Fig.4.1. Each of its faces is labelled by a triplet f(t) = {tabc, tbcd, tcda, tdab} and similarly
for t̄. Each edge is labelled y a pair e(t) = {tab, tac, tbc, tbd, tda, tcd} (and respectively the
same for t̄. Consider the triangulation of Fig.4.2. In this case two triangles are glued along
one face. One then obtains a simplicial decomposition of the ball B3. We call D the dual
2-skeleton of the triangulation. It can be seen as a 2-cell complex. Now let us forget that
this is the dual skeleton of the pictured triangulation of the 3-ball. All that is left, is the
information that there are two tetrahedra - two vertices in D - glued along one face - one
shared edge D between the two vertices - and that the edges of this face are glued by the
identification tab = t̄ab, tac = t̄ac and tbc = t̄bc. This is the information contained in the
adjacency relations of the blue curves. Unfortunately, we do not know how the vertices
of these edges are glued one to another. So one cannot recover the triangulated manifold
out of the dual 2-skeleton. In fact one could imagine that there is one twist before gluing
the edges, for instance one could decide to identify ta = t̄b and tb = t̄a. This would not
lead to a triangulation of the 3-ball but to another manifold while keeping D fixed. The
problem of GFTs is that the graph they generate have the combinatorial structure of 2-cell
complexes, thus they cannot define a precise manifold in dimension more than two without
requiring ad hoc conditions. One example of such ad hoc conditions is to ask that all closed
2-chains are boundary of 3-cells, see for instance [BS12b].
To fix this problem, one has to generate the full structure of a 3-cell complex and so to
encode the gluing relations of the vertices. A possible solution is to thicken the blue lines
in order to keep track of how the vertices of their dual edges project to the lines. This
thickening is shown in Fig. 4.3.
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ta = t̄a
t̄d
td tb = t̄b
tc = t̄c
Figure 4.2: Two tetrahedra glued along one face. The identification goes as follow: tabc =
t̄abc; tab = t̄ab, tac = t̄ac, tbc = t̄bc; ta = t̄a, tb = t̄b, tc = t̄c. This defines without
ambiguities the gluing of the two tetrahedra along their two faces. The black dots picture
the dual 0-skeleton of this triangulation. The light black lines represent the edges of the
dual 1-skeleton. The blue curves correspond to the 2 cells of the dual 2-skeleton. In this
representation one recovers the dual 2-skeleton by gluing discs along their boundary to the
blue curves.
4.1.1 Generating function of dual 2-skeleton.
Being aware of the difference between the representation of a triangulation and the one of its
dual 2-skeleton, let us write a generating function for the dual 2-skeleton of triangulations.
In doing so we follow the ideas of matrix models. In matrix models the lines of ribbon
graphs are obtained from the indices of the matrix. Therefore it is tempting to reproduce
the lines of the 2-skeletons of triangulation by choosing a set of variables with more indices.
Let us call these variables Θijk ∈ R, where i, j, and k range from 1 to N . We define the
following formal integral:
Z[q] :=
∫
R3N , formal
dΘ exp(−1
2
∑
ijk
ΘijkΘijk) exp(+q
∑
ijk
ΘijkΘkj′k′Θk′ji′Θi′j′i). (4.1)
We consider Z[q] ∈ C[[g]] so we do not have to worry about the sign of q. We have
dΘ = 1Z[0]
∏
ijk dΘijk. By definition Z[q] is a formal series in q whose coefficients are
Gaussian integrals of the variables Θijk. In particular, one defines:
[qn]Z[q] :=
1
4q
∫
formal
dΘ
( ∑
ijki′j′k′
ΘijkΘkj′k′Θk′ji′Θi′j′i
)n
exp(−1
2
∑
ijk
ΘijkΘijk). (4.2)
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ta t̄a
tb t̄b
ta t̄a
tb t̄b
Case 1
Case 2
Figure 4.3: Two possible cases for gluing the edges. In the representation of Fig. 4.2,
these two possibilities collapse to the same 2-skeleton. Here the edges are represented by a
pair of blue lines instead of one unique blue line. This encodes the guing of vertices. The
light gray arrows picture the identification of vertices while the dashed arrows represent
the projection of each vertex of the edge on the blue line.
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One relies on Wick theorem to compute these integrals. In fact one only needs to compute
the covariance i.e.
∫
formal
dΘΘijkΘi′j′k′ exp(−
1
2
∑
ijk
ΘijkΘijk) = δii′δjj′δkk′ . (4.3)
In this way one obtains an expansion over graphs. Each graph is made of edges with three
strands, and each vertex is a model of the vertices of a dual 2-skeleton of a triangulation
(see Fig 4.2). However, one has to assume symmetry of the tensor variables to generate
graphs like the one made of blue lines in Fig. 4.2. In fact if one does not consider any
symmetry under permutations of the first and third indices of the Θ variable, one needs
to introduce twists of the strands in order to represent all possible matches of the strands
going out of the vertices. This problem could also be avoided by introducing two sets of
complex variables Θijk,Θijk instead of one. This is how the problem was introduced in the
1990’s by Ambjorn and al. [ADJ91]. They considered the case of symmetric tensors. But
as we have seen already this kind of techniques is bound to fail at the geometrical level
because of the lack of information needed to reconstruct the full manifold triangulation.
One could also try to generate the graphs with thickened blue lines. This could be in
principle done by introducing sets of variables Θ~i~j~k, where
~i, ~j, ~k belong to Z×Z. But the
precise matching of these indices is not clear, and remains to be studied. As we will point
out later, there may be some guiding principles to write such generating series. However,
this is not the solution chosen in this work. Instead we use decorations on the graphs called
colors.
4.2 Graph Encoded Manifold
In this section we define the combinatorial setting that solves in a simple way the problem
of generating proper manifold triangulations from formal integration.
In fact it is possible to represent some restricted types of triangulations in any dimension
by graphs that can be generated by formal integrals. These triangulations are colored
triangulations. They are defined as follows. Each d dimensional tetrahedron is equipped
with further informations
• each of its (d− 1)-faces is labelled by a number c ∈ [[0, d]], called the color
• each of its (d− 2)-faces is labelled by a pair (c, c′) ∈ [[0, d]]2 of different colors
• each of its (d− 3)-faces is labelled by a triplet (c, c′, c′′) ∈ [[0, d]]3 of different colors.
• More generally its (d− k)-faces is labelled by a k-uplet of different colors.
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The triangulation of a (pseudo)-manifold is built in such a way that if t and t̄ are two d-
dimensional tetrahedra with colors, their (d−k)-faces are glued with respect to the k-uplets
labelling them [FG82,LM85]. Only (d− k)-faces with the same k-uplets can be identified
one to another. If one takes interest in the dual skeleton of such a triangulation, then one
is led to notice the following facts:
• each tetrahedron is dual to a vertex,
• each (d− 1)-face is dual to an edge, thus the edge carries a color index c,
• each (d− 2)-face is dual to a face of the dual skeleton and thus is labelled by a pair
of color (c, c′). In fact each face of color (c, c′) in the dual skeleton are recovered as
the connected components of color c, c′ of the 1-skeleton graph of the triangulation.
• each (d−k)-face is dual to a k-cell of the dual skeleton. More precisely the (d−k)-face
labelled by a k-uplet of colors (c1, · · · , ck) are exactly the connected components of
colors c1, · · · , ck.
This motivates the following definitions:
Definition 9. We call the pair (G, γ) a (d + 1) colored graph if G = (V,E) is a graph of
degree at most (d + 1), and γ : E → C is a map such that for e, e′ two edges adjacent to
a vertex v γ(e) 6= γ(e′). γ is called an edge coloration of G. A boundary vertex v is a
vertex whose degree is strictly smaller than (d+ 1). A regular or vacuum colored graph is
a colored graph whose all vertices are of constant degree (d+ 1).
This colored graph is also a GEM. We define the bubbles or residues1 of a colored graphs
Definition 10. We call a n-bubble (or n-residue) with colors {i1, · · · , in} of a (d + 1)
colored graph G a connected component Bi1,··· ,in of G made of edges of colors {i1, · · · , in}.
For each (d + 1) colored graph we can construct a (pseudo)-manifold of dimension d
by gluing d-simplices along their faces respecting their color. In fact no faces of a simplex
can be glued to another face of itself. We show examples of colored graphs in Fig. 4.4,
4.5. The reason for the appearance of pseudo-manifolds is that given any colored graphs
it is possible that the neighbourhood of a vertex can be something more complicated than
a ball. This can be understood in this way. From the duality relations enumerated above
one has that a (d + 1 − k)-bubble is dual to a k-simplex in a colored triangulation. In
fact one realizes that a d-bubble graph is a colored graph representation of the boundary
of the neighbourhood of a vertex in the triangulation. This can be seen on Fig 4.6. It
is easy to construct a pseudo-manifold in 3 dimensions. Consider e.g. Fig. 4.5. It is a
triangulation of the cone over the torus. Then if one joins the remaining magenta lines
1Bubbles is the established term in the context of random tensor models literature while residues is the
one used in the context of Graph Encoded Manifolds and Crystallization literature.
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Figure 4.4: Triangulation of the 2-sphere with two triangles. This is a colored triangulation
and the corresponding colored graph is drawn with colors on the edges.
Figure 4.5: Left: colored graph representing a triangulation ∆ of the 2-dimensional torus.
Right: Triangulation of the cone over it C∆ = (∆× [0, 1])/(∆× {0}). The magenta lines
(say half-edges) represent the boundary faces of this triangulation.
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Seen from above.
Figure 4.6: This is the representation for gluing four tetrahedra along four of their face.
The dual colored graph is represented with edges of different colors. Moreover the triangu-
lation of the boundary of the upper vertex is shwon in blue. One sees that the connected
component of the graph of color {red, green,magenta} is dual to this blue triangulation.
one gets a triangulation of a pseudo-manifold since one has, at least, one bubble graph
which is the triangulation of the torus. Then at least one vertex has a neighbourhood
which is not homeomorphic to the ball (it is instead homeomorphic to CT 2), and thus
is a pseudo-manifold. So in the three dimensional case it is rather simple to distinguish
pseudo-manifolds from manifolds through the colored representations. Given a 4-colored
graph G one can compute the genera gB of all its 3-bubbles. The condition for this colored
graph to represent a manifold is gB = 0 ∀B ⊂ G. Hence, we have shown the following
proposition:
Proposition 1. A 4-colored graph G represents a manifold if and only if
gB = 0, ∀B ⊂ G, (4.4)
where B runs over the 3-bubbles of G and gB is the genus of the surface represented by B.
To each colored graphs we can associate a collection of d!/2 ribbon graphs.
Definition 11. Set G a (d + 1) colored graph. A jacket Jτ of G is a ribbon graph whose
1-skeleton is G and such that the set of faces is given by cycles of colors (τ q(0), τ q+1(0))
for a given permutation of (d+ 1) elements modulo orientation (τ ∼ τ−1).
The choice of a permutation τ amounts to the choice of an ordering of the colored
edge at each vertex of the graph. These jackets are important for several reasons. When G
represents a 3-manifold M , then each J is dual to a quadrangulation of a normal Heegaard
surface of M . In fact the choice of a cyclic ordering of the colors at any vertex leads to
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Figure 4.7: The three quads of a tetrahedron. On each of these quads there is a unique
projection of the colored edges of the dual 1-skeleton such that the edges of the quad are
dual to the projection of the colored edges of the 1-skeleton. Each of these projections
correspond to a choice of cyclic ordering (up to orientation) of the colored edges around
the vertex of the dual 1-skeleton.
a choice of a quad in the tetrahedron dual to the vertex (see Fig. 4.7). These quads
are by definition2 normal surfaces in the tetrahedron. When gluing tetrahedra one gets
a gluing of these quads along their edges (with respect to their colors) and they form
a normal surface in the 3-manifold obtained by the gluing. These normal surfaces are
actually Heegaard surfaces Sτ of the manifold as they bound two handlebodies Hτ , H
′
τ of
genera the genera of the surfaces glued along Sτ [FG82]. This can be used to construct
a generalization of the genus for 3-dimensional manifolds M . This extension is called the
regular genus of the manifold and it can be shown to coincide with the Heegaard genus
(which is the minimal genus of a stable Heegaard splitting of M). For instance S3 has
regular genus 0 [Fer82]. Being more specific a Heegaard splitting can be represented by a
Heegaard diagram. A Heegaard diagram consists of a surface F of genus g which is the
boundary of the handlebodies, with a system of non-intersecting curves x = (x1, · · · , xg)
and y = (y1, · · · , yg) on it. The manifold M is recovered by gluing the two handlebodies
along their two sets of curves i.e. x1 is glued along y1, x2 along y2 and so on... One can
show that fixing the gluing along the set of curves fixes the gluing of the whole surface.
The choice of a cyclic ordering of the colors of a GEM G induces a quadrangulation of a
surface F . Consequently G regularly embeds in F . This embedding induces a Heegaard
diagram. In fact the 2-bubbles of the graph can be used to define a system of curves of F ,
as in Fig 4.8. One can define a set of moves on the GEM preserving the homeomorphism
class of the considered triangulation. These moves are called k-dipole moves
Definition 12. A k-dipole of a GEM G is a sub-graph made of 2 vertices ν and µ joined
by k edges of colors i1, · · · , ik with the additional condition that the 2 vertices belong to two
different (d+ 1− k)-bubbles of colors C/{i1, · · · , ik}.
2For the not geometrically skilled reader a normal surface in M is defined as a surface which meets each
tetrahedron of a triangulation of M in a collection of triangles or quadrilaterals.
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Figure 4.8: A canonical embedding of a GEM in the torus. This GEM is a representation
of S3. It has one canonical embedding of genus 1 (the two others being of genus 0). The
system of curves is given by choosing one of the {magenta, green} 2-gon as x = x1 and
one of the {blue, red} 2-gon as y = y1. This example has been chosen for its simplicity.
In fact this colored graph is a GEM but has some additional properties turning it into a
crystallization. It is easier to produce an example of an induced system of curves on a
crystallization than on a general GEM. However it is possible to obtain a crystallization
from any GEM by 1-dipoles moves4.
Definition 13. A k-dipole contraction is the deletion of the k edges and the deletion of
ν and µ followed by a reconnection of the edges of the remaining colors, respecting their
coloration.
One can of course perform the inverse operation by choosing a set of (d+ 1− k) edges
that when cut do not belong to the same (d + 1− k)-bubbles. Reconnect these cut edges
to two different vertices and connect these vertices by k edges of the missing colors. This
is called a k-dipole creation. The set of k-dipoles creations and contractions on a GEM are
called dipole moves. They generate discrete homeomorphisms of the represented manifold.
One can also introduce the stranded representation of a GEM. It is obtained by choosing
one of the canonical embedding of the colored graph (generally the one associated to the
trivial permutation (1, · · · , d) of the colors). Then one draws the set of 2-bubbles of the
GEM as curves passing through the edges and vertices they are adjacent to. This stranded
representation reminds us about combinatorial maps of dimension d. In fact the GEM can
be seen as specific types of combinatorial maps with some more structures coming from
the colors.
This GEM representation is believed to be useful for the study of quantum gravity
since as we will see later that these graphs can be generated from formal integrals as the
coloring condition can be implemented locally. Even more importantly because of a very
important theorem of Pezzana [FG82] (which is necessary - though not sufficient - for this
representation to be interesting in the quantum gravity context).
4A crystallization is a GEM without 1-dipoles.
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Theorem 4. Every closed connected PL d-manifold admits a crystallization.
Actually this means that any manifold admits a GEM representation as it is possible to
obtain all GEM representations of manifolds from crystallizations and vice versa. We are
now ready for the definition of colored tensor models, but let us pause briefly for a remark
about knot complements.
4.2.1 Knot complements.
This subsection contains an unpublished remark I made after discussing the subject with
Roland Van der Veen. I include it here as it may be useful later, for the readers interested
in the geometric meaning of random tensor models.
We describe an algorithm that allows one to map the diagram of a knot K to a colored
triangulation of its complement |K| = S3\K with ideal boundaries. Unfortunately this tri-
angulation is not minimal. It means that, of course it is not minimal among triangulations,
as it is colored, but it is not even minimal as a colored triangulation. This is a typical
problem for all this kind of algorithms. One can end with very complicated triangulations
of very simple manifolds. However, the complicated triangulations obtained can always be
reduced by a sequence of dipole moves to simpler ones.
Consider a knot K in S3. Its complement is obtained by taking a tubular neighborhood
TK of K in S3. TK is a torus embedded in S3. The complement |K| of K is defined
as |K| = S3 − interior(TK). Intuitively, one can picture it as what one would obtain
by thickening the knot in S3 and then digging in the knotted tube thus obtained. The
complement |K| of a knot is thus a 3-manifold with boundary, ∂|K| having the topology
of a torus.
Let us make precise what we mean by triangulations with ideal boundaries. A regular
triangulation of a (pseudo)-manifold with boundary is a triangulation such that all the
faces of the simplices may not match. Restricting our attention to colored triangulations
and using their dual graph language this would mean that the boundaries correspond to
the edges adjacent to only one vertex of the graph.
Definition 14. We define a triangulation with ideal boundary, as a triangulation whose
boundary (n−1)-simplices have been coned. The resulting additional vertex are called ideal
vertices.
Making ideal the boundaries of a triangulation adds one vertex by for each component
of the boundary. The links of the additional vertices have the topologies of the correspond-
ing boundary components. The initial triangulation can be recovered by cutting out the
new vertices produced by the cone procedure (see Fig. 4.9). If one restricts to colored
triangulations and their GEM counterpart, then one understands that colored triangula-
tions with ideal boundary correspond to GEM such that the boundary components are
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ideal vertex
coning
Figure 4.9: On the left is schematically pictured a piece of a boundary of a 3d triangulation,
triangulated by boundary triangles of the tetrahedra. On the right we show the coning of
this boundary, producing an ideal vertex.
represented by a subset of bubbles of the colored graph. We now want to describe a way to
produce a triangulation with ideal boundaries of a knot complement from a knot diagram.
The triangulation obtained by this algorithm depends on the diagram. The algorithm is
as follows:
• We start with a knot diagram of K. We call the set of its crossings Cr(K).
• For each C ∈ Cr(K), we distinguish between the under-strand C− and the upper-
strand C+. For each under-strand C− we draw a rectangular band made of edges
of colors 1 and 2. The edges of the same color are parallel. The edges of color 2
are parallel to the under-strand while the lines of colors 1 are perpendicular to the
under-strand.
• For each upper-strand C+ we draw a rectangular band made of edges of colors 1 and
2. The edges of color 1 are parallel to the upper-strand and the edges of color 2 are
perpendicular to it. Locally around a crossing C it looks like Fig. 4.10.
• Then around each corner (they will become the vertices of the corresponding GEM)
of the rectangular bands surrounding the strands one adds half-edges of color 0 and
3. The half edges of color 3 are matched in such a way that they form rectangular
bands around the part of the strands that do not cross in the knot diagram. Doing
so, the edges of color 3 must be parallel to the strand. The bands thus formed must
have edges of colors 1, 2, 3.
• The diagram of K is an immersed plane curve together with additional data allowing
to distinguish under- and upper- crossings. Thus at the crossings there is an ordering
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C−C+
2
2
2
2
1
1
1
1
2
2
Figure 4.10: This shows what would one obtain after performing the two first items of the
algorithm around a crossing. The black dots represent the corners of the rectangles, and
are the future vertices of the GEM. The number designates the color of the edges. The
chosen orientation of the plane is figured at the top right corner of the figure. The heavier
black lines represent the knot diagram strands at a crossing.
of the strands induced by the orientation of the plane. This induces an ordering of
the rectangular bands. One branches the half edges of color 0 by respecting this rule.
The orientation of the plane gives an orientation of the edges of color 1 or 2 that are
perpendicular to strands of the knot diagram. One draws little arrows on these edges
to picture this orientation. Starting from the vertex of one of these edges that is at
the end of the arrow one connects this vertex to its neighbour with respect to the
orientation of the plane with an edge of color 0. The two connected vertices belong
to two different rectangular bands. One continues this process by connecting all the
vertices that are at the end of an arrowed edge of color 1 or 2 with their respecting
neighbours, see Fig. 4.11. One consequently obtains a color graph that is a GEM of
the complement of K with ideal boundary the bubbles of color 0.
We notice that for the unknot, one has to start with a complicated enough diagram of it
to apply this algorithm. Indeed one needs at least one crossing to apply it. This algorithm
produces a lot of extra balls, and so the number of tetrahedra of the obtained triangulations
is, a priori, far from minimal. We show examples of what one obtains by applying this
algorithm in the case of the trefoil knot and the figure eight knot, see Fig. 4.17, 4.18.
Theorem 5. Applying the algorithm described above to a knot diagram DK of a knot K
results in a colored graph G that is a GEM representation of a triangulation of |K| with
ideal boundary. ∂|K| = B0̂G, where B0̂G is the bubble of color 0 of G and has only one
connected component.
This algorithm and theorem extend straightforwardly to links.
Proof. Let us now explain why this algorithm leads to a complement of K. This requires a
lot of figures and I hope it does not affect too much the readability. The idea is to look first
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C−C+
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33
Figure 4.11: This picture shows what one obtains locally around a crossing of the knot
after applying the last item of the algorithm. The edges of color 3 are branched to other
patterns like this one. The edges of color 0 are pictured as dotted lines, as is now traditional
in the tensor models literature.
red= 1
green= 2
blue= 3
Figure 4.12: This figure shows the triangulation of the disc corresponding to the rectangular
bands used in the algorithm.
at the embedding of a crossing. Of course the notion of crossing depends on an immersion
of the knot in R2 and is not an intrinsic property of the knot.
So we consider a tubular neighborhood TC of a crossing C and find a colored triangu-
lation of its boundary with colors 1, 2, 3. In fact one starts with two colored triangulations
of the disc. A good one is shown in Fig. 4.12. This corresponds to the rectangular bands
described in the algorithm before adding edges of color 0. By coning the triangulation of
Fig. 4.12, we obtain a triangulation of the neighborhood of the two strands that cross, see
Fig 4.13. At the level of GEM graphs, it corresponds to adding the half-edges of color 0 as
it is done in the algorithm. To materialize the crossing in S3 one has to glue the triangular
faces of color 0 as shown on Fig. 4.13 by using balls B3. One can do it at the GEM level
by using a 3-dipole of color 0 as it corresponds to a triangulated ball with two boundary
triangles of color 0. But a 3-dipole can be reduced to a line, so one only needs to connect
the added lines of color 0 as explained before.
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Figure 4.13: This shows a triangulation of the tubular neighborhood of the strands at
a crossing. The black lines represents the strand of the knot. In order to glue these
triangulation one has to glue the triangular faces of color 0 (i.e. the ones that are bounded
by edges of color 1 = red, 2 = green, 3 = blue) by using the balls B3 situated between
them. The upper triangular faces have to be glued to the north hemisphere of the balls
just under them. The under triangular faces have to be glued to the south hemisphere of
the balls just above them.
Finally one has to connect these crossings with balls along the strands of the knot.
This can be done using balls. Again since one wants a colored triangulation, with the knot
localized at the bubbles of color 0, one chooses a colored triangulation of B3 with four
boundary faces of color 3 such that suppressing the edges of color 0 does not disconnect
the GEM. It is provided for example by the one depicted on Fig. 4.14. In fact it is possible
to replace it by double lines of color 3, as can be checked by first performing a 1-dipole
move on the line of color j, then canceling the obtained 3-dipole of color 3.
This algorithm provides a simple way to generate a GEM representation of a knot
complement in S3 with ideal boundary. There exist algorithms that provide triangulations
of knot complements with ideal boundary (one could refer for example to the algorithm
of Jeffrey Weeks used in SnapPea [Wee03]), but they do not lead to colored triangulations
and thus are not well suited to random tensor models combinatorics. One could argue that
we could perform a barycentric subdivision in order to obtain a colorable triangulation and
then translate it in the GEM language. However this would lead to colored triangulations
with at least 48 tetrahedra for the simplest non-trivial knot (the figure eight) while with this
algorithm the figure eight is triangulated with 32 tetrahedra and can easily be simplified by
performing a sequence of dipole moves. In fact the triangulation is far from being minimal,
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Figure 4.14: This is a GEM representation of the triangulation of the tubular neighborhood
of one strand of the knot. This is used to connect the crossing pattern.
since a ball of color 3 has been added at each crossing. Still this algorithm provides a
starting point that can be easily enhanced on a case by case basis, as one only has to be a
bit more careful on how one glues the ball of Fig. 4.13. This is shown on the example of
Fig. ??.
This algorithm allows us to understand the topology of the Feynman graphs contributing to
genus 1 observables of three dimensional invariant random tensor models. To gain a more
complete understanding one should find a technique to obtain a GEM representation of a
complement of a knot in any three dimensional manifold or pseudo-manifold M . Also it
would be interesting to extend this algorithm to knotted graphs in order to combinatorially
understand the topology of Feynman graphs contributing to higher genus observables.
4.3 Random tensor models and colored GFT.
4.3.1 Random multi-tensor models.
The problem is to write formal integrals that generate GEM as Gaussian expectation values.
This can be done as follows. Set φki1,··· ,id a set of N
d complex random variables with iα
ranging from 1 to N for k ∈ [[0, d]]. Consider the following
Squad = −
∑
k
∑
nk
φ̄knkφ
k
nk
(4.5)
Sint[λ, λ̄] =
λ
ND(D−1)
∑
n
∏
k
φknk +
λ̄
ND(D−1)
∑
n
∏
k
¯φknk (4.6)
S[λ, λ̄] = Squad + Sint[λ, λ̄], (4.7)
where
∑
n means sum over all indices nk,j setting nk,j = nj,k. Then set up the following
formal integral in λ and λ̄:
Z[λ, λ̄] =
∫ ∏
k
dφkdφ̄k exp
(
Squad + Sint[λ, λ̄]
)
. (4.8)
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dφkdφ̄k really means the product measure of independent variables
∏
nk
1
2πdφ
k
nk
¯φnk . In fact
the graphs generated by the formal integral are remainder for the computation of Gaussian
integrals of the form
∫ ∏
k
dφkdφ̄k
( λ
ND(D−1)
∑
n
∏
k
φknk +
λ̄
ND(D−1)
∑
n
∏
k
¯φknk
)q
eS[λ,λ̄], (4.9)
for some q. The Feynman graphs are stranded graphs with d strands described as follows.
• They have two type of vertex: black and white, which represent the tensor variable
and its complex conjugate.
• Each vertex of a graph has degree 4.
• To each of the vertices is adjacent one edge with a color label 1, · · · , d. Each color is
adjacent only once to each vertex. The resulting graph is therefore d-regular edge-
colored, it thus has a GEM structure.
• The graphs are bipartite: black vertices are only linked to white vertices. This comes
from the form of Squad.
• The strands of the graphs are in correspondence with the 2-bubbles of the GEM
corresponding to the colored graph. This is due to the specific form of Sint[λ, λ̄] in
which every variable of color k contracts to every variable of the other colors.
Similarly to the matrix model case, we associate a variable λ to every black vertex, a
λ̄ to every white vertex. To every closed strand one associates a N factor. Then this
formal integral leads to a generating series of GEM counted with respect to their number
of vertices and 2-bubbles. This is physically motivated by the fact that one wants to make
the correspondence between the volume of the triangulated manifold and its number of
d-simplexes and the curvature and the dihedral angles around (d − 2)-simplexes of the
triangulation.
However let us point out that this description still does not hold the promise of the
title, namely to be the expansion of a random tensor model. For now we only see a set of
random variables organized with the help of color indices.
4.3.2 Invariant random tensor model.
Another way to approach tensor models is to follow even more closely the way random
matrix models are defined [BGR12]. This leads to another definition of tensor models and
we will show later how these two approach are related. Matrix models are usually defined by
the formal integration of invariant Boltzmann weights, the invariance being the invariance
under a unitary change of basis. There is in fact for some models an additional invariance
required, but this is not the one that generically restricts the form of the potential. This
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is rather an invariance which restricts the domain of integration. For instance in the case
of unitary ensemble (not necessarily Gaussian), the potential is generically invariant under
GL(N,C), but the set of matrices one integrates on is invariant under the action of a
smaller U(N) ⊂ GL(N,C) group5. The generic invariance of the potential of matrix model
is a GL(N,C)6. We will follow this idea to define random tensor models.
Consider a family {(Vi, hi)}i=1···d of Hermitian spaces of dimension Ni(the real case is
very similar and we forget about it). We write their duals as {V ∗i }. We set T =
⊗d
i=1 Vi the
tensor product of these vector spaces. There is a natural action of GL(V1)× · · · ×GL(V2)
on it. An element T ∈ T can be seen as a multi-linear form
T : V ∗1 × · · · × V ∗d → C. (4.10)
It can be written in a basis as:
T =
∑
{ik}k=1···d
Ti1···id ū
1
i1 ⊗ · · · ⊗ ūdid , (4.11)
where {ūkik}ik=1···Nk is a basis of Vk. Its dual is denoted T ∈ T∗:
T =
∑
{ik}k=1···d
T i1···idu
1
i1 ⊗ · · · ⊗ udid , (4.12)
with ūkik = hi(u
k
ik
, ·).
By an invariant of the tensor we actually mean a quantity (typically, polynomial in the
coefficients) which is invariant under any change of basis of the Vi the dual change in Vi∗’s.
If we change the basis by an element g−1i ∈ GL(Ni,C) the coordinates of a vector vi ∈ Vi
are changed by the matrix Ui(gi) of gi and the coordinates of the dual vector are changed
by Ui(g
−1
i ) = U
−1
i (gi). This induces the change of basis in the tensor product space, and
thus on tensors:
T ′i1···id =
∑
j1···jd
U1(g
−1
1 )i1j1U2(g
−1
2 )i2j2 · · ·Ud(g−1d )idjdTj1···jd (4.13)
T̄ ′i1...id =
∑
j1···jd
U1(g1)i1j1U2(g2)i2j2 · · ·Ud(gd)idjd T̄i1...id (4.14)
This observation allows us to describe the possible tensor invariants. The invariants of
order 2p are p-linear in both T and T̄ . Using the transformation rule given above, one
notices that the only requirement for the quantity to be invariant is that the indices of
5i.e. a Hermitian matrix is mapped to another hermitian matrix under a U(N) transformation, this is
no longer necessarily true for a GL(N,C) transformation).
6That is why they deserve the name ’matrix models’, otherwise they should be just ’array of numbers’.
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Figure 4.15: Examples of colored graphs indexing invariants of a rank 4 tensor.
a T should contract to the indices of a T̄ respecting their position, the first index of a T
contracting with the first index of a T̄ and so on. Thus to describe an invariant of order 2p
one only has to describe the contraction pattern of the p T ’s with the p T̄ ’s. This can be
represented by bipartite graphs with colored edges. We adopt the convention that the T ’s
are represented by white vertices with D half-edges indexed from 1 to d representing the
position of the indices of T and the T̄ ’s by black vertices with D half-edges also indexed
from 1 to d representing the position for the T̄ . The contraction of the jth index of a
T with the jth of a T̄ is then represented by contracting the respecting half-edges in the
graph. Thus the set of invariants of order 2p are represented by all bipartite regular graphs
of valence d with a proper d-coloration of the edges.
We now define the degree of a colored graph.
Definition 15. The degree ω : {d-colored graphs} → N associates a positive integer to a
d-colored graph G by:
ω(G) =
∑
J (G)
gJ , (4.15)
i.e. it is the sum of the genera of all the jackets J of G.
This attaches an integer to any d-colored graph and consequently to any colored trian-
gulation. A simple corollary of Theorem 5 comes with this definition.
Corollary 1. Let K be a knot in S3 which admits a diagram representation DK with n
crossings. Then there exists a colored triangulation TK of |K| satisfying ω(TK) ≤ 3(n+ 1).
Proof. The proof is a combination of Theorem 5 and Lemma 1 of [GR11]. In fact the
algorithm produces a GEM with 8n vertices. Moreover there is a unique connected bubble
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of genus 1, all the others bubbles are of genus 0. Finally one can count the bubbles of color
3, and there are n of them. So we obtain
ω(TK) ≤
1
2
(8n− 2n) + 3 = 3n+ 3 (4.16)
These kinds of results will be interesting in some deeper study of the property of the degree.
See the comments in subsection 4.3.3.
This is sufficient to define the generic 1-tensor model.
Definition 16. The generic tensor model of dimension d + 1 is defined by the formal
integral
Z[N, {tB}] =
∫
dTdT̄ exp
(
−Nd−1
∑
B
N
− 2
(d−2)!ω(B)
|Aut(B)| tBB(T, T̄ )
)
, (4.17)
where B runs over the regular d-colored graphs indexing the invariants. The tB are the
coupling constants, the one corresponding to the only invariant of order 2 being generically
fixed to one-half. B(·, ·) being the invariant of T and T̄ indexed by the graph B. ω(B) is
the degree of B.
Of course Z[N, {tB}] has to be understood as a formal series in the counting variables
tB, i.e. Z[N, {tB}] ∈ C[[V (B) =∞]], where we defined C[[V (B) =∞]] in a similar way than
C[[∞]]. It is the inductive limit of the C[[{tB}p]] such that the number of vertices V (B) of
type B is smaller or equal to p. Indeed the number of vertices provides a filtrating order
allowing us to take the inductive limit: C[[V (B) =∞]] = lim−→C[[{tB}p]]. Finally let us note
that we can consider the case in which the sum over the tB is finite. Again this generating
series has coefficients that are Gaussian integrals of the form [
∏
B′ t
qB′
B′ ]Z[N, {tB}]:
∫
dTdT
∏
B′
B′(T , T )qB′ exp(−N
d−1
2
∑
i1···id
T i1···idTi1···id). (4.18)
We consider a simple example of one of these Gaussian integrals where B′ is an invariant
of degree 4 in order to reveal the combinatorics of these integrals. First we compute the
value of the only invariant of order 2.
∫
dTdTT i1···idTj1···jd exp(−
Nd−1
2
∑
i1···id
T i1···idTi1···id) = N
1−dδi1j1 · · · δidjd . (4.19)
We can now compute the invariant pictured at the left of Fig. 4.15.
∫
dTdT
∑
all indices.
T i1i2···idTj1i2···idT j1j2···jdTi1j2···jd exp(−
Nd−1
2
∑
i1···id
T i1···idTi1···id).(4.20)
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Figure 4.16: These graphs are examples of Wick contractions made out of a simple invari-
ant. The dashed lines represent the extra line of color 0.
Applying Wick theorem:
N2(1−d)
∑
all indices.
〈T i1i2···idTj1i2···id〉〈T j1j2···jdTi1j2···jd〉
+ 〈T i1i2···idTi1j2···jd〉〈T j1j2···jdTj1i2···id〉 (4.21)
First term of the sum givesN2(1−d)N1+2(d−1) = N . The second term leads toN2(1−d)N2+(d−1) =
N3−d. So one gets N + 1. A moment of reflection reveals that these two terms can be
represented by Feynman graphs. They are obtained by considering the graphs representing
tensor invariants as vertices and by making Wick contractions between black and white
vertices with extra lines of color zero. The weight associated to these graphs are as follows:
• each edge of color 0 comes with a factor 1
Nd−1
.
• each face of color 0i for i ∈ [[1, d]] comes with a factor of N .
• each vertex B (i.e. connected component of color different from zero) comes with a
factor N
− 2
(d−2)!ω(B).
Applying these rules one can recover the result of the example. The first term is represented
as the leftmost graph of Fig. 4.16 while the second is represented as the rightmost graph
of Fig. 4.16. Actually one can also compute formal expectation values of invariants as
〈B(T , T )〉 =
∫
dTdT̄B(T , T ) exp
(
−Nd−1
∑
B
N
− 2
(d−2)!ω(B)
|Aut(B)| tBB(T, T̄ )
)
. (4.22)
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These expectation values generate family of graphs with a marked sub-graph B and can
be computed as derivatives of Z[[{tB}]]. These graphs can be interpreted as dual graphs of
ideal colored triangulations of a (pseudo-)manifold with boundary the surface triangulated
by B (where boundary means ideal boundary). We can represent the corresponding vertices
in the triangulation as hollow vertices of truncated tetrahedra.
4.3.3 Comments.
After this presentation some questions emerge.
• After exploring the problems of rigorously associating triangulations to manifolds,
we have seen that one can provide a much better graphical solution when restricting
to colored triangulations. This graphical description is well suited to the language of
field theory, and allows one to write an integral representation for generating series of
such colored triangulations. The weight of such triangulation mimics in a very close
way the weight in the case of 2 dimensional triangulations. So one could ask whether
or not it is sufficient to understand properly a theory of emergent/random geometry
in more than two dimensions. In fact the three dimensional geometry, though simpler
than the higher dimensional case, is already much richer than the two dimensional
case. So it may be an over-simplification to try to probe this richness of three-
dimensional geometry with so simple weights.
• Indeed there exists several ways of providing generating series of colored triangula-
tions. The first one we described is by the use of several fields. It can be related to
the second one by integrating out all of them but one. Nevertheless it is only possible
in this way to explore a small part of the parameter space of the theory. In fact, the
invariant theory will then have equal couplings for invariant that differ only through
color permutations: tB = (λ̄λ)
p(B). A natural question then arises. Is there a way
to reconcile entirely these two formulations? There exists something similar in the
context of Hermitian matrix models. One can in fact formulate the generic Hermitian
one matrix model in the limit of a big size matrix as a matrix model model with a
TrM4 interaction and a non-trivial covariance (similar to the Kontsevitch model).
We still consider the case of large matrices. The non trivial covariance is what allows
one to probe the parameter space.
• The construction of invariant random tensor models may seem very similar to the
construction of matrix models, as it is guided by the principle that the action shall
be invariant with respect to change of basis. Yet, it differs in some noticeable way.
In fact when considering the matrix models, we distinguish between several ”en-
sembles”, that are invariant with respect to the adjoint actions of, for instance,
O(N), U(N), Sp(2N). The action of these models is always invariant with respect
to the group of linear transformation. But, the set of integration is not, and in fact
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one integrates on the Lie algebra of the respective invariance groups (as the model is
invariant with respect to the adjoint action of the orthogonal, unitary or symplectic
group). There is no such structure in the case of tensor models. Indeed one inte-
grates on (CN )⊗d, and this set is invariant under the action of the tensor products
of fundamental representations of GL(N,C). Consequently it resembles to a vector
model at this level and as we will see later this may be a clue of what we obtain in
the N → ∞ limit in the next chapter. Moreover, generalizing the invariance under
the adjoint action in a proper way may answer to the combinatorial questions of
representing generating series of generic triangulations, not just colored.
• To end this series of remarks let us notice that the meaning of the parameter con-
trolling the 1/N expansion (the degree) is not clear a priori, even though it collapses
to the genus in the two dimensional case. However, its definition can be generalized
so that it can be attached to any (pseudo-)triangulations of any pseudo-manifolds
in any dimension. In the particular three dimensional case it is possible to attach a
half-integer to any manifold, this number being formed from the degrees of its tri-
angulations. This provides a filtration of the space of three dimensional manifolds
in a way that is very similar to filtrations obtained thanks to quantities such as the
Matveev complexity, the Gromov norm or the Heegaard genus. The properties of
this filtration are under investigation, but I conjecture it can be thought as a new
measure of complexity, with the conjectural property of finiteness. This finiteness
property is what turns the Matveev complexity into an interesting quantity when it
comes to classification of 3-manifolds7.
4.4 More figures.
We show here examples of knot complements GEM representations with ideal boundary.
7In fact the Heegaard genus and the Gromov norm do not possess this finiteness property. There are
for example, infinitely many 3-manifolds of Heegaard genus gH = 2.
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Figure 4.17: A trefoil knot diagram and a GEM representation of the triangulation of its
complement in S3 with ideal boundary are shown. One can read the GEM representation
directly from the diagram. The convention is that color 0 = dotted lines, 1 = red, 2 =
green, 3 = blue. The black dots are the vertices of the GEM graphs.
'
Figure 4.18: On the left a GEM of the Figure eight knot complement obtained by applica-
tion of the algorithm. On the right another GEM of the same knot complement obtained
by enhancing a bit the algorithm on the basis of this specific case. We connect the half-lines
of color 0 in a different way that still produces a Figure eight complement but with less
bubbles of color three and thus with a smaller degree. Moreover on the rightmost GEM
one easily notices several two dipoles that can be reduced lowering the degree by one at
each reduction.
4.4. MORE FIGURES.
Chapter 5
Single Scaling Limit of Tensor
Models
After introducing the colored random tensor models we will express the problem of the 1/N
expansion for tensor models. This is done by discussing this expansion in several settings
for colored models, and also for a model generating the so-called multi-orientable 2-cell
complexes. The leading behaviour of these models is recalled and further results about
the sub-leading terms of these developments established. We end this chapter with a few
comments on the physics and combinatorics.
5.1 1/N expansion of multi-tensor models
5.1.1 Setting the 1/N expansion
In this section we recall the results obtained in [Gur11c, Gur11b, Gur12a] concerning the
expansion of multi-tensor models. We recall here the definition of this multi-tensor model.
Set φki1,··· ,id a set of N
d complex random variables with iα ranging from 1 to N for k ∈ [[0, d]].
Consider the following
Squad = −
∑
k
∑
nk
φ̄knkφ
k
nk
(5.1)
Sint[λ, λ̄] =
λ
ND(D−1)
∑
n
∏
k
φknk +
λ̄
ND(D−1)
∑
n
∏
k
¯φknk (5.2)
S[λ, λ̄] = Squad + Sint[λ, λ̄]. (5.3)
The model is then defined by the generating series:
Z[λ, λ̄] =
∫ ∏
k
dφkdφ̄k exp
(
Squad + Sint[λ, λ̄]
)
. (5.4)
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The quantity of interest is F [λ, λ̄] = − log(Z[λ, λ̄]) generating connected graphs. What has
been shown in [Gur11b,Gur12a] is that F can also be expanded in 1/N , N being the size
of the corresponding array of numbers. In fact these models also produce formal series in
1/N as the coefficients in front of each power of 1/N ranging from −d to +∞ are finite for
a certain range of values of λ, λ̄. In particular, F can be represented as a formal series of
the form
F [λ, λ̄] =
∑
ω∈N
N
d− 2
(d−1)!C [ω](λ, λ̄), (5.5)
where C [ω](λ, λ̄) is given by:
C [ω](λ, λ̄) =
∑
G|ω(G)=ω
(λλ̄)p(G). (5.6)
These coefficients can be seen as being finite in a certain domain for z = λλ̄ (and thus the
1/N expansion exists). Indeed for each value of ω one can choose a jacket J such that gJ ≤
ω for any J . The number of graphs nGJ with a jacket of genus gJ is exponentially bounded
in gJ , nGJ ≤ K(gJ )p, thus the number of graphs mω with degree ω is exponentially
bounded in ω, mω ≤ K ′(ω)p. Consequently the C [ω] exist as functions of λλ̄. F is then a
formal series in N, 1/N .
The first term of this expansion can be computed. In fact the leading graphs are
the so-called (colored) melonic graphs [BGRR11]. The proof is similar (but with further
simplifications) to the one described in Section 5.2.
Definition 17. We call the colored graphs G such that ω(G) = 0 the (colored) melonic
graphs.
At the geometric level the melonic graphs are GEM representations of the sphere Sd.
This is easy to prove, as they can be reduced to the only GEM with two vertices, which
represents a sphere, by d-dipole moves1.
The melonic graphs can be built recursively by inserting d-dipoles on the edges of the
unique colored graphs with two vertices [BGRR11,GS13].
Melonic graphs with a marked edge can be put in bijection with d-ary trees [BGRR11].
This is done as follows. Consider the smallest colored graph G with a marked edge. This
is a melonic graph. Set, without loss of generality, that this marked edge has color 0. It is
adjacent to two vertices v, v̄. There is a natural orientation on this graph v → v̄. Consider
this melon with its marked edges, represent it as a marked vertex V with d + 1 leaves
colored 0 up to d, then
• when inserting a d-dipoles of color i on this smallest melon, change the univalent
vertex of the leaf with color i into a vertex with d + 2 adjacent edges, d + 1 being
new leaves colored from 0 to d.
1Also they, since their degree is 0 they are triangulations of regular genus 0 d-manifolds, and so they are
spheres in any dimension d [Fer82].
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• each times one inserts a d-dipole on an edge of this new graph, one changes the
corresponding univalent vertex into a d+2 valent vertex with d+1 leaves. The order
of insertion of d-dipoles along edges of the original 2 vertices graph should respect
the initial orientation of the edges of the graph, i.e. from v to v̄.
• when inserting d-dipoles on the marked edge of color 0, the new marked edge is chosen
(arbitrarily) to be the edge attached to v.
It is easy to check that this is really a bijection. One can write a functional relation for the
generating series G(z = λλ̄) of these graphs from this algorithm. Then the coefficient of
the first order in z of this generating series is 1. Moreover, we have seen that melons can
be obtained by insertions of d-dipoles on the edges of this unique melonic graph. But a
d-dipole is nothing but a 2-vertices melonic graph with a marked edge. Moreover a d-dipole
has two vertices weighted respectively by λ and λ̄. Lastly, one has d + 1 choices to insert
a d-dipole on the edges of the 2-vertices melonic graph. Then one deduces the following
functional relation
G(z) = 1 + zG(z)d+1. (5.7)
One can find the critical points of this equation:
dz = −d dG
Gd+1
+ (d+ 1)
dG
Gd+2
. (5.8)
At criticality, dz = 0, thus one has
Gc =
d+ 1
d
. (5.9)
One thus finds
d+ 1
d
= 1 + zc
(
d+ 1
d
)d+1
, (5.10)
i.e. zc =
dd
(d+1)d+1
. The combinatorial solution of this equation is unique2, regular at z = 0
and writes Gcomb(z) =
∑
p=0 apz
p
{
a0 = 1,
ap =
∑
{qi}i=1···d+1|
∑
qi=p
aq1 · · · aqd+1 , for p > 0.
(5.11)
This recursion is solved by Fuss-Catalan numbers ap =
1
dp+1
(
(d+1)p
p
)
. This can be showed
by setting ς = Gcomb(z)
ς − 1
ςd+1
= z, (5.12)
2Uniqueness follows from the unicity of the power series expansion.
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then
ap =
1
2iπ
∫
C0
Gcomb(z)
zp+1
dz =
∫
C1
(
(−d) ς
p(d+1)+1
(ς − 1)p+1 + (d+ 1)
ςp(d+1)
(ς − 1)p+1
)
dς, (5.13)
where C0 is a small contour of radius r < |zc| surrounding 0 and C1 a small contour
surrounding 1. Noticing
ςp(d+1)+1 =
p(d+1)+1∑
k=0
(
p(d+ 1) + 1
k
)
(ς − 1)k
ςp(d+1) =
p(d+1)∑
k=0
(
p(d+ 1)
k
)
(ς − 1)k,
we get
ap = −d
(
p(d+ 1) + 1
p
)
+ (d+ 1)
(
p(d+ 1)
p
)
=
1
pd+ 1
(
p(d+ 1)
p
)
. (5.14)
From this result we can compute the critical exponent of Gcomb(z) ∼critical (z − zc)1/2.
5.1.2 Next-to-leading order
Finding the leading term amounts to find the cardinality of the set of graphs with a
marked edge, n vertices and degree ω = (d−1)!2 (d − 2) [KOR14b]. We denote this set of
graph Tp,NLO, where NLO stands for Next-to-Leading Order. We sketch below the ideas
used to compute this contribution.
As stated in Chapter 4, all colored graphs can be constructed from crystallizations
by inserting 1-dipoles. This is of great use for us. In fact, we can easily construct a
list of NLO crystallizations. All these crystallizations are obtained by considering the
fundamental melon graph and performing a 2-dipole insertion in this graph. There are(
d+1
2
)
possibilities for such an insertion. Therefore there are
(
d+1
2
)
crystallizations of degree
(d−1)!
2 (d− 2) in dimension d. See Figure 5.1.
We first consider the 1PI graphs, or in a combinatorial language the bridgeless graphs.
The generating series of bridgeless colored graphs with a marked edge is denoted Σ(z,N).
We have the following well known relation:
G(z,N) = (1− Σ(z,N))−1. (5.15)
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d+ 1
1
2
3
d− 1
d
d+ 1
3
d
d
3
Figure 5.1: On the left the fundamental melon. The middle graph shows a possible choice
of edges for a 2-dipole creation. The chosen edges are the light lines. On the right the
graph after the creation of the 2-dipole associated to this choice of edges.
By expanding the relation, and matching the 1/N term, one finds:
G0(z) =
1
1− Σ0(z)
,
G1(z) = G0(z)Σ1G0(z). (5.16)
We now consider the different possibilities for constructing these graphs. First we fix
our choice of marked edge. It is chosen to be a line of color 0. There are basically three
cases contributing to Σ1:
• either we have the fundamental melon with a marked edge of color 0, and we insert a
NLO graph with a marked edge of color i 6= 0 onto an edge of color i of the marked
fundamental melon,
• or we consider an NLO crystallization of species {0i} with a marked edge of color
zero and we insert a melonic graph with 2 marked edges of color i by breaking the 2
edges of color i of the crystallization,
• or lastly, we start from a crystallization of species {ij} with i, j 6= 0. We choose to
insert a melonic graph with 2 marked edges of a color chosen among i and j breaking
the corresponding chosen edges of the crystallization.
After some algebra this can be translated as a closed equation at the level of generating
series of graphs with marked edges:
G1(z) =
d(d+1)
2 z
2G0(z)
2d+2
(G0(z)− 2)(1− dzG0(z))
. (5.17)
In the next section we describe another model. It generates Feynman graphs that
are 2-cell complexes. They are also called Euler combinatorial maps by combinatorists,
since they have the structure of a three dimensional combinatorial map with Euler type
conditions for the gluing of their vertices [FT14]. At the level of combinatorics they can
be seen as richer, since as we will see, they contain all the 3-dimensional colored graphs.
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5.2 Expansion of multi-orientable model
We study the extension of 1/N expansion for multi-orientable models. This is mainly based
on the paper [DRT14].
5.2.1 Definition of the model
We introduce the i.i.d., m.o. model and we study its symmetries. We consider a complex
field φ taking values in a tensor product of three vector spaces W = E1⊗E2⊗E3. Suppose
we have a Hermitian or real scalar product in each Ei, i = 1, 2, 3. In analogy with complex
matrices, we would like to introduce a Hermitian conjugation for the field φ. Since in any
orthonormal basis, the field has three indices, there is no canonical notion of transposition.
Nevertheless, giving a special role to the indices 1 and 3, which we call outer indices, we
can define a tensor field φ̂ via the relation φ̂kji = φ̄ijk. In the limit of zero dimension for
E2 we recover the usual matrix model conjugation.
A natural action for such a tensor model is:
S[φ] = S0[φ] + Sint[φ],
S0[φ] =
1
2
∑
i,j,k
φ̂kjiφijk, Sint[φ] =
λ
4
∑
i,j,k,i′,j′,k′
φijkφ̂ij′k′φk′ji′ φ̂i′j′k. (5.18)
Let us emphasize that the quadratic part of the action thus defined is positive. A second
remark is that the transposition of the outer indices in the definition of φ̂ implies that
φ̂ ∈ E3 ⊗E2 ⊗E13. The index contractions impose no additional constraints on the space
W .
Let us now suppose that each vector space Ei carries a representation of a Lie group
Gi. The tensor product W then carries a natural representation of the group G1 × G2 ×
G3 namely the tensor product representation. More explicitly, in a given basis the field
transforms as
φ′ijk = ρ1(g1)ii′ρ2(g2)jj′ρ(g3)kk′φi′j′k′ , (5.19)
φ′ijk = ρ1(g1)ii′ ρ2(g2)jj′ ρ(g3)kk′ φi′j′k′ , (5.20)
where ρ are the matrices of the group representations. The corresponding transformation
on φ̂ is:
φ̂′ijk = ρ3(g3)ii′ ρ2(g2)jj′ ρ1(g1)kk′ φ̂i′j′k′ . (5.21)
The natural invariance of the quadratic part in (5.18) is under the unitary groups
Gi = U(Ni). However the interaction term restrains this invariance. The contraction of
the second index of a φ (resp. φ̂) with the second index of a φ (resp. φ̂) field imposes G2
3We can remark here that φ̂ could be interpreted as an object living in the dual of W , but the Hermitian
product provides a canonical isomorphism between W and its dual.
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Figure 5.2: Propagator and vertex of the m.o. model.
to be an orthogonal group O(N2). The action of the m.o. model is thus invariant under
U(N1)×O(N2)×U(N3), and natural m.o. models have a real rather than Hermitian scalar
product on a real inner space E2. The spaces E1 and E3 could be either complex or real,
in which case the invariance is O(N1)×O(N2)×O(N3).
In the limit of vanishing dimension for E2 one recovers the matrix model action
S[M ] =
1
2
Tr[M †M ] +
λ
4
Tr[(M †M)2]. (5.22)
This provides a natural interpolation between random tensors and random matrix models.
In fact this is also true for a colored model in which one of the vector space’s dimension
vanishes. We obtain a Hermitian matrix model with a quartic interaction. For other
vanishing dimensions one does not get a matrix model but a model which is not invariant
under the adjoint action of a (matrix) Lie group.
The Feynman graphs associated to the action (5.18) are built from the propagator
and the vertex of Figure 5.2. These Feynman graphs are stranded graphs but contrary
to the colored graphs they don’t have the full homology turning them into representation
of 3-manifolds. The strands represent the indices of the tensor field (analogous to ribbon
boundaries in the case of the ribbon graphs of matrix models). The (+) and (−) signs
appearing at the vertex represent (respectively) the φ and φ̂ fields occurring in the inter-
action term of the action. The propagator has no twist on the strands (as a consequence
of the form of the quadratic part of the action). The order of the strands (representing
indices) at the vertex is induced by the choice of a cyclic orientation around the vertex.
As in [Tan12], we call these Feynman graphs m.o. graphs. They are stranded graphs for
which there exists a labeling with (+) and (−) at the vertices such that an edge always
connects a (+) sign with a (−) sign, hence edges are oriented.
Finally we equate the dimensions of the three spaces N1 = N2 = N3 = N in order to
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perform a 1/N expansion4. The GFT case corresponds to these three spaces being finite
dimensional truncations of L2(G) where G is a compact Lie group. Indeed, a compact Lie
group has a unique Haar measure and a unique corresponding infinite dimensional space of
square integrable function L2(G). A finite dimensional truncation Ei = L
Λ
2 (G) of this space
can be obtained by retaining Fourier modes (or characters in the Peter-Weyl expansion)
up to some cutoff Λ. This space is finite dimensional and is Hilbertian (since it inherits
the Hermitian product of L2(G)). For instance, in the simplest case of the group U(1),
the truncation which retains modes n ∈ Z with |n| ≤ Λ correspond to a space LΛ2 (U(1)) of
dimension N = 2Λ + 1.
5.2.2 Classification of Feynman graphs
In order to understand the 1/N expansion of this model we have to make some classification
of the generated Feynman graphs with respect to different combinatorial characteristics.
The partition function of the m.o. model is given by:
Z(λ) =
∫
Dφe−S[φ] = e−F (λ). (5.23)
As usual the quantity of interest is its logarithm (up to some normalization),
F (λ) = − ln[Z(λ)] =
∑
G
1
s(G)A(G), (5.24)
where the sum runs over connected vacuum m.o. Feynman graphs G. From now on we
consider only vacuum connected graphs.
Since we do not allow twists on the edges of these models, there is a one-to-one corre-
spondence between these CW-complexes and graphs. We can thus apply to these objects
several results known from graph theory. We call four-edge colorable a graph for which the
edge chromatic number is equal to four.
Proposition 2. The set of Feynman graphs generated by the 3-dimensional colored action
of Section 5.1 is a strict subset of the set of Feynman graphs generated by the m.o. action
(5.18).
Proof. As already mentioned above, the action (5.1) generates Feynman graphs with ex-
actly two colors on each face. The m.o. action (5.18) generates graphs which are four-edge
colorable, but with faces having more than two colors in any coloring choice. An example
of such a graph is given in Figure 5.5 right. Hence, the m.o. graphs form a strictly larger
class than the colored graphs.
Since the generated graphs have maximal incidence number equal to four, we have:
4In GFT a stronger restriction E1 = E2 = E3 is required, because models such as the Boulatov model
[Bou92] include a projector which averages over a common action on these spaces.
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Figure 5.3: Tensor graphs classification.
Proposition 3. A bipartite graph is four-edge colorable.
Proof. The proof is a direct consequence of Theorem 2 of Chapter 12 of [Ber73], which
states that the chromatic number of a bipartite graph5 is equal to the maximum degree of
its vertices. In our case all vertices have constant degree equal to four. Then all bipartite
graphs appearing in the multi-orientable model are four-edge colorable.
We then get the classification of Figure 5.3. Let us also give some examples of different
graphs appearing in each subset of this classification, see Figures 5.4, 5.5, 5.6 and 5.7. An
important example is the one of Figure 5.7 - a graph without tadface (a tadface being a
face “going” several times through the same edge) which is not m.o. . Let us recall that the
condition of multi-orientability discards tadfaces (see Theorem 3.1 of [Tan12]). Figure 5.5
left gives an example of a m.o. graph which is non bipartite (and non colorable). Figure
5.5 right gives an example of a graph which is 4-edge colorable and multi-orientable but not
colorable in the sense of action (5.1). In fact one can check that it has two faces with four
colors, hence this graph cannot be generated by the action of the colored tensor model.
One last example is the graph of Figure 5.7. It can be drawn on the torus (the side of
the box having the same types of arrows being identified). This graph has no tadface and
yet is not multi-orientable. As checked later it has no well-defined jackets.
5.2.3 Combinatorial and topological tools
As we have seen, in the colored case the 1/N expansion [Gur11b] relies on the notion
of jackets. In the multi-orientable case we want to implement a similar 1/N expansion,
hence we need to generalize the notion of jackets. We remark that six strands meet at
any vertex v. In the most general case of all CW-complexes there is no way to split them
5The theorem is stated for bipartite multigraphs.
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0
1
2
3
Figure 5.4: Example of a graph with a tadface which is edge-colorable. The tadface line is
shown in blue. The numbers 0, 1, 2, 3 are the color labels of the edges.
into three pairs av, bv, cv in a coherent way throughout the graph, namely in such a way
that any face is made out only of strands of the same type, a, b or c (see Figure 5.7 for
an example of a stranded graph where such a splitting is impossible). In the m.o. case,
such a coherent splitting is possible. Indeed at each vertex the inner pair of strands (those
acting on the E2 space) is unique and well-defined. Let us say that this pair has type c.
This pair is coherent, that is throughout the graph any face containing an inner strand is
made of inner strands only. But we can also split at each vertex the four outer strands,
or “corner strands”, into two coherent pairs, of opposite strands. Consider indeed a vertex
and turn clockwise around it starting at the inner strand of a φ̂ field, as shown on Figure
5.8. We call the first and third corner strands we meet corners of type a, and the second
and fourth corner strands of type b. Thus the opposite strands at any vertex all have the
same label (see Figure 5.9). Since in a multi-orientable graph all vertices have canonical
orientation, any a (respectively b type) type corner of a vertex always connects to an a
(resp. b) type corner of another vertex, hence faces made out of outer strands are made
either entirely of a strands or entirely of b strands. This can be understood also because
the a strand correspond to the space E3 in W and the b strands to the space E1. The
theory is consistent even for E1 6= E3, hence cannot branch together strands of type a with
strands of type b. Remark also that each edge contains three strands of the three different
types, a, b and c.
Strand type allows one to define the three jackets ā, b̄ and c̄ of an m.o. tensor graph:
Definition 18. A jacket of an m.o. graph is the graph made by excluding one type of
strands throughout the graph. The outer jacket c̄ is made of all outer strands, or equivalently
excludes the inner strands; jacket ā excludes all strands of type a and jacket b̄ excludes all
strands of type b.
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Figure 4: Ex-
ample of a multi-
orientable graph
which is not col-
orable.
0
1
2
3
Figure 5: The “twisted sunshine” is
an example of a m.o. graph which is
4-edge colorable but does not occur
in the colored models.
Figure 6: A 4-edge colorable m.o. graph which is not bipartite.
indexed by an integer called the degree which is the sum of the genera of all jackets.
In particular in dimension 3 colored tensor graphs have three jackets which define three
di↵erent Hegaard splitting of the dual of the underlying (pseudo)manifold [17].
In the multi-orientable case we want to implement a similar 1/N expansion, hence
we need to generalize the notion of jackets. We remark that six strands meet at any vertex
v. In the most general case there is no way to split them into three pairs av, bv, cv in a
coherent way throughout the graph, namely in a way such that any face is made out only
of strands of the same type, a, b or c (see Fig. 7 for an example of a stranded graph where
such a splitting is impossible).
In the m.o. case, such a coherent splitting is possible. Indeed at each vertex the
inner pair of strands (those acting on the E2 space) is unique and well-defined. Let us
say that this pair has type c. This pair is coherent, that is throughout the graph any
face containing an inner strand is made of inner strands only. But we can also split at
each vertex the four outer strands, or “corner strands”, into two coherent pairs, of opposite
strands. Consider indeed a vertex and turn clockwise around it starting at the inner strand
of a  ̂ field, as shown on Fig.8. Call the first and third corner strands we meet type a,
indexed by such ribbon graphs.
7
Figure 5.5: On the left one can see the planar double tadpole as an example of a m.o. graph
which is not colorable. On the right is pictured the ”twisted sunshine” as an example of a
m.o. graph which is 4-edge colorable but does not occur in colorable models.
This definition together with the preceding paragraph leads to Proposition 4.
Figure 5.10 gives an example of a m.o. graph with its three jackets. The rest of this
section is devoted to the following Proposition 4:
Proposition 4. Any jacket of a m.o. graph is a (connected vacuum) ribbon graph (with
uniform degree 4 at each vertex).
Let us emphasize that Proposition 4 does not hold for general non-m.o. graphs, for
example in the case of a graph with a tadface (see Figure 5.11).
Let us now give more explanations on this issue. A priori a 2-stranded graph may not
be a ribbon graph because vertices may be twisted. Remark that this cannot happen for
the outer jacket but may happen for the two the s, see Figure 5.10. In that case we just
have to untwist the vertices coherently throughout the whole graph (i.e. keeping the same
set of faces and the same adjacency relations), as shown in Figure 5.12. This untwisting
procedure can be performed by labelling the strands, then cutting the edges around the
twisted vertex, untwisting the vertex and then reconnecting the strands respecting the
labeling of the strands. This last step may twist the new edges, but since these twists are
introduced locally around the vertex the procedure can be continued coherently on all the
vertices of the graph, resulting in as much twists as necessary along the edges.
Recall that ribbon graphs can represent either orientable or non-orientable surfaces.
Since the adjacency relation are invariant under the untwisting procedure, we can compute
their Euler characteristic directly on the jacket independently of whether their vertices are
twisted or not. Recall again that the Euler characteristic is related to the non-orientable
genus k through χ(J ) = v − e + f = 2 − k, where k is the non-orientable genus, v is the
number of vertices, e the number of dge and f the number of faces. When t e surface
5.2. EXPANSION OF MULTI-ORIENTABLE MODEL
CHAPTER 5. SINGLE SCALING LIMIT OF TENSOR MODELS 81
Figure 5.6: A 4-edge colorable m.o. graph which is not bipartite.
Figure 5.7: A graph without tadface which is not m.o. Edges of the box are identified so
that the graph is drawn on the torus.
is orientable, k is even and equal to twice the usual orientable genus g (so that we recover
the usual relation χ(J ) = 2− 2g).
We give a slightly more general definition of the degree suited to m.o. graphs. The
degree of a m.o. graph G is given by:
Definition 19. Given a multi-orientable graph G, its degree $(G) is defined by
$(G) =
∑
J
kJ
2
,
the sum over J running over the three jackets of G.
In the colored case, all jackets are orientable and this formula gives back the colored
degree. We also notice that the degree is a positive integer or half-integer.
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Figure 5.8: Labeling procedure of a m.o. vertex.
Figure 5.9: This figure shows the three pairs of opposite corner strands at a vertex.
5.2.4 1/N expansion of m.o. i.i.d. model
Let us now organize the series (5.24) according to powers of N , N being the size of the
tensor. Since each face corresponds to a closed cycle of Kronecker δ functions, each face
contributes with a factor N , where N is the dimension of E1, E2 and E3.
A(G) = λvG (kN )−vGNfG , (5.25)
where vG is the number of vertices of G, fG is the number of faces of G and kN is a rescaling
constant. We choose this rescaling kN to get the same divergence degree for the leading
graphs at any order. We first count the faces of a general graph G using the jackets J of
G. From Euler characteristic formula, one has:
fJ = eJ − vJ − kJ + 2. (5.26)
Since each jacket of G is a connected vacuum ribbon graph, one has: eJ = 2vJ . Let us
recall here that the numbers of vertices (resp. edges) of a jacket J of G are the same than
the numbers of vertices (resp. edges) of G. Since each graph has three jackets and each
face of a graph occurs in two jackets, summing (5.26) over all the jackets of G leads to:
fG =
3
2
vG + 3−
∑
J⊂G
kJ
2
=
3
2
vG + 3−$(G). (5.27)
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Figure 5.10: A m.o. graph with its three jackets ā, b̄, c̄.
The amplitude rewrites as:
A(G) = λvG (kN )−vGN
3
2
vG+3−$(G). (5.28)
To get the same divergence degree for the leading graphs at any order, we choose the
scaling constant kN as being equal to N
3
2 . The amplitude finally writes as:
A(G) = λvGN3−$(G). (5.29)
Thus using the expression (5.29) for the amplitude we can rewrite the free energy as a
formal series in 1/N :
F (λ,N) =
∑
$∈N/2
C [$](λ)N3−$, (5.30)
C [$](λ) =
∑
G,$(G)=$
1
s(G)λ
vG . (5.31)
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Figure 5.11: Deleting a pair of opposite corner strands in this tadpole (which has tadfaces),
does not lead to a 2-stranded graph.
Figure 5.12: Untwisting a vertex. The strands are colored in order to clearly make the
correspondence between the strands before and after the untwisting of the vertex.
5.2.5 Leading graphs
As seen on equation (5.30), the graphs which lead the 1/N expansion are those satisfying
the relation $ = 0. Let us now identify them from a combinatorial point of view. In
the colored case the leading graphs, those of degree 0, called melonic graphs [BGRR11],
are obtained by recursive insertions of the fundamental melonic two-point function on any
line, starting from the fundamental elementary vaccum melon (see Figure 5.13). This
fundamental vaccum melon has two vertices and four internal lines and the fundamental
melonic two-point function has two vertices and three internal lines and two external legs
of a fixed color. Melon graphs can be mapped to 3−ary trees, and counted exactly (by
Catalan numbers).
As a first step let us compute the degree of three different m.o. graphs, the “double
tadpole”, the “twisted sunshine”, and the elementary melon.
Consider the jackets of the double tadpole of Figure 5.5 left. Its outer jacket is planar
hence has genus k1 = 2g1 = 0. The second jacket is the one obtained by the elimination of
the two faces of length one. This gives a ribbon graph representation of the real projective
plane RP 2 with non-orientable genus k2 = 1. It can be seen in two ways that the associated
surface is non orientable. The first one is to directly glue a disc D2 on the external face of
the two stranded graph, to get a Möbius band. Then gluing a disc on the remaining face
we get RP 2. Otherwise we can untwist the vertex, obtaining a ribbon graph with one twist
on each edge. This means that we can find a path on the ribbon graph such that the local
orientation is reversed after one turn. Finally the third jacket is equivalent to the first one
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Figure 5.13: Some members of the melonic family.
and represents the sphere. Thus the generalized degree of the double tadpole is $ = 12 .
The twisted sunshine is a bipartite 4-edge colorable graph. Its outer jacket is orientable
(as is always the case for the outer jacket), and it has genus g1 = 1. The two remaining
jackets are isomorphic and represent the real projective plane. They have a non-orientable
genus k2 = k3 = 1. Thus the degree of the twisted sunshine is $ = 2.
The elementary melon [BGRR11] is even simpler. Its first jacket, the outer one, is
planar. The two others also have genus zero (as follows directly from their Euler charac-
teristic). Hence the generalized degree of this graph is $ = 0. This is the first example of
a graph leading the 1/N expansion of the m.o. model.
Let us now determine the class of graphs which are leading in the 1/N expansion.
Theorem 6. Non bipartite m.o. graphs contain at least one non-orientable jacket and thus
are of degree $ ≥ 12 .
Proof. Let G be a non bipartite multi-orientable graph. Then there is at least one odd
cycle in G (see, for example, [Ber73]) with n vertices, n being an odd integer.
Firstly we cut all the edges adjacent to any vertex of the cycle, but which do not belong
to the cycle, and replace them by pairs of half-edges. We distinguish two types of vertices:
1. The first, type I, corresponds to vertices with opposite half-edges
2. The second, type II, corresponds to vertices with adjacent half-edges (i.e. carrying
different labels (+) and (−) at the vertex).
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Figure 5.14: An odd cycle of a non bi-
partite graph (after cutting out all edges
not in the cycle).
Figure 5.15: Different possibilities that
can arise in the type II vertices when one
chooses a jacket with the central strand.
We first notice that the number of type I vertices must be even. This is a direct consequence
of the multi-orientability of the graph. We obtain a cycle of the form of the Figure 5.14.
We know that the outer jacket is orientable hence we search for a non orientable jacket
of type either ā or b̄. In such jackets every vertex is twisted. Suppose the jacket is of
type ā. It contains two corner strands of type b. Either each such corner strand contains
one half-edge (case 1) or one of them contains two half-edges and the other none (case 2).
Figure 5.15 shows all these possibilities. Notice that a type I vertex is always in the case
1. Moreover it can be checked that if a type II vertex is case 1 for ā then it is case 2 for b̄.
Each type I vertex, when untwisted, introduces one twist on one of its adjacent edges.
A vertex of type II, when untwisted, introduces on its adjacent edges one twist in case 1
and none in case 2. An odd total number of twists along the cycle implies that the jacket
is non orientable. Since the number of type I vertices is even, the number of type II
vertices is odd. Hence either jacket ā or jacket b̄ must have an odd number of type I case
1 vertices (as case 1 and 2 are exchanged when ā and b̄ are exchanged). Then that jacket
is non orientable. As long as one non orientable jacket has been found (as can be done in
following the steps described above), the degree of the graph must be at least 12 .
Let us now state the following:
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Proposition 5. If G is a bipartite vacuum graph of degree zero, then G has a face with
two vertices.
Proof. Let’s call Fp the number of faces of length p, lρ the length of the ρth face. We
have the following identities:
∑
p≥1
Fp = FG =
3
2
VG + 3, (5.2.1)
∑
ρ
lρ =
∑
p≥1
pFp = 6VG . (5.2.2)
Let us recall here that for bipartite graphs there cannot be faces of length one. We now
write equation (5.2.1) as:
4F2 + 4
∑
p≥3
Fp = 6VG + 12, (5.2.3)
2F2 +
∑
p≥3
pFp = 6VG . (5.2.4)
We then get by substracting the second line from the first one:
2F2 = 12 +
∑
p≥3
(p− 4)Fp. (5.2.5)
Since F3 = 0, this implies that F2 > 0. .
We notice that this lemma remains true for non bipartite graphs but with odd cycles
of minimum length 5.
Proposition 6. If G is null degree bipartite vacuum graph, then it contains a three-edge
colored subgraph with exactly two vertices.
Proof. From the previous proposition we know that G has a face with two vertices,
which we denote by f1. Since G is bipartite, we can choose a four-coloration of its edges.
Once we have chosen a coloration, f1 has two colors, denoted by i and j. We then consider
the jacket J not containing the face f1. Since $(G) = 0, this jacket J is planar and of the
form of Figure 5.16. We delete the two lines of color k and we get a new ribbon graph J ′.
Since the number of vertices and faces does not change, and the number of edges decreases
by two, we have
χ(J ′) = χ(J ) + 2 = 4 (5.2.6)
and thus J ′ has two planar components. This implies that G is two particle reducible for
any couple of colored lines touching i, j. The graph G is thus of the form of Figure 5.17.
If the subgraph Gq is empty then the lines of color different of k form a subgraph with
three colors. Otherwise, we cut the external lines of Gq and reconnect the two external
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Figure 5.16: Form of the jacket not containing the face with two vertices
Figure 5.17: Form of the graph G.
half lines into a new line of color q; we call the resulting new graph G̃q. One remarks that
the bipartite character is conserved through this procedure. Moreover G̃q is of null degree,
thus from the previous proposition it has a face of length two. We can thus apply the same
reasoning, recursively, to this graph. Finally, the graph G is of the form of Figure 5.18.
We have thus proved in these last two sections the main result of this chapter:
Theorem 7. The i.i.d., m.o. model (5.24) admits a 1/N expansion whose leading graphs
are the melonic ones.
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Figure 5.18: Form of the graph G. It is made of successive insertion of three-edge colored
subgraphs with two vertices on the edges of a ”bigger” graph.
5.2.6 Next-to-leading order multi-orientable graphs.
It is possible to identify the graphs that contribute to the next-to-leading order (NLO) of
the m.o. model. This has been done in [RT15]. As we have seen, the m.o. model contains
graphs with a possibly non-orientable jacket. This implies that the NLO term is computed
from the set of graphs with $ = 1/2. It is a non empty set as the planar double tadpole
of Figure 5.5 is of (generalized) degree $ = 1/2.
In fact one can construct all the NLO graphs of the m.o. model from it, the idea being
roughly the same as the one leading to construction of the NLO graphs for multi-tensor
model. One defines a generalization of crystallization called core graphs.
Definition 20. A NLO core graph is a connected graph G, which is multi-orientable, and
with no melonic sub-graphs.
To be more precise let us explain what we mean by sub-graphs here. A sub-graph here
in this case is a graph that is obtained by choosing two edges and cutting them in half such
that it leads to two disconnected components. Then one has to glue half-edges belonging
to the same connected components together and check whether or not the resulting graphs
are melonic.
One then can show that the only NLO core graph is the planar double tadpole of Figure
5.5:
Proposition 7. The only NLO core graph of the m.o. model is the planar double tadpole.
The idea goes as follows. Since $ = 1/2, the outer jacket is planar. This leads to a
first constraint on the number of vertices of the graph
Fouter = vG + 2. (5.2.7)
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Moreover we have from 5.27,
1/2 = 3 +
3
2
vG − (Fouter + Finner) = 3 +
1
2
vG + Finner. (5.2.8)
Notice that the inner faces have to cross each other at vertices of the graphs. For a NLO
core graphs one shows that if Finner ≥ 2 then all inner faces have to cross another inner
face at least twice. In fact it is easy to convince oneself that otherwise a NLO core graph
would be disconnected and thus we would have a contradiction.
However one can show that if two inner faces cross each other (twice) in a NLO core
graph then it has a 2-bridge (i.e. the graph can be disconnected by cutting two edges).
Nevertheless one has the following lemma [RT15],
Lemma 1. A NLO core graph of the m.o. model has no 2-bridge.
Thus one obtains that the inner faces have to cross at least four times. But in this case
a simple calculation shows that $ ≥ 1 ⇒ Finner = 1 and so V = 1. By simple inspection
one gets that the only NLO graph is the one of Figure 5.5. After that, one essentially shows
that all NLO m.o. graphs are obtained by inserting melonic m.o. graphs with a marked
edge on the edges of the planar double tadpole.
The 2-point function is computed by realizing that one has to
- either mark an edge on the planar double tadpole and insert melonic m.o. graphs
with a marked edge on the non marked edge
- or start from the 2-vertex melonic m.o. graph with a marked edge and to insert one
NLO graph with a marked edge on one non marked edge of the melonic m.o. graph and
inserting melonic graphs on the other edges to obtain the NLO bridgeless m.o. graphs.
Through the usual relations (5.16), we can translate this to the generating series of
NLO m.o. graphs with a marked edge. This allows us to compute
Gm.o.1/2 =
λ(Gm.o.0 (λ))
3
1− 3λ2(Gm.o.0 (λ))4
. (5.2.9)
From this equation we deduce the critical behaviour of Gm.o.1/2
Gm.o.1/2 ∝ (λ2 − λc)−1/2. (5.2.10)
Thus the corresponding critical exponent (the “string susceptibility”) at leading order is
γ1/2 = 3/2, the same than in [KOR14b].
5.3 Generic 1-tensor model.
The N → ∞ limit can also be rephrased in the context of a generic 1-tensor model. The
2-point function is given as the mean value of T · T .
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+
∑
i t4,i +
∑
i t6,i +
∑
i,j t6,{ij}
i i i
i
i i i
j j
+ · · ·
Figure 5.19: The heavier black invariant corresponds to a marked invariant of order two. It
can be seen as a triangulation of the spherical boundary. The other invariants are connected
to this marked invariant through lines of color zero. They come from the expansion of the
exponential in the integral.
The two point function of the generic tensor model is computed at leading order as:
G0({tB}, N) = [N0]
1
Nd−1
〈T · T 〉. (5.3.11)
Graphically, 〈T · T 〉 is represented by the only colored graph with two vertices. As we
have seen in Chapter 4, the amplitude of this invariant is obtained by contracting edges of
color zero between vertices of invariants. For the generic tensor model one has, at leading
order, that only melonic invariant contributes. Moreover the edges of color zero have to
be contracted in a melonic way. Some typical graphs contributing to the leading order
evaluation of the 2-point function are shown in Figure 5.19. From this analysis follows that
the graphs contributing to the two point function at leading order are melonic graphs with
one marked bubble with two vertices. The number of these graphs is exactly the same than
the number computed in the first section. Indeed it suffices to erase the marked bubble and
reconnect the two resulting half-edges of color 0 to obtains melonic graphs with a marked
edge counted before.
5.4 Conclusion
In this chapter we have described the 1/N expansion of tensor models. We explored first
the multi-tensor model, then the multi-orientable model. They show essentially the same
behaviour, however the multi-tensor model is able to produce well defined triangulations
of pseudo-manifolds in any dimension. The multi-orientable model, in contrast, is defined
only in dimension 3. It generates 2-cell complexes from which there is, a priori, no canon-
ical way to retrieve a manifold or pseudo-manifold structure. However its combinatorics is
richer, hence it is definitely an interesting model. A challenging open question would be
to extend it to dimensions larger than 3. The study of different scaling limits may be the
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source of new critical behaviours.
The generic 1-tensor model can be related to the multi-tensor model. In fact if one
integrates out all tensor fields but one, one obtains the generic 1-tensor model for a specific
choice of the coupling constant tB = (λλ̄)
p(B).
From this exposition, one sees that the degree plays a central role in the tensor frame-
work as this combinatorial quantity drives the 1/N expansion, classifying triangulations
with respect to some combinatorial quantity that relates to embedded surfaces in the
pseudo-manifold.
5.4. CONCLUSION
Chapter 6
Double Scaling Limit of Tensor
Models
This chapter is concerned with the double scaling limit of random tensor. This concept
already appears in matrix models and is of importance as it has been thought to give a non-
perturbative definition of String Theory. Moreover this limit is related to some integrable
structures present in matrix models. The generalization of this concept is motivated by
the need to explore new geometrical phases in tensor models. The phase corresponding
to a double scaling limit should be a continuum limit for the triangulated space, but in
such a way that not only melonic triangulations contribute to the obtained phase. One
can hope that these new triangulations bring enough new geometrical features to change
the branched polymers (Aldous random tree) behavior of the melonic phase [GR14]. The
results presented here are mostly extracted from [DGR13].
6.1 Double scaling of matrix models.
In this section, we introduce the double scaling limit in the context of matrix models. This
is well known in the literature (see for instance [DFGZJ95]). For explanatory purpose, let
us consider the following model
Z[N, t] =
∫
HN
dM exp(−N(1
2
Tr(M2) +
t
4
Tr(M4))). (6.1.1)
The double scaling limit is defined as the asymptotic of the correlation functions in x when
both N → ∞ and t → tc in a correlated way, such that x = N(t − tc)α is kept constant
for some well chosen value of α. In fact, the formal model is a natural formal series in
N,N−1. Their coefficients are functions of t with a common singular point at tc negative.
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Consequently it writes as,
F = log(Z) =
∑
g≥0
N2−2gFg(t), (6.1.2)
where Fg(t) is the generating series of the genus g ribbon graphs. All Fg are holomorphic
in a given domain and meet a singularity at t = tc. The behaviour of Fg at tc is of the
form
Fg ' Kg(tc − t)
1
2
(2−γ)χ(g), (6.1.3)
with1 γ = − 1m for some m ≥ 2, Kg some constant and χ(g) = 2 − 2g. Setting x =
N−1(t− tc)
γ−2
2 , we obtain an asymptotic expansion of F
F =
∑
g≥0
x2g−2Kg. (6.1.4)
This asymptotic expansion is not summable in general. This is due to the behaviour
of the coefficients Kg that are all positive. Moreover the Kg behave as (2g)! as in fact
combinatorially the resulting series sums all Feynman graphs. However, when treating the
problem with convergent matrix integrals instead of formal ones, in some cases it is possible
to derive a well defined double scaling limit using techniques that are not presented in this
manuscript. See for example [BI02]. The next section generalizes the idea presented here
for tensor models.
6.2 Double Scaling of melonic T 4 tensor model.
In this section we deal with a specific tensor model. The melonic T 4 model. The results
of this section are extracted from [DGR13]. The quartically perturbed Gaussian tensor
measure with which we will deal in this chapter (see [Gur14]) is the simplest interacting
tensor model, with measure
dµ =
1
Z(λ,N)
(∏
~n
Nd−1
dT~ndT̄~n
2πı
)
e−N
d−1S(4)(T,T̄ ) , (6.2.5)
S(4)(T, T̄ ) =
∑
~n
T~nδ~n~̄nT̄~̄n + λ
d∑
i=1
∑
nn̄
T~nT̄ ~̄mT~mT̄~̄n δnim̄iδmin̄i
∏
j 6=i
δnj n̄jδmjm̄j ,
with Z(λ,N) some normalization constant.
Some explanations here are in order. The d different quartic interactions correspond to
those of Fig. 6.1, namely to the leading quartic melonic stable interactions at tensor rank
(i.e. dimension) d. We deal with this problem by using the intermediate field representation
of this model. It has been first introduced in [Gur14] in order to give a constructive
(convergent) meaning to the integral of tensors.
1γ = − 1
2
in the specific model introduced above.
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Figure 6.1: The model is obtained by perturbing the Gaussian measure by the invariants
shown on the figure for i ∈ [[1, d]].
The melonic interactions turn out to be the easiest ones to decompose according to
intermediate fields. Higher order stable melonic (or even submelonic) interactions can
in principle be treated as well by the same method but require more intermediate fields
[RW10]. In principle, each of the d interactions can have its own different coupling constant
λi, but in this work we treat only the symmetric case in which all λi are equal to λ.
The idea of the double scaling is the following. When sending λ to λc, the melons
become critical. One can then restrict to graphs Ḡ with no melonic subgraphs and sum,
for every such graph, the family of graphs obtained by arbitrary insertions of melons. This
will lead to an expansion of the two point function
G2 = G2,melon +
∑
Ḡ
1
Nh(Ḡ)
1
(λ− λc)e(Ḡ)
= G2,melon +
∑
e≥1
∑
Ḡ,e(Ḡ)=e
( 1
Nh(Ḡ)/e(Ḡ)(λ− λc)
)e
(6.2.6)
where h(Ḡ) is the scaling with N of Ḡ, e(Ḡ) counts the number of places where we can
insert melons in Ḡ. We now select the family of graphs for which h(Ḡ)/e(Ḡ) is minimal.
Denoting this minimal value α, the two point function becomes
G2 = G2,melon +
∑
e≥1
[ ∑
Ḡ,e(Ḡ)=e,α(Ḡ)=α
( 1
Nα(λ− λc)
)e
+
∑
Ḡ,e(Ḡ)=e,h(Ḡ)/e(Ḡ)>α
( 1
Nh(Ḡ)/e(Ḡ)−αNα(λ− λc)
)e]
. (6.2.7)
When tuning λ to λc while keeping N
α(λ−λc) fixed the last sum cancels and all the terms
in the first sum admit a well defined limit. The expansion obtained in this limit is an
expansion in a new double scaled parameter x = Nα(λ − λc). The rest of this chapter is
dedicated to establishing (6.2.7). From now on we denote z = −2λ.
We use the intermediate field representation introduced in [Gur14] as it leads to a very
convenient organization of the set of graph with respect to their weight in N . In fact in
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i i
Figure 6.2: Interaction terms of the quartically perturbed gaussian measure of T 4 melonic
tensor model. There is one such invariant for each color i. The graphs generated by this
tensor model are made of this building blocks linked by additional lines of color 0.
this representation the melonic graphs introduced before are exactly trees. This allows
one to track more easily the factor of N. The rough idea is that the graph of a melonic
T 4 tensor model are made with building pieces of the form Fig. 6.2 that are linked by
lines of color 0 (see Fig. 6.3). As seen on Fig. 6.3 the cycles made of lines of color 0
and d-dipoles are oriented. We can use this property to transform these cycles into ribbon
vertices (i.e. vertex with a cyclic orientation of the lines adjacent to it). The fat edges
ending to these ribbon vertices then being the double lines of a given color leaving the
d-dipoles. This is shown on Fig. 6.4. The intermediate field representation amount to a
change of integral representation of the generating function of the melonic tensor model.
This new representation is better expressed in term of the new ribbon graphs. This is
useful in particular for constructive theory [Gur14].
6.2.1 Graphs classification: Pruning and Grafting.
We now work with the formal series, i.e. with the perturbative expansion of the theory.
The form of the obtained graphs is presented for instance on Fig. 6.4. The associated
Feynman rules are described in [Gur14]. It is a bit lengthy, thus it is not reproduced here.
From now on we denote V (G) = n the number of vertices, E(G) = n−1+L the number
of edges and F (G) the number of faces of the map G. The ciliated vertex in G corresponds
to the external faces of the two point function G2.
To every mapG we will associate a map Ḡ which captures all its essential characteristics.
The map Ḡ is obtained through the operations of pruning and reduction defined below.
There exists an infinity of maps G which correspond to the same Ḡ. All such G sum
together and yield a contribution associated to Ḡ. The perturbative series can then be
re-indexed in terms of Ḡ and the double scaling limit is analyzed in terms of Ḡ.
We now remove iteratively all non-ciliated vertices of coordination one of G. This is
called pruning. For simplicity, in the sequel we shall refer to maps as graphs.
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Figure 6.3: An orientation of the lines of color 0 (shown using dashed lines here), conven-
tionally chosen to be from black to white vertices, induces an orientation of the cycles made
of lines of color 0 and d-dipoles. This can be exploited to make up a bijection between
the set of tensor model graphs and a set of 2-dimensional combinatorial maps that are
generated by a matrix model.
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Figure 6.4: The cycles made of lines of color 0 and d-dipoles of the graph of the left are
mapped to the grey vertices of the graph on the right. The orientation of the grey vertices
induced from the orientation of the cycles is shown. The double lines of colors i and j are
mapped to edges of a ribbon graph with color respectively i and j.
6.2. DOUBLE SCALING OF MELONIC T 4 TENSOR MODEL.
CHAPTER 6. DOUBLE SCALING LIMIT OF TENSOR MODELS 99
Definition 21. A reducible leaf of G is a vertex of G of coordination 1 which is not the
ciliated vertex. The pruned graph G̃ associated to G is obtained by removing inductively
all reducible leaves and their unique attaching edge.
Pruning
Figure 6.5: Pruning
The pruned graph is therefore obtained by removing from G all rooted tree subgraphs
with only reducible leaves, see Fig. 6.5. Again the map π1 : G → π1(G) = G̃ is onto but
not one to one. Remark that the pruned graph G̃ is never empty, as it contains at least the
ciliated vertex. It also contains L independent cycles, like G. Remark also that pruning is
compatible with the coloring: the initial graph G is colored, and the corresponding pruned
graph G̃, which is a subgraph of G, is also colored.
The “inverse” operation of pruning is grafting: the initial graph G is obtained by
grafting some (possibly empty) rooted plane tree on each corner of the pruned graph G̃
(see Fig. 6.6). Considering all the possible graftings on G̃ reconstructs the entire family of
graphs G which reduces to G̃ by pruning.
Remark that the pruned graph G̃ has fewer vertices and fewer edges than G. However,
at every step in the pruning process the number of edges and vertices of the graph decreases
by 1, hence G̃ and G have the same number of cycles
L(G̃) = E(G̃)− V (G̃) + 1 = E(G)− V (G) + 1 = L(G) . (6.2.8)
Furthermore, all the graphs G corresponding to the same pruned graph G̃ have the
same scaling in N . Indeed, when deleting an univalent vertex (and the edge connecting it
to the rest of the graph, say of color c) the number of faces of the graph decreases by d−1,
as all the faces of color c 6= c′ containing the vertex are deleted, but the face of color c is
not. Hence
−1−
(
E(G) + 1
)
(d− 1) + F (G) = −1−
(
E(G̃) + 1
)
(d− 1) + F (G̃). (6.2.9)
Definition 22. A one particle irreducible component G̃k (1PI) of a pruned graph G̃ is a
maximal (non empty) connected set of edges, together with their attached vertices, which
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After Grafting
Figure 6.6: Grafting
cannot be separated into two connected components by deleting one of its edges. The ciliated
vertex can either be part of a one particle irreducible component, or not, in which case it
is called bare. An irreducible component of a pruned graph G̃ is either a one particle
irreducible component G̃k, or the ciliated vertex if it is bare.
Remark that since each one particle irreducible component must include at least one
loop edge (i.e. it must have at least a cycle), the number p(G̃) of irreducible components
in a pruned graph G̃ with L loops is at least 1 and at most L+ 1, and if p(G̃) = L+ 1, the
ciliated vertex must be bare.
6.2.2 Reduction.
We now remove all non-ciliated vertices of coordination 2. This is called reduction.
Definition 23. A vertex of a pruned graph is called essential if it is of degree strictly
greater than 2 or if it is the ciliated vertex. A bar of a pruned graph is a maximal chain of
edges with internal vertices all of degree 2. The number of essential vertices and of bars of
a pruned graph G̃ will be noted V e(G̃) and B(G̃).
If we picture each bar of a pruned graph G̃ as a (fat) edge, we obtain a new graph Ḡ
associated to G̃, which is made of V (Ḡ) = V e(G̃) vertices plus E(Ḡ) = B(G̃) (fat) edges
between them (see Fig. 6.7). It has still the same number L(Ḡ) = L(G̃) = L(G) ≡ L of
independent cycles as G̃ and G, and every tree of Ḡ has E(Ḡ)− L edges.
Lemma 2. We have E(Ḡ) ≤ 3L − 1, and V (Ḡ) ≤ 2L. Moreover E(Ḡ) = 3L − 1 implies
that every vertex of Ḡ is of degree 3, except the ciliated vertex vc which is of degree 1.
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Reducing
Figure 6.7: Reduction of a pruned graph
Proof. Let dv be the degree of vertex v ∈ Ḡ. We have dv ≥ 3 for any v except maybe for
the ciliated vertex, with degree dc. Furthermore V (Ḡ) − 1 + L = E(Ḡ), as Ḡ can always
be decomposed into a tree of V (Ḡ)− 1 edges plus a set of L loop edges. We have
2E(Ḡ) =
∑
v
dv ≥ 3(V (Ḡ)− 1) + dc = 3(E(Ḡ)− L) + dc (6.2.10)
which proves that E(Ḡ) ≤ 3L−dc ≤ 3L−1. Equality can happen only if dv = 3 for v 6= vc
and dc = 1. Finally since Ḡ is connected E(Ḡ) = V (Ḡ) − 1 + L , hence E(Ḡ) ≤ 3L − 1
implies V (Ḡ) ≤ 2L.
If a chain of edges of G̃ which we reduce is made of edges all with the same color c,
we color the new fat edge in Ḡ with c. If on the contrary the chain of edges contained at
least two edges of two different colors, we will call the fat edge multicolored, and we will
associate to it an index m.
Definition 24. A reduced graph Ḡ is a regular graph with one ciliated vertex, such that
all other vertices have coordination at least 3, plus the choice of a color c or a label m on
any of its edges. Forgetting the labels, one gets an associated unlabeled reduced graph.
The reduction operation π2 is now well-defined from the category of (colored) pruned
graphs to the category of reduced graphs. The map π2 : G̃ → π2(G̃) = Ḡ is onto but
not one to one. The reverse of the reduction map, called expansion, expands any edge
into an arbitrarily long chain with degree 2 intermediate vertices, and sums over colorings
compatible with the colors or the label m.
We denote Em(Ḡ) the number of multicolored edges of the reduced graph Ḡ. We define
the (possibly disconnected) graph Ḡc as the subgraph of Ḡ made of all the vertices of Ḡ
and all the edges of color c. As Ḡc is a map, it has a certain number of faces, F (Ḡc), and
a total genus g(Ḡc) (i.e. the sum of the genera of the connected components of Ḡc). We
denote the number of cycles of Ḡc by L(Ḡc).
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Lemma 3. The scaling with N of all the pruned graphs associated to the reduced graph Ḡ
is
−dL(Ḡ) + 2
∑
c
L(Ḡc)− 2
∑
c
g(Ḡc) . (6.2.11)
Proof. The scaling with N of a pruned graph G̃ is
−1−
(
E(G̃) + 1
)
(d− 1) + F (G̃) . (6.2.12)
When deleting a bivalent vertex on an unicolored edge of color c the number of edges of the
graph decreases by 1 and the number of faces by d−1 (one for each c′ 6= c). On the contrary,
when deleting all the bivalent vertices on a multicolored edge with p intermediate vertices,
the number of edges decreases by p, and the number of faces by d − 2 + (d − 1)(p − 1),
hence the scaling with N writes in terms of the data of the reduced graph as
−1−
(
E(Ḡ) + 1
)
(d− 1)− Em(Ḡ) +
∑
c
F (Gc) . (6.2.13)
The graphs Gc have C(Gc) connected components, V (Gc) vertices, E(Gc) edges and total
genus g(Gc), hence the scaling with N writes
−1−
(
E(Ḡ) + 1
)
(d− 1)− Em(Ḡ)
+
∑
c
(
−V (Gc) + E(Gc) + 2C(Gc)− 2g(Gc)
)
. (6.2.14)
The number of connected components of Gc can be computed in terms of the number of
cycles, E(Gc) = V (Gc)− C(Gc) + L(Gc), and we get
−1−
(
E(Ḡ) + 1
)
(d− 1)− Em(Ḡ)
+
∑
c
[
−V (Gc) + E(Gc) + 2
(
V (Gc)− E(Gc) + L(Gc)
)
− 2g(Gc)
]
= −1−
(
E(Ḡ) + 1
)
(d− 1)− Em(Ḡ)
+
∑
c
(
V (Gc)− E(Gc) + 2L(Gc)− 2g(Gc)
)
. (6.2.15)
As V (Gc) = V (Ḡ) and E(Ḡ) = E
m(Ḡ) +
∑
cE(Gc) we rewrite this as
−1−
(
E(Ḡ) + 1
)
(d− 1)− E(Ḡ) + dV (Ḡ) +
∑
c
(
2L(Gc)− 2g(Gc)
)
, (6.2.16)
and using E(Ḡ) = V (Ḡ)− 1 + L(Ḡ) the lemma follows.
Summing the family of graphs which, through pruning and reduction, lead to the same
reduced graph Ḡ we obtain the amplitude of Ḡ.
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Theorem 8. The amplitude of a reduced graph Ḡ is
A(Ḡ) = N−dL(Ḡ)+2
∑
c L(Ḡc)−2
∑
c g(Ḡc) T (dz)1+2E(Ḡ) (6.2.17)
( z
1− zT 2(dz)
)∑
c E(Ḡc)
( d(d− 1)z2T 2(dz)
[1− dzT 2(dz)][1− zT 2(dz)]
)Em(Ḡ)
.
The proof of this theorem is presented in subsection 6.2.4.
A further simplification comes from the fact that the 1PR bars of Ḡ do not in fact need
any label c or m. This comes from the fact that such graphs have the same scaling in N ,
but the graphs with colored 1PR edges are suppressed in the double scaling limit: one can
chose to group together or not the graphs which differ only by the label of their 1PR bars
without changing the double scaling limit. Indeed, if one combines together all the reduced
graphs differing only by the labels of the 1PR edges (which in this case we call free) one
gets a contribution
N−dL(Ḡ)+2
∑
c L(Ḡc)−2
∑
c g(Ḡc) T (dz)1+2E(Ḡ)( z
1− zT 2(dz)
)∑
c E(Ḡc)
( d(d− 1)z2T 2(dz)
[1− dzT 2(dz)][1− zT 2(dz)]
)Em(Ḡ)
( dz
[1− dzT 2(dz)]
)Efree(Ḡ)
, (6.2.18)
having the same critical behavior as (6.2.17), where Efree (Ḡ) denotes the number of free
edges of Ḡ and Em(Ḡ) the number of multicolored edges in Ḡ.
6.2.3 Cherry Trees
Definition 25. A reduced graph with L(Ḡ) loops and one cilium is called a cherry tree
(or, in short a cherry) if E(Ḡ) = 3L(Ḡ)− 1, L(Ḡ) = ∑c L(Ḡc), and V (Gc) = C(Gc).
Remark that such a graph is a rooted binary tree made of multicolored edges, with
L(Ḡ) + 1 univalent vertices (the leaves and the root) and L(Ḡ)− 1 trivalent vertices deco-
rated by one self loop of color c = 1, . . . , d on each of its leaves. Indeed, E(Ḡ) = 3L(Ḡ)− 1
implies that the root vertex is univalent and all other vertices are trivalent, V (Gc) = C(Gc)
implies that all the connected components of Gc have exactly one vertex, L(Ḡ) =
∑
c L(Ḡc)
and the fact that all vertices except the root are trivalent implies on one hand that L(Ḡ)
vertices are decorated by self loops of a fixed color, and on the other that the graph ob-
tained by erasing these self loops has no more cycles and is connected, hence is a tree (see
Fig. 6.8).
The mixed pruned expansion for the two-point function then splits into two parts, the
sum over cherry trees and the rest, which is the sum over all other graphs:
GL2 (z,N) = GL2,cherry(z,N) + GL2,rest(z,N). (6.2.19)
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Figure 6.8: An example of cherry tree
The next step is to change z to the rescaled variable x = Nd−2(zc − z) with zc = (4d)−1,
GL2,cherry(z,N) = GL,x2,cherry(N); GL2,rest(z,N) = G
L,x
2,rest(N) (6.2.20)
and to consider now at fixed L and x the asymptotic expansion of these quantities when
N →∞.
Our main result is that in this regime the cherry trees contribution GL,x2,cherry(N) has
a leading term proportional to N1−d/2 with a coefficient which can be computed exactly,
and that for 3 ≤ d ≤ 5 this leading term dominates all the rest by at least one additional
N−1/2 factor:
Theorem 9 (Main Bound). For 3 ≤ d ≤ 5, L ≥ 1 fixed and for x in some neighborhood
of xc =
1
4(d−1) , we have
GL,x2,cherry(N) = N1−d/2
8
√
dCL−1
[16(d− 1)]L x
−L+1/2 +O(N1/2−d/2) , (6.2.21)
where CL−1 =
1
2L−1
(
2L−1
L−1
)
is the Catalan number of order L − 1. Moreover there exists a
constant KL such that
|GL,x2,rest(N)| ≤ N1/2−d/2 KL x−
3
2
L+ 1
2 . (6.2.22)
Thus for d < 6 the cherry trees yield the leading contribution in the double scaling limit
N → ∞, z → zc, x = Nd−2(zc − z) fixed. However remark that there is a certain degree
of arbitrariness in the separation between cherry trees and the rest. The cherry trees are
just the simplest convenient sub series displaying the leading double scaling behavior. The
rest term is less singular, which means that adding part of it to the cherry trees would
typically not change the nature of the singularity. However adding all graphs at once would
certainly at some point meet the problem of divergence of perturbation theory2.
2Hence analytic continuation of the Borel sum might be the ultimate justification of (multiple) scalings.
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Figure 6.9: A cherry tree in the direct representation and in the LVE representation.
6.2.4 Reduced graphs amplitudes
We prove in this section Theorem 8.
The family of pruned graphs associated to Ḡ is obtained by arbitrary insertions of
bivalent vertices on any of its edges. The grafting operation adds arbitrary trees with
colored edges independently on each of the corners of the pruned graphs. From (??) each
edge of a graph has a weight z.
We denote T (z) the generating function of plane trees with weight z per edge
T (z) =
∑
n≥0
1
2n+ 1
(
2n+ 1
n
)
zn , T (z) = 1 + zT 2(z) , T (z) =
1−
√
1− 4z
2z
.(6.2.23)
As the edges of the LVE trees have a color 1, . . . d on each edge, their generating function
is T (dz). We have
T (dz) = 1 + dzT 2(dz)⇒ 1− dzT 2(dz) = 2− T (dz) = T (dz)
√
1− 4dz . (6.2.24)
Every corner of a pruned graphs represents a place where a tree can be inserted, hence
has a weight T (dz). Exactly 1 + 2E(Ḡ) of the corners of the pruned graph G̃ appear in
the reduced graph Ḡ, hence the corners of Ḡ bring in total a factor
T (dz)1+2E(Ḡ) . (6.2.25)
The weight of the edges of the reduced graph are obtained by summing over the number
of intermediate bivalent vertices in the associated pruned graphs from 0 to infinity. Every
intermediate vertex brings two new corners and a new edge, hence a factor zT (dz)2. As a
function of the label c or m of the edge in Ḡ we distinguish several cases:
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• The edge in Ḡ has a color c. Then all the intermediate edges in G̃ have the same
color, and we get a total weight
∞∑
k=0
zk+1T 2k(dz) =
z
1− zT 2(dz) (6.2.26)
• The edge in Ḡ has an index m. Then there must be at least two edges of different
colors in G̃ which are replaced by the edge m, hence the weight is
∞∑
k=0
dk+1zk+1T 2k(dz)− d
∞∑
k=0
zk+1T 2k(dz)
=
dz
1− dzT 2(dz) −
dz
1− zT 2(dz)
=
d(d− 1)z2T 2(dz)
[1− dzT 2(dz)][1− zT 2(dz)] . (6.2.27)
Note that if we were to consider the 1PR edges free, there weight becomes
dz
1− dzT 2(dz) . (6.2.28)
Putting together the scaling in Lemma 3 with the contributions of (6.2.25), (6.2.26) and
(6.2.27) proves Theorem 8. We present here some low order examples of reduced graphs
and their amplitudes.
Zero Loop. At the leading order in 1/N only the trees with zero loops contribute. By
pruning they reduce to the single ciliated vertex, which we call the graph Ḡ0
3. The series
of graphs G corresponding to this trivial pruned graph is obtained by grafting a plane tree
with colored edges on the single corner of the ciliated vertex, hence
A(Ḡ0) = T (dz) . (6.2.29)
reproducing the result of [Gur14] and rederived in Chap. 5.
One Loop. The first 1/N corrections arise from graphs having one loop edge. There are
two reduced graphs, see Fig. 6.10 showing two of the pruned graphs corresponding to each
of the two reduced graphs.
Consider the leftmost graph. If the loop edge in Ḡ has a color c we get an amplitude
1
Nd−2
T (dz)3
z
1− zT 2(dz) , (6.2.30)
3The reduction is trivial in this case as there are no two valent vertices in the pruned graph.
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Figure 6.10: Two pruned graphs in the 1 loop case
while if the loop edge is multicolored we get an amplitude
1
Nd
T (dz)3
d(d− 1)z2T 2(dz)
[1− dzT 2(dz)][1− zT 2(dz)] (6.2.31)
For the graph on the right hand side the loop edge and the 1PR edge can be either
unicolored or multicolored. Denoting l the self loop and t the vertical edge we get in each
case the amplitude
l = c; t = c
1
Nd−2
T (dz)5
( z
1− zT 2(dz)
)2
l = c; t = c′ 6= c 1
Nd−2
T (dz)5
( z
1− zT 2(dz)
)2
l = c; t = m
1
Nd−2
T (dz)5
( z
1− zT 2(dz)
)( d(d− 1)z2T 2(dz)
[1− dzT 2(dz)][1− zT 2(dz)]
)
l = m; t = m
1
Nd
T (dz)5
( d(d− 1)z2T 2(dz)
[1− dzT 2(dz)][1− zT 2(dz)]
)2
. (6.2.32)
The contribution of these graphs is obtained by summing over the choices of colors c
and c′
d
Nd−2
T (dz)5
( z
1− zT 2(dz)
)2
+
d(d− 1)
Nd−2
T (dz)5
( z
1− zT 2(dz)
)2
+
d
Nd−2
T (dz)5
( z
1− zT 2(dz)
)( d(d− 1)z2T 2(dz)
[1− dzT 2(dz)][1− zT 2(dz)]
)
+
1
Nd
T (dz)5
( d(d− 1)z2T 2(dz)
[1− dzT 2(dz)][1− zT 2(dz)]
)2
. (6.2.33)
Taking into account that
1− dzT 2(dz) = T (dz)
√
1− 4dz , T (dz)→z→(4d)−1 2 , (6.2.34)
and summing up all contributions, the one loop correction to the two point function exhibits
the critical behavior
G12(z) ∼
1
Nd−2
d
(d− 1)
√
1− 4dz
+
1
Nd
1
2(1− 4dz) . (6.2.35)
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The first term reproduces the results found in [KOR14a]: the non analytic behaviour of
the first correction in 1/N has a susceptibility exponent G12(z) ∼ (zc − z)1−γ , γ = +3/2.
This can be rewritten as
G12(z) ∼
1
N
d−2
2
( √d
2(d− 1)
√
Nd−2[(4d)−1 − z]
+
N
d−6
2
8dNd−2[(4d)−1 − z]
)
, (6.2.36)
hence the second term is washed out for d < 6 in the double scaling limit N → ∞,
z → (4d)−1, Nd−2[(4d)−1 − z] fixed.
Two Loops. There are several graphs contributing at two loops whose edges can further-
more be unicolored or multicolored. We will analyze here only some relevant examples.
Figure 6.11: A pruned graph corresponding to the reduced graph Ḡ1
Consider the reduced graph Ḡ1 presented in Fig. 6.11 on the left with both loops having
some color c and c′, and the 1PR edges multicolored. It is a cherry tree. The corresponding
1/N contribution is given by summing on the family of pruned graphs presented in Fig.
6.11 on the right and it is
A(G1) =
1
N2(d−2)
T 11(dz)
( z
(1− zT 2(dz))
)2( d(d− 1)z2T 2(dz)
[1− dzT 2(dz)][1− zT 2(dz)]
)3
=
1
N2(d−2)
d3(d− 1)3z8T 14(dz)
(1− zT 2(dz))5(1− 4dz) 32
∼ 1
N2(d−2)(1− 4dz) 32
. (6.2.37)
If one of the two loops is multicolored, the graph Ḡ′1 has an extra N
−2 suppression in
N and an extra 1√
1−4dz enhancement factor. Thus its amplitude is
A(Ḡ′1) ∼
1
N2
√
1− 4dz
A(Ḡ1) ∼
N
d−6
2√
Nd−2(1− 4dz)
A(Ḡ1) , (6.2.38)
hence such reduced graphs are strictly suppressed with respect to Ḡ1 in the double scaling
limit N →∞, z → (4d)−1, Nd−2[(4d)−1−z] fixed. Furthermore, the reduced graphs having
6.2. DOUBLE SCALING OF MELONIC T 4 TENSOR MODEL.
CHAPTER 6. DOUBLE SCALING LIMIT OF TENSOR MODELS 109
the same structure but without the vertical 1PR edge have less singular factors 1√
1−4dz ,
hence are suppressed.
A second example is the reduced graph Ḡ2 of Fig. 6.12. If its 1PI bars are unicolored,
its scaling with N is at best N−2(d−2) (if the two unicolored edges in the middle have the
same color)4 the rest of its amplitude is
Reduction
Figure 6.12: The reduced graph Ḡ2 and one pruned graph which projects onto it.
T 11(dz)
( z
(1− zT 2(dz))
)3( d(d− 1)z2T 2(dz)
[1− dzT 2(dz)][1− zT 2(dz)]
)2
=
z7d2(d− 1)2T 13(dz)
(1− zT 2(dz))3(1− 4dz) , (6.2.39)
and, as this graph has fewer factors 1√
1−4dz , it is strictly suppressed in the double scaling
regime with respect to Ḡ1.
We now consider the case when some of the 1PI edges are multicolored. Note that if the
tadpole edge is multicolored one always gets a suppressing factor 1
N2
√
1−4dz with respect to
the same reduced graph where the tadpole edge is unicolored (the scaling with N decreases
by N−2, while only one edge becomes critical). The most singular case is to have both 1PI
edges in the middle multicolored. Such graphs scale like
1
N2d−2
1
(1− 4dz)2 ∼
1
N2(d−2)(1− 4dz) 32
1
N2
√
1− 4dz
, (6.2.40)
and again are suppressed with respect to Ḡ1.
Finally our last example is the graph Ḡ3 shown in Fig. 6.13. As it has one fewer 1PR
edge than Ḡ2, its amplitude is less singular.
Figure 6.13: The reduced graph G3.
4The suppression is enhanced to N−2(d−1) if the two edges in the middle have different colors).
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6.2.5 Proof of Theorem 9: Bounds.
This subsection is devoted to the proof of identity (6.2.21) in Theorem 9. Recall that, as
a consequence of Theorem 8, the amplitude of any reduced graph is
A(Ḡ) = N−dL(Ḡ)+2
∑
c L(Ḡc)−2
∑
c g(Ḡc) T (dz)1+2E(Ḡ) (6.2.41)
( z
1− zT 2(dz)
)∑
c E(Ḡc)
( d(d− 1)z2T 2(dz)
[1− dzT 2(dz)][1− zT 2(dz)]
)Em(Ḡ)
.
Hence, for z close enough to zc, it admits a bound
|A(Ḡ)| ≤ KLN−dL(Ḡ)+2
∑
c L(Ḡc)−2
∑
c g(Ḡc)(zc − z)−
Em(Ḡ)
2 . (6.2.42)
Passing to the rescaled variable x = Nd−2(zc − z) this bound writes
|A(Ḡ)| ≤ KLN−dL(Ḡ)+2
∑
c L(Ḡc)−2
∑
c g(Ḡc)+
d−2
2
Em(Ḡ)x−
Em(Ḡ)
2 . (6.2.43)
Using E(Ḡ) ≤ 3L(Ḡ)− 1 and E(Ḡc) = V (Gc)− C(Gc) + L(Gc) we have
Em(Ḡ) = E(Ḡ)−
∑
c
E(Ḡc) ≤ 3L(Ḡ)− 1−
∑
c
L(Gc) (6.2.44)
choosing x < 1 (which includes a neighborhood of xc =
1
4(d−1)),
x−
Em(Ḡ)
2 ≤ x− 32L+ 12 . (6.2.45)
Furthermore, the scaling with N can be bounded as
−dL(Ḡ) + 2
∑
c
L(Ḡc)− 2
∑
c
g(Ḡc) +
d− 2
2
E(Ḡ)− d− 2
2
∑
c
E(Ḡc)
≤ −d− 2
2
+
(
−d+ d− 2
2
3
)
L(Ḡ) +
(
2− d− 2
2
)∑
c
L(Ḡc)
= −d− 2
2
− 6− d
2
L(Ḡ) +
6− d
2
∑
c
L(Ḡc) , (6.2.46)
and the bound is saturated only if E(Ḡ) = 3L(Ḡ)− 1 and V (Ḡc) = C(Ḡc) and g(Gc) = 0.
If the bound is not saturated then one gets at least a suppressing factor N−
1
2 . As d < 6,
using the fact that
∑
c L(Ḡc) ≤ L(Ḡ), we obtain that the amplitude of any reduced graph
is bounded by
A(Ḡ) ≤ KLN
2−d
2 x−
3
2
L+ 1
2 (6.2.47)
and the scaling in N is saturated only if E(Ḡ) = 3L(Ḡ) − 1, V (Ḡc) = C(Ḡc) and∑
c L(Ḡc) = L(Ḡ), that is Ḡ is a cherry tree. For all other graphs one gets at least
an extra N−
1
2 suppressing factor, which establishes (6.2.22).
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6.2.6 Computation of Cherry Trees
It remains to prove (6.2.21) by a direct computation. A full rooted binary tree is a plane
tree in which every vertex has either two children or no children. The number of full binary
trees with L leaves is the Catalan number CL−1. This is also the number of cherry trees
with L leaves since a cherry tree is just a full binary tree plus a single edge from the full
binary tree to the ciliated vertex, plus addition of a tadpole with label c on each leaf.
Hence the map from full binary trees to cherry trees is one to one.
In the special case L = 0, the reduced graph is just the bare ciliated vertex. It cor-
responds to melons, which we can consider as special degenerate cases of cherry trees.
Hence
G02,cherry = T (dz). (6.2.48)
For L ≥ 1 we get from definition 25 and Theorem 8, taking into account all the possible
colorings of the tadpole edges,
GL2,cherry(z,N) = N−(d−2)LCL−1dL
z5L−2d2L−1(d− 1)2L−1T 10L−3
(1− zT 2)3L−1(1− zdT 2)2L−1
= N−(d−2)LCL−1
z5L−2d3L−1(d− 1)2L−1T 8L−2
(1− zT 2)3L−1(1− 4dz)L− 12
. (6.2.49)
In the critical regime z → (4d)−1 we have T → 2, 1 − zT 2 → d−1d , Nd−2(1 − 4dz) = 4dx,
hence collecting all the factors we get
GL,x2,cherry(N) = N1−
d
2
8
√
dCL−1
[16(d− 1)]Lx
−L+ 1
2 +O(N
1
2
− d
2 ). (6.2.50)
We recover again the susceptibility of [KOR14a] by looking at equation (6.2.49) at
L = 1 which give a correction in N(λ− λc)−1 to the melonic term hence changes γ0 from
1/2 to 3/2.
6.2.7 The Double Scaling Limit
Having completed the proof of Theorem 9 we can leave aside, for d < 6, all non cherry
tree contributions. We can also forget the O(N1/2−d/2) corrections in the cherry trees
themselves (since they are of same order as the other discarded terms), keeping their main
asymptotic behavior in (6.2.50) which is
ḠL,x2,cherry(N) =
8
√
dCL−1
[16(d− 1)]L x
−L+1/2N1−d/2. (6.2.51)
Double scaling then consists in summing these contributions over L to find out the leading
singularity of the sum at the critical point x = xc =
1
4(d−1) .
6.2. DOUBLE SCALING OF MELONIC T 4 TENSOR MODEL.
112 CHAPTER 6. DOUBLE SCALING LIMIT OF TENSOR MODELS
The L = 0 contribution is the melonic contribution Tmelo = T (dz). Adding the sum
over cherries gives the melonic + cherry approximation:
Ḡx2,cherry(N) = Tmelo + 8
√
dxN (1−d/2)
∑
L≥1
CL−1
[16x(d− 1)]L (6.2.52)
= Tmelo + 8
√
dxN (1−d/2)A
∑
L≥1
AL−1CL−1 , (6.2.53)
with A = [16x(d− 1)]−1. Hence
Ḡx2,cherry(N) = Tmelo + 8
√
dxN (1−d/2)AT (A) (6.2.54)
= Tmelo + 4
√
dxN (1−d/2)(1−
√
1− 4A). (6.2.55)
Since
√
1− 4A = x−1/2√x− xc
Ḡx2,cherry(N) = Tmelo + 4
√
dN (1−d/2)(
√
x−√x− xc) (6.2.56)
Substituting further z = zc − xN−d+2 = 14d − xN−d+2 into Tmelo we can reexpress
T̄melo =
2
1− 4dxN−d+2 [1− 2
√
dxN−d+2] (6.2.57)
and we have obtained
Theorem 10. The critical point in x is at xc = 1/4(d− 1) and the double scaling limit of
the quartic tensor model two point function is
Ḡx2,cherry(N) =
2
1− 4dxN−d+2 [1− 2
√
dxN−d+2] + 4
√
dN (1−d/2)[
√
x−√x− xc]. (6.2.58)
If we rewrite everything in terms of z instead of x, we would obtain instead
Ḡx2,cherry(N) =
2
1− 4d(zc − z)
[1− 2
√
d(zc − z)]
+ 4
√
d
(√
(zc − z)−
√
(zc − z)−
N2−d
4(d− 1)
)
=
2
1− 4d(zc − z)
[1− 8d3/2(zc − z)3/2]− 4
√
d
√
(zc − z)−
N2−d
4(d− 1) .
(6.2.59)
where we used x = Nd−2(zc − z).
The interpretation of these formulas requires further study. Theorem 10 shows a square
root singularity in x− xc of same critical exponent than the melonic singularity. Equation
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(6.2.59) seems to confirm that the melonic singularity has moved rather than changed
structure. However the correct physical interpretation may be that the system undergoes
two successive phase transitions.
Triple scaling would consist in writing (x − xc)Nα = y and finding a new correcting
expansion in powers of y.
6.3 Further results.
In this section we have described the double scaling of the quartic melonic tensor model
in dimensions 2 < d < 6. In fact we have not been able to extend our results above
dimensions five as there is a problem of divergence of the generating series of the leading
graphs. Typically in six dimensions all graphs are on the same footage thus the generating
series is not summable anymore.
This problem can be attacked by purely combinatorial means by describing cleverly the
set of d-colored graphs. This is done in [GS13], and allows a more general description of the
double scaling of tensor models (where by “more general” we mean that the results concern
the generic tensor model). In this description dimension six also appear to be a singular
case. The fundamental reason have not been elucidated yet. This question deserves further
investigation.
The same kind of techniques can be applied to explore the multi-orientable case. These
studies have been explored by Eric Fusy and Adrian Tanasa in a purely combinatorial
way [FT14]. Their results have been translated in physics language in [GTY15]. However
the critical behaviour is the same whatever one explores only colored graphs or the multi-
orientable ones (in dimensions three).
These sets of further results are then a severe motivation for the exploration of new
scaling. One could reach new phases by defining triple scaling as shown above, or by
using the results of saddle points equations described in chap. 7 (see the remarks section
therein).
6.3. FURTHER RESULTS.
Chapter 7
Matrix Model Representation of
Tensor Models
In this chapter we pursue further the idea of decomposing the T 4 melonic tensor models
into matrix variables using the technique of intermediate fields presented before. In this
part of the thesis we shall focus on the results that can be obtained by using techniques
coming from the study of formal matrix integrals. A set of references for this chapter
is [NDE15,Dar14,DGR13].
7.1 Saddle point technique
In this section we use the saddle point technique for matrix models in order to rederive the
results concerning the T 4 (i.e. quartic) melonic tensor model.
7.1.1 T 4 melonic tensor models and intermediate field representation.
The partition function of the model at rank d is given by:
Z =
∫
(CN )⊗d
dTdT̄ exp
(
−Nd−1
(
1
2
(T̄ · T ) + λ
4
∑
c
(T̄ ·ĉ T ) ·c (T̄ ·ĉ T )
))
. (7.1.1)
We again introduce an intermediate matrix field M (c) used to split the interaction terms
(T̄ ·ĉ T ) ·c (T̄ ·ĉ T ). We recall briefly how it works. Doing this allows one to build a matrix
model that is equivalent to the tensor model under consideration. We write the interaction
term as:
exp
(
−ND−1 λ4 (T̄ ·ĉ T ) ·c (T̄ ·ĉ T )
)
=
∫
dM (c) exp(−Nd−12 Tr((M (c))2)− i
√
λ/2Nd−1Tr((T̄ ·ĉ T )M (c)). (7.1.2)
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This choice of scaling for the matrix model allows us to suppress the factor N in the
logarithmic potential that is obtained after integrating out the tensor degrees of freedom.
Indeed rewriting the tensor model using this representation of the interaction term we get:
Z =
∫
(CN )⊗d
dTdT̄
∫
HdN
∏
c
dM (c)
exp
(
−N
d−1
2
T̄
(
1
⊗d + i
√
λ/2
d∑
k=1
Mk
)
T
)
exp
(
−1
2
∑
m
Tr(M2m))
)
,
where we introduced the notation Mm = 1⊗(m−1) ⊗M (m) ⊗ 1⊗(d−m) for any m ∈ [[1, d]].
Integrating out the T ’s we obtain
Z =
∫
(HN )d
∏
c
dM (c) det−1
(
1
⊗d + i
√
λ/2
d∑
k=1
Mk
)
exp
(
−1
2
∑
m
Tr(M2m))
)
.
This is the intermediate field representation of the T 4 melonic tensor model.
There are simple relations between the observables of this matrix model and some of
the observables of the related tensor model.
Proposition 8. We have:
〈Tr(Θpc)〉 =
(2i
√
2√
λ
)p
〈TrHp(M (c))〉, (7.1.3)
and
〈Tr(M (c)p)〉 = 〈TrHp(
√
λ
2i
√
2
Θc)〉, (7.1.4)
where Θc = (T̄ ·ĉ T ) is a matrix, and Hp is the Hermite polynomial of order p.
Proof. Consider the mixed matrix-tensor representation of (7.1.3). One can write 〈Tr(Θpc)〉
as:
(Nd−1
√
λ/2
2i
)p
〈Tr(Θpc)〉 =
1
Z
∫
(CN )⊗d
dTdT̄
∫
(HN )d
∏
c
dM (c)
(
∂p
∂M
(c)
a1a2∂M
(c)
a2a3 · · · ∂M (c)apa1
exp
(
−N
d−1
2
T̄
(
1
⊗d + i
√
λ/2
d∑
k=1
Mk
)
T
))
exp
(
−1
2
∑
m
Tr(M2m))
)
, (7.1.5)
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with the convention that repeated indices are summed 1. Up to integration by parts:
(−iNd−1
√
λ/2
2
)p
〈Tr(Θpc)〉 = (−1)p
∫
(CN )⊗d
dTdT̄
∫
(HN )d
∏
c
dM (c)
exp
(
−N
d−1
2
T̄
(
1
⊗d + i
√
λ/2
d∑
k=1
Mk
)
T
)
(
∂p
∂M
(c)
a1a2∂M
(c)
a2a3 · · · ∂M (c)apa1
exp
(
−1
2
∑
m
Tr(M2m)
))
. (7.1.6)
Recall the definition of Hermite polynomials Hp(x) = (−1)p exp(x
2
2 )
dp
dxp exp(−x
2
2 ). This
leads to:
(−iNd−1
√
λ/2
2
)p
〈Tr(Θpc)〉 = Np(d−1)〈Hp(M (c))〉. (7.1.7)
For the second equation it suffices to use the Weierstrass transform. It is defined as the
linear operator sending a monomial of degree n to the corresponding Hermite polynomial
Hn. Explicitly we have:
Hn(x) = e
− 1
4
d2
dx2 xn,∀x ∈ R. (7.1.8)
Inverting the operator and using the property of Hermite polynomials ddxHn(x) = nHn−1(x)
we get:
xn =
[n/2]∑
k=0
1
4k
n!
(n− 2k)!k!Hn−2k(x). (7.1.9)
This can be further used to obtain:
〈Tr(M (c)n)〉 =
[n/2]∑
k=0
1
4k
n!
(n− 2k)!k!
( √λ
2i
√
2
)n−2k
〈Tr(Θn−2kc )〉. (7.1.10)
Hence 〈Tr(M (c)n)〉 = 〈Tr(Hn(
√
λ
2i
√
2
Θc))〉.
7.1.2 Leading Order 1/N Computation.
First we write the matrix model in eigenvalues variables:
Z =
∫ d∏
c=1
N∏
j=1
dλ
(c)
j exp
(
−N
d−1
2
∑
c,j
λ
(c)
j
2
)
N∏
{jc=1}c=1···d
1
1 + i
√
λ/2
∑d
c=1 λ
(c)
jc
d∏
c=1
∆({λ(c)j }j=1···N )2, (7.1.11)
1The factor 1/Z is generally omitted in the following computations since it is irrelevant.
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∆ being the Vandermonde determinant. This can be rewritten as:
Z =
∫ d∏
c=1
N∏
j=1
dλ
(c)
j exp(−NdS({λ
(c)
j }c=1···dj=1···N )), (7.1.12)
S being:
S({λ(c)j }c=1···dj=1···N ) = −
1
2N
∑
c,j
λ
(c)
j
2 +
1
Nd
log
[
d∏
c=1
∆({λ(c)j }j=1···N )2
]
+
1
Nd
log
[
N∏
{jc=1}c=1···d
1
1 + i
√
λ/2
∑d
c=1 λ
(c)
jc
]
. (7.1.13)
The saddle point equations are given by ∂S
∂λ
(c)
k
= 0 for all (k, c) ∈ [[1, N ]] × [[1, d]]. Thus we
obtain the following equations:
0 =
∂S
∂λ
(c)
k
(7.1.14)
= −λ
(c)
k
N
+
1
Nd
∑
l 6=k
1
λ
(c)
k − λ
(c)
l
− i
√
λ/2
Nd
∑
{jb}b 6=c
1
1 + i
√
λ/2(λ
(c)
k +
∑
b6=c λ
(b)
jb
)
.
As usual we retrieve the Coulomb potential between eigenvalues of the same color coming
from the Vandermonde determinant. Also the tensor product interaction between the
different matrices leads to an interaction term that tends to push all the eigenvalues towards
i
√
2
λ . Finally, the usual Gaussian term tends to attract all the eigenvalues to zero. But
this has to be analyzed with care. In fact the scaling in N coming from the tensor model
scaling is very different from the one of usual matrix models. Since we do not know how
to solve these equations exactly we have to make some assumptions. First we see that the
equations are symmetric under the permutations of the color index c. This indicates that
the saddle point might obey λ
(c)
k = λ
(b)
k for any b, c = 1 · · · d. So we postulate this property.
With this in mind the equations rewrite:
0 =
λ
(c)
k
N
− 2
Nd
∑
l 6=k
1
λ
(c)
k − λ
(c)
l
+
i
√
λ/2
Nd
∑
{jr}r=1···d−1
1
1 + i
√
λ/2(λ
(c)
k +
∑d−1
r=1 λ
(c)
jr
)
.(7.1.15)
Now taking care of the N factors, we see that if we make the hypothesis that λ
(c)
k = O(1),
the first and third terms are leading whereas the second term is a sub-leading O( 1
Nd−2
)
term, by simple counting arguments. This motivates an Ansatz (that is checked later) for
the expansion of λ
(c)
k in 1/N , λ
(c)
k = λ
(c)
k,0 +
λ
(c)
k,1√
N(d−2)
+
λ
(c)
k,2
N(d−2)
+ · · · . We compute λ(c)k,0 = α.
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In fact the formulation of the matrix model in terms of eigenvalues is totally symmetric
with respect to the exchange of these eigenvalues. Thus it should not depend on either k
or c. We can neglect the second term and we obtain:
α± =
−1±
√
1 + 2dλ
2id
√
λ/2
. (7.1.16)
We choose the ′+′ root in order to avoid singularities in the contour of integration. Hereafter
this root is simply denoted α. One has:
Proposition 9. The partition function Z at the saddle point is given by exp(−NdSsaddle):
Z = (1 + 2dλ)N
d/2 exp
(
−N
d
4dλ
(1 + 2dλ− 2
√
1 + 2dλ)
)
, (7.1.17)
moreover, the free energy F = − logZ, is given by
Nd
( 1
4dλ
(1 + 2dλ− 2
√
1 + 2dλ+ 1)− 1
2
log(1 + 2dλ)
)
(7.1.18)
Proof: Straightforward.
We also get the 2-point function of the tensor model.
Proposition 10. The 2-point function G2(λ) =
1
N < T̄ ·T > is given in the N →∞ limit
by:
lim
N→∞
G2(λ) =
1
N
< T̄ · T >= 1
N
< TrΘc >=
2i
√
2√
λ
α =
2
dλ
(−1 +
√
1 + 2dλ). (7.1.19)
Proof: Recall the relation of Proposition 8 < Tr(Θpc) >=
(
2i
√
2√
λ
)p
< Tr(Hp(M
(c))) >.
In the N →∞ limit we can compute < Tr(M (c)) > at the saddle point approximation as∑
j λ
c
j = Na. Thus within this approximation we get < Tr(Θ
1
c) >=
2i
√
2√
λ
Nα. < T̄ ·T >=<
Tr(Θc) > for an arbitrary c ∈ [[1, d]]. Moreover H1(x) = x, from which we deduce the
result. Note that it is easy to compute all the Tr(Θpc)’s in this approximation.
7.2 Schwinger-Dyson Equations
The Schwinger-Dyson equations are a set of equations that follows from the invariance of
the functional integral under change of variables. In the realm of matrix models and com-
binatorics, they are the matrix integral formulation of Tutte’s equations for combinatorial
maps (at least if one assumes nice properties for the matrix integrals under consideration).
As suggested by the above study, we will consider the loop equations in terms of new
variables M̃ (c) defined by M (c) = α1+ M̃
(c)
√
Nd−2
. In fact the previous study showed that in the
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N →∞ all the eigenvalues collapse to a point α and the NLO term follows a distribution
which is more regular for a matrix model. Coming back to the expression of Z we have:
Z =
∫
(HN )d
∏
c
dM (c) det−1
(
1
⊗d + i
√
λ/2
d∑
k=1
Mk
)
exp
(
−1
2
∑
m
Tr(M2m))
)
=
∫
(HN )d
∏
c
dM (c) exp
(
−1
2
∑
m
Tr(M2m))− Tr log
(
1
⊗d + i
√
λ/2
d∑
k=1
Mk
))
. (7.2.20)
After the change of variables we obtain:
Z =
exp
(
−N
d
2
α2
)
Nd−2
∫
(HN )d
∏
c dM̃
(c) exp
(
−N2
∑
c TrM̃
2
c − αN
d
2
∑
c TrM̃c
−Tr log
(
(1 + i
√
λ/2α)1⊗d + i
√
λ
2Nd−2
∑
c M̃c
))
, (7.2.21)
with the obvious extension of the previous notation: M̃c = 1⊗(c−1) ⊗ M̃c ⊗ 1⊗(d−c). We
are now ready to compute the Schwinger-Dyson equations of this model in term of the M̃ ’s
matrices,
0 =
exp
(
−Nd2 α2
)
N2(d−1)(1 + i
√
λ/2α)
∑
ij
∫ ∏
c
dM̃ (c)
∂
∂M̃
(c)
ij
(
(M̃ (c))kij exp(−
N
2
∑
c
TrM̃2c
−αN d2
∑
c
TrM̃c − Tr log
(
1
⊗d − α
N (d−2)/2
∑
c
M̃c
)
)
)
, (7.2.22)
from which we obtain:
0 = 〈
k−1∑
n=0
Tr(M̃ (c)n)Tr(M̃ (c)k−1−n)〉 −N〈Tr(M̃ (c)k+1)〉
− 〈N d2αTr(M̃ (c)k)〉+ 〈
∑
p≥0
( α
N (d−2)/2
)p+1
∑
{qi}i=1···d|
∑
i qi=p
(
p
q1, · · · , qd
)(∏
i 6=c
Tr(M̃ (i)qi)
)
Tr(M̃ (c)qc+k)〉, (7.2.23)
the third term cancelling with the p = 0 term of the last sum:
0 = 〈
k−1∑
n=0
Tr(M̃ (c)n)Tr(M̃ (c)k−1−n)〉 −N〈Tr(M̃ (c)k+1)〉
+ 〈
∑
p≥1
( α
N (d−2)/2
)p+1
∑
{qi}i=1···d|
∑
i qi=p
(
p
q1, · · · , qd
)(∏
i 6=c
Tr(M̃ (i)qi)
)
Tr(M̃ (c)qc+k)〉. (7.2.24)
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In the last sum of this equation the only leading term at N →∞ limit is the p = 1 term.
In this regime the relevant equation writes:
0 = 〈
k−1∑
n=0
Tr(M̃ (c)n)Tr(M̃ (c)k−1−n)〉 −N〈Tr(M̃ (c)k+1)〉
+ 〈α2NTr(M̃ (c)k+1)〉+ 〈α2Tr(M̃ (c)k)
∑
j 6=c
Tr(M̃ (j))〉. (7.2.25)
At the N →∞ limit the mean values factorize. In fact, looking at the Feynman rules for
the model of eq. (7.2.21) we obtain the following prescription:
• edges → 1N
• faces → N .
The contribution of the vertices of the graph is more involved. Expanding the potential we
notice that the linear term of the expansion vanishes with the term αN
d
2
∑
c TrM̃c. The
remaining term of the expansion can be represented as vertices of Feynman graphs that are
themselves made of k fat vertices of different colors c ∈ S ⊂ [[1, d]], |S| = k for 1 ≤ k ≤ d.
Each fat vertex of color c is of valence pc ≥ 2 and comes with a factor N
2−d
2
∑
pc+(d−k)
(where d ≥ 3). Since we are interested in the N → ∞ limit we focus on graphs that are
made out of “leading vertices”. These are the ones for which k = 1 and p := pc = 2 for a
given c. The factor coming with these vertices is N , which is the usual scaling for matrix
models.
One can extend the argument for p ≥ 2 and find the scaling for such graphs G with E edges,
F faces and V vertices. It is NF−E+
∑
v∈G[(2−d)+(pv−2)
2−d
2
+(d−1)] = Nχ(G)−(d−2)(E−V ), with
χ(G) the Euler characteristic of G. The leading graphs are thus the ones for which (E−V )
vanishes and χ is maximum. Finally this scaling favors at leading order disconnected
contributions maximizing χ(G). Thus the observables factorize:
〈Tr(M̃ (l)s)Tr(M̃ (m)t)〉 = 〈Tr(M̃ (l)s)〉〈Tr(M̃ (m)t)〉+O(N−(d−2)). (7.2.26)
Because of the symmetry we assume 〈Tr(M̃ (c))〉 = 0. This leads to:
0 = 〈
k−1∑
n=0
Tr(M̃ (c)n)Tr(M̃ (c)k−1−n)〉 −N(1− α2)〈Tr(M̃ (c)k+1)〉. (7.2.27)
Introducing the bi-resolvent Wc(z1, z2) = 〈Tr( 1z1−M̃(c) )Tr(
1
z2−M̃(c)
)〉cumulant and the resol-
vent Wc(z) =
1
N 〈Tr( 1z−M̃(c) )〉 and summing eq. (7.2.27) over k weighted with a counting
variable z at the leading order in 1/N , we get
Wc(z)
2 = (1− α2)zWc(z)− (1− α2). (7.2.28)
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7.3 Double Scaling revisited.
In this section we describe a trick that sheds a new light on the shifted matrix model and
its relation to the double scaling limit. This has been noticed by Razvan Gurau, and I
thank him for explaining me this idea [Gursh].
Let us first make a few mathematical comments. We will consider the shifted model as
a model for the random variables M ∈ HN =
⊕d
c=1H
c
N ,
M =


M1
...
Md

 . (7.3.29)
The algebra structure on HN is the natural algebra structure inherited from the product
law on HN . As remarked by Razvan Gurau [Gursh], it is the source of some subtleties as
the potential term is rather a function defined on
⊗d
c=1H
c
N . Then one has to be precise
by what we mean by covariance here. We will write the quadratic part of the action in
term of the natural scalar product (·, ·) = ⊕c(·, ·)c induced by the usual scalar product
(·, ·)c : HcN ×HcN → R given by the trace of the product on each summand, and operators
in End(HN ). This will lead to new Feynman rules. This expression of the covariance will
split into different parts that one can match with the different types of edges of the reduced
graphs. Thus in this setting, the reduced graphs appear not only as a combinatorial trick
to deal with the counting of Feynman graphs of the intermediate field theory in the double
scaling regime, but more naturally as the Feynman graphs of the shifted theory. The
physical interpretation is the same in both approaches. The melonic sector is resummed
and the field acquires a non-zero expectation value. One then makes a translation of the
field variables in order to write the theory in term of fluctuations around the new vacuum.
First, consider the model after the shift of variables. Expanding the term −Tr log(1⊗d−
α
N(d−2)/2
∑
cMc) =
∑
p≥1
αp
pNp(d−2)/2
Tr
(∑
cMc
)p
, we have seen that the first term at p = 1
cancels with the term coming from the change of variables of the Gaussian part. However
we can pursue further and notice that we can reabsorb the term at p = 2 as a covariance
term for the random variables introduced above,
M =


M1
...
Md

 . (7.3.30)
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Indeed we have the measure:
∏
c
dMc exp
(
−N
2
∑
c
Tr(M2c ) +
∑
p≥2
αp
Np(d−2)/2
Tr
(∑
c
Mc
)p)
=
∏
c
dMc exp
(
−1
2
(M,V M) +
∑
p≥3
αp
Np(d−2)/2
Tr
(∑
c
Mc
)p)
. (7.3.31)
Restricting our attention to the quadratic part of the action we have
−N
2
(1− α2)
∑
c
TrM2c + α
2
∑
c,c′
c 6=c′
TrMc TrMc′
=
1
2
(
−N(1− α2)
∑
c
TrM2c − α2
∑
c
(TrMc)
2 + α2
(∑
c
TrMc
)2)
. (7.3.32)
This can be written in term of (·, ·) and an operator V on HN . We first consider the
identity operator I : HN → HN . We also introduce the partial identity matrices Ic ∈ HN
by setting Ic = 0⊕ · · ·⊕︸ ︷︷ ︸
(c−1)times.
1⊕ · · · ⊕ 0.
From this we construct the projector Pc : HN → HN on Span{Ic} as the tensor product
of the linear form ec =
(Ic,·)
||Ic||2 on HN with Ic. Hence
Pc = Ic ⊗ ec. (7.3.33)
We have {
Pc M =
Ic
||Ic||2 TrMc
P 2c = (Ic ⊗ ec(Ic))⊗ ec = Pc.
(7.3.34)
Then,
(M, Pc M) =
TrMc
||I2c ||
(M, Ic) =
(TrMc)
2
N
. (7.3.35)
Also we use the projector on Span{I = ∑c Ic}. We denote it P and
P = I ⊗ e, (7.3.36)
where e is the normalized form dual to I. It is a projector as one can check
{
P 2 = P,
P M =
∑d
c=1 Tr(Mc)
dN I.
(7.3.37)
Thus,
(M,P M) =
(
∑
c TrMc)
2
dN
. (7.3.38)
7.3. DOUBLE SCALING REVISITED.
CHAPTER 7. MATRIX MODEL REPRESENTATION OF TENSOR MODELS 123
One can decompose V on the operators I, Pc and P . From (7.3.32),
V = N(1− α2)I +Nα2
d∑
c=1
(Pc − P ). (7.3.39)
On has to inverse this operator V. This can be done easily by writing V in terms of
orthogonal operators. First notice that
{
PcPc′ = δcc′ ,
PcP =
Ic
||I||2 ⊗ e.
(7.3.40)
One thus writes:
V = N(1− α2)(I−
∑
c
Pc) +N(
∑
c
Pc − P ) +N(1− dα2)P. (7.3.41)
One checks that this diagonalizes V as in fact as Im(P ) ⊂ ker((I−∑c Pc), Im(
∑
c Pc−P ) ⊂
ker(I−∑c Pc) and Im(P ) ⊂ ker(
∑
c Pc). Therefore
{
(I−∑c Pc)P = P − (
∑
c Pc)P = P −
∑
c Ic
||I||2 ⊗ e = 0,
(I−∑c Pc)(
∑
c Pc − P ) = 0, (
∑
c Pc − P )P = 0.
(7.3.42)
(I−∑c Pc), P and (
∑
c Pc−P ) are projectors on mutually orthogonal subspaces. Moreover,
Im(
∑
c Pc − P )⊕ Im(P )⊕ Im(I−
∑
c Pc) = HN . One then deduces the inverse of V
V−1 =
1
N(1− α2)
(
I−
∑
c
Pc
)
+
1
N
(
∑
c
Pc − P ) +
1
N(1− dα2)P. (7.3.43)
One further rewrites this operator,
V−1 =
1
N(1− α2)I−
α2
N(1− α2)
∑
c
Pc +
dα2
N(1− α2)P. (7.3.44)
One has obtained the following proposition
Proposition 11. The covariance operator for the Gaussianly distributed random variables
M and its inverse are given by
{
V = N(1− α2)I +Nα2∑dc=1(Pc − P ),
V−1 = 1
N(1−α2)I− α
2
N(1−α2)
∑
c Pc +
dα2
N(1−dα2)P.
(7.3.45)
Note that V and V−1 are symmetric operators.
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We want to construct the formal partition function of the T 4 tensor model as a formal
sum of polynomial moments of the Gaussian distribution of the random variables M. To
this aim we use a rather funny trick. We now show the following,
Lemma 4. Polynomial moments of a non-degenerate Gaussian distribution of random
vectors in E a finite dimensional R Euclidean space, with covariance operator O can be
written in differential form as
〈P (x1, · · · , xn)〉 =
[
e
1
2
(∇,O−1∇)P (x1, · · · , xn)
]
xi=0
, (7.3.46)
where P is a polynomial of all variables. ∇ denotes the gradient operator on the affine
space associated to E.
Proof. Consider the Gaussian distribution
dx√
det(2πO)
e−
1
2
(x,Ox). (7.3.47)
For a smooth function f of the xi’s, one associates the transform
WO[f ](x) = f ∗ (
e−
1
2
(x,Ox)
√
det(2πO)
) =
∫
dx√
2πdet(O)
f(x− y)e− 12 (y,Oy). (7.3.48)
Then write
f(x− y) = e−(y,∇x)f(x). (7.3.49)
One thus has
WO[f ](x) =
∫
dy√
det(2πO)
e−
1
2
(y,Oy)e−(y,∇x)f(x). (7.3.50)
Moreover, since O is symmetric,
(y,Oy) = (y +O−1∇x, O(y +O−1∇x))− 2(y,∇x)− (∇x, O−1∇x). (7.3.51)
Thus, after translating the variable y,
WO[f ](x) =
∫
dy√
det(2πO)
e−
1
2
(y,Oy)e
1
2
(∇x,O−1∇x)f(x) = e
1
2
(∇x,O−1∇x)f(x). (7.3.52)
Thus expression is well defined as long as f = P is a polynomial in the xi’s since the number
of non-zero term in the sum is finite. Finally, the corresponding Gaussian moments are
WO[f ](0) and thus one has the expected result
〈P (x)〉 =
[
e
1
2
(∇x,O−1∇x)P (x)
]
x=0
. (7.3.53)
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Applying this formula in our case, the operator O is our V and the vector random
variable x is M. Moreover the scalar product (, ) is the one defined at the beginning of the
section. More explicitly we have
(∇M,V−1∇M) =
1
N(1− α2)
∑
c
Tr
(
∂
∂Mc
∂
∂Mc
)
− α
2
N2(1− α2)
∑
c
Tr
(
∂
∂Mc
)
Tr
(
∂
∂Mc
)
+
α2
N2(1− dα2)
∑
c,c′
Tr
(
∂
∂Mc
)
Tr
(
∂
∂Mc′
)
. (7.3.54)
In order to compute the partition function we have to compute the action of exp(12(∇M,V−1∇M))
on the potential of our model, understood as a formal series in α and N . Thus one is
left with understanding the action of exp(12(∇M,V−1∇M)) on polynomials of the form(∑
cMc
)n
. For a given n ≥ 1, the action of Tr
(
∂
∂Mc
)
does not depend on c. This leads
to the following theorem
Theorem 11. The partition function of the T 4 tensor model can be rewritten as
Z[λ,N ] =
exp
(
−Nd2 dα2
)
N2(d−1)(1 + i
√
λ/2α)
∫
dM exp
(
−N
2
∑
c
TrM2c −
d− 1
dN
α2
∑
cc′
Tr(Mc) Tr(Mc′)
))
exp

−Tr
∑
p≥3
1
p
Tr
(
α
N (d−2)/2
∑
c
M̃c
)p
 . (7.3.55)
Proof. As noticed above,
Tr
(
∂
∂Mc
)(∑
c
Mc
)n
= n
(∑
c
Mc
)n−1
(7.3.56)
which does not depend on the color c. Thus the action of exp(12(∇M,V−1∇M)) on poly-
nomials of
∑
cMc reduces to the action of a simpler operator built out of Ṽ−1
Ṽ−1 =
1
N(1− α2)I +
(d− 1)α2
N(1− α2)(1− dα2)P, (7.3.57)
whose expression is obtained by just changing
∑
c Pc → 1dP , as allowed by the above
remark.
This inverse covariance Ṽ−1 corresponds to a well defined covariance Ṽ:
Ṽ = N(1− α2)I−N(d− 1)α2P. (7.3.58)
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Thus, from Lemma 4, up to proportionality factors, Z[λ,N ]
Z[λ,N ] ∝ e 12 (∇M,Ṽ∇M) exp
(∑
p≥3
1
p
Tr
( α
N (d−2)/2
∑
c
Mc
)p
)
. (7.3.59)
This expression can be translated in terms of Gaussian integrals,
Z[λ,N ] ∝
∫ ∏
c
dMc exp
(
−N
2
(
(1− α2)
∑
c
Tr(M2c )−
d− 1
dN
α2
∑
cc′
Tr(Mc) Tr(Mc′)
))
exp

∑
p≥3
1
p
Tr
(
α
N (d−2)/2
∑
c
Mc
)p
 . (7.3.60)
One can recognize on Ṽ two types of terms, the one proportional to I and the one
proportional to P . This is the translation of the phenomenon we encountered in Chapter
6. In fact in this chapter we computed the double scaling limit in term of reduced graphs.
These graphs had two types of edges, either uni-colored edges, or multi-colored ones. This
can be read at the level of the covariance Ṽ as the unicolored edges correspond to the
I term and the multi-colored ones to the P term. When reaching the critical point λc
the P term is enhanced while the I term is killed thus the covariance becomes singular.
This technique can be further used to re-derive the full double scaling limit of the quartic
melonic tensor model.
7.4 Bilinear identities
This Hubbard-Stratanovitch representation can be of further use. In fact one knows that
the 1-matrix model satisfies bilinear identities called Hirota’s equations. These equations
are in a sense a generalization of the orthogonality relations for orthogonal polynomials of
random matrices.
In this section I will be very pedestrian, even more than in [Dar14], giving motivations
(but not always proofs as they can be a bit lengthy) for the different equalities I am going
to use as they are not much known in the tensor framework2. But one must be aware that
they are well known in the matrix model and integrable system context.
7.4.1 Orthogonality Relations
We consider the generic one matrix model. In this case we are looking for sets of orthog-
onal polynomials with respect to the measure dµ = dλe−
N
2
λ2i+N
∑
p tpλ
p
. Such orthogonal
2This has been reflected by the questions I received on the subject.
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polynomials are provided by Heine’s formula [Eyn15a] as PN,{tp}(x) = 〈det(x−M)〉. Here
N is the size of the matrix M . In fact using eigenvalues variables one has:
PN,{tp}(x) =
1
ZN
∫ N∏
i=1
dµ(xi)(x− xi)
∏
i<j
(xi − xj)2. (7.4.61)
One has
(N + 1)ZN
∫
dµ(x)PN,{tp}(x)PM,{tp} = ZN+1δM,N . (7.4.62)
This can be useful to compute iteratively the values for ZN as long as one can compute
PN,{tp}(x). Typically one finds something of the form ZN =
∏
iKi/K
(0)
i . There exists tech-
niques to compute the Ki =
Zi+1
(i+1)Zi
’s. Some of them are described in [Eyn15a,DFGZJ95,Di
04]. The lower the degree of the potential is, the more efficient and explicit they are. How-
ever, as we said, this orthogonality identity is the glimpse of a more general identity.
Consider Z1MM [{tp}]. The respective orthogonal polynomial at matrix size N is given by
the mean value of the characteristic polynomial
PN,{tp}(x) = 〈det(x−M)〉 = 〈exp(Tr log(x−M))〉
= exp(N log x)
∑
k≥0
1
k!
〈
(∑
n≥1
1
n
Tr(Mn)
xn
)k
〉. (7.4.63)
One has another representation of the orthogonality relations [AK96]:
1
2iπ
∮
C
dz〈det(z −M)〉N,{tp}〈det(z −M)−1〉n+1,{tp} = ±δN,n. (7.4.64)
The contour C surrounds 0 as well as the integration domain in γ ∈ CN2 of eigenvalues. In
general it is built out of a real segment such as [λmin, λmax]
N2 , however the segment can be
deformed in the complex plane as long as one avoids singularities. Being careful to avoid
such singularities one can prove this equality (as well as the general Hirota equations) for
convergent matrix integrals. In our case we will give the idea for formal matrix models,
thus we will be able to deform the integration domain without much care and take the
limit λmin (λmax) going to −∞ (resp. +∞). The above expression rewrites
1
2iπZn+1
∮
C
dzPN,{tp}(z)
∫ n+1∏
i=1
dµ(λi)
∏
i<j
(λi − λj)2
∏
k
(z − λk)−1
=
1
2iπZn+1
n+1∑
k
∫ n+1∏
i=1
dµ(λi)PN,{tp}(λk)
∏
i<j
(λi − λj)2
∏
i 6=k
(λk − λi)−1, (7.4.65)
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where we just noticed that the poles in the integrand in z are when z → λk since PN,{tp}(z)
is a polynomial and has no poles on the complex plane. Moreover we remark that poles of
order strictly greater than one corresponds to cases in which several eigenvalues coincide.
These cases correspond to subspaces of zero measure and thus do not contribute. We can
go along and write that the above expression is equal to
1
Zn+1
∑
k
∫ ∏
j
dµ(λj)PN,{tp}(λk)
∏
i<j
i,j 6=k
(λi − λj)2
∏
i 6=k
(λi − λk). (7.4.66)
From this expression after the change of variables {λ1, · · · , λ̂k, · · · , λn+1} → {λ1, · · · , λn}
and λk → λ, one recognizes
Zn
Zn+1
n+1∑
k=1
∫
dµ(λ)PN,{tp}(λ)Pn,{tp}(λ). (7.4.67)
One thus obtains the identity (7.4.64). In fact one can use the fact that the PN,{tp}(x)
are orthogonal to any polynomial of degree less than N to demonstrate in a very similar
fashion that
1
2iπ
∮
dze
∑
p≥0 tp−t′p〈det(z −M)〉N,{tp}〈det(z −M)−1〉N ′,{t′p} = 0, ∀N ≥ N
′. (7.4.68)
Now notice that
1
N
∂
∂tp
Z1MM [{tp}] = Z1MM [{tp}]〈Tr(Mp)〉. (7.4.69)
This can be used to write PN,{tp}(x) as the action of a differential operator on Z1MM [{tp}].
By using the exponential formula for the determinant, we have up to a normalization factor,
PN,{tp}(x)
PN,{tp}(x) ∝ exp(N log x) exp
( 1
N
∑
n≥1
1
n
x−n
∂
∂tn
)
Z1MM [{tp}]. (7.4.70)
This writing has to be understood in its more general form as a formal integral. Thus we
define the vertex operators
Definition 26. The vertex operators V±(z) are formal differential operators on C[[∞]]
defined by
V±(z) = exp(log(z
±1)
∂
∂to
) exp(± 1
N
∑
n≥1
1
n
x−n
∂
∂tn
) (7.4.71)
where this identity has to be understood as a formal series in the ∂∂tp ’s.
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See [JM85] for more precisions on the meaning of these operators3. This can be used to
write the orthogonality relations (7.4.64) in a operatorial form, so to say,
1
2iπ
∮
C
(V+(z)Z1MM [N, {tp}])(V−(z)Z1MM [N ′, {t′p}]) = 0, ∀N ≥ N ′. (7.4.72)
This is actually a form of the Hirota equations as stated by Jimbo and Miwa [JM85]. It is
an equation that is bilinear in its entries Z1MM [N, {tp}] and Z1MM [N ′, {t′p}]. This is one,
among others, manifestation of integrability properties in matrix models. Indeed one has
the following theorem
Theorem 12. τ [{tp}] ∈ C[[∞]] is a tau function if it satisfies
∮
e
∑
p(tp−t′p)zpτ [{tp}+ [z−1]]τ [{tp} − [z−1]] = 0, (7.4.73)
where {tp}±[z−1] means that the set of formal variables {tp} is replaced by the set of formal
variables {tp ± z−p} where z is considered as a new formal variable in the resulting formal
series.
Actually, this theorem is valid in the finite number of formal variables case and when τ is
a function. Moreover in our case the formal series in z is a polynomial and a meromorphic
function so that z belongs to C−{points}. More can be said once one has seen the concept
of (classical) spectral curve for a matrix model, z being a point of the spectral curve.
However this is not really necessary here.
7.4.2 Decomposition of matrix models.
The preceding remark is important. In fact this operatorial form of the Hirota equations,
allows us to obtain (at least at the formal level) a series of bilinear identities on a family of
different models. This is done by the aim of Givental decomposition. We describe here a
few ideas of this decomposition. Typically, one is able to decompose some matrix models
with partition function Z as
Z = eU
M∏
k=1
Z1MM [{tkp}] = eÛ
M∏
k=1
ZK [Λk], (7.4.74)
where U is a quadratic formal differential operator in the tkp’s. It is called intertwining op-
erator, as it mixes the different models together. Its counterpart Û is a differential operator
in the Tr(Λpk) that mixes different Kontsevitch τ functions in order to reconstruct the model
Z. This is interesting as one knows the geometric meaning of the quantities computed by
3They are related to the interpretation of τ function in terms of representation of gl(∞) Lie algebra. If
it is a very interesting topics, which would deserve a thesis on its own.
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the Kontsevitch matrix model. More explanation can be found in [EO08, NDE15]. So it
relates numerous matrix models correlation functions to intersection numbers of moduli
spaces of Riemann surfaces. One may ask whether or not this can be understood in a
combinatorial way, using bijective techniques? The author is not aware of such works but
this would be a very interesting question to investigate.
From this decomposition one may form bilinear identities for the corresponding models
Z by dressing the vertex operators V k±(zk) acting on each Z1MM [{tkp}] [AK96], so that the
dressed operators are
V k±, dressed(zk) = e
UV k±(zk)e
−U (7.4.75)
for each k ∈ [[1,M ]]. This type of strategies apply directly to the O(n) matrix model for
example. This is a model of self-avoiding loops on random surfaces4. It is built out of a
(n+ 1) matrix model defined by the partition function [Eyn15a]
ZO(n) =
∫
Hn+1N , formal
dM
n∏
i
dAi exp
(
−N
2
(
Tr(M2) +
n∑
i
Tr(A2i ))
)
exp
(
N
∑
p
tp Tr(M
p) +N
∑
i
Tr(MA2i )
)
. (7.4.76)
In fact the combinatorics of this matrix integral has the specific feature that there are n
vertices of the form 7.1. The half-edges of color i represent the A2i in the Tr(MA
2
i ) of the
Mkl
Ai,lm
Ai,mk
i
i
Figure 7.1: The vertices of the O(n) loop model. Two of the adjacent half-edges are colored
i, for each i ∈ [[1, n]].
defining integral. Moreover the action is only quadratic in the Ai so that the edges of color
i can only form loops. Furthermore, since the action is only quadratic in the Ai one can
integrate them
ZO(n) =
∫
formal
dMe−
N
2
Tr(M2)+N
∑
p tp Tr(M
p) det(1⊗2 − 1⊗M −M ⊗ 1)−n. (7.4.77)
4This model has been much studied in statistical physics as when one make an analytical continuation
on its parameter n one is able to describe Kosterlitz-Thouless transition. Moreover it can be thought of a
model for 2 + 1 gravity and generalizations appear in the context of string theory.
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Indeed this decomposes on a Hermitian one matrix model as
ZO(n) = e
− n
N2
∑
p≥1
(−1)p
p
∑
0≥k≥p (
p
k)
∂
∂tk
∂
∂tp−k Z1MM [{tp}]
∣∣∣
{t0=0,t1=0,t2=0}
. (7.4.78)
The operator U in this case is the differential operator in the exponential.
7.4.3 Decomposition of tensor models.
Following the preceding line of thought one can obtain this type of result for our T 4 melonic
tensor models. However there are a few drawbacks that we point out already. First the
intertwining operator will contain 1/N factors mixing in a non-trivial way the expansion of
the several Hermitian matrix models and the factors coming from the U operator. Moreover
the operator U will be, a priori, d-linear in the formal variables in d dimensions. Although
one can of course consider classes of models that contains only two T 4 melonic interactions,
that seems unnatural at first sight. The main problem is that the integrability properties of
the models that decomposes in a Givental form depend crucially on this property. However
one feature that does not depend on this property is the fact that the quantity generated
by the model can be written in term of moduli spaces integrals. This has been shown
in a recent5 work [BS15] of Gaetan Borot and Sergey Shadrin in the case of multi-trace
Hermitian one matrix models. We have good reasons to think that it also applies at least
to some subsets of melonic T 4 tensor models.
One has the following theorem [Dar14]
Theorem 13. The partition function of the d-dimensional melonic T 4 model can be rewrit-
ten as:
Z[λ,N ] = eX̂eŶ
d∏
i=1
Z1MM [{tip}p∈N] = eÔ
d∏
i=1
Zi1MM [{tip}p∈N] (7.4.79)
where Z1MM [{tip}p∈N] is a Hermitian 1-matrix model partition function and X̂, Ŷ , Ô are
differential operators acting on the times tip (or coupling constants) of the 1-matrix model:
X̂ = −
∑
i,p
tip
∂
∂tip
(7.4.80)
Ŷ =
(−1)d
Nd
∑
(q1,...,qd)∈(Nd)∗
(−i)
∑
qi
∑
qi
√
λ
2Nd−2
q1+...+qd(
q1 + ...+ qd
q1, ..., qd
)
∂d
∂t1q1 ...∂t
d
qd
,(7.4.81)
5In fact during the time this thesis was written.
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and
Ô = ln(eX̂eŶ ) = X̂ + d
2
exp(d/2)
sinh(d/2)
Ŷ , (7.4.82)
Proof. The proof is detailed [Dar14]. The sketch goes as follows. The tensor model can be
written, using intermediate field decomposition as
Z[λ,N ] =
∫
formal
∏
c
dMc exp
(
−N
2
∑
c
Tr(M2c )− Tr log(1⊗d − i
√
λ/2
∑
c
Mc)
)
=
∑
k≥0
1
k!
∫
formal
∏
c
dMc exp
(
−N
2
∑
c
Tr(M2c )
)
·
(∑
p≥1
(−i
√
λ/2)p
p
∑
(qi≥0)i∈[[1,d]]∑
i qi=p
(
p
~q
)∏
c
Tr(M qcc )
))k
. (7.4.83)
The T 4 melonic model is thus formally a linear combination of Gaussian correlation of
products of traces of the Mi. This can be obtained from products of Hermitian matrix
models as ∏
c
1
N
∂
∂tcqc
∏
k
Z1MM [{tkp}] = 〈
∏
c
Tr(M qcc )〉
∏
k
Z1MM [{tkp}]. (7.4.84)
The role of the Ŷ operator is, when exponentiated, to reconstruct the correct combination of
correlation functions in such a way that one obtains the T 4 model. However the correlation
thus obtained are not Gaussian. This can be solved by acting with a dilaton operator that
cancels the non-trivial part of the potential. That is the role of X̂. These two operators
obviously do not commute. However since one can check that [X̂, Ŷ ] = dŶ , it is possible
to compute the corresponding operator Ô, by just using the Baker-Hausdorff-Campbell
formula.
This is a Givental-like decomposition. However one can consider the case of T 4 melonic
tensor model with only two interactions, say one of color i and one of color j 6= i. In this
case one finds a proper Givental decomposition. On the other hand there is a difference
that may be of importance. The N scaling is not a strict topological scaling, thus the
interpretation in term of an integral over moduli space may not be as natural.
Also we point out the study [Bor13,BS15] in which Hermitian one matrix models, with
arbitrary multi-trace interactions and topological scaling is treated. It is given a beautiful
interpretation in term of integrals over moduli spaces of curves and in terms of solution set
of the Topological Recursion that is briefly exposed in the next chapter.
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7.4.4 Deformation of Hirota equations.
As roughly explained in the previous sections, when a decomposition of the form 13 is
available, one is able to derive bilinear identities on the partition function of the model.
That is what we now discuss and it corresponds to a generalization of ideas presented
in [AK96] for ADE matrix models.
In this section we consider the deformed random tensor model obtained by the action
of exp(Ŷ ) on the product of d matrix models, i.e.
Zdef := Z[λ, {tkp}p=0···∞,k=1···d, N ] = exp(Ŷ )
d∏
c=1
Z1MM [{tcp}]. (7.4.85)
We introduce the family of deformed vertex operators,
V c±(λ, z) = exp(Ŷ )V
c
±(z) exp(−Ŷ ), (7.4.86)
where V c±(z) is the vertex operator associated to the Hermitian matrix model Z1MM [{tcp}]
of color c. For each value of c we have the following,
∮
dz
(
V c+(z, λ) exp(Ŷ )
D∏
c′=1
Z1MM [{tc
′
i }]
)(
V c−(z, λ) exp(Ŷ )
D∏
c′=1
Z1MM [{t̃c
′
i }]
)
= 0
⇔ ∮
dz
(
V c+(λ, z)Z[λ, {tkp}, N ]
)(
V c−(λ, z)Z[λ, {t̃kp}, N ]
)
= 0. (7.4.87)
This identity holds as the action of V c±(λ, z) on Z[λ, {tkp}, N ] first cancels the exp(Ŷ ) of
exp(Ŷ )
D∏
c′=1
Z1MM [{tc
′
i }]. (7.4.88)
Then one recovers a factor
∮
dze
∑
p≥0 t
c
p−t̃cp〈det(z −Mc)〉N,{tcp}〈det(z −Mc)
−1〉N ′,{t̃cp} (7.4.89)
thus leading to a vanishing result.
One can make explicit the form of the deformed operators:
Proposition 12. The explicit form of the operators V c±(z, λ) for c ∈ [[1, D]] is given by:
V c±(z, λ) = e
±
∑∞
p=0 t
c
pz
p
e
∓ log( 1
z
) ∂
N∂tc0
∓
∑∞
n=0
z−n
n
∂
N∂tcn
e
± (−1)
D
ND
∑
(q1,...,qD)∈(ND)∗
(−i)
∑
qi∑
qi
√
λ
2ND−2
q1+...+qD
(q1+...+qDq1,...,qD )z
qc ∂
D−1
∂t1q1
... ˆ∂tcqc ...∂t
D
qD . (7.4.90)
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The proof goes as follows
Proof. First set Âc =
∑
p≥0 z
ptcp and B̂
c = log(1z )
∂
N∂tc0
+
∑∞
n=1
z−n
n
∂
N∂tcn
, so that, for c ∈
[[1, D]]:
[
B̂c, Ŷ
]
= 0
[
Âc, Ŷ
]
= − (−1)D
ND
∑
(q1,...,qD)∈(ND)∗
(−i)
∑
qi
∑
qi
√
λ
2ND−2
q1+...+qD(
q1 + ...+ qD
q1, ..., qD
)
zqc
∂D−1
∂t1q1 ...
ˆ∂tcqc ...∂t
D
qD
.
and adn
Âc
(Y ) = 0 for n ≥ 2. Consequently,
V c±(z, λ) = exp(±Âc) exp(∓Âc) exp(Ŷ ) exp(±Âc) exp(∓B̂c) exp(−Ŷ )
= exp(±Âc) exp(e∓adÂc Ŷ ) exp(∓B̂c) exp(−Ŷ ). (7.4.91)
This rewrites,
V c±(z, λ) = exp(±Âc) exp(Ŷ ∓ [Âc, Ŷ ]) exp(∓B̂c) exp(−Ŷ )
= exp(±Âc) exp(∓[Âc, Ŷ ]) exp(∓B̂c). (7.4.92)
This can be translated in a determinantal form,
0 =
∮
dz e
∑
n z
n(tn−t̃n)
〈
det
(
z −Mc
)
det
(
1⊗D
(
1 + z
√
λ
2ND−2
)
+
√
λ
2ND−2
∑
i 6=c 1
⊗(D−c) ⊗Mc ⊗ 1⊗(c−1)
)
〉
N,t
〈
det
(
1
⊗D(1 + z
√
λ
2ND−2
)
+
√
λ
2ND−2
∑
i 6=c 1
⊗(D−c) ⊗Mc ⊗ 1⊗(c−1)
)
det
(
z −Mc
)
〉
N ′,t̃
(7.4.93)
7.5 Remarks.
In this chapter we have considered the matrix formulation of the T 4 melonic tensor model.
From this formulation one can use the well known techniques and properties of matrix
models and extend them to this peculiar tensor model. This proves a useful approach to
investigate numerous aspects of tensor models as it allows us to derive precise properties
using analytic techniques. For instance one obtains the N → ∞ limit and the next-to-
leading order. It gives a new interpretation of the combinatorics of the double scaling limit
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and can actually be used to derive entirely this limit. Moreover it leads to completely new
properties such as the bilinear equations on tensor models.
However one should go more thoroughly into this study. There are several tracks one may
follow, and the choice is difficult to make. However one can list some of them without
being exhaustive at all.
• As we have seen, one can resum the melonic sector by performing a shift of the matrix
variables. Is there a way to translate this idea at the level of tensor variables?
• There are two solutions of the saddle point equations. We chose the ’+’ root as in
fact it corresponds to the Feynman graphs expansion of the model (i.e. it is the
combinatorial solution). However from a physical viewpoint there is no reason a
priori for this solution not to be an interesting one. In fact it looks like an instanton
solution and one knows from field theory that non trivial physics can be hidden in
such solutions. One should investigate the possibility of performing a shift around
this solution, or more generally that the eigenvalues of the intermediate field model
collapse, with a fraction ε1 to α+ while a fraction ε2 localizes to the α− solution.
This should be doable by transforming the initial matrix field as α+E1 + α−E2 +
fluctuation fields, where E1,2 are matrices with 1 on the first n1 diagonal elements
(resp. the n2 = N − n1 remaining) and zeroes elsewhere such that εi = ni/N .
• The obtained bilinear identities are unable to tell us what are the possible integrable
structures that arise in the tensor model framework. However it is an interesting
project to discover how they are deformed or even suppressed in the transition be-
tween matrices and tensors. So one should deepen this kind of study, treating several
known sets of equations and structures arising in the case of the Hermitian matrix
model and study the transition to tensor models, at least in the specific case of the
T 4 melonic model.
• One could also wonder if it is possible to deepen the connection to Givental decom-
positions (and their generalization)? One may ask whether or not it is possible to
write the action of a given Givental-like operator on product of matrix integrals as a
tensor integral. If it is possible in some cases, what are the specificities of these cases
which allow such decompositions?
• This also leads to the question of changing the scaling of tensor models. In fact when
transforming the tensor integral using the Hubbard-Stratanovitch transformation one
obtains a matrix model which does not have a topological expansion. But it is
certainly possible to build the corresponding topological matrix model and to rephrase
it in terms of tensor integrals. What would be the combinatorics of such a tensor
model? One could try to investigate the leading order of such a model and compare
it to the usual tensor model.
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• Finally, one can raise the question of the triple scaling limit. We saw in the current
chapter and the preceding one that the double scaling limit can be well treated using
the matrix representation of the T 4 melonic tensor model. In this chapter we have
seen that it as a natural interpretation in terms of the shift on matrix variables
which corresponds to a change of vacuum after a symmetry has been broken. Can
this kind of interpretation be extended in order to define properly the concept of
triple scaling? One could expect that the new vacuum also undergoes a breaking of
symmetry creating a third vacuum and explore fluctuations around it.
In the next chapter we present the Eynard-Orantin Topological recursion in the context
of matrix models. Then we will give some clues on how to adapt this technique to the
T 4 melonic tensor model, hoping that some of the beautiful properties and mathematical
structures carried by the Topological Recursion are reminiscent in this specific model.
However this is a work which is currently undergoing, and everything is not understood yet.
In fact I was not able to provide the necessary results before the end of the writing period
of this manuscript. But I hope this can give to the reader a glimpse of the possibilities
offered by such matrix formulations for tensor models.
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Chapter 8
Loop Equations for Tensor Models
In this chapter we explore relations between observables of tensor models in several different
settings and forms. First we derive the Schwinger-Dyson equations of generic tensor models
and derive an algebra of constraints for this model [Gur12b]. One shows that this algebra
form a Lie algebra. Then we recall the Schwinger-Dyson equations of matrix models and
show how it leads to a very rich technique, called Topological Recursion for solving these
models [EO08]. Finally we present how this technique can be partly adapted in the case
of the T 4 tensor model.
8.1 Schwinger-Dyson equation of generic tensor model.
Generic tensor models obey Schwinger-Dyson equations that reflect their (formal) func-
tional integral nature.
Consider a tensor invariant B with a marked (say white) vertex v. Call B·v(T̄ , T )i1···id
the linear form represented by the graph without the vertex v. This can take a tensor
Q ∈ V ⊗d as a variable. We have the following identity:
∫
dTdT
∑
i1,···id
∂
∂T i1···id
(
B·v(T̄ , T )i1···id exp
(
Nd−1V ({tB}, T̄ , T )
))
= 0. (8.1.1)
There are several contributions to the left hand side. The first one corresponds to the
derivative term acting on the T ’s of B·v(T̄ , T )i1···id . This writes as a sum over white
vertices v′ of B·v(T̄ , T )i1···id of the form:
∑
v′
∑
i1···id
B·v ,·v′ (T̄ , T )i1···id . (8.1.2)
B·v ,·v′ (T̄ , T )i1···id is the graph with two vertices v (white) and v
′ (black) taken out. It
represents a bilinear form on V ⊗d × V ⊗d∗. This contribution can be pictured as follows.
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1
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4
∂
∂T i1i2i3i4
∑
i1i2i3i4 4
Figure 8.1: The effect of the action of a derivative operator on a marked invariant. In this
case one obtains two connected components, a unique circle line corresponding to a factor
of N and the fundamental melon.
Consider the graph B with a marked vertex v. Each term of the sum is represented by
a graph obtained from B by drawing a line of color 0 from v to the black vertex v′ and
making a contraction of this new line. However we warn the reader that this is not a regular
1-dipole contraction. This contraction may disconnect the graph. When disconnected the
resulting graph may be formed of several component Bρ. Some of these components may
be composed of a single line. To any such single isolated line corresponds an Nd factor. See
for instance Fig. 8.1. This operation is called bubble contraction. The resulting (maybe not
connected) bubble (isolated lines included) is denoted B/(v, v′). The second term comes
from the quadratic part of V ({tB}, T , T ). It contracts B·v(T̄ , T )i1···id with a T at v, so one
obtains the bubble B(T̄ , T ) as a result. The last term is obtained by acting with ∂
∂T̄i1···id
on each tBB(T̄ , T ) of the potential. For each of these terms one obtains a sum over the
black vertices v′ ∈ B of the form
∑
v′
∑
i1···id
B·v(T̄ , T )i1···idB·v′ (T̄ , T )i1···id . (8.1.3)
Again each term can be pictured by a graph B with v as a marked vertex and B with a
black vertex v′. One draws a line of color 0 between these two vertices and performs a
1-dipole contraction of this new line. In this case this is a proper 1-dipole contraction (as
in fact the vertices v and v′ are in two different bubbles).
Definition 27. Consider a bubble B with a white marked vertex v and a bubble B, such
that v′ is a black vertex belonging to B. We define the operation ∗v′,
B ∗v′ B =
∑
i1···id
B·v(T̄ , T )i1···idB·v′ (T̄ , T )i1···id . (8.1.4)
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We obtain the following Schwinger-Dyson equations:
〈−Nd−1B(T̄ , T )+
∑
v′
∑
i1···id
B·v ,·v′ (T̄ , T )i1···id+N
d−1
∑
v′
tB
N
− 2
(d−1)!ω(B)
|Aut(B)| (B∗v′B)(T̄ , T )〉 = 0.
(8.1.5)
We can rewrite these equations as actions of differential operators on the generating par-
tition function of the generic one tensor model:
LBZ[{tB}] = 0 (8.1.6)
LB = |Aut(B)|N
2
(d−1)!ω(B)
∂
∂tB
+
∑
v′
N
2
(d−1)!)ω(B/(v,v
′))|Aut(B/(v, v′))| ∂
∂tB/(v,v′)
+
∑
v′
N
2
(d−1)!ω(B)
|Aut(B ∗v′ B)|
|Aut(B)|
∂
∂tB∗v′B
. (8.1.7)
We denoted
∂
∂tB/(v,v′)
=
∏
ρ
∂
∂tBρ
, (8.1.8)
where Bρ are the connected components and
∂
∂tBρ
reduces by convention to a factor of
N when Bρ is made of a unique line. One has the following Lie algebra defined in any
dimension, generated by the differential operators with brackets
[
LB1 , LB2
]
=
∑
v′
LB1∗v′B2 −
∑
v′
LB2∗v′B1 . (8.1.9)
This Lie algebra contains an infinite number of ideals turning the study of its representation
into a very hard problem. Trying to extend these algebras in a way that would suppress
these ideals has been unsuccessful until now. But there is no no-go theorem that states
that it is impossible.
8.2 Loop equations for Hermitian matrix model and topo-
logical recursion.
The invariants of a Hermitian matrix are its traces. They play the same role as the B’s for
the tensor case. The same techniques leads to the same kind of equations, i.e
∫
dM
∂
∂Mab
(
(Mk)ab exp
(
−N
2
Tr(M2) +N
∑
p≥1
tp
p
Tr(Mp)
))
= 0. (8.2.10)
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We write
∑
p≥1
tp
p Tr(M
p) = TrV (M).
〈
k−1∑
n=0
Tr(Mn) Tr(Mk−n−1)−N Tr(Mk+1) +N Tr(MkV ′(M))〉 = 0 (8.2.11)
This can also be pictured graphically by representing Tr(Mp) by a cycle of length p. One
can define the same kind of operation ∗v and construct the same type of algebra as before.
This leads to the positive part of the Witt algebra.
Define the following generating functions:
W1(x) =
∑
p≥0
〈Tr(Mp)〉
xp+1
(8.2.12)
W 2(x1, x2) =
∑
p,q≥0
〈Tr(Mp) Tr(M q)〉
xp+11 x
q+1
2
, (8.2.13)
where we have introduced the counting variable x ∈ C. This allows us to rewrite (8.2.11)
as [Eyn15b,Eyn04]:
W 2(x, x)−N〈Tr
M
x−M 〉+N〈Tr
V ′(M)
x−M 〉 = 0. (8.2.14)
We then consider the connected function W2(x1, x2) = W 2(x1, x2)−W1(x1)W1(x2). More-
over we use the following trick Tr Mx−M = Tr
x+M−x
x−M and Tr
V ′(M)
x−M = Tr
V ′(x)+V ′(M)−V (x)
x−M .
We call N〈Tr
(x−M+V ′(M)−V (x)
x−M
)
〉 = P1(x). Thus,
W2(x, x) +W1(x)
2 −NxW1(x) +NV ′(x)W1(x) + P1(x) = 0. (8.2.15)
Using the fact that 〈Tr(Mp)〉 expands as 〈Tr(Mp)〉 = ∑g≥0N1−2g〈Tr(Mp)〉g we obtain
a topological expansion for W1(x) =
∑
g≥0N
1−2gW g1 (x). In fact, it can be generalized
to W2(x1, x2) =
∑
g≥0N
−2gW g2 (x1, x2). For every value of g we then get an equation on
W g1 (x) and W
g
2 (x, x). For instance
{
W 01 (x)
2 − xW 01 (x) + V ′(x)W 01 (x) + P 01 (x) = 0, g = 0
W 02 (x, x) + 2W
0
1 (x)W
1
1 (x)− xW 11 (x) + V ′(x)W 11 (x) + P 11 (x) = 0, g = 1
. (8.2.16)
The first equation is non linear, while the second is linear. Indeed it can be checked that
all equations for g ≥ 1 are linear [Eyn04]. For potentials V (x) that are polynomial in x
(i.e. all tp vanishes for p greater than a certain d
1), P1(x) is a polynomial. In fact, without
doing any assumption on the form of the solution for the moment we arrived at a set of
1This can be extended to V (x) such that V ′(x) is rational.
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recurrent equations. They can be written in full generality by defining the multi-point
generating functions
Wn(x1, · · · , xn) =
∑
pi≥1
〈Tr(Mp1) Tr(Mp2) · · ·Tr(Mpn〉c
xp1+11 · · ·xpn+1n
, (8.2.17)
where 〈· · · 〉c means connected.
Wn(x1, · · · , xn) =
∑
g
N2−2g−nW gn(x1, · · · , xn). (8.2.18)
The equations over Wn are obtained by acting on the equation (8.2.15) with the loop
insertion operator δxi =
1
N
∑
m≥0
1
mxm+1i
∂
∂tm
Wn+2(x, x, I) +
∑
J⊂I
W1+|J |(x, J)W1+|I−J |(x, I − J) +
n∑
i=1
∂
∂xi
Wn(x, I − xi)−Wn(I)
x− xi
− NV ′(x)Wn+1(x, I)−NPn+1(x, I) = 0, I = {x1, · · · , xn}. (8.2.19)
By Brown’s lemma [Eyn15b, Eyn06] we are interested, for combinatorics, in the so-called
1-cut solution. This is a restriction on the accepted form for the solution of (8.2.16) for
g = 0. It states that the solution is of the form
W 01 (x) =
1
2
(x− V ′(x) +M(x)
√
(x− a)(x− b)) = 1
2
(x− V ′(x) + y(x)) (8.2.20)
M(x) being a polynomial. Inserting this expression in (8.2.16) we get:
(x− V ′(x))y(x) + y(x)2 + 2P 01 (x) = 0. (8.2.21)
The chosen form of y(x) completely constrains P 01 (x). For V (x) polynomial of degree d,
this can be seen (up to homogenization) as an algebraic curve in CP 2 (x− V ′(x))y + y2 +
2P 01 (x) = 0. The choice of the 1-cut solution corresponds to choice of P
0
1 turning this curve
into a plane curve of genus g = 0. W 01 is called a parametrization of this curve, however it
is better to use another parametrization, called Zhukhovky variables2. For z ∈ C, we set
x(z) =
a+ b
2
+
a− b
4
(
z +
1
z
)
. (8.2.22)
In particular, {a, b} → {+1,−1}. Doing so, y (or W 01 ) and x (or rather their pullback
under the Zhukovsky map) are functions of the Riemann sphere to C. In these variables
we have that
W 01 (x(z)) =
d−1∑
k=1
vkz
−k (8.2.23)
2These are the transformation of the complex plane that allows one to map a wing profile to a circle.
Since the fluid equations are easier to derive around a disc this has been used a lot in 2d fluid mechanics
studies.
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is a rational function of z. By studying the singularities of the W gn it is possible to provide
an expression for them that only involves computations of residues at z = ±1 of W g′n′ such
that 2g′+n′−2 < 2g+n−2. It is then a recursion on g and n, the initial conditions being
provided by W 01 and W
0
2 that have to be computed separately. As residues on a Riemann
surface Σ are well defined for forms [Sch07] on it we use Schwarz representation theorem
to switch from functions to the forms
wgn(z1, · · · , zn) = W gn(x(z1), · · · , x(zn))dx1 ⊗ · · · ⊗ dxn ∈ H0(Σn,KΣ(− ∗ {a})n)Sn .
(8.2.24)
This is called the topological recursion.
8.3 Loop equations for the T 4 model
We can play the same kind of game for the matrix model introduced in chapter 7. This
matrix model is shifted, this shift corresponding to the double scaling of chapter 6. Its
form is
Z =
exp
(
−N
D
2
α2
)
ND−2
∫
(HN )D
∏
c dMc exp
(
−N2
∑
c TrM
2
c − αN
D
2
∑
c TrMc
−Tr log
(
(1 + i
√
λ/2α)1⊗D + i
√
λ
2ND−2
∑
cMc
))
. (8.3.25)
Let us recall some facts. One can still consider the generating function of loop observables
〈Tr(Mpc )〉. But this model is a multi-matrix model and thus one should also consider the
generating function for observable of different colors such that 〈Tr(M q1 ) Tr(Mp2 )〉. Moreover
the 1/N expansion is not topological as the potential contains terms that do not scale
topologically. This is inherited from the specific scaling of tensor models. The computation
of the leading order W 01 (x) is shown in Chapter 7. The information contained in the
Schwinger-Dyson equations used to construct the following loop equations is certainly
contained in the set of constraints derived in section 8.1. However it is easier to treat this
information in the form presented below.
8.3.1 Exact ’disc’ and ’cylinder’ equations.
We write here the exact disc equation. First let us introduce some notations. The gener-
ating series of loop observables are defined in a way analogous to section 8.2, but there are
some differences because we have several matrices.
Definition 28. Consider a d-uplet k ∈ Nd, k = (k1, k2, · · · , kd). Consider the following
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associated quantity
〈
k1 times︷ ︸︸ ︷
Tr(M
p
(1)
1
1 ) · · ·Tr(M
p
(1)
k1
1 ) Tr(M
p
(2)
1
2 ) · · ·Tr(M
p
(2)
k2
2 )︸ ︷︷ ︸
k2 times
· · ·
kd times︷ ︸︸ ︷
Tr(M
p
(d)
1
d ) · · ·Tr(M
p
(d)
kd
d )〉. (8.3.26)
The associated generating function is
Wk(x
(1)
1 , · · · , x
(1)
k1︸ ︷︷ ︸
k1 times
, · · · , x(d)1 , · · · , x
(d)
kd
)
=
∑
all p(i)j ≥0
〈Tr(M
p
(1)
1
1 )···Tr(M
p
(1)
k1
1 ) Tr(M
p
(2)
1
2 )···Tr(M
p
(2)
k2
2 )···Tr(M
p
(d)
1
d )···Tr(M
p
(d)
kd
d )〉
x
(1)
1
p
(1)
k1
+1
···x(d)1
p
(1)
k1
+1
···x(d)1
p
(d)
1 +1···x(d)kd
p
(d)
kd
+1
. (8.3.27)
We also denote
W 1(x
(1)
1 , x
(2)
1 , · · · , x
(d)
1 ) = Wk=(1,··· ,1)(x
(1)
1 , x
(2)
1 , · · · , x
(d)
1 ). (8.3.28)
This set of notations also applies for the connected generating functions W such that
Wk =
∑
J`Ck
∏
Ji
WJi . (8.3.29)
We assume that we have a symmetry among colors. This means that if σ ∈ Sd acts on
k = (k1, · · · kd) by permuting its elements σk = (σ(k1), · · · , σ(kd)) then
Wk(xk) = W σk(xσk) (8.3.30)
Wk(xk) = Wσk(xσk). (8.3.31)
We also use a short notation when the correlation function involves only the matrix of a
single color i
Wn,i(x
(i)
1 , · · · , x(i)n ). (8.3.32)
Exact disc equation
We consider the equation for ’disc’ generating function of color 1
W1,1(x)
2 +W2,1(x, x)−N
∮
dζ1
2iπ
ζ1W1,1(ζ1) (8.3.33)
+
∑
p≥2
αp
p
N−p
(d−2)
2
∑
~q∈Fp
(
p
~q
)∮ ( d∏
i=1
dζj
2iπ
)(∏
j 6=1
ζ
qj
j
) ζq1−11
x− ζ1
W 1(ζ1, ζ2, · · · , ζd) = 0,
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where Fp = {(q1, · · · , qd) ∈ N|q1 ≥ 1; qi 6=1 ≥ 0,
∑
i qi = p ≥ 2}. Unless stated otherwise∮
means a coutour integral along a closed path γ ⊂ U[a,b] surrounding the cut [a, b]. Using
only connected correlation functions
W1,1(x)
2 +W2,1(x, x)−N
∮
dζ1
2iπ
ζ1W1,1(ζ1) +
∑
J`C
∑
p≥2
αp
p
N−p
(d−2)
2
∑
~q∈Fp
(
p
~q
)∮ ( d∏
i=1
dζj
2iπ
)(∏
j 6=1
ζ
qj
j
) ζq1−11
x− ζ1
∏
Ji
WJi(ζJi) = 0, (8.3.34)
The leading order equations gives the result sof chapter 7. We consider the equation on
W2,1(x1, x2)
Exact ’cylinder’ equation:
2W1,1(x1)W2,1(x1, x2) +W3,1(x1, x1, x2) +
∂
∂x2
W1,1(x1)−W1,1(x2)
x1 − x2
−N
∮
dζ1
2iπ
ζ1W2,1(ζ1, x2) +
∑
J`C⋃̇[J]
i=1hi={x2}
∑
p≥2
αp
p
N−p
(d−2)
2
∑
~q∈Fp
(
p
~q
)∮ ( d∏
i=1
dζj
2iπ
)(∏
j 6=1
ζ
qj
j
) ζq1+11
x− ζ1
∏
Ji
WJi(ζJi , hi) = 0. (8.3.35)
Bicolored ’cylinder function’:
We consider the bicolored cylinder function of color (12), so k = (1, 1,~0d−2) the resulting
exact equation is
2W1,1(x1)W(1,1,~0d−2(x1, x2) +W(2,1,~0d−2(x1, x1, x2)−N
∮
dζ1
2iπ
W(1,1,~0d−2(ζ1, x2)
+
∑
K`C⋃[K]
i=1 Ji={x2}
∑
p≥2
αp
p
N
2−d
2
p
∑
Fp
∮ (
p
~q
)(∏
i=1
ζqii
) ζq1−11
x1 − ζ1
[K]∏
i=1
W|Ki|+|Ji|(ζKi , xJi) = 0.(8.3.36)
One notices the absence of derivative terms in this equation.
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8.3.2 First term of 1/N expansion.
The generating function W2,1 expands in powers of 1/N , and we compute the first term of
this expansion. This can be done in any dimension. In fact we obtain
2W 01,1(x1)W
0
2,1(x1, x2) + ∂x2
(W 01,1(x1)−W1,1(x2)
x1 − x2
)
+ α2
(
2
∮
dζ1
2iπ
ζ1
W 02,1(ζ1, x2)
x1 − ζ1
+ 2(d− 1)
∮ ( d∏
j=1
dζj
2iπ
)W 02,1(ζ1, x2)
x1 − ζ1
ζ2
( d∏
j≥2
W 01,1(ζj)
)
+ 2(d− 1)
∮ ( d∏
j=1
dζj
2iπ
)W 01,1(ζ1)
x1 − ζ1
ζ2W
0
(1,1,~0d−2)
(ζ2, x2)
( d∏
j≥3
W 01,1(ζj)
))
, (8.3.37)
where we used assumption (8.3.30). Moreover, one has W 01,1(x) =
1−α2
2 (x−
√
x2 − 4
1−α2 ).
2
∮
dζ1
2iπ
ζ1
W 02,1(ζ1, x2)
x1 − ζ1
= 2
∮
dζ1
2iπ
(ζ1 − x1 + x1)
W 02,1(ζ1, x2)
x1 − ζ1
(8.3.38)
and so eq. (8.3.37) rewrites
2W 01,1(x1)W
0
2,1(x1, x2) + ∂x2
(W 01,1(x1)−W1,1(x2)
x1 − x2
)
−
∮
dζ1
2iπ
ζ1
W 02,1(ζ1, x2)
x1 − ζ1
+
α2
2
(
2x1W
0
2,1(x1, x2) + 2(d− 1)W 02,1(x1, x2)
1
N
〈Tr(M1)〉0
+ 2(d− 1)W 01,1(x1)
1
N2
〈Tr(M1)(x2 −M2)−1〉0c
)
= 0, (8.3.39)
or equivalently,
−(1− α2)
√
x21 −
4
1− α2W
0
2,1(x1, x2) + ∂x2
(W 01,1(x1)−W 01,1(x2)
x1 − x2
)
+ (d− 1)W 01,1(x1)
1
N2
〈Tr(M1)(x2 −M2)−1〉0c = 0. (8.3.40)
Considering the limit x1 →∞ one obtains the following relation
1− α2
N2
〈Tr(M1) Tr(x2 −M1)−1〉0c + ∂x2W 01,1(x2)
=
(d− 1)
N2
〈Tr(M1)(x2 −M2)−1〉0c . (8.3.41)
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We now simply refer to the bicolored cylinder equation (8.3.36) and extract the leading
1/N term
− (1− α2)
√
x21 −
4
1− α2W(1,1,~0d−2)(x1, x2)
+
α2
2
W 01,1(x1)
(
2
∮ (∏
j>1
dζj
2iπ
)
ζ2W
0
2,1(ζ2, x2)
∏
j>2
W 01,1(ζj)
+ 2(d− 2)
∮ (∏
j>1
dζj
2iπ
)
ζ2W
0
(1,1,~0d−2)
(ζ2, x2)
∏
j>2
W 01,1(ζj)
)
= 0. (8.3.42)
It rewrites
− (1− α2)
√
x21 −
4
1− α2W(1,1,~0d−2)(x1, x2) + α
2W1,1(x1)
·
( 1
N2
〈Tr(M2) Tr(x2 −M2)−1〉+
(d− 2)
N2
〈Tr(M1) Tr(x2 −M2)〉
)
= 0 (8.3.43)
where we also used (8.3.30) several times. Again extracting the coefficent of 1/x1 of this
equation leads to
[
1− α2(d− 1)
]
α2
〈Tr(M1) Tr(x2 −M2)−1〉 = 〈Tr(M2) Tr(x2 −M2)−1〉. (8.3.44)
One thus has:
d(2α2 − α4) + α4 − α2 − 1
α2N2
〈Tr(M1) Tr(x2 −M2)−1〉0c = ∂x2W 01,1(x2). (8.3.45)
This leads to:
−(1− α2)
√
x21 −
4
1− α2W
0
2,1(x1, x2) + ∂x2
(W 01,1(x1)−W 01,1(x2)
x1 − x2
)
+
α2(d− 1)
d(2α2 − α4) + α4 − α2 − 1W
0
1,1(x1)∂x2W
0
1,1(x2) = 0. (8.3.46)
One thus has:
(1− α2)W 02,1(x1, x2) =
1√
x21 − 41−α2
(
∂x2
(W 01,1(x1)−W 01,1(x2)
x1 − x2
)
+
α2(d− 1)
d(2α2 − α4) + α4 − α2 − 1W
0
1,1(x1)∂x2W
0
1,1(x2)
)
.(8.3.47)
This determines entirely W 02,1(x1, x2). It can be written more compactly using the z vari-
able introduced earlier. Let us set the dictionary for this specific case.
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Dictionary z ↔ x variables.
x(z) = a+b2 +
a−b
4
(
z + 1/z
)
, z(x) = 2a−b(x− a+b2 +
√
(x− a)(x− b)).
W 01,i(x) =
1−α2
2 (x−
√
x2 − 4
1−α2 ), a =
2√
1−α2 , b = −
2√
1−α2 .
√
σx :=
√
(x− a)(x− b) = a−b4 (z − 1z ), dx√σx =
dz
z .
W 01,i(z) =
√
1− α2 1z , ∂xW 01,i(x)dx = −
√
1− α2 dz
z2
.
Using this dictionary we compute the 2-form ω02,1 = W
0
2,1(x1, x2)dx1 ⊗ dx2. Notices that
the second term of the r.h.s. of (8.3.47) writes
α2(d− 1)
d(2α2 − α4) + α4 − α2 − 1
W 01,1(x1)√
σx1
∂x2W
0
1,1(x2)dx1 ⊗ dx2
= −(1− α2) α
2(d− 1)
d(2α2 − α4) + α4 − α2 − 1
dz1 ⊗ dz2
z21z
2
2
. (8.3.48)
This has poles at zi → 0. The first term of the r.h.s. of (8.3.47) is given by
(1− α2)
[ (z2 − 1/z2)
(z1 − z2)2(1− 1z1z2 )2
dz1 ⊗ dz2
z21z2
+
1
(z1 − z2)(1− 1z1z2 )
dz1 ⊗ dz2
z1z22
− (z2 − 1/z2)
(z1 − z2)2(1− 1z1z2 )2
dz1 ⊗ dz2
z1z22
]
=
(1− α2)
(z1z2 − 1)2
dz1 ⊗ dz2. (8.3.49)
Finally,
ω̃02,1 =
dz1 ⊗ dz2
(z1z2 − 1)2
− α
2(d− 1)
d(2α2 − α4) + α4 − α2 − 1
dz1 ⊗ dz2
z21z
2
2
. (8.3.50)
Proposition 13. The degree zero 1 point and 2 points resolvents of color i are given by
ω01,i =
√
1− α2dz
z
(8.3.51)
ω̃02,i =
dz1 ⊗ dz2
(z1z2 − 1)2
− α
2(d− 1)
d(2α2 − α4) + α4 − α2 − 1
dz1 ⊗ dz2
z21z
2
2
. (8.3.52)
Proof. The proof is straightforward once given the above results and the symmetry property
(8.3.30).
Let us remark the following fact. First call
h02,1(z1, z2) = −
α2(d− 1)
d(2α2 − α4) + α4 − α2 − 1
dz1 ⊗ dz2
z21z
2
2
. (8.3.53)
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We recall the definition of the Bergman kernel of CP 1 as the following two form
B(z1, z2) =
dz1 ⊗ dz2
(z1 − z2)2
. (8.3.54)
It is the self-reproducing kernel on the Riemann sphere. We now remark the following
equality
ω̃02 = −Bι∗z2(z1, z2) + h02,1(z1, z2) =
dz1 ⊗ dz2
(z1z2 − 1)2
+ h02,1(z1, z2) (8.3.55)
where ι is the involution that sends z → 1z . ι acts by pullback on the second variable of B.
Indeed
Bι∗z2(z1, z2) =
dz1 ⊗ dι(z2)
(z1 − ι(z2))2
= − dz1 ⊗ dz2
(z1z2 − 1)2
. (8.3.56)
Compared to the usual topological recursion, the 2-point resolvent is translated by a non-
universal term h02,1(z1, z2).
8.3.3 Three-dimensional higher degree term
In this subection we compute explicitly the higher degree 1-point resolvent. There is already
in this case a difference with the usual matrix model computations: no 2-point resolvent
arises in this equation, whereas in the usual topological recursion the 2-point resolvent
arises already for the next to leading term.
2W 01,1(x)W
1/2
1,1 (x1)−
∮
dζ1
2iπ
(ζ1 − x+ x)
W
1/2
1,1 (ζ1)
x− ζ1
+
α2
2
∑
s1,s2,s3
s1+s2+s3=1/2
2
∮ ( 3∏
i=1
W si1,1(ζi)
dζi
2iπ
)(ζ1 − x+ x) + ζ2 + ζ3
x− ζ1
+ α3
∮ ( 3∏
i=1
W 01,1(ζi)
dζi
2iπ
)ζ21 + ζ22 + ζ23
x− ζ1
= 0 (8.3.57)
After some algebra, this reduces to
(1− α2)
√
(x− a)(x− b)W 1/21,1 (x) = 4α2
〈
Tr(M1)
N
〉(1/2)
W 01,1(x) + α
3x2W 01,1(x)
− α3x+ 2α3W 01,1(x)
〈
Tr(M21 )
N
〉(0)
. (8.3.58)
First we have, 〈
Tr(M21 )
N
〉0
=
∮
dzz2W 01,1(z) =
1
1− α2 . (8.3.59)
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Plugging this expression into (8.3.58) and computing the action of
∮
dzz· on (8.3.58) one
gets 〈
Tr(M1)
N
〉(1/2)
=
3α3
(1− α2)(1− 5α2) . (8.3.60)
One ends up with
W
1/2
1,1 (x) =
1
(1− α2)
√
(x− a)(x− b)
[(
12α5
(1− α2)(1− 5α5) +α
3x2+
2α3
1− α2
)
W 01,1(x)−α3x
]
.
(8.3.61)
As a consistency check, one can compute the series expansion near x = ∞ and confirm
that W
1/2
1,1 (x) ∼x=∞ 3α
3
(1−α2)(1−5α5) · 1x2 . One rewrites it in the z variables as
ω
1/2
1,1 = W
1/2
1,1 (x)dx =
α2
1− α2
(3(4 + α− 5α3)
1− 5α2 +
α3
z2
)dz
z2
. (8.3.62)
Notice that this expression has neither poles at +1 nor at −1. This is different from the
Hermitian matrix model case and comes from the absence of W 02,1 in the computation. This
is due to the fact that tensor models have a different scaling which, in some way, “lifts the
degeneracy” of the genus. This effect translates on the singularities of the loop equation
solutions. In fact ω
1/2
1,1 has a pole at z = 0 but no poles on the branching points. One
expects to find poles at order corresponding to a topological order.
We obtain from these results that the next-to-next-to leading order 2-point function of
the melonic T 4 tensor model in d = 3 dimensions is
Proposition 14. The next-to-next-to leading order two points function of random tensor
models is
G2,NNLO(λ) = −
9
(√
6λ+ 1− 1
)3
(
−18λ+
√
6λ+ 1− 1
) (
−24λ+ 5
√
6λ+ 1− 5
) . (8.3.63)
Proof. Use the coefficient of x−2 given in (8.3.60). Recall the relation (in chap. 7), which
is linear in the case of the 2-point function and the value of α in term of λ. This has a
Taylor series expansion with positive coefficients in −λ = 0.
The combinatorial interpretation is that this result provides (up to some factors) a
generating series for a specific class of degree ω = 2 four colored graphs with one marked
sphere made out of two triangles. The conclusion of this subsection is that, very much
like the loop equations of the Hermitian matrix model, the loop equations of the shifted
quartic melonic tensor models can be used to derive systematically the higher orders (in
N) of the n-point function.
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Figure 8.2: An example of a stuffed map. The green and red faces are regular 2-cells as
they are discs (1-punctured sphere). The blue face however is a non-trivial 2-cell as it is a
once punctured torus.
8.3.4 The six dimensional case
This case already appeared to be special before, in the chapter on the double scaling limit.
It appears to be special again when considering the recursion solving process. In fact
after the shift one obtains a new matrix model whose 1/N expansion matches a topological
expansion.
Let us make the following remark. Consider the potential term of the shifted theory
Tr
∑
p≥2
αp
N
d−2
2
p
(∑
c
Mc
)p
. (8.3.64)
Expanding the
(∑
cMc
)p
we obtain a potential that for each value of p writes as a product
of traces of Mc at some power qc. The qc are greater than 0 and their sum must equal p.
Consider 1 ≤ n = number of non-zero qc ≤ d. Then the global N scaling in front of the
interaction is N−
d−2
2
p+d−n and p can be written p = 2 + h for some h ≥ 0, so that the
N scaling is N2−
d−2
2
h−n. Now, if the value of β = d−22 is even, we obtain a model that
is a generating series of colored stuffed maps as described3 by Gaetan Borot in [Bor13].
These maps are a generalization of the usual 2d maps in the sense that their 2-cells may
not only be discs (i.e. surfaces of genus 0 with one boundary) but also surfaces of genus g
with n boundaries. They have then a non-trivial effect on the Euler characteristic of the
associated ribbon graphs. See an example of a stuffed map on Fig. 8.2. In our case, the
2-cells of non trivial topology have Euler characteristic χβh
2
,n
= 2−2β2h−n. Moreover, the
color condition intervenes in the fact that the boundary components carry a color index
and can only be glued to faces of the ribbon graph that are of the same color. The scaling
of such models thus corresponds to a topological scaling of orientable surfaces built out of
3Actually, Gaetan Borot explored the case of non-colored stuffed maps, but was at the origin of the
stuffing of maps idea. He described a matrix model formulation of their generating series.
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ribbon graphs with 2-cells of non trivial topology. Now we notice that β is even for a series
of dimensions
β =
d− 2
2
= 2k for some k ∈ N ⇔ d = 4k + 2, k ∈ N. (8.3.65)
This of course includes the two dimensional case, but also dimensions d = 6, 10, 14, 18, 22, 26,...
There is no available interpretation, either geometric or combinatorial, of this fact. So it
may be pure “numerology”. However it is striking that the double scaling “wall” also ap-
pear in six dimensions, and that, it is also well known that the double scaling limit is also
not summable in the two dimensional situation. One speculates4 that it may be related to
several known facts. First the fact that this period of 4 reminds us about Bott periodicity
for homotopy groups of U(∞). Moreover there may be some combinatorial interpretation
as the symmetric groups Sn of degree n = 2, 6 are special since they are the only non
complete symmetric groups. This is because S2 has a non trivial center, while for S6
the outer automorphism group is non trivial Out(S6) = S2. One should investigate the
consequences of these facts on tensor models5.
As we have seen in the previous section, in the three dimensional case the term
W 02,1(z1, z2) did not appear in the computation of the NLO term of the shifted model.
This was a very different feature from the Hermitian matrix model case and due to the
specific non-topological scaling. In the six dimensional case this term appears again al-
ready from the NLO term of the shifted model, and will be present in the same way than
for a Hermitian matrix model. This translates in a particular manner when studying the
loop equations. In fact if the leading order is unchanged, it has consequences on all the
subsequent orders of the shifted model. First one sees that the term W2,1(x, x) of (8.3.33)
is not suppressed at the NLO order. But it also changes the behaviour of the potential
term, as the splitting into partition of the set of ζj variables allows the appearance of some
more terms in the topological scaling case. From what we have said, in six dimensions,
Wk(xk) =
∑
g≥0
N2−2g−|k|W gk(xk). (8.3.66)
4These are speculations, so one should not take them too seriously.
5The relation to Bott periodicity, if existent, is not clear at all even though there exists relation between
matrix models and homotopy invariants of the sphere and these relations are likely to extend to other
dimensions. One should also point out the work of Ben Geloun and Ramgoolam [BGR13a], that establishes
connection with permutation TFT and homotopy of the sphere when it comes to counting tensor invariants.
The relation to properties of symmetric groups may seem more natural. In fact the loop equations solutions
for the d dimensional T 4 melonic tensor model are symmetric under a certain action of Sd. However I do
not think this is the real point here since this symmetry is just the trace of the re-coloring symmetry
of the observables and one can consider models that are not symmetric in colors but that still have this
specific topological scaling. I would rather guess that one has to work with the permutation formulation of
d-combinatorial maps to investigate such possible connections. In any case I think these are possibly very
important problems and they should really be investigated further.
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The next-to-leading order equation in the six dimensional case writes
0 = 2W 01,1(x)W
1
1,1(x) +W
0
2,1(x, x)
−
∮
dζ1
2iπ
ζ1
x− ζ1
W 11,1(ζ1) +
α2
2
(
2
∮ (∏
j
dζj
2iπ
) ζ1
x− ζ1
∑
J`C
∏
Ji
W 0Ji(ζJi)
+2
∑
k 6=1
∮ (∏
j
dζj
2iπ
1
x− ζ1
ζk
∑
J`C
∏
Ji
W 0Ji(ζJi)
)
+
α2
2
(
2
∮ (∏
j
dζj
2iπ
) ζ1
x− ζ1
∑
{si}i∈[[1,6]]∑
i si=1
∏
i
W si1,1(ζi) + 2
∑
k 6=1
∮ (∏
j
dζj
2iπ
) ζk
x− ζ1
∑
{si}i∈[[1,6]]∑
i si=1
∏
i
W si1,1(ζi)
)
+
α3
3
(
3
∮ ∏
j
dζj
2iπ
ζ21
x− ζ1
W 01,1(ζ1)
∏
i 6=1
W 01,1(ζi) + 6
∑
k 6=1
∮ (∏
j
dζj
2iπ
) ζ1
x− ζ1
W 01,1(ζ1)ζkW
0
1,1(ζk)
∏
i 6=1,k
W 01,1(ζi) + 3
∑
k 6=1
∮ (∏
j
dζj
2iπ
)W 01,1(ζ1)
x− ζ1
ζ2kW
0
1,1(ζk)
∏
i 6=1,j
W 01,1(ζi) + 6
∑
k,m6=1
k 6=m
∮ (∏
j
dζj
2iπ
)W 01,1(ζ1)
x− ζ1
ζkW
0
1,1(ζk)ζmW
0
1,1(ζm)
∏
i 6=1,k,m
W 01,1(ζi)
)
. (8.3.67)
The partitions J = {Ji} are here the partitions with four sets with one element of the form
Ji = {ζi} and one set with two elements of the form {ζk, ζm}. One can compute W 11,1(x)
by brute force, in the same way than what has been done in the three dimensional case. It
is a bit more tedious since the topological scaling allows some more terms. This reduces to
Direct computation
0 = −(1− α2)√σxW 11,1(x) +W 02,1(x, x) +
5α5
(1− α2)(1− 11α2)W
0
1,1(x)
+5α2
∮
dζ2
2iπ
ζ2W
0
(11~0)
(x, ζ2) + α
3x2W 01,1(x)− α3x. (8.3.68)
Also by using the equation (8.3.55), we deduce that
W 02,1(x, x)dx⊗ dx = −Bι∗z2(z, z) + h(z, z). (8.3.69)
From this one obtains W 02,1(x, x)dx by taking the interior product of the second variable
with the vector field ∂∂x from now on denoted ∂x,
W 02,1(x, x)dx = W
0
2,1(x, x)dx(·)⊗ dx(∂x) = [−Bι∗z2(z, z) + h02,1(z, z)](·, ∂x). (8.3.70)
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From dz(∂x) =
dz
dx it follows
dz
dx
=
√
1− α2 z
(z − 1/z) , (8.3.71)
W 02,1(x, x)dx =
√
1− α2
z − 1/z
[ z
(z2 − 1)2 −
α2(d− 1)
d(2α2 − α4) + α4 − α2 − 1
1
z3
]
dz.(8.3.72)
This is sufficient to obtain the exact expression for ω11,1,
ω11,1 =
z
(z − 1/z)2
[ 1
(z2 − 1)2 −
5α2
11α2 − 5α4 − 1
1
z4
]
dz
+
5α2
(1− α2)3/2(1− 11α2)
dz
z2
+
α3
(1− α2)3/2
(
z + 1/z
)2dz
z2
− α
3
(1− α2)3/2
(
z + 1/z
)dz
z
− α
2
√
1− α2
11α2 − 5α4 − 1
dz
z2
. (8.3.73)
This confirms our assertion. After the computation of ω
1/2
1,1 , the poles at ±1 really come
from the W 02,1 term of the loop equations. There are still poles at 0 as in the case of ω
1/2
1,1 .
So ω11,1 really writes as a meromorphic form in a neighbourhood Ωε of the cut Γ plus a
form holomorphic on Ωε. In fact it is exactly the result stated in [Bor13]. One could try
to extend the residue formula by stating that
ω11,1(z) =
1
2iπ
∮
ω11,1(z
′)
z′ − z =
1
2iπ
∑
p∈{poles=P}
∮
Cp
ω11,1(z
′)
z − z′
=
1
2iπ
∑
{±1}
∮
±
ω11,1(z
′)
z − z′ +
1
2iπ
∑
p′∈P ′
∮
Cp′
ω11,1(z
′)
z − z′ . (8.3.74)
In the last line of (8.3.74), the holomorphic part on Ωε of ω
1
1,1 does not contribute to the
first term and is contained in the second term. So one is tempted to split ω11,1 in two parts.
One normalized part ω1,N1,1 on Ωε which has poles on Ωε and one holomorphic part ω
1,P
1,1 on
Ωε which is regular on Ωε. We denote them respectively ω
1,N
1,1 and ω
1,P
1,1 . This very much
look like the setting used in [BS15]. Without mastering enough these ideas to apply them
concretely in this specific case yet, we are quite convinced that it should extend to at least
all the topological scaling cases, hence in dimensions d = 4k + 2.
8.4 Remarks
In this chapter we have explained the Schwinger-Dyson equations of the generic 1-tensor
model. We have then particularized to a specific model and shown how, at least in this
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case, some of the information they contain can be recast in a set of loop equations that
mimic the set of Virasoro constraints of the Hermitian one matrix model. Also we have
briefly presented the topological recursion technique, and tried to show that it is likely that
we can extend this technique in the case of the shifted quartic melonic tensor models, at
least for the specific family of dimensions d = 4k + 2.
Of course, this deserves much more study, and there is still much work to do in this
direction. Some of the mathematical apparatus presented in [Bor13] and [BS15] has to be
applied to this context. This is why this part of this thesis is still an ongoing research
project.
However the program is pretty clear, one should first investigate the topological scaling
case as it behaves very much like the case described in [Bor13]. After that one should
understand how the non-topological part of the scaling perturbs the topological part of
the loop equations in the non-topological case. In fact the non topological terms seem to
behave as source terms for the topological terms. As we have seen in the example explicitly
computed in this chapter this perturbs the poles structure of the combinatorial solutions
of loop equations in a different way than in [Bor13]. But the recurrence type structure is
still there, so one should be able to recast this computation in terms of residue formula.
This could be done by forcing the non-topological term to enter the definition of the W gk ,
allowing the W gk to keep a dependence in N . In this way W
g
k,N would be a sub-formal series
in N of Wk,N . Or one could explore the recurrence equations on N , but with no guarantee
that the poles structure can be worked out in sufficient detail so as to recast everything in
term of concise residue formulas.
Moreover, if this can be achieved one should investigate whether or not the algebraic
geometry framework of the topological recursion is conserved in this model. One should
relate the W sk to geometric data of the spectral curve. This is certainly the case for the
topological cases d = 6, 10, 14, · · · , and one is tempted to refer to a quartic melonic tensor
model with only two interactions terms for that. In fact in that case one can consider
a kind of O(n) model but with two Hermitian matrices instead of one. The associated
spectral curve if a torus. Then by rescaling the coupling constant by a factor N (2−d)/2 one
would reinterpret the spectral curve obtained in this way as a pinched torus leading to a
collection of punctured spheres. In that way the W sk should be connected to geometric data
of the resulting pinched torus. Also one can think of the work of [BS15], which connects
the observable of multi-trace Hermitian one matrix models to integrals over moduli spaces
of curves. However, the non-topological cases are not understood at all.
The loop equations of the Hermitian one matrix models are often called Virasoro con-
straints as they are reminiscent of its Schwinger-Dyson equations. They can be rewritten in
term of the action of a family of differential operators that together with the commutator
form the half positive of a Virasoro (Witt) algebra. These constraints appear in almost all
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(if not all) the problems that can be treated with the topological recursion. The Schwinger-
Dyson equations of the generic 1-tensor model can also be rephrased in terms of differential
operators. Moreover these differential operators also form a Lie algebra with their commu-
tator. Consequently, one shall point out that this Lie algebra contains numerous sub-Witt
algebras6 that should be translated in terms of loop equations7. One then should explore
the consequences of the existence of these many sets of loop equations, and in particular
whether they are redundant or independent. Can they be used to write recursion formulas
on subsets of observables? The question of independence of the corresponding several sets
of loop equations may well be related to the questions of independence of the set of tensor
invariants. In fact the tensor invariants represented by graphs are known to generate all
the invariants of the tensor but one is not able to tell whether or not they form a basis
of the tensor invariants (i.e. are they independent?). This is the case when considering
matrices, a basis of the invariants of a square matrix of size N is provided by the family
{Tr(Mp)}p∈[[0,N ]]. But we have no such results yet about tensor invariants.
6the number of which depends on the dimensions.
7This is possible in this case since the set indexing the operators of these sub-Witt algebras can be
mapped one-to one with N.
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Titre : Modèles de Tenseurs Aléatoires : Combinatoire, Geométrie, Gravité Quantique
et Intégrabilité.
Résumé :
Dans cette thèse nous explorons différentes facettes des modèles de tenseurs aléatoires. Les
modèles de tenseurs aléatoires ont été introduits en physique dans le cadre de l’étude de la
gravité quantique. En effet les modèles de matrices aléatoires, qui sont un cas particuliers
de modèles de tenseurs, en sont une des origines. Ces modèles de matrices sont connus
pour leur riche combinatoire et l’incroyable diversité de leurs propriétés qui les font toucher
tous les domaines de l’analyse, la géométrie et des probabilités. De plus leur étude par les
physiciens ont prouvé leur efficacité en ce qui concerne l’étude de la gravité quantique à
deux dimensions.
Les modèles de tenseurs aléatoires incarnent une généralisation possible des modèles
de matrices. Comme leurs cousins, les modèles de matrices, ils posent questions dans les
domaines de la combinatoire (comment traiter les cartes combinatoires d dimensionnelles
?), de la géométrie (comment contrôler la géométrie des triangulations générées ?) et de la
physique (quelle type d’espace-temps produisent-ils ? Quels sont leurs différentes phases
?). Cette thèse espère établir des pistes ainsi que des techniques d’études de ces modèles.
Dans une première partie nous donnons une vue d’ensemble des modèles de matri-
ces. Puis, nous discutons la combinatoire des triangulations en dimensions supérieures ou
égales à trois en nous concentrant sur le cas tri-dimensionnelle (lequel est plus simple à
visualiser). Nous définissons ces modèles et étudions certaines de leurs propriétés à l’aide
de techniques combinatoires permettant de traiter les cartes d dimensionnelles. Enfin nous
nous concentrons sur la généralisation de techniques issues des modèles de matrices dans
le cas d’une famille particulières de modèles de tenseurs aléatoires. Ceci culmine avec le
dernier chapitre de la thèse donnant des résultats partiels concernant la généralisation de
la récurrence topologique de Eynard et Orantin à cette famille de modèles de tenseurs.
Title: Random Tensor Models: Combinatorics, Geometry, Quantum Gravity and
Integrability.
Abstract: In this thesis manuscript we explore different facets of random tensor models.
These models have been introduced to mimic the incredible successes of random matrix
models in physics, mathematics and combinatorics. After giving a very short introduc-
tion to few aspects of random matrix models and recalling a physical motivation called
Group Field Theory, we start exploring the world of random tensor models and its rela-
tion to geometry, quantum gravity and combinatorics. We first define these models in a
natural way and discuss their geometry and combinatorics. After these first explorations
we start generalizing random matrix methods to random tensors in order to describes the
mathematical and physical properties of random tensor models, at least in some specific
cases.
