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Abstract  
The Stock Market is a significant sector of a country’s economy and has a crucial 
role in the growth of commerce and industry. Hence, discovering efficient ways to 
analyse and visualise stock market data is considered a significant issue in modern 
finance. The use of data mining techniques to predict stock market movements has 
been extensively studied using historical market prices but such approaches are 
constrained to make assessments within the scope of existing information, and thus 
they are not able to model any random behaviour of the stock market or identify the 
causes behind events. One area of limited success in stock market prediction 
comes from textual data, which is a rich source of information. Analysing textual 
data related to the Stock Market may provide better understanding of random 
behaviours of the market. 
Text Mining combined with the Random Forest algorithm offers a novel approach 
to the study of critical indicators, which contribute to the prediction of stock market 
abnormal movements. In this thesis, a Stock Market Random Forest-Text Mining 
system (SMRF-TM) is developed and is used to mine the critical indicators related 
to the 2009 Dubai stock market debt standstill. Random forest and expectation 
maximisation are applied to classify the extracted features into a set of meaningful 
and semantic classes, thus extending current approaches from three to eight 
classes: critical down, down, neutral, up, critical up, economic, social and political. 
The study demonstrates that Random Forest has outperformed other classifiers and 
has achieved the best accuracy in classifying the bigram features extracted from the 
corpus.  
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Chapter 1 Introduction 
Knowledge Discovery (KD) has become one of the most important fields in the 
information industry due to the increasing amount of data available for analysis and 
trend discovery. The knowledge extracted from this data is used for different 
business and financial applications such as production control, stock markets 
analysis, portfolio management and design of interpretable trading rules and 
discovering money laundering schemes using decision rules and relational data 
mining methodology. Data Mining (DM) is a subfield of knowledge discovery and 
can be defined as the process of extracting hidden patterns and knowledge from 
large amounts of structured data. Specialised data mining tools are able to find 
patterns in large amounts of structured databases and to analyse significant 
relationships, which exist only when several dimensions are viewed at the same 
time (Han & Kamber 2006). Text Mining (TM), which is the focus of this research, is 
another subfield of knowledge discovery. It is an exciting area of computer science 
research, which tries to address the crisis of information overload by combining 
techniques from data mining, machine learning, natural language processing, 
information retrieval and extraction, and knowledge management. It is a 
multidisciplinary field as it involves the retrieval and pre-processing of document 
collections, language analysis and the intermediate representations of significant 
concepts extracted from the documents, data mining techniques to analyse these 
intermediate representations, and the visualisation of the generated results 
(Feldman & Sanger 2007, Tan 1999). Text mining can be defined as the process of 
extracting important and non-trivial knowledge from unstructured textual data. 
Consequently, text mining is considered to be more complex than data mining as it 
deals with unstructured, fuzzy and ambiguous textual data. It is also believed to 
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have a more powerful commercial value than that of data mining since the textual 
form is the utmost common form of storing information.  
The application domain of this research is the Stock Market (SM) also known as 
equity market or share market; it is the market where shares of public listed 
companies are issued and traded. The stock market makes it possible to grow small 
initial sums of money into large ones without taking the risk of starting a new 
business. It is a very important sector of the economy of a country as it plays a 
crucial role in the growth of commerce and the industry of the country and it is also 
believed to be one of the most significant sectors of a free market economy, as it 
provides companies with access to capital in exchange for giving investors a slice of 
ownership in the company. When a stock market is rising this is a good indication 
for a developing industrial sector and a growing economy of the country, so the 
central banks of all the countries and the governments carefully monitor the stock 
market on a continuous basis.  In addition, stock market is the main source for any 
company to raise funds for business expansions (Cheema et al. 2008).  
The increasing importance of the stock markets and their direct influence on the 
economy were the main reasons for deciding to study and analyse stock market 
crashes as the application domain of this research.  The 2009 Dubai stock market 
debt standstill was chosen as the specific application domain for this research. 
There were two reasons for choosing the Dubai debt standstill, firstly data collection 
and secondly validation.  Consideration was initially given to using other stock 
market crises such as the 1929 Wall Street crash, the 1973-1974 United Kingdom 
stock market crash, the 1998 Russian financial crisis, and the Chinese stock bubble 
of 2007. However, it proved very difficult to collect enough textual data (financial 
news) relevant to these crashes, which was suitable for analysis. This was 
especially the case for very old crashes. Secondly, the nature of the research 
required the use of the financial experts who could qualitatively validate the 
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research results.  The financial experts who were available to validate this research 
have expertise in the Middle East stock markets and this meant that the Dubai crisis 
was a suitable domain against which to validate the Stock Market Random Forest-
Text Mining system (SMRF-TM) developed in this thesis.  
The use of data mining techniques to analyse stock markets has been 
extensively studied using structured data like past prices, historical earnings, or 
dividends. However, text mining approaches are comparatively rare due to the 
difficulty of extracting relevant information from unstructured data. As Patel et al. 
(2015) claim, stocks behave randomly. Furthermore, Schumaker et al. (2012) and 
Nikfarjam et al. (2010) explain that the application of data mining to the analysis of 
stock market data using current approaches may not be sufficient to model and 
justify any random behaviour of the market based only on quantitative data such as 
the values of stocks and historical market prices. This suggests that if researchers 
focus on the impact of un-quantifiable events on the market, which can be extracted 
from related news articles, they may be able to justify the random behaviour of the 
market and to enhance the analysis performance. Drury (2013) stated that there are 
huge amounts of free news and financial data, which are believed to contain rich 
information known as “alpha”. Alpha is considered to be valuable, non-trivial and 
rich information embedded in textual data, which can be very useful for the purpose 
of analysis. The hypothesis of his research is that text mining approaches can be 
applied to enhance the performance of current trading systems’ strategies if the 
“alpha” embedded in financial news is used to support the prediction of stock 
market share price movement directions.  
Consequently, discovering efficient ways to analyse and visualise stock market 
features is considered a significant issue in modern finance not only to be able to 
give individuals, institutions or countries useful information about the market 
behaviour for investment decisions, but also because stock markets can 
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dramatically affect important financial and economic factors (Farmer 2015, 
Hajizadeh et al. 2010, Mishkin & White 2002). In order to study such effects Mishkin 
and White (2002) examined fifteen episodes of stock market crashes in the United 
States in the twentieth century highlighting the impact of the crashes of 1929 and 
1987 and the resulted stress on the financial system. They demonstrated how the 
crashes of 1907, 1930-33, 1937 and 1973-74 were associated with large increases 
in spreads causing severe financial distress. Farmer (2015) investigated the 
relationship between stock market and unemployment rate. The results of his 
research showed that the stock markets’ movements is responsible for the 
unemployment rate and that over a seventy year period the relationship between 
stock markets’ movements and unemployment rate changes had a stable structure. 
He also showed that the drop in the stock market, which occurred in autumn of 
2008, was one of the main reasons for the magnitude of the recession, which 
followed. 
Even though the ability to analyse stock market movement has been a source of 
interest for many researchers, a satisfactory method for analysing stock price 
movement with acceptable performance has not yet been developed. The cause of 
the difficulty in the analyses of the stock market is the complexities associated with 
market dynamics where parameters are not fully defined and are constantly 
shuffling (Schumaker et al. 2012, Schumaker & Chen 2009). 
In recent years, there has been an increase of interest in quantitative funds, 
which automatically shift through numeric financial data and issue stock 
recommendations (Schumaker & Chen 2009). While these systems are based on 
proprietary technology, they differ in the amount of trading control they have, 
ranging from simple stock recommenders to trade executors. Using historical 
market data and complex mathematical models, these methods are constrained to 
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make assessments within the scope of existing information. This weakness means 
that they are unable to react to unexpected events falling outside of historical norms 
(Schumaker et al. 2012, Nikfarjam et al. 2010). 
The use of data mining techniques, such as classification and regression trees, 
chi-squared automatic induction, neural networks and genetic algorithms, to predict 
the stock market has been extensively studied using structured data (Mittermayer & 
Knolmayer 2006). The stock market is a chaotic, dynamic and complicated system, 
which is considered to be one of the core financial tasks for data mining 
(Nakhaeizadeh et al. 2002). The main reasons for researchers to use data mining 
techniques in the prediction of financial markets are their need to forecast a 
multidimensional time series, which contain a very high level of noise, accomplish 
an integrated multidimensional forecast to sustain certain efficiency criteria with a 
reasonable prediction accuracy, consolidate flow of textual data for forecasting 
models as input data and also to be capable to justify the forecast and the 
forecasting model as well (Hajizadeh et al. 2010). But there is still a major problem 
for better predictions in approaches just based on historical market prices, which is 
the ability to model any random behaviour of the market. Random behaviour is very 
difficult to justify because quantitative data solely cannot explain any random 
behaviour of the stock market (Nikfarjam et al. 2010). Also, data mining analysis 
makes use only of quantifiable information in terms of charts or numeric time series, 
which only describe the event but not their causes (Wuthrich et al. 1998).  
The issues with textual data are considered to be one of the main reasons for the 
limited success in stock market analysis. Textual data such as news reports and 
economical articles are qualitative data, which must be translated to numeric form 
before many computational systems can process it. However, they are an important 
source of information about stock market and their analysis may provide a better 
understanding of random behaviour of the market, which is difficult to explain by 
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focusing solely on statistical data (Schumaker et al. 2012). For this reason, we 
collected the relevant documents related to Dubai debt standstill for the proposed 
text mining study since the focus of this research is on one specific domain of study, 
namely the Dubai debt standstill dated 27 November 2009. However, relying solely 
on the analysis of these textual data has some limitations. The importance of news 
events can only be evaluated at a later time, and experts may have different 
opinions and interpretations of the events. Also, the lack of sufficient and clear 
information about relationships between decision variables and outcomes always 
make experts and investors lapse into making relatively less rational decisions in 
financial market. This problem becomes worse when decision makers are 
confronted with large amounts of information (Wang et al. 2011). However, textual 
data does provide a wealth of data but many fund managers have been unable to 
fully capitalise on this because information, which is implicit in the data for the 
purpose of investment is not easy to discern (Kannan et al. 2010).  The key issue is 
the necessity to use the user's specification to label historical documents for training 
and classifying. Textual information is complex and rich. Whilst tables with financial 
data indicate how well a company has achieved, the linguistic structure and written 
style of the text may reveal more about its strategy and future performance 
(Kloptchenko et al. 2002). The use of textual data relies heavily on human analysis 
in order to achieve a better analysis of stock market price movements. Unlike 
numerical and fixed field data, it cannot be analysed by standard statistical data 
mining method (Nasukawa & Nagano 2001). Even though text mining is expected to 
play an important role in designing strategies for the analysis of market behaviour, 
to the best of our knowledge this is still a relatively new field and there is a lack of 
research on the use of text mining to understand the causes of stock market 
movements and improve the analysis of stock market (Nikfarjam et al. 2010). 
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This research is designed to address the following questions:  
(a) Can the random forest algorithm support the identification of the critical 
indicators, which affect the stock market movements? 
(b) Can the extension from three to five classes of indicators enhance the 
classification performance? 
(c) Can the expectation maximisation algorithm be used to examine the reasons 
behind Dubai’s stock market movements by classifying these indicators into their 
semantic attributes (i.e. economic, social or political)? 
The main focus of this research is the application of text mining to investigate 
and analyse textual information (news and historical documents), and of random 
forest to identify the critical indicators, which contribute to the understanding of 
stock movements. To achieve this aim the following objectives were developed:  
 To review current text mining methods and approaches to the analysis of stock 
market domain. 
 To focus on one specific domain of study, namely the Dubai debt standstill 
dated 27 November 2009, and to collect the relevant documents related to 
Dubai debt standstill for the proposed text mining study. 
 To review current feature extraction methods and implement the best approach 
to extract key terms, which can best capture critical indicators related to stock 
market.  
 To implement the random forest algorithm to analyse the extracted critical 
indicators.  
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 To cluster these indicators using expectation maximisation algorithm according 
to their semantic categories, and validate the extracted stock market critical 
indicators against the experts’ critical indicators.  
 To refine the novel approach based on the experts’ validation. 
 To use cross-validation in order to evaluate the method and the final outcomes 
of the random forest. 
1.5.1 Research Philosophy  
Any research should be based on some underlying epistemology. Epistemology 
refers to the assumptions about what constitutes valid research and which methods 
are appropriate for the research domain. Hence, it is important to know these 
assumptions to be able to conduct and evaluate a research (Hirschheim 1992).  
In this research, the suggestion of Orlikowski and Baroudi (1991) and Chua 
(1986) is adopted, which is defining three classes for underlying research 
epistemology: positivist, interpretivist and critical. Depending on the underlying 
philosophical assumptions of the researcher the research can belong to any class of 
these three classes. Positivist researches usually try to test a theory in order to 
enhance the understanding of phenomena through the assumption that reality is 
objectively given and can be defined by measurable variables, which is independent 
of the researcher (Orlikowski & Baroudi 1991). On the other hand, interpretive 
researchers generally try to understand phenomena through the meanings, which 
people assign to them. Hence, interpretive researchers are concerned with the 
decisions made by humans as the situation occurs assuming that reality can only be 
accessed through social constructions such as language, shared meanings and 
awareness (Kaplan & Maxwell 1994, Orlikowski & Baroudi 1991).  
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This research is an interpretive in-depth case study research, which aims to 
analyse Dubai’s stock market debt standstill occurred in 2009 through applying text 
mining methods to study the critical indicators, which contribute to the prediction of 
abnormal stock movements. It can also be considered as a positivist comparative 
research as it deploys quantitative approaches to compare the results yielded by 
applying Random Forest classifier against another set of classifiers such as ADTree, 
J48, J48graft, Decision Stump, Random Tree, Bayes Net, Bagging, Rotation Forest 
and Decision Table. 
1.5.2 Research Approach  
There are two main approaches for research, quantitative and qualitative 
approaches, which are associated with the positivist paradigm (quantitative) and the 
interpretive paradigm (qualitative). Quantitative based research consists of studies 
in which the data can be analysed in terms of numbers such as survey methods, 
laboratory experiments and mathematical modelling and was developed from the 
natural sciences.  Qualitative research involves the use of qualitative data, such as 
interviews, documents, and participant observation data in order to understand and 
explain social phenomena. Quantitative approach developed in the social sciences 
to enable researchers to study social and cultural phenomena. In addition, 
quantitative approaches use deductive logic facilitating the ability to choose 
concepts, variables and hypotheses before the study begins. On the other hand, 
qualitative approaches use inductive logic so categories emerge from the 
informants and lead to patterns or theories, which help to explain a phenomenon 
(Myers 1997). Quantitative and qualitative approaches are not mutually exclusive 
and researchers may use both approaches in what is termed a ‘mixed methods’ 
approach.  This research combines quantitative data based on analysis of stock 
market movements with qualitative data reflecting views and opinions. We therefore 
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adopt a mixed method approach, which is sometimes referred to as triangulation 
approach (Mingers 2001, Gable 1994, Markus 1994).  
1.5.3 Research Case Study and Design 
The case study of this research is Dubai’s stock market debt standstill 2009. 
Dubai is one emirate out of the seven United Arab Emirates, which have different 
ruling families and budgets. Dubai’s economy depends on trade, ports, services and 
finance. When the international financial crisis of 2007-2010 occurred the real 
estate market in Dubai dramatically declined in November 2009 after a six-year 
boom. Dubai had about $80bn of debts of which $60bn belonged to Dubai World, 
the state-owned holding company, which was responsible for triggering the crisis in 
Dubai. Consequently, the Dubai government asked all the financing providers for 
Dubai World to standstill and extend maturities for six months. 
(www.telegraph.co.uk).   
Textual data (financial news) relevant to the case study for the purpose of 
analysis was collected through a formal subscription to the official web site of the 
Financial Times. A total of 544 financial news articles concerning Dubai’s stock 
market, published in the period between 2008 till 2012, were retrieved. The 
retrieved data is used to quantitatively validate and analyse the proposed approach 
using k-fold cross validation and text mining techniques such as, term frequency-
inverse document frequency, random forest, and expectation maximisation in order 
to identify the critical indicators, which can seriously affect the prediction 
performance of stock market movements. Then a qualitative validation of the results 
yielded was carried out using financial experts. 
The major contributions of this research include the following: 
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(i) The application of random forest to a new domain, which is the 
analysis of stock market textual data using text mining techniques. 
(ii) The extension of the classes used to classify the extracted features 
and the news articles from three classes (good, bad or neutral) to five 
meaningful classes (critical down, down, neutral, up and critical up).   
(iii) The application of the expectation maximisation clustering technique to 
cluster the classified features according to their semantic attributes 
(economic, social or political).  
(iv) The developed SMRF-TM system is able not only to classify the 
features/articles according to the predicted influence they have on 
Dubai’s stock market movements, but also able to describe the causes 
behind these classifications. 
This research project was conducted in full compliance with the ethical 
regulations of Staffordshire University and the British Computing Society code of 
conduct. The articles, which provided the texts explored through the random forest 
algorithm were all in the public domain and accessing these texts had no ethical 
implications. This research project respected the confidentiality and anonymity of 
the experts, and ensured that their participation is voluntarily. They were fully 
informed of the aim of this research project and they have rights to withdraw from 
the study at any stage. This thesis did not seek any participation from children, 
people with communication or learning difficulties, patients, people in custody, 
people who can be considered vulnerable or people engaged in illegal activities. 
Finally, this research project has adopted appropriate ethical and professional 
standards and responsibilities in its publications; all external sources of information 
are acknowledged and attributed professionally. A sample of the consent form is 
found in appendix D. 
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This thesis consists of six chapters. Chapter one has introduced the background 
themes to this research: knowledge discovery and stock markets, the motivation of 
the research and the research methodologies adopted to achieve the research aims 
and objectives. Chapter two reviews the literature related to stock market, data 
mining and text mining. As the approach of this research is based on text mining, 
chapter three discusses the principles and stages of text mining. Chapter four 
describes the implementation stages of the proposed Stock Market Random Forest-
Text Mining (SMRF-TM) approach and discusses the experimental works and 
results. Chapter five explains the validation and evaluation techniques used in the 
proposed (SMRF-TM) approach. Chapter six summarises the research approach, 
discusses the challenges and limitations encountered through the research and 
finally proposes some recommendations for the future work. 
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Chapter 2 Literature Review 
Financial data analysis has traditionally dealt with large volumes of structured 
data reflecting economic performance. However the behaviour of the market is 
dictated by contemporary local and global events, such as domestic and 
international news, financial and government reports and natural disasters etc., 
which are not captured in the statistical data (Wu et al. 2014, Gómez et al. 2001). 
Consequently, we need first to show that trading on information “alpha” embedded 
in financial news can attain a profitable trading approach as markets react to news 
stories. This can be shown through a shallow economical literature review followed 
by a deeper literature review on existing Stock Market (SM) prediction systems 
deploying Data Mining (DM) and Text Mining (TM) techniques. 
2.2.1 Economical Aspects for Predicting Stock Market Movements  
The prediction of stock markets movements is significant for economical 
researchers from more than one perspective. Empirically, studying stock markets 
movements reveal information about stock markets’ driving factors. From a 
theoretical point of view, this can be viewed as assessments of existing asset 
pricing theories. Hence, there are extensive studies in financial economics, which 
addressed this issue (Pönkä 2017).  
Niederhoffer (1971) was the first one who used news information “alpha” in order 
to enhance the performance of a real-world trading approach. This was done by 
classifying stories in the print media into 19 different categories to express a polarity 
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scale from encouraging to discouraging. He was capable to produce a reasonable 
trading approach. 
Schuster (2003) shows that it is not a must that all events aggravate a reaction, 
through reviewing huge events and the reaction of the S&P market index to those 
events (Robbani & Anantharaman 2004, Culter et al. 1991). Only unexpected 
events cause ultimate effect while expected events tend to aggravate no reaction at 
all. But as financial news published in the mass media should be unexpected in 
order to attract readers and be interesting for publishing so the publication of events 
in the mass media is expected to lead to stock market reaction (Drury 2013, 
Schuster 2003, Bomfim 2000, McManus 1988).  
Davis et al. (2006) state that sentiment in news can indicate future performance 
because there is a correlation between language usage and future performance, 
which can be shown by the market response to optimistic and pessimistic language 
usage in earnings press releases.  By analysing the writing style of company reports, 
Henry (2006) found that diversity in writing style from pessimistic to optimistic could 
indicate company's future expectations. Showing that more definite predictions of 
market response can be achieved by using predictor variables, which capture verbal 
content and writing style of earnings press releases. Later, Tetlock et al. (2008) 
found that fraction of negative words in firm specific news stories forecasts low firm 
earnings and that firms’ stock prices under react to the information embedded in 
negative words (Drury 2013). In addition, Ravenpack Company has produced a 
news analytic system, which demonstrated that there were correlations between 
sentiment in news and the following two weeks returns in the Eurstoxx and Dow 
Jones market indexes (Drury 2013, Hafez 2009). Consequently, sentiment analysis 
systems, which explore emotions and feelings expressed in natural language texts, 
can be used to support the extraction of important information embedded in textual 
data (Glucksberg 2008). 
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2.2.1.1 Markets under/over Reaction to an Event 
De Bondt and Thaler (1985) claimed that markets over-react or under-react to an 
event and that a subsequent price movements in the reverse direction will correct 
movements in stock prices where the larger the initial price movement the higher 
will be the subsequent price movement. Consequently, Hong and Stein (1999) 
proposed the unified theory of under-reaction, momentum trading, and over-reaction 
in asset markets based on the idea of gradual diffusion of information among 
investors, which causes prices to under-react in the short run, making it possible for 
momentum traders to profit from trend chasing. This can be illustrated with 
reference to the inaccurate information about the United Airlines bankruptcy 
published in September 2008. The bankruptcy news lowered the share price and 
when the story was corrected the share price returned back to normal. Using the De 
Bondt’s and Thaler’s hypothesis, a trading approach would have bought at the 
lowest price knowing that this price fall would be followed by a subsequent market 
correction. The inaccurate information also had a negative effect on some other 
major airlines (American Airlines, Continental Airlines, Delta Airlines and U.S. 
Airways) (Carvalhob et al. 2011).  
2.2.1.2 Spill over Effect 
When linked economical actors are affected by forecasts of one economical 
actor this effect is known as spill over. An example presented by Drury (2013) to 
emphasis the idea that news stories may affect other economical actors, which are 
not specifically quoted in the news story was reduction of the credit status of 
Portugal, which directly affected the cost of government debt for Spain, Italy and 
Ireland. Hafez (2010) states that since news has influence on exposure and 
covariance of stocks there are spill over effects from news releases. Mitra and Mitra 
(2011) and Hafez (2010) assert that the industry index price can be affected by 
company specific news events. This is because an event regarding a single 
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company can affect many other companies within the same sector leading to this 
being reflected in the industry index price. 
2.2.1.3 The Effect of News on Stock Prices from the Economical Aspect 
Drury (2013) summarised the effect of news on stock prices from the economical 
aspect into the following four hypotheses: (1) an instant reaction in the stock market 
can be initiated by events only when the events have economic consequences, (2) 
expected or insignificant news stories are filtered by the mass media, (3) market 
reaction to events may be for a shorter period than the market reaction to sentiment 
information and (4) it is not a must that a company is specifically mentioned in the 
news text to affect the company’s share prices. 
2.2.2 Data Mining  
The application of data mining techniques for financial markets prediction and 
classification is considered a very productive research area (Kirkos et al. 2007). The 
nature of financial data, which is a multidimensional time series containing a very 
high level of noise, is the main reason for researchers to employ data mining 
techniques in the prediction of financial markets. The use of data mining techniques 
allows the researchers to accomplish an integrated multidimensional forecast in 
order to sustain a certain efficiency criteria with a reasonable prediction accuracy 
and to be capable of justifying the forecast and the forecasting model as well 
(Hajizadeh et al. 2010).  
The stock market is a typical example for such financial markets, which 
continuously produces a huge amount of data such as bids, buys and puts (Wu et al. 
2014). The stock market is a chaotic, dynamic and complicated system, which is 
considered to be one of the core financial tasks for data mining (Nakhaeizadeh et al. 
2002). So, to examine comparable behaviour of traded stock prices Basalto et al. 
(2005) applied a pair wise clustering approach to the analysis of the Dow Jones 
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index companies in order to understand the underlying dynamics, which rules the 
companies’ stock prices. They employed the chaotic map-clustering algorithm, 
where a map was identified for each company and the correlation coefficients of the 
financial time series were associated to the coupling strengths between maps. The 
simulation of the chaotic map dynamics showed that the companies within the same 
industrial branch are often grouped together. Then the identification clusters of 
companies of a given stock market index can be expressed in the portfolio 
optimisation strategies. A stock trading method, which combines the filter rule and 
the Decision Tree (DT) techniques was presented by Wu et al. (2006), to help 
decide which stocks to buy and the right timing for buying it as this is a very 
important issue for investors in stock market domain. They used the filter rule to 
generate candidate-trading points then these points were clustered and screened 
by the decision tree algorithm. Using Taiwan and NASDAQ stock markets their 
experimental results showed that their method is distinct in consolidating future 
information into criteria for clustering the trading points and that it outperformed both 
the filter rule and all the previous literature, which applied such a combination 
technique. Also, a data mining method was designed to incorporate attribute-
oriented induction, Information Gain (IG) and decision tree, which is suitable for pre-
processing financial data and establishing a decision tree model to predict financial 
distress for listed companies. Design is based on the financial ratios attributes and 
one class attribute by adopting an entropy-based discretisation method. The 
experimental results with 35 financial ratios and 135 pairs of listed companies as 
initial samples showed satisfying results, testifying the feasibility and validity of the 
proposed data mining method (Sun & Li 2008). Wang et al. (2011) proposed an 
ontology based data mining framework, which specifically provided an ontology 
method for processing news data into classes of events to discover actuarial 
relationships between various kinds of news and market movements in term of price 
trends, volume changes and similar elements. The reasoning output of the expert 
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system was used to build a Bayesian network highlighting the dependence 
relationships between the stocks and possibly significant news, demonstrating the 
significance order of each kind of news on certain financial instrument trading 
activity to experts and investors.  
A company’s financial distress does not only affect the interests of the enterprise 
and the staff but it also has a negative effect on the investors and the entire related 
economical sector in the country. Consequently, Geng et al. (2015) designed an 
early financial crisis warning system for listed companies in China. This was done 
through studying the financial distress phenomenon for 107 Chinese companies, 
which were labelled by the Shanghai Stock Exchange and the Shenzhen Stock 
Exchange as “special treatment” from 2001 till 2008. They deployed data mining 
techniques to build their models according to 31 financial indicators and three time 
windows. The results of their research showed that neural networks outperformed 
the other classifiers, which are support vector machine, decision tree and an 
ensemble of multiple classifiers using majority votes. In addition, Salehi et al. (2016) 
compared the performance of four different data mining techniques, which are 
support vector machine, artificial neural network, k-nearest neighbour and naïve 
Bayesian classifiers in order to predict corporate financial distress using accounting 
data of the Iranian firms for two years prior to financial distress. The results of their 
research showed that the artificial neural network outperformed the other data 
mining techniques. 
There are extensive studies on applying data mining techniques to predict stock 
market movements using structured data such as historical market prices. However, 
these data mining approaches are constrained to make assessments within the 
scope of existing information, because they only analyse the quantifiable 
information embedded in charts or numeric time series. Such quantifiable 
information can only be used to describe the event but not the causes behind such 
events (Mittermayer & Knolmayer 2006, Wuthrich et al. 1998). Consequently, the 
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lack of capability to describe the causes for events led to the inability to model any 
random behaviour of the market, which is considered as a major barrier to better 
predictions in approaches just based on historical market prices (Nikfarjam et al. 
2010, Mittermayer & Knolmayer 2006). One area of limited success in stock market 
prediction comes from textual data, which is a rich source of information and 
analysing it may provide better understanding of random behaviours of the market. 
2.2.3 Text Mining  
Text mining is the discovery of new, previously unknown information, by 
automatically extracting information from different resources for textual data. The 
process of text mining encompasses the following major steps: Information 
Retrieval (IR), Information Extraction (IE) and data mining (Ghosh et al. 2012, 
Ananiadou et al. 2006). Many researchers have explored the field of text mining to 
understand the causes of stock market movements and improve the prediction 
accuracy of stock market movements. Whilst tables with financial data indicate how 
well a company has achieved, the linguistic structure and written style of the text 
may tell more about its strategy and future performance (Kloptchenko et al. 2002). 
To examine the importance of text analysis for stock price movement prediction, 
Lee et al. (2014) produced a text mining prediction system to forecasts companies’ 
stock price changes (down, stay or up) influenced by financial events reported in 8-k 
documents. Their results showed that textual analysis enhanced the prediction 
accuracy around 10% over a powerful baseline, which only deploys data mining 
techniques to analyse numeric data. This indicates that textual data such as news, 
financial reports and economical articles are an important source of information 
about stock market and their analysis may provide a better understanding of any 
random behaviour of the market, which is difficult to be justified by focusing solely 
on historical and statistical data. Consequently, text mining is expected to play an 
important role in designing strategies for prediction of stock market behaviour. 
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Hence, text mining is the focus of this research aimed at demonstrating its potential 
and valuable contribution to stock market crashes analysis, which is an important 
event of today’s global economy.  
Most textual sources used by text mining researchers for market prediction 
include financial journals and news such the Wall Street Journal, Financial Times, 
Reuters, Dow Jones, Bloomberg and even Yahoo Finance, and often the analysis is 
focused on the news text or the news headlines (Nassirtoussi et al. 2014). The 
literature review reveals two main text mining approaches are adopted in the 
analysis, prediction or mining of stock market features: (i) machine learning such as 
Support Vector Machine, decision rules/trees, regression algorithms, naïve Bayes, 
and (ii) natural language processing algorithms (Gonçalves et al. 2013). Machine 
learning algorithms give computers the ability to learn without being explicitly 
programmed by involving a set of data to train the algorithm and using another set 
of data to test the generated predictions. The natural language processing approach 
involves lexical, syntactic, semantic and pragmatic analysis of unstructured texts 
(Gonçalves et al. 2013).  
Gómez et al. (2001) used the analysis of the news as a means to elicit the 
interaction and influence of social interests on their behaviour. They used simple 
statistical representations of the news reports and statistical measures for analysis 
and discovery of useful trends. Mahajan et al. (2008) employed text mining to 
analyse financial news articles and reports in conjunction with time-series market 
data in order to explain the causes for poor performance or a sudden upturn in the 
market. They proposed a text mining system, which analyses financial news related 
to the Indian stock market in order to identify the major events, which have impact 
on the stock market and to design strategies for predicting the market. The events 
have been studied using Latent Dirichlet Allocation (LDA) based on topic extraction 
mechanism. The study carried out by (Nikfarjam et al. 2010) reveals that automatic 
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text classification techniques are commonly used in analysing incoming news, and 
in some cases researchers make use of historical market prices data related to 
stock price to improve the accuracy of their prediction, thus combining data and text 
mining algorithms. Such predictive systems consist of three main components: 
classifier input generation, classification and finally news labelling. Ming et al. 
(2014) propose a unified latent space model to characterise the “co-movements” 
between stock prices and news articles and to predict the closing stock prices on 
the same day; their algorithm is based on the analysis of daily articles from Wall 
Street journal. Sun et al. (2016) predict the stock market based on textual 
information from user-generated micro-blogs using the latent space model to 
correlate the movements of both stock prices and social media content. Kim et al. 
(2014) apply natural language processing to analyse economic news articles of a 
media company to categorise and extract the sentiments and opinions expressed 
by the writers. Their aim is to identify the correlation between news and stock 
market fluctuations. Ali and Theodoulidis (2014) adopted a linguistic based text 
mining approach demonstrating how text mining could be integrated with the 
financial fraud ontology to improve the efficiency and effectiveness of extracting 
financial concepts. Schumaker and Chen (2009) examined a predictive machine 
learning approach to analyse financial news articles and stock quotes covering the 
S&P 500 stock market index during a five weeks period using a set of linguistic 
textual representations, including bag of words, noun phrases, and named entities 
approaches to estimate a discrete stock price twenty minutes after a news article 
was released. Using Support Vector Machine (SVM) derivative tailored to discrete 
numeric prediction and models they showed that their model had the best 
performance in closeness to the actual future stock price and the highest return 
using a simulated trading engine. They have also concluded that a proper noun 
scheme performs better than bag of words in their metrics. Kannan et al. (2010) 
discussed various techniques (e.g. typical price, relative strength index and moving 
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average) to predict whether future closing stock price will increase or decrease and 
to investigate various global events and their influence on predicting stock markets. 
Nikfarjam et al. (2010) considered three market aspects, such as input data, 
predictive goal and prediction horizon, to predict the price and volatility of the 
market based on the new content. Using machine learning techniques, they labelled 
the news and classified them to investigate the impact of financial news on stock 
market prediction. Similarly, Kaya and Karsligil (2010) classified financial news 
articles into positive or negative according to their effects on stock price based on 
price changes to label the articles and using support vector machine. Nassirtoussi 
et al. (2014) summarised studies, which are concerned with weighting text for 
predicting stocks price movements. In addition, they also reviewed the performance 
of various text mining methods applied using different text sources and they showed 
that most textual sources used by text mining researchers for market prediction 
include financial journals and news such the Wall Street Journal, Financial Times, 
Reuters, Dow Jones, Bloomberg and even Yahoo Finance, and often the analysis is 
focused on the news text or the news headlines. Bollen et al. (2011) inspected 
whether public mood, which is extracted form Twitter feeds, can affect the Dow 
Jones Industrial Average (DJIA). They analysed the text content of daily Twitter 
feeds using two mood tracking tools: The OpinionFinder, which measures negative 
vs. positive mood, and Google-Profile of Mood States, which measure mood in 
terms of 6 dimensions (calm, alert, sure, vital, kind, and happy). Their results 
showed that the prediction accuracy of DJIA is enhanced by the inclusion of specific 
public mood dimensions. In addition, Sun et al. (2016) examined the use of textual 
data produced from users’ micro-blogs in Tweeter to predict the stock market. They 
were able to find a correlation between the movement of stock prices and the social 
media content through the usage of the latent space model proposed by Ming et al. 
(2014). Their study did not evaluate sentiment of the social media data, whereas 
Sorto et al. (2017) proposed a sentiment analysis system based on summarisation 
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to determine the polarity (positive or negative) of news articles from the Wall Street 
Journal and financial market data from the NASDAQ aimed at predicting the stock 
market. In addition, Khedr et al. (2017) constructed a predictive model to predict 
stock market future trends. Their model used sentiment analysis of multiple types of 
financial news and historical stock prices, which led to the achievement of prediction 
accuracy up to 89.80%. Gálvez and Gravano (2017) mined Argentinian stock 
message boards to check whether they contain important predictive information. . 
Hence, they built and validated a set of predictive models using machine learning 
and topic discovery techniques. The results of their study demonstrated that these 
predictive information from stock message boards has important semantic content 
and could enhance the classification performance based on technical indicators. 
Nardo et al. (2016) investigated the influence of online news on the financial market. 
They conclude that the most promising avenue for research is the metadata of the 
communication flow, and its properties such as the frequency of posts and their 
discriminative terms as well as the strength of comments  could be in analysing 
stock markets bubbles.In their forthcoming paper, Baeza-Yates et al. (2019) discuss 
a different application such as entity retrieval and sentiment analysis, in relation to 
micro-blogs and Twitter messages due to their popularity. Most of the techniques 
used exploit emoticons and trained on a sample of emoticon based positive and 
negative tweets.   
Relying solely on textual data analysis while studying stock markets has some 
limitations such as late evaluation for the importance of news events, and the 
different opinions and interpretations of the events, which the experts may have. In 
addition, experts and investors may lapse into making relatively less rational 
decisions in the financial market because of the lack of sufficient and clear 
information about relationships between decision variables and outcomes. This 
problem becomes worse when decision makers are confronted with large amounts 
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of information as in the domain of stock markets analysis (Wang et al. 2011). 
Valuable information for the purpose of investment, which is implicit in textual data 
is not easy to discern. Hence, despite the wealth of data, many fund managers have 
been unable to fully capitalise on their value (Kannan et al. 2010).  The key issue is 
the necessity to have the user's specification to label historical documents for 
training and classifying. The use of textual information contains great wealth of 
knowledge, which is complex and rich. However, it relies heavily on human analysis 
in order to achieve a better prediction of stock market price movements. Unlike 
numerical and fixed field data, it cannot be analysed by standard statistical data 
mining method (Nasukawa & Nagano 2001). Identifying the major events, which 
have impact on the stock market, and characterising them in order to design 
strategies for predicting the market is another important problem, which was 
addressed by Mahajan et al. (2008).  
Countries around the world depend on stock markets for their economic growth. 
Stock market crashes are unavoidable and are, by nature, preceded by speculative 
economical bubbles. The increasing importance of stock markets and their direct 
influence on the economy were the main reasons for deciding to study and analyse 
stock market crashes, which is the application domain of this research.   
The need to determine early warning indicators for both banking and stock 
market crises has been the focus of study by many economists and politicians. 
Whilst most research into the identification of these critical indicators applied data 
mining to uncover hidden knowledge, very few attempted to adopt a text mining 
approach. Patel et al. (2015) explained that stock markets behave randomly; 
consequently, the application of data mining to the analysis of stock market data 
may not be sufficient to model and justify any random behaviour of the market. 
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Given the huge amounts of free news and financial data, it is important to study the 
rich information embedded in this data, known as “alpha”. This research is an 
attempt at addressing this issue and discovers the critical indicators from 
unstructured yet valuable source of information. 
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Chapter 3 Text Mining Theoretical Basis 
 
In the previous chapter a literature review on the Stock Market (SM) domain 
applying Data Mining (DM) and Text Mining (TM) techniques to predict its 
movements was presented. The aim of this chapter is to describe the text mining 
theoretical basis, which underpins this research and the development of the Stock 
Market Random Forest-Text Mining (SMRF-TM) approach. The design and 
implementation of the SMRF-TM approach is presented in chapter four.   
The structure of this chapter is as follows.  In section 3.2 an introduction of text 
mining and its main principles are given. In section 3.3 the different stages of text 
mining are presented; this is followed by an explanation of the different tasks carried 
out during each stage. Section 3.4 summarises the chapter and presents the 
conclusions.  
 
As discussed in chapter one, text mining research area is considered a subfield 
of knowledge discovery. It involves the operation of finding interesting, non-trivial 
and previously unknown rich information (alpha) from different written resources, 
which are either unstructured or semi-structured text (Drury 2013). The term Alpha 
represents rich information, which is not defined. In order to be able to retrieve such 
information, text mining is applied to analyse documents and elicit useful patterns 
and relationships between its features, in order to discover new knowledge (Drury 
2013, Gupta & Lehal 2009, Hearst 2003). Extracting hidden and potentially critical 
relationships is one of the main advantages of text mining, as this helps users 
transform large volumes of electronic textual documents into a structured repository 
of insightful and valuable information. According to Hearst (2003), text mining is 
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also known as a knowledge discovery approach in text, text data mining or 
intelligent text analysis. 
Knowledge can be retrieved from many different sources of information, but 
natural language is still the biggest available source as it is usually stored as text 
(Korde & Mahender 2012, Gupta & Lehal 2009, Hearst 2003). The demand to 
analyse large volumes of textual data was the main reason for the evolution of text 
mining and it also gave it a high commercial value. Text mining draws on 
information retrieval, data mining, machine learning, statistics and computational 
linguistics (Gupta & Lehal 2009). 
There is a great difference between the text mining and data mining approaches. 
Data mining makes use of the strong internal structure of stored data to extract 
additional non-trivial useful information.  On the other hand, text mining is applied to 
non-structured or semi-structured text documents since documents rarely have 
strong internal structure. The need to understand the text, which resides in such 
documents and extract valuable information for the purpose of analysis required the 
application of natural language processing techniques in text mining applications. 
Applying natural language processing techniques on text documents can reduce the 
size of textual data to a tractable size; this facilitates the analysis of the information 
contained in these documents to gain new knowledge. Consequently, text mining 
involves pre-processing of documents, storage of the intermediate representations, 
techniques to analyse these intermediate representations, and visualisation of 
results (Miner 2012, Feldman & Sanger 2007, Hearst 2003). In text mining systems, 
document pre-processing operations are concerned with the identification and 
extraction of representative features for natural language documents by 
transforming unstructured data stored in the documents corpus into a more 
structured intermediate format (metadata). The metadata enriches the content 
representation of the documents thus supporting mining software to manipulate it. 
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Text mining can be considered as an extension of data mining (Yu et al. 2005). It is 
a significant process but more complex and challenging than data mining, because 
natural language is ambiguous, subtle and very rich (Mahgoub et al. 2008).  
However, text mining still has several drawbacks. First of all, the initial conditions 
can dramatically affect the final results, for example the way in which the features 
are identified and represented for further text mining. Second, it requires large 
human input from the domain experts to validate the system and evaluate the 
results (Feldman & Sanger 2007, Feldman & Dagan 1995). Finally, results 
produced may require further refining, as the final solutions (i.e., rules and patterns) 
may be sometimes uncertain, vague and imprecise (Yu et al. 2005).   
 
Text mining consists of three main stages, which are information retrieval, 
information extraction and the analysis of the extracted information using data 
mining techniques. Information retrieval is to retrieve relevant documents in 
response to a query and so it is concerned with data collection. Data collection 
includes gathering, selecting, and filtering of documents, which may prove to be 
useful for the analysis. In other words, information retrieval targets to find what is 
already known through (a) specifying a general description of the query, (b) 
searching the documents collection, and (c) returning subsets of documents 
relevant to the query (Uppal & Lee 2017, Weiss et al. 2010, Feldman & Sanger 
2007).  
The information extraction stage is responsible for the analysis of textual data, 
finding relevant entities and discovering facts about these entities through the 
deployment of Natural Language Processing (NLP) techniques until the desired 
information is extracted. So, the target of information extraction is to extract 
important entities for further mining (Uppal & Lee 2017, Feldman & Sanger 2007).   
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Finally, text mining systems deploy data mining techniques (i.e. decision trees, 
association rules, clustering, etc.) to find hidden relationships within the extracted 
features to discover hidden new knowledge. Consequently, the target of using the 
data mining techniques is to mine the metadata to extract useful knowledge and 
evaluate the results (Uppal & Lee 2017, Gupta & Lehal 2009, Feldman & Sanger 
2007). 
Some stages involve a set of tasks. The information extraction stage consists of 
three tasks: (a) documents pre-processing task including data preparation, noise 
reduction, tokenisation, stop words removal, stemming and negation expressions 
handling, (b) features generation task and representation into a vector space, and 
(c) features extraction task based on Term Frequency/Inverse Document Frequency 
(TF/DF) and statistical analysis. The text mining stage applies data mining 
techniques to analyse these extracted features, which become the metadata and 
evaluates the findings and the discovered new knowledge (Figure 3.1). 
 
Figure 3.1 The main stages of text mining 
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3.3.1 Information Retrieval  
The first task in text mining is the data collection, which does not depend on 
limited source set, but, for example, on searching all websites available to search 
engines. This stage can be done either automatically using a text mining tool or 
manually by searching the web using special keywords related to the domain of 
study. First, we need to know the methods available for information retrieval. 
Generally, retrieval methods handle the retrieval problem of documents either as a 
selection problem or as a ranking problem (Weiss et al. 2010). 
The Boolean retrieval model is considered as a common method for document 
selection where a document is expressed by a set of keywords. The user needs to 
specify a query in the form of Boolean expression of keywords to retrieve a 
document. So, the query is presented as determining constraints for selecting 
relevant documents and the retrieval system would retrieve documents that match 
the Boolean query expression. The Boolean retrieval system performs well only 
when the user’s knowledge about the document collection is deep, so that s/he can 
develop a good query in order to determine exactly the user’s information needs 
with a Boolean query (Weiss et al. 2010, Drury 2013, Feldman & Sanger 2007). 
As for the document ranking methods, documents are ranked according to their 
relevance depending on the query. According to a user’s keyword query information, 
retrieval systems generate a ranked list of relevant documents. These methods are 
more convenient than document selection methods for typical users and 
preparatory queries. There are a variety of ranking methods due to the wide 
spectrum of mathematical foundations, such as statistics, probability, algebra and 
logic. While applying any of these methods, the keywords in a query are matched 
with those in the documents and each document is weighted depending on how well 
it matches the query. Approximating the percentage of relevance of a document 
with a weight computed based on information such as the Term Frequency (TF) in 
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the document and the whole documents corpus is the main target (Weiss et al. 
2010, Drury 2013, Feldman & Sanger 2007).     
3.3.2 Information Extraction 
The electronic data for many applications is mostly available in the form of 
natural language documents instead of structured databases (Gupta & Lehal 2009). 
Information extraction is responsible for transforming unstructured textual data into 
a more structured repository in order to be able to analyse it using pattern matching 
to identify key phrases and relationships within textual data (Gupta & Lehal 2009).  
One of the most important issues to be addressed in Information extraction is 
feature extraction, which involves identifying and extracting key features from 
textual data so that it can be used as the data and dimensions for analysis. In order 
to achieve this, feature extraction algorithms may use dictionaries to identify some 
terms and linguistic patterns (Gupta & Lehal 2009). 
Kuntraruk and Pottenger (2001) developed a massively parallel model for feature 
extraction, which employs unused cycles on networks of PCs/workstations in a 
highly distributed environment proving that linear speedups in the number of 
processors are achievable for applications involving reduction operations based on 
a novel, parallel-pipelined model of execution. However most of the existing key 
phrase extraction approaches require human-labelled training sets. To address this 
issue Huang et al. (2006) used two novel feature weights, which can be used in 
both supervised and unsupervised tasks to develop an automatic key phrase 
extraction algorithm. Their algorithm treats each document as a semantic network, 
which holds both syntactic and statistical information. By taking advantage of the 
structural dynamics of these networks they could identify key nodes, which can be 
used to extract key phrases unsupervised, resulting in 50% improvement in 
effectiveness and 30% in efficiency in unsupervised and supervised tasks as well. 
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Liangtu and Xiaoming (2007) presented a novel feature extraction algorithm to 
improve the efficiency of web texts processing, which is based on the improved 
particle swarm optimisation with reverse thinking particles. They described the web 
textual data using vector space model. Wong and Lam (2009) developed an 
unsupervised learning framework, which can extract information and conduct 
feature mining over different sites’ web pages. It allows tight interactions between 
the tasks of information extraction and feature mining. They leveraged information 
from different sources as they simultaneously consider web pages across different 
sites by using an undirected graphical model, which can model the interdependence 
between the text fragments within either the same web page or different web pages. 
A number of supporting tools for feature extraction have been developed. However, 
they tend to consider text as a simple literal while text is semantically significant and 
requires a tool, which considers its linguistic characteristics. As a result Myung et al. 
(2009) developed a customised extraction method, which considers the 
characteristics of source documents called PicAChoo, which stands for ‘Pick And 
Choose’. It provides an environment, which enables feature extraction methods 
using the structure of sentences and the part-of-speech information of words. They 
also suggested dynamic composition of different extraction methods without hard 
coding. In order to enhance machine learning algorithms used in email filtering 
L’Huillier et al. (2010) implemented a feature extraction methodology for phishing 
emails, which, uses latent semantic analysis features and keyword extraction 
techniques. They obtained a competitive feature set against previous phishing 
feature extraction methodologies and they achieved promising results over different 
benchmark machine learning classification techniques. Feng et al. (2011) 
developed a new keyword extraction algorithm based on sequential patterns, which 
is independent of languages and does not need to use semantic dictionary to get 
the semantic features. They did so by presenting a document as sequences of 
words and applying a sequential pattern-mining algorithm on it and the important 
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sequential patterns, which reflect the semantic relatedness between words were 
mined. In order to build their keyword extraction model, they used statistical 
features as well as pattern features within words. By applying their algorithm on 
Chinese journal articles, they proved that their algorithm yielded better results than 
the baseline method keyword extraction algorithm. As mentioned above, information 
extraction involves many tasks, which are discussed below. 
3.3.2.1 Documents Pre-processing 
  The documents pre-processing task is considered a basic component of any 
natural language processing system because the words/sentences produced from it 
are significant constituents passed to all the subsequent text processing stages 
(Vijayarani et al. 2015, Kannan & Gurusamy 2014). Subjecting the text documents 
to a set of activities in order to eliminate all the words, which are unlikely to support 
text mining is the goal of documents pre-processing.   
Documents pre-processing starts by transforming the raw textual documents into 
plain text documents by removing all the hash tags, URLs, links and similar 
elements. This is followed by removing all the undefined characters from the 
previously generated plain text documents in order to reduce noise within the data 
corpus. Tokenisation is then applied on these documents, which is a form of text 
segmentation done by splitting the text streams within these documents into 
separate words/phrases called tokens. This is achieved by using the white spaces, 
commas, semi colons, brackets, punctuation marks, exclamation marks, question 
marks, …etc. to split the text streams into tokens (Vijayarani et al. 2015, Kannan & 
Gurusamy 2014). The list of tokens produced after tokenisation still contains words, 
which are frequently used and do not contribute to the context of the documents as 
they are only used to join words/sentences together. Examples of such words are 
‘a’, ‘an’, ‘and’, ‘the’; these are referred to as stop words. These stop words should 
be removed, as they can constitute an obstacle while trying to understand and 
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classify the documents. Stemming follows stop words removal, which is the process 
of transforming all the different forms of a word into their root format (stem). Last but 
not least, there is the handling of negation expressions.  
3.3.2.2 Features Generation 
The features generation task is responsible for generating a 2D vector space 
containing the entire root formats of the words, which are left after text pre-
processing. This vector space is considered the basic input for the next text mining 
task where the columns represent the features, the rows represent the documents 
and the cells contain the root formats of the words in the documents. 
3.3.2.3 Features Extraction Using Term Frequency and Inverse 
Document Frequency 
Revealing hidden information and relations in text is the main target of features 
extraction. A semantic analysis based approach or text-weighting approach can be 
used to solve text features extraction problems. Features extraction normally follows 
features generation in order to exclude features, which do not provide valuable 
information. So, features extraction yields a reduced dimensional vector space 
representation (Feldman & Sanger 2007).  
Among the most popular indicators are Term Frequency (TF), Inverse Document 
Frequency (IDF), and their multiplicative combination (TF-IDF). In the TF approach, 
the assumption is that the words occurring more often in a document are more 
important than other words. In the IDF approach, the biggest explanatory power is 
believed to exist in the rarest words in the document collection. The two measures 
are combined into TF-IDF, which is generally considered a basic indicator used in 
features extraction (Hakim et al. 2014, Chakraborty 2013). To achieve good 
performance Wei and Dong (2001) suggested that, at the end of the selection 
process, only words with the highest TF-IDF score should be selected as features. 
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The vector-space model can be used to represent a document. A document can 
be represented as a vector (v) in the (t) dimensional space given a set of (d) 
documents and a set of (t) terms. Since TF is the number of occurrences of term (t) 
in the document (d), which is denoted as freq (d,t). Then the weighted TF matrix TF 
(d,t) measures the association of a term (t) with respect to document (d): it is usually 
set to (0) if the term does not exist in the document, and set to the TF freq (d,t) 
otherwise. The IDF is another relevant measure, which represents the importance 
of a term (t), where the importance of a term (t) will be reduced if it occurs in many 
documents due to its low discriminative power (Hakim et al. 2014, Chakraborty 
2013).  
Regarding the mathematical formulation of IDF, Croft and Harper (1979) 
formulated an equation for IDF based on the binary independence model. 
Effectiveness of IDF was theoretically validated by Greiff (1998) through arguing the 
relationship between pair-wise mutual information and IDF. One year later, Church 
and Gale (1999) showed that larger IDF values mean larger deviations from the 
Poisson distribution and so more ‘context’ regarding the terms. In order to do so 
they tested the gap between observed and predicted IDF values using empirical 
studies. 
Consequently, to enhance the performance TF and IDF are combined forming 
the TF-IDF measure in a complete vector-space model as shown below:  
TF-IDF (d, t) = TF (d, t)  IDF(t)     
3.3.3 Analysis of Extracted Features Using Data Mining 
Techniques  
The vector space model constructed by an information extraction stage is 
provided to the data mining stage where its techniques are applied to mine the 
extracted information, discover new implicit knowledge and derive new facts. The 
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most common data mining techniques used to mine the vector space model 
produced by the information extraction stage are mining the metadata to extract 
useful knowledge, the analysis and the evaluation of the discovered knowledge 
( Uppal & Lee 2017, Witten et al. 2016, Gupta & Lehal 2009, Feldman & Sanger 
2007). 
There are two data mining techniques used for machine learning: supervised 
learning or unsupervised learning. Document classification is an example of 
supervised machine learning in the form of natural language processing, where a 
model is created based on a training set. Categories are predefined and documents 
within the training dataset are manually tagged with one or more category labels. A 
classifier is then trained on the dataset, which means it can predict the category of a 
new document. The aim of classification of documents is to assign one or more 
classes to a document, which makes it easier to manage and sort the documents 
within the data corpus (Jabeen et al. 2018, Witten et al. 2016, Ghaffari et al. 2013, 
Miner 2012, Kamruzzaman et al. 2010). Text classification is the process of 
classifying documents into predefined classes based on their content. It is the 
automated assignment of natural language texts to predefined classes. Existing 
supervised learning algorithms applied to automatically classify text need sufficient 
numbers of documents to learn accurately. The words within a document (features) 
can be used to support the prediction of the classification of a new document 
(Jabeen et al. 2018, Ghaffari et al. 2013, Kamruzzaman et al. 2010).  
Unsupervised learning is the other technique for machine learning, which is used 
to draw presumptions from datasets containing unlabelled data. Unlike supervised 
learning algorithms there is no evaluation of the accuracy of the output of the 
unsupervised learning algorithms, since the data given to the learner is unlabelled. 
The most common unsupervised learning method is cluster analysis. Clustering is 
used either for exploratory data analysis to find hidden patterns or for data grouping 
(Witten et al. 2016). 
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3.3.3.1 Supervised Classification 
Supervised classification, which is applied in our SMRF-TM approach, involves 
dividing the records into predefined categories. There are multiple methods, which 
are popular such as Bayes, rules and trees classifiers.  
 Bayes classifiers 
The naïve Bayes method is a kind of module classifier under known priori 
probability and class conditional probability (Korde & Mahender 2012). The basic 
idea behind naïve Bayes is to calculate the probability that document D belongs to 
class C. There are two event models for naïve Bayes, which are the multivariate 
Bernoulli model and multinomial model (Vidhya & Aghila 2010, McCallum & Nigam 
1998, Lewis 1998). Out of these models, the multinomial model is more suitable 
when the database used is large but there are two serious problems with the 
multinomial model. The first problem is rough parameter estimation and the difficulty 
of handling rare categories, which contain only few training documents. Kim et al. 
(2006) proposed a Poisson model for naïve Bayes text classification and they also 
used a weight enhancing method to improve the performance of rare categories. 
Modified naïve Bayes is proposed by (Shen & Jiang 2003) to improve performance 
of text classification. Naïve Bayes is easy to implement and compute but its 
performance is very poor when features are highly correlated and it is sensitive to 
features selection (Korde & Mahender 2012). 
 Rules classifiers 
The decision rules classification method uses rule-based inference to classify 
documents to their annotated categories (Korde & Mahender 2012, Apte et al. 
1994). A popular format for interpretable solutions is the disjunctive normal form 
model. In the case of handling a dataset with large number of features for each 
category, heuristics implementation is recommended to reduce the size of rules set 
without affecting the performance of the classification. Wu (2009) presented a 
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hybrid method of rule based processing and back-propagation neural networks for 
spam filtering (Korde & Mahender 2012). 
 Tree classifiers: namely decision trees and random forest 
A Decision Tree (DT) consists of tree internal nodes, which are labelled by term, 
branches departing from them labelled by a test measure on the weight, and leaf 
nodes representing corresponding class labels. A decision tree can classify a 
document by running through the query structure from root until it reaches a certain 
leaf, which represents the goal for the classification of the document. Most of the 
training data will not fit in memory decision tree construction as it becomes 
inefficient due to swapping of training tuples. To handle this issue Mehta and Agrwal 
(1996) presented a method, which can handle numeric and categorical data. 
Johnson et al. (2002) presented decision-tree-based symbolic rule induction system 
for text categorisation, which improved text classification. The decision tree 
classification method is used in many applications because it has a number of 
advantages over other decision support tools, such as greater simplicity in 
understanding and interpretation even for non-expert users (Patel 2017, Korde & 
Mahender 2012, Chen et al. 2010).  
Random Forest (RF) classifier is another tree classifier, which could be used to 
classify text and it is often considered and applied as embedded features selection 
method in text mining, because of the ability to measure descriptor importance as 
well as similarity between features. RF combines the bagging approach with a 
random sub-sampling method and so it is treated as a special modification of 
bagging. While bagging works with any algorithm as a weak learner, random forest 
is an ensemble classifier consisting of many decisions trees and output the mode of 
the classes’ results by individual trees. Similar to bagging, RF is easily 
comprehensible and can reduce the variance of the prediction accuracy, but due to 
the sampling of attributes, the learning process of random forest is usually faster. 
Random forest can handle a very large number of input variables, and even when a 
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large portion of attribute values is missing, it is often able to maintain the desired 
accuracy. Just like bagging, random forest selects instances randomly with 
replacement (bootstrap), but unlike bagging, random forest samples attributes 
without replacement for each tree. The trees are grown to maximal depth without 
pruning and each tree performs an independent classification/regression.  Each tree 
is then assigned a vector of attributes or features to a class and the forest chooses 
a class having the most votes over all trees using a majority vote or averaging. The 
commonly used growing algorithm for the single decision tree is the Classification 
and Regression Tree (CART) (Romo & Araujo 2013). Each tree is grown as follows: 
If the number of cases in the training set is N, sample N cases at random with 
replacement (i.e., the size of the sample is equal to the size of the training set but 
some instances of the training set may be missing in the sample while some other 
instances may appear more than once in the sample). This sample is the training 
set for growing the tree. If there are M input variables, a number m < M is specified 
such that at each node m variables are selected at random out of the M and the 
best split on these m attributes is used to split the node. The value of m is held 
constant during the forest growing. Each tree is grown to the largest extent possible 
without pruning.  
Breiman (2001) has shown that random forest can be used for measuring the 
importance of features, as it is similar to the Adaboost algorithm, which is also an 
ensemble technique but uses a different approach. It uses classification trees as its 
sub-component rather than iteratively training near examples previously missed by 
the classifier. So, the trees are grown using bootstrapped versions of the data and 
by choosing k nodes for which to search for a split. This introduces random 
perturbations into the data, which generate different results in each tree and 
prevents over-fitting (stewart & Zhukov 2009). Knowing that the increase in error 
due to perturbing feature values in a data set and then processing the data through 
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the random forest is an effective measure of the relevance of a feature 
(Cunningham 2007).  
Various studies on random forest by Svetnik et al. (2004), Dietterich (2002) and 
Breiman (2001) have shown that the performance of decision trees could be 
improved if ensembles of trees were used. Svetnik et al. (2003) have combined 
random forest with a feature selection algorithm based on measuring the 
importance of single features, and successfully applying this combination to the task 
of QSAR-modelling. Prinzie and Poel (2008) used random forest for multi-class 
classification and regression by combining it with multi-nominal logit, which is a 
generalisation of logistic regression, which allows more than two discrete outcomes 
and is commonly applied within the customer relationship management domain. 
Biau et al. (2008) discussed several consistency theorems for various versions of 
RF and other randomised ensemble classifiers. Then Arevalillo and Navarro (2011) 
used random forest to uncover bivariate interactions in high dimensional small 
datasets (Janecek 2009). Zhao et al. (2012) showed that random forest classifier 
has the best performance at all time. 
Even though the predictions of random forest have the drawback that they are 
the outcome of a black box, especially if a small number of informative variables are 
hidden among a great number of noisy variables. Random forest is prone to over 
fitting if the data is noisy, and the CART algorithm used for growing the single trees 
within random forest does not handle large numbers of irrelevant attributes as well 
as decision tree algorithms, which use entropy-reducing splitting criteria (Janecek 
2009).  
Random forest has proven to be very effective when deployed by Hillenmeyer et 
al. (2010) to develop an algorithm predicting protein targets of chemical compounds. 
As they gathered two training sets, one expert created a set of 83 yeast protein-
compound interactions and another yeast homologous of 180 human drug-protein 
pairs defined as interacting in DrugBank in order to produce random negative 
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interaction sets. They produced these sets in two ways, balanced (number of 
negative and positive interactions are equal) and unbalanced (contains all negative 
and positive interactions). Then they used the Weka software and applied various 
machine learning algorithms (Bayesian Network, Naïve Bayes, Decision Tree 
Decision Stump, Logistic Regression, Support Vector Machine and random forest) 
using 10-fold cross validation on the produced drug-target interactions and features 
from the balanced and unbalanced sets. The random forest algorithm resulted in the 
best performance among the machine learning algorithms tested when they trained 
their algorithm on a segment of the known drug-target interactions, and tested it on 
another defined segment of the known drug- target interactions. Also, Percha et al. 
(2012) demonstrated the strength of random forest when they used it while applying 
text mining to predict new Drug-Drug Interactions from the identified gene-drug 
relationships. They deployed the random forest to classify all the drug pairs in their 
training set and it surpassed both the SVM and logistic regression classifiers. They 
used the Out-of-bag estimation of the error to evaluate the performance of the 
random forest in their training data and they found that random forest provided a 
natural measure for its classification. By evaluating the paths for a certain drug pair 
depending on the number of “yes” votes, which each got from the random forest, 
they were able to decide which paths describe the mechanisms of interaction for 
that pair. So as the random forest was trained by a set of known interacting drug 
pairs it could be applied to a new dataset (doesn’t contain any drugs from the 
training set) and be able to predict if any other pair of drugs will interact or not. This 
provided them with an efficient way to predict the mechanisms of interaction, which 
were not yet known proving that their random forest classifier can explain known 
Drug-Drug Interactions and discover novel Drug-Drug Interactions which were not 
yet been discovered. 
Recently, to predict future values of two SM indices (CNX Nifty and S&P Bombay 
stock exchange) Patel et al. (2015) introduced a two-stage fusion of machine 
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learning techniques. The first stage uses Support Vector Regression (SVR) while 
the second stage uses SVR, Artificial Neural Network (ANN) and RF yielding SVR- 
SVR, SVR- ANN and SVR-RF fusion predictions models. These two stages fusion 
predictions models were proposed in order to enhance the stock market prediction 
performance by bridging the gap (g) existing in the available SM prediction methods 
as they use the statistical parameters’ value of (t)th day to predict the (t+g)th day’s 
closing value where the performance decreases as (g) increases. Their 
experimental results proved that the two stages hybrid model yielded better 
performance especially in the cases of SVR- ANN and SVR-RF the enhancement 
was very significant. Hence, they recommended for future research to apply these 
techniques on textual data (news) since the news about investors’ interests, 
companies’ performances and government policies can dramatically affect stock 
market price movements.  
Nikfarjam et al. (2010) stated that there are technical analyst researchers who 
claim that historical market movements tend to repeat themselves and there are 
visual patterns in a market graph, which can be detected using mathematical 
models and pattern recognition techniques. However, they tend to state that 
patterns exist and do not interpret these patterns. They use techniques such as the 
moving average rules, relative strength rules, filter rules and the trading range 
breakout rules (Nikfarjam et al. 2010). Yu et al. (2013) showed in their study that 
these rules failed in their predictive power. Other more sophisticated financial 
prediction techniques based on machine learning algorithms such as neural 
networks (Sermpinis et al. 2013, Ghazali et al. 2011, Vanstone & Finnie 2010, 
Anastasakis & Mort 2009), fuzzy logic (Aladag et al. 2014, Bahrepour et al. 2011), 
Support Vector regression (Nassirtoussi et al. 2015, Premanode et al. 2013) and 
rule-based genetic network programming (Mabu et al. 2013) have shown better 
results. Hillenmeyer et al. (2010) have achieved promising results when they have 
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applied random forest to predict protein targets of chemical compounds. In addition, 
Ali et al. (2012) have compared the classification results of the random forest and 
the J48 decision tree by applying both of them on the breast cancer data set. The 
comparison’s results showed that the percentage of correctly classified instances 
for random forest increased from 69.23% to 96.13% as the number of instances 
increased from 286 to 699, proving that the random forest outperforms the J48 
when the number of instances increases (large datasets). Consequently, the 
random forest is applicable for large datasets modelling as it can deal with missing 
values and all kind of data (categorical, binary and continuous).  
Random forest is efficient, interpretable and achieves accurate predictions for 
various types of datasets because it uses ensemble strategies and random 
sampling. The model interpretability and the prediction accuracy of random forest 
are very rare among most of the machine learning algorithms. Furthermore, random 
forest is less responsive to outlier data in training data and there is no need to prune 
the trees because the bootstrapping and ensemble scheme makes random forest 
capable of overcoming the problems of over fitting. So, random forest has all the 
advantages of decision trees but it achieves better results most of the times due to 
its utilisations of bagging on samples, random subsets of variables and voting 
schemes (Kumar & Khatri 2017, Horning 2013, Qi 2011, Breiman 2001). These 
have motivated this research to adopt random forest for mining the metadata to 
investigate its effectiveness in analysing articles related to the stock market crisis, to 
identify the critical indicators and to label them. 
3.3.3.2 Unsupervised Classification 
In this section, an overview of unsupervised classification is presented. 
Unsupervised classification is also known as clustering. The goal of clustering is to 
distribute a set of data records into groups having high similarity. In text mining, 
clustering techniques are often dissecting data rather than clustering it through 
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generating homogeneous areas of data instead of finding existing clusters (Xu & 
Wunsch 2005, Lebart 2004). 
Clusters are usually described by studying their internal consistency and their 
difference to the other groups (Xu & Wunsch 2005). Clustering can be explained 
through four steps:  
1. Feature selection or extraction: The selected features help in determining the 
specific patterns the differ one cluster from another 
2. Clustering algorithm: The selected features are combined according to certain 
criteria 
3. Cluster validation: Evaluation criteria are applied to the selected clusters thus 
providing the user with a certain measure of confidence. The criteria used 
should be neutral and irrelevant to the clustering algorithm used. 
4. Results interpretation: Experts interpret the resulting clusters and provide to 
the user meaning behind the choice according to the original data. 
Clustering process includes a feedback where sometimes re-grouping and re-
evaluation is applied A broad distribution of the clustering techniques, according to 
the way clusters are generated, is hierarchical and partitional.  Hierarchical 
clustering adds the features to predefined clusters while partitional clustering splits 
the features into a predefined number of clusters without a specific structure (Xu & 
Wunsch 2005). 
Clustering algorithms differ from one another according to the starting points 
used to building the clusters and the criteria according to which the features are 
divided (Xu & Wunsch 2005). There are many clustering algorithms, which could be 
applied to the dataset. Two of the most popular types are the K-means and the 
Expectation Maximisation. 
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i) K-means clustering 
The idea behind this algorithm is to output k-clusters while fulfilling the criteria 
of minimising the squared-error. The algorithm begins by randomly choosing k 
objects as the centres of the k clusters. Afterwards, the algorithm repeats the 
assigning process of each object to the closest cluster while using the mean 
value of the other objects in the cluster. This results in updating the mean value 
of the objects existing in each cluster. This process is repeated until there is no 
resulting changes appear in the clusters (Jung et al. 2014). 
ii) Expectation maximisation 
Expectation Maximisation (EM) is a sub-area of the Gaussian mixture model, 
which aims to improve the density of the chosen clusters. The EM algorithm 
starts by specifying the number of clusters and the stopping tolerance. The 
output is k-clusters having a maximum log-likelihood among its weights. It works 
in two steps, first the expectation step where the membership probability of every 
object with each cluster is calculated. After the expectation step, the 
maximisation step is applied which updates the mixture model parameter. The 
two steps are repeated until the stopping criterion is fulfilled (Jung et al. 2014). 
 
Since textual data is mostly large, high dimensional, categorical, and sparse, it 
produces a huge amount of metadata. Validation procedures in such a complex 
environment are relatively difficult to be applied, but yet they are still very important. 
External validation is the most common used procedure in the case of supervised 
learning models for classification. External validation is usually applied using cross-
validation methods to estimate the parameters of the model in the learning phase 
and to assess the model in the generalisation phase. External validation can be 
used in the unsupervised models as well but only in two cases: (a) the data set is 
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big enough to split into subsets, so that subset(s) can be used to learn the model 
and the other subset(s) can be used to validate the model, (b) the availability of 
enough metadata or external information to complement the description of the 
features to be analysed (Lebart 2004).  
Text mining, which is a subfield of knowledge discovery, involves the pre-
processing of document collections, the extraction and representation of relevant 
features, the application of appropriate data mining techniques to analyse these 
intermediate representations through the application of supervised/unsupervised 
algorithms on these representations to discover new knowledge. 
Textual data limits the success in the investigation of stock markets because 
natural language is ambiguous, subtle and very rich. However, this thesis claims 
that mining stock markets news can enhance the performance of current trading 
systems’ strategies as rich and valuable information is embedded in financial news 
and need to be discovered. 
The literature review showed that the random forest classifier, which is a 
supervised learning approach, has a number of strengths; this makes it worthwhile 
to further investigate and apply it to analyse stock markets articles. Random forest 
can be a good predictor of stock markets because it uses ensemble strategies and 
random sampling. It is also less responsive to outlier data in training data and the 
bootstrapping and ensemble scheme help random forest overcoming over fitting. 
These features have motivated this research to adopt random forest and investigate 
its effectiveness in identifying critical indicators and evaluating their semantic 
contribution to the stock market movements. Consequently, in SMRF-TM approach 
proposed in this research we used supervised classification through the application 
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of random forest to classify the extracted features as well as the news articles into 
predefined categories.  
Clustering, which is an unsupervised learning algorithm, and the application of 
expectation maximisation, in particular, is relevant to our text mining stage as it can 
be used to distribute a set of data records into clusters sharing high similarity, by 
calculating their membership probabilities. Consequently, we used unsupervised 
classification through the application of expectation maximisation clustering 
technique to distribute a set of data records into groups having high similarity. In 
SMRF-TM approach, the expectation maximisation clustering technique is applied 
after classifying the extracted features (critical down, down, neutral, up, critical up) 
using random forest. This is done to cluster the classified features according to their 
semantic meanings (economic, social, political), which supported SMRF-TM 
approach to describe the causes behind the classification of the features. In 
addition, we applied the k-folds cross validation technique in order to evaluate the 
learning capabilities of SMRF-TM approach, which is a semi-supervised system. 
In this research, we develop a semi-supervised system to extend the 
classification of stock market financial news articles into five meaningful and 
semantic classes: critical down, down, neutral, up and critical up. This may 
significantly enhance the prediction performance because financial news contains 
valuable statistical parameters, which can be very useful for the purpose of analysis. 
The design and implementation of the Stock Market Random Forest-Text Mining 
(SMRF-TM) approach adhere to the above described text mining stages, and are 
presented in the following chapter. 
 
  48
Chapter 4 Stock Market Random Forest-
Text Mining (SMRF-TM) 
 
The aims of this chapter are to describe the architecture of the proposed Stock 
Market Random Forest–Text Mining (SMRF-TM) approach based on the findings of 
the literature review and the text mining theoretical basis, to describe the three 
development stages of SMRF-TM approach, explain the two phases of the 
implementation, and to analyse the results yielded by each phase. The SMRF-TM 
approach is designed and implemented based on the three text mining stages 
(Figure 3.1) and captured in Figure 4.1.   
The structure of this chapter is as follows. Section 4.2 describes the three stages, 
which were adopted for developing the SMRF-TM architecture. Section 4.3 
discusses the Information Extraction (IE) stage and explains the different tasks 
carried out in this stage. Section 4.4 describes the semantic analysis of the 
extracted features, which is executed on (VS4) yielded from the second stage of the 
research in order to classify and cluster semantically the extracted features and 
their corresponding news articles. Then, in section 4.5, the two phases of the 
implementation for the SMRF-TM approach and the results yielded are discussed 
and the analysis of these results is included. The final section in this chapter is 
section 4.6, which summarises the main findings.   
 
 In stage one, which is the Information Retrieval (IR) stage, the textual data 
selected to test our approach was obtained through a formal subscription in the 
official web site of the Financial Times. A total of 544 financial news articles 
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concerning Dubai’s stock market, published in the period between 2008 till 2012, 
were retrieved. This specific period was chosen so that it includes articles published 
before the crisis and after the crisis within the period for recovery of Dubai’s stock 
market (Dubai’s SM upturn). These 544 articles, which have around 1031006 total 
number of words are used for training and testing and served the basis to 
investigate the validity of the proposed SMRF-TM approach.   
Stage two, which is the Information Extraction (IE) stage starts by performing text 
pre-processing through the deployment of natural language processing tasks and it 
is implemented using MATLAB 2011, followed by features generation. The last task 
to be performed in stage two is the Feature Extraction (FE); this begins by 
computing Term Frequency (TF), Inverse Document Frequency (IDF) and Term 
Frequency/Inverse Document Frequency (TF/IDF). Term frequency is the number of 
occurrences of term (t) in the document (d) and is represented in the following form 
freq (d,t). The term frequency is placed into the weighted term frequency matrix TF 
(d,t) thus showing the association of a term (t) with a given document (d). Each cell 
in the weighted matrix is set to (0) if the corresponding term does not exist in the 
document, and to the term frequency freq (d,t) otherwise. The Inverse Document 
Frequency (IDF) is another relevant measure, which represents the importance of a 
term (t), where the importance of a term (t) will be reduced if it occurs in many 
documents due to its low discriminative power. Regarding the mathematical 
formulation of IDF, as explained previously in chapter three that Croft and Harper 
(1979) formulated an equation for IDF based on the binary independence model. 
Then the effectiveness of IDF was theoretically validated by Greiff (1998) through 
arguing the relationship between pair-wise mutual information and IDF. One year 
later, Church and Gale (1999) showed that larger IDF values mean larger deviations 
from Poisson’s distribution and so more ‘context’ regarding the terms. In order to do 
so they tested the gap between observed and predicted IDF values using empirical 
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studies. Consequently, to enhance performance TF and IDF are combined together 
forming the TF/IDF measure in a complete vector-space model as shown below:  
TF/IDF (d, t) = TF(d, t)  IDF(t) 
TF/IDF is a term weighting matrix, which is broadly used in today’s information 
systems. 
Stage three focuses on semantic analysis of these extracted features to reveal 
hidden knowledge and relations between these extracted features, supported by 
applying Random Forest (RF) classifier and Expectation Maximisation (EM) 
clustering technique. One of the main novelties of the SMRF-TM approach is the 
application of random forest classifier on the domain of stock market textual data. 
This stage classifies the extracted features and the news articles using a set of 
classifiers, namely RF, ADTree, J48, J48graft, Decision Stump, Random Tree, 
Bayes Net, Bagging, Rotation Forest, Decision Tables followed by clustering them 
using the expectation maximisation clustering technique, which are supported by 
the software WEKA. The use of a set of different classifiers provides a comparative 
study between the results yielded by other type of classifiers and the results 
produced by the random forest. 
 
Figure 4.1 SMRF-TM Architecture 
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Stage two of the SMRF-TM approach architecture, which is the information 
extraction stage, focuses on processing the textual data retrieved in stage one 
using natural language processing analysis to extract the relevant features, which 
describe best the movements of the stock markets. This involves a number of pre-
processing tasks but the most commonly used are data preparation (transformation 
into plain text and noise reduction), tokenisation (representing the documents in 
unigrams/bigrams words), stop words removal, stemming and negation words 
handling. Unigrams are N-Grams of size one (single word) and the bigrams are N-
Grams of size two (two words). Bag of words is another notation used for 
unigrams/bigrams features (Wang et al. 2011). Features generation and features 
extraction follows the text processing tasks. Tasks performed in stage two are 
shown in Figure 4.2 and Figure 4.4.  
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4.3.1 Data Preparation 
The collected raw data was in web format text. Consequently, it needed some 
preparation before applying text mining tasks. First all the hash tags, URLs and 
links were removed. Then the format of the raw data had to be transformed into 
plain text, which revealed some undesired noise in the text such as undefined 
characters. So, this process had to be followed by a noise reduction process in 
order to delete all these irrelevant undefined characters producing Text B, which is 
sent to the next documents pre-processing task (tokenisation). 
4.3.2 Tokenisation 
The process of splitting a text stream into words or phrases (tokens) is called 
tokenisation. Tokens are also considered as input for features extraction processes.  
Text streams have many ways to be tokenised. The simplest way is to split the 
text on blank spaces, but in this research the punctuation and other signs such as 
('.', ',', '-', ';', ':', '"', ')', '(', '?', '@', '+', '&', '[', ']', '*', '<', '>', '\', '/', '{', '}', '~' and '!' are also 
used as they do not hold any significant information for the purpose of semantic 
analysis. The output of the tokenisation task is Text C, which is sent to the next text 
processing task (stop words removal). 
The implementation of SMRF-TM is carried out in two phases: 
(i) In phase one, tokenisation produced 13,061 unigrams tokens extracted 
from the initial 161 news articles.   
(ii) Phase two, which expanded the textual data to 544 news articles, 
consisted of further two experiments. Experiment one produced 15,276 
unigrams tokens while experiment two, which focused on bigrams tokens, 
yielded 103,506 tokens.  
These unigrams and bigrams tokens are stored in Text C as a one-dimensional 
array.  
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4.3.3 Stop Words Removal 
Words, which occur frequently but do not carry any significant information, are 
called stop words; these include determiners, prepositions, pronouns, auxiliary 
verbs and conjunctions, etc. They are removed to reduce the amount of noise and 
strengthen the number of relevant features. The application of stop words removal 
in phase two has reduced the 13,061 unigrams tokens to 12,790 tokens, and in 
phase two, experiment one, from 15,276 to 15,002 tokens. In experiment two, it has 
reduced the bigrams tokens from 103,506 to 87,260 tokens. The output of the stop 
words removal task is stored in Text D, which is sent to the next stemming task. 
To remove stop words, researchers may create a domain dependent stop words 
list by removing high and low frequency words, or by using any statistical measure 
like information gain, chi-square or TF/IDF. In SMRF-TM the stop words list is 
created and TF/IDF statistical measure is applied.  
4.3.4 Stemming 
Stemming is the contraction of a word from its altered form to its root or basic 
form. The stem is not always the linguistic root of the words. But the most important 
thing is that related words map to the same stem, even if this stem is not an existing 
linguistic root. Table 4.1 below shows some examples of such stems, which are not 
an existing linguistic root in English language, in addition to their original 
interpretations within the applied textual dataset. 
In some cases, stemming might reduce the efficiency of a text classifier. 
However, many researchers state that although stemming reduces the 
dimensionality of features and makes the data less sparse and faster to work with, it 
can enhance the effectiveness of a text classifier (Baker & McCallum 1998). In the 
implementation of the SMRF-TM architecture we applied the Porter stemmer, which 
uses a set of language specific rules to transform a word into its basic form. In 
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phase one the tokens count was reduced from 12,790 to 8,770 tokens, in 
experiment one of phase two the tokens were reduced from 15,002 to 10,501 
unigrams tokens and in experiment two of phase two the tokens were reduced from 
87,260 to 82,814 bigrams tokens. The output of the stemming task is stored in Text 
E, which is sent to the next documents pre-processing task (negation words). 
 
Table 4.1 Examples of stemmed words, which are not an existing linguistic 
root in English language and their original interpretations 
Stemmed 
Words 
Original Interpretations of the Stemmed Words 
manag 
management, managements, manager, managers, 
managing, manageable and managed 
servic service, services, servicer, servicers and servicing 
inflat inflation, inflations and inflationary 
altern alternative, alternatives and alternating 
financi financial, financing, refinancing and financier 
industri industries, industrial and industrialised 
privat Private, privatise and privatisation 
practic Practice, practical and practicing 
experi experience, experiences and experienced 
princ principle, principles, prince and principal 
opportun opportunity and opportunities 
equiti equities 
crisi crisis 
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4.3.5 Negation Words 
Negation words within textual data are another very important issue to be 
considered in text processing tasks. Some of the common negation words such as 
no, not, n’t, neither and nor are removed and the word (not) is concatenated to its 
following term, for example, “don’t increase” becomes “notincrease”, “no interest” 
changes to “notinterest”, “not good” is replaced by “notgood”, …etc. This task was 
added based on the expert’s recommendation at a later stage. The experimental 
works were done once without handling negation words and another time after 
modifying the code to handle negation words. Consequently, the tokens count has 
increased from 8,770 to 9,198 unigram tokens in phase one, from 10,501 to 11,036 
unigram tokens in phase two experiment one, but the count decreased from 82,995 
to 82,814 bigrams tokens in phase two experiment two as a result of the merged 
tokens. Applying RF classifier to these tokens the classification accuracy is 
enhanced in the three experiments: it increased from 84% to 88.82% in phase one, 
from 92.28% to 98.35% in phase two experiment one and from 89.71% to 98.89% 
in phase two experiment two. Table 4.2 summarises the number of tokens produced 
at each task for each phase. 
Table 4.2 Number of tokens produced at each task for each phase 
Tasks 
Tokens Count 
Phase 1 
Phase 2 
Experiment 1 
Phase 2 
Experiment 2 
Tokenisation 13,061 15,276 103,506 
Stop Words Removal 12,790 15,002 87,260 
Stemming 8,770 10,501 82,995 
Negation Words 
Handling 
9,198 11,036 82,814 
Features Generation 9,198 11,036 82,814 
Features Extraction 709 1057 5987 
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4.3.6 Features Generation 
This task is applied on Text F, which is generated by the task of negation words 
handling. The goal of the features generation is to transform Text F into a vector 
space model representation VS1 for further analysis. The vector space VS1 serves 
as the basic input for the features extraction where the rows represent the 
documents and the columns represent the features’ root formats in the documents 
as shown below in Figure 4.3.  
 Features 
D
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c
u
m
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n
ts
 
D1 F11 F12 ……………. F1x 
D2 F21 F22 ……………. F2y 
..
. 
…
 
..
. 
…
 
…
 
Dn Fn1 Fn2 ……………. Fnz 
 
Figure 4.3 The shape of vector space VS1 
4.3.7 Features Extraction 
This section explains the features extraction techniques used to select the most 
appropriate features representing the stock market articles for further analysis and 
mining. A text-weighting approach or semantic analysis based approach can be 
used to solve text features extraction problems. Features extraction reduces high-
dimensionality by only selecting the most useful features. Extracted textual features 
can be unigrams, bigrams, noun phrases, proper nouns or name entities. SMRF-TM 
focuses on the unigrams and bigrams features. Among the most commonly used 
features extraction matrices are information gain, mutual information, odds ratio, 
correlation coefficient, chi-square and Term Frequency/Inverse Document 
Frequency (TF/IDF) (Taşcı & Güngör 2013, Taşcı & Güngör 2008, Forman 2007, 
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Forman 2003). The TF/IDF is applied in stage two of SMRF-TM as shown below in 
Figure 4.4. Regarding the Term Frequency (TF), the increase in the TF of a word in 
a specific document indicates its importance. On the other hand, the biggest 
explanatory power in the Inverse Document Frequency (IDF) exists in the rarest 
words in the document collection. The features extraction process is dependent on 
the combination of those two measures into TF/IDF, which is the multiplicative 
combination of TF and IDF (Yu et al. 2005). For good performance Wei and Dong 
(2001) suggested that, at the end of the selection process, only words with the 
highest TF/IDF score are selected as features.   
A vector-space model is used to capture the relevant extracted features for each 
article/document within our data. We can represent each document as a vector (v) 
in the (t) dimensional space if we have a set of (d) documents (i.e. articles) and a 
set of (t) terms. The features extraction stage produces a two-dimensional vector 
space where the rows represented the articles and the columns represented the 
features, and the cells capture the TF/IDF value for each feature. In phase one, the 
vector space captured 161 articles and 9,198 features. In phase two experiment 
one, the rows represented the 544 articles and the columns represented 11,036 
unigrams features, whereas, in phase two experiment two the rows represented the 
544 articles and the columns represented 82,814 bigrams features. 
SMRF-TM applies TF/IDF to remove all the tokens with a threshold less than a 
set of different values and the results yielded from all these values were compared 
to check for the best threshold to be set. As shown below in Tables 4.3, 4.4 and 4.5, 
the best classification accuracy of the RF is 88.82% in phase one of the 
implementation; this is produced by setting a threshold to >2, which reduced the 
number of the features from 9,198 to 709 features. In addition, the best 
classification accuracy of the RF 98.34% in phase two experiment one is achieved 
by setting a threshold to >2 as shown below in Tables 4.6, 4.7, 4.8 and 4.9, which 
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reduced the number of features from 15,276 to 1,056 features. On the other hand, 
in phase two experiment two the best classification accuracy of the RF is 98.89% by 
setting a threshold to >1 as shown below in Tables 4.10, 4.11 and 4.12, which 
reduced the number of features from 82,814 to 5,988 features. The results show 
that regarding the bigrams tokens the SMRF-TM only performs better when the 
number of the extracted features increases and the performance is dramatically 
affected when the number of the extracted features decreases. 
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Table 4.3 Phase 1 Classification Performance of the RF Classifier for 
Thresholds > 1, 2, 3 and 4 
Threshold 
> 
Number of 
reduced features 
Cross Validation 
(Folds) 
Accuracy 
% 
1 3210 
5 16.7702 
10 83.2298 
20 85.7143 
30 85.7143 
40 85.7143 
50 84.472 
2 709 
5 81.3665 
10 78.882 
20 85.0932 
30 88.8199 
40 84.472 
50 82.6087 
3 283 
5 88.1988 
10 85.0932 
20 83.8509 
30 86.3354 
40 85.7143 
50 85.0932 
4 158 
5 78.2609 
10 80.1242 
20 79.5031 
30 81.9876 
40 80.7453 
50 78.882 
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Table 4.4 Phase 1 Classification Performance of the RF Classifier for 
Thresholds > 5, 6, 7 and 8 
Threshold 
> 
Number of 
reduced features 
Cross Validation 
(Folds) 
Accuracy 
% 
5 88 
5 74.5342 
10 83.2298 
20 81.3665 
30 78.882 
40 80.7453 
50 83.8509 
6 60 
5 77.6398 
10 76.3975 
20 80.1242 
30 79.5031 
40 81.3665 
50 82.6087 
7 42 
5 77.6398 
10 77.0186 
20 79.5031 
30 80.1242 
40 77.6398 
50 78.882 
8 30 
5 68.9441 
10 68.323 
20 69.5652 
30-40 70.8075 
50 69.5652 
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Table 4.5 Phase 1 Classification Performance of the RF Classifier for 
Thresholds > 9, 10, 11, 12, 13, 14 and 15 
Threshold 
> 
Number of 
reduced features 
Cross Validation 
(Folds) 
Accuracy 
% 
9 19 
5 69.5652 
10 68.323 
20 70.1863 
30 72.6708 
40 72.0497 
50 71.4286 
10 14 5-10-20-30-40-50 72.0497 
11 13 5-10-20-30-40-50 72.0497 
12 12 5-10-20-30-40-50 72.0497 
13 9 5-10-20-30-40-50 72.0497 
14 7 5-10-20-30-40-50 72.0497 
15 5 5-10-20-30-40-50 70.8075 
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Table 4.6 Phase 2-Experiment 1 Classification Performance of the RF 
Classifier for Thresholds > 1, 2, 3 and 4 
Threshold 
> 
Number of 
reduced features 
Cross Validation 
(Folds) 
Accuracy 
% 
1 4074 
5 89.8897 
10 96.3235 
20 97.6103 
30 95.9559 
40 98.1618 
50 97.2426 
2 1057 
5 90.9926 
10 96.3235 
20-30 97.2426 
40 98.3456 
50 98.1618 
3 456 
5 90.0735 
10 94.3015 
20 97.4265 
30 97.2426 
40 97.6103 
50 97.4265 
4 261 
5 89.7059 
10 95.7721 
20 97.2426 
30 96.5074 
40 97.9779 
50 97.6103 
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Table 4.7 Phase 2-Experiment 1 Classification Performance of the RF 
Classifier for Thresholds > 5, 6, 7 and 8 
Threshold 
> 
Number of 
reduced features 
Cross Validation 
(Folds) 
Accuracy 
% 
5 159 5 89.5221 
10 93.75 
20 97.4265 
30 96.875 
40 97.9779 
50 97.7941 
6 113 5 90.0735 
10 93.75 
20 95.0368 
30 95.4044 
40 96.3235 
50 95.7721 
7 88 5 89.3382 
10 91.1765 
20 95.0368 
30 94.6691 
40 96.1397 
50 95.4044 
8 64 5 88.6029 
10 92.2794 
20 93.9338 
30 94.3015 
40 95.4044 
50 95.5882 
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Table 4.8 Phase 2-Experiment 1 Classification Performance of the RF 
Classifier for Thresholds > 9, 10, 11 and 12 
Threshold 
> 
Number of 
reduced features 
Cross Validation 
(Folds) 
Accuracy 
% 
9 47 5 88.6029 
10 91.3603 
20 94.1176 
30 94.6691 
40 95.9559 
50 95.5882 
10 38 5 83.8235 
10 87.6838 
20 88.7868 
30 89.7059 
40 90.4412 
50 90.8088 
11 32 5 80.6985 
10 84.5588 
20 86.3971 
30 85.6618 
40 87.8676 
50 87.6838 
12 27 5 70.0368 
10 72.4265 
20 73.7132 
30 72.9779 
40 74.2647 
50 73.8971 
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Table 4.9 Phase 2-Experiment 1 Classification Performance of the RF 
Classifier for Thresholds > 13, 14 and 15 
Threshold 
> 
Number of 
reduced features 
Cross Validation 
(Folds) 
Accuracy 
% 
13 23 5 61.0294 
10 62.8676 
20 63.6029 
30 63.2353 
40 63.7868 
50 62.3162 
14 18 5 55.6985 
10 58.8235 
20-30 59.0074 
40 59.5588 
50 59.1912 
15 15 5 53.3088 
10 55.3309 
20 55.1471 
30 55.5147 
40 55.6985 
50 55.5147 
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Table 4.10 Phase 2-Experiment 2 Classification Performance of the RF 
Classifier for Thresholds > 1, 2, 3 and 4 
Threshold 
> 
Number of 
reduced features 
Cross Validation 
(Folds) 
Accuracy 
% 
1 5987 5 91.5441 
10 95.4044 
20 97.4265 
30 95.7721 
40-50 98.8971 
2 667 5 85.2941 
10 91.9118 
20 93.5662 
30 91.1765 
40 92.8309 
50 91.7279 
3 242 5 72.0588 
10 72.4265 
20 73.1618 
30 75.1838 
40 74.6324 
50 74.6324 
4 107 5 60.8456 
10 61.7647 
20 62.5 
30 62.8676 
40 63.4191 
50 61.7647 
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Table 4.11 Phase 2-Experiment 2 Classification Performance of the RF 
Classifier for Thresholds > 5, 6, 7 and 8 
Threshold 
> 
Number of 
reduced features 
Cross Validation 
(Folds) 
Accuracy 
% 
5 72 5 56.4338 
10 56.8015 
20-30-40 57.3529 
50 57.7206 
6 52 5 51.2868 
10 52.0221 
20 51.6544 
30 52.3897 
40-50 52.0221 
7 34 5 50.9191 
10 50.7353 
20 50 
30 50.5515 
40 50.3676 
50 50.7353 
8 26 5 49.4485 
10 49.2647 
20 48.5294 
30 49.0809 
40 48.8971 
50 49.2647 
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Table 4.12 Phase 2-Experiment 2 Classification Performance of the RF 
Classifier for Thresholds > 9, 10 and 11 
Threshold 
> 
Number of 
reduced features 
Cross 
Validation 
(Folds) 
Accuracy
 % 
9 22 5 49.0809 
10 48.8971 
20 48.1618 
30 48.7132 
40 48.5294 
50 48.8971 
10 21 5 48.1618 
10 47.9779 
20 47.7941 
30 47.6103 
40-50 48.1618 
11 19 5 46.6912 
10 46.5074 
20 46.3235 
30 46.1397 
40-50 46.6912 
 
This section discusses the semantic analysis of extracted features, executed on 
VS4 produced by the end of stage two. This stage aims at discovering the 
relationships between these features and classifying them in addition to the news 
articles into appropriate semantic classes (Figure 4.5). 
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4.4.1 Application of Random Forest 
Stage three of SMRF-TM aims at discovering the relationships between the 
extracted features and classifying these features into one of the five classes: critical 
down, down, neutral, up and critical up, defined in section 4.5. This is one of the 
novel contributions of the SMRF-TM approach since most of the previous text 
mining techniques used three classes only (down, neutral and up) to classify the 
news articles related to the stock market domain as explained in the literature 
review chapter.  
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Features’ 
Relationships 
Features & 
Articles 
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VS5 
VS6 
Semantic 
classes & 
relation 
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Figure 4.5 SMRF-TM Stage Three 
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In stage three of SMRF-TM, RF is used to reveal the hidden information and 
relations between the extracted features in (VS4) by generating a random forest 
consisting of 10 random trees, each constructed while considering a number (n) of 
random features. To classify a new feature/news article from the input features 
set/news corpus, the input set of extracted features/news articles is placed in each 
of the trees in the forest. Each tree then gives a classification and the forest 
chooses the classification having the majority votes among the 10 trees in order to 
classify the new feature/article into one of the above five classes. The final output of 
this task is VS6, which serves as the input for the next clustering task using 
expectation maximisation, described below. 
The random forest application in the SMRF-TM approach generates an 
ensemble of 10 random, individual and un-pruned trees. Each individual tree is 
constructed using the following algorithm: 
Random Forest Pseudo code 
Inputs: t (the number of random trees in the forest (iterations = 10)) 
 S (the training set) 
 n (number of random features used in constructing each of the 10 trees) 
Outputs: Tt ; t =1,…., 10 
1) t = 1 
2) Do 
3) st is a subsample articles from S with replacement 
4) Construct classifier tree Tt using a decision tree inducer on st 
5) t ++ 
6) while (t < 10) 
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The input parameter (n) represents the number of features, which is used to 
determine the decision at a node of the tree and it should be much less than the 
total number of features in the training set (S). The constructed ensemble decision 
trees (10 trees) are not pruned and the best split at each node is chosen from 
among the (n) random features not all the features. The classification of any 
unlabelled feature/news article is performed using the majority votes. 
Figures 4.6 and 4.7 show samples of how each tree in the RF discovers the 
relationships between the unigrams and bigrams features respectively in the 
implementation of SMRF-TM. 
 
 
Figure 4.6 Sample of how RF discovers the relationships between unigrams 
features in the SMRF-TM approach 
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Figure 4.7 Sample of how RF discovers the relationships between bigrams 
features in the SMRF-TM approach 
 
WEKA software is used to apply the RF classifier to classify the extracted 
features/news articles based on VS4. By setting a threshold > 2, the classification 
based on TF/IDF, has reduced 9,198 features to 709 features in phase one, from 
11,036 features to 1057 features in phase two experiment one and in phase two 
experiment two the features were reduced from 82,814 features to 5,987 features 
by setting a threshold > 1. The threshold is changed from >2 to >1 in experiment 
two of phase two because analysing bigram tokens is more efficient with bigger 
datasets and so the best classification accuracy achieved by the RF is 98.89% 
when threshold is set to >1 as shown above in Tables 4.10, 4.11 and 4.12. 
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These Random forest results are compared with other different classifiers such 
as ADTree, J48, J48graft, Decision Stump, Random Tree, Bayes Net, Bagging, 
Rotation Forest and Decision Table. The results of these comparisons are 
discussed later in section 4.5.  Each type of these classifiers has different 
characteristics, which can significantly affect the performance of the SMRF-TM 
approach. For example, Bayes classifiers are composed of directed acyclic graphs 
with only one parent and several children and they assume that child nodes are 
independent in order to simplify learning. Even though independence is considered 
as a poor and unrealistic assumption, Bayes classifiers may still compete 
sometimes with more sophisticated classifiers because of its short computational 
time for training (Kotsiantis et al. 2007, Rish 2001). 
 On the other hand, trees classifiers depend on the features values to classify 
articles by sorting them according to these values, where each node in a tree 
represents a feature in an instance to be classified, and each branch represents a 
value, which the node can assume. Starting at the root node articles are classified 
and sorted according to their features values.  
 In order to validate the results and obtain performance accuracy, cross 
validation with different folds (5, 10, 20, 30, 40, 50) are used to check which 
classifier has the best learning capabilities to achieve the best classification 
performance. In cross validation, the training set is divided into mutually exclusive 
and equal sized subsets and for each subset the classifier is trained on the union of 
all the other subsets. The average of the error rate of each subset is therefore an 
estimate of the error rate of the classifier (Kotsiantis 2007). For example, the 10-
folds cross validation uses 9/10 of the data for training the algorithm and 1/10 of the 
data for testing, then repeats this process 10 times after shuffling the data each time.  
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 In phase one, only two classes are implemented (up and down) in order to 
evaluate the proof of concept. In phase two experiment one, the classes were 
extended to include the five classes: critical down, down, neutral, up and critical up, 
this has significantly enhanced the classification performance of RF from 88.82% to 
98.34%. In phase two experiment two, the classes are also extended, but the 
extracted features, which are used to support the classification process are bigram 
features, not unigram features as in phase one and phase two experiment one. 
4.4.2 Application of Expectation Maximisation 
“The Expectation Maximisation (EM) clustering algorithm is considered as an 
appropriate optimisation algorithm for constructing proper statistical models of the 
data, which admits varying degrees of data membership in multiple clusters. EM is 
an effective, popular technique for estimating mixture model parameters. The EM 
algorithm iteratively refines initial mixture model parameter estimates to better fit the 
data and terminates at a locally optimal solution. EM has been shown to be superior 
to other alternatives for statistical modelling purposes” (Bradley et al. 2000). 
In stage three of SMRF-TM the EM is applied on VS6 using also WEKA to 
cluster the classified features and the news articles according to their semantic 
meanings in one of the three clusters: economic, social or political. The output of 
this task is the VS7, which is the final output of SMRF-TM. The VS7 can then be 
used to enhance the accuracy of predicting Dubai’s SM movements. This is not only 
able to classify the features/articles according to the predicted influence they have 
on Dubai’s SM movements but is also able to examine the reason behind such 
movements. 
Tables 4.13 and 4.14 show samples of the clustered unigrams and bigrams 
features according to the three above clusters, which are then used to cluster the 
news articles accordingly. 
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Table 4.13 Sample of clustered unigram features 
Economic Social Political 
fund korea govern 
invest china vote 
return saudi public 
low  dubai plan 
higher middl polici 
rate east parliament 
increas cultur candid 
budget chines democraci 
bond europ law 
Stock india council 
market nation polit 
investor peopl elect 
financi countri regim 
bank london conserv 
growth uk diplomat 
sharehold russia lawyer 
earn gulf mayor 
spend european governor 
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Table 4.14 Sample of clustered bigram features 
Economic Social Political 
britaineconom nigerdelta pressfreedom 
ukeconom visitvatican policitighten 
globalbond peoplconcern parliamentresult 
inflationaririsk peoplworri hungparliament 
debtsustain peoplstop democraciactivist 
bigrisk concernpeopl uaedemocraci 
riskuk nationinsur conservwin 
priceinflat worldclass governwant 
helpeconomi nationinfrastructur policiframework 
riskeconomi helpfamili conservgovern 
pricetarget  helppeopl weakgovern 
advanccent britainstrong policicontinu 
highpaid generexpect legalservic 
sectorinvest riseunemploy lawpublic 
debtshare uklike founderlaw 
incomtax expectuk counticouncil 
promotgrowth likelihoodsignific directorgovern 
taxcredit londonschool lawpartnership 
valufair chinaproperti youvote 
corportax clearhous theyvote 
investvital allianzkorea newgovern 
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The five classes used in this research represent the predicted influence of the 
features/articles on Dubai’s SM movements. In phase one, the experiment was 
limited to two categories. The down class, which means that they have a small 
negative influence on Dubai’s SM causing a decrease less than 4% in the value of 
Dubai’s SM general index (DFM) and the up class, which means that they have a 
small positive influence on Dubai’s SM resulting in an increase less than 4% in the 
value of Dubai’s SM general index (DFM). Three more classes are added in phase 
two: the critical down/up classes, which means that they have a big 
negative/positive influence on Dubai’s SM causing a decrease/increase more than 
4% in the value of Dubai’s SM general index (DFM) and the neutral class, which 
means that they do not have any influence on Dubai’s SM general index (DFM). 
4.5.1 Results of Phase One 
The classification results in Tables 4.15, 4.16 and 4.17, below, show that the 
ADTree, RF, Bagging, J48graft, Bayes Net, and Decision Table classifiers 
outperformed the J48, Decision Stump and Random Tree classifiers. However, the 
Rotation Forest classifier ran out of memory. The ADTree and the RF classifiers, 
which yielded the best classification performance among the 10 tested classifiers, 
achieved the highest accuracy by deploying the 30-folds cross validation.  
The results are expressed in terms of precision, recall and accuracy defined as 
follow: 
           (  ) =  
              (  )
              (  )                  (  )
      (4.1) 
        (  ) =  
              (  )
              (  )                  (  )
         (4.2) 
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          =  
                                              
                         
∗ 100    (4.3) 
          =  
   ∗     ∗   
        
                                                  (4.4) 
Where; 
True Positive (TP): measures the proportion of positives, which are correctly 
identified as positives. 
True Negative (TN): measures the proportion of negatives, which are correctly 
identified as negatives. 
False Positive (FP): measures the proportion of negatives, which are incorrectly 
identified as positives. 
False Negative (FN): measures the proportion of positives, which are incorrectly 
identified as negatives. 
Out of 161 articles, 114 belong to the down class and 47 to the up class. By 
analysing the results of the best three classifiers (ADTree, Random Forest and 
Bagging), we found that the ADTree classifier has achieved classification accuracy 
91.92% with a precision 0.917 and recall 0.974 for the down class but with a higher 
precision 0.925 and lower recall 0.787 for the up class. The reasons behind these 
results are: the ADTree classifier has classified 121 articles as down instead of 114 
and 40 articles as up instead of 47. Out of the 121 articles, which are classified as 
down; 111 articles true positive, 10 articles false positive and three articles false 
negative. Out of the 40 articles, which are classified as up; 37 articles true positive, 
three articles false positive and 10 articles false negative. The total number of 
incorrectly classified articles is 13 out of 161 articles and most of them (10 out of 13) 
belong to the up class.  
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Regarding the RF, the classification accuracy achieved is 88.82% with a 
precision 0.887 and recall 0.965 for the down class but with a higher precision 0.892 
and lower recall 0.702 for the up class. This is because the RF has correctly 
classified 110 articles out of 114 for the down class, which means that, the down 
class has 110 articles true positive, 14 articles false positive and four articles false 
negative. Concerning the up class, RF has correctly classified 33 articles out of 47 
indicating that the up class has 33 articles true positive, four articles false positive 
and 14 articles false negative. 
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Table 4.15 Phase 1 the RF, ADTRee and J48 Classification Performance for 
Threshold > 2  
Classifier Cross 
Validation 
(Folds) 
Accuracy 
% 
Precision 
(Down 
class) 
Recall 
(Down 
class) 
Precision 
(Up class) 
Recall 
(Up 
class) 
RF 5 81.3665 0.818 0.947 0.793 0.489 
10 78.882 0.803 0.93 0.724 0.447 
20  85.0932 0.852 0.956 0.848 0.596 
30 88.8199 0.887 0.965 0.892 0.702 
40  84.472 0.85 0.947 0.824 0.596 
50 82.6087 0.831 0.947 0.806 0.532 
ADTree 5 85.7143 0.87 0.939 0.816 0.66 
10 86.3354 0883 0.93 0.805 0.702 
20 88.1988 0.886 0.956 0.868 0.702 
30 91.9255 0.917 0.974 0.925 0.787 
40 90.0621 0.902 0.965 0.897 0.745 
50 89.441 0.888 0.974 0.917 0.702 
J48 5 85.0932 0.875 0.921 0.78 0.681 
10 83.2298 0.866 0.904 0.738 0.66 
20 81.9876 0.863 0.886 0.705 0.66 
30 83.2298 0.866 0.904 0.738 0.66 
40 82.6087 0.858 0.904 0.732 0.638 
50 83.8509 0.867 0.912 0.756 0.66 
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Table 4.16 Phase 1 the J48graft, Decision Stump, Random Tree and Bayes 
Net Classification Performance for Threshold > 2 
Classifier Cross 
Validation 
(Folds) 
Accuracy 
% 
Precision 
(Down 
class) 
Recall 
(Down 
class) 
Precision 
(Up class) 
Recall 
(Up 
class) 
J48graft 5 86.3354 0.877 0.939 0.821 0.681 
10 87.5776 0.885 0.947 0.846 0.702 
20 86.9565 0.884 0.939 0.825 0.702 
30 86.3354 0.877 0.939 0.821 0.681 
40 86.3354 0.877 0.939 0.821 0.681 
50 85.7143 0.87 0.939 0.816 0.66 
Decision 
Stump 
5 83.8509 0.844 0.947 0.818 0.574 
10 83.8509 0.844 0.947 0.818 0.574 
20 83.8509 0.844 0.947 0.818 0.574 
30 83.8509 0.844 0.947 0.818 0.574 
40 83.8509 0.844 0.947 0.818 0.574 
50 83.8509 0.844 0.947 0.818 0.574 
Random 
Tree 
5 76.3975 0.797 0.895 0.636 0.447 
10 77.0186 0.813 0.877 0.632 0.511 
20 78.882 0.828 0.886 0.667 0.553 
30 79.5031 0.829 0.895 0.684 0.553 
40 79.5031 0.829 0.895 0.684 0.553 
50 80.1242 0.836 0.895 0.692 0.574 
Bayes 
Net 
5 87.5776 0.879 0.956 0.865 0.681 
10 83.2298 0.854 0.921 0.763 0.617 
20 83.2298 0.848 0.93 0.778 0.596 
30 80.7453 0.832 0.912 0.722 0.553 
40 81.9876 0.846 0.912 0.737 0.596 
50 81.9876 0.846       0.912 0.737       0.596 
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Table 4.17 Phase 1 the Bagging, Rotation Forest and Decision Table 
Classification Performance for Threshold > 2 
Classifier Cross 
Validation 
(Folds) 
Accuracy 
% 
Precision 
(Down 
class) 
Recall 
(Down 
class) 
Precision 
(Up class) 
Recall 
(Up 
class) 
Bagging 5 85.0932 0.869 0.93 0.795 0.66 
10 86.9565 0.891 0.93 0.81 0.723 
20 86.9565 0.891 0.93 0.81 0.723 
30 86.3354 0.883 0.93 0.805 0.702 
40 88.1988 0.899 0.939 0.833 0.745 
50 87.5776 0.905 0.921 0.8 0.766 
Rotation 
Forest 
5 85.7143 0.858 0.956 0.853 0.617 
10 89.441 0.894 0.965 0.895 0.723 
20 86.9565 0.891 0.93 0.81 0.723 
30 89.441 0.915 0.939 0.841 0.787 
40 90.0621 0.908 0.956 0.878 0.766 
50 90.6832 0.916 0.956 0.881 0.787 
Decision 
Table 
5 87.5776 0.898 0.93 0.814 0.745 
10 83.8509 0.879 0.895 0.733 0.702 
20 85.7143 0.889 0.912 0.773 0.723 
30 84.472 0.88 0.904 0.75 0.702 
40 85.7143 0.889 0.912 0.773 0.723 
50 86.9565 0.897 0.921 0.795 0.745 
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The RF misclassified five more articles than the ADTree with a total number of 
18 incorrectly classified articles, which indicates that the ADTree is more efficient 
than the RF when the dataset is small. But still most of the incorrectly classified 
articles (14 out of 18) belong to the up class.  
The Bagging classifier achieved the best classification performance while 
deploying 40-folds cross validation, which is 88.19% with a precision 0.899 and 
recall 0.939 for the down class but with a lower precision 0.833 and lower recall 
0.745 for the up class. The Bagging classifier yielded these results because it has 
correctly classified 107 articles out of 114 for the down class and 35 articles out of 
47 for the up class, with total number of 19 incorrectly classified articles, 12 of them 
belong to the up class.  
This shows that the tree classifiers (ADTree and RF) perform better than the 
meta classifiers such as Bagging, when applied on large dataset (down class) as 
the ADTree misclassified three articles out of 114 with precision 0.917 and recall 
0.974; the RF had four incorrectly classified articles out of 114 with a precision 
0.887 and recall 0.965 while Bagging had seven incorrectly classified articles with a 
precision 0.899 and recall 0.939 out of 114 articles, which belong to the down class. 
In addition, it shows that the RF classifier had the worst performance on the small 
dataset (up class) as it had 14 incorrectly classified articles, Bagging had 12 
incorrectly classified articles while the ADTree had only 10 incorrectly classified 
articles out of 47 articles, which belong to the up class.  
As mentioned above the majority of the incorrectly classified articles among the 
three classifiers belong to the up class as the dataset used so far for this class 
consists only of 47 articles, which was obviously not enough to extract the desired 
discriminative features for this class. 
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The application of the EM clustering technique in this phase of the 
implementation resulted in clustering the majority of the extracted features to the 
economic cluster; 93% of the news articles were clustered to the economic cluster, 
5% of the news articles to the social cluster and 2% of the news articles to the 
political cluster. Such results are considered reasonable because the source of our 
dataset is Financial Times, which publishes only financial news.  
The classification results for threshold > 3 shown below in Tables 4.18, 4.19 and 
4.20, clarify that the classification performances of the RF, ADTree and the Bayes 
Net classifiers are decreased as the number of the extracted features is decreased 
from 709 to 283 features. The classification performances of the J48, J48graft, 
Bagging and Decision Table classifiers are increased when the number of features 
decreased while for the rest of the classifiers tested the classification performance 
almost remained unchanged. This indicates that RF classifier performs better than 
the other classifiers when applied on large datasets. The effect of enlarging the 
dataset is checked in the two experiments of phase two of the implementation. The 
results also show that the RF, ADTree, J48graft, Bagging, Rotation Forest and 
Decision Table classifiers outperformed the J48, Decision Stump, Random Tree 
and Bayes Net classifiers. For most of the tested classifiers the cross validation with 
5-folds yielded the best results except for the ADTree and Random Tree classifiers, 
which indicates that most of the above classifiers perform better when the training 
dataset increases. 
Comparing the performance of the best six classifiers, with accuracy ranging 
between 88.19% and 88.82%, the three classifiers: RF, J48graft and ADTree 
classifiers have 19 incorrectly classified articles resulting in exactly the same 
classification performance 88.19% but with different precisions and recalls for the 
down and the up classes.  
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The RF has correctly classified 113 articles out of 114 articles for the down class 
and 29 articles out of 47 articles for the up class, which means that the down class 
has 113 articles true positive, 18 articles false positive and one article false negative, 
while the up class has 29 articles true positive, one article false positive and 18 
articles false negative. So, the down class has precision 0.863 and recall 0.991 but 
the up class has higher precision 0.967 and lower recall 0.617. Most of the 
incorrectly classified articles 18 out of 19 articles belong to the up class. 
The J48graft has correctly classified 107 articles out of 114 articles for the down 
class and 35 articles out of 47 articles for the up class. Consequently, the down 
class has 107 articles true positive, 12 articles false positive and seven articles false 
negative and the up class has 35 articles true positive, seven articles false positive 
and 12 articles false negative. Hence, the down class has precision 0.899 and recall 
0.939 but the up class has lower precision 0.833 and lower recall 0.745. The 
number of the incorrectly classified articles belonging to the down class increased 
from one article to seven articles and decreased for the up class from 18 articles to 
12 articles. 
The ADTree correctly classified 108 articles out of 114 articles for the down class 
resulting in 0.893 precision and 0.947 recall. Because the down class has 108 
articles true positive, 13 articles false positive and six articles false negative. As for 
the up class, the ADTree correctly classified 34 articles out of 47 articles with 34 
articles true positive, six articles false positive and 13 articles false negative, which 
yielded lower precision 0.85 and lower recall 0.723. Again, the number of the 
incorrectly classified articles belonging to the down class increased from one to six 
and decreased for the up class from 18 to 13. These results indicate that the RF 
performs better and is more precise than the J48graft and the ADTree when applied 
on large datasets (down class) and the contrary for small datasets (up class). 
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Table 4.18 Phase 1 the RF, ADTree and J48 Classification Performance for 
Threshold > 3 
Classifier Cross 
Validation 
(Folds) 
Accuracy 
% 
Precision 
(Down 
class) 
Recall 
(Down 
class) 
Precision 
(Up class) 
Recall 
(Up 
class) 
RF 5 88.1988 0.863 0.991 0.967 0.617 
10 85.0932 0.846 0.965 0.871 0.574 
20  83.8509 0.849 0.939 0.8 0.596 
30 86.3354 0.854 0.974 0.903 0.596 
40 85.7143 0.847 0.974 0.9 0.574 
50 85.0932 0.836 0.982 0.926 0.532 
ADTree 5 85.7143 0.903 0.895 0.75 0.766 
10 83.8509 0.873 0.904 0.744 0.681 
20 83.8509 0.867 0.912 0.756 0.66 
30 88.1988 0.893 0.947 0.85 0.723 
40 85.0932 0.875 0.921 0.78 0.681 
50 85.0932 0.881 0.912 0.767 0.702 
J48 5 86.9565 0.897 0.921 0.795 0.745 
10 86.3354 0.89 0.921 0.791 0.723 
20 83.8509 0.879 0.895 0.733 0.702 
30 85.0932 0.902 0.886 0.735 0.766 
40 81.9876 0.876 0.868 0.688 0.702 
50 85.0932 0.888 0.851 0.756 0.723 
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Table 4.19 Phase 1 the J48graft, Decision Stump and Random Tree 
Classification Performance for Threshold > 3 
Classifier Cross 
Validation 
(Folds) 
Accuracy 
% 
Precision 
(Down 
class) 
Recall 
(Down 
class) 
Precision 
(Up class) 
Recall 
(Up 
class) 
J48graft 5 88.1988 0.899 0.939 0.833 0.745 
10 86.9565 0.891 0.93 0.81 0.723 
20 86.3354 0.883 0.93 0.805 0.702 
30 85.7143 0.896 0.904 0.761 0.745 
40 83.8509 0.879 0.895 0.733 0.702 
50 85.7143 0.889 0.912 0.773 0.723 
Decision 
Stump 
5 83.8509 0.844 0.947 0.818 0.574 
10 83.8509 0.844 0.947 0.818 0.574 
20 83.8509 0.844 0.947 0.818 0.574 
30 83.8509 0.844 0.947 0.818 0.574 
40 83.8509 0.844 0.947 0.818 0.574 
50 83.8509 0.844 0.947 0.818 0.574 
Random 
Tree 
5 79.5031 0.809 0.93 0.733 0.468 
10 74.5342 0.797 0.86 0.579 0.468 
20 81.9876 0.846 0.912 0.737 0.596 
30 80.1242 0.811 0.939 0.759 0.468 
40 77.6398 0.815 0.886 0.649 0.511 
50 75.7764 0.815 0.851 0.595 0.532 
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Table 4.20 Phase 1 the Bayes Net, Bagging, Rotation Forest and Decision 
Table Classification Performance for Threshold > 3 
Classifier Cross 
Validation 
(Folds) 
Accuracy 
% 
Precision 
(Down 
class) 
Recall 
(Down 
class) 
Precision 
(Up class) 
Recall 
(Up 
class) 
Bayes 
Net 
5 86.3354 0.883 0.93 0.805 0.702 
10 85.7143 0.876 0.93 0.8 0.681 
20 81.9876 0.851 0.904 0.725 0.617 
30 82.6087 0.864 0.895 0.721 0.66 
40 84.472 0.862 0.93 0.789 0.638 
50 81.3665 0.844 0.904 0.718 0.596 
Bagging 5 88.8199 0.907 0.939 0.837 0.766 
10 85.7143 0.876 0.93 0.8 0.681 
20 85.7143 0.889 0.912 0.773 0.723 
30 87.5776 0.912 0.912 0.787 0.787 
40 87.5776 0.912 0.912 0.787 0.787 
50 86.9565 0.904 0.912 0.783 0.766 
Rotation 
Forest 
5 88.8199 0.907 0.939 0.837 0.766 
10 88.8199 0.9 0.947 0.854 0.745 
20 88.8199 0.899 0.939 0.833 0.745 
30 87.5776 0.898 0.93 0.814 0.745 
40 86.3354 0.897 0.912 0.778 0.745 
50 86.9565 0.891 0.93 0.81 0.723 
Decision 
Table 
5 88.8199 0.914 0.93 0.822 0.787 
10-20-30-
40-50 
87.5776 0.905 0.921 0.8 0.766 
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The Bagging, Rotation Forest and Decision Table classifiers have only 18 
incorrectly classified articles with the same classification performance 88.82%. The 
Bagging and the Rotation Forest correctly classified 107 articles out of 114 for the 
down class and 36 articles out of 47 for the up class. Hence, the precision for the 
down class is 0.907 and the recall is 0.939 as it has 107 articles true positive, 11 
articles false positive and seven articles false negative. But the up class has lower 
precision 0.837 and lower recall 0.766 because it has 36 articles true positive, 
seven articles false positive and 11 articles false negative. Most of the incorrectly 
classified articles 11 out of 18 belong to the up class.  
The Decision Table correctly classified 106 articles out of 114 for the down class 
and 37 articles out of 47 for the up class. Accordingly, the down class has 106 
articles true positive, 10 articles false positive and eight articles false negative 
resulting in 0.914 precision and 0.93 recall. The up class has 37 articles true 
positive, eight articles false positive and 10 articles false negative resulting in lower 
precision 0.822 and lower recall 0.787.  
The number of incorrectly classified articles belongings to the down class 
increased from seven to eight and decreased for the up class from 11 to 10. This 
indicates that the Bagging and the Rotation Forest perform better than the Decision 
Table when applied on large datasets and the contrary for small datasets.  
RF achieved the best performance among the six classifiers when applied on the 
bigger dataset (down class). However, the majority of the incorrectly classified 
articles among all of the six classifiers belong to the up class. As already noted, the 
small number of articles (47) belonging to the up class in our dataset has negatively 
affected the performance in phase one of the implementation, hence, this problem 
is addressed in phase two (experiment one and experiment two) through the 
expansion of the dataset especially for the up class. 
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The incorrectly classified articles yielded by the tested classifiers are incorrectly 
classified based on features that should belong to the neutral class such as time, 
world, year, decade, like, term, public, alkhaleej, Dubai, China, UK, automobile, 
Nigerian, ship, food, school, and other similar features. Consequently, to improve 
the performance of the classifiers in phase two of the implementation of SMRF-TM 
the two classes (down and up) used in phase one are extended into five classes 
(critical down, down, neutral, up and critical up) as shown in the following sections.  
Examples of the extracted classified features used to support in the classification 
of the news articles in phase one is available in Appendix A also showing the 
features, which were classified to more than one class. 
4.5.2 Results of Experiment One of Phase Two 
Most of the former researchers in this field, as discussed in the literature review, 
deployed only three classes: down, neutral and up, to classify news articles. The 
first experiment of phase two applied the extended classes (i.e. critical down, down, 
neutral, up and critical up) to classify the extracted features from the dataset, which 
are then used to classify the 544 articles accordingly. This helps us examine the 
effect of expanding the dataset and the classification classes on the performance of 
our SMRF-TM approach.  
By comparing the classification results of experiment one in phase two (Tables 
4.21, 4.22, 4.23, 4.24 and 4.25) with the classification results of phase one (Tables 
4.15, 4.16 and 4.17) we find that the classification performance of both, the RF and 
the Random Tree, is notably enhanced from 88.82% to 98.34% and from 80.12% to 
98.16% respectively, while for the rest of the tested classifiers their performances 
were notably decreased. Furthermore, RF and Random Tree classifiers 
outperformed all the other tested classifiers. They have achieved the highest 
accuracy by deploying the 40-folds cross validation. This means that, given the 
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expanded dataset size we could use 60% of the dataset (326 articles) for training 
rather than 70% (113 articles) for the 30-folds cross validation used in phase one as 
the number of articles used for training is increased. 
Out of 544 articles, 134 articles are attributed to the neutral class, 184 articles to 
the down class, 138 articles to the up class, 54 articles to the critical down class and 
34 articles to the critical up class. By analysing the results of the best two classifiers 
it was found that the RF classifier has correctly classified 535 out of 544 of the 
dataset corpus resulting in 98.34% classification accuracy. The total number of the 
incorrectly classified articles using the RF classifier is 9 articles out of 544, which 
are distributed as follows: two articles out of 134 for the neutral class resulting in 
132 articles true positive, two articles false positive and two articles false negative. 
The down class has two incorrectly classified articles out of 184 yielding 182 articles 
true positive, two articles false positive and two articles false negative. The up class 
has four incorrectly classified articles out of 138 for producing 134 articles true 
positive, five articles false positive and four articles false negative. The critical down 
class has 54 articles correctly classified so it has 54 articles true positive, zero 
articles false positive and zero articles false negative. Finally, the critical up class 
has one incorrectly classified article out of 34, which means that it has 33 articles 
true positive, zero article false positive and one article false negative. 
The distribution of the correctly classified articles, precision and recall for the five 
classes are as follows: 132 articles out of 134 for the neutral class with 0.985 
precision and recall, 182 articles out of 184 for the down class with 0.989 precision 
and recall, 134 articles out of 138 for the up class with 0.964 precision and 0.971 
recall, 54 articles out of 54 for the critical down class with 1.000 precision and recall 
and for the critical up class 33 articles out of 34 are correctly classified with 1.000 
precision and 0.971 recall. 
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The Random Tree classifier has correctly classified 534 articles out of 544 in the 
dataset corpus resulting in 98.16% classification accuracy. The total number of the 
incorrectly classified articles using the Random Tree classifier is 10 articles out of 
544, which are distributed as follows: the neutral class has two incorrectly classified 
articles out of 134, hence, it has 132 articles true positive, four articles false positive 
and two articles false negative. The down class has four incorrectly classified 
articles out of 184, which means it has 180 articles true positive, two articles false 
positive and four articles false negative. The up class has four incorrectly classified 
articles out of 138 and so it has 134 articles true positive, four articles false positive 
and four articles false negative. While the critical down and the critical up classes 
have all the articles correctly classified resulting in zero articles false positive and 
zero articles false negative.  
The distribution of the correctly classified articles, precision and recall for the five 
classes are as follows: 132 articles out of 134 for the neutral class with 0.971 
precision and 0.985 recall, 180 articles out of 184 for the down class with 0.989 
precision and 0.978 recall, 134 articles out of 138 for the up class with 0.971 
precision and recall, 54 articles out of 54 for the critical down class and 34 articles 
out of 34 for the critical up class with 1.000 precision and recall for both classes.  
This shows that tree classifiers (RF and Random Tree) outperform Bayes 
classifier (Bayes Net), rules classifier (Decision Table) and meta classifiers 
(Bagging and Rotation Forest) when applied on a large dataset. In addition, the run 
time of the tree classifiers in our experiment was less than those of the other types 
of classifiers. Examples of the extracted classified unigrams features used to 
support in the classification of the news articles in phase two experiment one is 
available in Appendix B.  
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The results yielded by applying EM clustering technique in phase two experiment 
one of the implementation showed that the majority of the extracted classified 
unigrams features belong to the economic cluster. These results led to clustering 
83% of the news articles to the economic cluster, 10% of the news articles to the 
social cluster and 7% of the news articles to the political cluster.
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Table 4.21 Phase 2-Experiment 1 the RF and ADTRee Classification Performance for Threshold > 2 
Classifier 
Cross 
Validation 
(Folds) 
Accuracy 
% 
Precision 
(Critical 
Down 
class) 
Recall 
(Critical 
Down 
class) 
Precision 
(Down 
class) 
Recall 
(Down 
class) 
Precision 
(Neutral 
class) 
Recall 
(Neutral 
class) 
Precision 
(Up 
class) 
Recall 
(UP 
class) 
Precision 
(Critical 
Up class) 
Recall 
(Critical 
UP 
class) 
RF 
5 90.9926 1.000 1.000 0.891 0.935 0.922 0.881 0.91 0.884 0.829 0.853 
10 96.3235 1.000 1.000 0.952 0.973 0.961 0.925 0.971 0.964 0.944 1.000 
20 97.2426 1.000 1.000 0.963 0.989 0.97 0.9551 0.97 0.949 1.000 1.000 
30 97.2426 1.000 1.000 0.968 0.995 0.985 0.955 0.977 0.942 0.895 1.000 
40 98.3456 1.000 1.000 0.989 0.989 0.985 0.985 0.964 0.971 1.000 0.971 
50 98.1618 1.000 1.000 0.984 0.989 0.977 0.97 0.971 0.971 1.000 1.000 
ADTree 
5 61.0294 1.000 1.000 0.587 0.549 0.657 0.53 0.538 0.71 0.286 0.235 
10 62.6838 1.000 1.000 0.581 0.685 0.641 0.493 0.583 0.659 0.286 0.118 
20 64.1544 1.000 1.000 0.648 0.641 0.568 0.59 0.629 0.638 0.345 0.294 
30 66.3603 1.000 1.000 0.654 0.679 0.625 0.634 0.61 0.645 0.471 0.235 
40 64.3382 1.000 1.000 0.63 0.63 0.597 0.619 0.593 0.645 0.471 0.235 
50 65.9926 1.000 1.000 0.636 0.674 0.604 0.627 0.652 0.638 0.429 0.265 
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Table 4.22 Phase 2-Experiment 1 the J48 and J48graft Classification Performance for Threshold > 2 
Classifier 
Cross 
Validation 
(Folds) 
Accuracy % 
Precision 
(Critical 
Down 
class) 
Recall 
(Critical 
Down 
class) 
Precision 
(Down 
class) 
Recall 
(Down 
class) 
Precision 
(Neutral 
class) 
Recall  
(Neutral 
class) 
Precision 
(Up 
class) 
Recall 
(Up 
class) 
Precision 
(Critical 
Up class) 
Recall 
(Critical 
UP 
class) 
J48 
5 77.2059 0.931 1.000 0.766 0.712 0.704 0.716 0.824 0.812 0.622 0.676 
10 80.1471 0.964 1.000 0.838 0.788 0.746 0.746 0.752 0.812 0.781 0.735 
20 83.4559 1.000 1.000 0.856 0.837 0.775 0.799 0.807 0.79 0.811 0.882 
30 84.0074 0.964      1.000 0.838      0.842 0.837      0.843 0.864      0.783 0.628      0.794 
40 82.9044 1.000      1.000 0.856      0.810 0.779      0.813 0.801      0.790 0.750      0.882 
50 81.4338 1.000      1.000 0.867      0.783 0.794      0.776 0.739      0.819 0.700      0.824 
J48graft 
5 80.1471 0.964 1.000 0.838 0.788 0.746 0.746 0.752 0.812 0.781 0.735 
10 80.5147 0.931 1.000 0.823 0.81 0.742 0.731 0.794 0.812 0.781 0.735 
20 83.0882 1.000 1.000 0.846 0.837 0.772 0.784 0.807 0.79 0.811 0.882 
30 84.0074 0.964 1.000 0.838 0.842 0.837 0.843 0.864 0.783 0.628 0.794 
40 82.9044 1.000 1.000 0.856 0.81 0.779 0.813 0.801 0.79 0.75 0.882 
50 81.4338 0.964 1.0000 0.867 0.783 0.794 0.776 0.748 0.819 0.7 0.824 
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Table 4.23 Phase 2-Experiment 1 the Decision Stump and Random Tree Classification Performance for Threshold > 2 
Classifier 
Cross 
Validation 
(Folds) 
Accuracy % 
Precision 
(Critical 
Down 
class) 
Recall 
(Critical 
Down 
class) 
Precision 
(Down 
class) 
Recall 
(Down 
class) 
Precision 
(Neutral 
class) 
Recall  
(Neutral 
class) 
Precision 
(Up 
class) 
Recall 
(Up 
class) 
Precision 
(Critical 
Up class) 
Recall 
(Critical 
UP 
class) 
Decision 
Stump 
5-10-20-
30-40-50 
43.75 1.000 1.000 0.376 1.000 0 0 0 0 0 0 
Random 
Tree 
5 89.8897 1.000 1.000 0.886 0.929 0.917 0.821 0.879 0.899 0.833 0.882 
10 93.9338 1.000 1.000 0.886 0.929 0.967 0.881 0.879 0.899 0.895 1.000 
20 97.0588 1.000 1.000 0.978 0.978 0.969 0.94 0.944 0.971 1.000 1.000 
30 97.2426 1.000 1.000 0.968 0.984 0.985 0.97 0.977 0.942 0.895 1.000 
40 98.1618 1.000 1.000 0.989 0.978 0.971 0.985 0.971 0.971 1.000 1.000 
50 97.6103 1.000 1.000 0.989 0.984 0.985 0.955 0.964 0.971 0.895 1.000 
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Table 4.24 Phase 2-Experiment 1 the Bayes Net and Bagging Classification Performance for Threshold > 2 
Classifier 
Cross 
Validation 
(Folds) 
Accuracy % 
Precision 
(Critical 
Down 
class) 
Recall 
(Critical 
Down 
class) 
Precision 
(Down 
class) 
Recall 
(Down 
class) 
Precision 
(Neutral 
class) 
Recall  
(Neutral 
class) 
Precision 
(Up 
class) 
Recall 
(Up 
class) 
Precision 
(Critical 
Up class) 
Recall 
(Critical 
UP 
class) 
Bayes 
Net 
5 66.7279 1.000      1.000 0.595      0.663 0.961      0.366 0.604      0.906 0.481      0.382 
10 68.3824 1.000      1.000 0.618      0.712 0.960      0.358 0.630      0.913 0.464      0.382 
20 68.5662 1.000 1.000 0.618      0.696 0.963      0.388 0.622      0.906 0.500      0.412 
30 69.4853 1.000 1.000 0.625 0.734 0.963 0.388 0.644 0.906 0.462 0.353 
40 70.5882 1.000      1.000 0.628 0.734 0.965 0.410 0.656 0.928 0.522 0.353 
50 71.1397 1.000      1.000 0.646 0.745 0.964 0.403 0.660 0.942 0.480 0.353 
Bagging 
5 79.7794 1.000 1.000 0.730      0.853 0.861      0.694 0.774      0.819 0.810      0.500 
10 84.5588 1.000      1.000 0.816      0.870 0.858      0.769 0.822      0.870 0.821      0.676 
20 84.375 1.000 1.000 0.788      0.908 0.917      0.746 0.811      0.841 0.846      0.647 
30 86.0294 0.964 1.000 0.814      0.902 0.889      0.776 0.850      0.862 0.862      0.735 
40 85.1103 1.000 1.000 0.809      0.897 0.890      0.784 0.830      0.848 0.815      0.647 
50 87.6838 1.000 1.000 0.851      0.897 0.949      0.828 0.826      0.891 0.800      0.706 
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Table 4.25 Phase 2-Experiment 1 the Rotation Forest and Decision Table Classification Performance for Threshold > 2 
Classifier 
Cross 
Validation 
(Folds) 
Accuracy % 
Precision 
(Critical 
Down 
class) 
Recall 
(Critical 
Down 
class) 
Precision 
(Down 
class) 
Recall 
(Down 
class) 
Precision 
(Neutral 
class) 
Recall  
(Neutral 
class) 
Precision 
(Up 
class) 
Recall 
(Up 
class) 
Precision 
(Critical 
Up class) 
Recall 
(Critical 
UP 
class) 
Rotation 
Forest 
5 86.2132 1.000 1.000 0.822 0.902 0.858 0.769 0.867 0.848 0.879 0.853 
10 88.4191 1.000 1.000 0.901 0.886 0.854 0.828 0.846 0.877 0.941 0.914 
20 89.5221 1.000 1.000 0.921 0.891 0.881 0.881 0.857 0.87 0.816 0.912 
30 90.2574 1.000 1.000 0.914 0.918 0.862 0.888 0.887 0.855 0.912 0.912 
40 92.8309 1.000 1.000 0.949 0.913 0.893 0.933 0.901 0.92 0.969 0.912 
50 92.2794 1.000 1.000 0.94 0.929 0.904 0.918 0.891 0.891 0.912 0.912 
Decision 
Table 
5 64.8897 1.000 0.944 0.593 0.728 0.577 0.612 0.683 0.514 0.714 0.441 
10 67.0956 1.000 0.926 0.616 0.723 0.583 0.657 0.752 0.594 0.667 0.353 
20 70.7721 1.000 0.907 0.701 0.712 0.576 0.731 0.775 0.674 0.778 0.412 
30 70.0368 1.000 0.981 0.638 0.739 0.633 0.709 0.769 0.601 0.7 0.412 
40 68.9338 1.000 0.944 0.639 0.701 0.614 0.724 0.757 0.609 0.636 0.412 
50 70.2206 1.000 0.926 0.684 0.766 0.59 0.709 0.771 0.609 0.667 0.353 
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4.5.3 Results of Experiment Two of Phase Two 
The above sets of results based on the five classes have enhanced the classification 
performance of SMRF-TM. The next task is to assess the effect of using bigrams rather 
than unigrams based features on the performance of SMRF-TM. Tables 4.3, 4.4, 4.5, 4.6, 
4.7, 4.8, 4.9, 4.10 and 4.11 show that the best performance is achieved with a threshold > 
2 for unigrams based features and threshold >1 for bigrams based features. This 
indicates that the bigrams require a larger dataset than the unigrams in order to enhance 
the performance of SMRF-TM. 
The implementation results of experiment two of phase two are summarised in Tables 
4.26, 4.27, 4.28 and 4.29. The RF classifier has correctly classified 538 articles out of 544 
in the dataset corpus resulting in 98.89% classification accuracy. The total number of the 
incorrectly classified articles using the RF classifier is six articles out of 544, which are 
distributed as follows: the neutral class has two incorrectly classified articles out of 134, 
so it has 132 articles true positive, four articles false positive and two articles false 
negative. The down class has two incorrectly classified articles out of 184, which means it 
has 182 articles true positive, zero articles false positive and two articles false negative. 
The up class has two incorrectly classified articles out of 138, 136 articles true positive, 
two articles false positive and two articles false negative. Regarding the critical down and 
the critical up classes they did not have any misclassified articles, hence, they have zero 
articles false positive and zero articles false negative. 
Consequently, the distribution of the correctly classified articles, precision and recall for 
the five classes are as follows: the neutral class has 132 articles out of 134 correctly 
classified with 0.971 precision and 0.985 recall.  The down class has 182 articles out of 
184 correctly classified with 1.000 precision and 0.989 recall. The up class has 136 
articles out of 138 correctly classified with 0.986 precision and recall. While the critical 
down and critical up classes they have all the articles correctly classified and so they have 
1.000 precision and recall for both classes.  
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Table 4.26 Phase 2-Experiment 2 the RF and ADTRee Classification Performance for Threshold > 1 
 
Classifier 
Cross 
Validation 
(Folds) 
Accuracy % 
Precision 
(Critical 
Down 
class) 
Recall 
(Critical 
Down 
class) 
Precision 
(Down 
class) 
Recall 
(Down 
class) 
Precision 
(Neutral 
class) 
Recall  
(Neutral 
class) 
Precision 
(Up 
class) 
Recall 
(UP 
class) 
Precision 
(Critical 
Up class) 
Recall 
(Critical 
UP 
class) 
RF 
5 91.5441 1.000      1.000 0.929 0.929 0.901 0.881 0.874 0.906 0.938 0.882 
10 95.4044 1.000      1.000 0.957 0.973 0.946 0.910 0.943 0.957 0.941 0.941 
20 97.4265 1.000      1.000 0.978 0.989 0.955      0.948 0.971 0.964 1.000      1.000 
30 95.7721 1.000      1.000 0.953 0.984 0.955 0.940 0.962 0.928 0.914 0.941 
40 98.8971 1.000      1.000 1.000      0.989 0.971      0.985 0.986      0.986 1.000 1.000 
50 98.8971 1.000      1.000 0.989 1.000 0.985 0.970 0.986 0.986 1.000 1.000 
LADTree 
5 66.3603 1.000      1.000 0.574 0.761 0.857 0.448 0.627 0.754 0.3 0.088 
10 66.7279 0.649 1.000 0.588 0.766 0.786 0.493 0.649 0.71 0.308 0.118 
20 68.3824 1.000      1.000 0.606 0.777 0.833 0.485 0.653 0.79 0.111 0.029 
30 67.4632 1.000      1.000 0.589 0.755 0.835 0.493 0.655 0.783 0.000 0.000 
40 68.75 1.000      1.000 0.606 0.777 0.87 0.5 0.651 0.797 0.000 0.000 
50 69.8529 1.000      1.000 0.611 0.777 0.864 0.522 0.677 0.819 0.000 0.000 
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Table 4.27 Phase 2-Experiment 2 the Decision Stump, Random Tree and J48 Classification Performance for Threshold > 1 
Classifier 
Cross 
Validation 
(Folds) 
Accuracy % 
Precision 
(Critical 
Down 
class) 
Recall 
(Critical 
Down 
class) 
Precision 
(Down 
class) 
Recall 
(Down 
class) 
Precision 
(Neutral 
class) 
Recall  
(Neutral 
class) 
Precision 
(Up 
class) 
Recall 
(Up 
class) 
Precision 
(Critical 
Up class) 
Recall 
(Critical 
UP 
class) 
Decision 
Stump 
5-10-20-
30-40-50 
43.75 0.964 1.000 0.377 1.000 0.000      0.000 0.000      0.000 0.000      0.000 
Random 
Tree 
5 88.2353 1.000      1.000 0.879      0.870 0.902      0.821 0.818      0.913 0.938      0.882 
10 94.4853 1.000      1.000 0.957 0.967 0.983 0.851 0.905 0.971 0.850 1.000 
20 97.7941 1.000      1.000 0.989      0.989 0.970      0.955 0.957      0.971 1.000 1.000 
30 98.5294 1.000      1.000 0.989      1.000 0.985 0.970 0.985 0.971 0.944 1.000 
40 98.3456 1.000      1.000 0.989 0.995 0.985 0.963 0.965 0.986 1.000 0.971 
50 96.5074 1.000      1.000 0.973 0.984 0.962 0.940 0.949 0.949 0.943 0.971 
J48 
5 77.5735 0.844 1.000 0.779 0.804 0.802 0.664 0.750 0.761 0.667 0.765 
10 77.7574 0.818      1.000 0.803      0.799 0.802      0.664 0.752      0.790 0.615      0.706 
20 79.2279 0.900 1.000 0.788 0.810 0.798 0.709 0.750 0.783 0.781 0.735 
30 80.5147 0.900 1.000 0.823 0.810 0.817 0.731 0.747 0.790 0.757 0.824 
40 81.0662 0.964      1.000 0.825      0.793 0.820      0.746 0.750      0.826 0.730      0.794 
50 81.25 0.964      1.000 0.841      0.804 0.811      0.739 0.750      0.826 0.711      0.794 
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Table 4.28 Phase 2-Experiment 2 the Bayes Net and Bagging Classification Performance for Threshold > 1 
Classifier 
Cross 
Validation 
(Folds) 
Accuracy % 
Precision 
(Critical 
Down 
class) 
Recall 
(Critical 
Down 
class) 
Precision 
(Down 
class) 
Recall 
(Down 
class) 
Precision 
(Neutral 
class) 
Recall  
(Neutral 
class) 
Precision 
(Up 
class) 
Recall 
(Up 
class) 
Precision 
(Critical 
Up 
class) 
Recall 
(Critical 
UP 
class) 
Bayes 
Net 
5 71.875 1.000      1.000 0.580 0.908 0.962 0.560 0.771 0.659 0.667 0.118 
10 73.8971 1.000      1.000 0.608 0.918 0.963 0.582 0.776 0.703 0.667      0.118 
20 73.5294 1.000      1.000 0.607      0.897 0.963      0.575 0.758      0.725 0.667      0.118 
30 74.8162 1.000 1.000 0.624      0.902 0.974      0.567 0.764      0.775 0.667      0.118 
40 74.2647 1.000 1.000 0.622      0.886 0.963      0.59 0.743      0.754 0.667      0.118 
50 75.3676 1.000 1.000 0.630      0.908 0.975      0.590 0.768      0.768 0.667      0.118 
Bagging 
5 78.3088 0.964      1.000 0.700 0.875 0.888 0.649 0.775 0.797 0.778 0.412 
10 79.5956 0.964      1.000 0.719      0.875 0.897      0.649 0.796      0.819 0.720      0.529 
20 80.5147 0.982      1.000 0.740      0.864 0.875      0.679 0.786      0.826 0.800      0.588 
30 81.9853 0.982      1.000 0.772      0.864 0.870      0.746 0.799      0.804 0.759      0.647 
40 81.25 0.982      1.000 0.743      0.880 0.921      0.694 0.776      0.826 0.826      0.559 
50 81.8015 0.964      1.000 0.765      0.886 0.888      0.709 0.799      0.833 0.750      0.529 
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Table 4.29 Phase 2-Experiment 2 the Rotation Forest and Decision Table Classification Performance for Threshold > 1 
Classifier 
Cross 
Validation 
(Folds) 
Accuracy % 
Precision 
(Critical 
Down 
class) 
Recall 
(Critical 
Down 
class) 
Precision 
(Down 
class) 
Recall 
(Down 
class) 
Precision 
(Neutral 
class) 
Recall  
(Neutral 
class) 
Precision 
(Up 
class) 
Recall 
(Up 
class) 
Precision 
(Critical 
Up class) 
Recall 
(Critical 
UP 
class) 
Rotation 
Forest 
5 84.1912 1.000      1.000      0.832 0.864 0.822 0.791 0.82 0.826 0.806 0.735 
10 85.8456 1.000      1.000      0.874 0.87 0.859 0.821 0.817 0.841 0.73 0.794 
20 85.4779 1.000      1.000      0.854 0.859 0.866 0.866 0.813 0.819 0.75 0.706 
30 86.2132 1.000      1.000      0.849 0.886 0.877 0.851 0.819 0.819 0.833 0.735 
40 86.2132 1.000      1.000      0.861 0.875 0.869 0.843 0.807 0.848 0.857 0.706 
50 85.2941 1.000      1.000      0.865 0.87 0.857 0.806 0.799 0.833 0.771 0.794 
Decision 
Table 
5 69.6691 1.000      0.944 0.597      0.788 0.798      0.619 0.707      0.630 0.565      0.382 
10 69.4853 1.000      0.926 0.632      0.783 0.648      0.590 0.714      0.616 0.800      0.588 
20 71.1397 1.000      0.963 0.632      0.793 0.664      0.619 0.775      0.623 0.800      0.588 
30 72.4265 1.000      0.963 0.635      0.793 0.730      0.627 0.740      0.659 0.875      0.618 
40 72.6103 1.000      0.944 0.655      0.793 0.695      0.664 0.761      0.645 0.800      0.588 
50 73.5294 1.000      0.907 0.651      0.832 0.773      0.634 0.764      0.681 0.704      0.559 
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The Random Tree classifier has correctly classified 536 articles out of 544 in the 
dataset corpus resulting in 98.52% classification accuracy. The total number of the 
incorrectly classified articles using the Random Tree classifier is eight articles out of 544, 
which are distributed as follows: the neutral class has six incorrectly classified articles out 
of 134, which means that it has 130 articles true positive, two articles false positive and 
four articles false negative. The up class has 134 articles true positive, two articles false 
positive and four articles false negative. The down class has 184 articles true positive and 
two articles false positive. The critical up class has 34 articles true positive and two 
articles false positive. Regarding the critical down class it did not has any misclassified 
articles, so it has 54 articles true positive, zero articles false positive and zero articles 
false negative. 
The distribution of the correctly classified articles, precision and recall for the five 
classes are as follows: the neutral class has 130 articles correctly classified out of 132, 
which should be 134 with 0.985 precision and 0.97 recall. The up class has 134 articles 
correctly classified out of 136, which should be 138 with 0.985 precision and 0.971 recall. 
The down class has 184 articles correctly classified out of 186, which should be 184 with 
0.989 precision and 1.000 recall. The critical up class has 34 articles correctly classified 
out of 36, which should be 34 with 0.944 precision and 1.000 recall. As for the critical 
down class it has all the articles correctly classifies, which means that it has 1.000 
precision and recall. 
These results demonstrate that the tree classifiers (RF and Random Tree) perform 
much better than the Bayes classifier (Bayes Net), rules classifier (Decision Table) and 
the meta classifiers (Bagging and Rotation Forest) when applied on large datasets. They 
also show that bigrams based features/tokens in experiment two of phase two can 
enhance the classification performance of SMRF-TM. Examples of the classified bigrams 
features used to support the classification of the news articles in experiment two of phase 
two is available in Appendix C. 
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The results yielded by applying EM clustering technique in phase two experiment two 
of the implementation showed that majority of the extracted classified bigrams features 
belong to the economic cluster. Hence, 83% of the news articles were clustered as 
economic, 10% clustered as social and 7% clustered as political. 
The classification results of phase one in Tables 4.15, 4.16 and 4.17, using the 
extracted features with threshold >2 show that the tree classifiers (ADTree and RF) 
outperformed the other types of tested classifiers, which are meta classifiers (e.g. 
Bagging), rules classifier (e.g. Decision Table) and Bayes classifier (e.g. Bayes Net). This 
indicates that the tree classifiers were more capable than the other types of classifiers in 
retrieving hidden information and the important relations between the extracted features, 
which supported them to have a better performance. These results support the first 
hypothesis of this research, which states that the application of the RF to the domain of 
SM textual data can elicit the crucial relationships between the extracted features leading 
to the enhancement of the classification performance, and, therefore, it can be an 
effective predictive measure for the stock market movements. The application of the 
random forest on the stock market domain is considered as the major contribution of this 
research.   
In phase two experiment one, the 544 articles in the dataset corpus were used to 
check the effect of expanding the dataset on the performance of SMRF-TM approach. 
Classification classes are extended to five classes (critical down, down, neutral, up and 
critical up) rather than the two classes used in phase one. The experimentation results 
proved that by doing so the classification performance for the extracted features and the 
news articles was enhanced especially regarding the random forest classifier. This 
supported the hypothesis of this research, which is that by extending the classes from 
three to five in SMRF-TM, the classification performance of both the extracted features as 
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well as the news articles is enhanced.  Consequently, this extension also contributes to 
the novel approach of SMRF-TM. 
In addition, the experimentation results of phase two showed that the tree classifiers 
(RF and Random Tree) perform much better than the Bayes classifier (Bayes Net), rules 
classifier (Decision Table) and the meta classifiers (Bagging and Rotation Forest) when 
applied on large datasets. While the experimentation results of phase two experiment two 
showed that bigrams based features/tokens enhanced the classification performance of 
SMRF-TM compared to the outcome achieved in phase one. 
This research had a limitation in the application of the Expectation Maximisation (EM) 
clustering technique, which is in the use of Financial Times as the only source for our 
dataset. Since the Financial Times only publishes financial news, we had the majority of 
the features belonging to the economic cluster. However, the application of EM clustering 
technique can also be regarded a novel contribution as SMRF-TM is able not only to 
classify the features/articles according to the predicted influence they have on Dubai’s SM 
movements, but also able to examine the reasons behind any movement in Dubai’s SM. 
In the following chapter, the validation and evaluation methods applied to validate the 
SMRF-TM approach and to evaluate the classification performance and the results 
achieved from the two phases of the implementation are explained. It also discusses the 
strengths and the limitations of the validation and evaluation processes. 
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Chapter 5 Validation and Evaluation Methods 
Used in the SMRF-TM Approach 
In the previous chapter the architecture of the proposed Stock Market Random Forest-
Text Mining (SMRF-TM) approach based on the finding of the literature review and the 
Text Mining (TM) theoretical basis was described in addition to the development stages of 
the SMRF-TM approach. Chapter four also described the implementation phases and 
presented the results from each phase. This chapter explains the validation and 
evaluation methods applied to validate and evaluate both the SMRF-TM approach and 
the results achieved from the two phases of the implementation. It also summarises the 
strengths and the limitations of the validation and evaluation processes. 
In this section the different validation methods, which are used in order to validate both 
the SMRF-TM approach and the results yielded by the two phases of the implementation 
are described. 
The validation approach applied in this research is a qualitative approach because a 
continuous validation process was required in this research for the following reasons. At 
the early stages, we needed the opinions of domain experts about the data source to be 
used for retrieving the required dataset for the purpose of the analysis of Dubai Debt 
stand still 2009 in order to make sure that it is a reliable source. Also, we needed the 
experts’ opinions within the period of designing the SMRF-TM approach to ensure that we 
have encountered most of the significant tasks, which can support the analysis of Dubai’s 
stock market while implementing the SMRF-TM approach. Last but not least, the 
qualitative validation of the extracted features against the domain experts’ opinions was 
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very important in this research to check wither the extracted features and their 
relationships are appropriate for the analysis of Dubai’s stock market domain or not. 
The quantitative approach is also used in this research through the usage of cross 
validation in order to examine the learning capabilities of the SMRF-TM approach 
specially the Random Forest (RF) classifier. In addition, we used some quantitative 
evaluation measures such as precision, recall, F-measure to evaluate the classification 
performance of random forest in classifying the extracted features and the news articles 
according to their influence on the Stock Market (SM) movements. Consequently, the 
quantitative validation process used did not only support us to ensure that the classified 
features are good indicators, which can affect Dubai’s SM movements, but also supported 
us in measuring the classification performance of RF in classifying the extracted features 
and the news articles.   
The qualitative and quantitative validation methods, which are used in this research, 
are described in detail in the following sections. 
5.3.1 K-Fold Cross Validation 
This section discusses k-fold cross validation, which was the quantitative validation 
method used to examine the learning capabilities of random forest classifier used in this 
research. 
Larson (1931) realised that training an algorithm and evaluating its performance using 
the same dataset produces overoptimistic results. Later, Geisser (1975), Stone (1974) 
and Mosteller and Tukey (1968) stated that testing the output of an algorithm on a new 
dataset would result in a better estimate of its performance. Hence, the idea of splitting 
the original dataset available for research into a training set to train the algorithm and a 
validation test set to evaluate the performance of the algorithm was raised because the 
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availability of data for some applications are limited (Wong 2017, Wong 2015, Arlot & 
Celisse 2010). This idea is the main strategy adopted by cross validation, which led cross 
validation to be a popular technique used in academic and commercial statistical 
packages to evaluate the performance of a classifier when no separate test set is 
available. Consequently, cross validation can give an indication of how well the learner 
classifier will do when it is asked to classify a new dataset. The k-fold cross validation 
technique is considered the default technique among the different cross validation existing 
techniques such as Monte-Carlo, Leave One Out, double cross validation, etc. (Wong 
2017, Triba et al. 2015, Wong 2015, Moreno-Torres et al. 2012, Rodriguez et al. 2010, 
Arlot & Celisse 2010). 
Recently, Donate et al. (2013) deployed k-fold cross validation in order to get the 
average forecast from different forecasts produced by multiple models, which are trained 
on diverse data subsets. In this research, we used the k-fold cross validation in the 
SMRF-TM approach to measure the learning capabilities of the random forest classifier as 
explained previously in chapter 4, where the original dataset sample is randomly 
partitioned into k disjoint and approximately equal size subsamples. Then k-1 out of the k 
subsamples are used as a training dataset to train the random forest and the remaining 
one subsample is used as a validation dataset to evaluate the classification performance 
of random forest. The cross validation process is repeated k times where each of the k 
subsamples is used only once as the validation dataset. To produce a single estimation 
the k results from the folds are averaged. The accuracy measured by k-fold cross 
validation for a dataset collected from a certain source represents the probability of 
correctly predicting the class value of a new instance coming from the same source 
(Wong 2017, Barrow & Crone 2016, Wong 2015). 
One of the advantages of using k-fold cross validation method in the SMRF-TM 
approach is that all observations are used for both training and validation while each 
observation is used for validation only once, which makes the results more reliable (Wong 
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2017, Jiang & Chen 2016). In addition, using k-fold cross validation supported us not to 
lose significant modelling or testing capability, which would have been lost if we had 
partitioned the available dataset into a separate training and test sets since the available 
data related to Dubai debt standstill 2009 in the Financial Times was not big enough to be 
partitioned without encountering such loss. The k-fold cross validation avoids over fitting 
the model with statistically insignificant variables and produces more powerful models 
(Wong 2017, Jiang & Chen 2016, Boxell 2015). 
In this research, different values for (k) in the k-fold cross validation were used (5, 10, 
20, 30, 40 and 50) in order to compare performance and check which value of (k) yields 
the best classification performance as shown previously in chapter 4. Using the k-fold 
cross validation supported in the calculation of the precision, recall, F-measure and the 
confusion matrix for all the classification algorithms tested in classifying the extracted 
features and the news articles, which were of a great support for the purpose of the 
analysis of Dubai stock market. 
5.3.2 K-Fold Cross Validation Results 
The results yielded by applying the K-fold cross validation are used to determine the 
performance of the tested classifiers in learning from the training dataset, which were 
discussed in detail in chapter 4. The usage of different values for (k) in the k-fold cross 
validation was to check which value of (k) enhances the learning capabilities of the RF 
classifier in order to achieve the best classification performance. As shown in chapter 4, 
RF achieved the best classification performance in phase one 88.82% while using 30-
folds cross validation, in phase two experiment one 98.35% while using 40-folds cross 
validation and in phase two experiment two 98.89% while using 40-folds cross validation.  
Accuracy, precision, recall, F-measure and confusion matrix, which are applied to 
determine the classification performance of the classifier algorithms used in the SMRF-
TM approach are considered to be the most commonly utilised measures in information 
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systems and machine learning (Kumar & Khatri 2017, Deng et al. 2016, Ziółko 2015, 
Ponciano et al. 2015, Estrada & Jepson 2009, Ziółko et al. 2007, Grocholewski 1997, 
Rijsbergen 1979). 
i) Accuracy 
Accuracy of a classifier refers to the closeness of a measured value to the true 
value and it indicates the capability of the classifier to successfully classify new data 
values. Measuring the classification accuracy of classifier algorithms is a very 
important task in order to determine the classifiers’ performance (Kumar & Khatri 
2017, Deng et al. 2016). Accuracy can be defined as the proportion of the total 
number of classifications, which were correct (Deng et al. 2016). 
The experimentation results discussed in chapter 4 have shown that the highest 
classification accuracies in phase one were achieved by ADTree 91.9255% and RF 
88.8199%. In phase two experiment one the highest classification accuracies were 
achieved by RF 98.3456% and Random Tree 98.1618%, while in phase two 
experiment two RF has achieved 98.8971% classification accuracy followed by 
Random Tree, which has achieved 98.5294% classification accuracy.   
ii) Precision 
Precision is regarded as one of the common measures used in order to determine 
the classification performance but it is not the same as accuracy; precision refers to 
the closeness of two or more measurements to each other, while accuracy, refers to 
the closeness of a measured value to the true value. So being precise does not 
necessarily mean being accurate and vice versa. Hence, each of precision and 
accuracy has its own definite meaning (Kumar & Khatri 2017, Deng et al. 2016, 
Ziółko 2015, Ponciano et al. 2015, Streiner & Norman 2006).  
Even though precision cannot be used as a synonym for reliability, it is still 
considered as one of the main components of reliability and that is why it is treated as 
an important validation measure, which is used in our research (Kumar & Khatri 2017, 
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Ziółko 2015, Ponciano et al. 2015, Streiner & Norman 2006, Goodwin & Leech 2003, 
Streiner 2003).  
In this research, the value of the precision measure illustrates the closeness of the 
classification results of the tested classifiers per each class of the five classes for the 
total number of runs undertaken while applying the k-fold cross validation. Precision 
is achieved through specifying the truly positive instances in their proportion to the 
totally predicted positive instances (Kumar & Khatri 2017, Deng et al. 2016). The 
equation used in this research to calculate the precision of the classification results 
yielded by the tested classifiers for each of the five classes deployed in the 
implementation was explained in chapter 4. 
The experimentation results discussed in chapter 4 have shown that in phase one 
the ADTree, which achieved the highest classification accuracy, had precision 0.917 
for the down class and a slightly higher precision 0.925 for the up class. The RF, 
which achieved the second highest classification accuracy, had precision 0.887 for 
the down class and a bit higher precision 0.892 for the up class.  
In phase two experiment one the RF, which achieved the highest classification 
accuracy, had precision 1.000 for the critical down class, 0.989 for the down class, 
0.985 for the neutral class, 0.964 for the up class and 1.000 for the critical up class. 
The Random Tree, which achieved the second highest classification accuracy, had 
precision 1.000 for the critical down class, 0.989 for the down class, 0.971 for the 
neutral class, 0.971 for the up class and 1.000 for the critical up class.  
In phase two experiment two RF has achieved the highest classification accuracy 
with precision 1.000 for the critical down class, 1.000 for the down class, 0.971 for the 
neutral class, 0.986 for the up class and 1.000 for the critical up class. Followed by 
Random Tree, which had precision 1.000 for the critical down class, 1.000 for the 
down class, 0.985 for the neutral class, 0.985 for the up class and 1.000 for the 
critical up class.  
 
  115
iii) Recall 
Recall is the ability to remember (bring back) things from the past (memory). In 
this research, it refers to the ability of the tested classifiers to remember what it 
learned from the training dataset to apply it on the new testing dataset. So, the 
value of the recall measure is a very good indicator for the classifiers’ learning 
capabilities. Recall represents the proportion of real positive values, which are really 
correctly positive (Kumar & Khatri 2017, Deng et al. 2016, Ziółko 2015, Ponciano et al. 
2015, Estrada & Jepson 2009). The equation used in this research to calculate the 
recall of the classification results yielded by the RF and the other tested classifiers for 
each of the five classes used in the implementation was given in chapter 4. 
As shown by the experimentation results discussed in chapter 4, ADTree, which 
achieved the highest classification accuracy in phase one, had recall 0.974 for the 
down class and 0.787 for the up class. The RF, which achieved the second highest 
classification accuracy, had recall 0.965 for the down class and 0.702 for the up class.  
In phase two experiment one the RF, which achieved the highest classification 
accuracy, had recall 1.000 for the critical down class, 0.989 for the down class, 0.985 
for the neutral class, 0.971 for the up class and 0.971 for the critical up class. The 
Random Tree, which achieved the second highest classification accuracy, had recall 
1.000 for the critical down class, 0.978 for the down class, 0.985 for the neutral class, 
0.971 for the up class and 1.000 for the critical up class.  
In phase two experiment two RF has achieved the highest classification accuracy 
with recall 1.000 for the critical down class, 0.989 for the down class, 0.985 for the 
neutral class, 0.986 for the up class and 1.000 for the critical up class. Followed by 
Random Tree, which had recall 1.000 for the critical down class, 1.000 for the down 
class, 0.970 for the neutral class, 0.971 for the up class and 1.000 for the critical up 
class.  
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iv) F-measure  
The F-measure is a combined metric, which represents a balanced harmonic mean 
of precision and recall metrics and it is sometimes referred to as effectiveness 
measure. The F-measure is considered as a standard performance index commonly 
used in machine learning to evaluate the classification performance in precision and 
recall space (Kumar & Khatri 2017, Guo et al. 2016, Deng et al. 2016, Maratea et al. 
2014, Han et al. 2011, Lazarevic-McManus et al. 2008).  
There are some differences in the classification abilities of a classifier to different 
classes in multi-class classification, which are not easy to be reflected using any 
single performance index. The F-measure is capable of reflecting such differences 
because through the combination of precision and recall it holds all the information 
included in a confusion matrix, which is explained in the following section (Deng et al. 
2016). 
The F-measure methods are able to evaluate the tested algorithms and produce an 
objective comparison of two or more algorithms and that is why we used it in our 
comparative study of the tested classifiers as explained previously in chapter 4 
(Lazarevic-McManus et al. 2008). The equation used in this research to calculate the 
F-measure of the classification results yielded by the tested classifiers for each of the 
five classes is shown in chapter 4. 
As shown by the experimentation results discussed in chapter 4, ADTree, which 
achieved the highest classification accuracy in phase one, had F-measure 0.945 for 
the down class and 0.850 for the up class. The RF, which achieved the second 
highest classification accuracy, had F-measure 0.924 for the down class and 0.786 
for the up class.  
In phase two experiment one the RF, which achieved the highest classification 
accuracy, had F-measure 1.000 for the critical down class, 0.989 for the down class, 
0.985 for the neutral class, 0.967 for the up class and 0.985 for the critical up class. 
The Random Tree, which achieved the second highest classification accuracy, had F-
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measure 1.000 for the critical down class, 0.983 for the down class, 0.978 for the 
neutral class, 0.971 for the up class and 1.000 for the critical up class.  
In phase two experiment two RF has achieved the highest classification accuracy 
with F-measure 1.000 for the critical down class, 0.994 for the down class, 0.978 for 
the neutral class, 0.986 for the up class and 1.000 for the critical up class. Followed 
by Random Tree, which had F-measure 1.000 for the critical down class, 1.000 for 
the down class, 0.977 for the neutral class, 0.978 for the up class and 1.000 for the 
critical up class.   
v) Confusion Matrix 
Confusion matrix is a 2-D matrix considered as a common validation measure in 
machine learning, which holds information about predicted and actual classifications 
done by a classifier (classification model) and it is usually used to evaluate the 
performance of the classifier using the data in the matrix (Deng et al. 2016, Sammut 
& Webb 2011, Kohavi & Provost 1998). One dimension (columns) represents the 
actual class of an instance, while the other dimension (rows) represents the predicted 
class for that instance. Figure 5.1 shows the standard shape of a confusion matrix for 
a multi-class (five classes) classification, which is deployed in the implementation of 
the SMRF-TM approach. The classes are denoted as A1, A2…and An, while Ni,j 
indicates the number of instances actually belonging to class Ai and classified as 
class Aj and the diagonal cells where i=j contains the number of correctly classified 
instances. The confusion matrix yields information in a comprehendible form. 
Consequently, utilising such information is considered to give great support in 
supervised machine learning (Deng et al. 2016). 
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Figure 5.1 Standard shape of confusion matrix for multi-class classification 
 
In this research, the strength of the confusion matrix is that it identified the nature of 
the RF classification errors, in addition to their quantities. It also aided in measuring the 
classification performance of the RF by using the data in the matrix. An example of one of 
the confusion matrices produced by the SMRF-TM approach is shown below in Figure 5.2. 
 
 
Figure 5.2 Example of a confusion matrix produced by SMRF-TM  
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This section discusses the aim of the features validation and the process used to 
qualitatively validate the results yielded by the SMRF-TM approach. 
5.4.1 The Aim of the Features Validation 
The main aim of the features validation is to check whether the extracted features have 
an appropriate discriminative power or not.  By discriminative power we mean the 
uniqueness or degeneracy of the extracted features, which can be quantitatively 
measured by the features’ relevance to classification in addition to its generalisability for 
classification (Dehmer et al. 2012, Fan et al. 2005). The correlation between the extracted 
features and the corresponding class label in the training dataset can be used to measure 
its relevance to classification (Fan et al. 2005). This discriminative power is very important 
in supporting the SMRF-TM approach to be able to correctly classify the extracted 
features and the news articles according to the five classes described in the previous 
chapter.  Validating the extracted features also ensures that the extracted features are 
good indicators for SM movements and that they can be used for further prediction of 
stock market abnormal movements. 
5.4.2 Design of the Features Validation Process 
In the SMRF-TM approach the features validation process adopted is a qualitative 
validation process, which was a continuous process since the experimentation results of 
the SMRF-TM approach needed to be qualitatively validated against stock market domain 
experts’ opinion during the whole duration of the experimental work at all of the different 
stages. It was important to have a domain expert in order to be able to judge if the 
extracted features are really important and if they can affect the SM movements or not. 
Consequently, some procedures had to be carried out in order to be able to apply such 
a qualitative validation. The first procedure was to find the appropriate experts for the 
study domain of this research.  This required a thorough investigation/search in some of 
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the different fields related to the study domain of our research, which are the stock market, 
academic and banking fields; these fields have different and important backgrounds. The 
investigation/search was followed by some interviews/meetings with the most appropriate 
experts. The criteria used were good domain knowledge and experience as well as 
geographically accessible and the interviews were used to check for willingness to 
participate and availability. This procedure successfully identified one academic expert in 
finance (an assistant professor in the Arab Academy for Science and Technology, Faculty 
of Business Administration), one banking expert (a stock markets’ Analyst in a 
multinational bank) and two stock market experts (one is managing director of a 
multinational brokering company and the other is Stocks’ Analyst in a multinational 
brokering company). These participants were selected as they had the relevant domain 
knowledge and experience in addition to the availability to provide continuous, reasonable 
and valuable feedbacks. As mentioned above, the qualitative validation in this research 
was a continuous process so it started in the early stages of the research by validating all 
the available data sources with the experts to make sure that a reliable data source for 
the data collection/retrieval process was chosen. This led to the choice of the Financial 
Times as the research data source. Then, as soon as the implementation of the SMRF-
TM approach started, a series of 28 meetings were designed to be carried out with all the 
experts; the meetings were to be held at their job sites after each stage of the three 
stages of the implementation and by the end of each experiment. 
5.4.3 Implementation of the Features Validation 
During the implementation of SMRF it was found that the banking expert opinions was 
not as beneficial as expected because he is only concerned with the stocks related to the 
business of the bank he is working at, but not the whole market. Hence, we relied more 
on the academic and the stock market experts’ opinions; thus, the number of meetings 
was reduced to 23 meetings, which were held at their job sites.  
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The experimental works were carried out in two different phases, as explained 
previously in chapter four. Phase one was carried out through a proof of concept to 
examine the feasibility of our proposed approach; in this thesis, it is referred as 
experiment one and was based on using unigram tokens and a subset of the data 
retrieved while phase two was carried out through two further experiments using the 
complete dataset retrieved in order to compare the performance of using unigram tokens 
against bigram tokens.  
As shown previously in chapter four, using bigrams tokens to analyse stock markets 
requires a larger dataset than using unigrams in order to enhance the performance of 
SMRF-TM. The experimentation results demonstrated that tree classifiers (RF and 
Random Tree) outperformed Bayes classifier (Bayes Net), rules classifier (Decision 
Table) and meta classifiers (Bagging and Rotation Forest) when applied on large datasets. 
The experimentation results of phase two experiment two specifically, showed that 
bigrams based features/tokens enhanced the classification performance of SMRF-TM 
compared to the results achieved in phase two experiment one. 
The results of each of the three experiments were validated against the experts’ 
opinions in relation to the extracted features. This continuous feedback after each 
experiment helped improve the MATLAB code following the recommendations of our 
experts. Tables 5.1 and 5.2 show examples of the unigrams and bigrams critical factors 
respectively, which were extracted using SMRF-TM and approved by the experts as 
significant in the analysis of stock markets. 
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Table 5.1 Examples of unigrams critical factors extracted by SMRF-TM 
Beta Margin Volume Offset 
Broker Order Yield Commodities 
Dividend Portfolio Agent Debentures 
Exchange Quote Securities Delta 
Execution Rally Offer Derivatives 
Hedge Sector Assets Diversification 
Index Spread Bid Equity 
Inflation Volatility Bonds Risk 
 
Table 5.2 Examples of bigrams critical factors extracted by SMRF-TM 
Oversell Blue chip Open price Basis point 
Overbuy Chip stocks Close price Clearing day 
Averaging 
down 
Moving 
average 
Annual report Capital trust 
Bear market Margin 
account 
Anonymous 
trading 
Low price  
Bull market Improving 
market 
Capital loss Last sale 
Initial public Growth stock Capital gain Sale price 
Public offering Downtick Booked orders Issue status 
Day trading Defensive 
stock 
Bid size Board lot 
 
5.4.4 Conclusions from the Features Validation 
The meetings held with the academic and the SM experts were very supportive in 
highlighting significant tasks and challenges, which can affect the process of analysing 
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the stock market. For example, the handling of negative expressions such as no, not, n’t, 
neither and nor, which was recommended by the experts, were incorporated in stage one 
of the SMRF-TM implementation. In addition, the consideration of bigram tokens was also 
included in phase two. Although the experts’ recommendations have improved the results 
yielded by the SMRF-TM approach, one limitation was identified. This limitation concerns 
the reliance on Financial Times as the sole data source to train the classifiers. It was 
recommended, in future work, to employ a variety of data sources to train the RF in order 
to extract the hidden information and relationships, which capture different interpretations 
of the stock market news. One positive outcome for the current implementation is the 
financial offer of support from the managing director expert of a multinational brokering 
company, to extend SMRF-TM dataset to include the company’s subscriptions to different 
news sources such as Bloomberg financial news Reuters, Wall Street Journal, and 
Economic Times. 
As explained above the quantitative and qualitative validation approaches are not 
mutually exclusive. Consequently, in this research we deployed the quantitative and 
qualitative validation approaches in order to make use of the benefits of both approaches.  
The use of the quantitative cross-validation approach was supportive in measuring the 
learning capabilities of the RF classifier. It was also very effective in the evaluation of 
classification performance through the calculation of a set of complementary measures 
such as, accuracy, precision, recall, F-measure and producing the confusion matrix, 
which are considered to be the most commonly utilised measures in information systems 
and machine learning. 
The use of the qualitative validation approach had a significant support in enhancing 
the performance of the SMRF-TM approach by continuously checking the obtained results 
against the experts’ opinions with differing backgrounds: academic and business/financial.  
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The validation of SMRF-TM experienced some challenges. Regarding the quantitative 
validation process, we faced a challenge, which was related to the software used to apply 
the RF classifier. WEKA was the software used to apply the RF classifier, and WEKA has 
a limited memory allocation for each run of the different classifiers tested. This caused a 
problem during the experimentations, particularly in the experiments of phase two, which 
applied the complete dataset. The use of a big dataset (i.e. 544 news articles) caused 
WEKA to run out of memory while applying some of the tested classifiers in phase two of 
the experimentation works such as ADTree, j48graft and Rotation Forest. In order to 
overcome this challenge a bigger memory size had to be allocated manually before each 
run. 
Regarding the qualitative validation process, we faced another challenge, related to 
the inability of the experts to supply us with a reference list of critical indicators (features) 
related to the SM movements. Consequently, the qualitative validation process had to be 
an interactive and lengthy process in order to make sure that the extracted features are 
critical indicators, which may have profound influence on the SM movements. Through 
these 23 meetings we were able to ensure that the retrieved results were consistent with 
the experts’ opinions. 
The meetings held with the academic and the SM experts were very supportive in 
highlighting significant tasks and challenges, which can affect the process of analysing 
the SM. For example, the task of the negative expressions such as no, not, n’t, neither 
and nor, which were recommended by the experts, were incorporated in stage one of the 
SMRF-TM implementation. In addition, the consideration of bigram tokens was also 
included in phase two. Although the experts’ recommendations have improved the results 
yielded by the SMRF-TM approach, one limitation was identified, which could 
recognisably enhance the performance of SMRF-TM. This limitation concerns the reliance 
on Financial Times as the sole data source to train the classifiers. It was recommended, 
in future work, to employ a variety of data sources to train the RF in order to extract the 
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hidden information and relationships, which capture different interpretations of the stock 
market news. One positive outcome for the current implementation is the offer of financial 
support from the managing director expert of a multinational brokering company, to 
extend SMRF-TM dataset to include the company’s subscriptions to different news 
sources such as Bloomberg financial news Reuters, Wall Street Journal, and Economic 
Times. 
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Chapter 6 Conclusion and Future Work 
Knowledge discovery is a fast-growing field of research providing hidden and valuable 
knowledge stored in ever increasing amounts of data. We have rich and readily available 
sources of data and texts, whether stored in databases, newspapers, or in other scientific 
and business repositories. This has created the urgent need for novel computational 
theories and tools to analyse and extract valuable hidden insights from this explosive 
growth of digital data.  Data mining, which extracts knowledge from structured datasets, 
and text mining which analyses unstructured documents, are subfields of knowledge 
discovery. 
The stock market is a significant sector of a country’s economy and represents a 
crucial role in the growth of their commerce and industry. Hence, discovering efficient 
ways to analyse and visualise stock market data is considered a significant issue in 
modern finance. Consequently, countries around the world depend on stock markets for 
their economic growth. Unfortunately, stock market crashes are unavoidable and are, by 
nature, preceded by speculative economical bubbles. The increasing importance of stock 
markets and their direct influence on the economy were the main reasons for deciding to 
study and analyse stock market crashes as the application domain for this research.   
The need to determine early warning indicators for both banking and stock market 
crises has been the focus of study by many economists and politicians. Whilst most 
projects researching these critical indicators applied data mining using structured 
historical market prices to uncover hidden knowledge, very few attempted to adopt a text 
mining approach. Patel et al. (2015) explained that stock markets behave randomly; 
consequently, the application of data mining to the analysis of stock market data are 
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constrained to make assessments within the scope of existing information, and thus they 
are not able to model any random behaviour of stock market or provide causes behind 
events. One area of limited success in stock market prediction comes from textual data, 
which is a rich source of information and analysing it may provide better understanding of 
random behaviours of the market. Textual data limits the success in the investigation of 
stock markets because natural language is ambiguous, subtle and very rich. Given the 
huge amounts of free news and financial data, it is important to study the rich information 
embedded in this data, known as “alpha”. This research is an attempt at addressing this 
issue and discovers the critical indicators from unstructured yet valuable source of 
information. 
Text mining is the focus of this research aimed at demonstrating its potential and 
valuable contribution to stock market crashes analysis, which is an important event of 
today’s global economy. Text mining involves the pre-processing of document collections, 
the extraction and representation of relevant features, the application of appropriate data 
mining techniques to analyse these intermediate representations through the application 
of supervised/unsupervised algorithms on these representations to discover new 
knowledge. Random forest classifier (supervised learning) has a number of strengths, 
which makes it worthwhile to further investigate and apply to analysis stock markets 
articles. RF can be a good predictor of stock markets because it uses ensemble 
strategies and random sampling. It is also less responsive to outlier data in training data 
and the bootstrapping and ensemble scheme help RF overcoming over fitting. These 
features have motivated this research to adopt RF and investigate its effectiveness in 
identifying critical indicators and evaluating their semantic contribution to the stock market 
movements. The goal of clustering (unsupervised learning), which is deployed in the 
implementation of SMRF-TM approach through the application of expectation 
maximisation is to distribute a set of data records into groups having high similarity. The 
expectation maximisation algorithm adds the objects to predefined clusters by calculating 
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their membership probabilities and follows this by updating the mixture model parameter 
in the maximisation step until the stopping criterion is reached. 
The application area for this research is to text mine the 2009 Dubai stock market debt 
standstill. Some crashes, such as the 1929 Wall Street crash, can often be difficult to 
collect sufficient textual data (financial news) suitable for deep analysis. Stock market 
movements can be specific to particular economies and political environments such as 
the 1973-1974 United Kingdom stock market crash, the 1998 Russian financial crisis and 
the Chinese stock bubble of 2007. In 2009, a number of factors contributed to the United 
Arab Emirates crisis; these include the global recession, the bursting of the Dubai 
property bubble, and the post Lehman shutdown of international capital markets hit 
simultaneously. Dubai witnessed a significant slowdown in growth and strains in its 
banking system as a result of the global financial crisis, the decline in oil prices, and in 
particular the bursting of its property bubble. 
This research claims a number of contributions, which are described below. 
1.  The application of text mining to analyse rich information embedded in financial 
news related to stock markets to elicit critical indicators is an important 
contribution as most previous research projects focused on data mining analysing 
numerical data. 
2. The application of text mining combined with Random Forest and expectation 
maximisation algorithms offers a novel approach to study these critical indicators, 
which can not only contribute to the prediction of stock market abnormal 
movements but also can enhance the performance of current trading systems’ 
strategies.  
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a. The study demonstrates that Random Forest has outperformed the other 
classifiers and has achieved the best accuracy in classifying the financial 
news articles and the features extracted from the corpus.  
b. The classification results of phase one of the experimental works show that 
the tree classifiers (ADTree and RF) outperformed the other types of tested 
classifiers, which are meta classifiers (e.g. Bagging), rules classifier (e.g. 
Decision Table) and Bayes classifier (e.g. Bayes Net). This indicates that 
the tree classifiers were more capable than the other types of classifiers in 
retrieving hidden information and the important relations between the 
extracted features, which supported better performance. These results 
support the first hypothesis of this research, which states that the 
application of the RF to the domain of stock market textual data can elicit 
the crucial relationships between the extracted features leading to the 
enhancement of the classification performance, and, therefore, it can be an 
effective predictive measure for the stock market movements.  
c. In phase two of the experimental works, the 544 articles in the dataset 
corpus were used to check the effect of expanding the dataset on the 
performance of SMRF-TM system. The results showed that the tree 
classifiers (RF and Random Tree) perform much better than the Bayes 
classifier (Bayes Net), rules classifier (Decision Table) and the meta 
classifiers (Bagging and Rotation Forest) when applied on large datasets. 
d.  The experimentation results of phase two experiment two specifically, 
showed that bigrams based features/tokens enhanced the classification 
performance of SMRF-TM compared to the outcome achieved while using 
unigrams based features/tokens in phase one and phase two experiment 
one. 
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3. This research has developed a semi-supervised natural language processing 
driven approach, which is called Stock Market Random Forest-Text Mining system 
(SMRF-TM) to mine and extend the current classification of these critical 
indicators and their corresponding articles into new semantic classes. 
a.  The random forest algorithm is applied to extend the classification of the 
extracted features and their articles from three to five classes: critical 
down, down, neutral, up and critical up.  
b. The expectation maximisation algorithm is applied to classify them further 
into three semantic classes: economic, social and political, thus extending 
current approaches from three to eight classes.  
c. This supported the second hypothesis of this research, which is that by 
extending the classification classes to five classes in SMRF-TM, the 
classification performances of both the extracted features as well as the 
news articles are enhanced. Hence, this extension also contributes to the 
novel approach of SMRF-TM. 
d. The application of expectation maximisation clustering technique to cluster 
the extracted features and the financial news articles according to their 
semantic meanings has also help understanding of the causes behind 
random forest classification for the features and the news articles.  
This research faced some challenges, which are resolved and it also highlighted some 
limitations, which should be considered in future work. Feldman and Sanger (2007) and 
Yu et al. (2005) stated that text mining requires a lot of human input because of the need 
for continuous feedback from the domain experts to evaluate the results since the results 
may require further refining, as the final solutions may be sometimes uncertain, vague 
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and imprecise. Consequently, at the early stages of this research we needed the opinions 
of domain experts about the data source to be used for retrieving the required dataset for 
the purpose of the analysis of Dubai Debt stand still 2009 in order to make sure that it is a 
reliable source. Also, we needed the experts’ opinions during the period of designing the 
SMRF-TM approach to ensure that we have encountered most of the significant tasks, 
which can support in the analysis of Dubai’s stock market while implementing the SMRF-
TM approach. Last but not least, the qualitative validation of the extracted features 
against the domain experts’ opinions was very important in this research to check wither 
the extracted features and their relationships are appropriate for the analysis of Dubai’s 
stock market domain or not. 
Hence, the need to search and find the appropriate domain experts, who had the 
desired domain knowledge and availability was the first challenge faced at the early 
stages of this research. This challenge required some time and effort to find the 
appropriate experts for the study domain of this research.  As discussed in chapter 5, this 
required a thorough investigation/search of the different fields related to the study domain 
of our research, which are the stock market, academic and banking fields and required 
interviews/meetings to identify the most appropriate experts, who had a good domain 
knowledge and experience as well as an accessible geographical location. This task 
successfully identified one academic expert in finance, one banking expert and two Stock 
Market experts. 
Regarding the quantitative validation process, we faced a challenge, which was related 
to the software used to apply the random forest classifier. WEKA, the software used to 
apply the RF classifier, has a limited memory allocation and this caused a problem during 
experimentation, particularly in the experiments of phase two, which applied the complete 
dataset. The use of a big dataset (i.e. 544 news articles) caused the WEKA to run out of 
memory while applying some of the tested classifiers in phase two of the experimental 
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works such as ADTree, j48graft and Rotation Forest. In order to overcome this challenge 
a bigger memory size had to be allocated manually before each run. 
Regarding the qualitative validation process, we faced another challenge, related to 
the inability of the experts to supply us with a reference list of critical indicators (features) 
related to the stock market movements. Consequently, the qualitative validation process 
had to be an interactive and lengthy process in order to make sure that the extracted 
features are critical indicators, which may have profound influence on the stock market 
movements.  
One limitation was identified related to the data set.  As discussed in chapter one, 
finding sufficient text data was a significant challenge, particularly in relation to older stock 
market crashes. Moreover, it was appropriate to choose a stock market where the domain 
experts had relevant expertise. For these reasons, the 2009 Dubai stock market debt 
standstill was chosen as the specific application domain for this research as data could be 
obtained from the Financial Times articles and the domain experts had expertise in the 
middle East stock market. 
The reliance on Financial Times as the sole data source to train the SMRF-TM system 
is another limitation in this research, which should be addressed in future work. This 
limitation affected the results of this research in two ways. The first is that the random 
forest was only trained to retrieve the relationships between the extracted features and 
this therefore reflected the financial news reporting and presentation adopted by Financial 
Times. The second limitation was identified while applying the expectation maximisation 
clustering technique. Expectation maximisation was used to cluster the classified features 
and the news articles in one of three clusters: economic, social or political. The results 
found that most elements were clustered as economic and few were clustered as social or 
political because the dataset used was retrieved from a financial source only. 
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The reasons behind financial crashes differ from one country to another and from one 
content to another. Hence, it is recommended for future work to apply the SMRF-TM 
system to study and analyse other financial crises, which occurred in different countries 
and to use different sources of financial news articles in order to refine the discovery of 
new critical indicators having different relationships. The employment of a variety of 
financial data sources to train the SMRF-TM system will support the use of random forest 
to extract the hidden information and relationships, which capture different interpretations 
from different data sources of the stock market news. However, this requires success in 
retrieving enough textual data suitable for analysis and finding appropriate financial 
experts with have the desired expertise in the specific market of study. 
One positive outcome for the current implementation is the financial offer support from 
the managing director expert of a multinational brokering company, to extend SMRF-TM 
dataset to include the company’s subscriptions to different financial news sources such as 
Bloomberg, Reuters, Wall Street Journal, and Economic Times. However, the causes of 
financial crashes are not always financial so relying only on financial data sources is not 
enough to provide the causes behind events. Consequently, in order to enhance the 
performance of the expectation maximisation clustering algorithm in clustering the 
classified features and the news articles according to their semantic meanings in one of 
the three clusters: economic, social or political, it is required not only to rely on financial 
data sources but also to include social news as well as political news.  
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