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Abstract- This paper proposes a new mechanism for
identifying two-dimensional shapes called the SKS
algorithm and compares it with three other state-of-
art methods in detail. These include the Hu Moments,
CSS matching and Shape context. The algorithm uses
the philosophy of evidence accumulation equal to
generalized Hough transform and is highly parallel in
nature. The performance of each algorithm is
evaluated under affine transforms - translation,
rotation in the plane, scale (zoom) and also under
partial occlusion.
1 Introduction
This paper introduces a new approach to two
dimensional shape recognition based on the  evidence
accumulation philosophy of the generalized Hough
Transform[10] and compares the performance with
other state-of-the art methods. The shapes considered
will be restricted to simple shapes without holes. We
will also ignore the interior of regions, and all related
interior information such as texture, color, and
shading. We will evaluate performance of algorithms
under scale (zoom), rotation in the plane and
translation. We will also evaluate the performance of
the algorithms under partial occlusion, but will not
attempt to simultaneously recognize the occluding
and occluded shape. Basically, we are recognizing
partially occluded silhouettes. A survey of the current
shape recognition algorithms can be found in [22]. In
this paper, we survey four different algorithms in
detail. In section 2, we survey region descriptors such
as area, thinness, etc, as well as the Hu invariant
moments. We show that a variety of statistical
methods can be utilized to make use of such features.
In section 3, we look at the correspondence-based
Shape Context algorithm. In section 4, we analyze
the contour-based CSS shape matching algorithm,
which is also a MPEG-7 Standard. In section 5, we
introduce a new shape matching algorithm called the
SKS algorithm, which is invariant to translation,
rotation, scale and robust against partial occlusions.
In section 6, we experimentally compare the
performance of these algorithms followed by the
discussion of the results and the conclusion. One
collection of methods not included in the
comparisons is the work measuring the distance
between two shapes as the length of a geodesic in
shape space [13]. These are omitted because at the
current state of the art, all these methods require non-
occluded boundaries. This paper is intended to be
slightly more tutorial in nature than is common in
journal papers. We assume a reasonable background
in vector calculus, but will provide a bit more
explanation of image recognition topics than a less
pedagogical paper might.
1.1 Notation
One may assume a boundary to be either continuous,
or parameterized (typically) by arc length, or discrete,
and parameterized by an index, say i. If the
continuous representation is used, in order to perform
computation, one must eventually use discretization.
Therefore, we will usually go directly to the discrete
form, unless the representation used by the original
author demands a continuous derivation. Our
objective is to compare two boundaries, iC and jC.
We use the superscript on the left to denote which
boundary is being referred to. In the discrete form, a
boundary, say boundary i, is an ordered set of points
in the plane, iC = {iC1, iC2, . . . , iCN}, where iCk =
[ixk, iyk]T , using the usual 2-vector notation for
points in the plane. For convenience, we assume each
boundary has N points in its perimeter unless
otherwise explicitly mentioned. Boundaries with
different length perimeters can be easily normalized.
When we use the continuous form, we will denote the
ith curve as iC(s), using s to denote arc length.
2 Shape features
In this section, we consider an approach to shape
recognition which has been prevalent for many years,
the “statistical pattern recognition” approach. We
make a set of  measurements which independently
characterize some aspect of the shape. Hopefully, we
have a large collection of examples, so we may then
characterize the shape statistically. Suppose, for
example, the mission of the project is to distinguish
between sharks and sting rays, as illustrated in Figure
1. easurements may include properties of a region
International Journal of Science Engineering and AdvanceTechnology,  IJSEAT, Vol. 4, Issue 1 ISSN 2321-6905January -2016
www.ijseat.com Page 58
such as area, perimeter, aspect ratio, eigenvalues,
convex discrepancy, and various central moments.
Though the computation of such features can be
challenging, we do not discuss the actual
computational process here, but rather refer the
reader to texts on computational geometry[17],[18].
Before we can consider the use of simple geometric
features, we must discuss briefly how such features
might be used, which is, in turn, a pattern recognition
problem.
2.1 Pattern Recognition
In this section, we restrict the problem to “to which
shape in the data base is the observed shape most
similar?” Thus, we are not classifying the shape as a
shark or a sting ray, and we do not assume that we
have any statistical information about the properties
of the typical shark or sting ray. This restriction
eliminates most of the “statistical” part of statistical
pattern recognition, and leaves us with the problem of
finding, not the class to which an observation
belongs, but which prototype it most resembles. We
expound on this in the next subsection.
2.1.1 Pattern Classification
In a traditional pattern classification problem, we
have several classes which are characterized by their
statistics. That is, we assume we have, in the past, 3
observed more than one example from each class,
and are therefore able to  characterize each class by
some properties of the set of past observations (called
a training set). A training set may be characterized by
a parametric model (often a multivariate normal), in
which the entire set is equivalently represented by
small set of parameters such as a mean vector and
covariance matrix. In figure 2, we illustrate a
situation in which two measurements have been
made, of length and width of a region, and examples
of pictures of sharks and sting ray have been
measured. Each circle represents one example shark
and each square, a sting ray. We first note they are all
different, presumably because either the examples
actually vary, or the imaging system has noise or
other corruption.
Second, we observe it is impossible to draw a simple
straight line which separates the two classes. One
good line has been drawn, but a decision based on
this line will not be perfect. Finally, the figure
illustrates an unknown, denoted by “x”. Should we
classify it as a shark or a sting ray? The correct
decision depends on the underlying distribution of the
data from which the samples were drawn, and is
beyond the scope of this paper. But, if we have a
good statistical model, we can develop a useful
algorithm.
In some cases, a parametric representation is not
appropriate, and it is necessary to choose a
nonparametric model, and use density estimation. In
the nonparametric case, one of the more popular
representations is the K-Nearest neighbor (K-NN)
form. In that case, it turns out that the best decision is
to simply assign the unknown observation to the class
in which the K nearest neighbors of the observation
belong. The extreme case of K-NN, of course, occurs
when the unknown observation is assigned to the
class of its nearest neighbor, and the K-NN algorithm
simplifies to the 1-NN algorithm. One must, of
course, define what “nearest” means. For clarity of
explanation,we will do an example using the Hu
“invariant moments.” The Hu moments [11] are
seven numbers which can be shown to represent the
shape of a region in the 2-D image, and which are
invariant to rotation, translation, and scale (zoom)
changes. A simple moment of a region is
where the summation is taken over all points (x, y) in
the region, and f(x, y) is the brightness at a particular
point. If we assume the region is uniform in gray
value and that gray value is rbitrarily set to one inside
the region and zero outside, the area of the region is
then m00 and the center of gravity is
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Invariance to translation is achieved by referencing
all points to the CG, producing the “central
moments.”
By taking into account rotation and zoom, we can
continue this sort of derivation and can define the
normalized central moments by
where
Hu’s original paper[11] is the
best reference for details. Finally, the first three
invariant moments turn out to be
(3)
The classification process is as follows: First, for
each element of the data base, say, element i,
calculate the feature vector
. Make the
same measurements on the unknown region O =
[O1O2, . . . ,O7]T . Then, decide that the observation O
belongs to class i iff ||O − iH|| < ||O − jH|| j 6≠ i.
Here || ·  || denotes some norm. Usually, this is the 2-
(Euclidean) norm. This philosophy is usually referred
to as a minimum distance classifier, but in the case of
singleton training sets, it is more correct to call it a 1-
NN classifier. We thus may use shape measures, such
as these to match the shape of one region to another.
Surprisingly, a simple classifier based on the Hu
moments does not work as well as one might expect.
This will be discussed in section
3 Shape Context
The Shape Context [5] [6] descriptor for matching
2D shapes was introduced by Belongie et al. in [4].
Given a contour iC, assumed sampled, iC = {iC1, iC2,
. . .
iCN}, let P € iC. For any element of iC, we can
compute the vector from that point to P, and thus can
construct an ordered set of such vectors, i P = {P −
iC1, P − iC2, . . . , P − iCNi}. The elements of i P are
converted to log-polar coordinates and coarsely1
quantized, and then a two-dimensional histogram
constructed, defining the shape context of point
P:
(4)
where the denotes the Kronecker delta,
The histogram is simply a count of how many times
the particular angle, log-distance pair occurs on this
contour. Since the histogram is of a fixed size, (in
this case, 60 bins) we may index it with a single
index and denote it by h(P, k). We refer to h(P, k) as
the shape context of point P in curve iC. Clearly, the
choice of a reasonable resolution for the histogram
depends on N.
The shape context for a particular contour is the
collection of the shape contexts of all the points in
that contour. In the absence of occlusion, the shape
context may be made invariant to similarity
transforms [4]. Invariance to translation is automatic,
since the Shape Context only uses relative distances
and angles. Invariance to scale is accomplished by
dividing all distances i P by the median of all
such distances in the shape. Since a log-polar system
is used, the calculation used is actually a subtraction
of logs.
To use the shape context in matching, we will use it
to find a measure which will characterize how well iC
matches jC. Let P denote a point on curve iC and let
Q jC. Denote the corresponding histograms as h(P,
k) and h(Q, k). For any particular P and Q, we may
match their shape contexts by matching individual
points along the two curves. Since P and Q denote
points along specific curves, they may be thought of
as indices. Since P indexes curve iC, and Q indexes
jC, we can construct a matrix of matching costs.
Specifically, if we believe point P in curve iC is the
same as point Q in curve jC, we may define a cost of
assigning P to correspond to Q, This “assignment
cost” is
(5)
All these assignment costs may be calculated and
entered into a matrix
(6)
The matrix is a representation of the cost of
matching shape i to shape j. if Ni = Nj , ij is
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square, if not, ij may be made square by adding
“dummy” nodes with constant match cost. To extract
a scalar measure of this cost, we must find the
mapping f : iC jC which is a bijection (1:1 and
onto), and which minimizes the total cost. That is, to
the Pth element of iC we must find exactly one
element of jC to assign it to. This is referred to as the
“linear assignment problem” (LAP). This problem
may be stated in terms of the matrix ij , by
observing that, for each row, we must choose one and
only one column for the match, and that column
must, in turn match no other rows. The linear
assignment problem is one of a large set of linear
programming problems, the worst of which is
exponential in complexity, which may be solved
using the simplex algorithm. However, the special
case of the linear assignment problem may be solved
in O(n3), using several strategies, the most well-
known of which is the “Hungarian algorithm” [15].
We used the implementation by Jonker and
Volgenant [12]. Assuming that unknown curve iC is
being matched to a data base of models, B, The
solution to the LAP produces a number,
jC € B , which is the
best assignment possible for these two curves. Thus
the index of the best match m = argminj( ).
4 Curvature Scale Space Matching
Curvature Scale Space(CSS) is a shape representation
method introduced by Mokhtarian and
Macworth[16]. CSS has also been adopted in the
MPEG-7 standard as a contour shape descriptor[21].
The CSS representation is a multi-scale organization
of curvature zero crossing points of a planar curve.
The authors define the representation in the
continuous domain but sample it later. Consider a
curve parametrized by arc length s, s €[0, 1],
(7)
The curvature of such a curve is given by:
(8)
The above contour can be successively blurred by
convolving it with a 1-d Gaussian kernel of width ,
where the scale( ) is increased at each level of
blurring. Let this blurred version of the contour be
given by C:
(9)
The first and second derivatives of the curve at each
scale can be estimated as follows:
(10)
(11)
(12)
(13)
where the subscript denotes partial differentiation.
The curvature at each scale can be estimated as:
(14)
The curvature zero-crossings are the points on the
contour where the curvature changes sign. The CSS
representation computes the points of curvature zero-
crossings at each scale and represents them in the (s,
) plane. This is shown in figure 3 with arc length(s)
is along the horizontal axis and the scale( ) is along
the vertical axis. This is called the CSS image. The
set of maxima of the CSS image is used as the shape
signature for the given contour. Maxima with low
scale values in the CSS image are related to the noise
in the curve and are ignored. Following
Mokhtarian[2], we assume anything below is
considered to be noise and is not used in the
matching process, where _max is the highest
maximum in the CSS image. CSS descriptors are
translation-invariant because of the use of curvature.
Scale invariance is obtained by re-sampling the curve
to a fixed number2 of boundary points. Rotation and
starting point changes cause circular shifts in the CSS
image and are compensated for during the matching
process.
4.1 CSS Matching
The CSS matching algorithm is described in detail in
[16] [2]. Every object in the database is represented
by the set {(s, )} of pairs of the maxima in the CSS
image. The matching process involves finding
correspondences between the maxima of the two
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contours. We will refer to the two images as the
target and the model.
Let Mtarget = be the
maxima of the target, parametrized by arclength t and
arranged in descending order of scale . Let M
model = {(s1, 1), (s2, 2), ..., (sN, N)} be the
maxima of the model, parametrized by arclength s
and arranged in descending order of scale . The
matching algorithm is as follows:
1. The highest maximum (with respect to the
scale) in the target and the model CSS image are used
to find the CSS shift parameter.
α = s1-t1 (15)
This will compensate for any changes in starting
point and orientation of the contour. Two lists are
initialized. One with the maximum pair (t1, ϒ1) from
the target and another with the maximum pair (s1, σ1)
from the model. The cost for the match is initialized
as:
MC = |σ1 − ϒ1| (16)
2. Now, for the next highest maximum (t2, ϒ2) in the
target, we apply the CSS shift  parameter(σ)
calculated earlier. We find the closest maximum in
the model to this shifted target maximum which is
not present in the model list.
(17)
The two maxima are added to their respective lists.
The cost of the match is updated as follows:
where T is a user defined threshold.
3. Repeat 2 for all the elements in the target.
4. Calculate the CSS shift parameter using the second
highest maximum (t2, 2) in the target and the model
(s2, _2) and also for maxima in the model which are
close to the highest maximum of the target(within
80% of the maximum scale value). Repeat 1-3 for
using these CSS shift parameters and calculate the
match cost.
5. Repeat 1-4 by interchanging the place of the target
and the model.
6. The lowest cost from all these matches is taken as
the best match value.
A modification of this method described in [2]
involves using global parameters of a shape like
eccentricity and circularity to eliminate certain
shapes before the matching process and also
overcomes some of the problems of the original
method like shallow concavities.
5 SKS Algorithm
The SKS algorithm is a robust 2-d shape recognition
algorithm which uses the  philosophy of evidence
accumulation, similar to the Hough transform. Such
an approach uses considerable memory but performs
most computations using simple arithmetic and look
up. The algorithm is invariant to translation, rotation,
scale(zoom) and robust against partial occlusion. The
algorithm is also highly parallel in nature which
favors neural implementations.
5.1 Model Building
Consider a digital contour iC = {iC1, iC2, ....iCN} with
N points. The first step in the model building process
is to pick a set of J, J ≤ N reference points on the
contour iRj , iRj € iC, j = 1 . . . J. We use points of
high curvature as the reference points, although other
choices, such as inflection points[20], are possible.
Curvature is determined using Digital Straight
Segments(DSS)[9],[14] which has been shown[7],[8]
to be more reliable and accurate when compared to
other techniques. In the absence of occlusion, only
one reference point is required. At each reference
point(iRj), we use the Frenet Frame (the tangent and
the normal at that point) to establish a rotationally
invariant reference coordinate system with respect to
all the other points on the contour. We now build the
model with respect to each of these reference points.
Figure 4: Feature Vectors, k, curvature at the point;
, angle between the vector from the reference point to
the feature point and the tangent frame of the
reference point; r, the distance between the reference
point and the
feature point. All are translation and rotation
invariant. Figure 4 shows an example feature vector
calculation. As seen from the figure, we characterize
each point iCk with respect to the frame at the
reference point iRj . Example features of point iCk, as
shown in figure 4, could include the distance to the
reference point, the polar coordinates(r, θ), θ€ [0, 2π)
of the point with respect to the reference (iRj), and the
curvature(k) at that point. Translation invariance is
achieved automatically by picking the reference
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points on the contour since the coordinate system
origin is moved to the reference point. The feature
vectors are normalized for scale using the procedure
described in section 5.3. Furthermore, all the three
feature vectors are invariant to rotation.
Let vjk = (rjk, θjk, Kjk) be the feature vector at an
arbitrary point iCk with respect to the reference point
iRj . The model for curve i with respect to the
reference point iRj is given by:
(18)
where _ will be determined later.
The model function(iMj(v)) can be viewed as a
function which estimates the presence of a feature(v)
in the model. The model function can be pre
computed and stored as a look up table which
considerably speeds up the matching process.
5.2 Matching
The matching process uses evidence accumulation
similar to the generalized Hough transform[3] to
determine the similarity between two shapes. Again,
consider a digital contour 1C = {1C1, 1C2, ...,1CL} with
L points, which we wish to match against the data
base. We again pick a set of K, K ≤ L reference
points on the contour{1Rk},1Rk € 1C, k = 1 . . .K and
calculate a feature vector vkl at each point on the
contour with respect to each reference point as shown
in figure 4. Consider matching the curve 1C using the
kth reference point 1Rk to the model(2Mj(v)) of the
curve 2C model built using the jth reference point 2Rj .
As match quality, we compute
(19)
To determine the best match between a particular
model and the target, we consider all pairs of
reference points,
(20)
The matching process is just a simple summation
over all the points in the contour and is considerably
sped up by storing 2Mj(v) as a look-up table. The
matching process is also robust to partial occlusion as
we calculate the maximum of the match between all
the reference points. Thus, the absence of some
reference points due to occlusion will not affect the
match. Sensitivity to partial occlusion is explored
experimentally in Section 6. The process of finding
the data base entry which best matches a particular
contour is then simply finding the match pair which
produces the highest A.
5.3 Scale Estimation
Scale is a global characteristic of a shape. In order to
maintain robustness to partial occlusion, we must
estimate scale using local features. Consider the
digital contour iC = {iC1, iC2, ..., iCN} with N points.
As shown in section 5.1, we use a set of reference
points(iRj), j = 1, ..., J on the contour and the Frenet
frames at those points as a rotationally invariant
reference coordinate system. The polar coordinates -
(r, θ) of a point iCi on the contour are calculated with
respect to the reference point iRj .  The “distance
map” with respect to a reference point, iRj , is the
distance of the furthest point at a particular polar
angle iDj :
(21)
Let 2Dj(θ) and 1Dk(θ) be the distance maps of the jth
reference point on model(2C) and the kth reference
point on the target shape(1C) respectively. The scale
at each θ can then be estimated as:
(22)
The best estimate for the scale is then taken as the
median of all the scales(skj).
6 Experimental Results
This section compares the performance of the four
algorithms - the Hu Moments, Shape Context, CSS
matching and the SKS algorithm to similarity
transforms (translation, rotation and zoom) and
robustness to partial occlusion. Furthermore, we also
show the applicability of the algorithms to similarity-
based shape retrieval
6.1 Datasets
For the similarity transform tests, we use a collection
of 12 similar tank contours as shown in Figure 5.
Each tank is further rotated through angles of 15o,
30o, 45o, 60o , 75o and 90o. We also generated tanks
scaled to 0.25, 0.5, 0.75, 1.25 and 1.5 times the
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original. The tanks look very similar and are mostly
made up of straight lines and thus, have zero
curvature at most points which makes them a slightly
harder dataset to work with than the SQUID. For the
occlusion and the shape retrieval tests, we used the
dataset of 1100 marine animals from the standard
SQUID database[1].
6.2 Invariance to Similarity Transforms
In this experiment, we built models using all the
tanks (rotated and scaled) and matched each tank
contour with every model. The number of correct
matches in the top 12 retrieved shapes was
determined. Since there are 12 tanks and each tank
has 6 rotated and scaled versions of itself, the total
number of correct matches is 1728. Table 1 shows
the retrieval results of the four algorithms. The results
show that the performance of both SKS and shape
context are similar with both getting around 99%
classification accuracy. The performance of CSS is
surprisingly poor, however, the results are consistent
with other re-implementations of the algorithm[19].
6.3 Robustness to Occlusion
In this experiment, we randomly picked 31 fishes
from the SQUID database. These are shown in figure
6. We then partially occluded each fish by retaining
10-90% of the points. To determine a partial
occlusion of, say _ percent, the following algorithm
was used: Consider a digital contour with points C =
{C1,C2, ...,CN}. Starting at point C1, K sequential
points are chosen such that K/N = _/100. Those K
points are removed from the boundary. This produces
an occluded boundary with _ percent occlusion.
Since it can be reasonably anticipated that some areas
of the boundary will be more sensitive to occlusion
than others, the starting point was moved from 1 to 2
, then 3, etc. and more occluded boundaries were
generated. An example of this is shown in figure 7.
The performance reported is the average of all the
occlusions of that particular boundary. At each
occlusion level, the occluded fish generated using all
possible starting points were matched with the
unoccluded original set of 31 fish and classified. The
results of the occlusion experiment for the four
algorithms are shown in figure 8. As it can be seen,
the SKS algorithm significantly outperforms the
others. Even at 60% occlusion, the classification is
essentially perfect.
6.4 Application to Content-based Image Retrieval
In the previous sections, we have shown the
robustness of the SKS algorithm to similarity
transforms and partial occlusion. This robustness
should help in the retrieval of shapes with similar
structure to given input shape. Since, there is no
universally accepted formulation for measuring shape
similarity, we look at some of the top matches for a
given query shape. For a given query shape, the top 5
matches based on the match measure, Eq. 20, were
retrieved. Figures 9 and 10 shows the top retrievals
for the some of the shapes from the Squid database
using the four algorithms. In all the examples, it can
be seen that the top matches are very similar to the
query shape demonstrating the ability of the SKS
algorithm in retrieving similar shapes.
7 Discussion
In the search for a general theory for 2-D shape
recognition, there is a tendency among recent authors
to seek algorithms which do not demand recognition
of specific feature points. For example, in arguing
against the use of key points, Belongie et al. [6] say
“Not all objects have distinguished key points (think
of a circle for instance), and using key points alone
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sacrifices the shape information available in smooth
portions of object contours”. Srivastava[13] agrees,
saying “Among the papers that explicitly study
shapes, a major limitation in many of them is the use
of landmarks to define shapes. Shapes are often
encoded by a coarse sampling of the objects
boundaries, and the outcome and accuracy of the
ensuing shape analysis is heavily dependent on the
choices made. In addition, it is usually difficult to
automate the selection of these landmarks. A more
fundamental approach is to represent the continuous
boundaries as curves, and then study their shapes.”
Both these highly respected authors (and others) are
arguing for a gestalt approach, seeking a
representation describing the entire shape which is
more than (or more robust than) the sum of its parts.
This is a highly admirable goal, and the reference to
the circle (or any ellipse for that matter) is
particularly relevant. But the strategy breaks when
large occlusions occur. If we think of older literature
in Computer Vision, we observe the opposite
philosophy being supported, based on cognitive
psychology. The point was made that humans make
substantial use of key points, and figure 11, or
similar, was used to make this point. The figure
consists of only straight lines, connecting key points–
points of high curvature. We propose that both types
of operations occur, identification of salient points3
and gestalt shape recognition. In the SKS algorithm,
only a single salient point correspondence is required.
Although this is still a problem of complexity n2
(where n is the number of salient points, NOT the
number of boundary points), it is still less than the
complexity of the correspondence problem required
for the shape context algorithm. It seems clear, when
we humans do “thinking about seeing”, that when
boundaries are partially occluded, we move into a
“search mode”, presumably using higher cognitive
centers, which look for matching saliencies and
matching segments. In SKS, the salient points are
identified first, but that is a computational
convenience, which is not necessarily required for a
biological implementation. In conclusion, we propose
that a combination of correspondence of salient
points with gestalt mechanisms, such as that
implemented in the SKS algorithm is a good model
for sophisticated shape recognition. Future research
demands a study of two things: First, how can the
SKS strategy be implemented in a biologically
reasonable way, and second, how does the human
make the transition from objects represented in the
3D world to a 2D abstraction which allows for fast,
yet general algorithms like SKS?
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