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MULTIGRID METHODS FOR SADDLE POINT PROBLEMS:
DARCY SYSTEMS
SUSANNE C. BRENNER, DUK-SOON OH, AND LI-YENG SUNG
Abstract. We design and analyze multigrid methods for the saddle point problems resulting from Raviart-Thomas-Nédélec mixed finite element methods (of order at least 1)
for the Darcy system in porous media flow. Uniform convergence of the W -cycle algorithm
in a nonstandard energy norm is established. Extensions to general second order elliptic
problems are also addressed.

1. Introduction
Multigrid methods for saddle point problems arising from mixed finite element methods
for Stokes and Lamé systems were investigated in the recent paper [17], where uniform
convergence for the W -cycle algorithm in the energy norm was established for arbitrary
polyhedral domains. In this paper we will extend the results in [17] to the Darcy system in
porous media flow, and to general second order elliptic problems. We will follow the standard
notation for differential operators and function spaces that can be found, for example, in
[21, 18, 10].
Let Ω be a polyhedral domain in Rd (d = 2, 3) occupied by a porous media. The velocity
u and pressure p of a flow in Ω that obeys Darcy’s law are determined by the system of
equations
(1.1)
(1.2)

u = −A∇p
∇·u =f

in Ω,
in Ω,

together with the boundary condition
(1.3)

p=g

on ∂Ω.

Here f is a source, g is the pressure on ∂Ω, and A, a (sufficiently) smooth d × d symmetric
positive definite (SPD) matrix function on Ω̄, is the permeability tensor divided by the
viscosity.
1991 Mathematics Subject Classification. 65N55, 65N30, 65N15.
Key words and phrases. multigrid, saddle point problem, Darcy, second order elliptic problems, RaviartThomas-Nédélec mixed finite element methods.
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For the design and analysis of multigrid methods, it suffices to consider the case where g =
0. A standard weak formulation [10] of (1.1)–(1.3) is then to find (u, p) ∈ H(div; Ω) × L2 (Ω)
such that
(1.4)

a(u, v) + b(v, p) = 0

∀ v ∈ H(div; Ω),

(1.5)

b(u, q)

∀ q ∈ L2 (Ω),

= F (q)

where
a(w, v) =

Z

−1

(A w) · v dx,

b(v, q) = −

Ω

Z

(∇ · v)q dx and F (q) = −

Ω

Z

f q dx.

Ω

Note that (1.4)–(1.5) can be written concisely as
(1.6)

B (u, p), (v, q)) = F (q)

∀ (v, q) ∈ H(div; Ω) × L2 (Ω),

where
(1.7)


B (w, r), (v, q) = a(w, v) + b(v, r) + b(w, q).

Let Th be a simplicial triangulation of Ω. The Raviart-Thomas-Nédélec finite element
method [38, 37] for (1.4)–(1.5) is to find (uh , ph ) ∈ Vh × Qh such that

(1.8)
B (uh , ph ), (v, q) = F (q)
∀ v ∈ Vh × Qh ,

where Vh ⊂ H(div; Ω) is the Raviart-Thomas-Nédélec vector finite element space of order
ℓ ≥ 1 associated with Th and Qh ⊂ L2 (Ω) is the space of discontinuous piecewise Pℓ functions.
We will consider, as in [17], all-at-once multigrid methods that compute u and p simultaneously. There is, however, a fundamental difference between the saddle point problems for
the Stokes and Lamé systems considered in [17] and the saddle point problem (1.8).
For the saddle point problems in [17], the vector variable belongs to [H 1 (Ω)]d and the
scalar variable belongs to L2 (Ω), which are the correct spaces for the duality argument that
appears in the proof of the approximation properties of the multigrid algorithms. For the
saddle point problem (1.8), the vector variable belongs to H(div; Ω) and the scalar variable
belongs to L2 (Ω), which are not the correct spaces for the duality argument that is based on
elliptic regularity (cf. (1.11) below).
This difficulty regarding the saddle point problem defined by (1.8) can be remedied by
treating it as a nonconforming method for the following alternative weak formulation of the
Darcy system: Find (u, p) ∈ [L2 (Ω)]d × H01 (Ω) such that
(1.9)

a(u, v) + b′ (v, p) = 0

∀ v ∈ [L2 (Ω)]d ,

(1.10)

b′ (u, q)

∀ q ∈ H01 (Ω),

= F (q)

where
′

b (v, q) =

Z

v · ∇q dx.

Ω

The weak formulation (1.9)–(1.10) is well-defined for F ∈ H −s (Ω) for 0 ≤ s ≤ 1, and we
have the following elliptic regularity estimate (cf. [30, 23, 36]):
(1.11)

kukH α (Ω) + kpkH 1+α (Ω) ≤ CΩ,AkF kH −1+α (Ω) ,

MULTIGRID METHODS FOR DARCY SYSTEMS

3

where α ∈ ( 21 , 1] is determined by Ω and A, and α = 1 if Ω is convex.
Remark 1.1. Note that (1.8) is well-defined for F ∈ H −s (Ω) as long as s < 12 since Qh is
a subspace of H s (Ω) for any s < 21 . Moreover (1.6) remains valid for the solution (u, p) of
(1.9)–(1.10) and for any (v, q) ∈ Vh × Qh , provided we use the following interpretation of
b(·, ·):
b(v, q) = −h∇ · v, qiH −s (Ω)×H s (Ω)
where h·, ·iH −s(Ω)×H s (Ω) is the canonical bilinear form on H −s (Ω) × H s (Ω).
The weak formulation defined by (1.9)–(1.10) provides the correct setting for a duality
argument based on (1.11), which allows us to establish uniform convergence for W -cycle
algorithms for (1.8) in a nonconforming energy norm related to (1.9)–(1.10). This is also the
reason that we require the order of the Raviart-Thomas-Nédélec finite element method to
be at least 1, since piecewise constant functions provide poor approximations of functions in
H01 (Ω) (cf. Remark 2.1).
We note that multigrid algorithms for the lowest order Raviart-Thomas-Nédélec finite
element method can be developed through its connection to the Crouzeix-Raviart nonconforming P1 finite element method [22, 3, 14]. There are also other multilevel iterative solvers
for the Darcy system. We refer the readers to [40, 26, 1, 39, 9, 44, 35] for a discussion of
such methods.
The rest of the paper is organized as follows. We present the nonstandard error analysis for
the Raviart-Thomas-Nédélec finite element method in Section 2. The results in this section
are important for the convergence analysis of the multigrid methods and also shed new light
on these finite element methods. We introduce the multigrid algorithms in Section 3 and
mesh-dependent norms in Section 4, which are important tools for the convergence analysis
carried out in Section 5. In Section 6 we extend the results to mixed finite element methods
for generalized Darcy systems arising from general second order elliptic problems. Numerical
results are presented in Section 7, followed by some concluding remarks in Section 8.
Throughout the paper we will use C (with or without subscripts) to denote a generic
positive constant that depends only on the domain Ω, the order ℓ of the finite element
spaces and the shape regularity of the triangulations, but not the mesh sizes. To avoid
the proliferation of constants, we also use the notation A . B (or A & B) to represent
A ≤ (generic constant) × B. The notation A ≈ B is equivalent to A . B and A & B.
2. A Nonstandard Error Analysis for Raviart-Thomas-Nédélec
Finite Element Methods
In this section we will carry out the error analysis of (1.8) as a nonconforming finite
element method for (1.9)–(1.10). The analysis is based on mesh-dependent norms and the
saddle point theory of Babuška [6] and Brezzi [20]. Similar ideas have been applied to the
analysis of mixed finite element methods for the biharmonic problem [5].
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2.1. Mesh-Dependent Norms for the Finite Element Spaces. The norm k · kL2 (Ω;Th )
on [H α (Ω)]d + Vh is defined by
X
X
hσ kv · nσ k2L2 (σ) ,
kvk2L2 (T ) +
(2.1)
kvk2L2 (Ω;Th ) =
T ∈Th

σ∈Sh

where Sh is the set of the sides (faces for d = 3 and edges for d = 2) of the elements in Th ,
hσ is the diameter of the side σ, and nσ is a unit normal of σ.
Note that
(2.2)

kvkL2 (Ω) ≤ kvkL2 (Ω;Th ) . kvkL2 (Ω)

∀ v ∈ Vh .

Let Πh be the nodal interpolation operator for the Raviart-Thomas-Nédélec finite element
space Vh . It is well-known [37, 10] that
1
(2.3)
kζ − Πh ζkL2 (Ω) . hs |ζ|H s(Ω) for
< s ≤ ℓ + 1,
2
where h = maxT ∈Th diam T is the mesh size. We also have, by a standard argument based
on the Bramble-Hilbert lemma [11, 25],
X
1
hσ k(ζ − Πh ζ) · nσ k2L2 (σ) . h2s |ζ|2H s (Ω) for
(2.4)
< s ≤ ℓ + 1.
2
σ∈S
h

The norm k · kH 1 (Ω;Th ) on H 1 (Ω) + Qh is defined by
X 1
X
k[[q]]σ k2L2 (σ) ,
k∇qk2L2 (T ) +
(2.5)
kqk2H 1 (Ω;Th ) =
h
σ
σ∈S
T ∈T
h

h

where [[q]]σ is the jump of q ∈ Qh across a side σ ∈ Sh defined as follows.
If σ is interior to Ω, then σ is the common side of the elements T± and
(2.6)

[[q]]σ = q− nσ,− + q+ nσ,+ ,

where q± = q T± and nσ,± is the unit normal of σ pointing towards the outside of T± .
If σ is on ∂Ω, then σ is the side of a unique element Tσ in Th and
(2.7)

[[q]]σ = qTσ nTσ ,

where qTσ = q Tσ and nTσ is the unit normal of σ pointing towards the outside of Tσ .
The norm k·kH 1 (Ω;Th ) is a well-known norm in the analysis of discontinuous Galerkin methods for second order problems [4, 18], and we have a standard interpolation error estimate
(2.8)

kφ − Ih φkH 1 (Ω;Th ) . hs |φ|H 1+s(Ω)

for 0 < s ≤ ℓ,

where Ih is the nodal interpolation operator for the conforming Pℓ Lagrange finite element
space.
Remark 2.1. The estimate (2.8) implies
lim inf kp − qkH 1 (Ω;Th ) = 0,
h↓0 q∈Qh
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which is not true if ℓ = 0. This is the reason why we only consider Raviart-Thomas-Nédélec
finite element methods of order ℓ ≥ 1.
Remark 2.2. The connection between the DG norm k · kH 1 (Ω;Th ) and the Raviart-ThomasNédélec finite element method was exploited in [39] for the preconditioning of the saddle
point problem (1.8).
2.2. Stability Estimates. Since A is a smooth symmetric positive definite matrix on Ω̄,
we have the obvious estimates
(2.9)

a(w, v) . kwkL2 (Ω) kvkL2 (Ω)

∀ v, w ∈ [L2 (Ω)]d ,

(2.10)

a(v, v) & kvk2L2 (Ω) & kvk2L2 (Ω;Th )

∀ v ∈ Vh .

Let α be the index of elliptic regularity that appears in (1.11). It follows from integration
by parts and (2.6)–(2.7) that
Z

X Z
(2.11)
−
(nT · v)q ds + v · ∇q dx
−h∇ · v, qiH −1+α(Ω)×H 1−α (Ω) =
∂T

T ∈Th

=−

XZ

σ∈Sh

T

v · [[q]]σ ds +

σ

XZ

T ∈Th

v · ∇q dx

T

for all v ∈ [H α (Ω)]d + Vh and q ∈ H 1 (Ω) + Qh , and therefore
 12  X
X
 21
2
hσ kv · nσ k2L2 (σ)
b(v, q) ≤
h−1
k[[q]]
k
σ L2 (σ)
σ
σ∈Sh

(2.12)

+

σ∈Sh

X

T ∈Th

kvk2L2 (T )

 21  X

T ∈Th

k∇qk2L2 (T )

 12

≤ kvkL2 (Ω;Th ) kqkH 1 (Ω;Th )
for all v ∈ [H α (Ω)]d + Vh and q ∈ H 1 (Ω) + Qh .
Given any q ∈ Qh (a piecewise Pℓ function), we define vq ∈ Vh by
1
(2.13)
∀ σ ∈ Sh ,
vq · nσ = − [[q]]σ · nσ
hσ
(2.14)
ΞT,ℓ−1vq = ∇qT
∀ T ∈ Th ,
where ΞT,ℓ−1 is the orthogonal projection from [L2 (T )]d onto [Pℓ−1 (T )]d . It follows from
(2.13), (2.14), the definition of the Raviart-Thomas-Nédélec element [37, 10] and scaling
that
X
X
(2.15)
hσ kvq · nσ k2L2 (σ)
kΞT,ℓ−1vq k2L2 (T ) +
kvq k2L2 (Ω;Th ) ≈
σ∈Sh

T ∈Th

=

X

T ∈Th

X 1
k∇qk2L2 (T ) +
k[[q]]σ k2L2 (σ) = kqk2H 1 (Ω;Th ) .
h
σ
σ∈S
h
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On the other hand (2.11), (2.13) and (2.14) imply
b(vq , q) = kqk2H 1 (Ω;Th ) .

(2.16)

Combining (2.12), (2.15) and (2.16), we arrive at the inf-sup condition
(2.17)

sup
v∈Vh

b(v, q)
≈ kqkH 1 (Ω;Th )
kvkL2 (Ω;Th )

∀ q ∈ Qh .

It follows from (2.9), (2.10), (2.12), (2.17) and the saddle point theory [6, 20, 10] that
(2.18)

kvkL2 (Ω;Th ) + kqkH 1 (Ω;Th )

B (v, q), (w, r)
≈
sup
(w,r)∈Vh ×Qh kwkL2 (Ω;Th ) + krkH 1 (Ω;Th )

∀ (v, q) ∈ Vh × Qh .

Note that (2.9), (2.12) and (1.7) imply

(2.19)
B((v, q), (w, r) . (kvkL2 (Ω;Th ) + kqkH 1 (Ω;Th ) )(kwkL2(Ω;Th ) + krkH 1 (Ω;Th ) )
for all v, w ∈ [H α (Ω)]d + Vh and q, r ∈ H 1 (Ω) + Qh ,

2.3. Error Estimates. Let α be the index of elliptic regularity in (1.11) and F ∈ H −1+α (Ω).
According to Remark 1.1, the system (1.8) is well-defined and the solution (u, p) ∈ [L2 (Ω)]d ×
H01 (Ω) of (1.9)–(1.10) satisfies

B (u, p), (v, q) = F (q)
∀ (v, q) ∈ Vh × Qh .
Consequently we have the Galerkin relation


(2.20)
B (u, p), (v, q) = B (uh , ph ), (v, q)

∀ (v, q) ∈ Vh × Qh .

Let (v, q) ∈ Vh × Qh be arbitrary. It follows from (2.18)–(2.20) that
kv − uh kL2 (Ω;Th ) + kq − ph kH 1 (Ω;Th )

B (v − uh , q − ph ), (w, r)
≈
sup
(w,r)∈Vh ×Qh kwkL2 (Ω;Th ) + krkH 1 (Ω;Th )

B (v − u, q − p), (w, r)
. kv − ukL2 (Ω;Th ) + kq − pkH 1 (Ω;Th )
=
sup
(w,r)∈Vh ×Qh kwkL2 (Ω;Th ) + krkH 1 (Ω;Th )

and hence
ku − uh kL2 (Ω;Th ) + kp − ph kH 1 (Ω;Th )
≤ ku − vkL2 (Ω;Th ) + kp − qkH 1 (Ω;Th ) + kv − uh kL2 (Ω;Th ) + kq − ph kH 1 (Ω;Th )
. ku − vkL2 (Ω;Th ) + kp − qkH 1 (Ω;Th ) ,
which then implies the quasi-optimal error estimate
(2.21)

ku − uh kL2 (Ω;Th ) + kp − ph kH 1 (Ω;Th ) . inf ku − vkL2 (Ω;Th ) + inf kp − qkH 1 (Ω;Th ) .
v∈Vh

q∈Qh
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Putting (1.11), (2.3), (2.4), (2.8) and (2.21) together, we have
(2.22)

ku − uh kL2 (Ω;Th ) + kp − ph kH 1 (Ω;Th ) . hα kF kH −1+α (Ω) ,

and in the case where p ∈ H m (Ω) for m ≤ ℓ + 1,
(2.23)

ku − uh kL2 (Ω;Th ) + kp − ph kH 1 (Ω;Th ) . hm−1 |p|H m (Ω) .

Remark 2.3. The estimates (2.22) and (2.23) in the nonconforming energy norm k·kL2(Ω;Th ) +
k · kH 1 (Ω;Th ) are more informative than the standard error estimates for the Raviart-ThomasNédélec finite element methods in [38, 27, 10] since they provide approximations of the flux on
the element interfaces. One can also recover the standard error estimates from (2.22)–(2.23).
3. Multigrid Methods
We will introduce the multigrid methods for (1.8) in this section. The operators involved
are defined with respect to a mesh-dependent inner product, and the smoothers for presmoothing and post-smoothing are defined in terms of a block-diagonal preconditioner.
3.1. Set-Up. Let T0 be an initial triangulation of Ω and the triangulations T1 , T2 , . . . be
obtained from T0 through uniform subdivisions. Since the Raviart-Thomas-Nédélec finite
element pairs Vk × Qk associated with Tk are nested, we take the coarse-to-fine intergrid
k
transfer operator Ik−1
: Vk−1 × Qk−1 −→ Vk × Qk to be the natural injection and define the
Ritz projection operator Pkk−1 : Vk × Qk −→ Vk−1 × Qk−1 by


k
(3.1)
B Pkk−1(v, q), (w, r) = B (v, q), Ik−1
(w, r)
for all (v, q) ∈ Vk × Qk and (w, r) ∈ Vk−1 × Qk−1 .
Let (·, ·)k be a mesh-dependent inner product on Vk such that

(3.2)

(v, v)k ≈ kvk2L2 (Ω)

∀ v ∈ Vk

and the nodal basis (vector) functions for Vk are orthogonal with respect to (·, ·)k . Similarly,
let ((·, ·))k be a mesh-dependent inner product on Qk such that
(3.3)

((q, q))k ≈ kqk2L2 (Ω)

∀ q ∈ Qk

and the nodal basis functions for Qk are orthogonal with respect to ((·, ·))k .
Remark 3.1. The inner products (·, ·)k and ((·, ·))k are constructed by mass lumping.
The mesh-dependent inner product [·, ·]k on Vk × Qk is then defined by


(3.4)
(v, q), (w, r) k = h2k (v, w)k + ((q, r))k ,

where hk = maxT ∈Tk diam T is the mesh size of Tk . We take the fine-to-coarse intergrid
k
transfer operator Ikk−1 : Vk × Qk −→ Vk−1 × Qk−1 to be the transpose of Ik−1
with respect
to the mesh-dependent inner products on Vk × Qk and Vk−1 × Qk−1 , i.e.,
 k−1



k
(3.5)
Ik (v, q), (w, r) k−1 = (v, q), Ik−1
(w, r) k
for all (v, q) ∈ Vk × Qk and (w, r) ∈ Vk−1 × Qk−1 .
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Let the system operator Bk : Vk × Qk −→ Vk × Qk be defined by

(3.6)
[Bk (v, q), (w, r)]k = B (v, q), (w, r)
∀ (v, q), (w, r) ∈ Vk × Qk .

Our goal is to develop multigrid algorithms for problems of the form
(3.7)

Bk (v, q) = (g, z).

3.2. A Block-Diagonal Preconditioner. Let Lk : Qk −→ Qk be an operator that is SPD
with respect to ((·, ·))k and satisfies
2
((L−1
k q, q))k ≈ kqkH 1 (Ω;Th )

(3.8)

∀ q ∈ Qk .

Then the preconditioner Sk : Vk × Qk −→ Vk × Qk given by
Sk (v, q) = (h2k v, Lk q)

(3.9)

is SPD with respect to [·, ·]k and we have
(3.10)

2
2
[S−1
k (v, q), (v, q)]k ≈ kvkL2 (Ω) + kqkH 1 (Ω;Tk )

∀ (v, q) ∈ Vk × Qk

by (3.2)–(3.4) and (3.8).
Remark 3.2. The operator Lk can be constructed through multigrid [29, 19] or domain
decomposition [28, 34, 2]
The following result connects the operators Bk , Sk and the nonconforming energy norm
for Vk × Qk .
Lemma 3.3. The norm equivalence
h
1
(3.11)
Bk Sk Bk (v, q), (v, q) k2 ≈ kvkL2 (Ω) + kqkH 1 (Ω;Th )

∀ (v, q) ∈ Vk × Qk

holds for k = 0, 1, 2, . . ..

Proof. Let (v, q) ∈ Vk × Qk be arbitrary and (x, y) = Sk Bk (v, q). It follows from (2.2),
(2.18), (3.6), (3.10) and duality that

1 
 12
Bk Sk Bk (v, q), (v, q) k2 = S−1
k (Sk Bk )(v, q), (Sk Bk )(v, q) k

 12
= S−1
k (x, y), (x, y) k
 −1

Sk (x, y), (w, r) k
=
sup

1
(w,r)∈Vk ×Qk S−1 (w, r), (w, r) 2
k

k
Bk (v, q), (w, r) k
≈
sup
(w,r)∈Vk ×Qk kwkL2 (Ω) + krkH 1 (Ω;Th )

B (v, q), (w, r)
≈ kvkL2 (Ω) + kqkH 1 (Ω;Th ) .
=
sup
(w,r)∈Vk ×Qk kwkL2 (Ω) + krkH 1 (Ω;Th )
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Let ρ(Bk Sk Bk ) be the spectral radius of the operator Bk Sk Bk . It follows from (3.4), (3.11)
and a standard inverse estimate [21, 18] that
ρ(Bk Sk Bk ) . h−2
k .

(3.12)

We can therefore choose a damping factor δk of the form Ch2k such that
(3.13)

δk · ρ(Bk Sk Bk ) ≤ 1.

3.3. Multigrid Algorithms. Let the output of the W -cycle algorithm for (3.7) with initial
guess (v0 , q0 ) and m1 (resp. m2 ) pre-smoothing (resp. post-smoothing) steps be denoted by
MGW (k, (g, z), (v0 , q0 ), m1 , m2 ).
We use a direct solve for k = 0, i.e., we take MGW (0, (g, z), (v0 , q0 ), m1 , m2 ) to be
B−1
0 (g, z). For k ≥ 1, we compute MGW (k, (g, z), (v0 , q0 ), m1 , m2 ) in three steps.
Pre-Smoothing
by
(3.14)

The approximate solutions (v1 , q1 ), . . . , (vm1 , qm1 ) are computed recursively
(vj , qj ) = (vj−1 , qj−1 ) + δk Sk Bk (g, z) − Bk (vj−1 , qj−1 )

for 1 ≤ j ≤ m1 , where the damping factor δk satisfies (3.13).




Coarse Grid Correction Let (g ′ , z ′ ) = Ikk−1 (g, z) − Bk (vm1 , qm1 ) be the transferred residual of (vm1 , qm1 ) and compute (v1′ , q1′ ), (v2′ , q2′ ) ∈ Vk−1 × Qk−1 by
(3.15)

(v1′ , q1′ ) = MGW (k − 1, (g ′, z ′ ), (0, 0), m1 , m2 ),

(3.16)

(v2′ , q2′ ) = MGW (k − 1, (g ′, z ′ ), (v1′ , q1′ ), m1 , m2 ).

k
We then take (vm1 +1 , qm1 +1 ) to be (vm1 , qm1 ) + Ik−1
(v2′ , q2′ ).

Post-Smoothing The approximate solutions (vm1 +1 , qm1 +1 ), . . . , (vm1 +m2 +1 , qm1 +m2 +1 ) are
computed recursively by
(3.17)

(vj , qj ) = (vj−1 , qj−1) + δk Bk Sk (g, z) − Bk (vj−1 , qj−1 )

for m1 + 2 ≤ j ≤ m1 + m2 + 1.
The final output is MGW (k, (g, z), (v0 , q0 ), m1 , m2 ) = (vm1 +m2 +1 , qm1 +m2 +1 ).
Let MGV (k, (g, z), (v0 , q0 ), m1 , m2 ) be the output of the V -cycle algorithm for (3.7) with
initial guess (v0 , q0 ) and m1 (resp. m2 ) pre-smoothing (resp. post-smoothing) steps. The
computation of MGV (k, (g, z), (v0 , q0 ), m1 , m2 ) differs from the computation for the W -cycle
algorithm only in the coarse grid correction step, where we compute
(v1′ , q1′ ) = MGV (k − 1, (g ′ , z ′ ), (0, 0), m1, m2 )
k
(v1′ , q1′ ).
and take (vm1 +1 , qm1 +1 ) to be (vm1 , qm1 ) + Ik−1
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3.4. Error Propagation Operators. The effect of one post-smoothing step defined by
(3.17) is measured by
(3.18)

Rk = Idk − δk Bk Sk Bk ,

where Idk : Vk × Qk −→ Vk × Qk is the identity operator. The choice of the smoother Bk Sk
for post-smoothing is motivated by the fact that (3.18) is the error propagation operator of
one Richardson relaxation step for the SPD problem
(3.19)

Bk Sk Bk (v, q) = Bk Sk (g, z),

which is equivalent to (3.7).
On the other hand, the effect of one pre-smoothing step defined by (3.14) is measured by
Sk = Idk − δk Sk B2k .

(3.20)

Our choice of the smoother Sk Bk for the pre-smoothing is motivated by the adjoint relation


(3.21)
B Rk (v, q), (w, r) = B (v, q), Sk (w, r)
∀ (v, q), (w, r) ∈ Vk × Qk

that follows from (3.6), (3.18) and (3.20).
The error propagation operator Ek : Vk × Qk −→ Vk × Qk for the multigrid algorithms
satisfies the well-known recursive relation [31, 13, 18]
(3.22)

p
k
k
Pkk−1 + Ik−1
Ek = Rkm2 (Idk − Ik−1
Ek−1
Pkk−1)Skm1

for k ≥ 1,

where Pkk−1 is the Ritz projection operator defined in (3.1) and p = 2 (resp. 1) for the
W -cycle (resp. V -cycle) algorithm.
k
is the natural injection, we have
Since Ik−1
(3.23)

k
Pkk−1 Ik−1
= Idk−1,

k
k
(Idk − Ik−1
Pkk−1)2 = Idk − Ik−1
Pkk−1 ,

and the Galerkin orthogonality
(3.24)

k
k
0 = B (Idk − Ik−1
Pkk−1)(v, q), Ik−1
(w, r)

that is valid for all (v, q) ∈ Vk × Qk and (w, r) ∈ Vk−1 × Qk−1 .



4. Mesh-Dependent Norms for Multigrid Analysis
We introduce in this section a scale of mesh-dependent norms that are crucial for the
convergence analysis of the W -cycle multigrid algorithm in Section 5.
4.1. Definition of the Mesh-Dependent Norms. For 0 ≤ s ≤ 1, we define the scale of
mesh-dependent norms k · ks,k in terms of the SPD operator Bk Sk Bk and the mesh-dependent
inner product [·, ·]k as follows:


(4.1)
k(v, q)k2s,k = (Bk Sk Bk )s (v, q), (v, q) k
∀ (v, q) ∈ Vk × Qk .
In view of (3.2)–(3.4), (3.11) and (4.1), we have the obvious norm equivalences

(4.2)

k(v, q)k20,k ≈ h2k kvk2L2 (Ω) + kqk2L2 (Ω)

∀ (v, q) ∈ Vk × Qk ,

(4.3)

k(v, q)k21,k ≈ kvk2L2 (Ω) + kqk2H 1 (Ω;Tk )

∀ (v, q) ∈ Vk × Qk .
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Thus the k · k1,k norm is equivalent to the nonconforming energy norm on Vk × Qk and we
have the following stability result.
k
Lemma 4.1. The operators Ik−1
and Pkk−1 are stable with respect to the mesh-dependent
norm k · k1,k .
k
Proof. Since Ik−1
is the natural injection, the stability estimate
k
kIk−1
(w, r)k1,k ≈ kwkL2 (Ω) + krkH 1 (Ω;Tk )

. kwkL2 (Ω) + krkH 1 (Ω;Tk−1 ) ≈ k(w, r)k1,k−1

∀ (w, r) ∈ Vk−1 × Qk−1

follows from (2.5), (4.3) and a direct calculation.
The stability of Pkk−1 then follows from (2.2), (2.18), (2.19), (3.1), (4.3) and duality:

k−1
B
P
(v,
q),
(w,
r)
k
kPkk−1(v, q)k1,k−1 ≈
sup
k(w,
r)k1,k−1
(w,r)∈Vk−1 ×Qk−1

k
B (v, q), Ik−1
(w, r)
=
sup
k(w, r)k1,k−1
(w,r)∈Vk−1 ×Qk−1
. k(v, q)k1,k

∀ (v, q) ∈ Vk × Qk .


We will need a connection between k · k1−α,k and a Sobolev norm in the proof of the
approximation property in Section 5. Towards this goal we introduce the operator Dk :
Qk −→ Qk defined by
Z
X
XZ
−1
hσ
[[q]]σ · [[r]]σ ds
∀(q, r) ∈ Vk × Qk .
∇q · ∇r dx +
(4.4) ((Dk q, r))k =
T ∈Tk

T

σ

σ∈Sk

Then Dk is SPD with respect to ((·, ·))k and the relations
(4.5)

((Dk0 q, q))k ≈ kqk2L2 (Ω)

∀ q ∈ Qk ,

(4.6)

((Dk q, q))k ≈ kqk2H 1 (Ω;Tk )

∀ q ∈ Qk ,

follow immediately from (2.5), (3.3) and (4.4).
Remark 4.2. The operator Lk that appears in (3.9) is just an optimal preconditioner of Dk .
It follows from standard inverse estimates that ρ(Dk ) . h−2
k and hence we have, by the
spectral theorem,
(4.7)

2(s−1)

kqk2H 1 (Ω;Tk ) = ((Dk q, q))k ≤ Chk

((Dks q, q))k

∀ q ∈ Qk .

In view of (4.2), (4.3), (4.5) and (4.6), we have
k(v, q)k20,k ≈ h2k kvk2L2 (Ω) + ((Dk0 q, q))k

∀ q ∈ Qk ,

k(v, q)k21,k ≈ kvk2L2 (Ω) + ((Dk1 q, q))k

∀ q ∈ Qk ,
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which imply, through interpolation between Hilbert scales [43, Chapter 23], the norm equivalence
(4.8)

2(1−s)

k(v, q)k2s,k ≈ hk

kvk2L2 (Ω) + ((Dks q, q))k

∀ (v, q) ∈ Vk × Qk

that holds for 0 ≤ s ≤ 1.
It only remains to relate ((Dks q, q))k to Sobolev norms, which will require certain tools from
the multigrid theory for nonconforming finite element methods [15, 19].
4.2. Enriching and Forgetting Operators. Let Q̃k ⊂ H 1 (Ω) be the Pd+1+ℓ Lagrange
finite element space associated with Tk . The enriching operator Ek : Qk −→ Q̃k is defined
by averaging, i.e.,
1 X
qT (x),
(4.9)
(Ek q)(x) =
|Tx | T ∈T
x

where x is any node for Q̃k , Tx is the set of the elements in Tk that share the node x, and
|Tx | is the number of elements in Tx .
The following estimate is obtained by a straight-forward local calculation:
X 1
X
2
h−2
kq
−
E
qk
.
(4.10)
k[[q]]σ k2L2 (σ)
∀ q ∈ Qk ,
k
T
L2 (T )
h
σ
i
T ∈T
k

σ∈Sk

where hT = diam T and Sik is the set of the interior faces.
Since q and Ek q agree at the (ℓ + 1)(ℓ + 2)/2 interior nodes for each T ∈ Tk when d = 2
and the (ℓ + 1)(ℓ + 2)(ℓ + 3)/6 interior nodes for each T ∈ Tk when d = 3, we can define a
forgetting operator Fk : Q̃k −→ Qk element by element so that
(4.11)

Fk ◦ Ek = Idk

as follows. For any q̃ ∈ Q̃k , we define Fk q̃ to be the (unique) function q ∈ Qk such that, for
any T ∈ Tk , q = q̃ at the nodes of Q̃k interior to T . We have, by scaling,
(4.12)

kq̃ − Fk q̃kL2 (T ) ≤ ChT |q̃|H 1 (T )

∀ q̃ ∈ Q̃k , T ∈ Tk .

The estimates (4.10) and (4.12) then imply, through standard inverse estimates [21, 18],
(4.13)

kEk qkH 1 (Ω) ≤ CkqkH 1 (Ω;Tk )

∀ q ∈ Qk ,

(4.14)

kEk qkL2 (Ω) ≤ CkqkL2 (Ω)

∀ q ∈ Qk ,

(4.15)

kq − Ek qkL2 (Ω) ≤ Cs hsk kqkH s (Ω)

(4.16)

kFk q̃kH 1 (Ω;Tk ) ≤ Ckq̃kH 1 (Ω)

(4.17)

kFk q̃kL2 (Ω) ≤ Ckq̃kL2 (Ω)

1
∀ q ∈ Qk , 0 ≤ s < ,
2
∀ q̃ ∈ Q̃k ,
∀ q̃ ∈ Q̃k .
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4.3. Equivalence between Mesh-Dependent Norms and Sobolev Norms. We will
connect the mesh-dependent norms k · ks,k to the Sobolev norms through two lemmas.
Lemma 4.3. The norm equivalence
((Dks q, q))k ≈ kEk qk2H s (Ω)

∀ q ∈ Qk

holds for 0 ≤ s ≤ 1.
Proof. It follows from the estimates (4.5), (4.6), (4.13), (4.14) and interpolation between
Hilbert scales that
1
∀ q ∈ Qk .
kEk qkH s (Ω) . ((Dks q, q))k2
In order to prove the estimate in the opposite direction, we introduce the operator
Jk = F k ◦ Λ k ,
where Λk : L2 (Ω) −→ Q̃k is the orthogonal projection. In view of (4.11), we have
(4.18)

Jk E k q = F k Λ k E k q = F k E k q = q

∀ q ∈ Qk .

Moreover, it follows from (4.5), (4.6), (4.16), (4.17) and the well-known estimate [12]
kΛk ζkH 1(Ω) . kζkH 1(Ω)

∀ ζ ∈ H 1 (Ω)

that
1

((Dk0 Jk ζ, Jk ζ))k2 ≈ kJk ζkL2(Ω)

. kζkL2 (Ω)

∀ ζ ∈ L2 (Ω),

((Dk1 Jk ζ, Jk ζ))k ≈ kJk ζkH 1 (Ω;Tk ) . kζkH 1 (Ω)

∀ ζ ∈ H 1 (Ω).

1
2

The two last estimates imply, by interpolation between Hilbert scales,
1

((Dks Jk ζ, Jk ζ))k2 ≤ CkζkH s(Ω)

∀ ζ ∈ H s (Ω),

and hence, because of (4.18),
1

1

((Dks q, q))k2 = ((Dks Jk Ek q, Jk Ek q))k2 . kEk qkH s (Ω)

∀ q ∈ Qk .


Lemma 4.4. For any s ∈ [0, 12 ), we have
((Dks q, q))k ≈ |q|2H s(Ω)

∀ q ∈ Qk ,

where the constants in the norm equivalence depend on s.
Proof. Using the (non-standard) inverse estimate [8]
(4.19)

kq − Ek qkH s (Ω) ≤ Cs h−s
k kq − Ek qkL2 (Ω)

∀ q ∈ Qk

together with (4.7), (4.10) and Lemma 4.3, we find
kqkH s (Ω) ≤ kq − Ek qkH s (Ω) + kEk qkH s (Ω)
1

s
2
. h−s
k kq − Ek qkL2 (Ω) + ((Dk q, q))k

and 0 ≤ s <

1
2
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1

s
s
2
2
. h1−s
k kqkH 1 (Ω;Tk ) + ((Dk q, q))k . ((Dk q, q))k

∀ q ∈ Qk .

In the other direction we have, by (4.15), Lemma 4.3 and (4.19),
1

((Dks q, q))k2 . kEk qkH s (Ω)
. kqkH s (Ω) + kq − Ek qkH s (Ω)




. kqkH s (Ω) + h−s
k kq − Ek qkL2 (Ω) . kqkH s (Ω)

∀ q ∈ Qk .


Combining (4.8) and Lemma 4.4, we arrive at the following result.
Corollary 4.5. For any s ∈ [0, 12 ), we have
k(v, q)ks,k ≈ h1−s
k kvkL2 (Ω) + kqkH s (Ω)

∀ (v, q) ∈ Vk × Qk ,

where the constants in the norm equivalence depend on s.
4.4. Another Scale of Mesh-Dependent Norms. In Section 5. we will use the scale of
mesh-dependent norms k · ks,k to analyze the effect of post-smoothing coupled with coarse
grid correction. In order to analyze the effect of pre-smoothing coupled with coarse grid
correction, we will need a second scale of mesh-dependent norms ||| · |||s,k .
For 1 ≤ s ≤ 2, we define the mesh-dependent norm ||| · |||s,k by duality:

B (v, q), (w, r)
(4.20)
|||(v, q)|||s,k =
sup
∀ (v, q) ∈ Vk × Qk .
k(w, r)k2−s,k
(w,r)∈Vk ×Qk
It follows from (2.18), (4.3) and (4.20) that
(4.21)

|||(v, q)|||1,k ≈ kvkL2 (Ω) + kqkH 1 (Ω;Tk ) ≈ k(v, q)k1,k

∀ (v, q) ∈ Vk × Qk .

Note that the two scales of mesh-dependent norms together provide a generalized CauchySchwarz inequality for the bilinear form B(·, ·):

(4.22)
B((v, q), (w, r) ≤ |||(v, q)|||1+τ,k k(w, r)k1−τ,k
for all (v, q), (w, r) ∈ Vk × Qk and 0 ≤ τ ≤ 1.

5. Convergence Analysis
In this section we will carry out the convergence analysis for the W -cycle algorithm, which
is based on the smoothing and approximation properties [7, 31] with respect to the meshdependent norms in Section 4. Once we have established these properties with respect to
the scale of mesh-dependent norms defined in Section 4.1, the analysis will proceed as in [17,
Section 5.3].
Numerical results indicate that the V -cycle algorithm is also uniformly convergent in the
nonconforming energy norm. But we will not consider the much more involved convergence
analysis of the V -cycle algorithm in this paper.
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5.1. Smoothing and Approximation Properties. Since the post-smoothing step in
(3.17) is just the Richardson relaxation for the SPD problem (3.19) and the operator Bk Sk Bk
behaves like a typical SPD operator for second order problems (cf. (3.12)), we have a standard smoothing property whose proof is identical to that of [17, Lemma 5.1].
Lemma 5.1. The estimate
(5.1)

−τ /2
kRkm (v, q)k1,k . h−τ
k(v, q)k1−τ,k
k m

∀ (v, q) ∈ Vk × Qk

holds for τ ∈ [0, 1].
The following approximation property is based on Corollary 4.5 and a duality argument.
Lemma 5.2. We have
k
k(Idk − Ik−1
Pkk−1)(v, q)k1−α,k . hαk k(v, q)k1,k

∀ (v, q) ∈ Vk × Qk ,

where α ∈ ( 21 , 1] is the index of elliptic regularity that appears in (1.11).
k
Proof. Let (v, q) ∈ Vk × Qk be arbitrary and (ζ, µ) = (Idk − Ik−1
Pkk−1 )(v, q). In view of
Corollary 4.5, it suffices to show that

(5.2)

hαk kζkL2 (Ω) + kµkH 1−α (Ω) . hα k(v, q)k1,k .

The estimate for ζ follows immediately from (4.3) and Lemma 4.1:
(5.3)

hαk kζkL2 (Ω) . hαk k(ζ, µ)k1,k . hα k(v, q)k1,k .

The estimate for µ is established through a duality argument. Let φ ∈ H −1+α (Ω) and
(ξ, θ) ∈ [L2 (Ω)]d × H01 (Ω) satisfy (1.9)–(1.10) with F replaced by φ. Then we have

(5.4)
B (ξ, θ), (w, r) = φ(r)
∀ (w, r) ∈ Vk × Qk
by Remark 1.1. Moreover, if we define (ξk−1, θk−1 ) ∈ Vk−1 × Qk−1 by

(5.5)
B (ξk−1 , θk−1 ), (w, r) = φ(r)
∀ (w, r) ∈ Vk−1 × Qk−1 ,
then

(5.6)

kξ − ξk−1 kL2 (Ω;Tk ) + kθ − θk−1 kH 1 (Ω;Tk ) . hαk kφkH −1+α (Ω)

by the discretization error estimate (2.22), since hk−1 ≈ hk .
It follows from (2.2), (2.19), (3.24), (4.3) and (5.5)–(5.6) that

φ(µ) = B (ξ, θ), (ζ, µ)

k
= B (ξ, θ), (Idk − Ik−1
Pkk−1)(v, q)

k
= B (ξ, θ) − (ξk−1 , θk−1 ), (Idk − Ik−1
Pkk−1)(v, q)

= B (ξ, θ) − (ξk−1 , θk−1 ), (v, q)

. (kξ − ξk−1kL2 (Ω;Tk ) + kθ − θk−1 kH 1 (Ω;Tk ) )(kvkL2 (Ω;Tk ) + kqkH 1 (Ω;Tk ) )
. hαk kφkH −1+α (Ω) k(v, q)k1,k
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and hence, by duality,
(5.7)

kµkH 1−α (Ω) =

φ(µ)
. hαk k(v, q)k1,k .
φ∈H −1+α (Ω) kφkH −1+α (Ω)
sup

The estimate (5.2) follows from (5.3) and (5.7).



5.2. Convergence of the Two-Grid Algorithm. In the two-grid algorithm the coarse
grid residual equation is solved exactly. We can therefore set Ek−1 = 0 in (3.22) to obtain
k
Pkk−1)Skm1 .
the error propagation of the two-grid algorithm, which is given by Rkm2 (Idk − Ik−1
For m ≥ 1, we have the following estimate on the effect of post-smoothing coupled with
coarse grid correction by combining Lemma 5.1 and Lemma 5.2.
(5.8)

k
kRkm (Idk − Ik−1
Pkk−1 )(v, q)k1,k . m−α/2 k(v, q)k1,k

∀ (v, q) ∈ Vk × Qk

Using (2.18), (3.1), (3.21), (4.20), (4.21) and (5.8), we then obtain the following estimate
on the effect of pre-smoothing coupled with coarse grid correction, where m ≥ 1.
(5.9)

k
|||(Idk − Ik−1
Pkk−1 )Skm (v, q)|||1,k . m−α/2 |||(v, q)|||1,k

∀ (v, q) ∈ Vk × Qk

Therefore, for m1 , m2 ≥ 1, we have
k
Pkk−1)Skm1 (v, q)k1,k
kRkm2 (Idk − Ik−1

(5.10)

k
k
Pkk−1)(Idk − Ik−1
Pkk−1)Skm1 (v, q)k1,k
= kRkm2 (Idk − Ik−1

. (m1 m2 )−α/2 k(v, q)k1,k

∀ (v, q) ∈ Vk × Qk

by (3.23), (4.21), (5.8) and (5.9).
Remark 5.3. Since the estimates (5.8)–(5.10) are identical to the estimates (5.7)–(5.9) in
[17], we keep the arguments brief here and refer to [17, Section 5] for the details.
Putting (5.8)–(5.10) together, we arrive at the estimate
(5.11)

k
Pkk−1)Skm1 (v, q)k1,k ≤ C∗ [max(1, m1 ) max(m2 , 1)]−α/2 k(v, q)k1,k
kRkm2 (Idk − Ik−1

for all (v, q) ∈ Vk × Qk and k ≥ 1. Thus the two-grid algorithm is a contraction if
max(1, m1 ) max(m2 , 1) is sufficiently large.
5.3. Convergence of the W -Cycle Algorithm. The estimate (5.11) and a perturbation
argument lead to the following result for the W -cycle algorithm, whose proof is identical to
that of [17, Theorem 5.5].
Theorem 5.4. Let Ek be the error propagation operator for the k-th level W -cycle algorithm.
For any C† > C∗ (the constant in (5.11)), there exists a positive number m∗ (independent of
k) such that
−α/2
kEk (v, q)k1,k ≤ C† max(1, m1 ) max(1, m2 )
k(v, q)k1,k
for all (v, q) ∈ Vk × Qk and k ≥ 1, provided max(1, m1 ) max(1, m2 ) ≥ m∗ .
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Therefore, if max(1, m1 ) max(1, m2 ) (independent of k) is sufficiently large, then the W cycle algorithm is a contraction with respect to the nonconforming energy norm and the
contraction number is bounded away from 1 for k ≥ 1, i.e., the W -cycle algorithm converges
uniformly.
6. General Second Order Elliptic Problems
In this section we extend the multigrid results for the Darcy system to general second
order elliptic problems of the form
(6.1)

− ∇ · A∇p) + β · ∇p + γp = f

in Ω and p = g

on ∂Ω,

which include the Darcy system (1.1)–(1.3) as a special case, together with the adjoint
problems
(6.2)

− ∇ · A∇p) − ∇ · (βp) + γp = f

in Ω and p = g

on ∂Ω.

For the design and analysis of multigrid methods, it suffices to consider the case where
g = 0. We assume that A is a (sufficiently) smooth SPD d × d matrix function on Ω̄,
1
β ∈ [W∞
(Ω)]d and γ ∈ L∞ (Ω). We also assume that the boundary value problems (6.1) and
(6.2) are both well-posed, which is the case if, for example,
1
(6.3)
γ − ∇ · β ≥ 0 a.e. in Ω.
2
6.1. Finite Element Methods. The mixed finite element method for (6.1) is to find
(uh , ph ) ∈ Vh × Qh such that
(6.4)

a(uh , v) + b(v, ph ) = 0

∀ v ∈ Vh ,

(6.5)

b(uh , q) − ch (ph , q) = F (q)

∀ q ∈ Qh ,

where the finite element space Vh × Qh , the bilinear forms a(·, ·), b(·, ·) and the bounded
linear functional F are identical to the ones for the Darcy system, and the mesh-dependent
bilinear form ch (·, ·) is defined by
Z
(6.6)
ch (r, q) = (γr + β · ∇h r)q dx
∀ q, r ∈ Qh .
Ω

Here ∇h is the piecewise defined gradient operator.
We will treat (6.4)–(6.5) as a nonconforming method for the following weak formulation
of (6.1): Find (u, p) ∈ [L2 (Ω)]d × H01 (Ω) such that
(6.7)
(6.8)

a(u, v) + b′ (v, p) = 0
b′ (u, q) − c(p, q) = F (q)

∀ v ∈ [L2 (Ω)]d ,
∀ q ∈ H01 (Ω),

where the bilinear form b′ (·, ·) is identical to the one in (1.9)–(1.10) and
Z
c(r, q) = (γr + β · ∇r)q dx.
Ω
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Similarly, the mixed finite element method for the adjoint problem (6.2) is to find (uh , ph ) ∈
Vh × Qh such that
(6.9)

a(uh , v) + b(v, ph ) = 0

∀ v ∈ Vh ,

(6.10)

b(uh , q) − ch (q, ph ) = F (q)

∀ q ∈ Qh ,

and it can be treated as a nonconforming method for the following weak formulation of (6.2):
Find (u, p) ∈ [L2 (Ω)]d × H01 (Ω) such that
(6.11)
(6.12)

a(u, v) + b′ (v, p) = 0
b′ (u, q) − c(q, p) = F (q)

∀ v ∈ [L2 (Ω)]d ,
∀ q ∈ H01 (Ω).

Remark 6.1. The discretizations (6.4)–(6.5) and (6.9)–(6.10) for the convection-diffusionreaction problem (6.1) and the advection-diffusion-reaction problem (6.2) are different from
the mixed finite element methods in [24] which are based on H(div; Ω) × L2 (Ω) formulations.
Instead, they are related to the upwind mixed finite element methods in [32].
Remark 6.2. Note that the systems (6.7)–(6.8) and (6.11)–(6.12) are well-posed for F ∈
H −s (Ω) (0 ≤ s ≤ 1) and the elliptic regularity estimate (1.11) remains valid. Remark 1.1
also holds for these problems.
6.2. Stability and Error Estimates. Let Bh (·, ·) be the bilinear form on Vh × Qh defined
by

(6.13)
Bh (v, q), (w, r) = a(v, w) + b(w, q) + b(v, r) − ch (q, r).

Lemma 6.3. The stability estimate
(6.14)

kvkL2 (Ω;Th ) + kqkH 1 (Ω;Th )
≈

sup
(w,r)∈Vh ×Qh


Bh ((v, q), (w, r)
kwkL2 (Ω;Th ) + krkH 1 (Ω;Th )

∀ (v, q) ∈ Vh × Qh

holds for sufficiently small h.
Proof. Let Sh be the supremum on the right-hand side of (6.14). It suffices to show that
(6.15)

kvkL2 (Ω) + kqkH 1 (Ω;Th ) . Sh

∀ (v, q) ∈ Vh × Qh ,

since the opposite estimate follows from the results in Section 2.2 and the Poincaré-Friedrichs
inequality [16]
(6.16)

kqkL2 (Ω) . kqkH 1 (Ω;Th )

∀ q ∈ Qh .

For any (v, q) ∈ Vh × Qh we have, in view of (6.6), (6.13) and (6.16), an obvious estimate

a(v, v) ≤ Bh (v, q), (v, −q) + C1 kqkH 1 (Ω;Th ) kqkL2 (Ω)
(6.17)

≤ Sh kvkL2 (Ω) + kqkH 1 (Ω;Th ) + C1 kqkH 1 (Ω;Th ) kqkL2 (Ω) .
Let (ζ, θ) ∈ [L2 (Ω)]d × H01 (Ω) satisfy

a(ζ, w) + b′ (w, θ) = 0

∀ w ∈ [L2 (Ω)]d ,
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b (ζ, r) − c(r, θ) =

Z

qr dx

Ω
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∀ r ∈ H01 (Ω).

Then we have, by Remark 6.2,


(6.18)

Bh (w, r), (ζ, θ) =

Z

qr dx

Ω

∀ (w, r) ∈ [L2 (Ω)]d × H01 (Ω).

It follows from the elliptic regularity estimate (1.11) and the interpolation error estimates
(2.3), (2.4) and (2.8) that
kζ − Πh ζkL2 (Ω;Th ) + kθ − Ih θkH 1 (Ω;Th ) . hα kqkL2 (Ω) ,

(6.19)
which implies
(6.20)

kΠh ζkL2 (Ω) + kIh θkH 1 (Ω;Th ) . kqkL2 (Ω) .

We have, by (2.2), (2.19), (6.18)–(6.20),

kqk2L2 (Ω) = Bh (v, q), (ζ, θ)



= Bh (v, q), ((ζ − Πh ζ), (θ − Ih θ)) + Bh (v, q), (Πh ζ, Ih θ)

≤ C2 kvkL2 (Ω) + kqkH 1 (Ω;Th ) hα kqkL2 (Ω) + C3 Sh kqkL2 (Ω) ,

and hence


kqkL2 (Ω) ≤ C2 hα kvkL2 (Ω) + kqkH 1 (Ω;Th ) + C3 Sh .

(6.21)

Combining (6.17) and (6.21), we find



(6.22) kvk2L2 (Ω) ≤ C4 Sh kvkL2 (Ω) + kqkH 1 (Ω;Th ) + C5 hα kqkH 1 (Ω;Th ) kvkL2 (Ω) + kqkH 1 (Ω;Th ) .
We also have, by (2.2), (2.17) and (6.13),
kqkH 1 (Ω;Th )


Bh ((v, q), (w, 0)
b(w, q)
. sup
. sup
+ kvkL2 (Ω) . Sh + kvkL2 (Ω) ,
kwkL2 (Ω)
w∈Vh kwkL2 (Ω)
w∈Vh

and hence
(6.23)


kqk2H 1 (Ω;Th ) ≤ C6 Sh2 + kvk2L2 (Ω) .

Putting (6.22) and (6.23) together, we arrive at
(6.24)

kvk2L2 (Ω) + kqk2H 1 (Ω;Th ) ≤ C6 Sh2 + (1 + C6 )C4 Sh kvkL2 (Ω) + kqkH 1 (Ω;Th )




+ (1 + C6 )C5 hα kqkH 1 (Ω;Th ) kvkL2 (Ω) + kqkH 1 (Ω;Th ) .

The estimate (6.15) follows from (6.24) and the inequality of arithmetic and geometric
means provided h is sufficiently small.

Remark 6.4. The arguments in the proof of Lemma 6.3 are motivated by the arguments of
Schatz in [41] for nonsymmetric and indefinite problems.
Similar arguments yield the following stability result.
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Lemma 6.5. The stability estimate
(6.25)

kvkL2 (Ω;Th ) + kqkH 1 (Ω;Th )
≈

sup
(w,r)∈Vh ×Qh


Bh ((w, r), (v, q)
kwkL2 (Ω;Th ) + krkH 1 (Ω;Th )

∀ (v, q) ∈ Vh × Qh

holds for sufficiently small h.
From now on we assume that (6.14) and (6.25) are valid for all the finite element spaces
involved. It follows from these estimates and the same arguments in Section 2.3 that (2.22)
and (2.23) also hold for the solution (u, p) of (6.7)–(6.8) (resp. (6.11)–(6.12)) and the solution
(uh , ph ) of (6.4)–(6.5) (resp. (6.9)–(6.10)).
6.3. Multigrid Algorithms. The set-up for the multigrid algorithms remains the same,
but the definition of the operator Bk : Vk × Qk −→ Vk × Qk is modified as follows:



(6.26)
Bk (v, q), (w, r) k = Bk (v, q), (w, r)
∀ (v, q), (w, r) ∈ Vk × Qk ,

where Bk is the bilinear form on Vk × Qk defined by (6.13). The transpose Btk of Bk with
respect to the mesh-dependent inner product [·, ·]k satisfies


 t
(6.27)
Bk (v, q), (w, r) k = Bk (w, r), (v, q)
∀ (v, q), (w, r) ∈ Vk × Qk .

We have the following analog of Lemma 3.3, with an identical proof that uses (6.14) instead
of (2.18).
Lemma 6.6. The norm equivalence
 t
1
(6.28)
Bk Sk Bk (v, q), (v, q) k2 ≈ kvkL2 (Ω) + kqkH 1 (Ω;Tk )

∀ (v, q) ∈ Vk × Qk

holds for k = 0, 1, 2, . . ..

Similar arguments using (6.25) and (6.27) yield another analog of Lemma 3.3.
Lemma 6.7. The norm equivalence

1
(6.29)
Bk Sk Btk (v, q), (v, q) k2 ≈ kvkL2 (Ω) + kqkH 1 (Ω;Tk )

∀ (v, q) ∈ Vk × Qk

holds for k = 0, 1, 2, . . ..

In the definitions of the multigrid algorithms for the problem
(6.30)

Bk (v, q) = (g, z)

arising from(6.4)–(6.5), the pre-smoothing step in (3.14) becomes
(6.31)


(vj , qj ) = (vj−1 , qj−1 ) + δk Sk Btk (g, z) − Bk (vj−1 , qj−1 ) ,

and the post-smoothing step in (3.17) becomes
(6.32)

(vj , qj ) = (vj−1 , qj−1 ) + δk Btk Sk (g, z) − Bk (vj−1 , qj−1 )



Similarly, in the definitions of the multigrid algorithms for the problem
(6.33)

Btk (v, q) = (g, z)
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arising from (6.9)–(6.10), the pre-smoothing step in (3.14) becomes
(6.34)


(vj , qj ) = (vj−1 , qj−1 ) + δk Sk Bk (g, z) − Btk (vj−1 , qj−1 ) ,

and the post-smoothing step in (3.17) becomes
(6.35)


(vj , qj ) = (vj−1 , qj−1 ) + δk Bk Sk (g, z) − Btk (vj−1 , qj−1 ) .

In view of (6.28) and (6.29), we can choose δk = Ch2k so that
(6.36)

δk · ρ(Btk Sk Bk ) ≤ 1 and δk · ρ(Bk Sk Btk ) ≤ 1.

6.4. Convergence Analysis. Since the approach is similar we will only point out the necessary modifications and refer to Section 4 and Section 5 for details.
There are now four error propagation operators for the smoothing steps. The error propagation operator for one post-smoothing step is given by
Rk = Idk − δk Btk Sk Bk ,

(6.37)
in the case of (6.32), and

R̃k = Idk − δk Bk Sk Btk ,

(6.38)

in the case of (6.35).
The error propagation operator for one pre-smoothing step is given by
Sk = Idk − δk Sk Btk Bk ,

(6.39)
in the case of (6.31), and
(6.40)

S̃k = Idk − δk Sk Bk Btk ,

in the case of (6.34).
These operators satisfy the following relations:


Bk (Rk (v, q), (w, r) = Bk (v, q), S̃k (w, r)
(6.41)


Bk Sk (v, q), (w, r) = Bk (v, q), R̃k (w, r)
(6.42)

∀ (v, q), (w, r) ∈ Vk × Qk ,
∀ (v, q), (w, r) ∈ Vk × Qk .

For 0 ≤ s ≤ 1, there are two scales of mesh-dependent norms. The norm k · ks,k is defined
by

1
(6.43)
k(v, q)ks,k = (Btk Sk Bk )s (v, q), (v, q) k2
∀ (v, q) ∈ Vk × Qk ,

and the norm k · k∼
s,k is defined by

 12
t s
(6.44)
k(v, q)k∼
=
(B
S
B
)
(v,
q),
(v,
q)
k
k
s,k
k
k

∀ (v, q) ∈ Vk × Qk .

In view of (3.2)–(3.4) and (6.28)–(6.29), the norm equivalences (4.2)–(4.3) also hold for
the norms k · ks,k and k · k∼
s,k defined by (6.43)–(6.44). Consequently all the results in
Section 4.1–Section 4.3 remain valid for these mesh-dependent norms, and in particular,
(6.45)

k(v, q)ks,k ≈ k(v, q)k∼
s,k

∀ (v, q) ∈ Vk × Qk , k ≥ 1.
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Moreover if we define, for 1 ≤ s ≤ 2, the norms ||| · |||s,k and ||| · |||∼
s,k by

Bk (v, q), (w, r)
(6.46)
∀ (v, q) ∈ Vk × Qk ,
|||(v, q)|||s,k =
sup
k(w, r)k2−s,k
(w,r)∈Vk ×Qk

B
(w,
r),
(v,
q)
k
(6.47)
∀ (v, q) ∈ Vk × Qk ,
|||(v, q)|||∼
sup
s,k =
k(w, r)k∼
(w,r)∈Vk ×Qk
2−s,k
then the results in Section 4.4 also hold for these mesh-dependent norms.
There are now two Ritz projection operators. The operators Pkk−1 : Vk × Qk −→ Vk−1 × Qk−1
and P̃kk−1 : Vk × Qk −→ Vk−1 × Qk−1 are defined by


k
Bk Pkk−1(v, q), (w, r) = Bk ((v, q), Ik−1
(6.48)
(w, r)
∀ (v, q), (w, r) ∈ Vk × Qk ,


k
Bk (v, q), P̃kk−1(w, r) = Bk Ik−1
(6.49)
(v, q), (w, r)
∀ (v, q), (w, r) ∈ Vk × Qk .

Property (3.23) remains valid, and it also holds if Pkk−1 is replaced by P̃kk−1. Consequently
we have the following analogs of the Galerkin orthogonality (3.24)

k
k
0 = Bk (Idk − Ik−1
Pkk−1)(v, q), Ik−1
(w, r) ,

k
k
0 = Bk Ik−1
(v, q), (Idk − Ik−1
P̃kk−1)(w, r) ,

for all (v, q) ∈ Vk × Qk and (w, r) ∈ Vk−1 × Qk−1 .
Note also that (6.48) and (6.49) imply


k
k
(6.50) Bk Ik−1
Pkk−1(v, q), (w, r) = Bk ((v, q), Ik−1
P̃kk−1 (w, r) ∀ (v, q), (w, r) ∈ Vk × Qk .

The error propagation operators for the multigrid algorithms are given by (3.22) for the
problem (6.30), and
p
k
k
Ẽk = R̃km2 (Idk − Ik−1
P̃kk−1 + Ik−1
P̃kk−1)S̃km1
Ẽk−1

(6.51)

for the problem (6.33).
Since the proofs of Lemma 5.1 and Lemma 5.2 only involve the results in Section 4 and
duality arguments based on elliptic regularity and Galerkin orthogonality, they remain valid
for the norms k · ks,k and k · k∼
s,k defined in (6.43) and (6.44). Therefore we have the estimates
on the effect of post-smoothing coupled with coarse grid correction:
(6.52)

k
kRkm (Idk − Ik−1
Pkk−1 )(v, q)k1,k . m−α/2 k(v, q)k1,k

∀ (v, q) ∈ Vk × Qk .

(6.53)

kR̃km (Idk

∀ (v, q) ∈ Vk × Qk .

−

k
Ik−1
P̃kk−1 )(v, q)k∼
1,k

−α/2

.m

k(v, q)k∼
1,k

It follows from (4.22), (6.42), (6.45), (6.50) and (6.53) that we have an estimate which
measures the effect of pre-smoothing coupled with coarse grid correction for the problem
(6.30):
k
|||(Idk − Ik−1
Pkk−1)Skm (v, q)|||1,k

=

sup
(w,r)∈Vk ×Qk

k
Bk (Idk − Ik−1
Pkk−1 )Skm (v, q), (w, r)
k(w, r)k1,k
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(6.54)

=

sup
(w,r)∈Vk ×Qk

≤

sup
(w,r)∈Vk ×Qk

≈

sup
(w,r)∈Vk ×Qk

k
Bk (v, q), R̃km (Idk − Ik−1
P̃kk−1 )(w, r)
k(w, r)k1,k
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k
|||(v, q)|||1,k kR̃km (Idk − Ik−1
P̃kk−1 )(w, r)k1,k
k(w, r)k1,k
k
|||(v, q)|||1,k kR̃km (Idk − Ik−1
P̃kk−1 )(w, r)k∼
1,k
k(w, r)k∼
1,k

. m−α/2 |||(v, q)|||1,k

∀ (v, q) ∈ Vk × Qk .

Similarly the estimate
(6.55)

k
−α/2
|||(Idk − Ik−1
P̃kk−1)S̃km (v, q)|||∼
|||(v, q)|||∼
1,k . m
1,k

∀ (v, q) ∈ Vk × Qk

that measures the effect of pre-smoothing coupled with coarse grid correction for the problem
(6.33) follows from (4.22), (6.41), (6.45), (6.50) and (6.52).
Consequently the estimate (5.10) for the two grid algorithm holds for the problem (6.30),
and its counterpart
k
(6.56) kR̃km2 (Idk − Ik−1
P̃kk−1)S̃km1 (v, q)k∼
1,k

≤ C∗ [max(1, m1 ) max(m2 , 1)]−α/2 k(v, q)k∼
1,k

∀ (v, q) ∈ Vk × Qk , k ≥ 1

holds for the problem (6.33).
A perturbation argument leads to the following convergence result for the W -cycle algorithm.
Theorem 6.8. Let Ek (resp. Ẽk ) be the error propagation operator for the k-th level W -cycle
algorithm for (6.30) (resp. (6.33)). For any C† > C∗ (the constant in (5.11) and (6.56)),
there exists a positive number m∗ (independent of k) such that
−α/2
kEk (v, q)k1,k ≤ C† max(1, m1 ) max(1, m2 )
k(v, q)k1,k ,

−α/2
kẼk (v, q)k∼
k(v, q)k∼
1,k ≤ C† max(1, m1 ) max(1, m2 )
1,k ,
for all (v, q) ∈ Vk × Qk and k ≥ 1, provided max(1, m1 ) max(1, m2 ) ≥ m∗ .
7. Numerical Results
We report in this section numerical results that corroborate the theoretical estimates
and illustrate the performance of the multigrid methods. The computational domains are
the unit square (0, 1)2 and the L-shaped domain (−1, 1)2 \ [0, 1] × [−1, 0]. We use the
Raviart-Thomas-Nédélec mixed finite element method of order 1 on uniform meshes in all
the numerical experiments, which were supported by the HPC resources of LONI.
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7.1. Error in the Nonconforming Energy Norm. In this set of numerical experiments
we solve the Darcy system
(7.1)

u = −∇p in Ω, ∇ · u = f in Ω, and p = 0 on ∂Ω,

and the convection-diffusion equation
(7.2)

− ∇ · (∇p) + β · ∇p = f in Ω and p = 0 on ∂Ω,

where β = [2, −1]T . We check the error estimate (2.22) by computing
ku − uh kL2 (Ω;Th )

and kp − ph kH 1 (Ω;Th ) .

7.1.1. Unit Square. We take the exact solution to be p = sin (πx) sin (πy) and u = −∇p.
The results are displayed in Table 7.1 and Table 7.2. The index of elliptic regularity α = 1 for
the square and the convergence rate for kp − ph kH 1 (Ω;Th ) is 1 for both problems, which agrees
with (2.22). The convergence rate for ku −uh kL2 (Ω;Th ) is 2 for both problems, which is higher
than the predicted rate of 1. This is likely due to the phenomenon of superconvergence, since
the exact solution is smooth and we use uniform meshes.
Table 7.1. Convergence rates for (7.1) on the unit square
h

ku − uh kL2 (Ω;Th )

1/4
1/8
1/16
1/32
1/64
1/128

4.213e-2
1.026e-2
2.529e-3
6.281e-4
1.565e-4
3.905e-5

rate

kp − ph kH 1 (Ω;Th )

rate

2.038
2.020
2.010
2.005
2.002

3.462e-1
1.722e-1
8.594e-2
4.297e-2
2.149e-2
1.074e-2

1.008
1.003
1.000
1.000
1.000

Table 7.2. Convergence rates for (7.2) on the unit square
h
ku − uh kL2 (Ω;Th )
1/4
9.188e-2
1/8
2.345e-2
1/16
5.904e-3
1/32
1.480e-3
1/64
3.705e-4
1/128
9.268e-5

rate
1.970
1.990
1.996
1.998
1.999

kp − ph kH 1 (Ω;Th )
3.492e-1
1.727e-1
8.600e-2
4.298e-2
2.150e-2
1.075e-2

rate
1.016
1.006
1.001
1.000
1.000
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7.1.2. L-Shaped Domain. We take the exact solution to be p = (1−x2 )(1−y 2 )r 2/3 sin ((2/3) θ)
and u = −∇p, where (r, θ) are the polar coordinates. The index of elliptic regularity α can
be any number < 32 for the L-shaped domain and the exact solution has the correct singularity. The results are presented in Table 7.3 and Table 7.4, which agree with (2.22).
Table 7.3. Convergence rates for (7.1) on the L-shaped domain
h

ku − uh kL2 (Ω;Th )

1/4
1/8
1/16
1/32
1/64
1/128

1.121e-1
6.654e-2
4.144e-2
2.605e-2
1.640e-2
1.033e-2

rate

kp − ph kH 1 (Ω;Th )

rate

0.752
0.683
0.670
0.667
0.667

1.131e-1
5.964e-2
3.244e-2
1.818e-2
1.048e-2
6.186e-3

0.923
0.879
0.835
0.795
0.760

Table 7.4. Convergence rates for (7.2) on the L-shaped domain
h

ku − uh kL2 (Ω;Th )

1/4
1/8
1/16
1/32
1/64
1/128

1.306e-1
7.025e-2
4.231e-2
2.629e-2
1.647e-2
1.035e-2

rate

kp − ph kH 1 (Ω;Th )

rate

0.894
0.731
0.687
0.674
0.670

1.156e-1
6.023e-2
3.260e-2
1.823e-2
1.049e-2
6.191e-3

0.941
0.886
0.838
0.797
0.761

7.2. Convergence of Multigrid Methods. In this set of experiments we carry out the
symmetric W -cycle and V -cycle algorithms with m pre-smoothing and m post-smoothing
steps for the Darcy system (7.1) and the convection-diffusion equation (7.2). We use the
multigrid V (4, 4) algorithm for interior penalty methods to generate the preconditioner Lk in
(3.8)–(3.9). We report the contraction numbers obtained by computing the largest eigenvalue
of the error propagation operators. The mesh size at level k is 2−k .
7.2.1. Unit Square. The contraction numbers of the W -cycle algorithms for (7.1) and (7.2)
for various m and k = 1, . . . , 6 are presented in Table 7.5 and Table 7.6. For both problems
the asymptotic decay rate of 1/m for the contraction number predicted by Theorem 5.4 and
Theorem 6.8 is observed. (The index of elliptic regularity α for the unit square is 1.) This
is also confirmed by the log-log graph in Figure 7.1, where the contraction number of the
W -cycle algorithm for (7.1) is plotted against the number of smooth steps m.
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Table 7.5. Contraction numbers of the W -cycle multigrid method for (7.1)
on the unit square
m = 10
m = 20
m = 40
m = 80

k=1 k=2 k=3 k=4 k=5 k=6
0.80 0.81 0.81 0.81 0.81 0.81
0.66 0.67 0.67 0.67 0.67 0.67
0.47 0.48 0.48 0.48 0.48 0.48
0.24 0.24 0.24 0.24 0.24 0.24

Table 7.6. Contraction numbers of the W -cycle multigrid method for (7.2)
on the unit square
m = 10
m = 20
m = 40
m = 80

k=1 k=2 k=3 k=4 k=5 k=6
0.80 0.81 0.81 0.81 0.81 0.81
0.67 0.68 0.67 0.67 0.67 0.67
0.48 0.48 0.48 0.48 0.48 0.48
0.24 0.24 0.24 0.24 0.24 0.25
W−cycle results for the Darcy system on the square domain
0.363

contraction number(W−cycle)
slope −1

0.355

contraction number

0.347

0.339

0.331

0.324

0.316

56

57

58
59
60
number of smoothing steps

61

62

63

Figure 7.1. Contraction numbers of the W -cycle multigrid method for (7.1)
on the unit square
We also report the contraction numbers of the V -cycle algorithm for (7.1) and (7.2) in
Table 7.7 and Table 7.8. They are similar to the contraction numbers for the W -cycle
algorithm in Table 7.5 and Table 7.6 but are slightly larger.
7.2.2. L-Shaped Domain. The contraction numbers of the W -cycle algorithms for (7.1) and
(7.2) for various m and k = 1, . . . , 6 are displayed in Table 7.9 and Table 7.10. The contraction numbers are larger than the corresponding contraction numbers for the unit square,
which is consistent with Theorem 5.4 and Theorem 6.8 since the index of elliptic regularity
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Table 7.7. Contraction numbers of the V -cycle multigrid method for (7.1)
on the unit square
m = 10
m = 20
m = 40
m = 80

k=1 k=2 k=3 k=4 k=5 k=6
0.80 0.82 0.81 0.82 0.82 0.82
0.66 0.68 0.68 0.68 0.68 0.68
0.47 0.48 0.48 0.48 0.48 0.48
0.24 0.25 0.25 0.25 0.25 0.25

Table 7.8. Contraction numbers of the V -cycle multigrid method for (7.2)
on the unit square
m = 10
m = 20
m = 40
m = 80

k=1 k=2 k=3 k=4 k=5 k=6
0.80 0.82 0.82 0.82 0.82 0.82
0.67 0.68 0.68 0.68 0.68 0.68
0.48 0.49 0.49 0.49 0.49 0.49
0.24 0.25 0.25 0.25 0.25 0.25

α for the L-shaped domain is less than 23 . This is also confirmed by the log-log graph in Figure 7.2, where the contraction number of the W -cycle algorithm for (7.1) is plotted against
the number of smoothing steps m.
The contraction numbers for the V -cycle algorithm are similar and therefore not reported.
Table 7.9. Contraction numbers of the W -cycle multigrid method for (7.1)
on the L-shaped domain
m = 10
m = 20
m = 40
m = 80

k=1 k=2 k=3 k=4 k=5 k=6
0.81 0.82 0.82 0.82 0.82 0.82
0.70 0.70 0.70 0.70 0.70 0.70
0.51 0.51 0.51 0.51 0.51 0.51
0.28 0.28 0.28 0.28 0.28 0.28

Table 7.10. Contraction numbers of the W -cycle multigrid method for (7.2)
on the L-shaped domain
m = 10
m = 20
m = 40
m = 80

k=1 k=2 k=3 k=4 k=5 k=6
0.81 0.82 0.82 0.82 0.82 0.82
0.70 0.70 0.70 0.70 0.70 0.70
0.52 0.52 0.52 0.52 0.52 0.52
0.29 0.29 0.29 0.29 0.29 0.29
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contraction number(W−cycle)
slope −2/3
0.479

contraction number

0.468

0.457

0.447

0.437

44

45

46
47
48
number of smoothing steps

49

50

51

Figure 7.2. Contraction numbers of the W -cycle multigrid method for (7.1)
on the L-shaped domain
8. Concluding Remarks
In this paper we developed multigrid algorithms for the Darcy system discretized by
Raviart-Thomas-Nédélec mixed finite element methods of order at least 1, and showed that
with minimal modifications the multigrid algorithms can also be applied to convectiondiffusion-reaction and advection-diffusion-reaction problems. Note that the number of degrees of freedom of the Raviart-Thomas-Nédélec mixed finite element method of order 1
associated with a triangulation Th is less than the number of degrees of freedom of the
Raviart-Thomas-Nédélec mixed finite element method of order 0 associated with the triangulation Th/2 obtained from Th by uniform refinement. Therefore, from the point of view of
multigrid, the requirement that the order of the method has to be at least 1 is not restrictive.
The results in this paper can be extended to rectangular Raviart-Thomas-Nédélec mixed
finite element methods and to other stable mixed finite element methods for the Darcy
system. It should also be possible to extend our approach to mixed finite element methods
for linear elasticity that are based on a stress-displacement formulation (cf. [10] and the
references therein). We note that a nonstandard analysis similar to the one in Section 5 has
been carried out in [42] for a family of such finite element methods.
Finally it would be interesting to extend our approach to the upwind mixed finite element
methods for convection dominated problems in [32] (cf. also [33]).
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[16] S.C. Brenner. Poincaré-Friedrichs inequalities for piecewise H 1 functions. SIAM J. Numer. Anal.,
41:306–324, 2003.
[17] S.C. Brenner, H. Li, and L.-Y. Sung. Multigrid methods for saddle point problems: Stokes and Lamé
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