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Motivated by their potential use to describe gravity induced perturbations, or next-nearest-
neighbor tunnelling, we investigate in details the properties of continuous-time quantum walks
(CTQW) with Hamiltonians of the form H = L + λL2, being L the Laplacian (Kirchoff) ma-
trix of the underlying graph. In particular, we focus attention to CTQW on cycle, complete, and
star graphs, as they describe paradigmatic models with low/high connectivity and/or symmetry.
At first, we investigate the dynamics of an initially localized walker, looking at the resulting site
distribution, mixing, inverse participation ratio, and coherence. We then devote attention to the
characterization of perturbation, i.e. the estimation of the perturbation parameter λ using only a
snapshot of the walker dynamics. Our analysis shows that a walker on a cycle graph is spreading
ballistically independently of the perturbation, whereas on complete and star graphs one observes
perturbation-dependent revivals and strong localization phenomena. Concerning characterization,
we determine the walker preparations that maximize the Quantum Fisher Information, and assess
the performance of position measurement, which turns out to be optimal, or nearly optimal, in
several situations of interest. Our study is based on exact analytic derivations supplemented by nu-
merical results, and besides fundamental interest, it may find applications in the design of enhanced
algorithms on graphs.
I. INTRODUCTION
Continuous-time quantum walk (CTQW) describes the
dynamics of a quantum particle confined to discrete spa-
tial locations, i.e. to the vertices of a graph [1–3]. In this
kind of systems, the graph Laplacian L (also referred to
as the Kirchoff matrix of the graph) plays the role of the
free Hamiltonian, i.e. it corresponds to kinetic energy of
the particle.
In the present work, we focus attention to quantum
walkers propagating on cycle, complete, and star graphs
(see Fig. 1), and investigate their dynamics under per-
turbed Hamiltonians of the form H = L + λL2. Besides
the fundamental interest, there are few reasons to ad-
dress walkers propagating over these particular graphs,
and under the effects of this class of Hamiltonians. The
first reason is that the topologies of these graphs describe
paradigmatic situations with low (cycle and star) or high
(complete) connectivity, as well as low (star) and high
(cycle and complete) symmetry.
(a) (b) (c)
FIG. 1: The three types of graphs considered in the present
work: (a) cycle, (b) complete, and (c) star graphs. Examples
for N = 5 vertices.
At the same time, CTQW Hamiltonians with quadratic
perturbation are of interest for at least a couple of rea-
sons. On the one hand, they are suitable to describe
gravity corrections to low-energy quantum systems, due
to the existence of a minimum measurable length and
to the corresponding deformation of the commutation
relations [4]. To briefly summarize the point: if we
take into account gravity corrections the dynamics of a
generic quantum system is governed by the Hamiltonian
H = H0 + βmp40 + O(β2), where H0 = p20/2m + V (~r) is
the Hamiltonian in the absence of gravity, p0 is the mo-
mentum at low energies, i.e. having the standard repre-
sentation in position space p0 = −i~∇, and β = `2Pl/2~2,
where `Pl is the Planck length, is a (small) gravity cou-
pling. This is a quadratic correction in terms of the un-
perturbed kinetic energy, and more generally in terms
of the Laplacian operator. Quadratic corrections of the
form λL2, on the other hand, represent a physically mo-
tivated and convenient way to introduce next-nearest-
neighbor hopping in one-dimensional lattices, or intrin-
sic spin-orbit coupling in two-dimensional ones. Finally,
we mention that considering L2 perturbations is the first
step towards the description of dephasing and dechoer-
ence processes, which result from making the parameter
λ a stochastic process.
Perturbations to ideal CTQW have been investigated
earlier[5–12], however with the main focus being about
the decoherence effects of stochastic noise, rather than
the quantum effects induced by a perturbing Hamilto-
nian. A notable exception exists, though, given by re-
search about quantum spatial search, where the pertur-
bation induced by the so-called oracle Hamiltonian has
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2been largely investigated as a tool to induce localization
on a desired site [13–18]. Here, we analyze the effect of a
quadratic perturbation on the dynamics of CTQW, and
focus attention to the propagation of an initially local-
ized walker. In order to analyze both semi-classical and
genuinely quantum features of the dynamics, we employ
a set of different quantifiers, including site distribution,
mixing, inverse participation ratio, and coherence. In
this framework, we notice that mixing has been studied
for CTQWs on some circulant graphs, including the cy-
cle and the complete graph [19], and that two relevant
notions of mixing have been introduced: instantaneous
mixing refers to a situation where there exists a time
when the probability distribution of the walker is uniform
and average mixing, when the probability distribution of
the walker is close to uniform in average sense. Mix-
ing has been also employed together with the temporal
standard deviation [20] to study the dynamics of CTQW
on the cycle graph, whereas a different spectral method
has been also introduced to study CTQW on circulant
graphs [21, 22]. Coherent transport has been analyzed
for CTQW on star graphs [23], showing analytically the
occurence of perfect revivals and strong localization on
the initial node.
As a matter of fact, quantum walks have found several
applications ranging from universal quantum computa-
tion [24] to quantum algorithms [25–29], and to the study
of excitation transport on networks [30–32], and biolog-
ical systems [33, 34]. As such, and due to the diversity
of the physical platforms on which quantum walks have
been implemented [35, 36], a precise characterization of
QW Hamiltonian is desired. In our case, this amounts to
determine the value of the coupling parameter λ, quanti-
fying the effects of the quadratic term. In particular, we
are going to investigate whether, and to which extent, a
snapshot of the walker dynamics at a given time suffices
to estimate the value of λ.
The rest of the paper is organized as follows. In Sec. II
we address the dynamics of CTQW on different graphs
for an initially localized walker. In particular, we study
in details the time dependence of the site distribution,
the inverse participation ratio, and the coherence. In
Sec. III, we focus on the estimation of the parameter
of the perturbation by evaluating the Quantum Fisher
Information (QFI) as a function of time. We consider
initially localized states as well as the states maximizing
the QFI. Then, we compare the QFI to the Fisher In-
formation of position measurement for the same states,
also determining the simple graphs that allow one to ob-
tain the maximum QFI. In Sec. IV, we summarize and
discuss our results and findings. These conclusions are
followed by some appendices. In Appendix A we show
how the L2 term in the cycle graph Hamiltonian naturally
arises from the spatial discretization of the term in pˆ4 in
the continuum Hamiltonian. In Appendix B we provide
further details for the analytical results about the dy-
namics of the CTQWs over different graphs. Eventually,
in Appendix C we prove the formulas used throughout
the paper for the (Quantum) Fisher Information, both
for the localized states and for the states maximizing the
QFI.
II. DYNAMICS
A graph is a pair G = (V,E), where V denotes the non-
empty set of vertices and E ⊆ {(j, k)|(j, k) ∈ V 2∧ j 6= k}
the set of edges. In a graph, the kinetic energy term
(~ = 1) T = −∇2/2m is replaced by T = γL, where
γ ∈ R+ is the hopping amplitude of the walk and L =
D−A the graph Laplacian, with A the adjacency matrix
(Ajk = 1 if the vertices j and k are connected, 0 other-
wise) and D the diagonal degree matrix (Djj = deg(j)).
The hopping amplitude γ plays the role of a time-scaling
factor, thus the time dependence of the results is signif-
icant when expressed in terms of the dimensionless time
γt. Please notice that in the following we set γ = ~ = 1,
and, as a consequence, hereafter time and energy will be
dimensionless.
The Hamiltonian we are going to consider is given by
H = H0 + λH1 = L+ λL2 , (1)
where the perturbation H1 is the square of the unper-
turbed Hamiltonian H0 = L and λ is a dimensionless
perturbation parameter. Clearly, H0 and H1 commute
and share a common eigenbasis, in which the total Hamil-
tonian is diagonal as well. Such eigenbasis is given by the
set of the eigenvectors of H0. The exact derivation of Eq.
(1) for the cycle graph is shown in Appendix A.
In the following, we provide the matrix and vector rep-
resentation of operators and states, respectively, in the
vertex states basis. We consider finite graphs of order
|V | = N , where | · | denotes the cardinality, i.e. graphs
with N vertices which we index from 0 to N − 1. We
focus on the dynamics of a walker initially localized in a
vertex j ∈ V , i.e. whose initial state is ρ(t = 0) = |j〉〈j|.
The time evolution of the system is coherent and ruled
by the unitary time-evolution operator
Uλ(t) = e−iHt =
∑
n
e−i(εn+λε
2
n)t |en〉〈en| , (2)
with H provided in Eq. (1). The second equality follows
from the spectral decomposition of H, ultimately of L.
To study the dynamics of the walker, we address the
time dependence of different quantities: the probability
distribution over the vertices, the inverse participation
ratio, and the coherence.
The (instantaneous) probability of finding the walker
in the vertex j at time t is given by
P (j, t|λ) = |〈j|Uλ(t)|ψ(0)〉|2 , (3)
whereas the average probability of finding it in the vertex
j is given by
P¯ (j|λ) = lim
T→+∞
1
T
∫ T
0
P (j, t|λ)dt . (4)
3In addition to the probability distribution of the walker,
we also consider the mixing properties for CTQWs on the
graph. There are two main notions of mixing : instanta-
neous mixing [37] and average mixing [38]. Following
Refs. [19, 39], we recall the two definitions.
Let G = (V,E) be a graph and let U be the uniform
distribution on the vertices of G, i.e. U(j) = 1/|V | for
all j ∈ V . Let P (t|λ) and P¯ (λ) be the instantaneous and
average probability distributions of a CTQW on G. For
 ≥ 0
(i) G has instantaneous -uniform mixing if there exists
t ∈ R+ such that ‖P (t|λ)− U‖ ≤ . Whenever
 = 0 is achievable, G has instantaneous exactly
uniform mixing.
(ii) G has average -uniform mixing if
∥∥P¯ (λ)− U∥∥ ≤ .
Whenever  = 0 is achievable, G has the average
uniform mixing property.
‖Q1 −Q2‖ =
∑
j |Q1(j)−Q2(j)| is the total variation
distance between two probability distributions Q1 and
Q2.
The inverse participation ratio (IPR) [8, 40, 41]
I(ρ) =
N−1∑
j=0
〈j|ρ(t)|j〉2 =
N−1∑
j=0
P (j, t|λ)2 (5)
allows us to assess the amount of localization in real space
of the walker. Indeed, the IPR is bounded from below
by 1/N (complete delocalization) and from above by 1
(localization on a single vertex). The inverse of I(ρ)
indicates the number of vertices over which the walker is
distributed [42]. Hence, the IPR is a particularly useful
quantity, since it captures the localization properties of
an N -dimensional wave function in a single real value.
A proper measure of quantum coherence is provided
by the l1 norm of coherence [43]
C(ρ) =
∑
m 6=n
|ρm,n| = 2
∑
m>n
|ρm,n| =
∑
m,n
|ρm,n| − 1 , (6)
i.e. the sum of the modulus of the off-diagonal elements of
the density matrix ρ. The second and the third equalities
follow from ρ† = ρ and Tr{ρ} = 1, respectively.
A. Cycle graph
In the cycle graph each vertex is adjacent to 2 other
vertices, so its degree is 2. Hence, the Laplacian matrix
|en〉 εn µn
|en〉 = 1√
N
N−1∑
k=0
e−i
2pin
N
k |k〉 2 [1− cos ( 2pin
N
)] ∗
with n = 0, . . . , N − 1
TABLE I: Eigenvectors |en〉 and eigenvalues εn of the graph
Laplacian in the cycle graph. (∗) The multiplicity of the eigen-
values depends on the parity of N . In particular, the ground
state n = 0 is always unique, whereas the highest energy level
is unique for even N and doubly degenerate for odd N . Inde-
pendently of the parity of N , the remaining eigenvalues have
multiplicity 2, since εn = εN−n.
is
L =

2 −1 0 · · · · · · 0 −1
−1 2 −1 . . . 0
0 −1 . . . . . . . . . ...
...
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . . −1 0
0
. . . −1 2 −1
−1 0 · · · · · · 0 −1 2

. (7)
This matrix is symmetric and circulant (a special case of
Toeplitz matrix). The eigenproblem related to circulant
matrices is analytically solved in Ref. [44] and reported
in Table I.
The lowest energy level of simple graphs is ε = 0 and
admits (1, . . . , 1)/
√
N as corresponding eigenstate. If the
graph is connected, then ε = 0 is not degenerate. Hence,
in the cycle graph the ground state (n = 0) is unique and
is equal to
εmin = 0 , (8)
|emin〉 = 1√
N
N−1∑
k=0
|k〉 . (9)
Instead, the highest energy level depends on the parity
of N and
(i) is unique for even N (n = N/2):
εmax = 4 , (10)
|emax〉 = 1√
N
N−1∑
k=0
(−1)k |k〉 , (11)
(ii) has degeneracy 2 for odd N (n = (N ± 1)/2):
εmax = 2
[
1 + cos
( pi
N
)]
, (12)
|emax〉 = 1√
N
N−1∑
k=0
(−1)ke±i piN k |k〉 , (13)
4where the phase factors are all either with the +
sign or with the − sign.
Since for odd N the highest energy level is doubly de-
generate, we may be interested in finding the correspond-
ing orthonormal eigenstates having real components [60].
Therefore we define the following states by linearly com-
bining the two eigenstates in Eq. (13) in one case with
the plus sign and with the minus sign in the other [61],
respectively:
∣∣e+max〉 = √ 2N
N−1∑
k=0
(−1)k cos
( pi
N
k
)
|k〉 , (14)
∣∣e−max〉 = √ 2N
N−1∑
k=0
(−1)k sin
( pi
N
k
)
|k〉 . (15)
In a cycle graph all the vertices are equivalent, hence
an initially localized state |j(0)〉 will show the same time
evolution independently of the vertex j chosen. Accord-
ing to the spectral decomposition in Table I, we have
|j(t)〉 = 1√
N
N−1∑
n=0
e−iE
λ
ntei
2pi
N jn |en〉 , (16)
where Eλn := εn + λε
2
n, and exp{i 2piN jn}/
√
N = 〈en|j〉.
The probability of finding the walker in the vertex k
at time t for a given value of λ starting from the vertex
j is (Fig. 2)
Pj(k, t|λ) = 1
N2
N−1∑
n,m=0
e−i(E
λ
n−Eλm)tei
2pi
N (n−m)(j−k) (17)
=
1
N
+
2
N2
N−1∑
n=0,
m>n
cos
[
(Eλn − Eλm)t−
2pi
N
(n−m)(j − k)
]
.
(18)
The second equality is simply proved as follows. Let
pnm be the summand in the summation in the first
line, excluding 1/N2. The summation over m can be
split in three different summations: one over m = n
(providing
∑
n pnn = N), one over m > n, and one
over m < n. Since pnm = p
∗
mn, then
∑
m<n pnm =∑
m>n p
∗
mn, so
∑
m>n(pnm + p
∗
mn) = 2
∑
m>n Re{pnm},
with Re{pnm} = cos[arg(pnm)]. The probability turns
out to be symmetric with respect to the starting vertex,
i.e. Pj(j + k, t|λ) = Pj(j − k, t|λ) (see Appendix B 1 for
the proof).
For the unperturbed system (λ = 0), the solution of
the time-dependent Schro¨dinger equation for the CTQW
on the cycle graph can be expressed in terms of Bessel
functions, as pointed out by Ahmadi et al. [19]. Inui
et al. [20] took this hint to study the mixing proper-
ties of CTQW on circles. Similarly, Konno [45] stud-
ied the CTQW on the line, i.e. the set of integers Z.
Based on Konno’s work, Endo et al. [46] proved that
the spreading of a CTQW on a one-dimensional infinite
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FIG. 2: Probability distribution Pj(k, t|λ) of the walker as
a function of time in the cycle graph. The walker is ini-
tially localized in the vertex |j = 2〉. The probability dis-
tribution is symmetric with respect to the central vertex, i.e.
Pj(j+ k, t|λ) = Pj(j− k, t|λ). Numerical results suggest that
revivals in the starting vertex are most likely not exact. In-
deed, to be exact, the periods of the cosine functions entering
the definition of the probability (18) have to be commensu-
rable and such periods strongly depend on the choice of N
and λ. Results for N = 5 and λ = 0.2.
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FIG. 3: (a) Variance of the position as a function of time for
different values of the parameter λ of the perturbation. The
walker is initially localized in the central vertex. Results are
symmetric with respect to λ0 = −1/5, which is the value for
which the nearest-neighbor hopping equals the next-nearest-
neighbor one, and for which we observe the lowest variance.
Indeed, the latter increases with increasing |λ− λ0|. (b) The
factor A returned by the fit f(x) of the variance grows with
λ according to Eq. (20). The spreading is ballistic (σ2 ∝ t2)
independently of λ.
lattice is ballistic, i.e. the variance of the position is
σ2(t) = 〈xˆ(t)2〉 − 〈xˆ(t)〉2 ∝ t2. We expect the same bal-
listic spreading to characterize the CTQW on a finite
cycle as long as the wavefunction does not reach the ver-
tex opposite to the initial one. However, for λ 6= 0 we can
not find a simple expression describing the variance of the
position, so we evaluate it numerically. We consider the
walker initially localized in the center of the cycle, i.e.
|j(0)〉 = |N/2− 1〉 if N is even [62], |j(0)〉 = |(N − 1)/2〉
if N is odd. We study the time dependence of the vari-
ance of the position by fitting the data with the following
5function:
f(x) = Axp . (19)
Indeed, the initial value of the variance must be equal to
zero, being the walker localized, and for λ = 0 we must
recover the expected ballistic behavior.
Numerically, the power turns out to be p = 2 for all
the data sets and A to satisfy
A(λ) = 40(λ− λ0)2 + 2
5
, (20)
with λ0 = −1/5 (Fig. 3), so that we expect the variance
to be
σ2(t) =
[
40(λ− λ0)2 + 2
5
]
t2 . (21)
The spreading of the walker is ballistic in spite of the per-
turbation, i.e. for any value of the parameter λ. Increas-
ing |λ− λ0| makes the walker spread faster by affecting
the prefactor A, not the power of t (see Eq. (19)). In-
deed, according to Endo et al. [46], the prefactor of t2
in Eq. (21) is related to the square of the parameter
characterizing the speed of the walker. We observe the
lowest variance for λ = λ0, which is the value for which
the nearest-neighbor hopping −(1 + 4λ) equals the next-
nearest-neighbor one λ (see Eq. (A7) in Appendix A).
We stress that this relation follows from numerical re-
sults, and it holds as long as the walker does not reach
the vertex opposite to the initial one (trade-off between
the time interval simulated and the number N of ver-
tices). Indeed, we obtained the same results by numeri-
cally studying the CTQW on a finite line.
For completeness, we also report in Fig. 4 the numeri-
cal results for the probability distribution of Eq. (17) at a
given time and at varying λ. We notice that the variance
of the position is symmetric with respect to λ0 (see Eq.
(21)) despite the fact that the probability distribution is
not.
Upon studying the distance ‖P (t|λ)− U‖ between
P (t|λ) and the uniform distribution U , we have evi-
dence that instantaneous -uniform mixing is achievable
for N = 2, 3, 4, whereas for large N P (t|λ) is never close
to U , as already conjectured [19]. On the other hand,
the average probability follows from Eq. (4) and Eq.
(17) (see Appendix B 1 for the details). For even N , the
average probability distribution is
P¯j(k|λ) =

2(N − 1)
N2
if k = j
∨k = j +N/2 ,
N − 2
N2
otherwise .
(22)
The total variation distance between the average limiting
probability P¯ (λ) and U is
∥∥P¯ (λ)− U∥∥ = 4(N −2)/N2 ∼
1/N , so P¯ (λ) is uniform for N = 2, otherwise it ap-
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FIG. 4: Map of the probability distribution as a function of
the position (vertex) and λ at t = 1. The walker is initially
localized in the center of the cycle graph (N = 40). The ver-
tical dashed line highlights the central vertex, the horizontal
one λ0, i.e. the value at which the variance of the position is
minimum.
proaches U for large N . For odd N , the average proba-
bility distribution is
P¯j(k|λ) =

2N − 1
N2
if k = j ,
N − 1
N2
otherwise .
(23)
The total variation distance between the average limiting
probability P¯ (λ) and U is
∥∥P¯ (λ)− U∥∥ = 2(N −1)/N2 ∼
1/N , so P¯ (λ) approaches U for large N .
Next, we numerically evaluate the IPR defined in Eq.
(5) for the probability distribution in Eq. (17). As ex-
pected from the previous results about the probability
distribution (see also Fig. 2), the IPR does not show
a clear periodicity, it strongly fluctuates, and there are
instants of time when it gets closer to 1, meaning that
the walker is more localized (Fig. 5). Following the con-
jecture by Ahmadi et al. [19] about the instantaneous
uniform mixing, for N > 4 also the numerical results
about the IPR suggest there is no delocalization. How-
ever, for large N the probability distribution in Eq. (17)
approaches the uniform one, and so the IPR approaches
1/N .
Finally, we focus on the time evolution of the coherence
of an initially localized walker before it reaches the vertex
opposite to the initial one. Under the assumption t 1
we can approximate the time evolution of the density
matrix as follows:
ρ(t) ≈
(
I − iHt− 1
2
H2t2
)
ρ(0)
(
I + iHt− 1
2
H2t2
)
≈ ρ(0)− it [Hρ(0)− ρ(0)H]
− 1
2
t2
[H2ρ(0)− 2Hρ(0)H+ ρ(0)H2] . (24)
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FIG. 5: Inverse participation ratio (IPR) for a walker initially
localized in the central vertex of the cycle graph. Numerical
results suggest that for t > 0 the IPR reaches neither the
lower bound 1/N (green dashdotted line), i.e. the delocaliza-
tion, nor the upper bound 1 (orange dashed line), i.e. the
localization. The fact that the (de)localization is achievable
or not is most likely related to the choice of N and λ. This
choice, in turn, might result in the commensurability or in-
commensurability of the periods of the cosine functions en-
tering the definition of the probability (18). For large N the
IPR approaches 1/N . Indeed, in such a limit the probability
distribution of the walker approaches the uniform one (see
Eqs. (18)). Results for λ = 0.2.
Then, we compute the coherence of such approximated
state and expand the result up to O(t). The behavior
characterizing the earlier steps of the time evolution of
the coherence is therefore
C(λ, t) = 4(|λ|+ |1 + 4λ|)t+O(t2) , (25)
which is minimum for λ = −1/4 (Fig. 6). The lat-
ter is the value that makes the nearest-neighbor hopping
−(1 + 4λ) null and only the next-nearest-neighbor hop-
ping survives (see Eq. (A7) in Appendix A).
20
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C 
/ t
-1.0 -0.5 0.0 0.5 1.0
λ
-4(1+5λ)
4(1+3λ)
4(1+5λ)
 4 ( |λ| + |1+4λ| )
FIG. 6: Ratio of the coherence at short times in Eq. (25) and
the time as a function of λ. The minimum is for λ = −0.25.
The exact numerical results of the coherence at later
times are shown in Fig. 7. At short times, we observe
that for λ > −1/4 the coherence increases with λ→ 1−,
it is minimum for λ = −1/4, and for λ < −1/4 the
n |en〉 εn µn
0 |e0〉 = 1√
N
N−1∑
k=0
|k〉 0 1
1
∣∣el1〉 = 1√
l(l+1)
(
l−1∑
k=0
|k〉 − l |l〉
)
N N − 1
with l = 1, . . . , N − 1
TABLE II: Eigenvectors |en〉, eigenvalues εn with multiplicity
µn of the graph Laplacian in the complete graph.
coherence increases with λ→ −1+, as expected from the
approximation in Eq. (25).
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 λ =  0.00
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FIG. 7: Coherence for a walker initially localized in the center
of the cycle graph with N=5. For t  1 the minimum is for
λ = −0.25, as expected from the linear approximation in Eq.
(25).
B. Complete graph
In the complete graph each vertex is adjacent to all
the others, so its degree is N − 1. Hence, the Laplacian
matrix is
L =

N − 1 −1 · · · · · · −1
−1 . . . . . . ...
...
. . .
. . .
. . .
...
...
. . .
. . . −1
−1 · · · · · · −1 N − 1

. (26)
The eigenproblem related to Eq. (26) is solved in Table
II. The unperturbed system has two energy levels:
(i) the level ε0 = 0, having eigenstate |e0〉, is common
to all simple graphs and it is not degenerate since
the complete graph is connected;
(ii) the (N − 1)-degenerate level ε1 = N , having or-
thonormal eigenstates
∣∣el1〉, with l = 1, . . . , N − 1.
7The perturbed Hamiltonian is diagonal in the same
eigenbasis, so the unitary evolution in Eq. (2) has matrix
representation in the position basis
Uλ(t) = 1
N
JN + e−i(N+λN
2)t
(
1N − 1
N
JN
)
, (27)
where JN is the N×N all-ones matrix and 1N the N×N
identity matrix. In a complete graph all the vertices are
equivalent, hence an initially localized state will show the
same time evolution |j(t)〉 independently of the vertex
chosen. Indeed, we have
|j(t)〉 =e−i(N+λN2)t|j〉
+
1
N
(
1− e−i(N+λN2)t
)N−1∑
i=0
|i〉 . (28)
To simplify the notation, since all the vertices in the
complete graph are equivalent, we denote the starting
vertex by |0〉. The probabilities of finding the walker in
|0〉 or elsewhere, |1 ≤ i ≤ N − 1〉, at time t for a given
value of λ are periodic (Fig. 8)
P0(0, t|λ) = 1− 4(N − 1)
N2
sin2 (ωN (λ)t) , (29)
P0(i, t|λ) = 4
N2
sin2 (ωN (λ)t) , (30)
where the angular frequency
ωN (λ) =
1
2
(N + λN2) (31)
depends on λ. Hence, the walker comes back periodi-
cally to the starting vertex and can be found in it with
certainty. This occurs for tk = 2kpi/(N + λN
2), with
k ∈ N. Increasing the order of the graph makes the angu-
lar frequency higher, and limN→+∞ P0(0, t|λ) = 1, while
limN→+∞ P0(i, t|λ) = 0. The perturbation affects the
periodicity of the probabilities, by increasing or lowering
the unperturbed angular frequency in Eq. (31) depend-
ing on the choice of N and λ. For λ∗ := −1/N ∈ [−1, 1]
the angular frequency ωN (λ
∗) = 0, so P0(0, t|λ∗) = 1 and
P0(i, t|λ∗) = 0, i.e. the walker remains in the starting ver-
tex all the time. Moreover, the probability distribution
is symmetric with respect to λ∗. Indeed, ωN (λ∗ ± λ) =
±λN2/2 and sin2 (λN2/2) = sin2 (−λN2/2).
Now, having available the analytical expression of the
probability distribution, we consider the mixing. To
achieve the instantaneous uniform distribution, we need
P0(0, t|λ) = P0(i, t|λ), which leads to sin2(ωN (λ)t) =
N/4. Hence, the exact instantaneous uniformity is pos-
sible only for N = 2, 3, 4. The total variation distance
between the P (t|λ) and the uniform distribution U is
‖P (t|λ)− U‖ = 2(1 − 1/N)∣∣1− 4/N sin2(ωN (λ)t)∣∣. So,
for large N P (t|λ) is never close to U . On the other hand,
the average probabilities are
P¯0(0|λ) = 1− 2(N − 1)
N2
, (32)
P¯0(i|λ) = 2
N2
. (33)
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FIG. 8: Probability of finding the walker in the starting vertex
P0(0, t|λ) (red solid line) or in any other vertex P0(i, t|λ) (blue
dashed line) as a function of time in the complete graph. The
walker is initially localized in the vertex |0〉. Results for N = 5
and λ = 0.2.
The total variation distance between the average limiting
probability P¯ (λ) and U is
∥∥P¯ (λ)− U∥∥ = 2(1−1/N)(1−
2/N), so P¯ (λ) is never close to U , except for N = 2. In
particular, limN→+∞
∥∥P¯ (λ)− U∥∥ = 2.
These results about the probability distribution and
the mixing are consistent with those by Ahmadi et al.
[19], who studied the equivalent of our unperturbed sys-
tem. Indeed, our perturbation only results in a depen-
dence on λ of the period of the probability distribution.
Next, the IPR defined in Eq. (5) for the probability
distribution in Eqs. (29)–(30) reads as
I(t) =1− 8(N − 1)
N2
sin2(ωN (λ)t)
+
16(N − 1)
N3
sin4(ωN (λ)t) . (34)
As expected from the probability distribution, the IPR
is periodic (Fig. 9) and it reaches the upper bound
1, i.e. the localization of the walker, for tk such that
P0(0, tk|λ) = 1. Again, the perturbation only affects the
periodicity of the IPR. The lower bound Im := mint I of
the IPR actually depends on N :
Im = I(tl) =

1
N
for N ≤ 4 ,
1− 8
N
+
24
N2
− 16
N3
for N > 4 ,
(35)
where
tl

s.t. sin2(ωN (λ)tl) =
N
4
for N ≤ 4 ,
=
2pi(1/2 + l)
N + λN2
for N > 4 ,
(36)
with l ∈ N. Please notice that the two definitions of
Im match in N = 4. For N ≤ 4 there are instants of
time when the walker is delocalized, whereas for N >
4 it is never delocalized, since Im > 1/N . Moreover,
limN→+∞ I = 1, so for large N the walker tends to be
localized in the initial vertex.
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FIG. 9: Inverse participation ratio (IPR) for a walker initially
localized in |0〉 in the complete graph. The IPR periodically
reaches the upper bound 1 (orange dashed line), i.e. the local-
ization, but it does not reach the IPR of the delocalized state
1/N (green dashdotted line). Indeed, for N > 4 the CTQW
on the complete graph does not achieve the instantaneous uni-
form mixing. The lower bound of the IPR is defined in Eq.
(35). For N → +∞ the IPR approaches 1. Indeed, in such
a limit the probability to find the walker in the initial ver-
tex approaches 1, whereas the probability to find it elsewhere
approaches 0 (see Eqs. (29)–(30)). Results for λ = 0.2.
Finally, we focus on the time evolution of the coher-
ence of a walker initially localized in |0〉. Because of the
above mentioned symmetry of the probability distribu-
tion, the same symmetry with respect to λ∗ affects also
the coherence. Indeed, the modulus of the off-diagonal
elements of the density matrix can be expressed in terms
of the square root of probabilities (see Appendix B). We
derive the coherence in Appendix B 2 and the results are
shown in Fig. 10. The coherence involves terms like
sin2(ωN (λ)t), so it is periodic of period T = pi/ωN (λ).
The dependence on the perturbation is encoded only in
the angular frequency ωn(λ). As expected, the coherence
is minimum for λ∗ and for such value it is identically null.
For λ 6= λ∗, it periodically reaches the following extrema
max C = 8(N − 1)(N − 2)
N2
for tk =
(2k + 1)pi
N + λN2
, (37)
min C = 0 for tk = 2kpi
N + λN2
, (38)
with k ∈ N, and assuming N ≥ 2.
C. Star graph
In the star graph, the central vertex is adjacent to all
the others, so its degree is N − 1. On the other hand,
the other vertices are only connected to the central one,
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FIG. 10: Coherence for a walker initially localized in |0〉 in the
complete graph with N = 5. The coherence is minimum, and
in particular it is null, for λ∗ = −1/N = −0.2, as expected.
The coherence is symmetric with respect to λ?, so only data
for λ ≥ λ∗ are shown.
n |en〉 εn µn
0 |e0〉 = 1√
N
N−1∑
k=0
|k〉 0 1
1
∣∣el1〉 = 1√
l(l+1)
(
l∑
k=1
|k〉 − l |l + 1〉
)
1 N − 2
with l = 1, . . . , N − 2
2 |e2〉 = 1√
N(N−1)
[
(N − 1) |0〉 −
N−1∑
k=1
|k〉
]
N 1
TABLE III: Eigenvectors |en〉, eigenvalues εn with multiplic-
ity µn of the graph Laplacian in the star graph.
thus their degree is 1. Hence, the Laplacian matrix is
L =

N − 1 −1 · · · · · · −1
−1 1 0 · · · 0
... 0
. . .
. . .
...
...
...
. . .
. . . 0
−1 0 · · · 0 1

, (39)
where the first row and column refer to the central vertex,
which we label with the 0-th index.
The eigenproblem related to Eq. (39) is solved in Table
III. The unperturbed system has three energy levels:
(i) the level ε0 = 0, having eigenstate |e0〉, is common
to all simple graphs and it is not degerate since the
star graph is connected;
(ii) the (N − 2)-degenerate level ε1 = 1, having or-
thonormal eigenstates
∣∣el1〉, with l = 1, . . . , N − 2;
(iii) the level ε1 = N , having eigenstate |e2〉.
Again, the perturbed Hamiltonian is diagonal in the
same eigenbasis, so the unitary evolution in Eq. (2) has
9matrix representation
Uλ(t) = 1
N
JN + e−i(1+λ)tYN + e−i(N+λN
2)tWN , (40)
where
YN =

0 0 · · · 0
0
... 1N−1 − 1N−1JN−1
0
 (41)
and
WN =

1− 1N − 1N · · · − 1N
− 1N
... 1N(N−1)JN−1
− 1N
 . (42)
For an initially localized state, there are two different
time evolutions. If at t = 0 the walker is in the central
vertex |0〉, then the time evolution is equal to the corre-
sponding one in the complete graph of the same size (see
Eq. (28) for j = 0). Therefore, also the resulting prob-
ability distribution and the coherence are equal between
star and complete graph. Instead, if at t = 0 the walker
is localized in any of the outer vertices, then we have a
different time evolution, e.g.
|1(t)〉 = 1
N
N−1∑
i=0
|i〉+ e−i(1+λ)t
(
|1〉 − 1
N − 1
N−1∑
i=1
|i〉
)
+e−i(N+λN
2)t
(
− 1
N
|0〉+ 1
N(N − 1)
N−1∑
i=1
|i〉
)
. (43)
Please notice that the difference among the vertices in
the star graph is only between the central vertex |0〉 and
the outer ones |1 ≤ i ≤ N − 1〉. All the outer vertices
are equivalent, and this is the reason why we can focus
on |1〉. Indeed, keeping the central vertex as |0〉, we can
always relabel the outer vertices in such a way that the
starting vertex is denoted by |1〉.
The probabilities of finding the walker in the central
vertex |0〉, in the starting vertex |1〉 or in any other outer
vertex |2 ≤ i ≤ N − 1〉 at time t for a given value of λ
are respectively (Fig. 11)
P1(0, t|λ) = 4
N2
sin2(ωN (λ)t) , (44)
P1(1, t|λ) = 1− 4
N(N − 1)
[
(N − 2) sin2(ω1(λ)t)
+
N − 2
N − 1 sin
2[(ωN (λ)− ω1(λ))t]
+
1
N
sin2(ωN (λ)t)
]
, (45)
P1(i, t|λ) = 4
N(N − 1)
[
sin2(ω1(λ)t)
+
1
N − 1 sin
2[(ωN (λ)− ω1(λ))t]
− 1
N
sin2(ωN (λ)t)
]
, (46)
where the angular frequency is defined in Eq. (31).
In particular, P1(0, t|λ) is periodic with period TN :=
pi/ωN (λ), it is symmetric with respect to λ
∗ = −1/N ,
and P1(0, t|λ∗) = 0, which means that the walker lives
only in the outer vertices of the star graph. Instead,
P1(1, t|λ) and P1(i, t|λ) are periodic if and only if the
periods T1, TN , and pi/(ωN (λ) − ω1(λ)) of the sum-
mands are commensurable [47] (we address the period-
icity of the probability distribution in Appendix B 3).
When this happens, then the overall probability distri-
bution is periodic. This happens also for the values
λ = −1,−1/N,−1/(N+1), which make null ω1, ωN , and
ωN−ω1, respectively. For P1(1, t|λ) and P1(i, t|λ) we can
not find a symmetry with respect to λ. Increasing the or-
der of the graph makes the angular frequency higher, and
limN→+∞ P1(1, t|λ) = 1, while limN→+∞ P1(0, t|λ) =
limN→+∞ P1(i, t|λ) = 0. Again, the perturbation af-
fects the probabilities only through the angular frequency
ωN (λ).
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FIG. 11: Probability of finding the walker in the central vertex
P1(0, t|λ) (green dotted line), in the starting vertex P1(1, t|λ)
(red dashed line) or in any other vertex P1(i, t|λ) (blue solid
line) as a function of time in the star graph. The walker is
initially localized in the vertex |1〉. Results for N = 5 and
λ = 0.2.
To study the instantaneous exactly uniform mixing we
assess ‖P (t|λ)− U‖ together with the IPR. By consider-
ing P1(0, t|λ) = 1/N we notice that, independently of λ,
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the instantaneous exactly uniform mixing is never achiev-
able for N > 4, so P (t|λ) is never close to U for large N .
Instead, for 2 ≤ N ≤ 4 the mixing properties strongly
depend on the choice of the couple (N,λ). The instanta-
neous exactly uniform mixing is never achievable for λ∗,
since P1(0, t|λ∗) = 0∀ t, whereas it is achievable, e.g., for
2 ≤ N ≤ 4 ∧ λ = −1/(N + 1) and for N = 2 ∧ λ = −1.
On the other hand, the average probabilities are
P¯1(0|λ) = 2
N2
, (47)
P¯1(1|λ) = 2 +N(N − 1)
2(N − 2)
N2(N − 1)2 , (48)
P¯1(i|λ) = 2[1 +N(N − 1)]
N2(N − 1)2 . (49)
Also in this case, P¯ (λ) is never close to U , except for
N = 2. In particular, limN→+∞
∥∥P¯ (λ)− U∥∥ = 2. Next,
we numerically evaluate the IPR defined in Eq. (5) for
the probability distribution in Eqs. (44)–(46) according
to
I(t) = P 21 (0, t|λ) + P 21 (1, t|λ) + (N − 2)P 21 (i, t|λ) . (50)
As already pointed out before for the probability distri-
bution, the periodicity of the IPR relies upon the com-
mensurability of the periods of the summands. However,
from Fig. 12 we observe that the IPR oscillates between 1
and its minimum value, which grows with N , similarly to
what happens in the complete graph. Even in this case,
for N → +∞ the IPR approaches 1, since the probabil-
ity to find the walker in the initial vertex approaches 1,
whereas the probability to find it elsewhere approaches
0. According to the previous remarks about the instan-
taneous exactly uniform mixing, for N > 4 the IPR is
never close to 1/N , i.e. the walker is never uniformly
delocalized. On the other hand, when the probability
distribution is periodic (for λ in Eq. (B32)), the IPR pe-
riodically reaches 1, since the walker is initially localized
in a vertex and so it periodically comes back to it.
Let us now focus on the time evolution of the coherence
of a walker initially localized in |1〉. Unlike the case of the
complete graph, in the star graphs we do not expect the
coherence to be symmetric with respect to λ. We derive
the coherence in Appendix B 3 and the results are shown
in Fig. 13. The coherence shows a complex structure
of local maxima and minima. However, the coherence is
smoother and periodic for the values of λ defined in Eq.
(B32) in Appendix B 3, e.g. λ = −1,−1/N,−1/(N + 1).
Indeed, for such values the overall probability distribu-
tion (44)–(46) is periodic.
III. CHARACTERIZATION
In this section we address the estimation of the param-
eter λ that quantifies the amplitude of the perturbation
H1 in the CTQW Hamiltonian (1). Our main goal is
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FIG. 12: Inverse participation ratio (IPR) for a walker ini-
tially localized in |1〉 in the star graph. The lower bound
1/N (delocalization) is represented by the green dashdotted
line, whereas the upper bound 1 (localization) by the orange
dashed line. For N → +∞ the IPR approaches 1. Indeed, in
such a limit the probability to find the walker in the initial
vertex approaches 1, whereas the probability to find it else-
where approaches 0 (see Eqs. (44)–(46)). Results for λ = 0.2.
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FIG. 13: Coherence for a walker initially localized in |1〉 in
the star graph with N = 5. The coherence is smooth and
periodic for λ∗ = −1/N = −0.2.
assess whether and to which extent, we may determine
the value of λ using only a snapshot of the walker dy-
namics, i.e. performing measurements at a given time t.
To this aim, let us briefly review some useful concepts
from classical and quantum estimation theory [48]. The
main goal of classical estimation theory is to find and
estimator, i.e a function λˆ that, taking as input n experi-
mental data {xi}i=1,...,n whose probabilistic distribution
P (xi|λ) depends on λ, gives the most precise estimate of
the parameter. A particular class of λˆ are the unbiased
estimator, for which the expectation value is the actual
value of the parameter λ, i.e.
Eλ[λˆ] =
∫
dxP (x|λ)λˆ(x) ≡ λ . (51)
The main result regarding the precision of an estima-
tor λˆ is given by the Crame´r-Rao Bound, which sets a
lower bound on the variance of any unbiased estimator λˆ,
provided that the family of distribution P (x|λ) realizes
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a so-called regular statistical model (see below). In this
case, the variance of any unbiased estimator λˆ satisfies
the inequality
σ2(λˆ) ≥ 1
nFc(λ) , (52)
where Fc(λ) is the Fisher Information (FI) of the proba-
bility distribution P (x|λ)
Fc(λ) =
∫
dx
∂λ(P (x|λ))2
P (x|λ) . (53)
We remind that regular models are those with a con-
stant support, i.e. the region for which P (x|λ) 6= 0 does
not depend on the parameter λ, and with non-singular
Fisher information. If the hypotheses above are not sat-
isfied, estimators with vanishing variance may be easily
found. Optimal estimators are those saturating the above
inequality, and it can be proved that for n→ +∞ maxi-
mum likelihood estimators attain the lower bound [49].
In a quantum scenario, the parameter must be encoded
in the density matrix of the system In turn, a quan-
tum statistical model is defined as a family of quantum
states {ρλ} parametrized by the value of λ. In order
to extract information from the system, we need to per-
form measurements, i.e. positive operator-valued mea-
sure (POVM) {Em}, where m is a continuous or discrete
index labeling the outcomes. Thanks to the Born rule, a
conditional distribution naturally arises
P (m|λ) = Tr{ρλEm} . (54)
Unlike the classical regime, the probability depends both
on the state and on the measurement, so we can suitably
choose them to get better estimates. In particular, given
a family of quantum states {ρλ}, we can find a POVM
which maximizes the FI Fc(λ), i.e.
Fc(λ) ≤ Fq(λ) = Tr
{
ρλΛ
2
λ
}
, (55)
where Λλ is the Symmetric Logarithmic Derivative (SLD)
implicitly defined as
ρλΛλ + Λλρλ
2
= ∂λρλ , (56)
and Fq(λ) is the Quantum Fisher Information (QFI). The
optimal POVM saturating the inequality in Eq. (55) is
given by the projectors on the eigenspaces of the SLD.
Since Fq(λ) = maxEm{Fc(λ)}, we have a more precise
bound on σ2(λˆ) which goes by the name of Quantum
Crame´r-Rao (QCR) inequality
σ2(λˆ) ≥ 1
nFq(λ) . (57)
This establishes the ultimate lower bound of the preci-
sion in estimating a parameter λ encoded in a quantum
state. Notice that the QCR is valid for regular quantum
statistical model, i.e. families of quantum states made of
density matrices with constant rank (i.e. the rank does
not depend on the parameter) and leading to a nonsin-
gular QFI [50–52].
In the present work we focus on pure states subjected
to the unitary evolution in Eq. (2), i.e. |ψλ(t)〉 =
Uλ(t) |ψ(0)〉. For such states the QFI reads as
Fq(t, λ) = 4
[
〈∂λψλ(t)|∂λψλ(t)〉 − |〈ψλ(t)|∂λψλ(t)〉|2
]
.
(58)
Dealing with CTQWs on a graph, a reasonable and sig-
nificant measurement is the position one. For such a
measurement the FI reads as
Fc(t, λ) =
N−1∑
i=0
(∂λP (i, t|λ))2
P (i, t|λ) , (59)
where P (i, t|λ) is the conditional probability of finding
the walker in the i-th vertex at time t when the value of
the parameter is λ.
For a unitary time evolution where the perturbation
H1 commutes with the unperturbed Hamiltonian H0
(which is our case, see Eq. (1)), the evolution simpli-
fies to
Uλ(t) = e−it(H0+λH1) = e−itH0e−itλH1 . (60)
Then, the QFI has a simple representation in terms of
the perturbation and of time. Indeed, if our probe |ψ〉
at time t = 0 does not depend on λ and undergoes the
evolution Uλ(t), at a later time t > 0 we have that
|ψλ(t)〉 = e−itH0e−itλH1 |ψ〉 , (61)
|∂λψλ(t)〉 = e−itH0(−itH1)e−itλH1 |ψ〉 . (62)
Thus, since [H0,H1] = 0, we can write the QFI as a
function of the initial probe and time as follows
Fq(t) = 4t2
[〈ψ|H21|ψ〉 − 〈ψ|H1|ψ〉2]
= 4t2〈(∆H1)2〉 . (63)
The QFI is therefore quadratic in time and the quantity
in square brackets can be interpreted as the variance of
the operatorH1 on the probe |ψ〉. We emphasize that the
QFI does not depend on the parameter λ to be estimated.
This is due to the unitary nature of the interaction, and
to the fact that the probe |ψ〉 does not initially depend
on λ. Please refer to Appendix C for the details about
the analytical derivation of the formulas of the QFI and
FI shown in the following.
A. Localized states
The first probes we use to study the achievable pre-
cision on the estimation of λ are the localized state
|ψ(0)〉 = |j〉, for which we have already found the dy-
namics in the previous section. In the following we de-
note the state obtained under the unitary time evolution
by |j(t, λ)〉.
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1. Cycle graph
The time evolution of an initially localized state in the
complete graph is provided in Eq. (16). For this state,
the QFI turns out to be
Fq(t) = 136t2 . (64)
We point out that the QFI is independent of N , of the
parameter λ, and it is quadratic in time (consistently
with Eq. (63)). Because of the cumbersome expression of
the probability distribution in Eq. (18), we numerically
evaluate the FI by definition (see Eq. (59)) and we just
plot the results in Fig. 14. Numerical results suggest that
the FI never reaches the QFI. However, due to the form
of the probability distribution (18), particular behaviors
strongly depend on the choice of N and λ.
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FIG. 14: Quantum (black solid line) and classical Fisher In-
formation (colored non-solid lines) of position measurement
for an initially localized state in the cycle graph. Results for
N = 5.
2. Complete Graph
The time evolution of an initially localized state in the
complete graph is provided in Eq. (28). For this state,
the QFI turns out to be
Fq(N, t) = 4N2(N − 1)t2 . (65)
We point out that the QFI is O(N3), is independent of
the parameter λ, and it is quadratic in time (consistently
with Eq. (63)).
The FI of position measurement is
Fc(N, t, λ) = 4N
4t2(N − 1) cos2 (ωN (λ)t)
N2 − 4(N − 1) sin2 (ωN (λ)t)
, (66)
with ωN (λ) defined in Eq. (31). As expected accord-
ing to the symmetry of the graph, both the QFI and
the FI do not depend on the starting vertex j, i.e. the
estimation is completely indifferent to the choice of the
initially localized state. Instead, unlike the QFI, the FI
does depend on λ. As observed for the probability dis-
tribution and the coherence in Sec. II B, even the FI
is symmetric with respect to λ∗ = −1/N . In particular,
Fc(t, λ∗) = Fq(t). However, we recall that P0(0, t|λ∗) = 1
and P0(i, t|λ∗) = 0, i.e. the walker is in the starting ver-
tex all the time. In this case the hypotheses leading to
the Crame´r-Rao Bound (52) do not hold, since the model
is not regular, and the bound may be easily surpassed.
Indeed, if we perform the measurement described by the
POVM {|0〉〈0|,1 − |0〉〈0|}, the variance of the estima-
tor is identically zero, outperforming both classical and
quantum bounds.
For λ 6= λ∗, the periodicity of the probabilities in Eqs.
(29)–(30) results in a dependence of the FI on λ and an
analogous oscillating behavior (Fig. 15). The FI reaches
periodically its local maxima when the numerator is max-
imum and the denominator is mininum, and these max-
ima saturate the Quantum Crame´r-Rao Bound
Fc(tk, λ) = Fq(tk, λ) . (67)
This occurs for tk = 2kpi/(N + λN
2), with k ∈ N, i.e.
when the walker is completely localized and we definitely
find it in the initial vertex (see Eq. (29)). Indeed, in the
probability distribution the parameter λ is encoded only
in the angular frequency, thus knowing when the walker
is certainly in the initial vertex means knowing exactly its
period, and thus the parameter λ. However, to perform
such a measurement one needs an a priori knowledge of
the value of the parameter. In fact, the POVM saturating
the Quantum Crame´r-Rao Bound (57) strongly depends
on the parameter λ.
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FIG. 15: Quantum (black solid line) and classical Fisher In-
formation (colored non-solid lines) of position measurement
for an initially localized state in the complete graph. The
same results are obtained for a walker initially localized in
the central vertex |0〉 of the star graph of the same size. The
FI is optimal for λ∗ = −1/N = −0.2. Results for N = 5.
3. Star Graph
The time evolution of the state localized in the center
of the star graph is equivalent to that of a localized state
in the complete graph, as already pointed out in Sec.
II C. Then, for this state the QFI and FI are provided in
Eq. (65) and in Eq. (66), respectively (see Fig. 15).
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Things change when we consider a walker initially lo-
calized in one of the outer vertices of the star graph, i.e.
in any vertex of index 1 ≤ j ≤ N − 1. Its time evolution
is provided in Eq. (43) and the corresponding QFI turns
out to be
Fq(N, t) = 4t2(N2 +N − 2) . (68)
We point out that the QFI is O(N2), is independent of
the parameter λ, and it is quadratic in time (consistently
with Eq. (63)).
Because of the cumbersome expression of the FI (see
Appendix C 4), here we just plot the results in Fig. 16.
Unlike the complete graph, for the star graph there is no
saturation of the Quantum Crame´r-Rao Bound. Notice,
however, that for λ∗ = −1/N the walker cannot reach
the central site and, in principle, one may exploit this
feature to build a non regular model, as we discussed in
the previous Section.
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FIG. 16: Quantum (black solid line) and classical Fisher In-
formation (colored non-solid lines) of position measurement
for a walker initially localized in an outer vertex of the star
graph. Results for N = 5.
B. States maximizing the QFI
In the previous Sections, we have studied how local-
ized states behave as quantum probes for estimating the
parameter λ of the perturbation. However, we might be
interested in finding the best estimate for such param-
eter by searching for the state ρλ maximizing the QFI,
hence minimizing the variance σ2(λˆ). For this purpose,
it is worth introducing an alternative formula for QFI.
When there is only one parameter to be estimated and
the state is pure, the QFI reads as
Fq(λ, t) = lim
δλ→0
8 (1− |〈ψλ(t)|ψλ+δλ(t)〉|)
δλ2
, (69)
where |ψλ(t)〉 = exp{−iHt} |ψλ(0)〉. Eq. (69) involves
the modulus of the following scalar product:
〈ψλ(t)|ψλ+δλ(t)〉 = 〈ψ(0)|Uδλ(t)|ψ(0)〉 , (70)
where
Uδλ(t) := e
+i(H0+λH1)te−i[H0+(λ+δλ)H1]t
= e−iδλH1t , (71)
is a unitary operator given by the product of two unitary
operators related to the time evolutions for λ and λ+δλ.
The last equality holds since [H0,H1] = 0.
The QFI strongly depends on the quantum state con-
sidered. To maximize the QFI, we recall the following
lemma by K. R. Parthasarathy [53].
Lemma 1. Let W be any unitary operator in the fi-
nite dimensional complex Hilbert space H with spectral
resolution
∑k
j=1 e
iθjPj where e
iθ1 , . . . , eiθk are the dis-
tinct eigenvalues of W with respective eigenprojections
P1, . . . , Pk. Define
m(W ) = min
‖ψ‖=1
|〈ψ|Wψ〉|2 . (72)
Then the following hold:
(i) If there exists a unit vector |ψ0〉 such that
〈ψ0|Wψ0〉 = 0, then m(W ) = 0.
(ii) If 〈ψ|Wψ〉 > 0 for every unit vector |ψ〉, then
m(W ) = min
i 6=j
cos2
(
θi − θj
2
)
. (73)
Furthermore, when the right-hand side is equal to
cos2
(
θi0−θj0
2
)
,
m(W ) = |〈ψ0|Wψ0〉|2 (74)
where
|ψ0〉 = 1√
2
(|ei0〉+ |ej0〉) (75)
and |ei0〉 and |ej0〉 are arbitrary unit vectors in the
range of Pi0 and Pj0 respectively.
The idea is to exploit the Lemma to compute the
QFI, by letting |ψ(0)〉 = |ψ0〉 and by identifying W with
Uδλ(t), since 〈ψλ(t)|ψλ+δλ(t)〉 = 〈ψ0|Uδλ(t)|ψ0〉, so that
Fq(λ, t) = lim
δλ→0
8
[
1−√m(Uδλ(t))]
δλ2
. (76)
Indeed, the state |ψ0〉 in Eq. (75) maximizes the QFI
by minimizing the modulus of the scalar product in Eq.
(70). The unit vectors involved by |ψ0〉 are eigenvectors
of the unitary operator in Eq. (71) and so, ultimately, of
H1. In particular, such states are those whose eigenval-
ues minimize Eq. (73). The eigenvalues of the unitary
operator in Eq. (71) are eiθj = e−iδλtε
2
j , with {ε2j} eigen-
values of H1 = H20, being {εj} those of H0 = L. Thus,
we can identify θj = −δλtε2j . Because of this relation,
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and being t ≥ 0, we may assume |ei0〉 and |ej0〉 to be the
eigenstates corresponding to the lowest and the highest
energy eigenvalue. Indeed, in the limit for δλt → 0 the
cosine in Eq. (73) is minimized by maximizing the dif-
ference θi − θj . Then, the QFI reads as follows:
Fq(t) = t2(ε2max − ε2min)2 = t4ε4max . (77)
Because of the choice of the state |ψ0〉, which involves the
lowest and the highest energy eigenstates, the first equal-
ity follows from Eq. (63), whereas the second equality
holds since εmin = 0 for simple graphs. We obtain the
same result by taking the limit for δλt → 0 of Eq. (73),
as shown in Appendix C 1. An eventual phase difference
between the two eigenstates in Eq. (75) would result in
the same QFI, but a different FI, as shown in Appendix
C 5.
1. Cycle graph
The cycle graph is sensitive to the parity of N . At
t = 0 the state |ψ0〉 maximizing the QFI is:
|ψ(±)0 〉 =
1√
2
(|emin〉+ |e(±)max〉) , (78)
where |emin〉 is the ground state, corresponding to the
eigenvalue εmin = 0, while |e(±)max〉 is the eigenstate cor-
responding to the highest energy level and it depends on
the parity of N . For even N it is unique, whereas for odd
N the highest energy level is doubly degenerate, which is
the reason for the ± sign (see Eqs. (14)–(15) and Table
I). In particular, for even N the optimal state reads as
|ψ0〉 =
√
2
N
N/2−1∑
k=0
|2k〉 , (79)
i.e. a superposition of the position states corresponding
to even vertices.
The resulting QFI is
Fq(t) =
{
256t2 if N is even ,
16
[
1 + cos
(
pi
N
)]4
t2 if N is odd ,
(80)
i.e. it is independent of the parameter λ of the perturba-
tion and grows quadratically in time. Only the QFI for
odd N depends on N , and for large N it approaches the
QFI for even N , which does not depend on N .
Even the FI discriminates between even and odd N ,
because of the ambiguity in choosing the highest energy
eigenstate for odd N (see Appendix C 2). For even N
Fc(t) = Fq(t), thus the position measurement is optimal.
For odd N , the FI depends on the choice of the highest
energy state. Both the eigenstates for n = (N ± 1)/2 in
Table I lead to Fc(t) = Fq(t). Instead, if we choose the
linear combinations of them in Eqs. (14)–(15), the FI of
position measurement is no longer optimal, as shown in
Fig. 17.
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FIG. 17: Quantum (black solid line) and classical Fisher In-
formation (colored non-solid lines) of position measurement
for the states maximizing the QFI in the cycle graph for odd
N : (a)
∣∣ψ+0 〉, where the highest energy state is Eq. (14); and
(b)
∣∣ψ−0 〉, where the highest energy state is Eq. (15). Indeed,
the highest energy level is doubly degenerate. While the QFI
does not depend on the choice of the highest energy state,
the FI does. In particular, the FI is equal to the QFI when
we choose the highest energy state by definition (Table I). In-
stead, when we choose Eq. (14) or (15), the FI never reaches
the QFI. Results for N = 5.
2. Complete graph
The complete graph has two distinct energy levels, and
a possible choice of the state maximizing the QFI (at
t = 0) is the following
|ψl0〉 =
1√
2
(|e0〉+ |el1〉) , (81)
where |e0〉 is the ground state, corresponding to the
eigenvalue ε0 = 0, while |el1〉, with l = 1, . . . , N − 1, is
the eigenstate corresponding to the highest energy level
ε1 = N , which is (N−1)-degenerate (see Table II). Then,
we are free to choose any eigenstate from the eigenspace
{|el1〉} (or even a superposition of them) and the QFI will
be always
Fq(N, t) = N4t2 . (82)
The QFI is independent of the parameter λ, is quadratic
in time, and it is O(N4), thus greater than the QFI for
a localized state, see Eq. (65).
On the other hand, the position Fisher Information
does depens on the choice of |el1〉. As an example, let us
consider the two states
|ψ10〉 =
1√
2
(|e0〉+ |e11〉) , (83)
|ψN−10 〉 =
1√
2
(|e0〉+ |eN−11 〉 , (84)
which are equivalent from the point of view of the QFI
(both maximize it), but they are not from that of the FI
(see Fig. 18). Indeed, such states lead to the following
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FI
Fc(|ψ10〉;N, t, λ) =
4t2N4(N + 2) sin2(2tωN (λ))
(N + 2)2 − 8N cos2(2tωN (λ)) , (85)
Fc(|ψN−10 〉;N, t, λ) =
4(N − 1)N4t2 sin2(2tωN (λ))
N2 − 4(N − 1) cos2(2tωN (λ)) .
(86)
In both cases the FI is symmetric with respect to λ∗ =
−1/N , and for such value it vanishes. The local maxima
occur for tk = pi(k + 1/2)/(N + λN
2), with k ∈ N, and
are
Fmaxc (|ψ10〉;N, tk, λ) =
4N4
N + 2
t2k , (87)
Fmaxc (|ψN−10 〉;N, tk, λ) = 4(N − 1)N2t2k . (88)
For these superpositions the FI never reaches the value
of the QFI (82), so performing a position measurement
on |ψl0〉 is not an optimal measurement.
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FIG. 18: Quantum (black solid line) and classical Fisher Infor-
mation (colored non-solid lines) of position measurement for
two of the states maximizing the QFI in the complete graph:
(a)
∣∣ψ10〉 and (b) ∣∣ψN−10 〉. Indeed, due to the degeneracy of
the highest energy level, there exist several states providing
the same maximum QFI. While the QFI does not depend on
the choice of such states, the FI does. In both cases, the FI
vanishes for λ∗ = −1/N = −0.2. Results for N = 5.
3. Star graph
In the star graph the state maximizing QFI (at t = 0)
is
|ψ0〉 = 1√
2
(|e0〉+ |e2〉) , (89)
where |e0〉 is the ground state, corresponding to the
eigenvalue ε0 = 0, while |e2〉 is the eigenstate correspond-
ing to the highest energy level ε2 = N (see Table III).
The resulting QFI
Fq(N, t) = N4t2 (90)
is equal to that of the complete graph, because of the
same eigenvalues involved (see Eq. (82)). The QFI is
independent of the parameter λ, is quadratic in time,
and it is O(N4), thus greater than the QFI for a localized
state, see Eq. (68).
Since the highest energy level is not degenerate, there
is no ambiguity in the state maximizing the QFI. For
such state the FI reads as
Fc(N, t, λ) = 4(N − 1)N
4t2 sin2(2tωN (λ))
N2 − 4(N − 1) cos2(2tωN (λ)) , (91)
which exactly matches with Eq. (86), so please also refer
to Fig. 18(b). The FI is symmetric with respect to λ∗ =
−1/N , and for such value it vanishes. The local maxima
are (88), so the FI for these states never equals the QFI
(90).
C. General Graph
In this section we prove that for a specific class of
graphs the maximum QFI is always equal to N4t2, pro-
vided that the probe of the system is the one given by
the Parthasarathy’s Lemma 1, i.e. the state (75). In-
deed, according to this lemma, in order to find quantum
probes maximizing the QFI, we need to search for sys-
tems whose eigenvalues separation is maximum. For a
graph of N vertices with no loops, the row sums and the
column sums of the graph Laplacian LN are all equal to
0 and the vector (1, . . . , 1) is always an eigenvector of L
with eigenvalue 0. It follows that any Laplacian spec-
trum contains the zero eigenvalue and to maximize the
QFI we need to find graphs having the largest maximum
eigenvalue.
Following Ref. [54], the Laplacian spectrum of a graph
G(V,E) is the set of the eigenvalues of LN
SL(G) = {µ1 = 0, µ2, . . . , µN} , (92)
where the eigenvalues µi are sorted in ascending order.
To study the maximum eigenvalue µN we introduce the
complementary graph G¯ of G. The complementary graph
G¯ is defined on the same vertices of G and two distinct
vertices are adjacent in G¯ if and only if they are not adja-
cent in G. So, the adjacency matrix A¯ can be straightfor-
wardly derived from A by replacing all the off-diagonals
0s with 1s and all the 1s with 0s. In other words
A¯N = JN − 1N −AN , (93)
where JN denotes the N ×N all-ones matrix and 1N the
N × N identity matrix. A vertex in G can be at most
adjacent to N − 1 vertices, since no loops are allowed.
Then, the degree d¯j of a vertex in G¯ is N − 1 − dj , i.e.
the complement to N−1 of the degree of the same vertex
in G. The diagonal degree matrix is therefore
D¯N = (N − 1)1N −DN . (94)
In conclusion, the Laplacian matrix L¯N associated to G¯
is
L¯N = D¯N − A¯N = N1N − JN − LN . (95)
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Ref. [54] reports the following result, of which we offer
an explicit proof.
Lemma 2. Any eigenvector ~n of LN is an eigenvector
of L¯N . If the eigenvalue of ~n for LN is 0, then it is 0
also for L¯N . If the eigenvalue of ~n for LN is µi, then the
eigenvalue for L¯N is N − µi. Thus, the spectrum of L¯N
is given by
SL¯(G¯) = {0, N − µN , . . . , N − µ2} , (96)
where the eigenvalues are still sorted in ascending order.
Proof. Let ~n = (n1, . . . , nN ) be the generic eigenvector
of LN . Since every row sum and column sum of LN is
zero, there are two kinds of eigenvector.
(i) The first eigenvector is n1 = · · · = nN = 1 with
eigenvalue µ1 = 0, so JN~n = N~n. Then
L¯N~n = (N1N − JN − LN )~n = 0 , (97)
i.e. the eigenvector of LN with eigenvalue µ1 = 0 is
an eigenvector of L¯ with same eigenvalue.
(ii) The other eigenvectors, whose eigenvalues µi can be
different from 0, must be orthogonal to the first one.
In other words, these eigenvectors must satisfy the
condition
∑N
i=1 ni = 0, so JN~n = 0. Then
L¯N~n = (N1N − JN − LN )~n = (N − µ)~n , (98)
i.e. the eigenvector of LN with eigenvalue µi is an
eigenvector of L¯N with eigenvalue N − µi.
Any LN is positive-semidefinite [54], i.e. µi ≥ 0 ∀ i,
so this holds for L¯N too. Considering SL¯(G¯), it follows
that µN ≤ N , i.e. the largest eigenvalue is bounded
from above by the number of vertices N . Moreover, the
second-smallest eigenvalue µ2 of LN is the algebraic con-
nectivity of G: it is greater than 0 if and only if G is
a connected graph. Indeed, the algebraic multiplicity of
the eigenvalue 0 is the number of connected components
of the graph [55–57]. Then, the largest eigenvalue of LN
is µN = N if the complementary graph G¯ is disconnected.
Indeed, if G¯ has at least two distinct components, then
the second-smallest eigenvalue of L¯N is N − µN = 0.
Lemma 3. Given a graph G and its Laplacian spectrum
SL(G) = {0, µ2, . . . , µN}, the largest laplacian eigenvalue
µN is bounded from above by
µN ≤ N , (99)
and the equality is saturated only if the complementary
graph G¯ is disconnected.
This result in spectral graph theory has a direct impact
on our estimation problem. Since our perturbation is the
square of the graph Laplacian, the maximum QFI is given
by Eq. (77) and involves the lowest and the greatest
eigenvalue of the Laplacian spectrum. Hence, we obtain
the following lemma.
Lemma 4. The simple graphs G whose complementary
graph G¯ is disconnected are the only ones providing the
maximum QFI for the estimate of the parameter λ in Eq.
(1). For such graphs, the largest eigenvalue of the graph
Laplacian is N and the lowest is 0. This results in the
following maximum QFI
Fmaxq (N, t) = t2N4 . (100)
This lemma allows us to predict whether or not a graph
will maximize the QFI and which value the QFI will take,
with no need to diagonalize its Laplacian. Both the com-
plete graph, whose G¯ has N disconnected components,
and the star graph, whose G¯ has 2 disconnected compo-
nents, provide the maximum QFI (100), as proved in Sec.
III B 2 and Sec. III B 3, respectively. Other examples of
graphs satisfying the Lemma 4 are the wheel graph (the
union of a N -star and a (N − 1)-cycle) and the complete
bipartite graph.
In Sec. III B 1 we have proved that the cycle graph has
a different maximum QFI, see Eq. (80). The spectrum
of the Laplacian is shown in Table I. As expected, the
minimum eigenvalue µ1 = 0, but the maximum eigen-
value µN = 4 is for even N . This value saturates Eq.
(99) if and only if N = 4. Indeed, the complementary
graph of the cycle with 4 vertices has two disconnected
components. Thus the 4-cycle satisfies the Lemma 4 and
provides the QFI (100). Instead, for N > 4 the comple-
mentary graph of the cycle graph is connected and the
resulting QFI is always lower than (100). For N = 2 and
N = 3 the cycle graph is nothing but a complete graph,
which we can refer to for the results.
IV. DISCUSSION AND CONCLUSIONS
In this paper we have investigated the dynamics and
the characterization of continuous-time quantum walks
(CTQW) with Hamiltonians of the form H = L + λL2,
being L the Laplacian (Kirchoff) matrix of the under-
lying graph. In particular, we have paid attention to
CTQW on cycle, complete, and star graphs, as they de-
scribe paradigmatic models with low/high connectivity
and/or symmetry. In the following we summarize and
discuss our results, starting from the dynamical aspects.
On the cycle graph the probability distribution over
the sites is symmetric with respect to the starting vertex
and involves sums of cosine functions, with the quadratic
term in the Hamiltonian affecting their angular frequen-
cies. We have numerically evaluated the probability and,
in the considered time interval, our results suggest the
presence of revivals in the initial vertex. On the other
hand, revivals are not exact given the incommensura-
bility of the periods of the cosine functions. We have
also considered the variance of the position, and as long
as the tails of the wavefunction do not meet each other
in the vertex opposite to the initial one, the spreading
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QFI FI
cycle complete star cycle complete star
Localized states O(1) O(N3) O(N2) O(1) O(N3) O(N2)
Maximum QFI states O(1) O(N4) O(N4) O(1) O(N3) O(N3)
TABLE IV: Asymptotic behavior of the quantum Fisher information and of the classical Fisher information for large size N of
the cycle, complete, and star graphs, for localized and maximum QFI states.
FI
cycle complete star
Localized states O(t2) O(t2) O(t2)
Maximum QFI states O(t2) for energy eigenstates in Table I O(t4) O(t4)
O(t4) for odd N and highest energy eigenstate (14) or (15)
TABLE V: Behavior at short times t of the classical Fisher information of the cycle, complete, and star graphs, for localized and
maximum QFI states. The maximum QFI state is the superposition of the ground state and the highest energy eigenstate. The
QFI is always O(t2), even at short and long times, as can be seen from Eq. (63), since the perturbation H1 is time-independent.
is ballistic independently of the perturbation. Indeed,
in this regime, we have σ2(t) = [40(λ − λ0)2 + 2/5]t2,
where λ0 = −1/5 is the value at which the next-nearest-
neighbor hopping equals the nearest-neighbor hopping.
The variance is therefore symmetric with respect to λ0
and the perturbation only affects the speed of the walker
through the prefactor. Numerical results also suggest
that instantaneous uniform mixing is not achievable for
N > 4. On the other hand, the average probability
distribution approaches the uniform one for large N .
These findings are consistent with the results from the
inverse participation ratio (IPR), where the numerical
results show that there is no complete localization for
t > 0, confirming the absence of exact revivals. Finally,
upon evaluating the coherence for short times, we found
that it has a minimum for λ = −1/4, for which the
nearest-neighbor hopping amplitude vanishes, and the
next-nearest-neighbor hopping one does not.
In the complete graph all the vertices are equivalent,
and the probability distribution shows exact revivals in
the initial vertex. For large N the walker is strongly
localized in the initial vertex and the probability distri-
bution is symmetric with respect to λ∗ = −1/N , which
is the value for which the angular frequency appearing
in the distribution vanishes. Exact instantaneous mixing
is achievable only for N = 2, 3, 4, whereas the average
probability distribution is never close to the uniform one,
except for N = 2. These findings are consistent with the
results from the IPR, which is periodic in time. More-
over, the larger N , the more localized is the walker. Also
coherence is periodic, and it vanishes for λ = λ∗.
For the star graph, when the initial vertex is the cen-
tral one, the dynamics is equivalent to the dynamics of
an initially localized walker in a complete graph of the
same size. For this reason, we have focussed attention to
a walker initially localized in an outer vertex. The proba-
bility distribution shows revivals in the initial vertex, and
for large N the walker is strongly localized in the initial
vertex. Whether the revivals are exact or not, it depends
on the size of the graph and on λ. The instantaneous
exactly uniform mixing is only achievable for 2 ≤ N ≤ 4
and it strongly depends on the choice of (N,λ). The
average probability distribution is never close to the uni-
form one, except for N = 2. These findings are consistent
with the results from the IPR, where, analogously to the
complete graph, the larger is N , the more localized is
the walker. The coherence is characterized by a complex
structure of local maxima e minima. However, it is pe-
riodic and smoother for the values of λ which make the
overall probability distribution periodic (see Eq. (B32)
in Appendix B 3).
Concerning characterization, we have addressed the
optimal estimation of the parameter λ by evaluating the
quantum Fisher information (QFI) and the Fisher infor-
mation (FI) of position measurements, both for localized
states and for states maximizing the QFI. Upon exploit-
ing Parthasarathy’s lemma we have found that states
maximizing the QFI are equally-weighted linear combina-
tion of the eigenstates corresponding to the minimum and
maximum eigenvalues of the perturbation. Moreover, we
have found that the simple graphs whose complemen-
tary graph is disconnected are the only ones providing
the maximum QFI Fmaxq (N, t) = N4t2. For the others
graph, we sum up the asymptotic behavior of the (Q)FI
for large N in Table IV and for t 1 in Table V.
For the cycle graph, the QFI of a localized state is
quadratic in time and independent of the perturbation
and of the size N of the graph. The FI of position mea-
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surement shows local maxima in which it is close to the
QFI. On the other hand, the QFI for the optimal states is
quadratic in time, independent of the perturbation, but
it does depend on N . For even N , the FI is optimal, i.e.
it equals the QFI. For odd N , the highest energy level
is doubly degenerate. The FI is optimal when the state
maximizing the QFI involves one of the two eigenstates
corresponding to the highest energy level, but the FI is
no longer optimal when considering a linear combination
of these two.
For the complete graph, the QFI of a localized state
is again quadratic in time, it scales as O(N3) with the
size of the graph, and it is independent of the perturba-
tion. The FI of position measurement is symmetric with
respect to the value λ∗ = −1/N , and the periodicity of
the probability distribution leads to oscillations in the FI,
which grow in time. The local maxima of the FI equal
the QFI, i.e. there are instants of time in which the po-
sition measurement is optimal. This happens when the
walker is exactly localized in the initial vertex. Indeed,
knowing when the walker is back corresponds to know-
ing exactly its period, and thus the parameter λ. The
minima of the FI, instead, are equal to 0. The QFI of
the optimal states is quadratic in time, scales as O(N4)
(greater than the QFI for the localized state), and it is in-
dependent of the perturbation. The highest energy level
is (N − 1)-degenerate, and therefore the FI depends on
the choice of the corresponding eigenstate in the opti-
mal state. We have considered two different eigenstates∣∣e11〉 and ∣∣eN−11 〉, and the resulting FI shows an oscillat-
ing behavior which amplifies in time. However, its local
maxima do not match the curve of the QFI. The FI is
symmetric with respect to λ∗ = −1/N , and it vanishes
for such value.
For the star graph, the QFI of a localized state (outer
vertex) is quadratic in time, scales as O(N2), and it is
independent of the perturbation. The FI of position mea-
surements shows an oscillating behavior, which amplifies
in time. However, the local maxima of the FI do not
match the QFI. The QFI of the optimal state is equal to
that of the complete graph, i.e. it is quadratic in time,
scales as O(N4) (greater than the QFI for the localized
state), and it is independent of the perturbation. The
highest energy level is not degenerate, so there is no am-
biguity in the state maximizing the QFI. For such state,
the FI turns out to be equal to that of the state involving∣∣eN−11 〉 in the complete graph.
In conclusion, in this paper we have discussed in details
the dynamics and the characterization of continuous-time
quantum walks (CTQW) in the presence of a quadratic
perturbation, i.e. governed by Hamiltonians of the form
H = L + λL2, where L is the Laplacian matrix of
the underlying graph. We have discussed the proper-
ties of CTQW on cycle, complete and star graphs as
they represent paradigmatic examples of simple graphs
with low/high connectivity and/or symmetry. Our re-
sults indicate the general quantum features of CTQWs
on graphs, e.g. ballistic spreading, revivals, interference
and creation of coherence are still present in their per-
turbed versions. On the other hand, novel interesting
effects emerge, such as the dependence of the speed of
the walker on the perturbation amplitude λ, and the
appearance of symmetries in the behavior of coherence
and localization, due to the trade-off between nearest-
neighbor and next-nearest-neighbor hopping amplitudes.
Besides fundamental interest, our detailed analysis may
find applications in the design of enhanced algorithms on
graphs, and as a necessary ingredient to study dephasing
and decoherence.
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Appendix A: Origin of the perturbation λL2 for the
cycle graph
In this appendix we show that modeling the perturba-
tion as the square of the graph Laplacian for the cycle
graph naturally arises from the spatial discretization of
the Hamiltonian, in the continuum, having a perturba-
tion in pˆ4.
To begin with, we consider an infinite line, i.e. a one-
dimensional lattice of equally spaced sites (lattice param-
eter d). Being the space discretized, we approximate the
spatial derivatives as finite differences [58]:
∂2fn
∂x2
=
1
d2
(fn+1 − 2fn + fn−1) +O(d2) , (A1)
∂4fn
∂x4
=
1
d4
(fn+2 − 4fn+1 + 6fn − 4fn−1 + fn−2)
+O(d2) . (A2)
The Hilbert space of our system is spanned by the po-
sition states {|n〉 |n ∈ Z}. The position states form an or-
thonormal basis, on which the generic state is expanded
as |ψ〉 = ∑n ψn |n〉. Since the differential operators act
on the wavefunction ψn = 〈n|ψ〉 [59] according to Eqs.
(A1)–(A2), it follows that the unperturbed Hamiltonian
is
H0 = −γ
[∑
n
(|n− 1〉〈n|+ |n+ 1〉〈n|)− 2I
]
, (A3)
while the perturbation due to gravity corrections (see
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Sec. I) is
λH1 := β
m
p40
= −γλ
[∑
n
(− |n− 2〉〈n|+ 4 |n− 1〉〈n|
+4 |n+ 1〉〈n| − |n+ 2〉〈n|)− 6I
]
, (A4)
with I =
∑
n |n〉〈n| the identity. We define the hopping
amplitude
γ := − ~
2
2md2
, (A5)
and the dimensionless real parameter
λ :=
2β~2
d2
. (A6)
Then, the total Hamiltonian H = H0 + λH1 reads as
H = −γ
{∑
n
[−λ |n+ 2〉〈n|+ (1 + 4λ) |n+ 1〉〈n|
+(1 + 4λ) |n− 1〉〈n| − λ |n− 2〉〈n|]− (2 + 6λ)I
}
.
(A7)
The perturbation H1 affects the nearest-neighbor hop-
ping (which is proper of the unperturbed Hamiltonian
H0), the on-site energies ∝ I, and introduces the next-
nearest-neighbor hopping.
Now we refine the Hamiltonian in Eq. (A7) for the
cycle graph (Fig. 1(a)) and set γ = 1. A cycle graph,
indeed, can be thought as a finite line of N sites, in-
dexed from 0 to N − 1, with periodic boundary condi-
tions (PBC), that is |n±M〉 := |(n±M) mod N〉, with
M ∈ N. The unperturbed Hamiltonian is
H0 =
N−1∑
n=0
[−(1− δn,N−1) |n+ 1〉〈n|
−(1− δn,0) |n− 1〉〈n|] + 2I + B0 . (A8)
The terms related to |n± 1〉〈n| are accountable for the
hopping within the line and prevent the walker from get-
ting out of the line, e.g., (1− δN−1,N−1) |N〉〈N − 1| = 0.
On the other hand, the term
B0 := − |N − 1〉〈0| − |0〉〈N − 1| (A9)
encodes the PBC. The matrix representation of this
Hamiltonian is the graph Laplacian of the cycle graph
in Eq. (7).
The perturbation is
H1 =
N−1∑
n=0
[(1− δn,N−1)(1− δn,N−2) |n+ 2〉〈n|
− 4(1− δn,N−1) |n+ 1〉〈n| − 4(1− δn,0) |n− 1〉〈n|
+(1− δn,0)(1− δn,1) |n− 2〉〈n|] + 6I + B1 ,
(A10)
where again the former terms are accountable for the
hopping within the line and
B1 := 4B0+|N − 2〉〈0|+|0〉〈N − 2|+|N − 1〉〈1|+|1〉〈N − 1|
(A11)
encodes the PBC. Its matrix representation is
H1 =

6 −4 1 0 · · · · · · 0 1 −4
−4 6 −4 1 . . . . . . 1
1 −4 . . . . . . . . . . . . 0
0 1
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . . 1 0
0
. . .
. . .
. . .
. . . −4 1
1
. . .
. . . 1 −4 6 −4
−4 1 0 · · · · · · 0 1 −4 6

, (A12)
and it is symmetric and circulant. One can easily check
that the square of Eq. (7) returns Eq. (A12). Alter-
natively, one can prove it by explicitly considering the
Hamiltonians in Eq. (A8) and Eq. (A10).
Appendix B: Analytical derivation of the results for
the dynamics
The dynamics of the system is essentially encoded in
the time evolution of the density matrix. For an initially
localized state |j〉, the density matrix is given by ρ(t) =
|j(t)〉〈j(t)|, whose generic element in the position basis is
ρm,n(t) = 〈m|Uλ(t)|j〉〈j|U†λ(t)|n〉 , (B1)
where the time-evolution operator Uλ(t) is defined in Eq.
(2).
The probability distribution as a function of time is
given by the diagonal elements of the density matrix:
Pj(i, t|λ) = |〈i|j(t)〉|2 = 〈i|j(t)〉〈j(t)|i〉 = ρi,i(t) . (B2)
The modulus of the off-diagonal elements of the density
matrix entering the definition of coherence in Eq. (6) can
also be expressed in terms of probabilities:
|ρm,n(t)| = |〈m|Uλ(t)|j〉||〈n|Uλ(t)|j〉|
=
√
Pj(m, t|λ)Pj(n, t|λ) = |ρn,m(t)| , (B3)
where the probabilities are provided in Eq. (B2).
1. Cycle Graph
First, we prove the symmetry with respect to the start-
ing vertex j of the probability distribution in Eq. (17),
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i.e. Pj(j + k, t|λ) = Pj(j − k, t|λ). The left-hand side of
this equation is
Pj(j + k, t|λ) = 1
N2
N−1∑
n,m=0
e−i(E
λ
n−Eλm)tei
2pi
N (n−m)(−k) .
(B4)
Now, letting l = N −n (q = N −m) be the new summa-
tion indices, and since εN−l = εl (εN−q = εq), we have
that
Pj(j + k, t|λ) = 1
N2
N∑
l,q=1
e−i(E
λ
l −Eλq )tei
2pi
N (q−l)k
=
1
N2
N−1∑
l,q=0
e−i(E
λ
l −Eλq )tei
2pi
N (l−q)[j−(j−k)]
= Pj(j − k, t|λ) , (B5)
The second equality holds since the summand of index
l = N (q = N) is equal to that of index l = 0 (q = 0).
Indeed, according to Table I, the virtual EλN is equal to
Eλ0 (the actual energies have index running from 0 to
N − 1). In addition, exp{i 2piN (q − l)k} returns the same
value if evaluated in l = N (q = N) or l = 0 (q = 0).
Instead, deriving the average probability distribution
in the cycle graph requires some expedients. The instan-
taneous probability distribution is provided in Eq. (17),
and the average one follows from Eq. (4). Since the
summations are over a finite number of terms, we may
interchange the limit and the integral operations with the
summations, i.e.
P¯j(k|λ) = 1
N2
N−1∑
m,n=0
ei
2pi
N (n−m)(k−j)Inm , (B6)
where
Inm := lim
T→+∞
1
T
∫ T
0
e−i(E
λ
n−Eλm)tdt . (B7)
The issue of evaluating such quantity is related to the
degeneracy of the distinct energy levels {εn} defining
Eλn := εn + λε
2
n (see Table I). Moreover, we have to dis-
tinguish even and odd N .
Even N For even N , there are N/2+1 distinct energy
levels. The ground state n = 0 and the highest energy
state n = N/2 are unique, whereas the remaining energy
levels have degeneracy 2. Then, for a given n
In,m =

1 if m = n = 0 ∨m = n = N/2 ,
1 if (m = n ∨m = N − n) ∧ (n 6= 0, N/2) ,
0 otherwise .
(B8)
The average probability distribution is therefore
P¯j(k|λ) = 1
N2
1 + 1 + N−1∑
n=1,
n 6=N/2
(
1 + ei
2pi
N (2n−N)(k−j)
)
=
1
N2
2 +N − 2 + N−1∑
n=1,
n 6=N/2
ei
4pin
N (k−j)

=
1
N2
[
N +
N−1∑
n=1
ei
4pin
N (k−j) − ei2pi(k−j)
]
=

1
N2 (N +N − 1− 1) if k = j
∨k = j +N/2 ,
1
N2 (N − 1− 1) otherwise ,
(B9)
from which Eq. (22) follows.
Odd N For odd N , there are (N+1)/2 distinct energy
levels. The ground state n = 0 is unique, whereas the
other energy levels have degeneracy 2. Then, for a given
n
In,m =

1 if m = n = 0 ,
1 if (m = n ∨m = N − n) ∧ n 6= 0 ,
0 otherwise .
(B10)
The average probability distribution is therefore
P¯j(k|λ) = 1
N2
[
1 +
N−1∑
n=1
(
1 + ei
2pi
N (2n−N)(k−j)
)]
=
1
N2
[
1 +N − 1 +
N−1∑
n=1
ei
4pin
N (k−j)
]
=
{
1
N2 (N +N − 1) if k = j ,
1
N2 (N − 1) otherwise ,
(B11)
from which Eq. (23) follows.
2. Complete Graph
The complete graph has two energy levels (see Table
II), thus the unitary time-evolution operator has the fol-
lowing spectral decomposition:
Uλ(t) = |e0〉〈e0|+ e−2iωN (λ)t
N−1∑
l=1
|el1〉〈el1| , (B12)
being ωN (λ) defined in Eq. (31). By computing the
matrix elements of this operator on the vertex states, we
recover its matrix representation in the position basis (see
Eq. (27)). Therefore, the time evolution of an initially
localized state |j〉 is easily obtained as the j-th column
of such matrix and is equal to Eq. (28). Knowing the
state at a later time t > 0, we can determine the density
matrix ρ(t) = |j(t)〉〈j(t)| in the position basis:
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ρ(t) =

Aj×j B†j Aj×(N−j−1)
Bj 1−A(N − 1) BN−j−1
A(N−j−1)×j B†N−j−1 A(N−j−1)×(N−j−1)
 . (B13)
It is a block matrix where Am×n = AJm×n, Bn = BJ1×n is a row vector, and
A =
4
N2
sin2(ωN (λ)t) , (B14)
B =
4
N2
sin2(ωN (λ)t) +
1
N
(
e−2itωN (λ) − 1
)
. (B15)
Then, we can evaluate the probability distribution
Pj(k, t|λ) according to Eq. (B2), which provides the re-
sults in Eqs. (29)–(30).
Lastly, the coherence of an initially localized state fol-
lows from Eq. (6) and (B13) and reads as
C(ρ) = 2(N − 1)|B|+ (N − 1)(N − 2)|A|
=
4(N − 1)
N
[
N − 2
N
sin2(ωN (λ)t)
+
√
4(1−N)
N2
sin4(ωN (λ)t) + sin
2(ωN (λ)t)
]
.
(B16)
3. Star graph
The star graph has three energy levels (see Table III),
thus the unitary time-evolution operator has the follow-
ing spectral decomposition:
Uλ(t) =|e0〉〈e0|+ e−2itω1
N−2∑
l=1
|el1〉〈el1|
+ e−2itωN |e2〉〈e2| , (B17)
being ωN (λ) defined in Eq. (31). Again, by computing
the matrix elements of this operator on the vertex states,
we recover its matrix representation in the position ba-
sis (see Eq. (40)). Therefore, the time evolution of an
initially localized state |j〉 is easily obtained as the j-th
column of such matrix and is equal to Eq. (43) for j 6= 0.
Recall that for j = 0 results are the same of an initially
localized vertex in the complete graph of the same size.
Knowing the state at a later time t > 0, we can deter-
mine the density matrix ρ(t) = |j(t)〉〈j(t)| in the position
basis:
ρ(t) =

D A†j−1 A∗ + C∗ A
†
N−j−1
Aj−1 B(j−1)×(j−1) F†j−1 B(j−1)×(N−j−1)
A+ C Fj−1 1 +B + E + E∗ FN−j−1
AN−j−1 B(N−j−1)×(j−1) F†N−j−1 B(j−1)×(j−1)
 . (B18)
It is a block matrix where the sub-matrices are
Am = AJm×1 , (B19)
Bm×n = BJm×n , (B20)
Fn = (B + E)J1×n , (B21)
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and the scalar values are
A =
1
N(N − 1)
[
4
N
sin2 (tωN (λ)) + e
−2it(ω1(λ)−ωN (λ)) − e−2itωN (λ)
]
, (B22)
B =
4
N(N − 1)
[
1
N − 1 sin
2 [t(ω1(λ)− ωN (λ))] + sin2 (ω1(λ)t)− 1
N
sin2 (ωN (λ)t)
]
, (B23)
C =
1
N
e−2itω1(λ)
[
1− e2itωN (λ)
]
, (B24)
D =
4
N2
sin2 (tωN (λ)) , (B25)
E = e−2itω1(λ)
[
1
N
+
e2itωN (λ)
N(N − 1) −
e2itω1(λ)
N − 1
]
. (B26)
Then, we can evaluate the probability distribution
Pj(k, t|λ) according to Eq. (B2), which provides the re-
sults in Eqs. (44)–(46).
It is still pending the question about the periodicity
of the probability distribution. Ultimately, the overall
probability distribution is periodic if and only if the pe-
riods of the sine functions involved by the probabilities
(44)–(46) are commensurable. Since such sine functions
are squared, the periods are:
T1(λ) :=
pi
ω1(λ)
=
2pi
1 + λ
, (B27)
TN (λ) :=
pi
ωN (λ)
=
2pi
N + λN2
, (B28)
TN,1(λ) :=
pi
ωN (λ)− ω1(λ) =
2pi
(N − 1)[1 + λ(N + 1)] ,
(B29)
being ωN (λ) defined in Eq. (31). Two non-zero real
numbers are commensurable if their ratio is a rational
number. The idea is therefore to express both T1(λ) and
TN,1(λ) as multiple integers of TN (λ). From the ratio
T1(λ)/TN (λ) we get
T1(λ) =
N(1 + λN)
1 + λ
TN (λ) =: p
λ
NTN (λ) , (B30)
with λ 6= −1 ∧ λ 6= −1/N , and from TN,1(λ)/TN (λ)
TN,1(λ) =
N(1 + λN)
(N − 1)[1 + λ(N + 1)]TN (λ) =: q
λ
NTN (λ) ,
(B31)
with λ 6= −1/N ∧ λ 6= −1/(N + 1). Then, we need to
find the value of λ such that pλN , q
λ
N ∈ N at the same
time. Combining the definition of pλN and q
λ
N in Eqs.
(B30)–(B31) we find that they are related to λ and N by
λ =
pλN − qλN (N − 1)
qλN (N
2 − 1)− pλN
. (B32)
Please notice that Eq. (B32) should always be intended
together with Eqs. (B30)–(B31). As an example, for
pλN = q
λ
N we get λ = (2 − N)/(N2 − 2). However, the
period must be unique, so we can not choose any pλN =
qλN . Indeed, for such value of λ we get p
λ
N = q
λ
N = 2.
In the end, by considering the least common multiple of
the latter two integers, the total period of the probability
distribution is
T = lcm(pλN , q
λ
N )TN (λ) . (B33)
To define the above ratios (B30)–(B31) between the
different periods, we have discarded the values λ =
−1,−1/N,−1/(N + 1) because they make ω1, ωN , and
ωN −ω1 to vanish, respectively. However, for such values
the overall probability distribution is actually periodic.
To see this explicitly, let p, q ∈ Z, and see that we can
recover them from Eq. (B32) for q = 0, q = −p, and
p = 0, respectively. Indeed, since these values of λ lead
to vanishing angular frequency, the corresponding sine
functions are vanishing too, and a constant function is
trivially periodic (see Eqs. (44)–(46)).
Lastly, the coherence of an initially localized state
|j 6= 0〉 follows from Eq. (6) and it requires the mod-
ulus of the off-diagonal elements of the density matrix.
We can compute them as the modulus of the elements in
Eq. (B18) or by exploiting their definition in Eq. (B3),
where the probabilities Pj(n, t|λ) are provided in Eqs.
(44)–(46). Given the counting of the different matrix el-
ements, and since |ρm,n(t)| = |ρn,m(t)|, the coherence
reads as
C(ρ) =2|A+ C|+ 2(N − 2)|B + E|
+ 2(N − 2)|A|+ (N2 − 5N + 6)|B| , (B34)
where the number that multiplies |B| follows from the
fact that a N × N matrix has a total of N2 − N off-
diagonal elements.
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Appendix C: Fisher Information and Quantum
Fisher Information for localized states and states
maximizing the QFI
In this appendix we prove the analytical results about
the relation between the Quantum Fisher Information
(58) and the Fisher Information (59) in the different
graphs. We provide the Fisher Information for a lo-
cal position measurement whose POVM is given by
{|0〉〈0| , |1〉〈1| , . . . , |N − 1〉〈N − 1|}, i.e. by the projectors
on the vertex states. The Parthasarathy’s lemma 1 leads
to the QFI in Eq. (82), because the state maximizing
the QFI involves the ground state and the highest energy
eigenstate. The highest energy level might be degenerate,
but choosing any eigenstate of such level results in the
same QFI. Instead, the Fisher information does depend
on the choice of the highest energy eigenstate involved.
1. Alternative proof of the maximum QFI
We can also prove the formula of the QFI in Eq. (77)
by approximating Eq. (76).
Proof. Let us assume that [H0,H1] = 0 and let {n} be
the eigenvalues of H1. We take advantage of the relation
between the eigenvalues of H1 and those of the unitary
operator in Eq. (71). Indeed, in the limit for δλt→ 0 we
have that
Fq(t) = 8
δλ2
[
1−
√
min
i 6=j
cos2
(
δλt(i − j)
2
)]
≈ 8
δλ2
[
1−
√
min
i 6=j
(
1− δλ
2t2
4
(i − j)2
)]
=
8
δλ2
[
1−
√
1− δλ
2t2
4
max
i6=j
(i − j)2
]
≈ 8
δλ2
[
1− 1 + δλ
2t2
8
max
i6=j
(i − j)2
]
= t2(max − min)2 . (C1)
Finally, Eq. (77) follows from H1 = H20. So, n = ε2n,
with εn eigenvalues of H0 = L, and εmin = 0 for simple
graphs.
2. Cycle graph
Localized state According to the spectral decomposi-
tion in Table I, we consider the time-evolving localized
state |j(t)〉 in Eq. (16). According to the definition of
QFI in Eq. (58), we have to evaluate the following quan-
tities
〈∂λj(t, λ)|∂λj(t, λ)〉 = 70t2 , (C2)
|〈j(t, λ)|∂λj(t, λ)〉|2 = 36t2 , (C3)
since
N−1∑
n=0
[
2
(
1− cos
(
2pij
N
))]4
= 70N , (C4)
N−1∑
n=0
[
2
(
1− cos
(
2pij
N
))]2
= 6N , (C5)
from which follows the QFI in Eq. (64). Instead, the
expression of the FI is tricky. Indeed, the expression of
the probability in Eq. (17), or Eq. (18), is cumbersome
and we can not find a more manageable form of the FI
than its explicit definition in Eq. (59).
States maximizing the QFI In the cycle graph the
ground state is unique, whereas the degeneracy of the
highest energy level depends on the parity of N (see Ta-
ble I). We define Eλ = εmax + λε
2
max, where εmax is the
highest energy eigenvalue of H0 (see Eq. (10) and Eq.
(12) for even and odd N , respectively).
For even N , according to Eq. (78) the state maximiz-
ing the QFI is
|ψ0(t)〉 = 1√
2N
N−1∑
k=0
[
1 + (−1)ke−iEλt] |k〉 , (C6)
and the maximum QFI in Eq. (80) follows from the def-
inition in Eq. (58). Then, the time-evolving probability
distribution associated to a position measurement is
PM (k, t|λ) = 1
N
[
1 + (−1)k cos(Eλt)
]
(C7)
and has the following derivative
∂λPM (k, t|λ) = (−1)
k+1
N
ε2maxt sin(Eλt) , (C8)
being εmax defined in Eq. (10). Hence, observing that
the dependence on the vertex is encoded only into an
alternating sign, the FI is
Fc(N, t, λ) =
=
N/2−1∑
k=0
[
(∂λPM (2k, t|λ))2
PM (2k, t|λ) +
(∂λPM (2k + 1, t|λ))2
PM (2k + 1, t|λ)
]
=
ε4maxt
2 sin2(Eλt)
N2
N/2−1∑
k=0
[
N
1 + cos(Eλt)
+
N
1− cos(Eλt)
]
=
ε4maxt
2 sin2(Eλt)
N2
N
2
2N
sin2(Eλt)
= ε4maxt
2 = Fq(t) .
(C9)
In other words, the position measurement for the state
maximizing the QFI in a cycle graph having an even
number of vertices is optimal, since the corresponding
FI equals the QFI.
For odd N , the situation is trickier: the state maxi-
mizing the QFI is not unique, because of the degeneracy
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of the highest energy level. We may consider the two cor-
responding eigenstates according to Table I, which lead
to the following states maximizing the QFI
∣∣ϕ±0 (t)〉 = 1√
2N
N−1∑
k=0
[
1 + (−1)ke±iθke−iEλt] |k〉 ,
(C10)
where θk = pik/N . On the other hand, as seen in Sec.
II A, we may also consider the linear combinations of such
eigenstates (see Eqs. (14)–(15)), which lead to the fol-
lowing states maximizing the QFI
∣∣ψ+0 (t)〉 = 1√
2N
N−1∑
k=0
[
1 +
√
2(−1)k cos θke−iEλt
]
|k〉 ,
(C11)∣∣ψ−0 (t)〉 = 1√
2N
N−1∑
k=0
[
1 +
√
2(−1)k sin θke−iEλt
]
|k〉 .
(C12)
Under the assumption of odd N , and according to the
following results
N−1∑
k=0
cos2 θk =
N−1∑
k=0
sin2 θk =
N
2
, (C13)
N−1∑
k=0
(−1)ke±iθk = 1 + (−1)
N
1 + e±iθk
oddN
= 0 , (C14)
the maximum QFI in Eq. (80) follows from Eq. (58) and
it does not depend on the choice of these states. Instead,
we prove that the FI does depend on them.
Again, there is an alternating sign which depends on
the vertex. In the following, we will split the sum over
even and odd indices, and for odd N it reads as follows:
N−1∑
k=0
ak =
(N−1)/2∑
k=0
a2k +
(N−1)/2−1∑
k=0
a2k+1 . (C15)
We first consider the states
∣∣ϕ±0 (t)〉 in Eq. (C10). The
time-evolving probability distribution associated to a po-
sition measurement is
P±M (k, t|λ) =
1
N
[
1 + (−1)k cos(Eλt∓ θk)
]
(C16)
and has the following derivative
∂λP
±
M (k, t|λ) =
(−1)k+1
N
ε2maxt sin(Eλt∓ θk) , (C17)
being εmax defined in Eq. (12). Hence the FI is
F±c (
∣∣ϕ±0 〉 ;N, t, λ) =
=
ε4maxt
2
N
(N−1)/2∑
k=0
sin2(Eλt∓ θ2k)
1 + cos(Eλt∓ θ2k)
+
(N−1)/2−1∑
k=0
sin2(Eλt∓ θ2k+1)
1− cos(Eλt∓ θ2k+1)

=
ε4maxt
2
N
(N−1)/2∑
k=0
(1− cos(Eλt∓ θ2k))
+
(N−1)/2−1∑
k=0
(1 + cos(Eλt∓ θ2k+1))

=
ε4maxt
2
N
[
N − 1
2
+ 1 +
N − 1
2
− 1 + 1
]
= ε4maxt
2 = Fq(t, λ) . (C18)
Indeed, for odd N
(N−1)/2∑
k=0
cos(Eλt∓ θ2k)−
(N−1)/2−1∑
k=0
cos(Eλt∓ θ2k+1)
=
N−1∑
k=0
(−1)k cos(Eλt∓ θk) = 0 , (C19)
since
N−1∑
k=0
(−1)k cos θk =
N−1∑
k=0
(−1)k sin θk = 0 . (C20)
Now, we focus on the state
∣∣ψ+0 (t)〉 of Eq. (C11). The
time-evolving probability distribution associated to a po-
sition measurement is
P+M (k, t|λ) =
1
2N
[
1 + 2
√
2(−1)k cos θk cos(Eλt)
+ 2 cos2 θk)
]
(C21)
and has the following derivative
∂λP
+
M (k, t|λ) =
√
2(−1)k+1
N
ε2maxt cos θk sin(Eλt) ,
(C22)
being εmax defined in Eq. (12). Hence the FI is
F+c (
∣∣ψ+0 〉 ;N, t, λ) = 4ε4maxt2 sin2(Eλt)N
×
(N−1)/2∑
k=0
cos2 θ2k
1 + 2
√
2 cos θ2k cos(Eλt) + 2 cos2 θ2k
+
(N−1)/2−1∑
k=0
cos2 θ2k+1
1− 2√2 cos θ2k+1 cos(Eλt) + 2 cos2 θ2k+1
 .
(C23)
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Analogously for
∣∣ψ−0 (t)〉 in Eq. (C12), we find
F−c (
∣∣ψ−0 〉 ;N, t, λ) = 4ε4maxt2 sin2(Eλt)N
×
(N−1)/2∑
k=0
sin2 θ2k
1 + 2
√
2 sin θ2k cos(Eλt) + 2 sin
2 θ2k
+
(N−1)/2−1∑
k=0
sin2 θ2k+1
1− 2√2 sin θ2k+1 cos(Eλt) + 2 sin2 θ2k+1
 .
(C24)
Numerical results suggest that F±c (|ψ0〉± ;N, t, λ) <
Fq(t, λ). Notice that F±c (|ψ0〉± ;N, t, λ = −1/εmax) =
0 ∀ t. Indeed, for such value of λ we have that Eλ = 0.
3. Complete graph
Localized state We consider the time-evolving local-
ized state |j(t)〉 in Eq. (28). According to the definition
of QFI in Eq. (58), we have to evaluate the following
quantities
〈∂λj(t, λ)|∂λj(t, λ)〉 = t2N3(N − 1) , (C25)
|〈j(t, λ)|∂λj(t, λ)〉|2 = t2N2(1−N)2, (C26)
from which follows the QFI in Eq. (65). On the other
hand, the probabilities of finding the walker in a certain
position are provided in Eqs. (29)–(30) and their deriva-
tives are
∂λPj(i 6= j, t|λ) = 2t sin (2tωN (λ)) , (C27)
∂λPj(j, t|λ) = −2(N − 1)t sin (2tωN (λ)) , (C28)
being ωN (λ) defined in Eq. (31). Then, according to Eq.
(59), and since the starting vertex has probability (29),
whereas the others (N − 1) have the same probability
(30), we easily obtain the FI in Eq. (66).
States maximizing the QFI The complete graph has
two energy levels: the ground state is unique, but the
highest energy level is (N − 1)-degenerate (see Table II).
The QFI does not depend on the choice of the eigenstate
of the highest energy level, but the FI does. As an exam-
ple, we consider two different states maximizing the QFI
|ψ10〉 and |ψN−10 〉, i.e. the states in Eq. (81) for l = 1 and
l = N − 1, respectively.
The first state is
|ψ01(t)〉 =
1√
2
[
|e0〉+ 1√
2
e−2itωN (λ) (|0〉 − |1〉)
]
. (C29)
The time-evolving probability distribution associated to
a position measurement is
P 0M (0, t|λ) =
1
4
+
1
2N
+
cos (2tωN (λ))√
2N
, (C30)
P 0M (1, t|λ) =
1
4
+
1
2N
− cos (2tωN (λ))√
2N
, (C31)
P 0M (i, t|λ) =
1
2N
,with 2 ≤ i ≤ N − 1, (C32)
and has the following derivatives
∂λ(P
0
M (0, t|λ)) =
−tN2√
2N
sin(2tωN (λ)) , (C33)
∂λ(P
0
M (1, t|λ)) =
tN2√
2N
sin(2tωN (λ)) , (C34)
∂λ(P
0
M (i, t|λ)) = 0 ,with 2 ≤ i ≤ N − 1. (C35)
Then, being null the (N − 2) contributions from the ver-
tices 2 ≤ i ≤ N − 1, only the probabilities associated to
the vertices |0〉 and |1〉 contribute to the FI, which results
in Eq. (85).
Similarly, the second state is
|ψN−10 (t)〉 =
1√
2
{
|e0〉+ 1√
N2 −N e
−2itωN (λ) [|0〉+ . . .
+|N − 2〉 − (N − 1)|N − 1〉]
}
. (C36)
The time-evolving probability distribution associated to
a position measurement is
PN−1M (i ≤ N − 2, t|λ)
=
1
2(N − 1) +
1
N
√
N − 1 cos (2tωN (λ)) , (C37)
PN−1M (N − 1, t|λ) =
1
2
−
√
N − 1
N
cos(2tωN (λ)) , (C38)
and has the following derivatives
∂λP
N−1
M (i ≤ N − 2, t|λ) =
−tN sin(2tωN (λ))√
N − 1 , (C39)
∂λP
N−1
M (N − 1, t|λ) = tN
√
N − 1 sin(2tωN (λ)) . (C40)
Then, having (N−1) equal contributions from the states
{|i ≤ N − 2〉} and a particular one from |N − 1〉, the FI
results in Eq. (86).
4. Star graph
Localized state We recall that considering the central
vertex as the initial state provides the same results ob-
served in the complete graph of the same size. Thus, we
consider the time-evolving localized state |j(t)〉 in Eq.
(43). According to the definition of QFI in Eq. (58), we
have to evaluate the following quantities
〈∂λj(t, λ)|∂λj(t, λ)〉 = t2
(
N2 +N + 2
)
, (C41)∣∣〈j(t, λ)|∂λj(t, λ)〉∣∣2 = 4t2 , (C42)
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from which follows the QFI in (68) .
According to Eq. (59), to evaluate the FI we also need
the derivatives with respect to λ of the probability dis-
tribution in Eqs. (44)–(46):
∂λP1(0, t|λ) =2t sin(2ωN (λ)t) , (C43)
∂λP1(1, t|λ) =− 2t
N(N − 1)
[
(N − 2) sin(2tω1(λ))
+ (N − 2)(N + 1) sin[2t(ωN (λ)− ω1(λ))]
+N sin(2ωN (λ)t)
]
, (C44)
∂λP1(i, t|λ) = 2t
N(N − 1)
[
sin(2tω1(λ))
+ (N + 1) sin[2t(ωN (λ)− ω1(λ))]
−N sin(2tωN (λ))
]
, (C45)
with 2 ≤ i ≤ N − 1, from which the FI reads as
Fc(N, t, λ) =(∂λP1(0, t|λ))
2
P1(0, t|λ) +
(∂λP1(1, t|λ))2
P1(1, t|λ)
+ (N − 2)(∂λP1(i, t|λ))
2
P1(i, t|λ) . (C46)
States maximizing the QFI In the star graph the state
maximizing the QFI, according to Eq. (89), is
|ψ0(t)〉 = 1√
2
(
|e0〉+ e−2itωN (λ)|e2〉
)
, (C47)
being both the ground and the highest energy levels not
degenerate (see Table III). Then, the time-evolving prob-
ability distribution associated to a position measurement
is
PM (0, t|λ) = 1
2
+
√
N − 1
N
cos(2tωN (λ)) , (C48)
PM (i 6= 0, t|λ) = 1
2(N − 1) −
1
N
√
N − 1 cos(2tωN (λ)) ,
(C49)
and has the following derivatives
∂λPM (0, t|λ) = −tN
√
N − 1 sin(2tωN (λ)) , (C50)
∂λPM (i 6= 0, t|λ) = tN√
N − 1 sin(2tωN (λ)) . (C51)
Hence, the FI is
Fc(N, t, λ) =(∂λPM (0, t|λ))
2
PM (0, t|λ)
+ (N − 1)(∂λPM (i 6= 0, t|λ))
2
PM (i 6= 0, t|λ) . (C52)
5. Maximum QFI states: the role of the phase
factor in the superposition of energy eigenstates
So far we have studied the states maximizing the QFI
without bothering to consider a different linear combi-
nation of the ground state and the highest energy state.
According to the Parthasarathy’s lemma 1, the two eigen-
states defining the state in Eq. (75) are equally weighted.
However, we may suppose the second one to have a phase
factor, i.e
|ψ0〉 = 1√
2
(|e0〉+ eiφ|e1〉) . (C53)
In this section, we study how the phase φ affects the FI
and QFI of CTQWs on graphs. The states |e0〉 and |e1〉
denote the eigenstates of minimum and maximum en-
ergy eigenvalue, respectively, and we know that for sim-
ple graphs |e0〉 = (1, . . . , 1)/
√
N . Moreover, since the
Laplacian matrix is real and symmetric, we can always
deal with real eigenstates.
We already know that the QFI is (77) despite the pres-
ence of a phase shift. Indeed, by a straightforward cal-
culation, we can easily verify that
Fq(t) = t2[∂λEλmax − ∂λEλmin]2 = t2ε4max , (C54)
where Eλmax(min) = εmax(min) +λε
2
max(min) and εmin = 0
for simple graphs. To derive the FI for a position mea-
surement we need the probability distribution, which is
P (i, t|λ) = 1√
N
cos
(
Eλmaxt− φ
)〈i|e1〉
+
1
2
(
1
N
+ 〈i|e1〉2
)
. (C55)
Indeed, dealing with real vectors, the resulting scalar
products are real. The λ-derivative of this probability
distribution is
∂λP (i, t|λ) = − tε
2
max√
N
sin
(
Eλmaxt− φ
)〈i|e1〉 . (C56)
Hence, the FI reads as follows:
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Fc(t|λ) = 2t2ε4max sin2(Eλmaxt− φ)
N−1∑
i=0
〈i|e1〉2
N〈i|e1〉2 + 2
√
N〈i|e1〉 cos(Eλmaxt− φ) + 1
(C57)
= 2t2ε4max sin
2(Eλmaxt− φ)
N−1∑
i=0
〈i|e1〉2[√
N〈i|e1〉+ cos(Eλmaxt− φ)
]2
+ sin2(Eλmaxt− φ)
. (C58)
So, the phase is encoded as a phase shift in all the sine
and cosine functions. However, this does not result in a
global time shift, because the quadratic term in t is not
affected by φ.
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