Introduction
This paper deals with some character values of the symmetric group S n as well as its double coverS n .
Let χ λ (ρ) be the irreducible character of S n , indexed by the partition λ and evaluated at the conjugacy class ρ. Comparing the character tables of S 2 and S 4 , one observes that χ (4) (2ρ) = χ (2) (ρ) χ (2 2 ) (2ρ) = χ (2) (ρ) + χ . This formula appears in Littlewood's book [2] . We include a proof that is based on an 'inflation' of the variables in a Schur function. This is different from one given in [2] , and we claim that it is more complete than the one given there.
Our main objective is to obtain the spin character version of Littlewood's multiple formula (Theorem 2.3). Let ζ λ (ρ) be the irreducible negative character ofS n (cf. [1] ), indexed by the strict partition λ and evaluated at the conjugacy class ρ. One finds character tables (ζ λ (ρ)) in [1] for n 6 14. This time we evidently see that
for λ = (4), (3, 1) and ρ = (3, 1), (1 4 ). The proof of Theorem 2.3 is achieved in a way that is similar to the case of ordinary characters. Instead of a Schur function, we deal with Schur's P-function, which is defined as a ratio of Pfaffians.
Littlewood's multiple formula
We first recall the multiple formula for ordinary characters of the symmetric groups that is due to Littlewood [2, Chapter 8] .
Throughout this section, we fix a positive integer r. Let λ = (λ 1 , . . . , λ N ) be a partition. We always assume that N is at least the length l(λ) of λ. 
. As is well known, the ordinary irreducible characters of the symmetric group S n are parametrized by P (n), the set of all partitions of n. Let χ λ (ρ) denote the irreducible character of S n indexed by λ, evaluated at the conjugacy class determined by the partition ρ. Theorem 1.1 (Littlewood's multiple formula).
for any partitions λ and ρ of n.
Littlewood proved a more general formula in [3, pp. 340-342] . However, in order to contrast the formula with the spin character case, we here deal only with this form. In the rest of this section, we give a simple proof of the theorem by using Schur functions.
Put 
where
the jth column of the matrix A α+δ N (x N ). We first compute the numerator of s rλ (x N,r ):
Let τ ∈ S rN be defined by
Permuting columns of the above matrix according to τ, and setting
From (1) and (2), we see that
We remark here that the right-hand side of the expression in Theorem 1.2 can also be expressed as
In order to translate the above identity of Schur functions into that of irreducible characters of S n , we need the power sum symmetric functions
The well known Frobenius formula is
As for the r-inflation of x N , we have the following simple fact.
Proof. We easily see that
Combining this lemma with the Frobenius formula, we see that
Therefore we have
Since the p ρ are linearly independent, we obtain
as desired. The proof of Lemma 1.3 given here can immediately be extended to the case of partition µ ∈ P (rn) whose r-core is empty. Littlewood's multiple formula is where ε is the sign depending only on µ.
Spin characters
We consider Littlewood's multiple formula for spin characters of symmetric groups. Since the theory of spin characters is Pfaffian by nature, Schur's P-functions play an important role. Here we adopt the definition of P-functions due to Nimmo [6, Appendix] (see also [4, p. 267 
]).
A partition λ = (λ 1 , . . . , λ l ) is said to be strict if λ 1 > . . . > λ l > 0. The set of strict partitions of n is denoted by SP(n).
Let
and
which is a skew-symmetric matrix of N + l rows and columns. Define Pf λ (x N ) to be the Pfaffian of A λ (x N ) if N + l is even, and to be the Pfaffian of A λ (x N+1 ) if N + l is odd, agreeing x N+1 = 0. When λ = ?, we have
It is a good exercise to verify that
Now define Schur's P-function corresponding to the strict partition λ by
Throughout this section we fix a positive odd integer r. The r-inflation of x N is defined, as in Section 1, by x N,r = (x 1 , x 2 , . . . , x rN ) with x kN+i = ω k x i (0 6 k 6 r − 1, 1 6 i 6 N), where ω = exp(2π √ −1/r).
Lemma 2.1.
where c r is a non-zero complex number.
Proof. Put
Then we see that B is a skew-symmetric matrix. We also see that
if N is even, and Here θ = (1, . . . , 1) is a row vector of length r. Put which is a non-zero constant.
Theorem 2.2.
Proof. We give a proof for the case where N + l is even, since the other case can be proved with only a slight modification. Set
.
is an N ×rN matrix. Apply the following elementary row-block and column-block operations successively to the above matrix: Consequently we see that
LetS n (n > 4) be the double cover of the symmetric group S n , which is generated by t 1 , . . . , t n−1 and z subject to the relations
The groupS n can be regarded as a central extention
where Q = {1, z} ∼ = S 2 . The central element z acts on an irreducible representation by ±1. An irreducible representation ofS n is said to be negative if z = −1.
The irreducible negative representations ofS n are parametrized up to associativity by SP(n) [1, Chapter 8] . We denote by ζ λ the character of the irreducible negative representation corresponding to λ ∈ SP(n). These spin characters are related to the P-functions by the following Schur formula [5, p. 64]:
where OP(n) denotes the set of partitions of n consisting of odd parts, ζ λ (ρ) is the value of ζ λ on the conjugacy class determined by ρ ∈ OP(n), and (λ) = 0 n − l(λ) is even 1 n − l(λ) is odd.
Using the Schur formula, we can translate Theorem 2.2 into the following multiple formula for spin characters. for any λ ∈ SP(n) and ρ ∈ OP(n).
Proof. We have 
