Introduction
This paper is concerned with a boundary value problem for minimal Lagrangian submanifolds in R n × R n . Assume that Ω andΩ are strictly convex domains in R n with smooth boundary. We define a complex structure on R n × R n by J(x, y) = (−y, x) for x, y ∈ R n . Any Lagrangian graph Σ over Ω can be written in the form Σ = {(x, ∇u(x)) : x ∈ Ω} for some real-valued function u : Ω → R. Moreover, Σ is a minimal Lagrangian submanifold if and only if there exists a constant c such that
for all x ∈ Ω. Here, F is a real-valued function on the space of symmetric n × n matrices. It is defined by
where λ 1 , . . . , λ n denote the eigenvalues of A. The number c has a geometric interpretation as the Lagrangian angle of Σ. L. Caffarelli, L. Nirenberg, and J. Spruck [2] studied the Dirichlet problem for (#), and provided sufficient conditions for the existence of a classical solution.
In this paper, we construct a solution u of (#) with the additional property that ∇u is a diffeomorphism from Ω toΩ. This boundary condition is very natural geometrically: it implies that the boundary of Σ is a subset of ∂Ω × ∂Ω.
The boundary value problem proposed in this paper is analogous to the second boundary value problem for the Monge-Ampère equation. In dimension 2, P. Delanoë [3] proved that the second boundary value problem for the Monge-Ampère equation has a smooth solution, provided that both domains are convex. This result was extended to higher dimensions by L. Caffarelli [1] and J. Urbas [7] . More recently, J. Urbas [8] proved the solvability of the second boundary value problem for a more general class of Hessian equations.
In order to solve the second boundary value problem associated with (#), we assume that there exists a function v : Ω → R such that ∇v is a diffeomorphism from Ω toΩ and the Lagrangian angle is bounded from below by (n−1)π 2
. Theorem 1. Assume that Ω andΩ are strictly convex domains in R n with smooth boundary. Moreover, we assume that there exists a convex function v : Ω → R such that ∇v is a diffeomorphism from Ω toΩ and
Then there exists a convex function u : Ω → R and a constant c ∈ [
2 ) such that ∇u is a diffeomorphism from Ω toΩ and
for all x ∈ Ω.
We shall prove Theorem 1 using the continuity method:
Clearly, (v, 0) is a solution of (⋆ 1 ). Let
Theorem 1 follows if we can show that I is both open and closed. In order to show that I is closed, we establish a-priori estimates for solutions to (⋆ t ). Suppose that (u, c) is a solution of (⋆ t ). Using the maximum principle, we show that
< nπ 2 (see Propositions 3 and 4 below). The first inequality implies that the product of the smallest and the largest eigenvalue of D 2 u(x) is at least 1. Hence, if u is uniformly bounded in C 2 , then u is uniformly convex. Similarly, the second inequality implies a uniform upper bound for the smallest eigenvalue of D 2 u(x). We then adapt the arguments in [8] to estimate the second derivatives of u. This material is discussed in Section 2 below.
Finally, in Section 3, we prove that all solutions of (⋆ t ) are non-degenerate in the sense that the linearized operator is invertible. This implies that I is an open subset of [0, 1] . From this, Theorem 1 follows.
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2. A-priori estimates for solutions of (⋆ t ) Our goal in this section is to establish a-priori estimates for solutions of (⋆ t ). Since Ω andΩ are strictly convex, we can find uniformly convex boundary defining functions h : Ω → R andh :Ω → R. Since h andh are uniformly convex, we can find a positive constant θ such that n i,j=1
Throughout this section, we assume that (u, c) is a solution of (⋆ t ) for some t ∈ [0, 1]. We define a matrix-valued function A(x) by
for x ∈ Ω. Similarly, we define a matrix-valued function B(x) by
ds for x ∈ Ω. Clearly, A(x) and B(x) are positive definite for all x ∈ Ω.
Lemma 2. We have
Proof. Consider the function H(x) =h(∇u(x)). Since u is convex, we have
for all x ∈ ∂Ω. For each point x ∈ ∂Ω, the vector ∇H(x) is a positive multiple of ∇h(x). Thus, we conclude that
We next establish upper and lower bounds for the Lagrangian angle. These estimates will play a fundamental role in the subsequent arguments.
Proof. We argue by contradiction. Suppose that
Since (u, c) is a solution of (⋆ t ), we obtain
This implies
for all x ∈ Ω. Hence, the function v(x) − u(x) attains its maximum at some point x 0 ∈ ∂Ω. By the Hopf boundary point lemma, there exists a positive real number µ such that ∇v(x 0 ) − ∇u(x 0 ) = µ ∇h(x 0 ). Moreover, since (u, c) is a solution of (⋆ t ), we have ∇h(x 0 ), ∇h(∇u(x 0 )) > 0 by Lemma 2. Thus, we conclude that
On the other hand, we have
sinceh is convex. This is a contradiction.
Proposition 4. We have
Proof. We argue as in the proof of Proposition 3. Suppose that
Since (u, c) is a solution of (⋆ t ), it follows that
From this we deduce that
for all x ∈ Ω. Consequently, the function u(x)−v(x) attains its maximum at some point x 0 ∈ ∂Ω. By the Hopf boundary point lemma, there exists a positive real number µ such that ∇u(
Hence, we obtain
Corollary 5. Let x be a point in Ω, and let λ 1 , . . . , λ n be the eigenvalues of
Proof. By Proposition 4, we have n k=1 arctan(λ k ) ≤ nα. This implies min k=1,...,n arctan(λ k ) ≤ α.
Proposition 6. Fix a smooth function Φ : Ω ×Ω → R, and define
where C is a constant that depends only on the first and second order partial derivatives of Φ.
Proof. The partial derivatives of ϕ(x) are given by
Using the identity n i,j=1
We now fix a point x ∈ Ω. Without loss of generality, we may assume that D 2 u(x) is a diagonal matrix. This implies
. From this the assertion follows.
Proof. Fix a point x ∈ Ω. Without loss of generality, we may assume that D 2 u(x) is a diagonal matrix. It follows from Corollary 5 that max k=1,...,n
where
as claimed.
Proof. Using Corollary 7 and Lemma 8, we obtain n i,j=1
for all x ∈ Ω. Hence, the function C 2 h(x) − H(x) attains its maximum on ∂Ω. Thus, we conclude that C 2 h(x) − H(x) ≤ 0 for all x ∈ Ω.
Corollary 10. We have
for all x ∈ ∂Ω.
Corollary 11. We have
Proof. For each point x ∈ ∂Ω, the vector ∇H(x) is a positive multiple of ∇h(x). This implies n k,l=1
We next prove a uniform obliqueness estimate:
Proposition 12. There exists a constant C 4 such that
Proof. We define a function χ(x) by χ(x) = ∇h(x), ∇h(∇u(x)) .
By Proposition 6, we can find a constant C 3 such that n i,j=1
for all x ∈ Ω. Hence, there exists a point x 0 ∈ ∂Ω such that
Moreover, we can find a non-negative real number µ such that
A straightforward calculation yields
Clearly, n i,j=1
Moreover, we have n i,j=1
is a positive multiple of ∇h(x 0 ). Putting these facts together, we conclude that
From this the assertion follows easily.
Proposition 13. There exists a constant C 5 such that
for all x ∈ Ω and v ∈ R n .
Proof. Fix a point x ∈ Ω. Without loss of generality, we may assume that D 2 u(x) is a diagonal matrix. Using formula (3.6) in [6] , we obtain
. This implies n i,k,l=1
From this the assertion follows.
The following proposition is the final step in the proof of the boundary C 2 estimate: Proposition 14. There exists a constant C 11 such that n k,l=1
for all x ∈ ∂Ω and all v ∈ T x (∂Ω).
For every point x ∈ ∂Ω and every vector v ∈ R n , the vector
is a tangent vector to ∂Ω at x. This implies n k,l=1
From this we deduce that n k,l=1
It follows from Corollary 11 and Proposition 12 that
Moreover, we have
by definition of M . Putting these facts together, we obtain n k,l=1
for all x ∈ ∂Ω and all v ∈ R n . By definition of M , we can find a point x 0 ∈ ∂Ω and a unit vector w ∈ T x 0 (∂Ω) such that n k,l=1
At this point, we choose a smooth function ξ :
, and ξ(s) = s for s ≥ 1 C 4
. We now define
and
for all x ∈ ∂Ω. It follows from Proposition 13 that n i,j=1
for all x ∈ Ω. Moreover, by Proposition 6, there exists a constant C 6 such that
and n i,j=1
for all x ∈ Ω. Therefore, the function
for all x ∈ Ω. Using the maximum principle, we obtain
Moreover, we have sup
Hence, we can find a non-negative real number µ such that ∇g(x 0 ) = µ ∇h(x 0 ). This implies
From this it follows that
We have shown earlier that
for suitable constants C 8 and C 9 . A straightforward calculation shows that n k,l=1
Since H vanishes along ∂Ω, we have n k,l=1
where II(·, ·) denotes the second fundamental form of ∂Ω at x 0 . Moreover, we have
Putting these facts together, we obtain
for some constant C 10 . From this the assertion follows.
Corollary 15. There exists a constant C 12 such that n k,l=1
for all x ∈ ∂Ω and all v ∈ R n .
Proof. It follows from Proposition 14 that n k,l=1
for all x ∈ ∂Ω and all v ∈ R n . Hence, the assertion follows from Proposition 12.
The interior C 2 estimate is standard:
Proposition 16. There exists a constant C 13 such that
for all x ∈ Ω and all v ∈ R n .
Proof. Fix a unit vector v ∈ R n , and define
It follows from Proposition 13 that n i,j=1
for all x ∈ Ω. This implies
Using the maximum principle, we obtain
This completes the proof.
Once we have a uniform C 2 bound, we can show that u is uniformly convex:
Proof. Fix a point x ∈ Ω, and let λ 1 , . . . , λ n be the eigenvalues of D 2 u(x). It follows from the previous proposition that λ k ≤ C 13 for k = 1, . . . , n. On the other hand, we have
by Proposition 3. This implies λ k ≥ 1 C 13 for k = 1, . . . , n.
In the next step, we show that the second derivatives of u are uniformly bounded in C γ (Ω). To that end, we use results of G. Lieberman and N. Trudinger [5] . In the remainder of this section, we describe how the equation (⋆ t ) can be rewritten so as to fit into the framework of Lieberman and Trudinger.
We begin by choosing a smooth cutoff function ϕ :
≤ s ≤ C 13 , and ϕ(s) = 0 for s ≥ 2C 13 . There is a unique function f :
≤ s ≤ C 13 . Moreover, it is easy to see that
We next define a real-valued functionF on the space of symmetric n × n matrices byF
where λ 1 , . . . , λ n denote the eigenvalues of A. Since f ′′ (s) ≤ 0 for all s ∈ R, it follows thatF is a concave function on the space of symmetric n × n matrices.
We next rewrite the boundary condition. To that end, we choose a smooth cutoff function η : R → [0, 1] satisfying η(s) = 1 for s ≥ . For each point x ∈ ∂Ω, we denote by ν(x) the outward-pointing unit normal vector to ∂Ω at x. We define an open set Γ ⊂ ∂Ω × R n by Γ = {(x, p) ∈ ∂Ω × R n : p + t ν(x) ∈Ω for some t ∈ R}.
For each point (x, p) ∈ Γ, we define
for (x, p) ∈ Γ. It is easy to see that G is smooth. Moreover, we have G(x, p + t ν(x)) = G(x, p) + t for all (x, p) ∈ ∂Ω × R n and all t ∈ R. This implies
for all x ∈ Ω and G(x, ∇u(x)) = 0 for all x ∈ ∂Ω.
Proof. It follows from Proposition 16 and Corollary 17 that the eigenvalues of D 2 u(x) lie in the interval [
It remains to show that G(x, ∇u(x)) = 0 for all x ∈ ∂Ω. Fix a point x ∈ ∂Ω, and let p = ∇u(x). Since (u, c) is a solution of (⋆ t ), we have p ∈ ∂Ω and ∇h(x), ∇h(p) > 0. From this we deduce that (x, p) ∈ Γ and τ (x, p) = 0. This implies Φ(x, p) = p. Moreover, it follows from Proposition 12 that ∇h(x), ∇h(p) ≥
, hence η( ∇h(x), ∇h(p) ) = 1. Putting these facts together, we conclude that G(x, p) = −τ (x, p) = 0.
Proposition 18 allows us to invoke general regularity results of Lieberman and Trudinger. By Theorem 1.1 in [5] , the second derivatives of u are uniformly bounded in C γ (Ω) for some γ ∈ (0, 1). Higher regularity follows from standard Schauder estimates.
Corollary 19. The set I is closed.
Invertibility of the linearized operator
In this final section, we show that all solutions to (⋆ t ) are non-degenerate. To prove this, we fix a real number γ ∈ (0, 1). Consider the Banach spaces X = u ∈ C 2,γ (Ω) : Here, the operator L : C 2,γ (Ω) → C γ (Ω) is defined by
Lw(x) = tr I + (D 2 u(x)) 2 −1 D 2 w(x) for x ∈ Ω. Moreover, the operator N : C 2,γ (Ω) → C 1,γ (∂Ω) is defined by N w(x) = ∇w(x), ∇h(∇u(x)) for x ∈ ∂Ω. Clearly, L is an elliptic operator. Moreover, it follows from Lemma 2 that ∇h(x), ∇h(∇u(x)) > 0 for all x ∈ ∂Ω. Hence, the boundary condition is strictly oblique. We claim that B is one-to-one. To see this, we consider a pair (w, a) ∈ X × R such that B(w, a) = (0, 0). This implies Lw(x) = a for all x ∈ Ω and N w(x) = 0 for all x ∈ ∂Ω. Hence, the Hopf boundary point lemma (cf. [4] , Lemma 3.4) implies that w = 0 and a = 0.
It remains to show that B is onto. To that end, we consider the operator B : X × R → Y, (w, a) → (Lw, N w + w + a).
It follows from Theorem 6.31 in [4] thatB is invertible. Moreover, the operatorB − B : X × R → Y, (w, a) → (a, w + a) is compact. Since B is one-to-one, it follows from the Fredholm alternative (cf. [4] , Theorem 5.3) that B is onto. This completes the proof. 
