We prove that the skew product over a linearly recurrent interval exchange transformation defined by almost any real-valued, mean-zero linear combination of characteristic functions of intervals is ergodic with respect to Lebesgue measure.
Introduction
Let T be an ergodic measure-preserving transformation on a probability space (X, B, µ). Given a measurable function f : X → R one can consider the skew product T f on X × R defined by T f (x, t) = (T x, t + f (x)) for all x ∈ X and all t ∈ R. It is immediate that T f preserves µ ⊗ ν where ν is Lebesgue measure on R. Atkinson [Atk76] proved that T f is recurrent with respect to µ ⊗ ν if and only if f has zero mean and Schmidt [Sch77, Theorem 5 .5] proved that T f is conservative if and only if f has zero mean. It is therefore natural to ask whether T f is ergodic with respect to µ ⊗ ν when f has zero mean.
In this paper we are interested in the situation where T is an interval exchange transformation.
We remind the reader that an interval exchange transformation is specified by a permutation For interval exchange transformations with b = 2 (i.e. circle rotations) and varying classes of skewing function f the associated skew product T f was shown to be ergodic by Oren [Ore83] , Hellekalek and Larcher [HL86] , Pask [Pas90] and Conze and Piękniewska [CP14] . For special IETs on more intervals Conze and Frączek [CF11] proved ergodicity for skew products by certain piecewise linear functions. Negative results also occur, as Frączek and Ulcigrai [FU14] showed typical non-ergodicity for a family of IETs with skewing functions that depend on the intervals of the IETs (which were considered for their relation to certain billiards).
In this paper we prove that, for linearly recurrent interval exchange transformations (an ana- The terms "linear recurrent" and "almost every" in Theorem 1.1 require some explanation. We first recall the definition of linear recurrence for interval exchange transformations. Let T be an interval exchange transformation and let β i = λ 1 + · · · + λ i for all 1 ≤ i ≤ b − 1. Put D = {β 1 , . . . , β b−1 }. One says that T satisfies the infinite distinct orbits condition if D ∩ (T n ) −1 D = ∅ for all n ∈ N. Keane [Kea75] proved that the infinite distinct orbits condition implies T is minimal in the sense that every point has dense orbit. An interval exchange transformation T satisfying the infinite distinct orbits condition is said to be linearly recurrent if for which the statement is false is a null set for the Lebesgue measure class on C d .
Our methods also apply to mean-zero step functions f : [0, 1) → Z. The necessary modifications are to (i) replace R d+1 with Z d+1 in the definition of C d and equip (0, 1) d+1 × Z d+1 with the natural Lebesgue measure; (ii) redefine nudges (cf. Section 4.2 below) to remain Z valued. As well as being of intrinsic interest, the resulting skew products are related with Z covers of compact translation surfaces. Given such a cover p :M → M and a direction θ the first return map on any line segment Λ transverse to θ is an interval exchange transformation T on Λ. The first return dynamics on p −1 (Λ) is equivalent to a skew-product T f where f : Λ → Z is a step function. It follows from [KW04] that, for a zero Lebesgue measure but full Hausdorff dimension set of θ the corresponding interval exchange transformation T is linearly recurrent. Given such a direction θ the induced skew product T f and in turn the flow onM in the direction θ are both recurrent provided f has mean zero (cf. [HW12] ).
The proof of Theorem 1.1 is outlined in Section 2 and the details are given in the subsequent sections. We mention here the following questions, in which we are very interested. Question 1.3. Is Theorem 2.5 true with the assumption of linear recurrence weakened to unique ergodicity (or maybe even just minimality)?
,1) . Is T f ergodic as a Z-valued skew product for almost every T ? 
Proving ergodicity
Fix a minimal interval exchange transformation T on [0, 1) and a measurable function f : [0, 1) → R.
As with all skew products T f is said to be recurrent if, for every B ∈ B with µ(B) > 0 and every
for some n ∈ Z \ {0}. Atkinson [Atk76] proved that T f is recurrent if and only if f has zero mean.
Since T is minimal it then follows from [Sch77, Theorem 5.5] that if f has zero mean then T f is conservative. It is therefore reasonable to ask -assuming f has zero mean -whether T f is ergodic with respect to Lebesgue measure m on [0, 1) × R. To answer this question one considers the R 
is all of R. The members of Ess(f ) are the essential values of f . Our main result is therefore a consequence of the following theorem. Other works, for example [CP14] , also prove that the jumps of the step function are essential values. They consider step function skew products over rotations R of the circle, for which one can always find infinitely many times q n such that
both hold for all x. One then seeks to show there are pairs of level sets of
of definite measure where the values of qn−1 i=0 f (R i x) differ by the size of particular jump discontinuities of f . In short, one obtains invariance by looking at sets of definite measure at particular times. We do not suspect that something like the Denjoy-Koksma inequality holds in our context. As a substitute, we show that the size of the jumps of the skewing function are essential values by following a pair of nearby points whose values under the skew differ by the size of a jump discontinuity of f for a defnite proportion of an orbit segment. This approach is outlined below and carried out in Section 3. Such arguments go back at least to Ratner [Rat83] .
In order to prove Theorem 2.1 we study for some B > 0 the transformation S f,B induced by 
F2. The family
{T i [x, x + 2δ 2 k ] : 0 ≤ i < 2 k } of intervals is pairwise disjoint. F3. There is 0 ≤ i < 2 k−1 with p ∈ T i [x, x + δ 2 k ].
F4. No other discontinuity of f belongs to
2 k −1 i=0 T i [x, x + 2δ 2 k ].
F5.
2 k −1 as B → ∞.
The proof of Theorem 2.5 is based on a density points argument with the following steps. The details are given in Section 4. We conclude this section with some preparatory remarks that will be used implicitly in the proofs of the above results. Firstly, given d ∈ N and D ∈ N write C d,D for the set of points in C d
Lemma 2.7. The map
is measurable, and
is measurable for every n in Z and every measurable function φ on [0, 1) × R.
Proof. Writing x 0 = 0, the map
is measurable and (2.8) is simply its restriction to
for all B > 0. Measurability of the sets G 3 (B) follows from Lemma 2.7.
Lastly, for each B > 0 and each ǫ > 0 note that, by Egoroff's theorem, there is set
with m B -measure at least 1 − ǫ on which the sequence
of measures converges uniformly to µ f,B,(x,t) . Write
for any B > 0 and any
as B → ∞ by Markov's inequality.
In various proofs below we will make use of the following lemma, which we do not prove.
Lemma 2.10. Let n → a n be a sequence that Cesàro converges to α. Fix ǫ > 0 and 0 < γ < 1.
There is K ∈ N so large that
Proof of Theorem 2.3
In this section we prove Theorem 2.3. The argument is a modification of a now standard argument that goes back at least to Ratner [Rat83] .
Proof of Theorem 2.3. Fix an ergodic interval exchange transformation T on [0, 1) and a meanzero step function f : [0, 1) → R with coordinates (x 1 , . . . , x d+1 , y 1 , . . . , y d+1 ). Assume the jump discontinuities y i+1 − y i of f generate a dense subgroup of R. Fix a discontinuity p of f . Let v be the jump at p and put b = |v|.
all hold. The first inequality follows from the hypothesis (2.4) while the rest follow from (2.9).
It follows immediately that the four sets above each have
From these choices and η < 
R3. (x, t) belongs to and is a density point of
Our goal is to prove that for every (x, t) satisfying R1 through R6 the measures µ f,B,(x,t) and (x,t) are not mutually singular. Indeed if this goal is realized then, since we have a positive measure set of (x, t) ∈ X B satisfying R1 through R6, by Theorem 2.2 all T f invariant sets will be V v invariant. In other words v will be an essential value of f . Since v was an arbitrary jump of f and the jumps of f are assumed to generate a dense subgroup of R we will conclude that T f is ergodic. To realize our goal fix (x, t) satisfying R1 through R6. (x,t) are mutually singular then we can find via
Claim. It suffices to prove that
. We may choose a continuous, non-negative function 0 ≤ g ≤ 1 such
holds. But η < 1/2 so it must be the case that all quantities above are zero, which is impossible.
To establish (3.1) suppose by R1 that (x, t) and f are right friends at B − b. (The proof when they are left friends is similar and omitted.) Let β > 0, δ > 0 be the attendant constants and let K ⊂ N be the subset associated with our fixed discontinuity p of f . Let
with the following properties: that (z i , t) belongs to L ∩ G 4 (B, η) and that our discontinuity p is between T ℓ i (x) and T ℓ i (z i ) for some 0 ≤ ℓ i < 2 k i −1 . Using F4 to rule out other discontinuities of f and F2 to rule out a second occurrence of p we have
whenever n > ℓ i .
To every time n at which T n f (x, t) belongs to X B−b corresponds some iterate r(n) of the S f,B orbit of (x, t). For all such n we also have T n f (z i , t) in X B and a corresponding iterate r i (n) of the
for all large enough i ∈ N. Note that
because f and (x, t) satisfy F5 at B − b via R1. By (3.2) we have
whenever T n f (x, t) ∈ X B−b and n > ℓ i .
Claim. We have
for all large enough i.
by R5. In terms of T f this becomes
whenever i is large enough. Combining with (3.3) gives (3.5).
Proof of claim. Certainly
Arguing as in the previous claim, from R2 and R4 we also have
for all i is large enough. Combining these two estimates gives
and we conclude that
Turning to the validity of (3.1) fix g ∈ C c (X B−b ) and ǫ > 0. For each time n at which T n f (x, t) belongs to X B let s(n) be the corresponding iterate of S f,B (x, t). For each time n at which T n f (z i , t) belongs to X B let s i (n) be the corresponding iterate of S f,B (z i , t). Define
for all i ∈ N large enough, both of which are intervals of natural numbers. Note that W i ⊃ U i and
using (x, t) ∈ G 3 (B) from R2 and Lemma 2.10 via (3.5) and
for all i. Since every member of U ′ i corresponds to a unique member of U i we have
from (3.4) and uniform continuity of g if i is large enough. Combining the above three with
for all i large enough.
The point (z i , t) is generic for Φ B (z i , t) and belongs to G 4 (B, η) by R3. By (3.6) and |V i | ≥ |U ′ i | we can apply Lemma 2.10 to get
for i large enough. These inequalities together with (3.7) imply
for our point (x, t) and our function g ∈ C c (X B−b ).
Finally, for every time n at which T n f (x, t) belongs to X B+b let t(n) be the corresponding iterate of the S f,B+b orbit of (x, t). Put
for all i large enough and note that |V i | ≤ |Y i |. Since (x, t) is generic for Φ B+b (x, t) by R2 we have
by R6. Choosing ǫ small enough (depending only on η) and i large enough gives
which is (3.1).
Proof of Theorem 2.5
Fix throughout this section a linearly recurrent interval exchange transformation T and attendant •
• {T i [x − 
Proof of Lemma 4.1. Linear recurrence implies the discontinuities of T n are c 2 n separated. Writing β 1 , . . . , β r for the discontinuities of T , it follows that (x 1 , . . . , x d+1 , y 1 , . . . , y d+1 ) be the coordinates of f as in (1.2). Put ξ = min{x 1 , . . . , x d+1 }. We verify in this subsection that, by perturbing f , we can assume conditions F3 and F4 are true.
We wish to choose g ∈ C d close enough to f such that F3 and F4 hold. We construct g by nudging the locations of the discontinuities of f . Specifically, if we wish to move the location of a discontinuity of f to the left or to the right we adjust the values taken by f on the interval to the right of the discontinuity in such a way that the resulting step function still has zero mean.
Explicitly, to nudge f by moving its ith discontinuity from x 1 + · · · + x i to x 1 + · · · + x i + ζ we replace f with the step function nudge(f, i, ζ) having coordinates
which makes sense provided |ζ| < ξ 2 . Recall that d denotes the ℓ ∞ metric on the data (x 1 , . . . , y d+1 ).
Proof. The values of the skewing function have changed by
in carrying out the nudge. Proof. Fix k ∈ N satisfying (4.6). Assume that the first possibility in Lemma 4.1 is true for n = 2 k .
(The alternative is treated similarly.) There are two cases to consider, according to whether there is a time 0 ≤ ℓ < 2 k−1 at which T ℓ [x, x + δ 2 k ] contains the ith discontinuity of f . Note that our assumption on k guarantees that each such interval contains at most one discontinuity of f . by Lemma 4.3.
In both cases we have constructed a function g with
and the following properties:
• there is only one discontinuity of g in
• there is 0
contains the only discontinuity of g.
Moreover, by the construction every h in C d with d(g, h) <
δ 3·2 k also satisfies the above properties. Thus x and any such h satisfy F1 through F4 on the right (for this k).
Condition F5 holds almost surely
Using the material of Appendix B we prove the following theorem. 
for infinitely many k.
The first step is to prove the following quantitative version of Atkinson's theorem. Proof. First, we claim that it suffices to prove for every η > 0 that there is arbitrarily large N ∈ N with 1 ≤ L ≤ N :
for all x. Denote the subset of {1, . . . , N } at left by H x (with the dependence on N implicit). Let
and notice that if j ∈ H x then T j x ∈ E N . Now, if we have (4.12) then
Now we prove (4.12). Fix
for all 0 ≤ i < j ≤ s. Therefore L i belongs to H x whenever s−i ≥ N 1−γ−ǫ holds. Since we can cover [−N γ , N γ ] by at most ⌈2N γ ǫ −1 ⌉ intervals of length ǫ, it follows that at most
For N large enough (and independent of x) we will therefore
Lemma 4.13. Fix 0 < α < 1 and suppose g : N → N is non-decreasing and satisfies n α ≤ g(n) ≤ n for infinitely many n ∈ N. Then for every
Proof. Fix 0 < β < 1 − 2 −α . Suppose the conclusion is false. Then there is K ∈ N such that
Write n j for the increasing sequence of times n ≥ 2 K at which n α ≤ g(n) ≤ n holds.
For each j fix l j ∈ N ∪ {0} with 2 K+l j ≤ n j < 2 K+l j +1 . We have
Taking j large enough gives the desired contradiction because (1 − β)2 α > 1 and so the left hand side goes to infinity with j while the right hand side is independent of j.
Proof of Theorem 4.9. Let B and t be given with −B < t < B. It suffices to show that for almost every x we have that there exists infinitely many k so that
By Lemma 4.13 it suffices to show that there exists γ > 0 and an infinite sequence of N j so that
holds. Letting 0 < ǫ < |B| − |t| and invoking Theorem 4.10 (which we may do because Theorem B.1 shows (4.11) is satisfied) gives this condition. Moreover, since Theorem B.1 produces 0 < γ < 1 uniform over all step functions f we have that β is uniform over those functions as well.
Condition F5 survives perturbations
Here we prove that if F5 holds for a specific pair (f, (x, t)) then it also holds if f is perturbed a little. 
Proof. Let f and (x, t) be as in the hypothesis. By C3 we can fix η > 0 such that
holds. By C1 we have
for all k ∈ K. Now (f, (x, t)) ∈ G 3 (B + C) by C2, so we can apply Lemma 2.10 to get L ∈ N so large that
is at least L whenever k ∈ K ′ and, choosing
it follows from (4.17) that N − M ≥ βN . Therefore
for all k ∈ K ′ because times n at which t +
are in bijective correspondence with the visits of the S f,B+C orbit of (x, t) to coll(B + C, 2C). We therefore have 
holds.
Proof. Let f ∈ C d,D and (x, t) and K ⊂ N infinite satisfy C1, C2 and C3. Let K ′ be as in the conclusion of Proposition 4.14.
satisfying (4.20).
Let I j be the interval with endpoints
These intervals are disjoint by (4.20). We have |f (x) − g(x)| ≤ 2D on each such interval. Off these intervals we have |f
The complement of the intervals I i is a collection I ′ 1 , . . . , I ′ d+1 of d + 1 disjoint intervals with respective widths at most x i . Linear recurrence implies
for all j and that the orbit x, . . . ,
using (4.20) and c 1 ≥ c 2 and δ = c 2 /4. This gives the implications
for all 0 < n ≤ 2 k . Combining with (4.15) we get
for all k ∈ K ′ as desired. L1. (f, (x, t) ) ∈ G 3 (B + C).
L3. F5 with
Proof. Fix τ > 0, ǫ > 0 and f ∈ C d,D . For every B > 0 almost every (x, t) ∈ X B+C has the property that it is generic for an S f,B invariant probability measure µ f,B+C,(x,t) so L1 holds almost surely for all B. For L2 note that
by Markov's inequality and that the right-hand side is less than ǫ for B large enough independent of (x, t). Theorem 4.9 implies L3 is true for almost all (x, t) ∈ X B+C . By removing finitely many points from K we get L4 and L5.
Proof of Theorem 2.5. Fix 0 < τ < 1. For each (x, t) ∈ X B and every q ∈ N we can consider the set E B (q, (x, t)) = k≥q {e ∈ C d,D : one of F3, F4, F5 at βτ , fails for (x, t) and e} of skewing functions e which fail to be friends with (x, t) because there are no k larger than q for which all of F3, F4, F5 at βτ
Claim. If f and (x, t) satisfy L1 through L5 for some θ > 0 and some K ⊂ N infinite then f is not a density point of E B (q, (x, t)).
Proof of claim.
Fix f and (x, t) such that L1 through L5 are satisfied for some θ > 0 and some K ⊂ N infinite. By L1, L2 and L3 we can apply Theorem 4.18, by which there is K ′ ⊂ K cofinite with the following property:
Fix k ∈ K ′ . By L5 we can apply Proposition 4.5 to get g ∈ C d with the properties therein.
That is, for any h in C d with d(g, h) < δ 3·2 k we have that h and (x, t) satisfy F1 through F4 on either the left or the right for our current value of k. Now
for any such h upon using (4.7), (4.21) and L4. By the previous paragraph, this implies (4.24)
holds. So, for our current value of k ∈ K ′ the pair (x, t) and the function h satisfy F1 through F5 either on the left or the right with τ β in place of β.
To summarize, for each k ∈ K ′ every h in the ball (with respect to the d metric) centered at g of radius r(k) = δ 3 · 2 k satisfies F1 through F5 with τ β in place of β either on the left or on the right. This ball is entirely contained within the ball centered at f of radius
and inf{R(k)/r(k) : k ∈ K ′ } > 0 so taking k > q we conclude that f is not a density point for the set E B (q, (x, t)).
Combining the claim with Lemma 4.22 gives, for almost every
as B → ∞. Moreover, the convergence is uniform in q because (as in Lemma 4.22) we need only take B large enough that m B+C (coll(B + C, 2C)) is small. Fix now any probability η on C d,D that is equivalent to Lebesgue measure in every atlas. For each B and every (x, t) ∈ X B the sequence q → E B (q, (x, t)) of sets is increasing, so
holds. But
as B → ∞ so we conclude the set
as B → ∞. By Fubini's theorem, for almost every f we have (2.6).
A. An ergodic decomposition
In this appendix we prove Theorem 2.2. We will do this using an ergodic decomposition result for quasi-invariant measures due to Schmidt that we reproduce here for convenience. 
The following corollary is virtually the same as [Sch77, Theorem 6.9]. We reformulate it slightly for our purposes. 
S6. If there is another such collection
Proof. Let µ be a probability measure that is equivalent to ν. Let Z be the σ-algebra of T f invariant sets and let
In preparation for the proof of Theorem 2.2 we verify the following lemmas. 
Proof. Define p
2. This is easily verified: we only check S2 here by observing that ψ ′ m = ψm and calculating 1 B dp
We get from S6 an automorphism Θ : (x, t) )) is co-null for both measures. It follows that for m almost every (x, t) we have both
Extending T to [0, 1) × R by T (x, t) = (T x, t) we have the following lemma as well, whose proof is almost identical to that of the previous lemma.
Lemma A.4. For m almost every (x, t) the measures T p ψ(x,t) and p ψ(T x,t) are equivalent.
We also need the following lemmas. 
We have m(H) > 0 by S4 and our hypothesis.
It follows from Lemma A.4 that H is T invariant. Since T is ergodic on [0, 1) the set {x ∈ [0, 1) : (x, t) ∈ H} has either null of full Lebesgue measure for every t ∈ R. So our hypothesis gives a positive measure set of t ∈ R such that {x ∈ [0, 1) : (x, t) ∈ H} has full Lebesgue measure. But Lemma A.3 also implies that H is V a invariant for all a ∈ R. So H must be a co-null set. We are now ready to prove Theorem 2.2. 
Proof of Theorem 2.2. Fix b ∈ R such that the set
and V b p ψ(x,t) are not mutually singular. Since (A.7) has positive measure Lemma A.5 implies
for almost every (x, t). Since ergodic measures are either mutually singular or equivalent we have
for almost every (x, t).
Our goal is to prove that b is an essential value of f . Fix Z ∈ Z f a T f invariant set. We wish for all large enough N .
In fact, this result follows from Section 4 of [CC12] . Most of this section constitutes a selfcontained proof of Theorem B.1, which we give for completeness. Our interest in Theorem B.1 is in deducing from it that Property F5 holds for every mean-zero step function f : [0, 1) → R and almost every x. We begin with some notation for the induction scheme we will use throughout the proof of Theorem B.1. The proof of the next lemma is similar and omitted.
Lemma B.14. There is 0 < ζ 3 < 1 and E 3 > 0 such that
for all k, j, N, x, y.
Corollary B.15. There is 0 < ζ 3 < 1 and E 3 > 0 such that
for all k, j, N, x, y, s.
Proof. This is immediate from Lemma B.14 because x and y therein can be any point.
With these lemmas we can prove Theorem B.1. 
for all 1 ≤ i ≤ d + 1 using √ x i < 1. Combined with (1.2) gives (B.2) by our choice of γ.
