The universality of music among human cultures as well as our common experience of naturally responding to music with motion, seem to be widely recognized (Tramo 2001) . Recent brain-imaging studies Lahav, Saltzman, and Schlaug 2007) show that humans, given appropriate auditory inputs, seem to be "tuned" to produce corresponding motor outputs. This unique auditorymotor interplay provides the conceptual basis for the use of music therapy, in particular, active music therapy, where a patient is physically involved in producing music rather than simply reacting to or accompanying music (Pacchetti et al. 2000; Paul and Ramsey 2000; .
Music therapy has benefited people with physical disabilities, mental health needs, developmental and learning disabilities, Alzheimer's and Parkinson's disease, autism, substance abuse problems, brain injuries, and acute and chronic pain (Pacchetti et al. 2000; Harris and Summa-Chadwick 2005 ; see also the American Music Therapy Association's Web site, www.musictherapy.org). Playing an instrument, such as piano, guitar, or drums, may be very difficult or even infeasible for patients with motor dysfunctions. As an alternative, easy-to-use tool for active music therapy, we designed Music Maker, a human-computer interface that converts body movements into musical and visual feedback in real time using the open software platform EyesWeb (Camurri et al. 2004 ). Music Maker is a non-obtrusive camera-based tool that allows physically impaired patients to naturally create music with no prior musical training. Patients simply move their hand or foot in space or on a surface, and Music Maker detects and interprets these movements. Detection is accomplished without any sensors or markers that must be attached to the patients' bodies. Music Maker relies only on the video input from a camera to observe patient motion and on computer-vision techniques to analyze the motion.
Music Maker is an adaptive interface that can be adjusted to provide auditory and visual feedback based on the patient's needs and interests. Auditory feedback could range from a single piano note to a recording of the patient's favorite piece of music. Visual feedback is provided by a graphical display on a computer monitor or wall-mounted screen. Music Maker uses "fun" displays, for example, cartoon drawings or pictures of musical instruments. Its hardware setup can be adjusted according to patients' levels of impairment, their particular therapeutic goals, and the equipment available in hospitals or patients' homes. (See Figure 1 for sample setups.) Work related to our cross-disciplinary effort can be found in the literature of the fields of computer vision, human-computer interaction, multimedia, and rehabilitation. In designing the Music Maker, we made use of the EyesWeb work from the Laboratorio di Informatica Musicale in Italy (e.g., Camurri et al. 2000 Camurri et al. , 2003 Camurri et al. , 2004 and our own experiences in developing a number of human-computer interfaces for people with severe disabilities who use cameras to access the computer (Betke, Gips, and Fleming 2002; Grauman et al. 2003; Magee et al. 2004; Chau and Betke 2005; Akram, Tiberii, and Betke 2006) .
EyesWeb is an open, multimedia software platform that provides software modules in the form of visuallanguage blocks. By connecting these blocks, a software developer can analyze video input using the rich functionality of Intel's computer vision library OpenCV (www.intel.com/technology/computing/ opencv), create graphical displays, and provide visual and audio output. Music Maker is implemented using EyesWeb software modules and OpenCV functions.
EyesWeb has primarily been used to create tools for computer music interactions in large performance spaces (e.g., to facilitate interactive dance performances; Camurri et al. 2000) , but its potential as a design tool for therapeutic exercises has also been explored previously (Camurri et al. 2003; LewisBrooks and Hasselblad 2004) . Camurri et al. (2003) employed camera-based full-body tracking to create pilot exercises such as "Stand and Sit." Our focus has instead been to develop tools for detection and tracking of smaller body parts, such as hands or feet, during physical exercises (see Figure 1 ). Our goal has been to design exercises that have the potential to improve measures of motor function and hand-eye, foot-eye, or bi-manual coordination. Music Maker provides quantitative tools for analyzing and monitoring these movement measures, for example, the range of motion of hands or feet, the frequency and amplitude of finger tapping, or the shape of the trajectory of the hand during a reach-to-grasp movement. The therapist may use these analysis tools for (1) initial diagnosis, (2) development of safe and effective therapeutic exercises, and (3) subsequent evaluation of the patient's recovery process.
In addition to the interfaces developed with the EyesWeb platform (e.g., Camurri et al. 2000 Camurri et al. , 2003 Lewis-Brooks and Hasselblad 2004; Burns and Wanderley 2006) , there are several other camera-based human-computer interfaces that produce music from body movements. These systems detect movements within pre-defined performance areas and trigger sounds in real time. DanceSpace uses a computer-vision gesture-recognition system (Sparacino et al. 2000; Wren et al. 1997a Wren et al. , 1997b to track a performer's body parts, and it can map different instruments to these parts while a melody plays in the background. The performer mimes, for example, playing a virtual cello with one hand and a drum with a foot. The spatial extents of movements are matched to pitches of notes. With STEIM's BigEye system (www.steim.org/steim/bigeye.html), a user can define objects and spatial zones that are of interest. Configured in this manner, the system then extracts the objects of interest from the input video and compares their positions to the user-defined zones. It generates sound messages each time an object appears or disappears in a zone or moves within a zone. Sound messages can also be generated using additional object parameters, such as position, size, and speed of object motion.
Handel (Tarabella 2004) and Camera Musicale (Rémus 2006) are human-computer interfaces that produce music from movements of hands and fingers in the field of view of a video camera. The Handel interface has been used to develop an imaginary piano that the performer plays by reaching into different predefined spatial zones with various speeds. The Camera Musicale uses an infrared video camera to facilitate hand detection. Thousands of people reportedly interacted with various installations of Camera Musicale at concerts, festivals, and expositions.
The Vicon 8 Motion-Capture System (Dobrian and Bevilacqua 2003) uses eight calibrated and synchronized video cameras to musically interpret the performer's body movements-in particular, the motion of 30 body markers. The performer may be in a remote location and seen by the audience as an animated musical avatar. The system was developed using Motion Capture Music (MCM) software. An alternative software platform is the Musical Gestures Toolbox (Jensenius, Godoy, and Wanderley 2005) . Using modules in this toolbox, a user can view, analyze, and annotate musical gestures in multiple video streams, for example, of a performer who mimics playing the piano while listening to piano music. Another programming toolbox is the pureCMusic library (Tarabella 2004) , which has been used to facilitate interpretation of musical gestures, for example, to control compositions with the Handel interface.
Systems without cameras that produce music from body movements have been surveyed by Miranda and Wanderley (2006) , Morales-Manzanares et al. (2001), and Winkler (1995) . These include interfaces with touch sensors placed on the floor (e.g., Johnstone 1991; Griffith and Fernstrom 1998) or attached to the body, clothes, or shoes of a user (Paradiso et al. 2000) . The Kontrolldress (www.notam02.no/ notam02/prod-maskin-kontrolldress.html) is a body suit equipped with sensors that a user can tap with the fingertips to produce sounds. In other systems, such as BodySynth by Van Raalte (1999), electromyographic (EMG) sensors attached to the body detect electrical signals generated by muscle contractions. Muscle contractions that trigger sounds can be very subtle, and the same sonic result can be achieved by a variety of movements (Nakra 1999) . The MidiDancer (Coniglio and Stoppielo 2007) and the system by Siegel and Jacobsen (1998) use flex sensors that measure how much a dancer's joints (e.g., elbows, wrists, hips, and knees) are bent, and it converts the angle measurements into music. With both systems, the dancer must wear a wireless transmitter that is connected to the sensors.
Other human-computer interfaces that produce music from body movements use joysticks and virtual batons (Borchers and Muhlheuser 1998) , sliders and table rings (Bongers and Harris 2002) , lightsensitive drum sticks (Leider 1997) , and electromagnetic sensors that sample the magnetic fields emitted by an external transmitter (MoralesManzanares et al. 2001) . These systems have the advantage that they do not suffer from possible self-occlusion by a user's body part. Camera-based systems, in contrast, must have a relatively unobstructed line-of-sight between the camera and the user to allow reliable motion analysis. Camerabased interfaces, however, are more natural and comfortable, because sensors do not need to be attached to the user's body and are therefore particularly appropriate for therapy purposes.
Various acoustic instruments and electronic music technologies are used for music therapy (Hunt, Kirk, and Neighbour 2004) . Electronic interfaces are typically controlled by a computer mouse or a keyboard. The MidiGrid interface (Kirk et al. 1994) , for example, plays notes or chords when the mouse pointer passes over certain regions on the computer screen. It has been used for music therapy for children with severe emotional problems and patients with physical disabilities due to cerebral palsy and traumatic brain injuries. Novel devices have also been used in therapy, including the "shell instrument," which contains various touch sensors that respond when tapped, scraped, hit, or wobbled (Hunt, Kirk, and Neighbour 2004) or instrumented footwear (Paradiso et al. 2004) . Various assistive music technologies exist that may facilitate music therapy for patients with movement restrictions: these include the Drake Music Project (www .drakemusicproject.org), Soundbeam (www .soundbeam.co.uk), and the system proposed by Brooks et al. (2002) . The Music Maker belongs to this category of technologies.
Method
Music Maker consists of two modules: (1) the imageanalysis module, which processes the input video image of the patient, and (2) the interpretation module, which uses the video analysis to provide visual and auditory feedback for the patient. The computations performed by the image-analysis module are controlled by the type of exercise that the therapist selected. Exercises typically require the detection of the object of interest in the image, that is, the imaged body part of the patient, segmentation of the object from the background, and analysis of its motion. The therapist can monitor the patient's performance both qualitatively by observing music and visual output and quantitatively by reviewing the information about the patient's movement patterns that the image-analysis module provides. The therapist can then use this evaluation to select subsequent exercises and adjust the exercise parameters. An overview of Music Maker is shown in Figure 2 . 
The Image Analysis Module
The image-analysis module locates the object of interest in the image by color analysis, a technique that is often used in computer vision systems to detect faces or hands (e.g., Wu, Chen, and Yachida 1999; Schwerdt and Crowley 2000; Hsu, Abdel-Mottaleb, and Jain 2002) . If the object of interest is the patient's hand, pixels of skin color are found by analyzing the 8-bit red, green, and blue color components of each pixel and looking for pixels with relatively large values of red and green but small values of blue. (The stored default values range between 40-255 for the red and green values and 0-40 for the blue values.) If the object of interest is the patient's foot, the color of the patient's sock or shoe is used for localizing the foot in the image.
At the beginning of a therapy session, the therapist uses an initial camera view of the selected body part to determine the range of colors that the imageanalysis module must detect in this session. This optional manual initialization is convenient because it makes the system flexible in the sense that it allows different kinds of body parts with and without clothes, such as hands, arms, or feet, to be detected. It also makes the skin-detection method more reliable, because skin tones vary widely over the population, and pixel colors depend on the lighting conditions and camera selection. The manual initialization step may be omitted if a subject's bare foot, for example, is detected reliably with the default values for skin color. To simplify the detection of the body part even further, a single-color background (e.g., black cloth) can be used.
Once the color range of the imaged body part is determined, the image-analysis module creates a binary image of pixels with desired values and applies a one-pixel erosion operation (Jain, Kasturi, and Schunk 1995) to filter the object of interest in the foreground and remove small collections of pixels in the background that also happen to have the desired colors. A camera view of a subject's hand and the filtered binary image of the detected hand are shown in Figure 3 , left and middle, respectively.
The image-analysis module computes various properties of the segmented object of interest, such as size, location, orientation, and length of perimeter (Figure 3, right) . The object location in the image is represented by the centroid (Horn 1986 ) of the foreground pixels. The orientation of the object is computed by determining the orientation of the axis of least inertia (Horn 1986 ). The intersection of this axis with the object perimeter is determined to compute the length of the object. Similarly, the intersection of the axis of most inertia with the object perimeter is determined to compute the width of the object in the image. A comparison of the location of the centroid in consecutive image frames provides information about the direction and speed of the motion of the object in the video. This approximation of velocity is considered to be the first derivative of the location parameter. Similarly, the first and second derivatives of the other parameters are computed to provide information about the type of motion.
For quantitative analysis of the patient's performance, the properties of the imaged body part are converted from the two-dimensional imagecoordinate system to the three-dimensional world- coordinate system. The perspective projection equations (Horn 1986 ) are used for this conversion. In particular, given focal length f of the camera and the dimensions of the exercise space in which the subject moves (i.e., length X, width Y, and height Z), the field of view in the image can be expressed by the image dimensions x max = f X/Z and y max = f Y/Z. If the distance Z o of the patient's body part to the camera remains constant during the exercise, the location of the body part in world-coordinates is
is the location of the centroid of the corresponding object in the image.
Using the conversion factor Z o /f, other parameters of the object in the image in pixel units, such as length and width, can be converted into length units in the world coordinate system. If the object of interest is the patient's hand, the computed length of the object in the image typically corresponds to the distance between the tip of the middle finger and the wrist, and the object width indicates the width of the palm. Changes of the object in the image space can be related to the actual motion of the body part in the exercise space, for example, a side-to-side motion of a hand on a table that is parallel to the image plane or a fist opening and closing. The conversions from image to world coordinates, provided by the image-analysis module, allows the therapist to monitor patient performance by evaluating spatio-temporal information about the location, orientation (rotation angle in the x-y plane), speed, and direction of motion of the body part in the exercise space.
Some exercises may require that the patient moves the body part in all three dimensions, which means that the distance to the camera is no longer constant. In this case, the length L of the object of interest is measured in advance of the therapy session, and its apparent length l in the image is then used to infer its distance Z = f L/l to the camera.
The Interpretation Module
The interpretation module analyzes the spatiotemporal information computed by the imageanalysis module and provides appropriate visual and auditory feedback for the patient. It maps the processed camera's view of the exercise space to the chosen display, the computer monitor or projection screen.
Both the analysis and feedback provided by interpretation module depend on the kind of exercise selected. In this section, we describe a set of rehabilitation exercises that patients with physical disabilities might perform during music therapy to improve bi-manual and hand-eye coordination, stretch and strengthen upper limb muscles, or practice manual grasping tasks. The patients' movement either modulates the ongoing soundtrack of a prerecorded piece of music (e.g., their favorite song) or creates a short musical sequence composed of a few notes (melody or rhythm). The recorded pieces of music are stored as Microsoft Wave (WAV) files, and the notes played to create a musical piece use Microsoft's software-based GS Wavetable SW MIDI Synthesizer, which can play, for example, piano-like and drum-like sounds using Roland Sound Canvas patches.
Exercise 1: "Keep the Music Playing"
By moving a body part in a certain predefined manner in the exercise space, the patient activates the playback of a recorded piece of music. The exercise can be used to practice, for example, moving a hand side-to-side or opening and closing a fist. The interpretation module interrupts the music whenever it detects that the patient's actual movements differ from the movements to be practiced (e.g., the patient performs a different type of movement or moves too slowly). To keep the music playing, the subject must move at a speed above a certain threshold, which can be set in advance by the therapist. A patient can thus be challenged to move steadily and quickly.
Recognition of the hand opening and closing motion is performed by evaluating the area, length, and perimeter of the detected hand region in the image over time. The interpretation module decides that the desired hand motion is present if the magnitude of the first and second derivatives of these parame-ters reached certain thresholds. Recognition of sideto-side motion of the hand is performed by evaluating the change of the x-coordinate of the hand's centroid over time.
An example display for this exercise is shown in Figure 4 . The therapist can select whether or not to provide visual feedback in this exercise, which would be the camera's view of the moving body part projected on the display, as well as a visualization of the velocity by the brightness of the object centroid. A stationary hand is visualized by a light-gray centroid. The faster the hand moves, the darker the centroid becomes.
Exercise 2: "Change the Volume of the Music"
In this exercise, the patient moves a body part in the exercise space while a recorded piece of music is playing. The patient can change the volume of the music by changing the speed of the movement. With this exercise, a patient can be challenged to perform both slow and smooth motions, which produce soft music, and rapid and abrupt motions, which produce loud music. Visual feedback may be selected as in Exercise 1.
The therapist would determine in advance the maximum desired speed, which the system maps to the loudest volume setting. This speed could be based on the distance that a hand can possibly move between two consecutive image captures. We used a transformation from speed to volume that is logarithmic, because human perception of change in sound intensity is apparently logarithmic (Makris 1995) . For example, a speed that is one unit slower than the maximum speed is mapped to a sound that is half as loud as the loudest sound.
Exercise 3: "Play a Rhythm"
Here, the patient creates rhythmic sounds by moving in the exercise space and watching visual feedback. Feedback is provided by overlaying the output of the image-analysis module (e.g., the moving hand) onto the display. Different regions of the display correspond to percussion sounds made by different virtual instruments, for example, drums or cymbals. If the patient's body part "touches" a particular region, the corresponding sound is synthesized. If the patient uses both hands, then two instruments can be selected at the same time, allowing the patient to practice bimanual coordination. The exercise can also be performed with music playing in the background; in this case, the patient attempts to accompany the music with a rhythm instrument (e.g., to play as a drummer). An example display that allows the selection of four rhythm instruments is shown in Figure 5 .
Exercise 4: "Play a Melody"
In this exercise, patients create a melody by selecting a sequence of tones while watching the processed image of one of their body parts (e.g., hand, finger, or foot) overlaid onto the display. Different regions of the display correspond to notes at different pitches. If the patient uses two hands or fingers to select two regions at the same time, the pitches are played together. The virtual instrument used to synthesize the sound and the number of notes and their pitch relations can be selected in advance. These choices allow the therapist to consider the patient's auditory capabilities to differentiate between sounds and to target a particular musical piece. The visual representation of the notes on the display is flexible. One design, shown in Figure 6 , uses blocks with different colors to represent the different pitches. An example of an entertaining graphical display is shown in Figure 7 , in which seven frogs correspond to seven different pitches.
Exercise 5: "Play a Rhythm or Melody with Volume Changes"
As in the "Play a Rhythm" and "Play a Melody" exercises, the patient here selects notes by reaching into certain regions of the exercise space, and the inter-onset interval from one note to the next depends on the time it takes the patient to move from one region to the next. Additionally, the loudness of auditory feedback depends upon the instantaneous velocity of the body part measured as the patient reaches into a region. A logarithmic transformation is used to map the magnitude of this velocity to the volume of the sound that corresponds to the selected region. Patients thus receive auditory feedback according to how rapidly they selected a note. This feedback simulates, as much as possible, the dynamics of playing a real musical instrument.
Exercise 6: "Follow a Melody"
The "Play a Melody" exercise can be expanded to help a patient learn to play a specific melody. The interpretation module highlights a sequence of display regions-each region for a specific period of time-to teach the patient the pitch and duration of each note of the melody (e.g., the top frog in the display in Figure 7 , right). Auditory feedback is given when the patient follows along and reaches to the appropriate regions in the exercise space.
In Exercises 3-6, the display might be arranged such that the user must first traverse regions that were not intended to be selected before selecting the desired area (Figure 7 , middle and right). For displays with a small number of easy-to-reach regions, the interpretation module resolves the ambiguity about which region the user intended to select with one of two methods. With the first method, it determines the number of pixels of each display region that is overlaid by the patient's body part. The region most "covered" by the patient's body part is selected. According to the second method, the region closest to the centroid {x o ,y o } of the patient's body part is selected. For the rhythm instrument display in Figure 5 , for example, the first method was used. For displays with a larger number of regions, the interpretation module assigns a priority value to each region based on how ambiguous the selection of the region may be. The highest-priority value is assigned to the top-most region of the screen for exercises in which the patient's body part enters the exercise space only from the side that corresponds to the bottom of the display.
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Experiments and Results
Music Maker was implemented in the EyesWeb 3.0.0 (Camurri et al. 2000) development environment. It runs in real time on a computer with a 3.3 GHz processor and 1 GB of RAM. An M-Audio Delta-192 sound card and a Logitech Quickcam Pro 4000 USB 2.0 camera were used. The camera collects 352 × 288-pixel frames at a rate up to 30 Hz. The color input image contains three 8-bit values for each pixel in the red/green/blue (RGB) color space. The 3.6-mm lens of the camera has a field-of-view of 54 degrees. We designed a number of experiments to test the accuracy of the image-analysis algorithms, the reliability of the interpretation module, and the potential of Music Maker as a rehabilitation tool. In most of the experiments, the camera was mounted on a tripod that was placed on a table. It was located at a distance of 42.8 cm to the table top, facing downwards. Subjects performed hand exercises by moving their hand slightly above the table while they were resting their elbow on the table (Figure 1, top) . The dimensions of the exercise region were 33.7 × 27.9 cm. In experiments involving movements of bare hands, the default values for skin-color detection were used without the need for manual initialization. Experiments involving movements of socked feet required manual initialization.
Motion Trajectory Analysis for Patient Monitoring
This experiment illustrates how a therapist can evaluate a patient's performance by analyzing the spatio-temporal information provided by the imageanalysis module. In this experiment, five healthy subjects (mean age: 21 yr) were asked to perform various exercises while the properties of the motion of the body part-location, speed, orientation, and their first and second derivatives-were computed and analyzed. Examples of processed images and trajectories computed during the "Keep the Music Playing" exercise are provided in Figures 8 and 9 .
Measuring Speed of Motion
The accuracy of velocity measurements of the system was tested by analyzing the movement of a hand from one side of the exercise space to the other, which lasted about one second. The imageanalysis module computed a speed of 11.5 pixels per second. This corresponded to a speed of 33.7 cm/sec. The same motion was timed with a stopwatch, which measured a speed of 27.5 cm/sec-a difference of 18 percent.
Measuring Hand Orientation
We tested the accuracy of the system in determining hand orientation by placing a hand straight on the table at an angle of 90 degrees with the x-axis. The image-analysis module determined an orientation of 87 degrees, which is an error of only 3 percent. The system was able to detect the orientation of a hand tilted sideways by 45 and 135 degrees, as measured with a ruler, but with less accuracy. It computed respective orientations of 50 and 130 degrees, which represents an 11 percent error. 
Lighting Conditions
Most of our tests were performed under indoor lighting conditions typical for the intended use of our system, but we also tested Music Maker under lowlighting conditions to evaluate its robustness. Music Maker works well in a bright laboratory environment, because the imaged body part and the dark background of the exercise space can be set apart reliably by color thresholding. In dark lighting conditions, however, the patient's body part starts to blend in with the dark background in the video. Low lighting caused dark input images (see Figure 10 , left) and noisy hand segmentation results (Figure 10 , middle), but nonetheless allowed motion of hand and fist to be detected reliably (Figure 10 , right).
Experiment with an Older Subject
We tested three different setups of Music Maker with an older subject (57 yr) without disabilities
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Computer Music Journal who did not have a musical background. In the first setup, the subject was moving his hand while sitting on a chair and watching the visual feedback on a computer monitor (Figure 1 , top left). In the second setup, the subject was moving his hand while lying supine in a bed (Figure 1 , bottom left). In the third setup, he was moving his socked foot while sitting on a chair (Figure 1 , bottom middle and right). In all three setups, the subject was asked to play notes using the seven-frog display. The subject was able to reach regions in the exercise space that corresponded to the highest and lowest notes with both his hand and foot.
Experiments to Test Reaching Ability
We conducted an experiment to test the reaching accuracy of five subjects, ages 18-22, who were not musically trained. They were asked to play notes by reaching with a hand into the corresponding regions of the exercise space described in the "Play a Melody" exercise. Music Maker provided visual cues by highlighting the appropriate block on the four-note display shown in Figure 6 . If the subject's hand entered the region of the exercise space that corresponded to the cue, it was noted that the subject played a correctly matching note; otherwise, an error was recorded. During the 30-sec exercise period, the system pseudo-randomly selected and highlighted one of four possible choices, each for the duration of 1 sec. The same sequence was used for each subject. The results in Table 1 indicate that the subjects were able to reach the appropriate regions within the given time limit most of the time.
The true positive detection rate, that is, the number of correctly selected notes divided by the number of notes in the sequence (30), was 93 percent. Subjects rarely selected notes by mistake: the false-positive rate, that is, the number of falsely selected notes Figure 10 . 
Experiments with "Follow a Melody"
The test of the "Follow a Melody" exercise involved the same five subjects and four-note display as in the previous experiment (see Figure 11 ). During the training phase, subjects were visually cued to play a 10-note melody by moving along a sequence of highlighted interface blocks. In the test phase, they were then asked to repeat the motion sequence and play the melody without visual cues. Subjects needed 16 train-and-test trials, on average, until they were able to play the melody without making any mistakes.
System Latency and Accuracy
We asked five additional subjects, ages 23-30 and also without musical training, to perform the exercises "Play a Melody" and "Play a Melody with Volume Changes" and rank the accuracy of the system on a scale of 0 (poor) to 5 (excellent). For both exercises, four subjects reported that they experienced no discrepancy between the sounds they intended to make and the sounds the system played (rank 5). One subject ranked the accuracy of hand detection in the first exercise to be 3 (average) and the accuracy of the velocity-to-volume mapping in the second exercise to be 4 (very good). All of the subjects reported that they could not perceive any latency between their movements and the corresponding sounds played.
Discussion and Conclusions
Successful physical rehabilitation of patients requires creativity, ingenuity, and flexibility. Music Maker was developed to support these needs. It has the potential to provide a rehabilitation environment that is motivating, effective, and safe. The exercises we have described can be used for testing, practicing, and improving a patient's motor functions. It is an important characteristic of Music Maker that it provides quantitative tools so that the recovery process can be monitored. Music Maker can measure and evaluate the properties of a person's movements, such as range, speed, and steadiness; therapeutic outcomes could thus be described quantitatively.
Our experiments showed that subjects can quickly learn how to use Music Maker and produce desired audible results. Music Maker can be used to exercise different body parts involving feet, hands, or fingers; it is thus a flexible tool that can adjust to the exercise needs of specific patients. Music Maker can also be used for exercising while in different body positions. The test with the subject lying on a bed showed the potential of the system to provide patients the option to start rehabilitation while still lying in a hospital bed. Patients may also want to use Music Maker as a rehabilitation tool at home, because it uses portable, relatively inexpensive equipment and is easy to set up.
Our experiments with healthy subjects showed that Music Maker can be used to measure the spatio-temporal properties of their movements. The motion trajectories of healthy subjects may be helpful to quantitatively establish the patterns associated with healthy movement and may serve as "baselines" against which movement data collected from members of clinical populations could be compared. This may facilitate quantitative assessment of a patient's motor functions and their improvements over time.
To provide music therapy for quadriplegic patients, Music Maker could be used in combination with other video-based interfaces, for example, the Camera Mouse (Betke, Gips, and Fleming 2002) , Computer Music Journal Figure 11 . The hands of subjects 1 and 2 while following a melody.
which is a computer access device that has been adopted by many users with severe disabilities in the United States, Great Britain, and Ireland. Exercises, such as "Keep the Music Playing" or "Play a Melody" could be performed with the Camera Mouse, which tracks body features such as the tip of the user's nose or chin. Another interface for people with severe disabilities is the BlinkLink (Grauman et al. 2003; Chau and Betke 2005) , which automatically detects a user's eye blinks and accurately measures their durations. Eye blinks could be used to control virtual rhythm instruments, and their durations could be mapped to the length or pitch of a sound.
In future work, we will provide more detailed modeling of the hand and forearm, which would allow monitoring of translational and rotational motions of the palm (ulnar or radial), wrist (flexion or extension), and forearm (in pronation or supination). Once Music Maker can recognize these motions, additional exercises involving these motions will be designed, for example, closing and turning a fist which may help patients practice gripping and turning a door knob. Another example would be the "Reach to a Presented Object" exercise, where objects appear at random locations on the display for a limited time and the patient needs to "hit" them in order to produce a sound. With this exercise, the patient could practice to move quickly towards a target and aim accurately. The goal of the exercise could be formulated as a goal of a game, in which the patient wins if he or she successfully "hits" all objects in a given amount of time. Exercises in form of games may serve as great motivators in the long and tedious process of rehabilitation. By competing to win the game, a patient may reach the exercise goal faster.
In summary, we provided a camera-based interface that may serve as a therapeutic device for physical rehabilitation, helping patients with physical disabilities to learn or regain motor skills that they need for the activities of daily living. The technological development of Music Maker will continue in the future, and clinical studies will be performed to test its rehabilitative potential.
