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Abstract
Most of the special functions of mathematical physics are connected with the representation
of Lie groups. The action of elements D of the associated Lie algebras as linear differential op-
erators gives relations among the functions in a class, for example, their differential recurrence
relations. In this paper, we apply the fractional generalizations Dµ of these operators developed
in an earlier paper in the context of Lie theory to the group SO(2,1) and its conformal exten-
sion. The fractional relations give a variety of interesting relations for the associated Legendre
functions. We show that the two-variable fractional operator relations lead directly to integral
relations among the Legendre functions and to one- and two-variable integral representations
for those functions. Some of the relations reduce to known fractional integrals for the Legen-
dre functions when reduced to one variable. The results enlarge the understanding of many
properties of the associated Legendre functions on the basis of the underlying group structure.
1 Introduction
The classical special functions (Jacobi, Gegenbauer, Legendre, Laguerre, Bessel, and Hermite func-
tions) are all connected with the representation of Lie groups [1, 2, 3, 4], or more generally, to the
realization of their Lie algebras by linear differential operators D(w, ∂w) acting on functions of the
variables w. In particular, the special functions appear as factors in the multivariable functions on
which the action of the Lie algebra is realized. Many of the properties of the special functions are
easily understood in this context. For example, the differential equations for the special functions
are connected with the Casimir operators of the associated groups. The actions of appropriate el-
ements D of the Lie algebra lead, when reduced to a single variable, to the standard differential
recurrence relations for the functions, while the action of group elements e−tD can be interpreted
in terms of generalized generating functions when expressed using a Taylor series expansion in the
group parameter t. Numerous examples are given in [1, 3].
The differential recurrence relations for the special functions are schematically of the form
DFα,... = cFα±1,... where the α’s label the realization of the Lie algebra and D is a stepping oper-
ator. In a previous paper [5], we defined fractional generalizations Dµ of the D’s in the context of
Lie theory, determined their formal properties, and illustrated their usefulness in obtaining further
interesting relations among the functions using the group E(2) and the Bessel functions. We showed,
for example, that shifts of the index ν of a Bessel function Zν by an arbitrary amount µ could be
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effected using Dµ. The resulting relations for the inverse operators D−µ, when reduced to a single
variable, gave generalizations of known fractional integrals such as the Riemann integral
x(ν+µ)/2Jν+µ(2
√
x) =
1
Γ(µ)
∫ x
0
tν/2Jν(2
√
t)(x− t)µ−1 dt (1)
and the Weyl integral
x−(ν−µ)/2Kν−µ(2
√
x) =
1
Γ(µ)
∫ ∞
x
t−νKν(2
√
t)(t− x)µ−1, (2)
[6], Chap. 13. Finally, we obtained integral representations for the Z’s as the action of the Dµ’s on
appropriate input functions. While most of the specific results had been derived historically in other
ways, the introduction of the fractional operators allowed them to be unified in a group setting.
We continue that program here for the associated Legendre functions, working in the context of
the group SO(2,1) and its conformal extension. We find, in particular, fractional operators which
raise of lower the order µ or degree ν of a general associated Legendre function Fµν by arbitrary
amounts, and use the results to unify and extend a number of known results for those functions.
We will summarize the definitions and properties of the fractional operators in the following
section, and then apply the theory to derive a number of relations for the associated Legendre
functions. These include generating functions, generalizations of known fraction integral relations,
and some new integral relations. With appropriate choices for the input functions, the fractional
operator relations give integral representations for the associated Legendre functions, and provide
group-theoretical setting for those representations. We find, in particular, interesting double-integral
representations.
2 Fractional operators
We will suppose that we have a Lie algebra which corresponds to one of the classical Lie groups,
and is realized by the action of a set of linear differential operators D(w, ∂w) in variables w on an
appropriate class of functions F (w). The exponentials e−tD defined by Taylor series expansion in
the group parameter t are elements of the Lie group, and act on the same functions. We will suppose
initially that e−tDF exists for all t, and define a Weyl-type fractional operator DµW by an integral
over group elements, with
DµWF (w) =
1
2pii
eipiµΓ(µ+ 1)
∫
CW
dt
e−tD(w)
tµ+1
F (w). (3)
The contour CW = (∞, 0+,∞) in the complex t plane runs in from infinity, circles t = 0 in the
positive sense, and runs back to infinity. To define phases, we take the integrand as cut along the
positive real axis with the phase of t taken as zero on the upper edge of the cut. The direction of
the contour at infinity must be such that the integral converges.
The expression above would be an identity for D a positive constant. Here, however, D(w, ∂w)
is an operator which acts on the functions F (w), and the existence of the integral depends on the
functions as well as the contour.
Alternatively, DµW can be defined without the contour integral as
DµWF =
1
Γ(−µ+ n) D
n
∫ ∞
0
dt
e−tD
tµ−n+1
F, (4)
where Reµ < n and endpoint terms are assumed to vanish in the partial integrations which connect
the two expressions.
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We define a second Riemann-type fractional operator DµRF by
DµRF =
1
2pii
eipiµΓ(µ+ 1)
∫
CR
dt
e−tD
tµ+1
F, (5)
where CR is the contour CR = (x(w), 0+, x(w)). The endpoint x(w) of the contour must be chosen
such that DµF satisfies a differential equation determined by the Casimir operators of the Lie
algebra. This will require that a differential expression related to e−tDF vanish at t = x(w) for the
given values of w (see, for example, §7.3).
Which expression for Dµ is appropriate in a particular setting, Weyl or Riemann, will depend
on D and F . We will therefore simply denote the fractional operator as Dµ for formal purposes,
and only specify the expression to be used in connection with particular applications. The key
restrictions will be the existence of a finite value of the group parameter t = x(w) such that a
differential expression related to e−xDF vanishes in the Riemann case, and the convergence of the
integral for t→∞ in the Weyl case.
As shown in [5], the fractional operators satisfy the expected product rule for powers and com-
mute,
DµDν = DνDµ = Dµ+ν , [Dµ, Dν ] = 0. (6)
The inverse of Dµ is just D−µ,
(Dµ)−1 = D−µ, D−µDµ = 1. (7)
3 Legendre functions, SO(3), and SO(2,1)
Legendre functions appear naturally in the representations of the rotation group SO(3) in three
dimensions, the noncompact group SO(2,1), or of their covering group SU(2,C). See, for example,
[1, 7, 8]. The Lie algebras so(3)≃ su(2) are defined by three elements J1, J2, J3 with Lie products
given by the commutator [J1, J2 ] = J3 and its cyclic permutations. Thus, in a realization in which
the Casimir operator J21 + J
2
2 + J
2
3 has the fixed value −ν(ν + 1) and the commuting operator
J3 has the value −iµ, the action of the so(3) algebra can be described in terms of coordinates
x1 = sin θ cosφ, x2 = sin θ sinφ, x3 = cos θ on the unit sphere S
2 by the action of the antiHermitian
operators J1 = −x2∂3+x3∂1, J2 = −x3∂1+x1∂3, J3 = −x1∂2+x2∂1 on the functions eiµφPµν (cos θ).
Here Pµν (cos θ) is the associated Legendre function “on the cut” −1 < cos θ < 1. This is defined in
terms of the associated Legrendre function Pµν (z) for general complex z by
Pµν (cos θ) =
1
2
[
eipiµ/2Pµν (cos θ + i0) + e
−ipiµ/2Pµν (cos θ − i0)
]
, (8)
where Pµν (z) is given in terms of the hypergeometric function 2F1 by [9], Chap. 3,
Pµν (x) =
1
Γ(1− µ)
(
z + 1
z − 1
)µ/2
2F1
(
−ν, ν + 1; 1− ν ; 1− z
2
)
(9)
and its analytic continuations. The values of ν and µ are arbitrary. There is no restriction to the
integer values characteristic of the associated Legendre polynomials unless one insists on a unitary
representation of the group SO(3). We will not, and will simply be concerned with realizations of
the algebra so(3).
The algebra can also be realized on the functions eiµφQµν (cos θ), with Q
µ
ν (cos θ) a Legendre
function of the second kind “on the cut”,
Qµν (cos θ) =
1
2
e−ipiµ
[
e−ipiµ/2Qµν (cos θ + i0) + e
−ipiµ/2Qµν (cos θ − i0)
]
, (10)
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with Qµν (z) defined for general complex z by
Qµν (z) = e
ipiµ2−ν−1
Γ(12 )Γ(ν + µ+ 1)
Γ(ν + 32 )
z−ν−µ−1(z2 − 1)µ/2
× 2F1
(
1 +
ν
2
+
µ
2
,
1
2
+
ν
2
+
µ
2
; ν +
3
2
;
1
z2
)
. (11)
The general forms of the P ’s andQ’s appear naturally in representations of the noncompact group
SO(2,1) on the unit hyperboloid H2 with x1 = sinh θ cosφ, x2 = sinh θ sinφ, x3 = cosh θ, through
the functions eiµφPµν (cosh θ) and e
iµφQµν (cosh θ), [1], Chap. VI. SO(3) and SO(2,1) are different real
forms of the covering group SO(3,C), and the Lie algebras are related [7]. It will be most convenient
for our purposes to work with the general forms of the functions, and with realizations of so(2,1).
The so(2,1) algebra is given in terms of three operators which we will take in the form
M1 = x3∂1 + x1∂3,
M2 = x3∂2 + x2∂3 (12)
M3 = x2∂1 − x1∂2.
These have the commutation relations
[M1,M2] = −M3, [M2,M3] =M1, [M3,M1] =M2. (13)
M1 and M1 generate Lorentz transformations in the 1 and 2 directions, equivalent to hyperbolic
rotations on H2, while M3 generates rotations in the 1,2 plane.
The operator −M21 −M22 +M23 is a Casimir invariant and may be taken to have fixed value
on realizations of the algebra. We will also fix the value of the second commuting operator iM3.
When written in terms of the variables z = cosh θ and t = eiφ, the relations (−M21 −M22 +M23 )f =
−ν(ν + 1)f , iM3f = µf imply that f = fµν (z, t) = tµFµν (z) where Fµν is a solution of the associated
Legendre equation [
(1− z2) d
2
dz2
− 2z d
dz
− µ
2
1− z2 + ν(ν + 1)
]
Fµν (z) = 0 (14)
with degree ν and order µ
The so(2,1) algebra can be put in a more useful form for our purposes by introducing operators
M± defined by
M± = ∓M1 − iM2 (15)
with the commutation relations
[iM3,M±] = ±M±, [M+,M−] = −2iM3. (16)
In terms of the coordinates on H2,
M+ = −eiφ (∂θ + i coth θ ∂φ) = −t
√
z2 − 1 ∂z + z√
z2 − 1 t
2 ∂t, (17)
M− = e−iφ (∂θ − i coth θ ∂φ) = 1
t
√
z2 − 1 ∂z + z√
z2 − 1 ∂t. (18)
The commutation relations ofM± withM3 imply thatM±tµPµν (z)∝ tµ±1Pµ±1ν (z) andM±tµQµν (z)
∝ tµ±1Qµ±1ν (z). The constants of proportionality are easily determined and are the same for Pµν
4
and Qµν . After the t dependence is extracted, these relations reduce to the standard differential
recurrence relations for the order µ,
−
√
z2 − 1 d
dz
Fµν (z) +
µz√
z2 − 1F
µ
ν (z) = −Fµ+1ν (z), (19)√
z2 − 1 d
dz
Fµν (z) +
µz√
z2 − 1F
µ
ν (z) = (ν + µ)(ν − µ+ 1)Fµ−1ν (z), (20)
where Fµν is a general solution of the associated Legendre equation, [9], §3.8.
4 Conformal extension of SO(2,1)
We have so far dealt with SO(3) and SO(2,1) considered as the groups of transformations on S2 and
H2. These appear as subgroups of the group of Euclidean transformations E(3), and of the group
of Poincare´ or pseudo-Euclidean transformations E(2,1), and are obtained by adding the translation
operators in 3 or 2+1 dimensions to the original algebras. We will deal only with E(2,1). This is
defined by the operators Mi in 12 and three translation operators Pi = ∂i. We choose the metric
such that P 2 = −P 21 − P 22 + P 23 , M2 = −M21 −M22 +M23 , and x2 = −x21 − x22 + x33.
The P ’s commute,
[Pi, Pj ] = 0, (21)
and transform as Lorentz vectors, with the commutation relations
[M1, P1] = −P3, [M1, P2] = 0, [M1, P3] = −P1
[M2, P1] = 0 [M2, P2] = −P3, [M2, P3] = −P2
[M3, P1] = P2 [M3, P2] = −P1, [M3, P3] = 0.
(22)
with repect to the generatorsM1,M2 of Lorentz transformations, and the generatorM3 of rotations.
P 2 commutes with the M ’s, and the solutions of the Klein-Gordon equation P 2f = m2f can be
classified with respect to SO(2,1) by the values of M2 and M3.
In the special case that P 2 = 0, the symmetry group can be enlarged by the addition of a set
of special conformal transformations with generators Ki and the dilatation operator D. See, for
example, [4], Chap. 4. These are given in terms of the coordinates xi by
K1 = 2x1 x · ∂ + x2∂1 + x1,
K2 = 2x2 x · ∂ + x2∂2 + x2, (23)
K3 = −2x3 x · ∂ + x2∂3 − x3,
D = x · ∂ + 1
2
= x1∂1 + x2∂2 + x3∂3 +
1
2
. (24)
The K’s commute,
[Ki,Kj] = 0, (25)
and transform as Lorentz vectors,
[M1,K1] = −K3, [M1,K2] = 0, [M1,K3] = −K1
[M2,K1] = 0 [M2,K2] = −K3, [M2,K3] = −K2
[M3,K1] = K2 [M3,K2] = −K1, [M3,K3] = 0.
(26)
In addition,
[P1,K1] = [P2,K2] = 2D, [P3,K3] = −2D
[P1,K2] = [K1, P2] = 2M3, [P3,Ki] = [K3, Pi] = 2Mi, i = 1, 2. (27)
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Finally,
[D,Pi] = −Pi, [D,Ki] = Ki, [D,Mi] = 0, i = 1, 2, 3. (28)
Using the explicit realization of the operators given above, we find also that
[Ki, P
2] = −4x1P 2 ≃ 0, (29)
[D,P 2] = 2P 2 ≃ 0, (30)
M2 +D2 − 1
4
= x2P 2 ≃ 0, (31)
where the final weak equivalence in each relation holds for the action of the operator on solutions h
of the wave equation P 2h = 0.
We will deal with the solutions of the wave equation in terms of the homogeneous functions
hµν = x
νfµν (z, t) = x
νtµFµν (z), (32)
where tµFµν (z) is a solution of the associated Legendre equation on H
2 with M2 = −ν(ν + 1) and
iM3 = µ as in 14, and x, t, and z are defined as
x =
√
x2, z = x3/x, t = (x1 + ix2)/
√
x21 + x
2
2. (33)
In accord with the last two of equations 29, Dhµν = (ν+
1
2 )h
µ
ν , a relation which provides a geometric
interpretation of the degree ν of the Legendre function.
The operators P3 and K3 act as stepping operators in ν. Thus, from the first two relations in
28,
D(P3h
µ
ν ) = P3(D − 1)hµν = (ν −
1
2
)P3h
µ
ν , (34)
D(K3h
µ
ν ) = K3(D + 1)h
µ
ν = (ν +
3
2
)K3h
µ
ν , (35)
so P3h
µ
ν ∝ hµν−1 and K3hµν ∝ hµν+1. In terms of our coordinates on H2,
P3 = − sinh2 θ 1
x
∂
∂ cosh θ
+ cosh θ
∂
∂x
= −(z2 − 1) 1
x
∂
∂z
+ z
∂
∂x
, (36)
while
K3 = −x sinh2 θ ∂
∂ cosh θ
− x2 cosh θ
(
∂
∂x
+
1
x
)
= −x(z2 − 1) ∂
∂z
− x2z
(
∂
∂x
+
1
x
)
. (37)
Upon applying P3 and K3 to the functions h
µ
ν defined in 32, we find that
P3h
µ
ν (z) = x
ν−1tµ
[
−(z2 − 1) ∂
∂z
+ νz
]
Fµν (z)
= xν−1tµ(ν + µ)Fµν−1(z), (38)
K3h
µ
ν = x
ν+1tµ
[
−(z2 − 1) ∂
∂z
− (ν + 1)z
]
Fµν (z)
= −xν+1tµ(ν − µ+ 1)Fµν+1(z). (39)
These relations give the standard differential recurrence relations in ν for the associated Legen-
dre functions Fµν after the dependence on x and t is removed. The indicated coefficients can be
determined using the asymptotic behavior of those functions.
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5 Action of the group operators and generating functions
The action of the finite group operators e−uM± on the functions fµν is easily determined. Thus,
writing the stepping operation by M+ in the form
M+f
µ
ν =
[
−t
√
z2 − 1 ∂z + z√
z2 − 1 t
2∂t
]
tµFµν (z)
= −tµ+1(z2 − 1)(µ+1)/2 d
dz
[
(z2 − 1)−µ/2Fµν (z)
]
, (40)
and noting that
M+t
µ(z2 − 1)µ/2 = 0, (41)
we can easily show that1
e−uM+tµFµν (z) = t
µ(z2 − 1)µ/2eut
√
z2−1(d/dr)(r2 − 1)−µ/2Fµν (r) |r=z
= tµ(z2 − 1)µ/2
[
(z + ut
√
z2 − 1)2 − 1
]−µ/2
Fµν (z + ut
√
z2 − 1). (42)
Alternatively, by direct expansion of the exponential and the use of 19,
e−uM+tµFµν (z) =
∞∑
n=0
un
n!
tµ+nFµ+nν (z). (43)
Comparison of the two expressions gives the generating function
tµ(z2 − 1)µ/2
[
(z + ut
√
z2 − 1)2 − 1
]−µ/2
Fµν (z + ut
√
z2 − 1)
=
∞∑
n=0
un
n!
tµ+nFµ+nν (z). (44)
The series converges for |u| sufficiently small as expected from Lie theory, with absolute convergence
for either Pµν or Q
µ
ν for
|u| < 1|t| min
∣∣∣∣∣
√
z ± 1
z ∓ 1
∣∣∣∣∣ . (45)
The generating function for Fµν = P
µ
ν is known, [9], 19.10(4).
A similar calculation using M− gives the relations
e−uM−tµFµν (z) =
∞∑
n=0
(−u)n
n!
tµ−n
Γ(µ+ ν + 1)Γ(ν − µ+ n+ 1)
Γ(µ+ ν − n+ 1)Γ(ν − µ+ 1)F
µ−n
ν (z)
= tµ(z2 − 1)−µ/2
[
(z − u
t
√
z2 − 1)2 − 1
]µ/2
Fµν
(
z − u
t
√
z2 − 1
)
, (46)
with absolute convergence of the series for the the condition in 45 with 1/t→ t.
The action of the finite operators e−uP3 and e−uK3 in the conformal group on the functions hµν
is well known [4], but it is useful to determine it directly. In order to use the method sketched above
1This result is also easily obtained starting with the expression tµFµν (z) = (x1 + ix2)
µ × (x2
3
− x2)−µ/2Fµν (x3/x),
writing M+ as −x3(∂1 + i∂2) − (x1 + ix2)∂3, and determining the action of e
−uM+ directly using the relations
M+(x1 + ix2) = 0 and M+x2 = 0. See also [1], Chap. VI.
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forM±, we change from the variable z = x3/x to a new variable y = x3/(x21+x
2
2)
1/2 = z/
√
z2 − 1 =
coth θ in terms of which
P3 =
√
y2 − 1
(
1
x
∂
∂y
+
y
y2 − 1
∂
∂x
)
, (47)
K3 =
√
y2 − 1
(
x
∂
∂y
− y
y2 − 1x
∂
∂x
x
)
. (48)
In this form,
P3 x
ν(y2 − 1)ν/2 = 0, K3 xν(y2 − 1)(ν+1)/2 = 0, (49)
for any ν. Extracting the relevant factors from the respective operands, we find that the actions of
P3 and K3 can be written in terms of simple derivatives,
P3 x
νFµν
(
y√
y2 − 1
)
= P3 x
ν(y2 − 1)−ν/2
[
(y2 − 1)ν/2Fµν
(
y√
y2 − 1
)]
= xν−1(y2 − 1)−(ν−1)/2 d
dy
[
(y2 − 1)ν/2Fµν
(
y√
y2 − 1
)]
, (50)
K3 x
νFµν
(
y√
y2 − 1
)
= K3 x
ν(y2 − 1)(ν+1)/2
[
(y2 − 1)−(ν+1)/2Fµν
(
y√
y2 − 1
)]
= xν+1(y2 − 1)(ν+2)/2 d
dy
[
(y2 − 1)−(ν+1)/2Fµν
(
y√
y2 − 1
)]
. (51)
The use of y or coth θ as the the preferred variable is in this sense natural.
The relations above connect the action of e−uP3 and e−uK3 to Taylor series in y, and lead to the
expressions
e−uP3xνFµν = x
ν
(
Y 2 − 1
y2 − 1
)ν/2
Fµν
(
Y√
Y 2 − 1
)
, Y = y − u
x
√
y2 − 1, (52)
e−uK3xνFµν = x
ν
(
y2 − 1
Y 2 − 1
)(ν+1)/2
Fµν
(
Y√
Y 2 − 1
)
, Y = y − ux
√
y2 − 1. (53)
Equivalently, in terms of z = cosh θ and the formal power series expansions of the exponentials,
e−uP3xνFµν (z) = x
ν
∞∑
n=0
1
n!
(
−u
x
)n Γ(ν + µ+ 1)
Γ(ν + µ− n+ 1)F
µ
ν−n(z)
= xν
(
1− 2z u
x
+
u2
x2
)ν/2
Fµν

 z − ux√
1− 2z ux + u
2
x2

 , (54)
e−uK3xνFµν (z) = x
ν
∞∑
n=0
(ux)n
n!
Γ(ν − µ+ n+ 1)
Γ(ν − µ+ 1) F
µ
ν+n(z)
= xν
(
1− 2zux+ u2x2)−(ν+1)/2 Fµν
(
z − ux√
1− 2zux+ u2x2
)
. (55)
The series converge for |h| < min |z ±√z2 − 1|, where h = u/x for 54, and h = ux for 55. The ex-
pressions 54 and 55 reproduce the known generating functions [9] 19.10(3) and 19.10(2), respectively,
for Fµν = P
µ
ν , but hold also for the functions Q
µ
ν .
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These relations give generating functions for the Legendre functions in terms of the degree ν.
Thus, starting with P 00 (z) = 1 and using 55, we obtain the standard generating function for the
Legendre polynomials,
e−uK3 · 1 = (1− 2zux+ u2x2)−1/2 =
∞∑
n=0
(ux)nPn(z). (56)
The known generating function [9] 3.7(34) for the Qn follows from 55 with Q
0
0 ≡ Q0 = 12 ln (z + 1)/
(z − 1),
e−uK3
1
2
ln
z + 1
z − 1 = (1− 2zux+ u
2x2)−1/2 ln
(
z − ux√1− 2zux+ u2x2√
z2 − 1
)
=
∞∑
n=0
(ux)nQn(z). (57)
Other simple generating functions can be obtained using different starting points. Thus, using
Pµ0 (z) =
1
Γ(1− µ)
(
z + 1
z − 1
)µ/2
(58)
in 55 gives
e−uK3Pµ0 (z) =
1
Γ(1− µ) (1 − 2zux+ u
2x2)−1/2
(
z − ux+√1− 2zux+ u2x2√
z2 − 1
)µ
=
∞∑
n=0
(ux)n
n!
Γ(−µ+ n+ 1)
Γ(−µ+ 1) P
µ
n (z). (59)
A similar generating function for the functions Qλn(z) follows from 55 and the relation
Qµ0 (z) =
1
2
eipiµΓ(µ)
[(
z + 1
z − 1
)µ/2
−
(
z + 1
z − 1
)−µ/2]
. (60)
Further results can be obtained using the known closed-form expressions for Q
1/2
ν , P
1/2
ν , P−νν (z),
and Qν+1ν (z), [9], §3.61.
We can also obtain interesting double series. Thus,
e−vM+e−uK3 · 1 =
[
1− 2ux
(
z + vt
√
z2 − 1
)
+ u2x2
]−1/2
=
∞∑
n=0
(ux)n
n∑
m=0
(vt)m
m!
Pmn (z). (61)
A series for Qmn with the same coefficients follows from 57 with the replacement of z by z+vt
√
v2 − 1
in the function to be expanded. In that case, the sum on m does not terminate.
6 Fractional stepping operators from so(2,1)
We can define fractional stepping operators Mλ± as in §2, with
Mλ± =
1
2pii
eipiλΓ(λ+ 1)
∫
C
du
e−uM±
uλ+1
, (62)
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where C is an appropriately chosen contour in the complex u plane. The operator (iM3)
σ is defined
similarly.
The formal properties of the operators are easily determined. [M2,Mλ±] = 0, so M
λ
± transform
solutions fµν (z, t) = t
µFµν (z) of the associated Legendre equation [M
2+ν(ν+1)]fµν = 0 into solutions
with the same degree ν. Further, from the relations
[iM3,M
n
±] = ±nMn±, (63)
we find that
[iM3, e
−uM± ] = ±
∞∑
n=0
(−u)n
n!
nMn± = ±u
d
du
e−uM± , (64)
hence, after a partial integration in 62, that
[iM3,M
λ
±] = ±λMλ±. (65)
The operators Mλ± therefore increase or decrease the order µ by λ when applied to f
µ
ν = t
µFµν (z),
iM3(M
λ
±f
µ
ν ) =M
λ
±(iM3 ± λ)fµν = (µ± λ)(Mλ±fµν ). (66)
The new functions Mλ±f
µ
ν may involve a different combination of the fundamental solutions of the
associated Legendre equation than appeared originally, with (f ′)µ±λν = t
µ±λ(F ′)µ±λν . Furthermore,
even when F ′ = F , the operations only give f ′ up to a constants of proportionality because of the
sign and numerical factors in the recurrence relations 19 and 20. We will therefore write Mλ±f
µ
ν as
Mλ±f
µ
ν = N±(ν, µ, λ)(f
′)µ±λν , (67)
where the functional form of F ′ and the constant N are to be determined.
The more general relations
(iM3)
σMλ± =M
λ
±(iM3 ± λ)σ , Mλ±(iM3)σ = (iM3 ∓ λ)σMλ±, (68)
can be derived using the Baker-Hausdorff expansion of eAeBe−A as a series of n-fold commutators
[5]. The operators M± are mixed with M3 under commutation as in Eq. 13, with the result that
there are apparently no simple expressions for commutators of the fractional operatorsMλ+ and M
η
−
for arbitrary values of λ and η. However,
[iM3,M
σ
+M
λ
−] = (σ − λ)Mσ+Mλ−, [iM3,Mλ−Mσ+] = (σ − λ)Mλ−Mσ+, (69)
so Mσ+M
λ
− and M
λ
−M
σ
+ both carry solutions f
µ
ν to solutions of the type (f
′)µ+σ−λν .
We can define fractional operators Pλ3 and K
λ
3 as above. Since [P
2, Pλ3 ] = 0 and [P
2,Kλ3 ] ≃ 0,
these operators transform solutions hµν (x, z, t) = x
νfµν (z, t) of P
2hµν = 0 into solutions. Furthermore,
[M3, P
λ
3 ] = [M3,K
λ
3 ] = 0, so P
λ
3 and K
λ
3 do not change the value µ of iM3.
Calculations similar to those which lead to 65 show that
[D,Pλ3 ] = −λPλ3 , [D,Kλ3 ] = λKλ3 , (70)
so these operators decrease or increase the value of ν by λ. Given the numerical factors in the
recurrence relations 38 and 39, the transformed functions h′ are determined only up to constants of
proportionality,
Pλ3 h
µ
ν = N
′
−(ν, µ, λ)h
µ
ν−λ, K
λ
3 h
µ
ν = N
′
+(ν, µ, λ)h
µ
ν+λ. (71)
Because
[M±, P3] = ±P±, [M±,K3] = ±K±, (72)
the operators Mσ± do not commute with P
λ
3 and K
λ
3 . However, it is easily shown that M
σ
±P
λ
3 and
Pλ3 M
σ
± both carry h
µ
ν to solutions of the type (h
′)µ±σν−λ . Similarly, M
σ
±K
λ
3 and K
λ
3M
σ
± both carry h
µ
ν
to solutions of the type (h′)µ±σν+λ .
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7 Change of the order of F µν using M
λ
±
7.1 Weyl-type relations using Mλ+
The action of the Weyl-type operator Mλ+ on the associated Legendre functions gives
Mλ+t
µFµν (z) = N+(ν, µ, λ) t
µ+λ(F ′)µ+λν (z)
=
1
2pii
eipiλΓ(λ+ 1)tµ(z2 − 1)µ/2 (73)
×
∫
CW
du
uλ+1
[(
z + ut
√
z2 − 1
)2
− 1
]−µ/2
Fµν
(
z + ut
√
z2 − 1
)
,
where the direction of the contour CW for |u| → ∞ must be chosen to assure convergence of the
integral.
It is easily shown that the integral converges and gives a solution of the associated Legendre
equation for the choice Fµν = Q
µ
ν provided Re(ν+µ+λ+1) > 0.
2 The proportionality of the integral
to Qµ+λν and the value of the coefficient N+ can be established using the asymptotic behavior of the
two sides of 74 for z →∞, proportional in both cases to z−ν−1. We find that N+ = e−ipiλ, a result
consistent with repeated application of the recurrence relation M+t
µFµν = −tµ+1Fµ+1ν .
After scaling out the variable t, 73 can be rewritten for Fµν = Q
µ
ν as
e−ipi(µ+λ)Qµ+λν (z) =
eipiλ
2pii
Γ(λ+ 1)
∫
(∞,0+,∞)
du
uλ+1
(
z2 − 1
Z2 − 1
)µ/2
e−ipiµQµν (Z), (74)
where Z = z + u
√
z2 − 1 and Re(ν + µ+ λ+ 1) > 0. That is,
Mλ+t
µe−ipiµQµν (z) = t
µ+λe−ipi(µ+λ)Qµ+λν (z). (75)
The expression in 74 can be put in the form of a generalized Weyl fractional integral by changing
to Z as the integration variable,
e−ipi(µ+λ)Qµ+λν (z) =
1
2pii
eipiλΓ(λ+ 1)(z2 − 1)(ν+λ)/2
×
∫
(∞,z+,∞)
dZ
(Z − z)λ+1
(
Z2 − 1)−µ/2 e−ipiµQµν (Z). (76)
The contour can be collapsed for Reλ < 0, and 74 can then reduces to a form equivalent to the
known fractional integral [6], 13.2(30). However, the result in 74 is more general and has a clear
connection with the underlying group theory.
The further substitutions z = cosh θ, Z = cosh θ′ convert 76 to an expression in terms of
hyperbolic angles,
e−ipi(µ+λ)Qµ+λν (cosh θ) =
1
2pii
eipiλΓ(λ+ 1) sinhµ+λ θ
∫
(∞,θ+,∞)
dθ′
(cosh θ′ − cosh θ)λ+1
× sinh−µ+1 θ′e−ipiµQµν (θ′). (77)
A different result holds for the Weyl action of M+ on the functions t
µPµν (z) as may be seen from
the relation
Pµν (z) =
1
pi
e−ipiµ
1
cospiν
[
sinpi(ν + µ)Qµν (z)− sinpi(ν − µ)Qµ−ν−1(z)
]
. (78)
2It can be established that the integrals 74 and 79 below give solutions of the associated Legendre equation with
the indicated indices by a calculation similar to that which leads to the condition 89 for the Riemann version of Mλ
+
.
The only change in the final condition is the replacement of v by −v in 89, and the restrictions given on ν, µ, and λ
follow.
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The operator Mλ+ acts on the Q’s, but does not change the sine factors, with the result that,
suppressing the the dependence on t,
Mλ+P
µ
ν (z) =
1
2pii
eipiλΓ(λ+ 1)
∫
(∞,0+,∞)
du
uλ+1
(
z2 − 1
Z2 − 1
)µ/2
Pµν (Z)
=
1
pi
e−ipi(µ+λ)
1
cospiν
[
sinpi(ν + µ)Qµ+λν (z)− sinpi(ν − µ)Qµ+λ−ν−1(z)
]
(79)
=
sinpi(ν − µ)
sinpi(ν − µ− λ)P
µ+λ
ν (z)−
2
pi
sinpiν sinpiλ e−ipi(µ+λ)Qµ+λν (z)
for Re(±(ν + 12 ) + µ+ λ+ 12 ) > 0 and Z = z +
√
z2 − 1.
We emphasize that the different behavior of the Weyl-type operator Mλ+ on Q
µ
ν and P
µ
ν is
associated with the fact that the integration contour runs to ∞. Qµν and Qµ−ν−1 have unique
asymptotic limits for z → ∞, behaving respectively as z−ν−1 and zν multiplied by series in 1/z2.
The operator Mλ+ changes µ but does not affect ν. Since it carries solutions of the associated
Legendre equation to solutions and, as is evident from 73, preserves the asymptotic behavior of
the integrand for z → ∞, it can only carry Qµν to a multiple of Qµ+λν and Qµν−1 to a multiple of
Qµ+λ−ν−1 with no mixing of the two functions. P
µ
ν , in contrast, involves both functions with different
µ-dependent coefficients, and cannot be reproduced for general ν. It is useful in this respect to
regard Qµν and Q
µ
−ν−1 as the fundamental solutions of the associated Legendre equation rather than
Pµν and Q
µ
ν . We will encounter similar situations later.
7.2 Weyl-type relations using Mλ−
The action of the Weyl-type operators Mλ− on the associated Legendre functions gives
Mλ−t
µFµν (z) = N−(ν, µ, λ)t
µ−λ(F ′)µ−λν (z)
=
1
2pii
Γ(λ+ 1)eipiλtµ(z2 − 1)−µ/2 (80)
×
∫
CW
du
uλ+1
[(
z − u
t
√
z2 − 1
)2
− 1
]µ/2
Fµν
(
z − u
t
√
z2 − 1
)
.
It can be established through a calculation equivalent to that which leads to the condition 92 obtained
later for the Riemann version of Mλ− that this expression gives a solution of the associated Legendre
equation provided the integral converges for |u| → ∞.
The contour CW must extend to |u| → ∞, and must avoid the singularities of the integrand at
u/t =
√
(z − 1)/(z + 1),
√
(z + 1)/(z − 1). The singularities are always in the right half of the u/t
plane a finite distance from the origin for |z± 1| finite. For definiteness, we will consider the case in
which, after scaling out the variable t, the initial contour is taken to run above both singularities.
This allows us to rotate the contour in 80 counterclockwise by pi, and then replace u by eipiu,
effectively returning to the expression in 80 with −u replaced by u and with the acquisition of an
extra phase e−ipiλ.
After identifying the constant of proportionality, we find for the choice Fµν = Q
µ
ν that
e−ipi(µ−λ)Qµ−λν (z) =
1
2pii
eipiλΓ(λ+ 1)
Γ(ν + µ− λ+ 1)Γ(ν − µ+ 1)
Γ(µ+ ν + 1)Γ(ν − µ+ λ+ 1)
×
∫
(∞,0+,∞)
du
uλ+1
(
Z2 − 1
z2 − 1
)µ/2
e−ipiµQµν (Z), (81)
Z = z + u
√
z2 − 1. The integral converges and gives a solution Qν−λν of the associated Legendre
equation for Re(ν − µ+ λ+ 1) > 0.
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The coefficient of the integral can be determined using the asymptotic behavior of the two sides
of 81 for z →∞. It corresponds to a coefficient
N−(ν, µ, λ) = e−ipiλ
Γ(ν + µ+ 1)Γ(ν − µ+ λ+ 1)
Γ(ν + µ− λ+ 1)Γ(ν − µ+ 1) (82)
in the original expression 80, with the contour taken to run above the singularities of the integrand
at u/t =
√
(z ± 1)/(z ∓ 1). N− is just the coefficient of the nth term in the generating function
46, up to the factor 1/n!, but extended from integer n to noninteger values n → λ with the factor
(−1)n → e−ipiλ. We note that the phase of the constant N− defined through 80 depends on the
choice of the original contour. The final result does not.3 The contour in 81 can be closed for λ = n,
one recovers the expression for Qµ−nν given by the generating function 46.
The results above continue to hold for Qµ−ν−1 for Re(−ν−µ+λ) > 0, and 81 and 78 can be used
to evaluate Mλ−P
µ
ν . Remarkably, the coefficients N−(ν, µ, λ) and N−(−ν − 1, µ, λ) are such that the
sine functions in 78 are reproduced in the final result with µ→ µ− λ, and we find that
Pµ−λν (z) =
1
2pii
eipiλΓ(λ+ 1)
Γ(−ν − µ)Γ(ν − µ+ 1)
Γ(−ν − µ+ λ)Γ(ν − µ+ λ+ 1)
×
∫
(∞,0+,∞)
du
uλ+1
(
Z2 − 1
z2 − 1
)µ/2
Pµν (Z), (83)
Re(±(ν + 12 )− µ+ λ+ 12 ) > 0. This corresponds to a coefficient
N˜− = eipiλ
sinpi(ν + µ)
sinpi(ν + µ− λ)N−(ν, µ, λ) =
Γ(−ν − µ+ λ)Γ(ν − µ+ λ+ 1)
Γ(−ν − µ)Γ(ν − µ+ 1) (84)
in the relation Mλ−P
µ
ν = N˜−(ν, µ, λ)P
µ−λ
ν , with M
λ
− defined with the original contour in 80 taken
above the singularities of the integrand. The change relative to 82 is in a different continuation
of the alternating sign in the generating function 46, with the factor e−ipiλ in N− replaced by
sinpi(ν + µ)/ sinpi(ν + µ− λ) in N˜−. Because of the change in coefficients, it is again useful to
regard Qµν and Q
µ
−ν−1 as the fundamental solutions rather than Q
µ
ν and P
µ
ν .
7.3 Riemann-type relations using Mλ±
The action of the Riemann-type fractional operator Mλ+ is given by 73 on a finite contour CR =
(u0, 0+, u0) where the obvious choice of the endpoint u0 is the point at which the argument of the
Legendre function is +1,
u0 = e
ipi 1
t
(
z − 1
z + 1
)1/2
. (85)
Writing u as u0v and factoring out the dependence on t, we obtain the expression
N+
(
z − 1
z + 1
)(µ+λ)/2
(F ′)µ+λν (z) =
1
2pii
Γ(λ+ 1)
∫
(1,0+,1)
dv
vλ+1
1
(1− v)µ
×
(
V − 1
V + 1
)µ/2
Fµν (V ), (86)
3The contour rotation and substitution used above replace the factor exp (−uM−) in the definition of Mλ− by
exp (−u eipiM−), effectively replacing −u by u in the series 46. The resulting expression gives (eipiM−)λ when the
integration in 62 is performed on the standard Weyl contour (∞, 0+,∞), hence the extra phase noted above in the
expression for Mλ−. Had we started instead with a contour that ran below both the singularities of the integrand,
rotated the contour clockwise by pi, and then replaced u by e−ipiu, the extra phase would have been eipiλ, and the
new N− would be e2ipiλ times the result in 82. The ultimate expression for Q
µ−λ
ν does not change.
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where V = z− (z− 1)v and F and F ′ are possibly different associated Legendre functions. The last
factor on the right hand side has the same form as the function on the left, but with z replaced by
V .
Defining
wµν (z) =
(
z − 1
z + 1
)µ/2
Fµν (z) (87)
and using the form of the associated Legendre equation satisfied by that function,
(z2 − 1)w′′ + (2z − 2µ)w′ − ν(ν + 1)w = 0, (88)
with the replacement µ→ µ+ λ, we find that 86 gives a solution of 88 provided
v−λ(1− v)1−µ d
dv
[(
V − 1
V + 1
)µ/2
Fµν (V )
]
= 0 (89)
at the endpoints of the integration contour. This condition is satisfied for Pµν for Reµ < 1 with the
expected endpoints v = 1, e2pii. The expression in 89 does not vanish for Qµν , with the result that
the right hand side of 86 satisfies an inhomogenous version of the associated Legendre equation, so
does not give Qµ+λν .
With the choice Fµν = P
µ
ν in 86, we find that N+ = e
−ipiλ as before, and that
Pµ+λν (z) =
1
2pii
e2ipiλΓ(λ+ 1)
∫
(u0,0+,u0)
du
uλ+1
(
z2 − 1
Z2 − 1
)µ/2
Pµν (Z),
=
1
2pii
eipiλΓ(λ+ 1)
∫
(u′
0
,0+,u′
0
)
du
uλ+1
(
z2 − 1
Z ′2 − 1
)µ/2
Pµν (Z
′), (90)
where Reµ < 1, Z ′ = z − u√z2 − 1, and u′0 =
√
(z − 1)/(z + 1). Changing to Z ′ as the integration
variable, we get the alternative form
Pµ+λν (z) =
1
2pii
Γ(λ+ 1)(z2 − 1)(µ+λ)/2
×
∫
(1,z+,1)
dZ ′
(Z ′ − z)λ+1 (Z
′2 − 1)−µ/2Pµν (Z ′), (91)
where |arg(Z ′ − z)| ≤ pi. This result can be reduced in the case of real z with −1 < z < 1 to a
known the fractional integral, [6], 13.1(54).
A similar calculation for Mλ− on the Riemann contour starting from 80 leads to the condition for
a solution of the associated Legendre equation that the function
v−λ(1− v)µ+1 d
dv
[(
V + 1
V − 1
)µ/2
Fµν (V ))
]
(92)
vanish at the end points. In fact, it has a finite value for v = 1, e2pii for either Pµν or Q
µ
ν . The
functions defined by the integral satisfy inhomogeneous versions of the associated Legendre equation
rather than the equation itself, and the Riemann version of Mλ− appears not to be useful.
8 Change of the degree of F µν using K
λ
3 and P
λ
3
8.1 Relations for Kλ3
The action of the operator Kλ3 on a function x
νFµν increases the degree ν by λ as shown formally
by the commutation relation 70. In particular, using the variable y and the expression in 53 for the
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action of e−uK3 , we obtain a Weyl-type relation
Kλ3 x
νFµν
(
y√
y2 − 1
)
= N ′+(ν, µ, λ)x
ν+λ (F ′)µν+λ
(
y√
y2 − 1
)
=
1
2pii
eipiλΓ(λ+ 1)
∫
CW
du
uλ+1
(
y2 − 1
Y 2 − 1
)(ν+1)/2
Fµν
(
Y√
Y 2 − 1
)
, (93)
where Y = y − xu
√
y2 − 1. The contour CW must be chosen to run to |u| → ∞, avoiding the
singularities of the integrand at Y = ±1 or xu =
√
(y ± 1)/(y ∓ 1). The singularities are both in
the right-half xu plane a finite distance from the origin for |y ± 1| finite.
Following the procedure sketched in §7.2, we change to xu as a new integration variable, pick an
initial contour which runs above both singularities, rotate the contour counterclockwise by pi, and
replace u by eipiu to return to the standard contour. This gives the expression
N ′+(ν, µ, λ) (F
′)µν+λ
(
y√
y2 − 1
)
=
1
2pii
Γ(λ+ 1)
∫
(∞,0+,∞)
du
uλ+1
×
(
y2 − 1
Y 2 − 1
)(ν+1)/2
Fµν
(
Y√
Y 2 − 1
)
, (94)
where Y is now given by Y = y + u
√
y2 − 1 and we have acquired an extra phase e−ipiλ. By
considering the modified Legendre equation
(y2 − 1)v′′ +
(
2y − ν − 1
2
)
v′ −
(
µ2 − 1
4
)
v = 0 (95)
satisfied by the function4
vµν (y) =
(
y − 1
y + 1
)(ν+1)/2
(y2 − 1)−1/4Fµν
(
y√
y2 − 1
)
, (96)
we find that the right hand side of 93 satisfies the associated Legendre equation for degree ν + λ
and order µ provided that the function
u−λ(1 + u)−λ+
1
2
d
du
[(
Y − 1
Y + 1
)(ν+ 1
2
)/2
(Y 2 − 1)−1/4Fµν
(
Y√
Y 2 − 1
)]
(97)
4The form of the function is suggested by the Whipple transformation [9]3.3.2(13,14)
e−ipiµQµν (
y√
y2 − 1
) =
√
pi
2
Γ(ν + µ + 1)(y2 − 1)1/4P
−ν− 1
2
−µ− 1
2
(y)
which connects the actions of Kλ
3
and Mλ− and of P
λ
3
and Mλ
+
, and can be used to derive equations 100 and 110 below
from 83 and 74. The Whipple transformation is associated with the automorphism
D′ = −iM3, iM
′
3 = −D, M
′
+ = P3, M
′
− = −K3,
P ′+ = −P+, P
′
− = K+, P
′
3 = M+, K
′
+ = P−, K
′
− = −K−, K
′
3 = −M−
of the abstract conformal algebra. Using the explicit realizations of the operators given in §4, we find that
P
′
2 = x2+P
2 ≃ 0 and M
′
2 +D
′
2 −
1
4
= −
1
2
(P3K3 +K3P3)−D
2 −M23 −
1
4
= x2⊥P
2 ≃ 0
when acting on solutions of the Laplace equation. These relations are only invariant under rotations about the 3
axis generated by M3 and not under the full Lorentz group. The transformation maps realizations of the algebra to
realizations, with ν′ = −µ − 1
2
(iM ′
3
= −D) and µ′ = −ν − 1
2
(D′ = −iM3). In terms of differential equations, the
substitutions z = y/
√
y2 − 1, Fµν (z) = (y
2 − 1)1/4Gµ
′
ν′
(y) transform the associated Legendre equation satisfied by
Fµν (z) into the same equation for G
µ′
ν′
(y). The specific connection of the functions can be established by matching
their behavior for z →∞, y → 1 and for z → 1, y →∞.
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vanishes at the endpoints of the contour. This condition is satisfied for Fµν = P
µ
ν in 94 provided
Re(ν + λ− µ+ 1) > 0, and for Fµν = Qµν provided Re(ν + λ± µ+ 1) > 0.
The constant of proportionality N ′+ in 94 can be determined by changing to Y as the variable of
integration in that equation, and then determining the asymptotic limits of the two sides for y →∞.
We find that
N ′+(ν, µ, λ) = e
−ipiλΓ(ν + λ− µ+ 1)
Γ(ν − µ+ 1) (98)
for both Pµν and Q
µ
ν . The first can be established easily by identifying the characteristic power
behavior Pµν (z) ∝ [(z+1)/(z− 1)]µ/2 for z → 1 on the two sides of the equation. The coefficient for
Qµν follows from the relation
e−ipiµQµν (z) =
pi
2 sinpiµ
[
Pµν (z)−
Γ(ν + µ+ 1)
Γ(ν − µ+ 1)P
−µ
ν (z)
]
. (99)
Using the result for N ′+ in 94, we find that
Fµν+λ
(
y√
y2 − 1
)
=
1
2pii
eipiλ
Γ(λ+ 1)Γ(ν − µ+ 1)
Γ(ν + λ− µ+ 1
×
∫
(∞,0+,∞)
du
uλ+1
(
y2 − 1
Y 2 − 1
)(ν+1)/2
Fµν
(
Y√
Y 2 − 1
)
, (100)
where Re(ν + λ− µ+ 1) > 0 for Pµν , and Re(ν + λ± µ+ 1) > 0 for Qµν . Alternatively, taking Y as
the integration variable,
Fµν+λ
(
y√
y2 − 1
)
=
1
2pii
eipiλ
Γ(λ+ 1)Γ(ν − µ+ 1)
Γ(ν + λ− µ+ 1) (y
2 − 1)(ν+λ+1)/2
×
∫
(∞,y+,∞)
dY
(Y − y)λ+1 (Y
2 − 1)−(ν+1)/2Fµν
(
Y√
Y 2 − 1
)
. (101)
This expression has the form of a Weyl fractional integral [6], § 13.2, but is apparently not known
in the general case.
The substitutions Y = coth θ′, y = coth θ in 101 give the expression
Fµν+λ(cosh θ) = −
1
2pii
eipiλ
Γ(λ+ 1)Γ(ν − µ+ 1)
Γ(ν + λ− µ+ 1 (sinh θ)
ν+λ+1
×
∫
(0,θ+,0)
dθ′
sinh2 θ′
1
(coth θ′ − coth θ)λ+1 (sinh θ
′)ν+1Fµν (cosh θ
′)
= − 1
2pii
eipiλ
Γ(λ+ 1)Γ(ν − µ+ 1)
Γ(ν + λ− µ+ 1
×
∫
(0,θ+,0)
dθ′
sinh θ′
(
sinh θ′
sinh θ
)ν (
sinh θ′
sinh (θ − θ′)
)λ+1
Fµν (cosh θ
′), (102)
while the substitutions Y = coshφ′, y = coshφ give
Fµν+λ(cothφ) =
1
2pii
eipiλ
Γ(λ+ 1)Γ(ν − µ+ 1)
Γ(ν + λ− µ+ 1 (sinh φ)
ν+λ+1
×
∫
(∞,φ+,∞)
sinhφ′ dφ′
(coshφ′ − coshφ)λ+1 (sinhφ
′)−ν−1Fµν (cothφ
′). (103)
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Finally, with y = z/
√
z2 − 1 and Y = (z + u)/√z2 − 1 in 100,
Fµν+λ(z) =
1
2pii
eipiλ
Γ(λ+ 1)Γ(ν − µ+ 1)
Γ(ν + λ− µ+ 1
×
∫
(∞,0+,∞)
du
uλ+1
(u2 + 2uz + 1)−(ν+1)/2Fµν
(
z + u√
u2 + 2zu+ 1
)
. (104)
The foregoing relations for Kλ3 are of the Weyl type. The natural endpoint for a Riemann-type
contour for the original integrand in 93 is at Y = 1 or xu =
√
(y − 1)/(y + 1). x can again be
scaled out, and the condition that the right hand side of 93 define a solution of the associated
Legendre equation reduces to the requirement that the function in 97, with (1 + u)−λ+
1
2 replaced
by (1 − u)−λ+ 12 and Y = y − u
√
y2 − 1, vanish at the endpoints. It fails to vanish for Fµν equal to
either Pµν or Q
µ
ν , and there is no Riemann-type expression for K
λ
3 .
8.2 Relations for P λ3
The action of the operator Pλ3 on x
νFµν decreases ν by λ as shown by the commutation relation 70.
Thus, using the variable y = z/
√
z2 − 1 and the expression in 52 for the action of e−uP3 , we obtain
the Weyl-type relation
Pλ3 x
νFµν
(
y√
y2 − 1
)
= N ′−(ν, µ, λ)x
ν−λ (F ′)µν−λ
(
y√
y2 − 1
)
=
1
2pii
eipiλΓ(λ+ 1)
∫
CW
du
uλ+1
(
Y 2 − 1
y2 − 1
)ν/2
Fµν
(
Y√
Y 2 − 1
)
, (105)
where Y = y− ux
√
y2 − 1. We will again take the initial integration contour to run to |u| → ∞ above
the singularities of the integrand at u/x =
√
(y ± 1)(y ∓ 1), scale out the dependence on x, rotate
the contour counterclockwise by pi, and replace u by eipiu to reach the standard contour (∞, 0+,∞).
This gives the expression
N ′−(ν, µ, λ) (F
′)µν−λ
(
y√
y2 − 1
)
=
1
2pii
Γ(λ+ 1)
∫
(∞,0+,∞)
du
uλ+1
×
(
Y 2 − 1
y2 − 1
)ν/2
Fµν
(
Y√
Y 2 − 1
)
, (106)
where Y is now given by Y = y + u
√
y2 − 1 and we have acquired an extra phase e−ipiλ. By
considering the modified Legendre equation satisfied by the function4(
y + 1
y − 1
)(ν+ 1
2
)/2
(y2 − 1)−1/4Fµν
(
y√
y2 − 1
)
, (107)
we find that the right hand side of 105 satisfies the associated Legendre equation for degree ν − λ
and order µ provided that the function
u−λ(1 + u)ν+
3
2
d
du
[(
Y + 1
Y − 1
)(ν+ 1
2
)/2
(Y 2 − 1)−1/4Fµν
(
Y√
Y 2 − 1
)]
(108)
vanishes at the endpoints of the contour. This condition is satisfied for Fµν = P
µ
ν in 106 provided
Re(−ν + λ− µ) > 0. A comparison of the asymptotic limits of the two sides of 106 for y →∞ gives
N ′−(ν, µ, λ) = e
−ipiλΓ(−ν + λ− µ)
Γ(−ν − µ) , (109)
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and
Pµν−λ
(
y√
y2 − 1
)
=
1
2pii
eipiλΓ(λ+ 1)
Γ(−ν − µ)
Γ(−ν + λ− µ)
∫
(∞,0+,∞
du
uλ+1
×
(
Y 2 − 1
y2 − 1
)ν/2
Pµν
(
Y√
Y 2 − 1
)
. (110)
The corresponding result for Fµν = Q
µ
ν involves an extra term related through the Whipple
transformation [9] 3.3.2(13,14) to that found forMλ+ in §7.1, and a different coefficient. We find that
eipiλ
2pii
Γ(λ+ 1)
Γ(ν − λ+ µ+ 1)
Γ(ν + µ+ 1)
∫
(∞,0+,∞)
du
uλ+1
(
Y 2 − 1
y2 − 1
)ν/2
e−ipiµQµν
(
Y√
Y 2 − 1
)
= e−ipiµQµν−λ
(
y√
y2 − 1
)
− pi cospiµ sinpiλ
sinpi(ν − λ+ µ)P
µ
ν−λ
(
y√
y2 − 1
)
, (111)
Y = y + u
√
y2 − 1, Re(λ − ν ± µ) > 0.
The condition for there to be a Riemann-type representation for Pλ3 is given by 108 with u + 1
replaced by 1−u and Y = y−u(y− 1). The result must vanish for u = 1. This condition is satisfied
for Fµν = Q
µ
ν for Re(ν +
3
2 ) > 0, but is not satisfied for P
µ
ν . The Riemann integral for Q
µ
ν is
Qµν−λ
(
y√
y2 − 1
)
=
1
2pii
eipiλΓ(λ+ 1)
Γ(ν − λ+ µ+ 1
Γ(ν + µ+ 1)
∫
(u0,0+,u0)
du
uλ+1
×
(
Y 2 − 1
y2 − 1
)ν/2
Qµν
(
Y√
Y 2 − 1
)
, (112)
where Y = y − u
√
y2 − 1 and u0 =
√
(y − 1)/(y + 1).
9 Integral representations for associated Legendre functions
9.1 Representations using Mλ±
The fractional-operator relators Mλ±t
µFµν (z) = N±t
µ±λF
′µ
ν (z) derived above can be converted into
integral representations for the associated Legendre functions by a choice of µ for which the initial
function is elementary. Thus, using Mλ+, the choices
e−ipi/2Q1/2ν (z) =
√
pi
2
(z2 − 1)−1/4 [z +
√
z2 − 1]−ν− 12 (113)
in 76 and
e−ipi/2Q1/2ν (cosh θ) =
√
pi
2
sinh−1/2 θ e−(ν+
1
2
)θ (114)
in 77 give simple Weyl-type integral representations for Q
λ+ 1
2
ν . Choosing λ = µ − 12 in these
expressions, we get, respectively,
(z2 − 1)−µ/2e−ipiµQµν (z) =
1
2pii
eipi(µ−
1
2
)Γ
(
µ+
1
2
)√
pi
2
∫
(∞,z+,∞)
dZ
(Z − z)µ+ 12
×(Z2 − 1)−1/2
(
Z +
√
Z2 − 1
)−ν− 1
2
(115)
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and
e−ipiµQµν (cosh θ) =
1
2pii
eipi(µ−
1
2
)Γ
(
µ+
1
2
)√
pi
2
sinhµ θ
×
∫
(∞,θ+,∞)
dθ′
(cosh θ′ − cosh θ)µ+ 12 e
−(ν+ 1
2
)θ′ , (116)
for Re(ν + µ + 1) > 0. If Reµ < 12 , the contour integrals can be collapsed, and the resulting form
for 116 reduces to the standard integral representation [9] 3.7(4). The fractional operator approach
provides an interpretation of this result through its connection to the group SO(2,1).
The result in 116 can be transformed further by distorting the integration contour to (∞ +
ipi, ipi,−ipi,∞− ipi), with θ′ = 0 circumvented on the left. The result reduces for Reµ < 1/2 to [9]
3.7(10). Similar manipulations are possible for the following expressions. For collections of known
representations, see [9, 10, 11].
The use of 116 and
P 1/2ν (cosh θ) =
√
2
pi
sinh−1/2 θ cosh
(
ν +
1
2
)
θ (117)
in the version of 79 obtained by the substitutions z = cosh θ, z + u
√
z2 − 1 = cosh θ′ in the integral
on the first line gives a representation for Pµν (cosh θ) analogous to 116.
A second and more natural form of Mλ+P
µ
ν is given by the Riemann-type integral 90. Using P
1/2
ν
as the input function, making the substitutions z = cosh θ, Z ′ = cosh θ′, and choosing λ = µ − 12 ,
we obtain the integral representation
Pµν (cosh θ) =
1
2pii
Γ(µ+
1
2
)
√
2
pi
sinhµ θ
×
∫
(0,θ+,0)
dθ′
(cosh θ′ − cosh θ)µ+ 12 cosh
(
ν +
1
2
)
θ′, (118)
where the denominator is now taken to have its principal phase, −pi ≤ arg(cosh θ′ − cosh θ) ≤ pi,
and ν and µ are arbitrary. If Reµ < 1/2, the contour can be collapsed and 118 reduces to [9] 3.7(9).
We can get alternative integral representations for Qµν and P
µ
ν by using the relations
e−ipi(ν+1)Qν+1ν (z) = 2
νΓ(ν + 1)(z2 − 1)−(ν+1)/2, (119)
P−νν (z) =
2−ν
Γ(ν + 1)
(z2 − 1)ν/2. (120)
Thus, from the Weyl-type integral 74,
e−ipi(ν+λ+1)Qν+λ+1ν (z) =
1
2pii
eipiλ2νΓ(ν + 1)Γ(λ+ 1)(z2 − 1)(ν+1)/2
×
∫
(∞,0+,∞)
du
uλ+1
(Z2 − 1)−ν−1, (121)
Re(2ν + λ+ 2) > 0, Z = z + u
√
z2 − 1. The choice λ = µ− ν − 1 then gives
e−ipiµQµν (z) =
1
2pii
eipi(µ−ν−1)2νΓ(ν + 1)Γ(−ν + µ)(z2 − 1)µ/2
×
∫
(∞,0+,∞)
du
uµ−ν
(Z2 − 1)−ν−1 (122)
=
1
2pii
eipi(µ−ν−1)2νΓ(ν + 1)Γ(−ν + µ)(z2 − 1)µ/2
×
∫
(∞,z+,∞)
dZ
(Z − z)µ−ν (Z
2 − 1)−ν−1, (123)
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Re(ν +µ+1) > 0. The substitutions z = cosh θ, Z = cosh θ′ in the second form gives an expression
for Qµν (cosh θ) different from 116,
e−ipiµQµν (cosh θ) =
1
2pii
eipi(µ−ν−1)2νΓ(ν + 1)Γ(−ν + µ) sinhµ θ
×
∫
(∞,θ+,∞)
dθ′
(cosh θ′ − cosh θ)µ−ν sinh
−2ν−1 θ′, (124)
Re(ν + µ+ 1) > 0.
A similar construction starting from the Riemann-type integral 91 for Mλ+ with λ = ν + µ and
P−νν , 120, as the input gives
Pµν (z) =
1
2pii
2−ν
Γ(ν + µ+ 1)
Γ(ν + 1)
(z2 − 1)µ/2
×
∫
(1,z+,1)
dZ
(Z − z)ν+µ+1 (Z
2 − 1)ν , (125)
|arg(Z − z)| ≤ pi, Re(ν + 1) > 0. With z = cosh θ, Z = cosh θ′, this becomes
Pµν (cosh θ) =
1
2pii
2−ν
Γ(ν + µ+ 1)
Γ(ν + 1)
sinhµ θ
×
∫
(0,θ+,0)
dθ′
(cosh θ′ − cosh θ)ν+µ+1 sinh
2ν+1 θ′, (126)
where −pi ≤ arg(cosh θ′ − cosh θ) ≤ pi.
We can obtain further integral representations for Qµν and P
µ
ν using the Weyl-type integrals for
Mλ− in 81 and 83, respectively. Thus, using 81 with the input function Q
1/2
ν , 113 and λ = −µ+ 12 ,
we find that
e−ipiµQµν (z) =
1
2pii
eipi(−µ+
1
2
)Γ(−µ+ 12 )
(ν + 12 )
Γ(ν + µ+ 1)
Γ(ν − µ+ 1)
√
pi
2
×(z2 − 1)−µ/2
∫
(∞,0+,∞)
dZ
(Z − z)−µ+ 32
(
Z +
√
Z2 − 1
)−ν− 1
2
(127)
By changing to the angular variables z = cosh θ, Z = cosh θ′ and integrating once by parts, this can
be rewritten as
e−ipiµQµν (cosh θ) =
1
2pii
e−ipi(µ+
1
2
)Γ(−µ+ 12 )Γ(ν + µ+ 1)
Γ(ν − µ+ 1)
√
pi
2
×(sinh θ)−µ
∫
(∞,θ+,∞)
dθ′ (cosh θ′ − cosh θ)µ− 12 e−(ν+ 12 )θ′ (128)
=
Γ(ν + µ+ 1)
Γ(µ+ 12 )Γ(ν − µ+ 1)
√
pi
2
×(sinh θ)−µ
∫ ∞
θ
dθ′ (cosh θ′ − cosh θ)µ− 12 e−(ν+ 12 )θ′ . (129)
The first expression holds for Re(ν − µ+1) > 0, and the second with the additional constraint that
Reµ > −1/2. The same results can be obtained without the partial integration by starting with
Q
−1/2
ν and λ = −µ− 12 .
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Note that the integral in the expression 128 for Qµν is the same as that in the expression for Q
−µ
ν
obtained from 116 with the replacement µ→ −µ. Comparison of the two results shows that
e−ipiµQµν (z) =
Γ(ν + µ+ 1)
Γ(ν − µ+ 1)e
ipiµQ−µν (z) (130)
as expected.
A similar calculation using 83 with the input function P
1/2
ν and λ = µ +
1
2 gives the integral
representation
P−µν (cosh θ) =
1
2pii
eipi(µ−
1
2
)
√
2pi
cospiν
Γ(µ+ 12 )
Γ(−ν + µ)Γ(ν + µ+ 1)
× sinhµ θ
∫
(∞,θ+,∞)
dθ′
(cosh θ′ − cosh θ)µ+ 12 sinh (ν +
1
2
)θ′, (131)
valid for Re(µ± (ν + 12 ) + 12 ) > 0.
In contrast to the case of Mλ+, the input functions Q
ν+1
ν and P
−ν
ν , 119 and 120, do not give
useful results for Mλ− because of the appearance of infinite coefficients in 81 and 83. The problem
arises from the recurrence relation connected with the action of M−. The coefficient of Fµ−1ν in 20
vanishes for µ = −ν or µ = ν + 1, and all information about Fµ−1ν is lost for those values of µ.
There are no Riemann-type relations or corresponding integral representations involving Mλ−.
9.2 Representations using Kλ3 and P
λ
3
The fractional operator relation Kλ3 x
νFµν = N
′
+x
ν+λFµν+λ gives integral representations for the
associated Legendre functions when used with Pµ0 or Q
µ
0 as the input function. Thus, using P
µ
0 , 58,
in 101 and replacing λ by ν in the result, we find that
Pµν
(
y√
y2 − 1
)
=
1
2pii
eipiν
Γ(ν + 1)
Γ(ν − µ+ 1)(y
2 − 1)(ν+1)/2
×
∫
(∞,y+,∞)
dY
(Y − y)ν+1
1√
Y 2 − 1 (Y +
√
Y 2 − 1)µ (132)
for Re(ν − µ+ 1) > 0. A change to the angular variables y = coshφ, Y = coshφ′ gives
Pµν (cothφ) =
1
2pii
eipiν
Γ(ν + 1)
Γ(ν − µ+ 1)(sinhφ)
ν+1
×
∫
(∞,φ+,∞)
dφ′
(coshφ′ − coshφ)ν+1 e
µφ′ . (133)
Finally, using Pµ0 , 58, in 104,
Pµν (z) =
1
2pii
eipiν
Γ(ν + 1)
Γ(ν − µ+ 1)(z
2 − 1)−µ/2
×
∫
(∞,0+,∞)
du
uν+1
1√
u2 + 2zu+ 1
(z + u+
√
u2 + 2zu+ 1)µ, (134)
which reduces for µ = 0 to
Pν(z) =
1
2pii
eipiν
∫
(∞,0+,∞)
du
uν+1
1√
u2 + 2zu+ 1
, (135)
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Re(ν + 1) > 0.
We get similar integral representations for Qµν by using the expression 60 in 100-104. Thus, in
terms of the angular variable z = cothφ,
Qµν (cothφ) =
1
2pii
eipiν
Γ(ν + 1)
Γ(ν − µ+ 1)
pi
sinpiµ
(sinhφ)ν+1
×
∫
(∞,φ+,∞)
dφ′
(coshφ′ − coshφ)ν+1 sinhµφ
′, (136)
Re(ν ± µ+ 1) > 0.
The Weyl-type relation 110 for Pλ3 x
νPµν (z) with ν = 0 reduces after the use of the relation
Pµ0 (cothφ
′) = eµφ
′
/Γ(1−µ), the change of variables y = coshφ, Y = coshφ′, and a partial integration
to
Pµ−λ(cothφ) =
1
2pii
eipi(λ−1)
Γ(λ)
Γ(λ− µ) sinh
λ φ
×
∫
(∞,φ+,∞)
dφ′
(coshφ′ − coshφ)λ e
µφ′ , (137)
Re(λ − µ) > 0. The right hand side of this expression is the same for the choice λ = ν + 1 as
that in the expression 133 for Pµν , and we find that P
µ
−ν−1(cothφ) = P
µ
ν (cothφ) as expected. This
symmetry relation is a consequence of the relation
[Kν3 , P
ν+1
3 ]h
µ
0 =
[
N ′+(−ν − 1, µ, ν)N ′−(0, µ, ν + 1)
−N ′−(ν, µ, ν + 1)N ′+(0, µ, ν)
]
hµ0 = 0, (138)
where the coefficients N ′+ and N
′
− given in 98 and 109 follow from the stepping relations in so(2,1).
The corresponding Weyl-type relation for Pλ3 x
νQµν (z) in 111 involves an extra term, and will not
be given.
The Riemann-type relation for Pλ3 x
νQµν obtained by using 60 in 112 gives the further integral
representation
Qµ−λ(cothφ) =
1
2pii
Γ(λ)
Γ(−λ + µ+ 1)
Γ(µ)
sinhλ φ
×
∫
(0,φ+,0)
dφ′
(coshφ′ − coshφ)λ sinhµφ
′, (139)
where the phase of the denominator it to be taken between −pi and pi. While the form of the
integrands in 136 and 139 is the same for the choice λ = ν+1 in the latter, the integration contours
are different, and the difference between the Qµν and Q
µ
−ν−1 involves an admixture of P
µ
ν .
9.3 Double-integral representations
Combinations of the foregoing results give a number of double-integral representations for the asso-
ciated Legendre functions according to the fractional relations
Mλ
′
± K
λ
3 x
νtµFµν (z) = N±(ν + λ, µ, λ
′)N ′+(ν, µ, λ)x
ν+λtµ±λ
′
F
′µ±λ′
ν+λ (z), (140)
Mλ
′
± P
λ
3 x
νtµFµν (z) = N±(ν − λ, µ, λ′)N ′−(ν, µ, λ)xν−λtµ±λ
′
F
′µ±λ′
ν−λ (z), (141)
Kλ3M
λ′
± x
νtµFµν (z) = N
′
+(ν, µ± λ′, λ)N±(ν, µ, λ′)xν+λtµ±λ
′
F
′µ±λ′
ν+λ (z), (142)
Pλ3 M
λ′
± x
νtµFµν (z) = N
′
+(ν, µ± λ′, λ)N±(ν, µ, λ′)xν−λtµ±λ
′
F
′µ±λ′
ν−λ (z), (143)
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and similar relations for other products of the operators Mλ±, K
λ
3 , and P
λ
3 . The appropriate defini-
tions of the operators and the coefficients depend on the input functions. We will give only a few
examples.
We first obtain a double integral for Pµν using the operator M
µ
+K
ν
3 . We start with 140 with
P 00 = 1 as the input function. The action of K
ν
3 gives P
0
ν , 135, where we have suppressed the factor
xν in 140. Acting a second time with Mµ+ and suppressing the resulting factor t
µ gives, through 91,
Pµν (z) =
1
(2pii)2
eipiνΓ(µ+ 1)(z2 − 1)µ/2
×
∫
(1,z+,1)
dZ
(Z − z)µ+1
∫
(∞,0+,∞)
du
uν+1
1√
u2 + 2Zu+ 1
(144)
=
1
(2pii)2
eipiνΓ(µ+ 1)
(
z + 1
z − 1
)µ/2
×
∫
(0,1+,0)
dt
(t− 1)µ+1
∫
(∞,0+,∞)
du
uν+1
1√
(u+ 1)2 + 2tu(z − 1) , (145)
Re(ν + 1) > 0. The second form follows from the substitution Z = 1 + (z − 1)t.
Note that the dependence of Pµν on ν and µ is separated in the two integrals in 144 and 145.
This will also be true in the following examples.
A similar calculation starting with Q00(z) and using 100 and 76 gives
Qµν (z) =
1
(2pii)2
eipi(ν+µ)Γ(µ+ 1)(z2 − 1)µ/2
∫
(∞,z+,∞)
dZ
(Z − z)µ+1
×
∫
(∞,0+,∞)
du
uν+1
1√
u2 + 2Zu+ 1
ln
u+ Z +
√
u2 + 2Zu+ 1√
Z2 − 1 , (146)
Re(ν + 1) > 0, Re(ν + µ+ 1) > 0.
If we consider Mµ+M
ν
+P
−ν
ν (z), use 120 and 91 to get an expression for P
0
ν as in 125, and then
use 91 again, we find that
Pµν (z) =
1
(2pii)2
2−νΓ(µ+ 1)(z2 − 1)µ/2
×
∫
(1,z+,1)
dZ ′
(Z ′ − z)µ+1
∫
(1,Z′+,1)
dZ
(Z − Z ′)ν+1 (Z
2 − 1)ν (147)
=
1
(2pii)2
2−νΓ(µ+ 1)
(
z + 1
z − 1
)µ/2
×
∫
(0,1+,0)
dt
(t− 1)µ+1
∫
(0,1+,0)
du
(u − 1)ν+1u
ν
(
1 + tu
z − 1
2
)ν
, (148)
Re(ν + 1) > 0. Similarly, the expression for Mµ+M
−ν−1
+ Q
ν+1
ν obtained by using 123 and 76 reduces
to
e−ipiµQµν (z) =
1
(2pii)2
eipi(µ−ν)2ν
pi
sinpiν
Γ(µ+ 1)(z2 − 1)µ/2
×
∫
(∞,z+,∞)
dZ
(Z − z)µ+1
∫
(∞,Z+,∞)
dZ ′
(Z ′2 − 1)ν+1 (Z
′ − Z)ν (149)
=
1
2
1
(2pii)2
eipi(µ−ν)
pi
sinpiν
Γ(µ+ 1)
(
z + 1
z − 1
)µ/2
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×
∫
(∞,1+,∞)
dt
(t− 1)µ+1
∫
(∞,1+,∞)
du
uν+1
(u− 1)ν
(
1 +
z − 1
2
tu
)−ν−1
(150)
= −1
2
1
(2pii)2
eipi(µ−ν)
pi
sinpiν
Γ(µ+ 1)
(
z + 1
z − 1
)µ/2 (
2
z − 1
)ν+1
×
∫
(0,1+,0)
dt
tν+µ
(t− 1)µ+1
∫
(0,1+,0)
du uν(u− 1)ν
(
1 +
2
z − 1 tu
)−ν−1
, (151)
Re(ν + µ + 1) > 0. The second expression follows from the first through the substitutions Z ′ =
1 + u(Z − 1), Z = 1 + t(z − 1). The last expression then follows from the replacements u → 1/u,
t→ 1/t, with a change in the phases so that |arg(t− 1)|, |arg(u− 1)| ≤ pi in the final result.
As a final example, we obtain a double integral for Qµν using K
ν
3P
µ−1
3 and an input function
Qµµ−1, 119. Using 112 and 101, we find after some changes of variable that
e−ipiµQµν
(
y√
y2 − 1
)
=
1
(2pii)2
eipiν
√
pi
pi
sinpiν
Γ(ν + 1)Γ(µ+ 1)
Γ(ν − µ+ 1)Γ(µ+ 12
2−ν−1
(
2
y − 1
)−ν
×
∫
(∞,1+,∞)
dt
(t− 1)ν+1
(
1 +
y − 1
2
t
)−1/2
(152)
×
∫
(0,1+,0)
du
(u− 1)µ u
µ− 1
2
(
1 +
y − 1
2
tu
)µ− 1
2
,
Reµ > − 12 .
10 Remarks
The results obtained here demonstrate the utility of fractional operators in deriving relations for
the associated Legendre functions Fµν . Standard discussions [1, 2, 3] show that those functions
give unitary representations of the Lie groups SO(2,1) or SO(3) for special values of ν and µ, with
the groups typically acting as symmetry groups in applications where Legendre functions appear
naturally. The operators M± in the Lie algebra of so(2,1) and K3 and P3 in its conformal extension
generate changes in ν and µ in integer steps when acting on those representations. We have been
concerned here only with realizations of the algebras through differential operators, and are able in
that context to define fractional operators which change ν and µ by arbitrary amounts. Thus, general
functions Pµν and Q
µ
ν can be constructed as in 144 and 146 starting with the trivial realizations
P 00 = 1, Q
0
0 =
1
2 ln [(z + 1)/(z − 1)] or from other special cases.
The results on Bessel functions derived in [5] using fractional operator methods can also be
derived as limiting cases of results here. The connection occurs geometrically through a Wigner-
Ino¨nu¨ contraction [7] in which we consider infinitesimal transformations in SO(2,1) near the apex
of the hyperboloid H2 at z = cosh θ = 1. These are equivalent for θ sufficiently small to E(2)
transformations in the tangent plane to H2 at θ = 0. If we scale the angles with θ → ϑ/ν and
consider the limit ν → ∞, the associated Legendre equation 14, reduces to the hyperbolic Bessel
equation (
d2
dϑ2
+
1
ϑ
d
dϑ
− µ
2
ϑ2
− 1
)
Zµ(ϑ) = 0, (153)
and the Bessel functions appear as confluent limits of the Legendre functions,
Iµ(ϑ) = lim
ν→∞
νµP−µν
(
cosh
ϑ
ν
)
, Kµ(ϑ) = lim
ν→∞
ν−µe−ipiµQµν
(
cosh
ϑ
ν
)
, (154)
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[9] 7.8(1,4). In the same limit, the so(2,1) operators M± become multiples of the e(2) stepping
operators P± used in [5],
M+ = −eiφ(∂θ + i coth θ ∂φ)→ ν
(
−t∂ϑ + t
2
ϑ
∂t
)
= νP+, (155)
M− = e−iφ(∂θ − i coth θ ∂φ)→ ν
(
1
t
∂θ +
1
θ
∂t
)
= νP−, (156)
where P = (P1, P2) is the translation operator in the plane. The generator M3 of rotations around
the axis of H2 is the same as the generator J3 of rotations in the tangent plane defined in [5],
M3 = J3. Upon scaling the group parameter or hyperbolic angle u in 62, with u → u/ν, we find
that the fractional operators Mλ± transform as
Mλ± =
1
2pii
eipiλνλ
∫
(∞,0+,∞
du
uλ+1
e−uM±/ν −→ν→∞ νλPλ±. (157)
The extra factors of ν are absorbed in the conformal limit, and relations given here for Legendre
functions become relations for Bessel functions when the limit exists. As an example, the relation
Mλ+t
µe−ipiµQµν (cosh θ) = t
µ+1e−ipi(µ+λQµ+λν (cosh θ), which gives 74 for Legendre functions, becomes
Pλ+t
µKµ(ϑ) = t
µ+λKµ+λ(ϑ) for θ = ϑ/ν, ν →∞, and gives the relation
Kν+λ(ϑ) =
1
2pii
eipiλΓ(λ+ 1)
∫
(∞,0+,∞)
du
uλ+1
(
ϑ2
ϑ2 + 2uϑ
)µ/2
×Kµ(
√
ϑ2 + 2uϑ). (158)
This is equivalent to equation 3.44 of [5] or, for Reλ < 0, to the known fractional integral [6],
13.2(59).
The methods discussed here can clearly be generalized to other special functions and their associ-
ated groups [1], for example, the Gegenbauer,5 Hermite or parabolic cylinder, Whittaker, Laguerre,
and Jacobi functions. There are also intriguing second-order differential operators which have the
properties of stepping operators in Lie algebras [4, 12, 13, 14, 15] and can be exponentiated and
integrated formally to obtain fractional operators, but the explicit action of the exponentials is not
known in general.
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