Abstract. In order to achieve exascale systems, application resilience needs to be addressed. Some programming models, such as task-DAG architectures, currently embed resilience features whereas traditional SPMD and message-passing models do not. Since a large part of the community's code base follows the latter models, it is still required to take advantage of application characteristics to minimize the overheads of fault tolerance.
1. Introduction. Currently, the HPC community lacks the knowledge and support for deploying most applications on unreliable environments. This forces vendors to offer reliable systems at the expense of higher engineering and running costs; costs that HPC centers need to cover. In the future, vendors might offer unreliable yet more accessible systems that not only will be more affordable to acquire and main-tain, but will also allocate most of the power budget to the application by limiting costly hardware-and runtime-based fault tolerance power consumption to a negligible fraction.
The mean time between failures (MTBF) for modern petascale (i.e., order of 10 15 floating point operations per second) HPC systems can be measured in terms of hours. Furthermore, it has been observed that failures tend to occur in bursts separated by long periods of high stability [29] . An example of this behavior can be seen in our previous work on Titan Cray XK7, which has an average MTBF of ∼ 7.75 hours [29] . Nine failures were observed during an execution lasting 24 hours, resulting in an average MTBF of ∼ 2.67 hours [16] . Predictions for the failure frequency of future systems, such as exascale-level HPC resources, vary significantly. For example, some studies predict MTBFs in the order of minutes [10] , while others consider future MTBFs to be only slightly lower than current petascale systems [2] . The research presented in this paper assumes there will be some level of increase in both the frequency of failures and the frequency of aforementioned failure bursts.
Given this expected decrease in MTBFs, the abstraction of a failure-free machine will quickly become infeasible [21] . As a result, the community is revisiting classical fault tolerance approaches, such as checkpoint/restart (C/R), from a scalability perspective and reviewing the overheads due to, for example, checkpoint storage and global restart of a large parallel program after a failure. Online and applicationaware resilience approaches provide effective means for reducing such fault tolerance overheads at extreme scales.
Online recovery is an alternative approach for achieving scalable resilience. In this approach a failure at one or more processes or nodes does not shut down the entire parallel program execution. This approach addresses some of the shortcomings of C/R, eliminating the overhead associated with process restart as well as allowing application memory space to survive the failure and be used either to reconstruct application state more efficiently or to optimize checkpoint storage. Online global recovery has been shown to effectively handle high failure rates for message passing applications [16, 28] . In these studies, all ranks that are not affected by a failure and need to recover globally are required to collaboratively repair the MPI environment in conjunction with newly spawned ranks or previously-allocated spare ranks.
Problems with global rollback have been studied by the research community, with emphasis on how to enable runtime support for message logging to allow for uncoordinated recovery of parallel codes [12, 4, 19] . The applicability of generic global rollback is dependent on the communication pattern as well as performance characteristics of the application and the I/O subsystems [14] . On the other hand, parallel stencil computations, which represent a large class of parallel computing applications such as finite-difference methods, exhibit unique computation and communication patterns -multiple iterations, each composed of two steps: computation on local data and communication with immediate neighbors. This observation implies that, if a multiprocess failure is recovered in a local manner, only the immediate neighbors will be immediately affected by the recovery delay of that particular failure while the rest of the domain will be allowed to continue the simulation in a failure-agnostic way.
Building on this observation, we have experimentally demonstrated that the delay of recovering from a failure in a local manner propagates slowly across the machine [17] . Furthermore, if a subsequent failures occur at a distant node before the original failure delay has spread to that node, then the delay due to the second failure is masked by the delay due to the first one. In general, we showed that the overhead due to several separate failures on the total execution time can appear to be the same as the overhead due to a single failure. This paper builds on our preliminary work [17] and makes contributions along multiple dimensions. First, this paper analyses multiple failure masking and shows the probability of failure masking benefiting an execution increases with higher core counts.
Certain application execution patterns allow for a further increase of the failure masking probability. This paper presents a novel, in-depth exploration of the effects of two different techniques, targeted at stencil codes, that effectively increase the probability of failure masking. Both techniques focus on extending the time it takes for a generic delay (for example, one caused by a failure recovery) in a single stencil cell, or group of stencil cells owned by one or multiple ranks, to reach other cells across the domain. The first technique explores how a reduction in the communication frequency between the ranks of an application can dramatically increase the probability of failure masking. The second technique explores how this probability can be further increased by mapping the domain cells to ranks in an architecture-aware manner. In particular, this paper focuses on formulating these techniques, analyzing their impact on failure recovery delay propagation, implementing and integrating them with applications, and evaluating both techniques using real stencil codes at scale while injecting real single-node and multi-node failures.
Specifically, we have developed the FenixLR framework and deployed it on Titan (Cray XK7) at Oak Ridge National Laboratory (ORNL). FenixLR shares the same interface as Fenix, which is the primary framework used in our initial investigation involving global online application recovery [16] . While both Fenix and FenixLR share the same interface, the new implementation allows for the support of local recovery with very simple application-aware message logs. We use FenixLR to augment a stencil-based application to enable local recovery, and use this code to experimentally evaluate the techniques presented in this paper. We establish scalability of local recovery and, through the use of thick ghost exchange and rank re-ordering, show the benefits of increased propagation delay on failure masking. In our experiments we inject high-frequency failures by killing all processes of different nodes, demonstrating sustained performance of a stencil code on scales up to 250000+ cores. Our results also show that, by using a thicker ghost region exchange, the number of iterations transpired before all ranks are affected by a failure increases dramatically while some cell-to-rank mappings result in a decrease in the number of affected ranks given the same number of iterations.
Key contributions of this paper include: (1) use of thick ghost regions to increase the probability of failure masking and the effectiveness of online local recovery for stencil computations; (2) use of architecture-aware cell-to-rank mapping to further reduce overheads and increase effectiveness of online local recovery for stencil computations; (3) design and implementation of the FenixLR runtime, with (1) and (2), and its deployment on the Titan Cray XK7 production system at ORNL; and (4) experimental evaluation of local recovery algorithms in FenixLR in conjunction with application-level ghost resizing and rank re-mapping optimizations. Using the S3D combustion application on Titan, the evaluation demonstrates sustained performance and scalability in spite of high frequency real node failures, as well as an increase of the probability of failure masking.
This document is structured as follows: background and related work is presented in Section 2, the theory and constraints underlying the local recovery procedure are described in Section 3, the rationale and theory underlying increasing ghost regions are described in Section 4, the exploration of cell to rank re-mapping is presented in Section 5, the implementation is discussed in Section 6, experimental results are presented and evaluated in Section 7, and conclusions are outlined in Section 8.
Background and Related
Work. This section reviews the background work related to the design of a resilient stencil computation.
Global Recovery through Checkpoint Restart. Several studies have focused on understanding the characteristics of process and node failures [27, 30] . A wide range of studies use checkpoint and restart (C/R) [24, 23, 22] for implementing hard failure tolerance for HPC systems. As per this technique, the application state is periodically checkpointed (e.g., using BLCR [20] ) so that, upon failure, it can be restarted from the last globally committed checkpoint. This recovery model has been practiced in HPC for several decades due to its simplicity and adaptivity to major parallel programming models (such as MPI [15] ) which, by default, are designed to abort all active application processes upon a single process failure. However, this model has two major disadvantages: (1) the overhead of recovery is independent of the number of processes affected by the failure, i.e. if a node or process failure occurs, all processes are typically forced to rollback to the previous strongly consistent checkpoint, and (2) the efficiency of application state preservation and recovery is dependent on the global and centralized I/O subsystem, which becomes a bottleneck as the scale of the application increases.
Local Recovery. In contrast, by recovering locally, only failed processes need to rollback to a previously saved state. The HPC resilience community has studied how to automatically enable this recovery method by using uncoordinated checkpointing, aiming at rolling back only processes affected by failure and making the application processes continue through failures [5, 26] . A rollback of a single process, however, may trigger the rollback of other processes due to inconsistently saved states , resulting in global rollback to the latest coordinated checkpoint or, in the worst case, back to the beginning of the application (domino-effect). This effect can be mitigated using message logging at the expense of the memory footprint, which involves major modifications of message passing software or application code [19, 13] . Interestingly, a recent study focused on its general applicability [14] claims that the effectiveness of the uncoordinated approach depends on the application communication pattern and the performance of underlying I/O subsystems. This result indicates the necessity of frameworks supporting application-aware local recovery techniques.
Fenix [16] and LFLR [28] software frameworks show how efficient execution in failure-prone scenarios can be enabled by using global online recovery in conjunction with advanced in-memory diskless checkpointing. To replace failed processes in an online manner, these frameworks leverage a spare process pool which is readily integrated with the in-memory checkpointing mechanism. Despite its usefulness demonstrated with large scale stencil computation and finite element mini-applications, global rollback and synchronization are still necessary even for the response to a single process failure. This paper explores how to design scalable recovery for stencil computations based on our prototype presented in [18, 17] , extended from the stencil computation integrated with Fenix [16] .
Classifying Failure Recovery Techniques. We classify recovery mechanisms in six broad categories, disjoint by pairs. Recovery procedures can be offline or online, depending on whether they require a complete shut-down of the survivor processes or not. Traditional C/R can be considered off-line, while approaches like Fenix [16] or LFLR [28] as well as the techniques presented in this paper are considered to implement online recovery constructs. In roll-back protocols, when a failure is detected, all processes (including the spare processes) revert to a valid state in the past at which point the computation is restarted from that state. Traditional C/R uses a roll-back recovery mechanism. While Fenix and LFLR use roll-back recovery as well, it can be considered improved since these systems do not need to synchronize the survivor processes before restarting. In roll-forward protocols, on the other hand, survivor processes are allowed to reconstruct a valid state without the need to globally revert the state to a previous consistent state. When a failure is detected, every process constructs a valid state, or state that is potentially valid after some extra computations. Algorithm-based Fault Tolerance techniques [31, 32, 3, 9, 11] , as well as the techniques presented in this paper, fall into this category. Recovery procedures can also be considered global or local. Local recovery implies that not all processes are required to roll-back or roll-forward, but only the processes substituting the failed ones are directly affected by the failure. This contrasts with global techniques, in which all processes must be part of the recovery process.
Rank Reordering and Ghost Region Expansion on Stencil Computations. With the continuous increase of node and core counts, application performance has become more sensitive to the mapping between user processes to physical processors within a large network topology. For example, Barrett et al. [1] found that misalignment of MPI ranks to the 3D torus topology of Cray XE6 can decrease the performance of 3D stencil applications. In their study, many ghost cell exchanges were not translated to message exchange between physically adjacent nodes, as the MPI ranks were placed to conform to a long rectangular shape. This was resolved through manual rank reordering to reduce the average network hop counts of ghost cell exchange. On the other hand, the previous work [25] studies how to use bigger region expansion in order to reduce the latency of communications by merging different messages.
Another rank reordering idea has been applied in the context of multicore nodes where current MPI implementations exploit shared memory copy to improve the message passing performance among the ranks placed in the same physical node. Brandfass et al. [6] demonstrated how rank reordering is able to confine interprocess communications within a single node in their unstructured CFD applications. In this paper we employ similar ideas to reduce the delay propagation of local failure recovery, specifically where failures cause a loss of all processes in the same node. Our use of rank reordering is intended to slow down the speed of delay propagation, and we successfully demonstrate the effects both analytically and empirically in Section 5 and Section 7.
3. Local Recovery for Parallel Stencil Computations. This section introduces the technique of recovering from failures in a local manner as well as how this technique can be efficiently applied on stencil computations. Local recovery implies that only the processes that directly communicate with the failed set of processes will detect the failure and will, therefore, need to be part of the online recovery procedure, while the rest can continue working ignoring the failure. Note how both these conditions are diametrically opposite to global recovery, which requires all processes to be involved in the recovery and to rollback to a globally-consistent saved state. This allows local recovery to overcome the scalability challenges imposed by global recovery which are unnecessary in certain situations.
This section summarizes our preliminary work, which is presented in detail in [17] . Specifically, Section 3 of [17] outlines the approach while Section 4 of [17] demonstrates the feasibility of the approach using a mathematical model. In particular, this section analyzes how the specific communication patterns of stencil computations are a good fit for maximizing the efficiency of local online recovery. It also summarizes the challenges of optimizing local recovery for this class of applications as well as the added benefits this combination offers.
Scientific Parallel Stencil Computations.
A stencil computation discretizes a multi-dimensional computational domain into a mesh of points. In HPC environments, this domain is partitioned into disjoint subsets and distributed into the different compute and memory resources. An example partition of a two-dimensional mesh into four patches mapped to four MPI ranks is illustrated in Figure 1a .
In general, each compute resource iteratively applies the stencil operator over all the mesh points in parallel. In particular, each compute resource iteratively performs two sequential tasks. First, processes compute the local data to advance the simulation. Second, processes communicate with each other to exchange part of the updated data. Typically, the updated data that needs to be exchanged corresponds to points in the mesh that neighbor data points assigned to a different compute resource, which is called the "ghost region". An example can be seen in Figure 1b .
Guaranteeing Consistency and Determinism upon Failure. Since processes logically neighboring the failed processes must communicate with the failed processes to make progress with the simulation, guaranteeing the consistency in message exchanges is not a trivial task in spite of the aforementioned natural fit between local recovery and stencil computations. The presented implementation makes use of the ghost point exchange to develop an application-specific message log. The outgoing messages that are sent since the last saved state are stored in sender memory. Since these messages only include the points in the ghost region, the overhead of this technique is negligible compared to the option of remotely storing the application state. For example, in a 5-point two-dimensional stencil only four messages corresponding to the ghost regions for the neighbor processes are logged at each timestep.
Delay Propagation and Failure
Masking. The communication patterns described above indicate that process or node failures in stencil computations can be interpreted as a loss of part of the domain, and affect the computation of immediate neighbor subdomains. A natural approach to adapt our local recovery technique to stencil codes is to force recovered processes (recovered by re-spawning them or stealing them from a spare process pool) to re-execute lost computations since te last time state was saved, and re-establish the communication channels with the logical stencil neighbors to continue future iterations.
As a result of these recovery and rollback procedures, the processes that logically neighbor recovered processes must wait if they require to fetch the updated domain to continue their computation. Only when the recovered processes finish re-calculating the local computation of the iteration(s) that failed, they can start the communication process with the waiting neighbors. This process is recursive, since the immediate neighbors of the aforementioned delayed processes will be required to stop after the next iteration. This makes the delay due to recovery and rollback of a failure to propagate slowly through the domain. Each new iteration propagates the recovery and rollback delay to a new set of ranks.
A second failure may occur in a node that has not yet been delayed by the original failure. In this case, the total overhead on the total execution time will be similar to the case in which only one failure occurs, since the delay of the respective failures is masked. The effect of failure masking contrasts with global recovery, in which the recovery delay is immediately propagated to the entire domain, preventing failure containment and disabling ranks far from the failure to advance computation.
The larger the scale of a machine, the closer the failures will be in time, and the farther they will be in space. As a result, the probability that the effect of one node failure has not propagated to a node experiencing a subsequent failure, increases. For this reason, the probability of failure masking increases with machine size, making it a desirable technique to be exploited by future large scale machines.
4.
Increasing the Ghost Region Size. While failure masking provides scalability by itself, several application characteristics can be taken into consideration to increase its impact and, therefore, obtain higher reductions in the end-to-end execution time. Section 4 and Section 5 analyze particular characteristics of stencil iterative computations that can be exploited to that end. In both cases, the goal is to increase the time it takes for a failure in a single stencil cell to propagate and affect all other cells across the stencil system. Ideally, the impact on the simulation time of any optimization that increases failure masking probability should be minimal, but a trade-off exists between the amount of propagation extension and its impact on the execution time. This tradeoff can be exploited depending on the application characteristics, the size of the system, and the MTBF. While presenting some related experimental conclusions in Section 7, we leave for future work the break-even analysis of this tradeoff depending on system size.
This section explores the effects of communication frequency reduction achieved by an increase in the ghost region size.
4.1. A Guiding Example: 1-D, 3-point Stencil. Update and Failure Propagation Windows. Assuming, for example, a 1-D, 3-point stencil, if a change occurs in point p in iteration i, it will not be reflected in point p + k until k iterations later (i.e. iteration i+k). In this case, the update propagation window is of k iterations.
However, since multiple points are associated with a rank (assume, P points per rank), and assuming ranks communicate every iteration, a failure in the rank r including point p (failure happens before completing iteration i) will propagate to rank r 2 including point p + k before iteration i + k. In particular, rank r + 1 will stall in iteration i + 1, rank r + 2 will stall in iteration i + 2, and, in general, rank r + n will stall in iteration i + n. In the example, r 2 is r + t, where t is either t = k P or t = k P . Therefore, in this example, the failure propagation window between point p and p + k is k P iterations, in the best case. This is to compare to the update propagation window of k iterations.
Expanding the Failure Propagation Window. If, based on the previous example, we assume the ranks in the application communicate every two iterations instead of every iteration, the failure propagation window expands. Rank r + 1 will be able to advance an extra iteration, and, hence, will stall in iteration i + 2. In general, rank r + n will stall in iteration i + 2 × n. Therefore, the failure propagation window gets expanded from
Note that the failure propagation window can never be larger than the update propagation window, as that would imply violating the semantics of the algorithm.
Delaying Communication between Ranks. In order to avoid communicating every iteration, the frequency of communication can be reduced to every several iterations. To that end, computation of each partition's bordering cells needs to be replicated in every rank that needs them.
In the simplest case of a 1-D 3-point stencil, as depicted in Figure 2 , communication can be avoided every two iterations. Instead of exchanging a single point per border, each rank initially fetches two points per border from the corresponding neighbor and keeps them in the ghost point G −2 and G −1 . Each rank can then finish calculating the first iteration, which is done by updating cell C 0 with previous values of cells G −1 , C 0 , and C 1 , updating cell C 1 with previous values of cells C 0 , C 1 , and C 2 , etc. Additionally, the ghost point G −1 needs to be updated with previous values of cells G −2 , G −1 , and C 0 . After all the values are updated in the first iteration, the rank already has the updated ghost point and, therefore, is ready to perform the update for the second iteration without the need to communicate with its neighbors. Note that, since in the first iteration the ghost point position G −2 was not updated, the rank can not re-use it to calculate the new value of G −1 . Henceforth, in order to perform the third iteration, communication needs to occur, in a similar manner as described for the first iteration.
To summarize, in this simple 1-D 3-point stencil, by replicating the computation of one ghost point and doubling the size of the message payload, the application can double the time between two subsequent data transfers.
Beyond 3-point Calculations on a 1-D Stencil.
More complex calculations on a particular stencil cell may require more points than the immediately adjacent neighbors. In the case of a 5-point, 1-D stencil, in order to calculate a particular cell C i , five cells are required, C i−2 , C i−1 , C i , C i+1 , and C i+2 . In the case of a 7-point, 1-D stencil, seven adjacent cells are required, from C i−3 to C i+3 . Therefore, to delay the communication between cores would require a higher cost due to replication than, when compared to the 3-point stencil example.
In these two more complex cases, however, the same conclusion applies: by doubling the size of the message payload, and replicating the computation of the extra ghost points (two extra points per message in the 5-point case; and three extra points in the 7-point case), the application can double the time between two message exchanges.
2-D and 3-D Stencils.
Extrapolating the same ideas from a single dimension to a multi-dimensional stencil requires understanding how the domain is partitioned and which ghost points are required for each scenario.
Two Dimensions. Figure 3 demonstrates that doubling the communication period requires communicating with one extra neighbor per corner in the 2-D case. Instead of communicating with four neighbors every iteration, the new algorithm must communicate with exactly eight neighbors every two iterations. In a 5-point calculation, assuming the domain size is n × n, (1) communicating every iteration requires 4n ghost cells while (2) communicating every two iterations requires 8n + 4. In a 9-point calculation, 8n and 16n + 16 ghost points are required for situations (1) and (2), respectively. Finally, for a 13-point calculation, 12n and 24n + 36 ghost cells are required. In general, for a (4p + 1)-point calculation,
. . .
where C i is the number of ghost cells required for communicating every i iterations, and p is the thickness of the calculation (e.g., p = 1 for a 5-point calculation, or p = 2 for a 9-point calculation). Three Dimensions. In the 3-D case, the domain is typically decomposed into cubes and the neighboring ranks near each face of the cube are required to update the faces. As a result, each rank communicates with six neighbors every iteration (i = 1). If the communication frequency needs to be reduced to two iterations (i = 2), each rank will require communication with 6 + 12 = 18 neighboring ranks, as the regions in the diagonals associated with the twelve edges will be required to update the six faces. If the communication frequency needs to be further reduced (e.g., i = 3), the ranks with cells in the diagonals near the eight vertices will also need to be contacted by each rank because those cells will be required in order to update the cells near the cube edges. In this case, each rank will communicate with 6 + 12 + 8 = 26 neighboring ranks. For any i such that i ≥ 3, only these 26 neighboring ranks will be needed for ghost exchange provided that i ≤ n/p. The latter formula assumes a three dimensional domain where each dimension is of size n. For the case where i > n/p, ghost regions would extend naturally into additional ranks. However, this case is not feasible in practice, since p is typically small and n is typically large in real production scenarios. Any practical reduction of communication frequency should, therefore, require interaction with a maximum of 26 ranks during the population of ghost region cells.
In a 3-D domain, the number of ghost cells required to communicate every i iterations is as follows, for a (6p + 1)-point calculation:
where the factor that multiplies (12np 2 ) is the (i − 1)-th triangular number and the factor that multiplies (8p 3 ) is the (i − 2)-th tetrahedral number (for i = 1, the factor is 0). n 3 + C i can be used to theoretically determine the algorithmic worst-case cost of the computational portion of each iteration. It is important to note that the minimal cost of the computational portion is n 3 + C 1 in any case. Figure 4 plots C i using different values of i, n, and p. Specifically, it shows 100C i /n 3 , the percentage of the cell points that the ghost region represents for each case, when compared to the domain region (which size is n 3 ). The main conclusion, which can be extracted from Figure 4b , is that the overhead on the computation cost of extending the ghost region is negligible for bigger values of n. In the cases where n is small, however, the overhead of ghost region extension will be low or negligible only when the cost of communication is larger than the cost of computation. In that case, extending the ghost region implies an increase of the computation that is traded off by a larger decrease of the total communication cost.
5. Node-aware Mapping of Cells to Ranks. A typical approach when running an MPI application on a multi-core system is to allocate multiple MPI ranks in each socket; usually one rank per core or one rank per thread. As a result, a failure in any of the components shared by all cores in the socket (e.g. on-chip L3 cache, memory subsystem, network interface, power supply, operating system) will affect multiple ranks at once.
Henceforth, when trying to reduce the costs of fault tolerance, application developers and tuners need to take into consideration the underlying architecture. Specifically, this section focuses on the effect of the mapping of a decomposed stencil domain to the different available MPI ranks.
Assumptions. In this section, we assume that a particular rank is mapped into a specific socket/node statically by the MPI implementation (in this case, FenixLR) when the MPI application is first started. Therefore, any changes requires the mapping of cells to ranks by the application or a fault-aware library (in this case, the top layer within FenixLR).
We also assume a homogeneous system in which all the sockets/nodes have the same compute characteristics. Therefore, the computation time required for a particular stencil should be the same regardless of the mapping of cells to ranks. This mapping, however, may affect the network transfer costs depending on the network topology, since neighbor cells may be located in different parts of the machine de- pending on the mapping. The possible effects due to network characteristics will be accounted for when evaluating the approach.
One-dimensional Stencil Domain. A one-dimensional domain can be decomposed into different homogeneous chunks, i.e., each containing the same number of cells, and the best cell-to-rank mapping can be achieved by linearly mapping cells to contiguous ranks. Assuming a node failure, the number of cells who are affected by the failure increases by two every iteration: a failure in iteration i affects two cells when iteration i + 1 is reached, four cells when iteration i + 2 is reached, and so on. In this sense, it is intuitive to understand that the best mapping to minimize the recovery propagation of a node failure is the linear mapping. With a random mapping, for example, the number of cells affected by a failure increase much faster as iterations advance. Other mappings less extreme than the random mapping can be less harmful to the failure propagation time, but a linear mapping still provides the best case.
Two-dimensional Stencil Domain. In the two-dimensional case, however, a linear mapping might not be the best when trying to minimize the rate of increase of the number of cells affected by a node failure. Assuming a 16-rank node, the best mapping to minimize the propagation effect would be to assign four-by-four blocks of cells to the sixteen ranks in each node, as shown in the bottom of Figure 5 . In the linear mapping case displayed in the center of Figure 5 , a node failure would affect 34 cells during the first iteration, while in the quadratic mapping case, the same failure would affect 16 cells during the first iteration. The conclusion is that a standard, default, linear mapping -that provided an optimal failure propagation contention in the 1-D case-is not optimal in the 2-D case.
Three-dimensional Stencil Domain. By default, S3D -our guiding stencil scientific computation-assigns each part of the decomposed 3-D domain following a linear mapping, assigned based on MPI CART CREATE using Fortran order. In other words, assuming that there are N x cells in the X direction, N Y cells in the Y direction and N Z cells in the Z direction, and we want to map a single cell to a rank, the rank number R would be assigned the cell (C X , C Y , C Z ), where
This linear mapping is suboptimal, since a failure in a 16-rank node may affect 66 neighboring ranks in the first iteration after the failure.
To reduce the rapidity with which the number of affected ranks increase, we can decompose the domain into perfect cubes or use other kinds of space-filling curves. Since complex space-filling curves may imply irregular mappings (i.e. the cells assigned to a particular node do not form a homogeneous "shape" in the 3-D domain), the failure propagation speed may depend on the failed node. Since this is not a desirable property, this paper studies how to assign cells to nodes so that the 3-D shapes of the cells are exactly the same in all nodes.
In particular, as depicted in Figure 6 , for a machine with sixteen ranks per node, a 4 × 2 × 2 rectangular prism (in any direction) homogeneous mapping minimizes the rapidity of failure delay propagation to 40 neighboring ranks in the first iteration after the failure.
We can generalize the rectangular prism mapping depicted in Figure 6 as follows. Making the same assumptions as before, as well as the fact that the rectangular prism shape must be G X × G Y × G Z (for example, 4 × 2 × 2 in the figure), with a size of S G = G X G Y G Z ranks, the rank number R would be assigned in the core number (Co X , Co Y , Co Z ) of the compute node with coordinates (Cn X , Cn Y , Cn Z ), and would be mapped to the cell (C X , C Y , C Z ), where
. FenixLR Implementation. This section describes the implementation of the techniques presented in Sections 3, 4, and 5. It first describes the initial attempts at implementing the methods on top of an MPI runtime and a prototype of one of its leading fault tolerance proposals, User Level Fault Mitigation (ULFM). The section then presents the rationale for implementing FenixLR from scratch directly on top of Cray's transport layer interface, uGNI, while still maintaining the same user interface as Fenix.
This adds to the complexity of implementing local recovery as opposed to global recovery while still offering deterministic results. In global recovery mode, there is no requirement to distinguish survivor ranks from repaired ones (either re-spawned or taken from a process pool) due to the fact that all ranks must re-execute all recovery actions. When implementing local recovery, however, recovered ranks may issue receive operations to obtain messages that may be already received by failed ranks. Henceforth, a mechanism is required for recovered ranks to obtain these message in a transparent manner, regardless of the execution stage of the sender rank.
6.1. Experiences Implementing on Top of MPI. One of the key operations for communicator recovery is the shrinking communicator operation offered by ULFM, which eliminates failed ranks from the failed communicator, returning a fully functioning communicator with less ranks. The cost of this operation in the ULFM prototype evaluated was not trivial, and we experimentally determined that the cost of the shrink implementation increased super-linearly with the size of the communicator. Hence, we explored recovery options that avoided the recovery of a global communicator, as described below. No conceptual problems of ULFM prevented its usage but rather, the limitation was the robustness of the prototype implementation.
Usage of a Failed, Non-Repaired Communicator. ULFM specifies that a communicator can be re-used after a failure for point to point communications, without the need to repair it, as long as the failure is acknowledged and no communications are initiated with the failed rank. The first prototype of our local recovery framework leveraged this property of ULFM and, after implementing it and testing it by using a Partial Differential Equation solver on top of the prototype ULFM implementation, inconsistencies were found in the use of some MPI operations in a failed communicator that was not repaired. In most cases, the runtime reached an inconsistent state after a failure and was unable to deliver messages to survivor ranks.
Pair-based Communicator Layout. After several attempts to fix the aforementioned unpredictable behavior, and provided that ULFM is the only fault tolerance proposal that would allow local recovery, we decided to switch to a different strategy. Since each rank of the targeted application type communicates with a constant number of ranks independent of the total domain size, we designed a layout of communicators composed of only two ranks. The communicators including a rank that failed can be disposed and do not need to be repaired. Assuming no collective operations were required by the application, we designed the creation of a separate communicator for every pair of processes that need to communicate directly. Right before a collective operation, the communicator involving all ranks would need to be repaired.
After a process failure, the processes that were communicating with the failed process are free to dispose of the communicator. In order to allow for a non shrinking recovery mode, the failed processes will be substituted with spare resources. Therefore, for this method to work, the processes neighboring the failed one would be required to have communicators already created with the spare ranks. This results in a number of communicators that does not scale well with the total number of processes in the system and, therefore, we decided to divide the compute ranks into groups of a fixed size, to which a certain number of spare ranks would be associated. All ranks in a group would have a communicator to each of the spare ranks in that group. For a one dimensional stencil case, the communication layout for this possible implementation is exemplified in Figure 7a and the recovery mechanism is outlined in Figure 7b .
As of version 2 of the MPI standard, in order to set up the communicator structure between spare ranks, we had to create each of them at the beginning of the execution in a collective manner. We recursively bisected MPI COMM WORLD, using MPI COMM SPLIT, to establish exclusive communicators between rank pairs, an operation whose cost is O (log 2 (N ) ), where N is the total number of ranks. This process needed to be repeated to establish all pair-wise communication relationships since each rank is paired with multiple other ranks for carrying out ghost zone communication. The total cost of this operation, therefore, is O(R · log 2 (N )), where R is the number of ranks each rank has to communicate with (i.e. in the 3-point 1D PDE case, R = 2).
There were several issues with this solution. For example, communication patterns had to be known beforehand. Also, collective operations would require complete communicator fix, and that would trigger the re-creation of disposable communica-tors. Another problem is that application code has to be aware of the specific internal recovery mechanisms. Finally, the fact that a subset of all spare ranks are assigned only to one group of compute ranks limits the flexibility of the failure size. For example, if a failure in a group happens to affect a large number of ranks (not an unrealistic assumption, since some failures are correlated), the runtime may not have pre-assigned enough spare ranks to a particular compute group. However, maybe with the total number of spare ranks in the system, the runtime would have been able to recover from that failure.
Note, however, that many of these limitations could be overcome if communicators could be created in a non-global manner without the need of point to point communication over a failed communicator. This could be achieved if only the ranks participating in the communicator were needed in order to create the communicator. Methodologies such as [8] cannot be applied in our situation because MPI Intercomm create uses point to point communication between ranks in a failed communicator, which, as explained above, is unreliable upon failure. By using MPI 3 MPI Comm create group operation (assuming it is implemented in a different manner than the described in the above reference), non-collective communication creation would allow a cost of O(R) to create the topology described in Figure 7a . Also, all the links between the compute ranks and the spare ranks could be eliminated, as this can be created upon failure. This second prototype was also implemented and tested with a one-dimensional PDE solver. Even though the prototype demonstrated that the concept is feasible, the aforementioned disadvantages of this method were apparent and, therefore, made this solution unfeasible for other, more complex, stencil computations. Therefore, we decided to implement a more robust prototype for the FenixLR runtime directly using uGNI constructs, avoiding the use of the MPI runtime altogether. We understand that MPI-based frameworks in general and ULFM specifically are evolving rapidly and we will revisit them once the above issues are fixed.
Implementation Overview.
FenixLR architecture is layered and modular. Four key modules collaborate to achieve its full functionality. First, the module dedicated to communication offers a base class Command that abstracts out the details for a reliable request of service or a reliable communication with other ranks using a particular transport layer. This is used to abstract out the fault tolerance mechanisms from the particular operations (such as the send or the receive of a message, a collective barrier, broadcast, or reduction, or even the transfer of checkpoint data), which only extend the base class and are only required to implement the logic of each operation. Second, the module dedicated to process resiliency implements the protocols used to locally repairing the environment after a failure, which includes but is not limited to the management of the pool of spare processes. Third, the module dedicated to data resiliency implements the methods for creating, storing, and recovering checkpoints. In particular, it implements a neighbor-based checkpointing such as the one described by our previous work [16] . This module offers a well-defined interface so that libraries optimized for other data resilience methods can be plugged in instead. Finally, the transport layer also offers a well defined interface to ease the portability to different physical communication APIs. In our implementation, this interface has been implemented on top of uGNI, the Cray transport layer API. In the event of a failure, the runtime takes care of orchestrating the necessary modules during the recovery process as well as determining operations required to be re-executed.
FenixLR allows the dynamic connection between ranks, which is key toward recovery. This connection is implemented through a handshake process that logically (b) Recovery procedure after a failure. Fig. 7 . Possible implementation of the runtime using MPI but avoiding communicator repair operations. In this version of the implementation, each MPI communicator includes only 2 ranks. A communicator is created between each pair of compute ranks. Each compute rank (C) in a group also requires a binary communicator with each spare rank (S). For scalability, compute ranks are divided in groups and a few spare ranks are assigned to each group. In this example, each group contains five compute ranks and two spare ranks.
connects both ranks. When a process fails, a spare process is used in its place. This spare process re-creates the handshake process with all processes that were logically connected with the failed process. While the handshake to recreate connections is running, the failure is notified to the rest of the domain through a background collective operation so that new process that try to connect to the failed rank redirect the handshake request to the corresponding spare process. If a new process tries to connect to the failed process before receiving the collective notification, the failure will be detected and that process will start the failure recovery procedure by contacting an available spare rank. However, this will notify that the failure has been already recovered and will point to the correct spare rank that is substituting the failed process. The same behavior is reproduced for multi-process failures, which are considered simply a set of process failures.
Our requirement when designing FenixLR was to maintain the same interface as Fenix [16] , due to the low programming overhead demonstrated with this interface (i.e. requiring less than 35 new, changed, or rearranged lines of code in S3D, as shown in Section IV.B in [16] ).
7.
Evaluation. This section presents the experimental evaluation performed to determine the performance and effectiveness of the local recovery and failure masking approaches as described in Section 3, as well as ghost region extension and rank remapping that target to enhance the probability of failure masking, as described in Section 4 and Section 5. The experimental evaluation is based on the S3D combustion simulation, a large scale stencil computation, running on top of the Titan Cray XK7 supercomputer at ORNL.
This evaluation demonstrates that the algorithms implemented in FenixLR, as presented in Section 6, efficiently tolerate multiple process, node, and multinode failures occurring at a wide range of frequencies. It also demonstrates that the total recovery overhead can be reduced due to multiple failure masking. In general, this section shows that, even though the overhead of globally recovering from N independent failures is in the order of N × O 1 (where O 1 represents the average overhead of recovering from a single failure), the total overhead is closer to O 1 when the same N failures are recovered locally. Previous work [16] has used an implementation on top of a ULFM prototype to successfully recover from failures occurring as frequently as every 47 seconds. This section demonstrates how the new FenixLR implementation reduces sources of overhead and offers optimized recovery constructs able to tolerate failures occurring as frequently as every 5 seconds.
7.1. Experimental Evaluation Goals. As this section discusses the experimental evaluation of FenixLR, the following are the main goals to be addressed: (1) show that, by using the presented local recovery and failure masking methodologies, stencil computations such as the tightly-coupled S3D combustion simulation can tolerate failures coming at rates higher than previously explored, (2) demonstrate that the presented recovery algorithms lead to scalable recovery, (3) establish that the recovery overhead of multiple failures is constant and independent of system size, and (4) prove, experimentally, that the probability of multiple failures masking each other can be increased by application-aware algorithmic changes such as ghost region expansion and cell-to-rank mapping.
Following subsections present the methodology of experimentation as well as describe the experiments in detail.
Experimental Methodology.
A key goal of this evaluation is to study how the presented approach behaves at current scales, and use this to explore behaviors and performance due to future extreme-scale failure rates. As a result, we have conducted our experiments on up to 262272 cores.
Testbed. As mentioned above, all the experiments were performed on the Cray XK7 Titan at ORNL. Titan is composed of 18688 nodes each with one 16-core CPU and one GPU. Every pair of nodes is connected to a single custom system-on-chip Gemini ASIC network interconnect. Gemini ASICs are connected using a 3D torus topology. Applications can directly access network capabilities using uGNI, the user level proprietary interface from Cray, which is forward compatible with newer versions of Cray networks, such as Aries. While the evaluation is centered on Titan, the presented techniques are architecture-agnostic and are not centric to a 3D torus topology. Therefore, they can be reproduced in other HPC architectures and systems.
Experiments. The first experiment studies the performance and scalability of recovery from single-process and multi-process failures. This experiment injects worstcase failure sets, engineered to prevent multiple failure masking, since the main interest is to study the behavior of the recovery process itself, not its derived benefit of failure masking. FenixLR is exposed to failures coming as frequent as every five seconds, and the results demonstrate FenixLR's ability to provide sustained performance with 50% overheads in the worst case scenario. Therefore, these results show that the method presented in this paper applied to the target application class can be more efficient than theoretical full redundancy.
The evaluation then experimentally demonstrates the full benefit of local recovery capabilities in FenixLR, its ability to mask multiple failures. To that end, using S3D on up to 140608 ranks (plus 128 spare ranks), the experiments demonstrate how real node failures can mask each other, obtaining a similar overhead regardless of the number of randomly injected failures.
The section ends by studying how the techniques studied in Section 4 and Section 5 -ghost region thickening and optimal cell-to-rank mapping -can increase the probability of failure masking.
Methodology. All the aforementioned experiments inject node failures, which are simulated by determining all application processes in execution in a particular node and sending simultaneous SIGKILL signals to all of these processes. As the network setup parameters are stored in process memory, when killing the processes no software disconnections are allowed -this is consistent with the behavior if a real node failure occurs. Processes on other nodes will receive error codes when trying to perform a uGNI operation with the processes that failed. In what follows 'failures' refer to node failures, which is equivalent to N -process failures, where N is the total number of processes on a system node, blade, etc. By default, the experiments use N = 16. All the experiments present the average, first and third quartile, maximum, and minimum of five repetitions, unless otherwise specified.
As mentioned above, it has been observed that, statistically, failures tend to cluster together in time, appearing as periods of time with high instability separated by more stable periods [29] . For example, even though Titan's MTBF is approximately 7.75 hours, around 30% of all failures occur within one hour of a previous failure. The goal of the experiments presented in this paper is to focus on extreme cases in which unrelated failures occur within short periods of time. In particular, we are interested in those periods of high instability that may occur on future extreme scale machines. As failure distribution predictions and MTBFs of future extreme scale systems vary significantly, this paper presents a worst case study and, therefore, focuses on experiments with failures frequencies below one minute. If we consider lower failure frequencies in the order of tens of minutes (or even hours), negligible overheads can be observed due to failures when recovered using the presented techniques. Specifically, long simulations experiencing low failure frequencies observe: (1) negligible aggregated checkpointing cost due to its low overhead and relatively low frequency, (2) rollback overhead similar to that of checkpointing (assuming checkpoint frequency is adjusted correctly following Daly's approach [7] ), and (3) negligible process recovery cost (as shown by Figure 8 ).
Recovery Time for Different Failure
Frequencies. This section first focuses on evaluating FenixLR's ability of handling failures occurring as frequently as every five seconds. This experiment is designed to also capture the total overheads due to process recovery as well as demonstrating a perfect scalability of the algorithms. It shows that the time to recover from process failures does not depend on the number of processes in the system. This, combined with the fact that double in-memory checkpointing does not depend on this number [33, 16, 17] , offers a holistic approach for tolerating failures at any scale, a desirable property towards exascale.
Since the objective of this experiment is to compare the performance of global recovery with the performance of local recovery, failures are strategically injected so that no failure masking can occur.
Overhead of Process Recovery. The average overhead of recovering from node failures is studied while injecting failures at different rates. As shown in Figure 8a , which depicts the average process recovery of all node failures injected during an execution of around 200 seconds of S3D, the overhead of recovering from failures [17] . Note that the recovery process is perfectly scalable, tested up to 250+ thousand cores.
is independent of the MTBF, as was expected. Note that the overhead of the failure recovery is initially only observed by the spare processes but it soon propagates to the rest of the domain. In this experiment, a second failure will only be injected in a node that has already suffered from the overhead of a prior failure. This experiment was executed using S3D on 4736 cores (including 640 spare ranks).
Note that this experiment does not take into account the overhead of recovering data, since that cost is similar to the cost of checkpointing [17] . The data recovery process first starts by fetching the checkpoint from the neighbor storing it and, while maintaining a local copy for possible future failures, the process continues by copying the data to an application buffer.
Scalability of Process Recovery. The scalability of recovering from node failures is studied while increasing the total number of cores in the system from 4224 to 262272 and injecting failures every 10 seconds. All core counts include 128 spare processes. The results are presented in Figure 8b and show that the recovery overhead does not depend on the total number of cores in the MPI job, which is an extremely desirable property and one of the major problems of global recovery. Except for the two largest experiments, the averages include executions injecting failure counts ranging from 1 to 8 node failures; the largest two experiments only include averages of experiments injecting 8 node failures.
7.4. Total Overhead due to Fault Tolerance. Previous experiments have studied the different overheads related to fault tolerance techniques in FenixLR separately. It has been shown that both the time to checkpointing storage and the time Overall failure overhead of different MTBFs relative to a checkpoint-free, failure-free base test execution [17] . On top of each bar the total number of process failures recovered throughout the execution is indicated. Job size has been fixed to 4736 cores, corresponding to 4096 compute cores (an S3D domain decomposed in a grid of 16 3 cores) and 640 spare cores, and each checkpoint requires 217 GB.
of process recovery are independent of total number of cores as well as frequency of failures [17] . The current experiment, therefore, explores how the total overhead related to fault tolerance activities increases while the MTBF decreases. This is accomplished by observing the total time to solution of a failure-free, checkpoint-free execution, and comparing it with the total time to solution of FenixLR-enabled executions with varying failure rates. To do so, 4736 cores are used (which include 640 spare ranks) while checkpointing 53 MB per core, a data size 10 times larger than the one used by pioneering S3D production executions.
The results of the experiment, for MTBFs ranging from 5 seconds to 45 seconds, are plotted in Figure 9 , where each bar represents the overhead of fault tolerance compared to a base failure-free and checkpoint-free execution. On top of each bar a number indicates the total number of processes killed (from 3 to 33 nodes) during a total execution time of about 150 seconds.
The bar on the right, labeled 47/GR, represents the overhead of a similar experiment, where failures are injected every 47 seconds and recovered globally, as presented by our previous work [16] . However, note that this cannot be compared directly, since that experiment was using S3D checkpoints of ∼9MB/core, and the experiments with local recovery use 53MB/core. But even ignoring this, local recovery still offers better performance even at higher failure rates. For example, note that the overhead of tolerating failures locally every 20 seconds is 25%, while tolerating failures globally every 47 seconds (∼2.35x) incurs an overhead of 31% (∼1.25x).
Since one of the goals of this experiment is to provide a fair comparison between global and local recovery, failure masking has been disabled by studying which failures to inject and guaranteeing they do not mask one another. Next subsection studies the full advantage of local recovery by enabling its ability to mask multiple failures.
Local Recovery with Failure Masking. Previous experiments have
shown how local recovery offers perfect scalability and offers sustained performance even in scenarios where failures occur frequently. This experiment aims to show the full potential of local recovery by enabling failure masking. By allowing several failures to mask one another, the total overhead of recovering from N failures is, surprisingly, closer to O 1 than to N ×O 1 , where O 1 is the overhead from recovering a single failure.
Fig . 10 . Execution profile of S3D while injecting different number of failures empirically demonstrating the existence of the failure masking effect (some subfigures appeared in our preliminary work [17] ). Figures on the top row represent tests with one, two, three, four, and eight node failures running on 4224 cores, corresponding to 4096 compute cores (an S3D domain decomposed in a grid of 16 3 cores) and 128 spare cores. Figures on the bottom row represent the same tests running on a larger domain with 32896 cores, corresponding to a 3-D grid of 32 3 as well as 128 additional spare cores. In each figure the x-axis represent the core number (as ranks in the world communicator) while the y-axis represent the walltime, advancing from the start of the application to its end. Each line represents the time a particular core finishes computing a particular iteration. Note that failures, denoted by red crosses, are recovered and rolled back locally, which translates to a delay that is propagated throughout the domain in successive iterations. Note that the end-to-end time when injecting eight failures is slightly longer than in the other cases. In all other cases, the end-to-end time is similar, demonstrating the benefits of failure masking. Note that ghost resizing or rank remapping have not been applied in these experiments, motivating the need for these techniques to achieve slower propagations. Figure 10 depicts the behavior of different S3D executions under different circumstances. The x axis represents the rank number, while the y axis represents the wall time. In each of the plots, each line represents the completion of timestep. Two different scales are depicted, namely 4096 and 32768 ranks in which, in both cases, 128 spare ranks are allocated as well. Failure counts ranging from 1 through 8 have been injected to study how the propagation of the recovery spreads across the nodes as well as how the recovery delay propagation waves due to different failures interact. It is important to note that, in all cases, the total time to solution (the height of the uppermost iteration) is similar regardless of the total number of failures. This holds in all cases except the execution of 4096 ranks while injecting 8 failures, since one of the failures strikes in a node that has been already delayed by a previous failure. Figure 11 depicts a summary of a set of experiments ranging from 4096 to 140608 total ranks and the number of failures ranges from one to eight failures. Each bar represents the average of five executions, except for experiments larger than 64000 ranks due to allocation issues. These issues also affected scheduled experiments with larger failure counts. The Y axis represents the execution time relative to the average overhead of suffering a single failure. Therefore, the figure depicts how the overheads of different failures are masked, showing how comparable is the total overhead of a particular test to that of a single failure. In most cases, the overheads are very similar, varying around 2% or lower in cases where failures are completely masked. The variability is due to the fact that the rollback overhead is the main factor in the recovery Fig. 11 . End-to-end execution time of S3D while injecting multiple node failures and recovering locally, relative to the end-to-end execution time when injecting a single failure (adapted with permission from our preliminary study [17] ). A relative time similar to a unit represents failures masked perfectly (variability is due to variable rollback overheads), while relative times in the order of 1.06 or even 1.10 indicate that not all failures masked each other, but some failures occurred after the delay already propagated to that node. Note how increasing number of nodes implies a decrease of total overhead with high failure counts (e.g. eight failures, as shown with the trend line), indicating that an increase in core count increases failure masking probability.
process and it depends on the distance of a particular failure to the last checkpoint. A failure occurring right after a checkpoint will have minimal rollback overhead while a failure occurring right before a checkpoint will have a rollback overhead practically equivalent to recomputing an entire iteration one more time. In cases where this relative overhead increases up to 6%, or even 12%, at least one failure occurred in a node after it had been delayed by the recovery of a previous failure. An example of this can be seen in Figure 10 , where, as mentioned before, comparing Figure 10e with Figure 10a or Figure 10d shows a non-negligible increase in the total time to solution due to a failure occurring after the propagation of a prior failure.
Results shown in Figure 11 and Figure 10 show, therefore, that benefits of failure masking can be of critical importance when trying to minimize the overheads of recovery. Specifically, both figures offer an empirical demonstration that the overhead due to N failures is closer to O 1 than to N × O 1 , where O 1 is the overhead from recovering a single failure.
7.6. Increasing the Failure Propagation Window on S3D. The goal of this experiment is to demonstrate that by exploiting the characteristics described in Section 4 and Section 5 the opportunity for masking failures is increased. To this end, the current set of experiments shows how the failure propagation window can be expanded by increasing the ghost region size and re-mapping cells to ranks. As described before, the failure propagation window is the pace at which the number of ranks affected by a particular failure increases.
The failure propagation window closes when the effect of recovering from a failure reaches all the ranks in the machine and can be measured (1) generically using number of iterations computed since the iteration in which the failure occurred or (2) specifically using any measure of time. Unless otherwise indicated, the results in this part of the evaluation section use the former, more generic, method for measuring the failure propagation window.
We augmented the S3D main code loop to extend the communication frequency by increasing the ghost region size and replicating part of the ghost region in two different ranks. We also augmented the part that decomposes and maps the simulated domain in the different ranks to support the topology described in Figure 6 and Section 5.
Evaluating the Overhead of Ghost Region Expansion. To evaluate the overhead of the ghost region expansion technique on the execution time we performed a set of experiments using the unmodified S3D as well as the augmented code. Figure 12 shows the results of different levels of ghost region expansion, starting from a single layer of ghost points and increasing it to allow communication up to every ten iterations. As the computation and the communication are overlapped by using asynchronous operations, the portion of each bar labeled 'Communication' represents the time spent in relevant MPI operations. Figure 12a was created performing 100 iterations of S3D, parameterized as in the rest of the experiments in this section. The results show an increasing overhead due to ghost region expansion. In particular, since communicating every iteration requires message exchange with 6 neighbors and communicating every two iterations requires contacting 18 neighbors, the communication time is significantly larger in the latter case. The figure shows how the impact of decreasing the communication frequency to once every three or four iterations is below 25%.
A similar set of executions that use and communicate a single real number per cell (rather than nine real numbers per cell) is shown in Figure 12b to exemplify a slightly different application pattern. In this case, it can be observed that ghost region expansion could actually benefit execution time rather than negatively impacting it. In particular, trading off extra computation per iteration (by increasing ghost region size) in order to decrease communication frequency offers an overall gain in performance.
As a conclusion, the executions depicted in Figure 12 demonstrate the importance of understanding and studying the aforementioned tradeoff in each individual stencil application. Particular application behaviors influence the optimal communication frequency and the impact it has on both computational performance and fault (2) Cubic (2x2x2) Cubic (4x4x4) R. prism (1x2x8) R. prism(4x2x2) Fig. 13 . Different domain cell to rank mapping strategies on a 512-rank execution with a failure injected in all sixteen ranks of the third node, on the 16th second after the starting of the application. Two random mappings are tested, providing the worst behavior, as well as two cubic configurations (2 × 2 × 2 and 4 × 4 × 4) and two rectangular prism configurations (1 × 2 × 8 and 4 × 2 × 2). Note that only the rectangular prism configurations fill exactly a 16-rank node, which is the target architecture.
tolerance overhead.
Comparing Different Domain Cells to Rank Mappings. The first test needs to determine the effect of the domain cell to rank mapping on the propagation delay shape. To that end, Figure 13 shows different mapping strategies on a 512-rank execution with a failure injected in sixteen ranks. The worst behavior can be observed when randomly assigning the cells to the ranks. The figure shows the behavior of two random mappings. Figure 13 also depicts tests done with two regular configurations: cubes of side two and cubes of side four, both providing power of two total number of cores -and, hence, divisible by the total domain size of 512. Either configurations are suboptimal, since the total number of ranks included in such cubes are not the exact number of rank in a node of Titan. Therefore, two extra configurations based on rectangular prisms are tested. The sizes of these two extra configurations are 1 × 2 × 8 and 4 × 2 × 2, and in both cases the total number of ranks per decomposed shape is exactly sixteen, which matches the target architecture. The results show that the rectangular prism of 4 × 2 × 2 and the cubic shape of side 2 have a similar propagation delay curve. The remaining experiments with rank re-mapping use the rectangular prism of 4 × 2 × 2, unless otherwise indicated.
Ghost Region Extension and Rank Re-Mapping Empirical Evaluation. Figure 14 shows several executions of S3D on 4096 cores, in which a single node failure was injected by killing the 16 ranks running on it. In particular, all the processes in node 31 received a SIGKILL at the 25th second from the beginning of the execution. On the X-axis, the iteration number is plotted while the Y-axis represents the total number of MPI ranks affected by the recovery overhead of that failure. The number of ranks affected are counted as depicted in Figure 15 . The left subfigure of Figure 14 shows the profile of propagation of the affected ranks for different ghost sizes, from the base case of one to the extreme case of eight. In each case, a test labeled 'Gx ghost size' represents a test in which the communication is done every G iterations. The scale of these experiments being small (4096 cores), at least when compared with production runs, for the base case of no ghost region extension, the failure is propagated to all the ranks in the domain quickly: in less than 5 iterations. When extending the ghost region to as low as twice the original size, this number is extended to 16 iterations, and in the extreme case of eight times the ghost size, the propagation delay is extended to 80 iterations. On the other hand, the right part of the same figure shows a zoomed detail of the same five cases. Each of the cases was repeated with a topology-aware 4 × 2 × 2 rectangular prism mapping (as shown in Figure 6 ). The re-mapping tests are marked as 'RR' and plotted in a dashed line. The respective improvements of re-mapping the ranks in each of the ghost size extension cases are depicted as a gray area between both dashed and non-dashed lines. In all cases, 16 . Effect of ghost point size and rank re-mapping on the total number of affected ranks by a node failure on a 512-rank execution. The node failure is injected in all cases by injecting a 16-rank failure in the third node at the 16th second. The gray area represents the improvement in the propagation curve induced by using the topology-aware mapping. Each line is one of four executions; the difference between executions was unnoticeable. especially with higher ghost size ranges, re-mapping the ranks as a rectangular prism as opposed to the default linear mapping offers a delayed propagation of the failure, which is an extremely desirable effect. In all ten cases, each line is one out of four executions: the reason why only one is included is due to unnoticeable difference between the different executions -i.e. the lines almost overlap.
A similar experiment has been repeated with a much smaller domain of 512 total ranks, and is depicted in Figure 16 . In this case, a node failure has been injected in the 16th second (all sixteen ranks running in node 3 receive a SIGKILL at the 16th second).
Additionally, the performance of the techniques described in Section 4 and Section 5 are studied by this empirical evaluation while injecting a single node failure. Figures 17a and 17b depict the total, end-to-end, execution time when using 1×, 2×, 4×, 6×, and 8× ghost region expansion combined with both rank re-mapping and no re-mapping, while running on 4,000 and 32,000 ranks. These experiments are performed using a cube S3D domain decomposed on 16 × 16 × 16 ranks and 32 × 32 × 32 ranks, respectively. The checkpoint period has been adjusted to coincide with the ghost region expansion rate, since checkpointing involves communication with a pre-determined neighboring rank, and this communication needs to be delayed to maximize the failure delay propagation window. Therefore, the increase in performance when expanding the ghost region and further delaying communication is both due to the savings from reducing communication latency and synchronization as well as reduced usage of bandwidth from the checkpointing process.
As can be observed in both cases, the use of rank re-mapping has no performance penalty, while greatly improving the probability of failure masking, as expected and shown previously in the right part of Figure 14 .
Staircase Behavior of Ghost Region Extension. Note that, in both Figure  14 and Figure 16 , the cases with extended ghost region present a staircase shaped profile, which is more pronounced the larger the extension. This shape can be explained by understanding that during the horizontal part of each 'stair', the delay of recovery is not propagated for several iterations. The reasoning behind the periods of non-propagation lies in the fact that, by increasing the ghost region size G times, the communication among ranks will only occur every G iterations, and the delay is only propagated while communication occurs.
Total Overhead for Different Number of Failures. Figure 18a depicts the total overhead of several failures when compared to the overhead of recovering from a single failure. Each subfigure represents a different combination of ghost region size increase and rank re-mapping technique, namely 2x and 4x ghost sizes each with both a default linear rank mapping and a 4 × 2 × 2 rectangular prism mapping. For each failure count, Figure 18a compares the total overhead with local recovery of real executions with a theoretical, best-case global recovery. The comparison with global recovery in these Figures is considered to be best-case since the recovery cost (excluding the rollback cost) is considered to be identical in both local and global recovery, which is not a safe assumption even at medium scales of hundreds or thousands of cores [17] . We can observe that when jumping from 2 to 4 ghost region size extension multipliers the opportunities of failure masking are increased and, therefore, the total overheads are lower in the case of three and four node failures. The same happens when changing the mapping strategy from linear to based on a 4 × 2 × 2 rectangular prism, in both the cases of 2x and 4x ghost regions sizes. The results show only a single experiment for each test.
In Figure 18b the same overhead and comparison with global recovery that was depicted by Figure 18a can be observed. In this case, the scale is increased from 512 ranks to 4096 and 32768, respectively. Local recovery offers a much lower overhead than global recovery, as seen in the 512-rank case, which can be explained through the benefits of failure masking. It can be seen how the local recovery version offers a higher reduction in the 32768-rank execution than in the 4096-rank case, which is expected, since the possibilities of failure masking are increased in larger domains.
8. Conclusion. This paper first introduces the technique of local recovery and the effect of multiple failure masking that can be observed when tolerating failures locally in stencil computations such as explicit PDEs. Failure masking reduces the overheads on the total execution time due to recovery from multiple failures down to a level comparable to that of a lower failure count. The paper then describes two application-level optimizations that can be applied to improve the effect and probability of failure masking. These two techniques involve increasing the size of the ghost region and mapping the cell to ranks so that the propagation effect of a node failure is limited. Both techniques revolve around the concept of decreasing the communication frequency to increase the failure propagation window.
The paper also presents the design and implementation of the discussed techniques in the FenixLR framework and its integration with the S3D combustion simulation. Due to the simple FenixLR interface, this integration requires less than 35 lines of codes to be added or rearranged. This implementation is deployed on the Titan supercomputer and used to offer an extensive empirical evaluation -while injecting real process/node failures by sending SIGKILL signals-used to demonstrate the analytical and theoretical behaviors previously studied. The results demonstrate that the performance of both data recovery algorithms and local process recovery methods is constant and independent of the number of nodes and MTBF. Therefore, the combination of techniques introduced by this study gives an empirical demonstration that the performance of stencil computations can be sustained even in extreme future scenarios. For example, it is shown that failures occurring as frequently as every five seconds can be tolerated and that failures occurring every thirty seconds can be recovered with an overall overhead of less than 14% when compared to a checkpointfree, failure-free execution -a more realistic scenario. Finally, our experiments also demonstrated how local recovery enables failure masking as well as how cell to rank re-mapping and ghost region expansion on stencil computations increase the effect of failure masking. For example, it is shown that four failures can mask each other in an execution with 140000+ cores to provide overheads equal to those of a single failure.
Our future work includes (1) the exploration of these ideas beyond stencil com-putations and (2) the modeling and simulation of failure local recovery propagation delay to increase the understanding of failure masking as well as to derive its exact probability in certain cases.
