The reaction efficiency for the active nitridation of graphite by atomic nitrogen was investigated using a furnaceheated quartz flow tube coupled to a microwave discharge. Experiments were performed in N=N 2 mixtures with gas pressures ranging from about 130 to 670 Pa and furnace temperatures from 873 to 1373 K. The N-atom concentrations entering and exiting the furnace were measured by chemical titration via the N NO ! N 2 O reaction, and the atom concentration at the graphite sample location was determined by interpolation, using a simple reactive-flow model. The reaction efficiency for graphite nitridation was derived from the interpolated N-atom concentration and the measured graphite mass loss for a given test time. The reaction efficiency, defined as the fraction of N-atom collisions with the surface that result in the title reaction, was found to increase from 0:2 10 
is often the best choice for mitigating the extreme heat fluxes associated with very-high-speed atmospheric entries [1] . As resins in the carbonaceous ablator pyrolyze during aeroconvective heating, the outer surface becomes almost pure carbon. The ablation process is typically modeled assuming that the ablating surface and ambient gas are in chemical equilibrium [2, 3] . However, the chemical equilibrium assumption does not always hold true and simulations of nonequilibrium gas phase and surface chemistry require the use of finite rate surface chemistry models.
A surface reaction can be characterized by a reaction efficiency with a value between 0 and 1, defined as the fraction of reactantsurface collisions that result in the reaction. A reaction efficiency is a function of experimental conditions and may depend in general on temperature, pressure, gas and surface composition, and competing surface reaction mechanisms. In simple ablation models, surface reactions are assumed to be first order in reactant concentration, uncoupled and operating in parallel, with rates specified by temperature-dependent reaction efficiencies extracted from various experiments [4] [5] [6] . In more sophisticated surface reaction models that consider competing rate processes (adsorption, desorption, Eley-Rideal and Langmuir-Hinshelwood reactions, sublimation, etc.) at finite sets of active surface sites, reaction efficiencies are products of the cumulative effect of the coupled reaction system. For such surface reaction models, experimental reaction efficiencies serve as benchmark data for the adjustment of model parameters. Examples of finite rate carbon/graphite ablation models can be found in the works of Zhluktov and Abe [7] , Havstad and Ferencz [8] , Chen and Milos [2, 9] , and Beerman et al. [10] .
Because carbon is a key component in both ablative and nonablative TPS, it often enters into the boundary layer where it can react with the hot plasma gases. Depending on the material and the trajectory conditions, carbon can enter the boundary layer in either solid or gas phases. Direct evidence of solid carbon entering the boundary layer via the mechanism of spallation from test materials in arc-plasma flows has been reported [11] . One of the most important surface reactions for carbon-based TPS materials is the active nitridation of solid carbon by atomic nitrogen: N C s ! CN. This reaction contributes directly to TPS mass loss and injects CN into the boundary layer; it is a particularly important heterogeneous reaction because CN is a strong radiator at high temperatures [12, 13] . The term "active nitridation" indicates that only gaseous products are formed in this reaction. The importance of this reaction for hyperbolic Earth entries and the lack of experimental data were commented on in a review paper addressing hyperbolic Earth entries [14] .
The efficiency of carbon active nitridation by N atoms was first investigated quantitatively by Goldstein in 1964 [15] . Goldstein exposed resistively heated TSX and AGOT graphite samples to microwave-discharged nitrogen at a pressure of 260 Pa and collected condensable products (C 2 N 2 , HCN, and CO 2 ) in liquid nitrogen cold traps. The presence of HCN and CO 2 products was attributed to the reactions of carbon with oxygen, water, and hydrogen impurities in the nitrogen flow. C 2 N 2 was not detected when only molecular nitrogen was present in the flow, indicating that this species was a result of a carbon nitridation by N atoms, presumably with CN being the initial product. Goldstein obtained the C 2 N 2 =2N molar ratios from the chemical analysis of the collected condensable products and estimates of the N-atom flow rate through his discharge system. For TSX graphite, these ratios ranged from 0:41 10 3 to 1:7 10 3 for temperatures of 1694-2365 K; for AGOT graphite these ratios ranged from 0:45 10 3 to 0:69 10 3 for temperatures of 2031-2237 K. Although it is difficult to assess the uncertainties of the reaction efficiencies derived from Goldstein's experiments, this study suggests that only about one in 1000 nitrogen atoms impinging on the surface reacts with carbon.
More recently, Park and Bogdanoff [16] reported a high reaction efficiency of 0.3 for N-atom nitridation of solid carbon at both 300 and 1100 K. Their experiment employed a shock tube to produce a stream of highly dissociated nitrogen, which flowed over a tungsten wire grid coated with lampblack. The lampblack was "graphitized" by heating the grid to 1100 K for 5 s in vacuum. The CN concentration was determined by measuring and modeling (using NEQAIR [17] ) the intensity of CN radiation at 386 nm, and the N-atom concentration was calculated by integrating conservation equations. The procedure for obtaining the reaction efficiency in this study was heavily dependent on reactive-flow and radiation modeling.
Subsequently, Suzuki et al. [18, 19] studied the ablation of isotropic graphite (Fine Carbon G530, Tokai Carbon Company, Ltd.) in pure nitrogen flows using 110 kW inductively coupled plasma (ICP) wind tunnel. Graphite test samples were in the form of flatfaced cylinders of 3 mm diameter. Tests were conducted at a mass flow of 2 g s 1 , a pressure of 10 kPa and three different enthalpy levels of 15, 18, and 20 MJ kg 1 . The N-atom concentration at the stagnation point of the test specimens was computed for each test case using a thermochemical nonequilibrium computational fluid dynamics code [6] . From the computed N-atom densities and the measured sample mass losses, Suzuki et al. [18] reported reaction efficiencies of about 2:5 10 3 to 3:2 10 3 over a temperature range of 1822-2184 K. More recent measurements by Suzuki et al. [20] have extended the data to lower temperatures where they find a reaction efficiency of about 1:4 10 3 at 1400 K. Suzuki et al. [21] have also performed further numerical modeling of their experiments and reported the best agreement between computed and measured carbon ablation when the nitridation efficiency is set to 3:2 10
3 . The reaction efficiencies determined by Suzuki et al. [18] [19] [20] [21] are similar to those of Goldstein [15] and are about 2 orders of magnitude lower than those obtained by Park and Bogdanoff [16] at lower temperatures.
New laboratory measurements of the active nitridation of solid graphite by N atoms are reported. The experiments were performed using a furnace-heated quartz flow tube coupled to a microwave discharge system. A chemical titration technique was used to determine N-atom concentrations before and after the furnace, thus rigorously bounding the N-atom concentration at the reacting graphite specimen. Carbon mass loss in N=N 2 mixtures was measured over a range of test times, pressures (133-667 Pa), flow speeds (16-42 m s 1 ) and temperatures (873-1373 K). Additional experiments, substituting similar concentrations of atomic oxygen and O 2 for atomic nitrogen, were performed to enable a direct comparison of reaction efficiencies for these three reactants in the same experimental setup.
Numerical values for the reaction efficiency were then derived using two simple models of the gas-surface interaction in our flow environment. Any numerical evaluation of reaction efficiency from the experimental data is closely tied to assumptions about the flow environment, the surface reaction mechanism involved, and the values of the transport properties used in the analysis (a statement equally true for all previous published values of reaction efficiency). Therefore, we emphasize the experimental measurements and associated uncertainties and present them in detail so that other researchers can reanalyze our experiments with flow and chemistry models of their own choosing. Finally, our findings are discussed and compared with previously published data.
II. Experiment

A. Materials
High-purity graphite (grade DFP-2) was obtained from POCO Graphite in the form of 3.175 mm diameter rods. DFP-2 is a highly purified graphite with a specified impurity content of 5 ppm or less. The material has a density of 1:77 g cm 3 with a typical particle size of 4 m and is highly isotropic with respect to its structure and properties. Test samples of the desired length (40 mm) were cut from longer rods using a razor blade.
The gases used during testing were nitrogen (ultrahigh purity, 99.999%), argon (ultrahigh purity, 99.999%), oxygen (research purity, 99.9999%), and nitric oxide (ultrahigh purity, 99.5%). All gases were obtained from Matheson Tri-Gas and used as received.
B. Experimental Setup
A diagram of the experimental facility is shown in Fig. 1 . A quartz flow tube (22 mm inner diameter) extends through a hightemperature tube furnace with a hot region of approximately 45.5 cm. Atomic nitrogen was generated by flowing N 2 through a microwave discharge located upstream of the furnace. Molecular nitrogen was introduced upstream of the discharge through a flow controller and 2 evacuated downstream of the furnace by a dry scroll pump. The power delivered to the microwave discharge was typically 90-95 W. Because the discharge was operated at constant power under steadystate temperature and gas flow conditions, the N 2 dissociation fraction remained essentially constant during any given experimental run. Gas pressures were measured before and after the furnace using a capacitance manometer. The temperatures of the flow tube were measured using "stick-on" type K thermocouples at the location of both pressure ports and near the entrance and exit of the furnace. The gas pressure and bulk velocity in the flow tube were varied by simultaneous adjustment of the incoming N 2 flow rate and a throttling valve in the downstream pumping manifold.
The flows of N atoms entering and exiting the furnace were quantified by gas-phase titration with nitric oxide via the gas-phase reaction N NO ! N 2 O. This reaction produces one oxygen atom for every NO consumed and is very rapid, with a roomtemperature rate coefficient of 3 10 11 cm 3 molecule 1 s 1 [22] . At the titration endpoint, all N atoms are consumed and the number density of added NO is equal to the number density of N atoms entering the titration region. The N-atom mole fractions at the titration ports were then calculated from the measured N 2 and NO mass flows using the formula
where _ m N 2 ;in is the mass flow rate of N 2 introduced upstream of the discharge, _ m NO;ep is the mass flow rate of NO at the endpoint, and M NO and M N 2 are molar masses. Under our experimental conditions the N-atom mole fractions were always less than 1%. The local Natom concentrations follow from the ideal gas law and the pressures and tube wall temperatures (assumed equal to the gas temperatures) measured at the titration locations.
Titration endpoints were determined redundantly, by the mass spectroscopic detection of NO in the gas phase and by optical spectroscopic detection of NO 2 chemiluminescence above the endpoint. Nitrogen dioxide chemiluminescence results from the reaction of excess NO with titration-produced O atoms beyond the endpoint [23] . Mass spectroscopy was performed by sampling the gas flow downstream of both titration ports through a leak valve into turbo-pumped chamber equipped with a residual gas analyzer (Stanford Research Systems RGA300). Optical emission spectroscopy was performed by collecting fluorescence downstream of the titration ports using an optical fiber probe connected to an optical spectrometer (Newport model OSM-100-UV-NIR).
An example of a titration endpoint determination by these two techniques is shown in Fig. 2 . Given that the endpoint is not sharp, the flow rate of NO at the endpoint has an estimated experimental uncertainty of about 5% upstream of the furnace and about 15% downstream of the furnace where N-atom concentrations are lower. Similar uncertainties are translated into mole fractions calculated by Eq. (1).
C. Experimental Procedures
Carbon samples were mounted in a quartz fixture that aligned the axis of the sample with the centerline of the flow tube (see Fig. 3 .) The sample length protruding out of the holder was typically threefourths of the total sample length or about 30 mm. Mounted samples were positioned near the midpoint of the furnace, with the front face of the samples about 22 cm from the upstream entrance of the furnace.
Samples were heated at a rate of 5-10 K min 1 to the target test temperature under a low-pressure flow of N 2 . When the target temperature was reached, gas flows and pressures were adjusted to the desired levels and the discharge was activated for a prescribed time interval. After this test time, the discharge was turned off and the furnace cooled at a similar rate under continuing gas flow until the temperature dropped below 473 K. Each sample was weighed immediately before it was placed into the flow tube and immediately after it was removed from the flow tube, using an analytic balance (Mettler Toledo XP105) with a 0.01 mg resolution.
Nitric oxide titration measurements were performed for each unique flow condition with the sample holder in place but no sample present. This was done to capture the pressure drop caused by the sample holder while avoiding potential complications due to the gasphase reaction of N atoms with CN produced by carbon nitridation.
Control experiments were performed at several test conditions, in nitrogen flows without discharge activation and in pure argon flows. Some mass loss was observed in all cases, perhaps indicating the volatilization of some hydrocarbons from the graphite samples or the presence of a residual oxygen source (leak) in the flow system. This background mass loss, which typically ranged from 5 to 10% of that measured when the discharge was activated, was subtracted from sample mass losses used to evaluate the efficiency of the N C s ! CN reaction.
III. Data Analysis
A. Reactive-Flow Model
The N-atom concentration at the sample location is required to evaluate the efficiency of the carbon nitridation reaction. Because gas-phase and surface recombination reactions consume N atoms as they flow through the system, the N-atom mole fraction downstream of the furnace is always less than that upstream of the furnace. The absolute upper and lower limits on the N-atom concentration at the location of the graphite test specimen can be calculated as
We have used a simple reactive-flow model in axisymmetric geometry to obtain an improved estimate of the N-atom concentration at the sample location by interpolation. The flow model assumes that the bulk gas flow is laminar and suitably described by the Hagen-Poiseuille flow relation incorporating the ideal gas law:
Because of the low N 2 dissociation fraction in our system, we assume that the flow behavior is dominated by the transport properties of molecular nitrogen and is unaffected by compositional variations as N atoms recombine. All variables on the right-hand side of Eq. (3) are measured or known. Because the tube length between the two titration ports contains sections both inside and outside of the furnace, the temperature and viscosity vary with axial position. The variation of tube wall temperature with axial position was approximated by linear and cubic functions interpolating between measured wall and furnace temperatures. The temperature dependence of nitrogen viscosity was taken from Touloukian et al. [24] The additional pressure drop associated with sample and sample holder inside the tube was modeled as a constriction of the tube diameter over a short section at the sample location.
Equation (3) was integrated numerically from z 0 to L, using the boundary condition P0 P 1 . The bulk flow velocity was then calculated from Pz as
Wall losses for the N N surface reaction are specified by the recombination efficiency N , defined as the fraction of N-atom collisions with the tube wall that result in removal of an N atom from the gas phase. Published values of N on quartz range widely, from 10 6 to 10 3 , generally increasing slightly with temperature over the temperature range of our experiments [25] [26] [27] [28] . Gas-phase N-atom losses by the three-body reaction N N N 2 ! 2N 2 are specified by the temperature-dependent rate constant k NN 300 exp500=T m 6 mol 2 s 1 , recommended by Baulch et al. [29] The variation of N-atom concentration with axial location was modeled by the differential equation
where the axial flux of N atoms Uz is equal to the product vzC N z. Equation (5) is derived by equating the difference in the net N-atom flows (mol=s) into and out of a disk of differential thickness z to the N-atom losses (mol=s) by recombination on the tube walls (first term on the right-hand side) and in the gas phase (second term on the right-hand side). This formulation assumes that the flow approaching the test specimen is laminar and that the diffusion of N atoms to the walls is effectively instantaneous, and therefore there are no radial concentration gradients. The quality of these assumptions is confirmed in the Experimental Results section, by computing the Reynolds number and the tube surface Damköhler number (the ratio of the characteristic radial diffusion time d 2 =4D to the characteristic surface reaction time d= v) for the range of experimental conditions in this study. Equation (5) was integrated numerically from z 0 to L, using the boundary condition U0 v0C N 0, and the N-atom concentration was calculated from the solution Uz as C N z Uz=vz.
The interpolation procedure to derive the N-atom concentration at the sample location was performed as follows. First, the effective constricted tube diameter used to model the pressure drop at the sample location was adjusted until the solution of Eq. (3) reproduced the measured value of P 2 . Then, the value of the wall recombination efficiency N at the furnace temperature was adjusted until the solution of Eq. (5) reproduced the concentration C N;2 calculated from the measured N-atom mole fraction. The room-temperature value of N , used for the portion of tube outside the furnace, was set to be 3 10 5 . Over our entire range of experimental conditions, values of the effective tube diameter ranged from about 13 to 15 mm, and values of N at the furnace temperature ranged from about 2 to 7 10
4 . These parameter adjustments are deemed consistent with our use of this simple reactive-flow model as an interpolation tool for estimating C N at the sample location.
B. Computation of the Reaction Efficiency
The reaction efficiency CN was computed from the measured carbon mass loss, the interpolated N-atom concentration at the sample location, the test time, and the sample dimensions. For this analysis it was assumed that all measured mass loss occurred on the length of test specimen protruding from the quartz sample holder, L s , and that samples experienced negligible dimensional changes during the tests. For our test conditions the latter assumption is certainly true on a macroscopic scale, although some roughening of the surface during active nitridation was observed, leading, on a microscopic scale, to increased surface area available for reaction. We did observe some color changes on sample surfaces within the quartz holder, indicating some surface reaction on this portion of the test specimens as well. However, visual inspection of the sample surface after testing indicates that carbon nitridation is much less effective within the holder than on the extended sample. We confirmed this by testing a short sample that did not protrude from the holder and found that the mass loss rate from the sample surface within the holder is about 35 times smaller than from the protruding sample surface. Thus the possible error of our estimate of CN introduced by our assumption that all carbon is lost from the protruding sample length is only on the order of 1%. Two simple models of gas-surface interactions were used to evaluate CN : a gas-kinetic (GK) model and a simple laminar boundary-layer (LBL) model. Both models presume that the N C s ! CN reaction is first order in N-atom concentration and independent of pressure and that it proceeds by the direct reaction of an impinging nitrogen atom with a carbon atom in the surface to form a CN molecule that instantly desorbs; no reactant adsorption steps or intermediate surface species are considered. The primary difference between these two models is that the LBL model attempts to capture reactant and product transport limitations on the rate of surface reaction, whereas the GK model implicitly assumes that transport limitations are negligible.
The LBL and GK models can be derived from the same basic starting point. The reaction flux (mol m 2 s 1 ) as a function of axial location on the cylindrical sample surface under steady-state, isothermal conditions can be written as
where x defines the axial position (x 0 to L s ) and the subscript w indicates the local N and CN concentrations at the sample surface.
The forward reaction-rate constant is specified as the reaction efficiency times the N-atom impingement flux:
and the backward rate constant is determined by the thermodynamic relationship
The local carbon mass loss flux (kg m 2 s 1 ) can then be expressed as
and the net mass loss from a carbon test specimen is given by
In Eq. (10) we have made the assumption that carbon loss from the sample face is minimal compared with carbon loss from the cylindrical surface (typical surface area ratio of 1:40).
The evaluation of Eq. (10) requires functional forms for the wall concentrations of N and CN along the cylindrical sample surface. In the LBL model, we make the approximation that they can be adequately represented using the analytic series solutions for firstorder reversible surface reactions in a laminar boundary-layer flow as presented by Acrivos and Chambré [30] for a flat-plate geometry. These solutions are
and
In Eqs. (11) and (12) , C N is taken as the N-atom concentration at the sample location predicted by the reactive-flow model described in the previous section. The coefficients m are given by the recurrence formula
with 0 1. Numerical evaluation of Eqs. (11-13) requires temperaturedependent effective mixture diffusion coefficients and gas viscosities. Because N and CN are very dilute, their effective multispecies diffusion coefficients are set equal to their binary diffusion coefficients in N 2 . We used the collision integrals of Wright et al. [31, 32] to compute the binary diffusion coefficients from the well-known Chapman-Enskog equation. The bulk properties of molecular nitrogen were used to compute the gas density and viscosity in the Schmidt numbers and in the square-root term of Eq. (13) . The temperature-dependent equilibrium constant for the N C s ! CN reaction was taken from the HSC Chemistry software database [33] .
The GK model is obtained from Eq. (10) by making two further simplifications: ignoring the backward reaction and setting C N;w x equal to the constant value predicted by our reactive-flow model. The first simplification rests on the fact that C CN;w is always less than C N;w and that K eq T is very large for all our experimental temperatures [33] . The second simplification presumes that pressures are low enough, temperatures and gas velocities are high enough, and the surface reaction is slow enough, such that transport limitations through a concentration boundary layer around the sample are negligible. This set of assumptions leads to a simple analytic expression:
Equation (15) allows the direct calculation of the reaction efficiency in the GK model. For the LBL model, the best value of CN;LBL for a particular test run is determined by iteratively adjusting its value to minimize the difference between the computed and experimental mass loss. Insertion of C N C N;max into Eqs. (11) and (12) will give a lower limit on CN , and the use of C N C N;min an upper limit, for the LBL model. Similarly, the insertion of these values into Eq. (15) gives the lower and upper limits in the GK model.
C. Flow Separation Modeling
Because flow separation and recirculation could conceivably influence local mass loss rates by enhancing the transport of reactants and products near the graphite surface, the flow separation caused by different tip shapes and the sample/holder junction was investigated numerically using commercially available FLUENT computational fluid dynamics (CFD) software. The nitrogen flow down the tube and around the specimen was modeled as steady-state, two-dimensional, and axisymmetric. An implicit, finite volume, pressure-based solver was used to model the flow, and this solver included the SpalartAllmaras turbulence model. The Reynolds number for these flows based on sample length ranged from 30 to 50, clearly indicating laminar flow conditions. However, initial computational simulations resulted in nonphysical results (including negative pressures) and so subsequent computations were done with the aforementioned turbulence model included, and these produced physical results that were clearly laminar flow solutions without any evidence of unsteadiness. As all cases were run with the same code configuration, we believe that the trends are reliable. Four equations were solved in order to obtain a solution: continuity (conservation of mass), momentum (considered for axial and radial directions), and the transport equation for the turbulent kinematic viscosity. Pressure was discretized using the PRESTO! (pressure staggering option) scheme. Both momentum and turbulent viscosity were computed with second order upwinding schemes. Pressure-velocity coupling was performed using the SIMPLE (semi-implicit method for pressurelinked equations) scheme.
The graphite specimen and sample holder were modeled as adjoining cylinders, with radius and length of 1.6 and 30 mm, and 3.0 and 10 mm, respectively (see Fig. 4 ). In the computational domain the sample was placed 480 mm downstream of the inlet to allow the flow to become fully developed before reaching the sample. An additional 100 mm were modeled downstream of the sample. The domain was discretized with a grid consisting of about 200,000 nodes (for the final cases). Grid convergence was considered adequate after the residuals had dropped by at least 5 orders of magnitude and leveled off.
Three tip geometries (flat-faced, conical, and hemispherical) were modeled at 1273 K for two different velocity and pressure test conditions (16 ms 1 and 376 Pa; 28 ms 1 and 148 Pa). All cases showed a recirculation region at the junction of the sample and the sample holder. The flat-faced sample also showed a second region of recirculation immediately downstream of the tip (see Fig. 4 ). Computational results from this CFD modeling are discussed in the context of our experiments in Sec. IV.A. Tables 1 and 2 . The first columns of Tables 1 and 2 list identification codes for each individual test, where the leading capital letter corresponds to a unique combination of flow velocity and pressure, the following number indicates the flow tube used (either 1 or 2) , and the final number identifies a specific graphite sample. Lowercase letters appended to the final number indicate repeated tests run on the same sample.
IV. Experimental Results
Measurement errors in the pressures at the titration ports and the nitrogen flow rates are no more than 1%. The pressures and bulk velocities at the sample computed from Eqs. (3) and (4) must have somewhat higher uncertainties, but they are still not likely to exceed 5%. The mole fractions at the titration ports have uncertainties on the order of 5% at port 1 and 15% at port 2 associated with identifying the exact titration endpoint. The estimated uncertainty in the N-atom concentration at the sample obtained from the reactive-flow model interpolation procedure is 20%. For comparison, the maximum and minimum concentration bounds give values 30 to 110% higher and 15 to 50% lower, respectively, than the value derived using reactiveflow model.
For the conditions listed in Table 1 , tube Reynolds numbers at the sample location range from about 3 to 22 and the entrance lengths for fully developed laminar flow are always less than 3 cm. Thus, the gas flow approaching the test specimens should be laminar. The tube surface Damköhler numbers based on a conservative (high) value for the Natom surface recombination efficiency on quartz of 10 3 are all less than 0.12, indicating that diffusion is faster than the rate of atom loss on the tube walls and implying a relatively uniform N-atom concentration (i.e., independent of radial coordinate) approaching the test specimen. A less conservative (lower) value for N-atom loss efficiency would further decrease the estimated Damköhler numbers. Table 2 lists the corresponding test times, the initial sample mass, the total carbon mass loss, the control (background) mass loss, and the sample length extending from the quartz sample holder, along with the maximum, best, and minimum values of the reaction coefficients computed with the GK and LBL models. Uncertainties in the measure quantities are 1 min for the test time, 0:02 mg in the mass loss, and 1 mm in the exposed sample length. The estimated uncertainty of the "best" values of CN;GK and CN;LBL is about 25%. We note that this uncertainty reflects the propagation of experimental errors and does not include any errors associated with the models chosen for deriving reaction efficiencies from the data. For the GK model, the best reaction efficiencies in Table 2 range from about 1:0 10 3 to 5:2 10 3 , with an average and standard deviation of 2:7 1:2 10 3 for the entire set of 28 tests. The reaction efficiencies derived from the LBL analysis are systematically higher than the GK values by 10 to 30%; the average LBL value and standard deviation are 3:2 1:5 10 3 . The slightly higher LBL values are caused by a slightly lower concentration of N atoms at the sample surface due to diffusion limitations through the laminar boundary layer over the cylindrical sample surface. However, the difference between the GK-and LBL-derived values is not of great practical significance, given that it is less than the standard deviation of the average best GK value. Similar or larger differences are observed between measurements repeated under nominally identical test conditions, for example conditions A-1, G-1, and G-2. Moreover, measurements made under nominally identical pressure and velocity conditions in tube 2 generate reaction efficiencies that are 50% or more lower than those in tube 1 (compare, e.g., tests G-1 with G-2, I-1 with I-2, and K-1 with K-2). Tubes 1 and 2 are made of the same grade of quartz and have the same dimensions, so the reason for this difference is not known.
Two implicit assumptions in the analyses outlined in Sec. II are 1) the carbon mass loss at a fixed test condition is linear in time and 2) the net carbon flux leaving the sample under isothermal conditions is a linear function of the local N-atom concentration. These assumptions are tested against experimental data in Figs. 5 and 6, which show that the expected trends are reasonably well followed, although with considerable scatter in the latter case. This scatter suggests considerable variation in the experimental reproducibility and/or additional dependencies of the carbon mass flux on other experimental parameters such as velocity and pressure.
One possibility for a dependence of the carbon mass flux on pressure and velocity is that the reactant and product fluxes through the laminar boundary layer above the sample are determined by transport limitations, not the surface reaction rate. If the efficiency of the surface reaction is transport-limited and reactant/product transport is not considered in the data analysis (as in the GK analysis), values of CN are expected to be proportional to velocity and total pressure as v s P s . This dependence arises because the laminar boundary-layer thickness grows in proportion to the local Reynolds number and the diffusion rate through a boundary layer varies inversely with the total pressure [34] . If the surface reaction is transport-limited and reactant/product transport is considered in the data analysis (as in the LBL analysis), no such dependence for CN is expected. For either type of data analysis, no velocity and pressure dependence for CN is expected if the efficiency of the surface reaction is reaction-rate limited.
Separate linear regression analyses of the best GK and LBL reaction efficiencies in Table 2 were performed and yielded was calculated from the bulk velocity and average pressure 10 mm upstream of the sample tip for each of our test specimens and conditions. Recirculation regions were identified from vector plots of axial velocities and separation lengths were defined as the distance between the extreme points of recirculation regions on the sample surface. The CFD results predict the total separation length to increase for all sample geometries with increasing v 0:40 s P 0:45 s , which seems to coincide with the observed trend in the reaction efficiencies. However, the calculations also predict that separation lengths for the flat-faced specimens are always as much as 40-60% larger than for the samples with hemispherical or conical tips under the same conditions, whereas no such trend in reaction efficiencies was observed in the experiments. Therefore, we cannot conclude that flow separation and recirculation phenomena are responsible for the v dependence remains uncertain and we make no corrections in the value of the reaction efficiency due to flow separation effects. We derive the most probable value of CN at 1273 K by simply averaging all experimental values in Table 2 . We consider the LBL values more reliable than the GK values because they take into account diffusive transport limitations through the boundary layer; thus, the final result is CN 1273 K 3:2 1:5 10 3 . Figures 8a and 8b show scanning electron micrographs of sample surfaces before and after nitridation at 1273 K. After testing, the sample surface shows clear evidence of mass loss through the formation of pits and an overall roughening of the surface. The nitridation reaction appears to preferentially occur at select locations on the surface. This preference may be related to intergrain carbon phases that are less strongly bonded or to the orientation of individual, highly anisotropic graphite grains intersecting the surface. The characteristic surface roughness scale increases from about a 1 m to a 5-10 m level after testing. We did not find significant variations of sample roughness and general surface morphology with the distance from sample tip.
The selectivity of the surface reaction locations and the roughening of the graphite surface (i.e., the increase in the effective surface area) may be expected to cause some discrepancies between experimental measurements performed using different carbon or graphite materials. In addition, if the increase in surface roughness during nitridation affects the reaction rate significantly, it is expected that the derived effective reaction efficiency depends on the nitridation time. Furthermore, repeated nitridation treatments of the same sample should yield systematically increasing values of CN , given the higher sample roughness at the beginning of consecutive treatments. Therefore, we performed several tests in which the same sample was nitridated repeatedly (2-3 times) under the nominally identical conditions. We found no systematic increase in CN with repeated treatments, indicating that the effect of increasing roughness is insignificant within the present experimental uncertainties.
B. Experiments at Other Temperatures
Additional experiments were carried out at other temperatures, listed in Table 3 . Because Park and Bogdanoff [16] reported a large carbon nitridation efficiency of 0.3 even at room temperature, we conducted a test with the furnace off. For this test, the N 2 flow rate ID G-1-11b) . was 15 mg s 1 and the upstream pressure was 263 Pa. After 530 min of exposure time, we found a mass loss of only 0.03 mg which is near the resolution of our analytic balance. This mass loss yields a GK reaction efficiency of 4 10
6 , approximately 5 orders of magnitude lower than reported by Park and Bogdanoff [16] .
We also conducted test series at 873, 1073, 1173, 1273, and 1373 K in which we attempted to maintain a constant bulk velocity around 28:3 ms 1 at the test specimen. These tests were performed using tube 2. The flow conditions and results are listed in Tables 3 and  4 . Unlike Park and Bogdanoff [16] , we find that CN is not temperature independent, but increases as the temperature rises. The reaction efficiency at 873 K was about one order of magnitude lower than at 1273 K and the reaction efficiency at 1373 K was 4 to 5 times higher than those at 1273 K.
C. Experiments with Molecular and Atomic Oxygen
Additional experiments were conducted to compare the derived nitridation rates to active oxidation rates for molecular and atomic oxygen with the same apparatus and under similar experimental conditions. These experiments are important because they provide a direct comparison of the relative efficiencies for carbon nitridation and oxidation.
In the first set of experiments, flow conditions were repeated with the discharge off and with O 2 added at the first titration port at a volumetric flow rate similar to the N-atom volumetric flow rate during nitridation testing. This procedure roughly replaces the Natom concentration at the sample location with an O 2 concentration of similar magnitude. Since no O 2 is lost by wall or gas-phase reactions, the O 2 concentration at the sample location was calculated from the known mole fraction at the titration port, the furnace temperature, and the pressure at the sample location calculated from Eq. (3). We presume that CO, not CO 2 , is the dominant product of oxidation with molecular oxygen. The efficiency for the O 2 2C s ! 2CO surface reaction,
CO , can then be determined from the measured carbon mass loss by the same methods as the N-atom nitridation reaction efficiency.
In the second set of experiments, flow conditions were repeated with the discharge activated and the N 2 =N flow was titrated with NO to approximately half of the previously determined endpoint. This procedure sets up roughly similar N-atom and O-atom concentrations at the sample location. The N-atom concentrations at the sample were interpolated using the reactive-flow model with previously determined values of the wall recombination efficiency. The concentration of O atoms at the sample was interpolated in the same way assuming the same wall recombination efficiency and gasphase recombination rate coefficient as for N atoms. To evaluate the efficiency for the O C s ! CO surface reaction, O CO , we fixed CN at its previously determined value under the same flow conditions and solved for the value of O CO that reproduces the measured mass loss. This procedure presumes that the O C s ! CO and N C s ! CN reactions operate in parallel and independently. The necessary diffusion coefficients and equilibrium constants for both types of oxidation experiments were obtained using the same methods and data sources as for the nitridation analyses. Tables 5 and 6 give the flow conditions and the experimental results for the O 2 experiments. Comparison of O 2 CO in Table 6 with CN in Table 4 at the same temperature, shows that the O 2 2C s ! 2CO reaction is about an order of magnitude more efficient than the N C s ! CN reaction at 1073 and 1173 K and about a factor of 4 more efficient at 1273 K. At 873 K, the N-atom nitridation reaction is about an order of magnitude faster than the oxidation reaction, and at 1373 K the rates are comparable.
The flow conditions and experimental results for the O-atom experiments are given in Tables 7 and 8 . The reaction efficiencies for the O-atom oxidation of graphite far exceed those for N-atom nitridation, by at least one and often 2 orders of magnitude, at all test temperatures in the 873-1273 K temperature range. The O-atom oxidation efficiency also exceeds the O 2 oxidation efficiency, particularly at lower temperatures, a result that has been documented previously in the literature [4, 35] . Because of this large reaction efficiency, the limiting effect of O-atom transport to the graphite surface is much more significant than in the case of the N-atom or O 2 Table 4 Mass loss data and computed reaction efficiencies for the flow conditions listed in surface reactions. Unfortunately, the series summation in the LBL solution converges very slowly for large reaction efficiencies and we were not able to obtain converged solutions that reproduced the measured carbon mass loss. Therefore, only the GK reaction efficiency values are listed in Table 8 . It is likely, however, that with transport limitations properly accounted for, the value of reaction efficiency would be higher.
V. Discussion
The GK reaction efficiencies for the three investigated reactive species are compared in Fig. 9 . It is evident that none of the reactions follow simple Arrhenius behavior (i.e., a single, constant activation energy) over the temperature range of our experiments. Our O 2 oxidation results are similar to the measurements of Rosner and Allendorf [35] in that the reaction probability rises rapidly with increasing temperature, but then passes through maximum after which it decreases with increasing temperature. Like Rosner and Allendorf [35] we always find significantly higher reaction efficiencies for O atom than O 2 oxidation at the same temperature [35] .
Comparisons of our numerical values for
CO and O CO with those of Rosner and Allendorf [35] , as well as those computed from empirical relationships presented by Park [4] , generally yield an order-of-magnitude level agreement. Given the experimental and data analysis complexities, the large variations in O 2 carbon oxidation data reported in the literature (see, e.g., Fig. 1 in Park's work [4] ) and the large range reactivity exhibited by different types of carbon in plasma environments [36] , perhaps no closer agreement should be expected. The more important conclusion is that our technique obtains relative reaction efficiencies for carbon oxidation by O atoms and O 2 that are consistent with previously reported experiments. Since our N-atom, O-atom, and O 2 experiments are all conducted under similar flow conditions and reactant concentrations, and since the diffusion coefficients for O and N in molecular nitrogen are very similar, our result that N-atom nitridation is 1-2 orders of magnitude less efficient than O-atom oxidation is very robust.
The experimental data for CN generated by Goldstein [15] , Park and Bagdanoff [16] , Suzuki et al. [18, 20] , and our current study are plotted together in Fig. 10 . The majority of our measurements were obtained at 1273 K; the average value for these is about 3 10 3 . This average is very similar to the reaction efficiencies reported by Suzuki et al. [18, 20] for their ICP graphite ablation experiments and is the value that produces the best agreement between experiment and modeling of those experiments [21] . Compared with our test conditions, most of their ICP experiments were conducted at higher temperatures (1822-2184 K), higher total pressure (10 kPa), and much higher N-atom concentrations (by 2-3 orders of magnitude). Our 1273 K value of CN is also similar to, although slightly larger than, the results published by Goldstein [15] , who worked at higher temperatures but similar total pressure and atom concentrations as in our experiments. Despite the different experimental approaches taken, the different temperature ranges explored, and the different graphite materials used, these three studies yield comparable values of CN . Whereas the data of Suzuki et al. [18, 20] show weak temperature dependence, the experiments of Goldstein [15] indicate significant increase of the reaction efficiency with temperature. Our data also show the nitridation efficiency to increase with temperature, faster than in Goldstein's data and over a lower temperature range.
The values of CN reported by Park and Bagdanoff [16] are about 2 orders of magnitude higher than the values reported by other researchers and the origin of this discrepancy is at present not understood. As pointed out by Suzuki et al. [18, 19] , low carbon mass losses observed in nitridation experiments can, in principle, be reconciled with high values of CN if significant carbon recondensation occurs. Carbon atoms removed from sample by nitridation are partly recovered in the gas phase by the reaction
which has a recommended rate coefficient of 3 10 10 cm 3 molecule 1 s 1 between 300 and 2500 K [37] . Some regenerated carbon atoms may recondense on the sample surface, Cg ! Cs (17) effectively reducing the net carbon mass loss. The extent of carbon recondensation depends on the carbon-carbon sticking coefficient and specific experimental parameters that determine the residence times and concentrations of reactants near the sample surface: notably, flow speed and pressure. An assessment of the possible effects of processes (16) and (17) on the values of CN derived from our experimental data requires detailed CFD modeling of the experiment that includes the actual sample-holder geometry, all relevant gas-phase reactions and transport models, and point-bypoint coupling between the reactive boundary-layer flow and finite rate surface reactions on the graphite surface. Although such a modeling effort is beyond the scope of the present study, we note that the experiments and results have been described in great detail, specifically to enable more extensive modeling and analysis by interested researchers with the necessary computational tools. On a qualitative level, the effects of carbon recondensation could be observable as differences in the surface morphology between the parts of the graphite sample near the tip and near the sample holder, given that the sample surface further downstream is potentially exposed to more extensive recondensation. As noted in Sec. IV.A, SEM imaging did not show significant differences in the sample surface morphology with varying the distance from the tip; therefore, there are no clear indications of recondensation on our samples, although it cannot be excluded.
Surface recession is a major issue in the design of TPS materials. Based on the relatively low values of CN reported here and, more directly, the low rate of sample mass losses, nitridation by N atoms is not likely to drive significant recession of carbon-based TPS materials below 1373 K, especially in air environments where mass loss through oxidation is expected to dominate. However, given that we find that CN increases rapidly with temperature, more significant mass loss due to N-atom nitridation is possible at temperatures exceeding 1373 K.
VI. Conclusions
We have found Q2 a very small carbon loss by N-atom nitridation near room temperature, implying that the reaction efficiency must be lower than 10 5 under these conditions and our experiments suggest a reaction efficiency at least 100 times smaller at 1100 K than that reported by Park and Bogdanoff [16] . We have also demonstrated that the active nitridation efficiency of DFP-2 graphite is much lower than that of O-atom oxidation over the 873-1373 K temperature range. The reaction efficiencies that we measured in a flow tube system are similar in magnitude to previously published results by Goldstein [15] and Suzuki et al. [18, 20] measured using other techniques and show an increasing reaction efficiency with increasing temperature. Ref. [15] Ref. [15] Ref. [16] Ref. [18] Ref. [20] Ref. [20] This work REACTION EFFICIENCY TEMPERATURE, K When production of AIAA journal papers begins, the official approved PDF is considered the authoritative manuscript. Authors are asked to submit source files that match the PDF exactly, to ensure that the final published article is the version that was reviewed and accepted by the associate editor. Once a paper has been accepted, any substantial corrections or changes must be approved by the associate editor before they can be incorporated.
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