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Summary
The topi of this thesis is boundary integrability. Classially, integrable eld theories an be
desribed with zero urvature representations i.e. the bulk equations of motion an be written
as the atness ondition of the so-alled Lax onnetion, while the boundary onditions are
equivalent to the boundary atness equation of the so-alled lassial reetion matrix (κ-matrix).
The Lax-onnetion and the κ-matrix an be used to dene a transfer matrix whih is the
generating funtion of the innitely many onserved harges. These harges are independent if
the κ-matrix satisfy the lassial boundary Yang-Baxter equation (bYBE). In my work I found
new κ-matries for the prinipal hiral models and O(N) sigma models. I showed that they
satisfy both the boundary atness and the lassial boundary Yang-Baxter equations.
At the quantum level, boundary integrable theories are dened by their sattering and re-
etion matries whih satisfy the Yang-Baxter and the boundary Yang-Baxter equations. In
my thesis I have lassied the so-alled quasi-lassial rational reetion matries (whih are
invertible in the lassial limit).
At asymptotially large volume, we may regard a massive integrable eld theory as a free
gas with point-like interations. The momentum quantization onditions, alled the Bethe-Yang
equations, for non-diagonal satterings take the form of matrix equations. These equations
an be diagonalized simultaneously and this problem is equivalent to the diagonalization of
the double row transfer matrix whih an be ahieved using Bethe Ansatz tehniques. In my
work, I developed the algebrai Bethe Ansatz for the O(N) sigma model with general integrable
boundary onditions.
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i
Összefoglaló
A doktori értekezés témája a peremes integrálhatóság. Klasszikusan, az integrálható térelméle-
teknek létezik nulla görbület¶ leírása, vagyis a mozgásegyenletek helyettesíthet®k az úgynevezett
Lax-konnexió lapossági egyenletével, és a peremfeltételek ekvivalensek az úgynevezett klasszi-
kus reexiós mátrix (κ-mátrix) peremes lapossági egyenletével. A Lax-konnexió és a κ-mátrix
felhasználásával deniálhatunk egy transzfer mátrixot, ami a végtelen sok megmaradó töltésnek
a generáló függvénye. Ezek a töltések akkor függetlenek, ha a κ-mátrix kielégíti a klasszikus
peremes Yang-Baxter egyenletet. A PhD munkám során találtam új κ-mátrixokat prinipális
királis és O(N)-szigma-modellekre. Megmutattam, hogy ezek teljesítik a peremes simasági és
klasszikus peremes Yang-Baxter egyenleteket.
Kvantumos szinten a peremes integrálható elméletek leírhatók a szórási és reexiós mátrixa-
ikkal, amelyek kielégítik a Yang-Baxter és peremes Yang-Baxter egyenleteket. A PhD munkám
során osztályoztam az úgynevezett kvázi klasszikus raionális reexiós mátrixokat (amely integ-
rálhatók a klasszikus limeszben).
Aszimptotikusan nagy térfogatban, a tömeges integrálható térelméleteket tekinthetjük pont-
szer¶en kölsönható szabad részeskék gázának. Az impulzus kvantálási szabályokat a Bethe-
Yang egyenletek írják le, amik mátrix egyenletek nem-diagonális szórású elméletekre. Ezek az
egyenletek egyszerre diagonalizálhatók és ez a probléma ekvivalens a két soros transzfer mátrix
diagonalizálásával ami megtehet® a Bethe Ansatz tehnikák használatával. A Phd munkám so-
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Integrable quantum eld theories are useful toy examples of partile physis. Their popularity is
due to the fat that many physial quantities an be alulated exatly and, despite their sim-
pliity, they exhibit phenomena relevant for QCD. In partiular, (1+1) dimensional O(N) sigma
models are asymptotially free in perturbation theory and their lassial onformal invariane is
broken by a dynamially generated mass sale Λ. Massive exitations form the vetor multiplet
of the O(N) group with fatorized sattering [7℄, whih makes possible to alulate the relation
between the mass m and the parameter Λ [8℄.
The O(N) sigma models are also relevant from the AdS/CFT point of view. In a large lass
of integrable string sigma models strings propagate on the produt of an anti-de Sitter spae and
spheres Sn [9℄. Light-one gauge xed string theories on the sphere part are desribed lassially
by the O(N) sigma models. In the string theory appliations we are often interested in open
strings, strings ending on some D-brane sub-manifolds of SN [10℄. This translates to O(N)
models with boundaries, and an important question is to lassify those boundary onditions
whih maintain integrability.
The integrability of a eld theory an be dened in various levels. Let us assume that a eld
theory is given by its Lagrangian. Classially we an say that the theory is integrable if there
exist innitely many onserved harges in involution. An important subset of these theories are
the lassially onformal eld theories. For example the sigma models have onformal invariane.
However there exist integrable eld theories without onformal symmetries e.g. sinh-Gordon and
sine-Gordon theories [11℄. One an ask what happens when we put these theories to the half
line. For onsistent eld theories on the half line, we have to dene boundary onditions. Now,
the onservation of the bulk onserved harges require that the spae-like omponent of the
bulk onserved urrents vanish or is equal to the time derivative of something on the boundary
[12℄. For properly hosen boundary onditions this ondition is satised therefore there exists an
innite subset of the bulk onserved harges whih is onserved on the half line too.
At the quantum level, the onservation of higher spin harges indiates that there is no
partile reation/annihilation at sattering proesses and the n-partile satterings fatorize into
two partile satterings uniquely whih implies that the two partile S-matries satisfy the Yang-
Baxter equation [13, 14, 15℄ (see gure 1.1)
S12(p1, p2)S13(p1, p3)S23(p2, p3) = S23(p2, p3)S13(p1, p3)S12(p1, p2). (1.1)












Figure 1.1: Illustration of the Yang-Baxter and the boundary Yang-Baxter equations.
• the poles of the 2-partile S-matries (on the physial strip) belong to bound states (or
anomalous thresholds, i.e. Coleman-Thun diagrams) and the S-matries of these bound
states satisfy some fusion relations.
The systemati solution of these equations is the S-matrix bootstrap program [16℄. From the S-
matrix bootstrap one an get onsistent integrable quantum theories. One an ask then if there
exist eld theoreti desriptions of these models and if they do then what are the Lagrangians.
It is generally a hard question. In pratie, we think in the opposite way. At rst, we show that
one of the lassial higher spin onserved harges are onserved at the quantum level too, whih
implies the quantum integrability of the theory. Requiring some global symmetry and partile
ontent the S-matrix bootstrap an be solved. After that we an do perturbative heks.
In the ase of the O(N) models it was shown that at least one higher spin onserved harge
survives the quantization [17℄[18℄ whih implies quantum integrability. Using the S-matrix boot-
strap the S-matries of these models was onstruted in [7, 19℄.
For theories on the half line, the existene of a higher spin onserved harge implies that there
is no partile reation/annihilation at boundary sattering proesses and the n-partile reetion
fatorizes into 2-partile bulk satterings and 1-partile reetions uniquely whih implies that
the 1-parile reetion matries satisfy the boundary Yang-Baxter equation [12℄ (see gure 1.1)
S12(p1, p2)R1(p1)S21(p2,−p1)R2(p2) = R2(p2)S21(p2,−p1)R1(p1)S12(p1, p2). (1.2)
There is also boundary generalization of the unitarity, rossing and fusion relation and the
systemati solution of these relations is the R-matrix bootstrap.
One an also investigate integrable eld theories in a nite volume using the known sattering
and reetion matries. At asymptotially large volume we may regard the system as a free gas
with point like interations. The energy of the system is the sum of the one-partile energies
therefore we an alulate the energy spetrum one we know the possible momenta of the
partiles. The quantization onditions of the momenta are the Bethe-Yang equations. In the
Bethe-Yang equation the produt of reetion and sattering matries has to be diagonalized for
all partile rapidities. This an be done by introduing the rapidity dependent quantum double
row transfer matries [20℄. Therefore we have to diagonalize this transfer matrix. For this, one
an use several methods e.g. oordinate-, algebrai-, analytial Bethe Ansatz.
The alulation above gives the spetrum on large volume. What an we do in a nite
volume? For periodi systems it is known that the free energy density at nite temperature is
diretly related to the exat ground state energy in nite volume (TBA approah) [21℄. We an
use the same trik for the alulation of nite volume ground state energy on the strip (Casimir
eet). The idea of TBA is that the eld theory on a ylinder (with length L and radius R) an
be interpreted in two dierent ways (see gure 1.2). In the L-hannel (time evolution in diretion
L), we have a eld theory with periodi boundary ondition and given initial and nal states. In










Figure 1.2: L- and R-hannels for the ground state energy of open eld theory.
the R-hannel, we have a eld theory on the strip with temperature 1/R. In the R→∞ limit,
the R-hannel gives the ground state energy at zero temperature, and we an obtain this from
the L-hannel, sine it is a periodi theory with asymptotially large volume whose spetrum is
known from the Bethe-Yang equations [22℄. The analysis an be generalized to general length and
radius [23, 24, 25℄. The above papers were restrited to diagonal satterings ( there is only one
massive partile in the spetrum) but reently it was generalized to a theory with non-diagonal
sattering [26, 27℄.
An interesting appliation of boundary integrability appears in the study of quantum quenhes
of spin hains where one is interested in the unitary time evolution from a well dened initial
state [28, 29℄. A general initial state has exponentially large number of degrees of freedom whih
suggests that the integrability-based tehniques annot be used. However, one an dene inte-
grable initial states whih are annihilated by half of the onserved harges [30℄. Using integrable
reetion matries, one an dene two-site states whih are integrable. The time evolution of the
initial state an be investigated in the rossed onguration whih is a boundary system [31℄ (see
gure 1.3). In this analysis an important objet is the overlap between Bethe states and two site
states. These overlaps were omputed for several initial states and models [32, 33, 34, 35, 36℄.
There are results for nested systems, too [37, 38℄. One an also nd so-alled matrix produt
states (MPS) whih are integrable initial states [39℄.
In the AdS/CFT, boundary systems appear naturally on the string side of the duality. It
was shown in [40℄ that open strings attahed to maximal giant gravitons an be desribed by
integrable open eld theories in the planar limit. These maximal giant gravitons are D3-branes
wrapping 3-yles inside the 5-sphere. At the gauge theory side, the energies of these open strings
are proportional to the saling dimensions of determinant type operators [40℄. The asymptoti
spetrum has been alulated to these models [41, 42℄. There also exist D5- and D7-branes
whih dene integrable reetions and their asymptoti Bethe Ansatz an be found in [43, 44℄.
The nite size eets were also investigated in [45, 46℄.
We noted that the boundary integrability an be applied in the alulation of overlaps. In
holography, overlaps between Bethe eigenstates and initial states appears, too. The typial
state of interests is a matrix produt state whih enodes information about the vauum of
the holographi system and the overlaps give the expetation value of the theory's operators in
the vauum state [47, 48, 49, 50℄. Systems whih are amenable to an analysis of this type are
domain wall versions of N = 4 SYM theory where the vauum is dierent on the two sides of a
o-dimension one wall. More preisely, the vaua on the two sides of the wall dier by some of
the salar elds taking non-zero vauum expetation values (vevs) on one side, say for x3 > 0.
4
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Figure 1.3: Connetion between periodi systems with initial states and boundary systems.
These eld theories onstitute defet onformal eld theories(dCFTs) and are dual to probe
brane systems with ongurations of bakground gauge elds whih lead to non-trivial ux or
instanton number [51, 52℄. There exist D3-D5 and D3-D7 probe brane systems. In dCFT's one
an enounter non-vanishing one-point funtions and due to the non-trivial vauum expetation
values this will happen already at tree-level for the set-ups in question. As rst pointed out
in [47, 48℄ the tree level one-point funtions of salar operators for x3 > 0 an onveniently be
expressed as an overlap between a matrix produt state and a Bethe eigenstate of the SO(6)
integrable spin hain. Closed expressions for all the one-point funtions of the salar setor had
been found in [50, 6℄.
Finally, let us review the papers, whih analyze integrable boundary onditions for sigma
models. Soon after the seminal paper of Ghoshal and Zamolodhikov on integrable boundaries
[12℄ Ghoshal determined the solutions of the boundary Yang-Baxter equation (bYBE) in the
O(N) sigma models with diagonal reetions having O(N) and O(N−1) symmetries [53℄. These
reetion fators orrespond to free and xed boundary onditions for the fundamental elds.
Later Corrigan and Sheng established the lassial integrability of the free boundary ondition by
onstruting innitely many onserved harges via the Lax onnetion [54℄. Using the boundary
generalizations of the Goldshmidt-Witten argument, Morioni and de Martino [55℄ indiated
that free and xed boundary onditions an be quantum integrable and even extended the result
for a mixture of free and xed boundary onditions (for the boundary value of the fundamental
eld). Later Morioni analyzed systematially the boundary onditions of the O(N) models
[56, 57℄. He identied new types of integrable boundary onditions, whih an be implemented
by adding a quadrati boundary potential inluding the time derivative of the fundamental eld
to the Lagrangian. These boundary onditions an be represented by an antisymmetri matrix,
whih an be brought into a 2 by 2 blok-diagonal form. Thus they break the O(N) symmetry to
the produts of O(2)s. He then searhed for the quantum analogues of this new lass of boundary
onditions and found a few non-diagonal representatives only. Namely only with a single blok
and Dirihlet boundary onditions, or in O(2N) models with all 2 by 2 blok being the same.
This lassiation was onrmed and extended in the O(4) ase to a two parameter family of
reetion fators in [58℄. It was argued in [59℄ that the non-diagonal boundary onditions does
not have a onsistent Hamiltonian desription, although, as we will show the onstraint was not
properly implemented in the Lagrangian desription. The open boundary integrability in the
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string theory, relevant for the O(N) models, was analyzed in [60, 61, 62℄.
Using the boundary generalizations of the Goldshmidt-Witten argument, it was shown that
the O(N) prinipal hiral model is quantum integrable with a boundary ondition whih restrits
the eld to the O(k) × O(N − k) subgroup [63℄. In [64℄ it was indiated that it is also true
for any prinipal hiral model with group G when we restrit the eld at the boundary to
a subgroup H for whih G/H is symmetri spae. Interestingly, there are not many papers
analyzing the possible zero urvature desriptions. The known lassial reetion matries are
onstant matries without any parameters [54, 60℄. The aim of the present thesis is to extend
these investigations in to various diretions.
Outline of the thesis
In Chapter 2 the lassial sigma models are investigated. In the rst setion, an overview of PCM
and O(N) sigma model and the possible boundary onditions are presented. In the next part we
derive the possible zero urvature representations of PCM and O(N) sigma models. In the nal
part we present the Poisson algebra of the zero urvature representation and we solve the bYBE
for various ases. The new results of this thesis are the onstrution of new spetral parameter
dependent κ-matries, the generalization of the Poisson algebra to non-ultraloal theories with
arbitrary boundary Lax pair and the derivation of the fat that the bYBE is satised only for
onsistent κ-matries [3℄.
In Chapter 3 we onsider the rational solutions of YBE and bYBE. In the rst part we
onsider the lassiation of r- and κ-matries. In the next part we overview the lassiation
of rational R- and K-matries. In the last part we give the expliit form for all the possible
rational solution of the YBE and bYBE for dening representations. The new results of this
thesis are the proof of the fat that all the possible eld independent solution of the bYBE was
presented in Chapter 3, the proof of the theorem, whih laims that if the boundary breaks the
bulk symmetry G to H then G/H has to be a symmetri spae and the K-matrix has a free
parameter if and only if H is not semi-simple [4℄.
In Chapter 4 the appliation of the algebrai Bethe Ansatz to SO(2N) sigma model on the
nite strip is presented whih is a new result of this thesis [2℄.
Chapter 2
Classial sigma models
In this hapter we study the integrable struture of lassial sigma models. For several eld
theories the equations of motion an be written as a zero urvature ondition of a onnetion. This
is the so alled zero urvature representation or Lax representation and the at onnetion is the
so-alled Lax onnetion [11, 65℄. This Lax onnetion an be used to dene a onserved transfer
matrix. This transfer matrix is a generating funtion of innitely many onserved quantities
therefore the eld theories with zero urvature representation are lassially integrable. The zero
urvature representation an be generalized to theories with boundaries. To do this, the bulk
desription should be extended with a boundary Lax pair whih has to satisfy the boundary
atness ondition. The boundary Lax pair involves the so alled lassial reetion matrix or κ-
matrix. In this ase we also have to modify the denition of the generating funtion of onserved
quantities sine we have to use the so-alled double row transfer matrix.
For the preise derivation of integrability we have to prove that the innitely many onserved
harges are in involution. There is a natural proedure for the theories with zero urvature
representation. This is based on the fat that the Poisson-braket of the monodromy matries
(whose trae are the transfer matries) is a ommutator between the tensorprodut of monodromy
matries and the so alled lassial r-matrix, whih implies that transfer matries do Poisson
ommute [11, 65℄. The onsisteny of the Poisson-algebra (Jaobi identity is satised) implies
that the r-matrix satises the lassial Yang-Baxter equation. In that ase, the double row
transfer matries Poisson ommute if the κ-matries satisfy the lassial boundary Yang-Baxter
equation.
In fat, the above desription is stritly true only for ultraloal theories but the prinipal hiral
models and the O(N) sigma models are non-ultraloals. However there exists a generalization
of this framework for bulk theories [66, 67, 68℄. For the boundary ase the Poisson algebra has
been worked out in [54, 60, 69℄ only for onstant κ-matries. During my PhD work I generalized
this formulation to arbitrary boundary Lax pair.
6
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2.1 Introdution to (1+1) dimensional sigma models
2.1.1 Prinipal hiral models
Bulk formulation
The prinipal hiral models (PCMs) are sigma models where the elds are (suiently) smooth
maps
g : Σ −→ G
p 7−→ g(p), (2.1)
where Σ is 2-dimensional Lorentzian manifold (p ∈ Σ) and G is a Lie-group with Lie algebra g.
In this setion we onentrate on ompat simple Lie algebras.
One an dene two urrents whih are Lie algebra valued one-forms:
JR = g−1dg, JL = gdg−1. (2.2)
The set of one-forms on Σ is denoted by Ω1(Σ) so JL/R ∈ Ω1(Σ) ⊗ g. These urrents are not
independent
JL = −gJRg−1 (2.3)
and they satisfy the zero urvature ondition by denition
dJL/R + JL/R ∧ JL/R = 0. (2.4)
In this subsetion, the spae-time will be the 2-dimensional Minkowski spae so Σ = R1,1 with
loal oordinates (t, x) ≡ (x0, x1) and we use the deaying asymptoti ondition
lim
x→±∞
JL/Rµ (t, x) = 0, µ = 0, 1, (2.5)















. Using loal oordinates, equation









1 ] = 0. (2.6)
























Here 〈, 〉 denotes the Killing form on g and we use the onvention
〈X,Y 〉 := −Tr [ad(X)ad(Y )] . (2.8)







In the following we will use the notation Jµ for the right urrent.
Let us ontinue with the derivation of the equations of motion. The variation of the eld is
δg = gǫ, (2.10)
1
The ordinary letters denote forms and the itali letters denote the loal oordinate funtions of these.
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where ǫ ∈ g, whih implies for the urrent J:
δJ = dǫ+ [J, ǫ]. (2.11)
The variation of the ation is the following:
δS =
∫




dxµ 〈Jµ, ǫ〉 . (2.12)
Using the boundary ondition 2.5, the e.o.m. is
∂µJ
µ = 0. (2.13)
Using the eld variable this an be written as
∂µ∂
µg + g∂µg
−1∂µg = 0. (2.14)
The bulk Lagrangian has GL × GR symmetries whih are the left/right multipliations with a
onstant group element: g(x)→ gLg(x) and g(x)→ g(x)gR. The transformations of the urrents
are the following:
gL : J
L → gLJLg−1L , JR → JR, (2.15)
gR : J
L → JL, JR → g−1R JRgR. (2.16)
One an take an innitesimal transformation of the right multipliation whih means g → gǫR.










Conformal invariane and onserved harges
We an also alulate the energy-momentum tensor of the theory. For this we will use a well-
known trik: introdue a dynamial metri hµν to the theory and the variation of the ation with







−hhµν 〈Jµ, Jν〉 , (2.19)
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The rst expression ame from the variation of hµν and the seond from the variation of
√
−h













and ∂± ≡ ∂0±∂1.
IfAµ is a loal onserved urrent then the onservation law ∂
µAµ = 0 in the light-one oordinates
reads as:
∂+A− + ∂−A+ = 0 (2.22)




(A+ +A−) dx. (2.23)
Integrable relativisti eld theories have higher spin onserved harges. For this, let us use the
following notations
T (s+1) = A+ Θ
(s−1) = −A− (2.24)
for positive spins and
T̄ (s+1) = A− Θ̄
(s−1) = −A+ (2.25)

















T̄ (s+1) − Θ̄(s−1)
)
dx. (2.27)
The energy-momentum tensor is onserved: ∂µTµν = 0, i.e.,
∂−T = ∂+Θ, ∂+T̄ = ∂−Θ̄. (2.28)
where we used the notations
T = T++, T̄ = T−−, Θ = −T−+, Θ̄ = −T+−. (2.29)
From equation (2.20) we an see the Tµν is traeless, i.e., η
µνTµν = 0. This is due to the fat
that the ation (2.7) has onformal symmetry. In the light-one oordinates this implies that
Tµν is diagonal, i.e., Θ = Θ̄ = 0. Therefore the diagonal terms have simple onservation laws
∂−T = 0, (2.30)
∂+T̄ = 0. (2.31)
Based on these we an generate two innite sets of onserved urrents:
T (2s) = T s, Θ(2s−2) = 0, (2.32)
T̄ (2s) = T̄ s, Θ̄(2s−2) = 0. (2.33)
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The expliit forms of the diagonal terms of the energy momentum tensor are
T = 〈J+, J+〉 , T̄ = 〈J−, J−〉 . (2.34)








These are the onserved harges of the onformal symmetry. Note that there are more loal
onserved quantities. The e.o.m. (2.13) and the zero urvature ondition (2.4) in the light-one
oordinates are:
∂+J− + ∂−J+ = 0, (2.36)
∂+J− − ∂−J+ + [J+, J−] = 0. (2.37)








[J−, J+] = 0. (2.39)
From these we an see that there are more general onservation laws:
∂∓Trρ [ρ(J±)
n] = 0, (2.40)
where we used a representation ρ of Lie-algebra g. In the following, we hoose the dening
representation and Tr [X] means the trae of the dening representation of X. Therefore we an














]ki , Θ̄(s−2) = 0, (2.42)
where ni > 1, ki > 0 and s =
∏









PCM on a half-line









dx 〈JµJµ〉 . (2.44)
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Now, beause of the boundaries, when omputing the variations of the ation g → g(1 + ǫ) the





therefore the variation of the ation vanish if and only if ǫ and J1 are orthogonal at the boundary.
Therefore we an divide the vetor spae g to orthogonal sub-spaes h and f, i.e., g = h ⊕ f for
whih ǫ|x=0 ∈ h and J1|x=0 ∈ f.
We an hoose an orthonormal basis {XA} on g for whih 〈XA,XB〉 = δAB (g is a ompat
Lie-algebra). Using this, Jµ = J
A
µ XA and ǫ = ǫ
AXA. We an also hoose orthonormal bases
{Xa} and {Xα} for h and f. The boundary ondition above we an be written as ǫα = 0 and
Ja1 = 0 for all α and a whih means
g(t, 0) = g0(t) exp (u
a(t)Xa) , (2.46)
J1(t, 0) = v
α(t)Xα, (2.47)
where g0(t) is a xed group valued funtion but u
a(t) and vα(t) are arbitrary. This general
boundary ondition is quite ompliated that is why we make some simpliations. We assume
that g0(t) = g0 is time-independent and the subspae h forms a Lie subalgebra. Therefore the
boundary ondition an be written as
g(t, 0) = g0 exp (u
a(t)Xa) ∈ g0H =⇒ J0(t, 0) = ua(t)Xa ∈ h, (2.48)
J1(t, 0) = v
α(t)Xα ∈ f J1(t, 0) = vα(t)Xα ∈ f, (2.49)
where H = exp (h). We an see that g is an element of the left oset g0H but this an be seen as






g0 = HLg0 therefore we an all this type of boundary onditions
as restrited boundary ondition to a oset. Clearly, this boundary ondition has HL × HR
residual symmetry where HR = H and HL = g0Hg
−1
0 therefore HL
∼= HR. Using the global
transformation g → g−10 g, the boundary ondition is g ∈ H therefore the residual symmetry in
this basis is H ×H.
One an ask what happens when we restrit the group element to an adjoint orbit at the
boundary, i.e., g(t, 0) = h−1(t)g0h(t) where h(t) ∈ H and g0 ∈ G. From this restrition the
variation at the boundary looks like

















































where Πh is the projetion operator to subspae h. We an see that this boundary ondition
mixes the left and right spae-like urrents. What happens with the time-like urrents? We an
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= h−1ḣ− g−1h−1ḣg = h−1
(






= h−1ḣ− gh−1ḣg−1 = h−1
(
ḣh−1 − g0ḣh−1g−10 U
)
h. (2.54)
From the equation of the right urrent, we an see
JR0 (t, 0) ∈ h̃(t), (2.55)
where h̃(t) :=
{
X − g−1(t, 0)Xg(t, 0)|X ∈ h
}
.
We an see that this boundary ondition is quite ompliated but it simplies signiantly if































We will all this restrited boundary ondition to the speial adjoint orbit. Clearly, the residual
symmetry for general adjoint orbit is HD and for the speial adjoint orbit is GD whih are
diagonal subgroups of the bulk symmetry H ×H < G×G, respetively.
Let us fous on the onformality of these boundary onditions. Let us assume that there are






































Now we an see if, at the boundary, the dierene
[
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is a total time derivative of some quantity Σ then
Q(s) + Q̄(s) − Σ (2.64)
is a onserved quantity. (By the empty vertial line we mean to evaluate the expression at the
boundary.) In the most general ase Σ an even depend on the dynamial elds. Clearly, the
boundary onditions we found are onformal and guarantee the vanishing of (T k++ − T k−−)| ∝
(T++ − T−−)| ∼ 〈J0, J1〉 | = 0 for all k. This ensures the existene of innitely many onserved
higher spin harges, whih are independent of the energy. Still it may happen that the innite
number of onserved harges following from the onformality of the boundary ondition is not
"innite enough" to ensure the existene of zero urvature representation. In the next setions we
will show that this representation exists for the speial adjoint orbit and for the oset boundary
onditions only when G/H is a symmetri spae.
Let us try to extend the Lagrangian with a boundary potential, whih ould preserve the









〈M, δJ0〉 | =
1
2
〈M, ǫ̇+ [J0, ǫ]〉 | =
1
2
∂t 〈M, ǫ〉 |+
1
2
〈ǫ, [M,J0]〉 |. (2.66)
Dropping the total time derivative and ombining this with the surfae terms (2.45) oming from





This boundary ondition is onformal, as diret alulation guarantees that (T++ − T−−)| ∼
〈J0, J1〉 | = 0, providing innitely many higher spin harges.
Finally, let us see the symmetries of this boundary ondition. We an see that the boundary
Lagrangian breaks the GR symmetry. The remaining symmetry is HR < GR where HR = exp(h)
for h := {X ∈ g| [X,M ] = 0}. Sine the urrent JR is invariant under GL, the GL symmetry is
unbroken therefore the residual symmetry is GL ×HR.
One an derive the Noether harges by the variation of the ation but there is an easier way.
We know that the JL and JR are the Noether urrents of the bulk GL and GR symmetries. Let
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We an see that





) ∣∣∣ and (2.72)
Q̃R = Πh (QR) (2.73)
are onserved harges.












Therefore, in this ase the residual symmetry is HL ×GR.
Let us summarize the investigated boundary onditions.
1. Restrited boundary ondition to a oset, i.e., g ∈ g0H, where H = exp(h) is a subgroup
of G and g = h⊕ f.
(a) Boundary onditions for the urrents
JR0 ∈ h, (2.76)
JR1 ∈ f. (2.77)
(b) The residual symmetry is
H ×H.
2. Restrited boundary ondition to general adjoint orbit, i.e., g(t)| = h−1(t)g0h(t), where
h ∈ H and g0 ∈ G.
(a) Boundary onditions for the urrents






(b) The residual symmetry is
HD.
3. Restrited boundary ondition to the speial adjoint orbit, i.e., U−1gU−1g = e where
U ∈ G.
(a) Boundary onditions for the urrents
JR0 = +U
−1JL0 U, (2.80)
JR1 = −U−1JL1 U. (2.81)
(b) The residual symmetry is
GD.






|, where M ∈ g and h := {X ∈ g| [X,M ] = 0}.








(b) The residual symmetry is
G×H.
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2.1.2 O(N) sigma models
Here we reall the bulk formulations using unonstrained and onstrained variables on the sphere.
We nish by regarding the sphere as a oset.
Bulk formulations
Unonstrained elds The O(N) sigma model is a 2D eld theory of a variable whih lives on
an (N − 1)-dimensional sphere. This sphere is naturally given by the unit sphere in RN and an
be projeted stereographially onto the hyperplane passing through the origin. Let us denote
the orresponding projeted oordinates by





; ξ2 = ~ξ · ~ξ , (2.83)
with the metri being the pullbak of the at metri in R
N
[5℄. Variation of the ation gives the
equations of motion:
∂µ∂
µξj − 4 ∂
µξj ~ξ · ∂µ~ξ − 2ξj ∂µ~ξ · ∂µ~ξ
1 + ξ2
= 0. (2.84)





j − ξj∂µξi) (2.85)
are onserved on shell. In fat, the model has an impliit O(N) symmetry. The extra onserved
symmetry urrents are
J iNµ = −JNiµ = −
2
(1 + ξ2)2
(2ξi~ξ · ∂µ~ξ + (1− ξ2)∂µξi), (2.86)
and orrespond to the innitesimal transformations
ξj = ξj + ǫ(2ξjξi + (1− ξ2)δij), j = 1, . . . , N − 1 . (2.87)
These transformations hange ξ2 by δξ2 = 2ǫξi(1 + ξ2).













and similarly for T−−. Conservation of the urrents implies that
∂−T++ = 0 ; ∂+T−− = 0. (2.89)
Thus, sigma models are lassially onformal and possess innitely many onservation laws:
∂−T
k
++ = 0 ; ∂+T
k
−− = 0 ; k > 2. (2.90)
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They parameterize the unit sphere as n
T = (n1, . . . , nN ) ∈ RN with the onstraint nTn = 1.






λ(nTn− 1) . (2.92)
Variation of the ation leads to the equation of motion
∂µ∂
µ
n+ λn = 0. (2.93)




T ∂µn)n = 0 , (2.94)




J − 2nJ∂µnI , (2.95)
and the energy momentum tensor is given by
T±± = ∂±n · ∂±n . (2.96)
From the unit vetor n one an dene the group element
h = 1− 2nnT (2.97)
with h2 = 1, suh that the urrent one-form reads as
Ĵ = hdh = −2(dn)nT + 2ndnT . (2.98)
In terms of this urrent one-form, the Lagrangian is simply
L = − 1
16
Tr(ĴµĴ
µ) = − 1
16
Tr(Ĵ ∧ ∗Ĵ) . (2.99)
Gauged sigma model point of view A map between the O(N)/O(N − 1) := {g ∼ gh|g ∈
O(N), h ∈ O(N − 1)} oset and the sphere SN−1 := {n ∈ RN |ntn = 1} an be obtained by
hoosing a representative point n
t
0 = {1, 0, . . . , 0} on SN−1. The O(N − 1) subgroup, whih
leaves n0 invariant is the (N − 1) × (N − 1) lower right orner of O(N), whose Lie algebra is
denoted by h. The map between the oset and the sphere is simply
O(N)
O(N − 1) → S
N−1 ; gh→ gn0 . (2.100)
The Maurer-Cartan form,
ω = g−1dg = A+K, (2.101)
an be deomposed w.r.t. the oset struture as ω ∈ so(N) = h ⊕ f with A ∈ h,K ∈ f, where
K ontains the physial degrees of freedom and A is a gauge eld. By denition, this urrent
satises the atness ondition:
dω + ω ∧ ω = 0. (2.102)
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Using the properties
[h, h] = h ; [h, f] = f ; [f, f] = h , (2.103)
the atness ondition for ω an be deomposed as
dA + A ∧A+K ∧K = 0 ; (2.104)
dK + A ∧K+K ∧A = 0 . (2.105)
One an introdue the operators whih projet onto the h and f subspaes as follows:
Πh : so(N)→ h ; v →
1
2
(v + jvj) , (2.106)
Πf : so(N)→ f ; v →
1
2
(v − jvj) , (2.107)








To obtain the equations of motion one an make the variations
g → g(1 + ǫ) ; ω → ω + dǫ+ [ω, ǫ]. (2.109)
where ǫ ∈ f sine ǫ ∈ h would not hange the ation. This variation hanges the ation by
δL = −1
2










and leads to the equation of motion
d ∗K+A ∧ ∗K + ∗K ∧A = 0 . (2.111)
To make ontat with the formulation of the onstrained eld n we reall that
n = gn0 ; h = gjg
T ; Ĵ = g(jωj − ω)gT = −2gΠf(ω)gT = −2gKgT ∈ gfgT . (2.112)
Boundary formulations
Let us turn to the formulations of the boundary problem in the same order as they were analyzed
in the bulk theory.
Unonstrained elds Using the unonstrained elds, the boundary theory an obtained by










Now, beause of the boundaries, when omputing the variations of the ation ξk → ξk + δξk,
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If there is no onstraint at the boundary for ξk then there is no summation over k. (If there were
any onstraints, they should be added to the Lagrangian with a Lagrange multiplier). Assuming
that there is no long-range interation between the boundaries, the surfae terms must vanish
separately, i.e. we nd the onsistent boundary onditions (b..-s)
δξk∂xξ
k = 0, k = 1, . . . , N − 1 (2.115)
on the boundary. If we interpret the onditions δξk|0 = 0 as also implying the vanishing of ∂tξk,
then we onlude that the onsistent b..-s imply either Neumann or Dirihlet b..-s for the elds
ξi. Let us fous on the onformality of these b..-s. Clearly, the boundary onditions (2.115) we





Let us try to extend the Lagrangian with a boundary potential, whih ould preserve on-






with an antisymmetri matrix MIJ = −MJI (and where we used
˙ ≡ ∂t ). Here apital indexes I, J run from 1 to N , while lower ase indexes i, j run from 1 to






















We ompute the hange of this boundary piee under the ξk → ξk + δξk variation, with the
understanding that in every term ontaining
˙δξk we integrate by parts and drop the integrated































Combining this with the surfae terms (2.114) oming from the variation of the bulk ation, one





























This boundary ondition is onformal, as diret alulation guarantees that ∂t~ξ · ∂x~ξ ∝ (T k++ −
T k−−)| = 0, providing innitely many higher spin harges. Let us analyze the same boundary
onditions in the alternative formulations.
Constrained elds The ation whih orresponds to the theory (2.113) in terms of the on-






















 | . (2.119)
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Observe that we have implemented the onstraint n
T
n also at the boundary [5℄. All previous
analysis seemed to miss this term. Variation now leads to the bulk equation of motion and to
the boundary ondition:
δnT (∂xn− λ0n)| = 0 . (2.120)
Thus for any i we an hoose either generalized Neumann or Dirihlet boundary onditions.
We shall assume that l diretions satisfy generalized Neumann boundary ondition while N − l
diretions obey Dirihlet instead.
∂xni| = λ0ni| ; i = 1, . . . , l ; δni| = 0 ; i = l + 1, . . . , N . (2.121)
All these boundary onditions are onformal
(T++ − T−−)| ∼ ∂tnT · ∂xn| = 0. (2.122)
and onformality also guarantees that
(T k++ − T k−−)| ∝ (T++ − T−−)| = 0 , (2.123)
thus innitely many higher spin onserved harges exist.
Without loss of generality, we an hoose the Dirihlet diretions as
nl+1|0 = α ; nl+2|0 = · · · = nN |0 = 0 . (2.124)
This implies that
∑l
i=1 nini|0 = 1 − α2, whih an be used to determine λ0 and obtain the







These boundary onditions are equivalent to Dirihlet and Neumann boundary onditions for
appropriately rotated ξi variables.
A speial ase is when α = 0, i.e. we restrit the boundary eld to a sphere of maximal
radius. This an be obtained by interseting the unit sphere with a hyperplane passing through
the origin. This boundary ondition is given by the ξi = 0 Dirihlet boundary onditions.
Atually, in this ase the spae-derivative of the onstraint n
T




∣∣ = 0 −→ ∂xni| = 0 ; i = 1, . . . , l , (2.126)
and thus the remaining diretions satisfy Neumann boundary ondition. It turns out that the
symmetry is O(l)×O(N − l).
In order to get the most general onformal boundary ondition, we ould demand that the
time and spae derivatives of n are orthogonal at the boundary: ∂tn
T · ∂xn| = 0. This an












Here we again emphasize that the onstraint had to be added to the boundary piee, as required
by onsisteny. After eliminating the Lagrange multiplier, the boundary ondition turns out to
be
M∂0n− (nTM∂0n)n = ∂xn. (2.128)
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Contrating with n
T
on the left we an see that this is indeed onsistent with the onstraint
n
T
n = 1, in ontrast to what one an nd in the literature, where the b.. appears without the
seond term [57℄. Using eq. (2.91), it is straightforward to show that the boundary ondition
in eq. (2.118), given in terms of the unonstrained variables, is equivalent to this one in terms
of the n elds. Conformality of the boundary onditions follow from ∂tn
T · ∂xn| = 0. It is also
instrutive to rewrite the boundary ondition for the urrent and group elements. In terms of









Making an innitesimal variation
g → g(1 + ǫ) h→ [ǫ̃, h] Ĵ →Ĵ + hdǫ̃h− dǫ̃− [Ĵ , ǫ̃], (2.130)









































M + hMh, Ĵ0
])
. (2.132)





M + hMh, Ĵ0
]
. (2.133)
This partiularly nie boundary ondition is expliitly onformal, as
(T k++ − T k−−)| ∼ (T++ − T−−)| ∼ Tr(Ĵ1Ĵ0) (2.134)
One an show that this is equivalent to the boundary ondition we got from the ξ variables (see
also [5℄).
This whole analysis an be also reovered from the gauge theory formulation, whih follows.
Gauged sigma model point of view Boundary onditions in the oset language are geo-
metrial. In partiular, in the ase of integrable boundary onditions of prinipal hiral models,
the group element is restrited to a oset [64℄. Thus, we rst analyze the boundary onditions
by restriting the boundary eld to SN−1 → SN−k−1, where the spheres have radius 1 and there
is no extra boundary Lagrangian term in the oset ation. In the language of the n this means
ni = 0, where i = N − k + 1, . . . , N. (2.135)
We introdue new notation by deomposing n as: n = ñ+ n̂, with
ñ = (n1, . . . , nN−k, 0, . . . , 0) , n̂ = (0, . . . , 0, nN−k+1, . . . , nN ), (2.136)
The boundary onditions then beome:
∂1ñ = 0 ; ∂0n̂ = 0 . (2.137)
Let us derive this boundary ondition using the oset language. At the boundary, the only non-
zero variables are the ñ-s. Introdue an O(N − k)×O(k) subgroup of O(N), whih an be used
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for the parameterization of the SN−k−1 subspae. We will denote it by G1, and its Lie algebra
by g1. Let us also denote the little subgroup of G1 by H1 and its Lie algebra by h1. The elds
at the boundary an be parameterized by SN−k−1 ≡ G1/H1 := {g1 ∼ g1h1|g1 ∈ G1, h1 ∈ H1}
and ñ = g1n0 where g1 ∈ G1. We will have to use a deomposition of h, f and g1:
h = h1 ⊕ h2, f = f1 ⊕ f2, h1 ⊕ f1 = g1;
[h1, h1] ⊂ h1, [h1, f1] ⊂ f1, [f1, f1] ⊂ h1, L̂ [h1, h2] ⊂ h2, [h1, f2] ⊂ f2, (2.138)
[h2, h2] ⊂ h1, [h2, f1] ⊂ f2, [h2, f2] ⊂ f1, [f1, f2] ⊂ h2, [f2, f2] ⊂ h1.









This is a Z2×Z2 graded algebra with {h1, h2, f1, f2} ∼ {(0, 0), (0, 1), (1, 0), (1, 1)}. Thus, the two
symmetri osets G/H and G/G1 are ompatible, where G = O(N).
We an observe that the physial urrents live in the f1 ∼ (1, 0) subspae whih is the even
part of the G/H and the odd part of the G/G1 deompositions. Therefore oset of the bulk"
and "oset of the boundary mean dierent things.
The deomposition of the urrent at the boundary is
ω = gTdg = A(1) +A(2) +K(1) +K(2), (2.140)
where A(i) ∈ hi and K(i) ∈ fi.
At the boundary, g ∈ G1, so A(2)0 = K
(2)
0 = 0. This is equivalent to the boundary onditions
A0 = κA0κ
−1 ; K0 = κK0κ
−1, (2.141)
where
κ = diag(1, . . . , 1,−1, . . . ,−1). (2.142)
When we make the variation of the ation, we have to use g → g(1 + ǫ) with ǫ ∈ g1 at the
boundary. After the variation we get the K
(1)
1 = 0 boundary onditions, whih are equivalent to
K1 = −κK1κ−1. (2.143)

























This boundary ondition is onformal as
(T++ − T−−)| ∝ Tr (K1K0) = 0 . (2.147)
Let us summarize the investigated boundary onditions.
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1. Restrited boundary ondition to (l − 1)-dimensional sphere with radius α < 1.






nj∂xnj|0, i = 1, . . . l , (2.148)
nl+1|0 =α, (2.149)
ni|0 =0 , i = l + 2, . . . N , (2.150)
(b) The residual symmetry is
SO(l)× SO(N − l − 1).
2. Restrited boundary ondition to (l − 1)-dimensional sphere with radius 1.






nj∂xnj|0, i = 1, . . . l , (2.151)
ni|0 =0 , i = l + 1, . . . N , (2.152)
(b) The residual symmetry is
SO(l)× SO(N − l).









|, where M ∈ so(N) and h :=
{X ∈ so(N)| [X,M ] = 0}, H = exp(h).
(a) Boundary onditions for the urrents
M∂0n− (nTM∂0n)n = ∂xn. (2.153)
(b) The residual symmetry is
H.
2.2 Zero urvature representation
2.2.1 Lax onnetion
The Lax onnetion is a map between a omplex urve and the omplexied Lie algebra valued
one-forms:
L : C −→ Ω1(Σ)⊗ g⊗ C. (2.154)
(Note that if one does not want to work with omplexied Lie-algebra one an hoose the real
version of the urve C). For some interesting (1 + 1)-dimensional eld theories, equations of
motion an be written as a zero urvature ondition
dL(p) + L(p) ∧ L(p) = 0 (2.155)
or with loal oordinates
∂0L1(p)− ∂1L0(p) + [L0(p), L1(p)] = 0 (2.156)
for all p ∈ C.
We will onentrate on Lax onnetions where C = CP 1 therefore we an parameterize it
with one parameter λ whih is alled the spetral parameter. The Lax onnetion does not have
a unique form, as we an do two kinds of transformation.
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• Re-parameterization of the spetral parameter (i.e. the parameterization of algebrai urve
C): µ = f(λ), where f is any (non-onstant) meromorphi funtion.
• Gauge transformation:
L̃(λ) = hL(λ)h−1 + hdh−1, (2.157)
where h is a spae-time dependent group element, i.e., h : Σ→ G where G = exp(g).
We will use a dierent notation for the oordinate funtions of the Lax-onnetion
M(λ) = L0(λ), L(λ) = L1(λ). (2.158)
Using these, the zero urvature ondition an be written as
∂tL(λ)− ∂xM(λ) + [M(λ),L(λ)] = 0. (2.159)
The zero urvature ondition (2.155) an be onsidered as the ompatibility ondition of the
system of equations:
dPT (λ|P,P0) = −L(λ|P )T (λ|P,P0), (2.160)
or with loal oordinates
∂tT (λ|P,P0) = −M(λ)T (λ|P,P0), (2.161)
∂xT (λ|P,P0) = −L(λ)T (λ|P,P0), (2.162)
where P = (t, x), P0 = (t0, x0). If we hoose the initial value T (λ|P0, P0) = e where e is the unit
element of G then the formal solution of this problem is








In this thesis, we use P←−exp as a symbol for the solution of dierential equation (2.160). It is well
known that there exist series expansion of the path ordered exponential but we don not need it.
All we need is the properties of the path integral.
This T (λ|P,P0) ∈ GC is the so-alled parallel transport matrix between P0 and P where GC
is the universal omplexiation of G. Beause of the atness of the Lax-onnetions (and the
simple onnetedness of the spae-time) the path ordered integrals do not depend on the path










Tγ(λ) = T (λ|P,Q) (2.165)
for all urves γ for whih γ(0) = Q and γ(1) = P . The basi properties of the parallel transport
matrix are the following:
(i) T (λ|P,P ) = e,
(ii) T (λ|P,Q)T (λ|Q,R) = T (λ|P,R),
(iii) T−1(λ|P,Q) = T (λ|Q,P ).
















Figure 2.1: Illustration of equation (2.167)
We have seen that the Lax onnetion has gauge symmetry (2.157). Consequently, the transport
matrix transforms as
T̃ (λ, P,Q) = h(P )T (λ|P,Q)h−1(Q). (2.166)
In the following, we show the biggest advantage of the zero urvature representation, i.e., it
an be used to onstrut a generating funtion of innitely many onserved harges. Let us look
at the losed urve in gure 2.1.
T (λ|P2, Q2)T (λ|Q2, Q1)T (λ|Q1, P1)T (λ|P1, P2) = e (2.167)
where Pi = (ti, x2) and Qi = (ti, x1) for i = 1, 2. Let us introdue the following notations
T (λ|t, x2, x1) = T (λ|(t, x2), (t, x1)), (2.168)
S(λ|x) = T (λ|(t2, x), (t1, x)), (2.169)
Using these notations, equation (2.167) looks like
T (λ|t2, x2, x1) = S(λ|x2)T (λ|t1, x2, x1)S(λ|x1)−1. (2.170)
Using the deaying asymptoti ondition i.e.
lim
x→±∞
S(λ|x) = e (2.171)
then we get
T (λ|t2) = T (λ|t1), (2.172)
where we introdued the monodromy matrix :
T (λ|t) = T (λ|t,∞,−∞). (2.173)
Beause of (2.172) the monodromy matrix is time-independent so we denote it simply by T (λ)
whih is a map T : C → GC.
For some models (e.g. Sine-Gordon, non-linear Shrödinger equation) the deaying asymp-
toti onditions are realized dierent way on the Lax onnetion and the limx1,2→±∞ T (λ|t, x2, x1)
limits do not exist therefore the onstrution of onserved quantities needs more attention [11℄.












Figure 2.2: Illustration of equation (2.177).
However, for PCM and O(N) sigma models these limits exist and the equation (2.171) is satised
(see the expliit forms in the next subsetion).
One of the advantages the monodromy matrix that it an be used to generate innite sets of
onserved harges. For example, expanding T (λ) around λ =∞ as










Some omments on the periodi spae
If we go to nite volume, meaning that the spae-time is a ylinder, we an use periodi boundary
ondition whih is equivalent the following ondition on the plain:
L(λ|t, x+R) = L(λ|t, x). (2.175)
In this ase we an also dene the transport matrix (2.163) but now it is not independent of
the urve beause on the ylinder there are non-homotopi urves whih have the same endpoints.
Therefore the denition (2.163) is path-independent only for homotopi urves.
We an map the gure 2.1 onto the ylinder with x2 = x1+R = x+R whih means P1 ≡ Q1
and P2 ≡ Q2 in the ylinder (see gure 2.2). In this ase the denition of the monodromy matrix
will be
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For the ylinder, equation (2.170) looks like
T (λ|t2, x) = S(λ|x)T (λ|t1, x)S(λ|x)−1. (2.177)
Therefore the monodromy matrix of this ase is not time-independent, but in a onrete repre-
sentation it an be used to dene onserved quantities by taking trae
Tr[T (λ|t2, x)] = Tr[T (λ|t1, x)]. (2.178)
So this quantity is time independent and using the denition (2.176) we an see that it is also
spae independent:







 = Tr[T (λ|t, 0)]. (2.179)
This τ(λ) ∈ GC is alled the transfer matrix. Thus the transfer matrix is the trae of the
holonomy of the simplest loop whih annot be ontrated to a point.
Above, we gave a global derivation for the existene of innitely many onserved harges
but we an also do it loally. The time derivative of the transport matrix (2.168) is
∂tT (λ|x, y) = T (λ|x, y)M(λ|y) −M(λ|x)T (λ|x, y). (2.180)
Therefore, for the deaying asymptoti ondition in innite volume the time derivative of the
monodromy matrix is zero:
∂tT (λ) = T (λ)M(λ| −∞)−M(λ|∞)T (λ) = 0 (2.181)
and for periodi boundary ondition
∂tT (λ|x) = T (λ|x)M(λ|x) −M(λ|x+ L)T (λ|x) = T (λ|x)M(λ|x) −M(λ|x)T (λ|x) (2.182)
whih means that
∂tτ(λ) = Tr [T (λ|x)M(λ|x) −M(λ|x)T (λ|x)] = 0. (2.183)
In summary, the zero urvature ondition (whih leads to innitely many onserved harges)
has two equivalent forms
• Loal form: atness ondition of the Lax-onnetion:
dL(λ) + L(λ) ∧ L(λ) = 0. (2.184)
• Global form: path independent transport matrix (see gure 2.3):
T (λ|P,Q) = Tγ(λ), (2.185)
where γ is an arbitrary urve between P and Q.














Figure 2.4: Path independent integration for the boundary ase.
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2.2.2 Zero urvature formalism with boundaries
In this subsetion, we want generalize the zero urvature representation in the presene of a
boundary. As we saw in the previous subsetion, the innitely many onserved harges ome
from the path-independent transport matrix therefore we try to generalize the parallel transport
to the boundary ase.
The boundary is taken into aount to dene a reetion matrix, and to distinguish the normal
parallel transport from the reeted one. The reetion matrix κ(λ) is a spetral parameter
dependent group element, i.e., κ(λ) ∈ GC. For the reeted transport matrix, intuitively, we
have to dene a transformation whih is the parity transformation x→ −x plus some Lie-algebra
(may be spae-time dependent) transformation σ for whih
dσ(L(λ)) + σ(L(λ)) ∧ σ(L(λ)) = 0, (2.186)
and we will use the following notation
L(λ)σ := σ(L(λ)). (2.187)
For the parity transformation we an use a spetral parameter transformation
∗ : λ → λ∗ for










The reeted one row transport matrix is also path-independent. Using the reetion matrix
κ(λ), one an dene the double row transport matrix
Ωγ(λ) := Tγ2(λ
∗)σκ(λ)Tγ1(λ) (2.189)
where γ = γ1 ∗ γ2 and γ1(0) = Q, γ1(1) = γ2(0) ∈ B and γ2(1) = P where B is the point set of
the boundary B = ∂Σ.
The natural expetation is that the double row transport matrix is path independent (see
gure 2.4 whih is the generalization of gure 2.3) whih is equivalent to the following ondition
κ(λ|t2)S(λ) = S(λ∗)σκ(λ|t1) (2.190)
where we used that the one row monodromy matries are path independent and S(λ) = Tγ0(λ)





where κ(λ∗)σ is the reeted κ-matrix. We an dene this reeted κ-matrix from the following
simple ondition: let the omposition of a normal and a reeted double row transport matrix
be the one row transport matrix (see gure 2.4) i.e.
κ(λ∗)σ = κ(λ)−1. (2.192)
Using the notation
Ω(λ|γ(1), γ(0)) = Ωγ(λ), Ω(λ∗|γ(1), γ(0))σ = Ωγ(λ∗)σ, (2.193)
for the path independent double row transport matries, we an get the following:
T (λ|P,Q) = Ω(λ∗|P,R)σΩ(λ|R,Q) T (λ∗|P,Q)σ = Ω(λ|P,R)Ω(λ∗|R,Q)σ (2.194)
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for all P,Q,R ∈ Σ. We an also see that
Ω(λ∗|P,R)σ = Ω(λ|R,P )−1. (2.195)
We an alulate the global ondition (2.190) loally
κ(λ)M(λ) −M(λ∗)σκ(λ) = κ̇(λ) (2.196)
This is the boundary atness ondition. This equation lives on the boundary therefore this
equation has to be equivalent to the boundary onditions. Therefore the boundary system with
zero urvature representation have two atness onditions:
• For the bulk, the Lax pair is (M(λ),L(λ)) and the atness ondition
∂tL(λ)− ∂xM(λ) + [M(λ),L(λ)] = 0 (2.197)
has to be equivalent to the equation of motions.
• For the boundary, the boundary Lax pair is (κ(λ), σ) and the boundary atness ondition
κ(λ)M(λ) −M(λ∗)σκ(λ) = ∂tκ(λ) (2.198)
has to be equivalent to the boundary onditions.
We saw that the Lax pair is not uniquely dened, one an re-parameterize the spetral parameter
and do gauge transformations. The boundary Lax pair (κ(λ), σ) also has a gauge degree of
freedom. Let σ̃ be the following transformation
L(λ)σ̃ = U−1L(λ)σU + U−1dU, (2.199)
where U : Σ → G. σ̃ is also a Lax onnetion involution. Let us see the boundary atness
ondition of it:
κ̃(λ)M(λ) −M(λ∗)σ̃κ̃(λ) = ∂tκ̃(λ). (2.200)





κ̃(λ) = ∂tκ̃(λ). (2.201)
Multiplying by U from the left
(Uκ̃(λ))M(λ)−M(λ∗)σ (Uκ̃(λ)) = U∂tκ̃(λ) + ∂tUκ̃(λ) = ∂t (Uκ̃(λ)) . (2.202)
Therefore we an see that this is the atness ondition of (Uκ̃(λ), σ) so we just derived that if
(κ(λ), σ) is a boundary Lax pair then (κ̃(λ), σ̃) is that too where
κ̃(λ) = U−1κ(λ), (2.203)
L(λ)σ̃ = U−1L(λ)σU + U−1dU. (2.204)
Now that we have determined the path-independent transport matries, we an write up a
generating funtion of onserved quantities. We an follow the steps of the previous subsetion.
We an start with a ontratible losed loop (see gure (2.5)).
T (λ|Q,P )Ω(λ∗|P,P )σT (λ∗|P,Q)σΩ(λ|Q,Q) = e, (2.205)











Figure 2.5: A ontratible losed loop.
where P = (t2, x0) and Q = (t1, x0). Let us introdue the following notations
Ω(λ|t, x) = Ω(λ|(t, x), (t, x)), (2.206)
S(λ) = T (λ|(t2, x0), (t1, x0)), (2.207)
Using these notation the equation (2.205) looks like
Ω(λ|t2, x0) = S(λ∗)σΩ(λ|t1, x0)S(λ)−1. (2.208)
where we used (2.195). From the deaying asymptoti ondition
lim
x0→−∞
S(λ) = e (2.209)
we an obtain that
Ω(λ|t2) = Ω(λ|t1), (2.210)
where we introdued the double row monodromy matrix :
Ω(λ|t) = Ω(λ|t,−∞). (2.211)
Beause of (2.210) the monodromy matrix is time-independent so we an use the simple Ω(λ)
notation so the double row monodromy matrix is a map Ω : C → GC.
Some omments on nite volume
Going to nite volume means that the spae-time is a strip Σ = R × [x−, x+]. In general,
we an use two dierent boundary onditions at the two boundaries x± therefore we have two
reetion matries κ± and two Lax onnetion involutions σ±, whih satisfy the boundary atness
onditions
κ±(λ)M(λ) −M(λ∗)σ±κ±(λ) = κ̇±(λ). (2.212)
At rst, we will assume that σ+ = σ− = σ. In this ase we an also dene a ontatable
urve (see gure 2.6). This urve is a doubled version of the previous urve of gure 2.5. From










· T (Q0, P0)σT (P0, P−)σκ−(t2)T (P−, P0) = e, (2.213)









Figure 2.6: Illustration of equation (2.213).
where P0 = (t2, x0), Q0 = (t1, x0), P± = (t2, x±) and Q± = (t1, x±). In this ase the denition
of the double row monodromy matrix will be
Ω(λ|t) = T (λ∗|t, x−, x+)σκ+(λ|t)T (λ|t, x+, x−)· (2.214)
Using this notation, equation (2.213) looks like
T (λ∗|t2, x0, x−)σΩ(λ|t2)κ−(λ∗|t2)σT (λ∗|t2, x−, x0)σ =
= S [T (λ∗|t1, x0, x−)σΩ(λ|t1)κ−(λ∗|t1)σT (λ∗|t1, x−, x0)σ]S−1, (2.215)
where
S = T (λ∗|P0, Q0)σ. (2.216)
Therefore the double row monodromy matrix is non time-independent but the expression








D(λ|t2) = D(λ|t1) =: D(λ) = Tr
[
κ−1− (λ)T (λ
∗|x−, x+)σκ+(λ)T (λ|x+, x−)
]
, (2.218)
where D(λ) is the double row transfer matrix. Just as the transfer matrix of the periodi model,
this double row transfer matrix is the trae of the holonomy of the simplest non-ontatable
loop.
Finally, let us see more general boundaries, i.e., the ase when σ+ 6= σ− but we assume that
these two transformations do ommute i.e. σ+ ◦ σ− = σ− ◦ σ+. In gure 2.7 we an see the





∗)σ−T (λ∗|x−, x+)σ+κ+(λ)σ+σ+T (λ|x+, x−)σ+σ− ·
· κ−(λ∗)σ+T (λ∗|x−, x+)σ+κ+(λ)T (λ|x+, x−)
]
. (2.219)







Figure 2.7: Illustration of the onservation of the quad row transfer matrix.
These were the global derivation of the generating funtion of onserved quantities. We an
also prove loally that these are onserved. At rst, we an alulate the time derivative of the
loal double row monodromy matrix
Ω(λ|x) = T (λ∗|x, 0)σκ(λ)T (λ|0, x), (2.220)
as
Ω̇(λ|x) = [Ω(λ|x),M(λ|x)] − T (λ∗|x, 0)σ [κ(λ)M(λ|0) −M(λ∗|0)σκ(λ)− κ̇(λ)]T (λ|0, x) =
= [Ω(λ|x),M(λ|x)] , (2.221)
where we used the boundary atness ondition. We take the x→ −∞ limit and use the deaying
asymptoti ondition we get that
Ω̇(λ) = 0 (2.222)
on the half line.















T (λ∗|x−, x+)σκ+(λ)T (λ|x+, x−)
]
= 0
where we used the boundary atness onditions (2.212). The time derivative of the quad row
transfer matrix an be alulated similarly, and we obtain
Ḟ(λ) = 0. (2.223)
2.3 Zero urvature representations of sigma models
2.3.1 Prinipal hiral models
Bulk Lax-pair
We have seen that the equation (2.4) is not a dynamial equation, however, if we work with the
urrents, this generates the unique (integration path-independent) solution of the dening initial
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value problem of g:
dg = gJ, (2.224)
g(t0, x0) = g0. (2.225)
The formal solution of it




Therefore from the viewpoint of J we have two e.o.m.
d ∗ J = 0, (2.227)
dJ + J ∧ J = 0. (2.228)
(The rst equation is the same as equation (2.13) using a onvenient notation.)
These two equations an be written in a zero urvature form. For this, we have to alulate the
Lax onnetion whih is a map between an algebrai urve (C) and Lie algebra valued one-forms.
The algebrai urve C is dened by
C = {(a, b)|P (a, b) = 0}, (2.229)
where a, b ∈ C and P is a polynomial in a and b. This is the simplest ansatz for the Lax
onnetion:
L(a, b) = aJ + b ∗ J. (2.230)
Our goal is to nd the urve C for whih the atness of the Lax onnetion at any point of
C is equivalent with the equations (2.227) and (2.228).
The zero urvature equation is the following
dL + L ∧ L = adJ + bd ∗ J + a2J ∧ J + b2 ∗ J ∧ ∗J + ab(J ∧ ∗J + ∗J ∧ J) =
= adJ + (a2 − b2)J ∧ J + bd ∗ J, (2.231)
where we used the identities
∗ω ∧ ν = −ω ∧ ∗ν, ∗ ∗ ω = ω, (2.232)
and ω, ν ∈ Ω1(Σ)⊗ g. We an see that if the dening equation of the urve C is
P (a, b) = a− a2 + b2 = 0, (2.233)
then the atness ondition of the Lax operator is equivalent to
a(dJ + J ∧ J) + b(d ∗ J) = 0. (2.234)
This is satised for any (a, b) ∈ C only if the equations (2.227) and (2.228) are satised. If
we parameterize the urve C with a or b then we get uts whih is not onvenient. We an
parameterize the a and b with degree two meromorphi funtions like
a(λ) =
1
1− λ2 b(z) =
λ
1− λ2 . (2.235)
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Therefore the e.o.m. of the PCM is equivalent to a zero urvature ondition




1− λ2 J +
λ
1− λ2 ∗ J(= L
R(λ)). (2.237)
This is the Lax operator or Lax onnetion of the PCM. In the previous subsetion, we saw
that the Lax onnetion does not have a unique form, we an do two kinds of transformation:
re-parameterization and gauge transformation.







1− λ2 ∗ J
L. (2.238)
The relation between these two Lax operators is the following:
LL(λ) = − 1
1− λ2 gJ
Rg−1 − λ








1− (1/λ)2 ∗ J
R
]
g−1 − gJRg−1 =
= gLR(1/λ)g−1 + gdg−1, (2.239)
where we used (2.3). Therefore we an see that LL and LR are onneted by a gauge transfor-
mation and re-parameterization.
One an also denes transport matrix using the left urrent although, using (2.239) the left








= g(P )TR(1/λ|P,Q)g−1(Q). (2.240)
Boundary Lax-pair
We saw that the existene of innitely many onserved quantities requires that the boundary
onditions have to be equivalent to the boundary atness ondition:
κ(λ)M(λ)
∣∣∣ −M(λ∗)σ
∣∣∣κ(λ) = κ̇(λ). (2.241)
In this subsubsetion we show the known onsistent solutions of this equation whih an be
translated to boundary onditions for the JR urrent. If we want a onsistent theory then the
number of boundary onditions have to be equal to dim(g). Based on these, we all (κ(λ), σ) a
onsistent solution of (2.241) if it leads to exatly dim(g) boundary onditions.
At rst, we have to determine λ∗. The parity transformation ats on the urrents as Jt → +Jt


















1− λ2Jt = −Lx(−λ) (2.243)
From this, we an see that parity transformation hanges the spetral parameter as λ → −λ
therefore λ∗ := −λ. For the σ transformation we have to dene a transformation for whih
(2.186) is satised. We investigate three ases
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1. σ is the identity,
2. σ is a Lie group automorphism,
3. σ(g) = g−1 whih is a Lie group anti-automorphism.
σ is the identity
We saw that the most obvious hoie for σ is the following
L(λ)σ = L(λ) (2.244)
or equivalently
M(λ)σ =M(λ), L(λ)σ = L(λ). (2.245)
For this σ, the boundary atness ondition looks like
κ(λ)M(λ)
∣∣∣ −M(−λ)
∣∣∣κ(λ) = κ̇(λ). (2.246)
Hereinafter, we will look for onsistent solutions for the equation (2.246). The most obvious
ansatz for the reetion matrix is κ(λ) = U where U ∈ G is a onstant matrix. Using this ansatz
in equation (2.246) then we get the following
U (J0 − λJ1)− (J0 + λJ1)U = 0 (2.247)
whih is equivalent to these two equations:
λ0 : J0 = UJ0U
−1, (2.248)
λ1 : −J1 = UJ1U−1. (2.249)
Clearly, J0 and J1 are elements of the eigenspaes of the linear transformation AdU : g → g
with +1 and −1 eigenvalues and let us denote these with h and f therefore g = h ⊕ f ⊕ k.
Using the dimensions of these subspaes we get dim(f) + dim(k) boundary onditions for J0 and
dim(h) + dim(k) for J1. In summary, the number of boundary ondition is dim(h) + dim(f) +
2dim(k) = dim(g)+dim(k) therefore we have a onsistent theory (number of boundary ondition
is dim(g)) if and only if dim(k) = 0 therefore the eigenvalues of AdU has to be ±1 whih is
equivalent to that U2 has to be proportional to 1. Thus, there is a Z2-graded deomposition
g = h⊕ f where h and f are the +1 and −1 eigenspaes of the AdU automorphism of g. Therefore
the boundary onditions imply J0 ∈ h and J1 ∈ f. These solutions for κ(λ) are well-known in
the literature [64℄.
Now, let us try to nd new onsistent solutions with non-trivial spetral parameter depen-
dene. Let us use the following ansatz:
κ(λ) = k(λ)(1 + λM + λ2N), (2.250)
where k(z) is a salar and M ∈ g. Using this ansatz equation (2.246) takes the following form:
(
1 + λM + λ2N
)
(J0 − λJ1)− (J0 + λJ1)
(
1 + λM + λ2N
)
= 0. (2.251)
Whih leads to the following system of equations:
λ1 : [M,J0]− 2J1 = 0, (2.252)
λ2 : [N,J0]− [M,J1]+ = 0, (2.253)
λ3 : [N,J1]+ = 0, (2.254)
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where [, ]+ is the anti-ommutator i.e. [X,Y ]+ = XY + Y X. Sine equation (2.252) provides
already dim(g) boundary onditions, onsisteny requires that the equations (2.253) and (2.254)
should follow from (2.252). In the following, we look for onstraints on M and N whih ensure
this.











The r.h.s is equal to [N,J0] if
N − 1
2
M2 = c1, (2.256)
where c is a onstant and 1 is the identity matrix. From this we an see that M ommutes with











Sine J0 spans the whole dening representation of g therefore N
2
has to proportional to the
identity matrix (N2 = c1 for some c ∈ C) so the automorphism AdN has +1 and −1 eigenvalues
and we will denote the orresponding eigenspaes by h and f. Therefore N denes a Z2-graded
deomposition g = h⊕ f.
Equation (2.254) means that J1 ∈ f, i.e., Πh(J1) = 0, where Πh is the projetion operator of








where we used that [M,N ] = 0, whih implies M ∈ h. We an see from the last equation that
equation (2.254) follows from (2.252) if M ommutes with h.
Summarizing, we an get onsistent solutions if ondition (2.256) is satised and AdN gen-
erates a Z2-graded deomposition and M ∈ h and it also ommutes with h. Therefore h has a
non-trivial enter whih is generated byM . It follows that every Z2-graded deomposition where
hs are not semi-simple belong to these type of reetion matries and boundary onditions.
There are two lasses of these κ matries. The rst is N 6= 0. The seond ase is N = 0,
whih means M2 ∼ 1. In this ase, M denes the Z2-graded deomposition. The projetion















where U = N when N 6= 0 otherwise U =M . In summary, the κ-matries with the form (2.250)
are onsistent if and only if
N − 1
2
M2 ∼ 1, N2 ∼ 1. (2.262)
Before we go on for more general σ-transformations, we note that we ould have used the left
urrent JL with the κ-matrix
κL(λ) ∼ 1 + λM + λ2N (2.263)
This implies that the right reetion matrix is a spetral parameter and also eld dependent
reetion matrix:
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σ is a Lie group automorphism
Let us ontinue with another σ-transformation. The most obvious generalization is a Lie group
automorphism. For inner automorphisms L(λ)σ = UL(−λ)U−1 and a reetion matrix κ, we
saw that it is equivalent to a boundary Lax pair, where L(λ)σ = L(λ) and the reetion matrix
is U−1κ whih is the previous ase. Therefore we an onentrate on outer automorphisms. Let
us assume that κ(λ) = U ∈ G. Using this ansatz the boundary atness ondition looks like:
U (J0 − λJ1)− (Jσ0 + λJσ1 )U = 0 (2.265)
therefore
λ0 : J0 = U
−1Jσ0 U, (2.266)
λ1 : −J1 = U−1Jσ1 U. (2.267)
Using the same argument as before, these boundary onditions are onsistent if and only if
AdU−1 ◦ σ ◦ AdU−1 ◦ σ = id.
Let us see the most important outer automorphism:
L(λ)σ = L̄(λ̄), (2.268)
where the bar means the omplex onjugation whih is nontrivial only for g = su(N). Therefore
the onsisteny ondition looks like UŪ = ±1 whih is equivalent to U = ±UT . The boundary
onditions an be written as J0 ∈ h and J1 ∈ f, where suN = h ⊕ f and h = soN or spN for +
or − respetively. Using global transformation J → h†Jh where h ∈ U(N), the U transforms as
U → hUhT therefore we an use this transformation to get anonial basis of soN or spN .
σ(g) is a Lie group anti-involution.
Finally, let us see another σ-transformation for whih g → g−1, i.e.,
LR(λ)σ = LL(λ), LL(λ)σ = LR(λ) (2.269)
so L(λ) = LR(λ) and L(λ)σ = LL(λ). We an see that this boundary hanges the hirality. Using











U = 0 (2.270)
whih is equivalent to the following two equations:




λ1 : −JL1 = UJR1 U−1. (2.272)
Let us alulate the number of boundary onditions. For this, let us use the relation between
the left and right urrents.







−1 = UJR1 U






We saw previously that this type of boundary ondition is onsistent if the operator AdU−1g is
an involution on g whih is equivalent to
U−1gU−1g = e. (2.275)
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We an see that this is the restrited boundary ondition to the speial adjoint orbit.
Finally, let us note that there is another representation of this boundary ondition. From the
inversion property
LR(λ) = g−1LL(1/λ)g + g−1dg (2.276)
we an do a gauge transformation on (κ(λ), σ):
κ̃(λ) = g−1κ(λ) = g−1U, (2.277)
L(λ)σ̃ = g−1L(1/λ)σg + g−1dg = LR(1/λ). (2.278)












g−1U = (λ2 − 1)JR0 g−1U (2.279)
where we used that






−1U = −gJR0 g−1U (2.280)
whih is the same equation as (2.270).
2.3.2 O(N) sigma models
The Lax onnetion is very similar to the PCM, but here the urrent is onstrained.
L̂(λ) =
1
1− λ2 Ĵ +
λ
1− λ2 (∗Ĵ). (2.281)
In the previous subsetion we showed three types of σ-transformation, but for the O(N) sigma
models only the rst one is relevant beause Ĵ is real and the left and the right urrents are
equal. Therefore we only have one σ-transformation
L̂(λ)σ = L̂(λ). (2.282)
In the following we try to nd onsistent κ-matries. Although formally the formula of
the Lax onnetion is the same as in the PCM, the urrent has onstraint and one has to pay
attention for it. For this, we use the elds n. The onsistent boundary onditions ontain N − 1
independent equations.
Constant κ-matries
Let us start with the onstant κ-matries, i.e., κ(λ) = U , where U ∈ O(N) therefore the boundary









U = 0 (2.283)
whih means:
λ0 : Ĵ0 = UĴ0U
−1, (2.284)
λ1 : −Ĵ1 = UĴ1U−1. (2.285)
In this subsetion, we assume that U2 = ±1, but we do not derive that. We will return to it
at the next setion. There are two kinds of Us:
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where n = N/2.
At rst, let us see the rst ase. Let the number of +1s and −1s be N − k and k respetively.
Let us use our previous notation: n = ñ+ n̂, with
ñ = (n1, . . . , nN−k, 0, . . . , 0) , n̂ = (0, . . . , 0, nN−k+1, . . . , nN ). (2.286)
Using this notation, equation (2.284) is equivalent to
ñ ˙̂nT = ˙̃nn̂T . (2.287)
Multiplying by n̂ from the right and ñ
T






















































n̂ = 0 (whih is equivalent to ñT ñ = 1 and n̂ = 0) the equations (2.288) and
(2.290) are satised trivially and the equations (2.289) and (2.291) look like
˙̂n = 0, (2.292)
ñ
′ = 0, (2.293)
where we used that 0 = nTn = n̂T n̂′ + ñT ñ′ = ñT ñ′. We an see that this is the restrited
boundary ondition to a sphere Sk with maximal radius. Analogously, if we assume that ñT ñ = 0
then
˙̃n = 0, (2.294)
n̂
′ = 0, (2.295)
whih is the restrited b to SN−k with maximal radius.
What happens when n̂
T














































T ˙̃n = n̂T ˙̂n = 0 whih means that
˙̃n = 0, (2.298)
˙̂n = 0. (2.299)
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From this and equations (2.290), (2.291), we an see that there are too many boundary onditions
therefore the Ĵ0 = UĴ0U
−1
and Ĵ1 = −UĴ1U−1 are onsistent boundary onditions if and only
if n̂ = 0 or ñ = 0. In Subsetion 2.5.2, we will see that κ = diag(1, . . . , 1,−1, . . . ,−1) satises
the lassial boundary Yang-Baxter equation if and only if n̂ = 0 or ñ = 0.
Let us ontinue with the seond ase i.e. UT = −U . Let us start with equation (2.289):
nn
′T − n′nT = Unn′TU − Un′nTU (2.300)













































Using this and the original equation (2.289) we an get J1 = 0 whih is equivalent to n
′ = 0.
But we also have equation (2.288) therefore we have too many boundary ondition whih means
Ĵ0 = UĴ0U
−1
and Ĵ1 = −UĴ1U−1 are not onsistent boundary onditions in the seond ase.
We will also see at Subsetion 2.5.2 that the κ-matrix of the seond ase does not satisfy the
lassial boundary Yang-Baxter equation.
Equivalene between the SU(2) PCM and the O(4) sigma model
Clearly, the κ-matries above are all onstant matries. In the last subsetion, however, we
found spetral parameter dependent reetion matries for the SU(2) PCM. Sine this model is
equivalent to the O(4) sigma model, if we swith the notation to the O(4) sigma model language
then we get a non-onstant κ-matrix for the O(4) sigma model. We will see that this is a spetral
parameter and eld (!) dependent reetion matrix.
Thus we need to develop a ditionary between the SU(2) PCM and the O(4) sigma model.



































where σ̄αα̇i is the omplex onjugate of σ
i
αα̇. Using this we an hange to the basis in whih the
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In this basis:
n = g4n0 → n = gLgTR =
(
n4 + in3 in1 + n2
in1 − n2 n4 − in3
)
= g ∈ SU(2), (2.310)
if n0 = (0, 0, 0, 1).
We an also nd the relation between the variables of the O(4) model (h, Ĵ) and the SU(2)
PCM (g, JL/R). Using n = g4n0 and h = 1 − 2nnT we get h = g4jgT4 , where j = 1 − 2n0nT0 =
diag(1, 1, 1,−1) ∈ O(4). Sine det(j) = −1, j is not fatorized in the new basis:
j → (σ2 ⊗ σ†2)P, (2.311)
where P is the permutation operator.
h in the new basis takes the form:
h = (gL ⊗ gR)(σ2 ⊗ σ†2)P (g†L ⊗ g
†
R) = ((gσ2)⊗ (gσ2)†)P = P ((gσ2)† ⊗ (gσ2)). (2.312)
(g was dened in (2.310)) In the last line, we used the following property: σ2gσ
†
2 = ḡ and ḡ
denotes the omplex onjugate of g. We an see that h is not fatorized. This is beause h is
not an element of SO(4). It is onvenient to introdue a new notation:
h2 = gσ2, → h = h2 ⊗ h†2P. (2.313)
Let us alulate Ĵ in the new basis.
Ĵ = hdh = JL ⊗ 1 + 1⊗ J̄R, (2.314)





















Therefore the monodromy matrix of the O(4) sigma model fatorized in the following way:
T̂ (λ) = TL(λ)⊗ T̄R(λ). (2.316)
The double row monodromy matrix in the new basis reads:
Ω̂(λ) = (TL(−λ)−1 ⊗ T̄R(−λ)−1)κ4(λ)(TL(λ)⊗ T̄R(λ)). (2.317)
Before we alulate the new κ-matrix let us apply the formula above to the known onstant
reetion matries. The simplest known κ4 is the identity matrix. This is fatorized in the spinor
basis: κL = κR = 1. Another known reetion matrix is κ = diag(−1,−1, 1, 1) in the vetor




1 0 0 0
0 −1 0 0
0 0 −1 0
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whih means g has to ommute with them therefore g is restrited to H = U(1) at the boundary.
There is another known reetion matrix: κ = diag(1, 1, 1,−1) in the vetor basis. If we




0 0 0 −1
0 1 0 0
0 0 1 0
−1 0 0 0

 = (σ2 ⊗ σ
†
2)P. (2.320)
We an see that this matrix is not fatorized. Using this formula for the monodromy matrix we
get:
Ω̂(λ) = P (T̄−1R (−λ)⊗ T−1L (−λ))(σ
†
2 ⊗ σ2)(TL(λ)⊗ T̄R(λ)) =
= P (σ†2T
−1
R (−λ)TL(λ))⊗ (T−1L (−λ)TR(λ)σ2). (2.321)
This theory is onsistent in the prinipal model language if g = g† at the boundary. This
ondition is equivalent to g = 1.
These were the relations of the well known reetion matries of the SU(2) PCM and the
O(4) sigma model. Let us ontinue with the new one. In the last setion we found new reetion
matries for the PCM model whih for g = su(2) simplies to
κR(λ) ∼ (1 + λMR) , (2.322)
whereMR is an arbitrary element of su(2). Without loss of generality, one an hooseMR = aσ2.


















Let us denote 1⊗ M̄R in the vetor representation by M . In the spinor basis hMh looks like
hMh→ ((gσ2)⊗ (gσ2)†)P (1⊗ M̄R)P ((gσ2)† ⊗ (gσ2)) = (gMRg†)⊗ 1, (2.324)
therefore
MhMh = hMhM =
1
2
[M,hMh]+ → (gMRg†)⊗ M̄R (2.325)
Based on the above formulas, the new κ-matrix for O(4) takes the following form:










0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

 . (2.327)
We an see that this κ is spetral parameter and eld dependent too. We an give the boundary








†, JL0 ]⊗ 1 +
1
2
1⊗ [M̄R, J̄R0 ]. (2.328)
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Using the denition of M
[M, Ĵ0] = [1⊗ M̄R, JL0 ⊗ 1 + 1⊗ J̄R0 ] = 1⊗ [M̄R, J̄R0 ] (2.329)
and using (2.324)
[hMh, Ĵ0] = [(gMRg
†)⊗ 1, JL0 ⊗ 1 + 1⊗ J̄R0 ] = [gMRg†, JL0 ]⊗ 1 (2.330)




[M + hMh, Ĵ0]. (2.331)
This boundary ondition was investigated in Subsetion 2.1.2. Finally, we an see that the
residual symmetry is U(2) ∼= SU(2)L×U(1)R whih is a subgroup of SU(2)L× SU(2)R ∼= SO(4).
We saw in the PCMs that we have onserved harges Q̃L and Q̃R. The onserved harges in the
SO(4) language are:








whih is equivalent to




















Generalization for N = 2n
The result for N = 4 an be generalized for any even N . We assume that equation (2.326) an
be used as κ matrix for N = 2n, i.e.,




















κ(λ) = κ̇(λ). (2.337)
Now the RHS is not zero sine κ has eld dependene
κ̇(λ) ∼ ∂0
(
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If we take the anti-ommutator of the boundary ondition (2.331) with M then we will see that


































This also follows from the boundary ondition.








If use the denition of h we get:




[M,hMh]+ = −a2h− 2MnnTM. (2.346)
Ĵ1 is anti-ommuting with h by denition. So we have to prove only that Mnn
TM is anti-
ommuting with Ĵ1. For this we have to use the boundary ondition (2.331) whih an be
written as
Ĵ1 = −2M ṅnT − 2nṅTM (2.347)











Therefore the expression (2.344) is vanishing so the seond equation is satised too whih means
that the double row monodromy matrix is onserved if the boundary ondition (2.331) is satised.
After this derivation, let us ontinue with the symmetries. Now the residual symmetry is
U(n) < SO(2n), where H = U(n) is the subgroup whih ommutes with M . Sine SO(2n)/U(n)
is a symmetri spae we have a Z2-graded deomposition so(2n) = h ⊕ f where h = is the Lie
algebra of U(n) so h = su(n) ⊕ u(1). The u(1) is generated by M so [M, h] = 0 and [M, f] ⊂ h
therefore
[M,X] ∈ f, (2.349)
for any X ∈ so(2n).






































] ∣∣∣ = 0, (2.351)
where we used (2.349).
These have been studied earlier in Subsetion 2.1.2, where it was shown that this is a on-
formal boundary ondition for any M ∈ so(2n), but in this subsetion we showed more, namely
that it has a zero urvature representation only when M2 ∼1.
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2.4 Poisson algebra of zero urvature representations
In the previous setions we derived zero urvature representation of PCMs and O(N) sigma
models. This implies the existene of innitely many onserved harges. In this setion we
prove that these onserved harges are in involution. For this we determine the Poisson algebra
of monodromy matries (whose trae is the generating funtion of these harges). In the rst
subsetion we summarize the formulas of general ultraloal theories and after that the formulas
of general non-ultraloal theories. We will see that onsisteny ondition of Poisson-algebras of
the one and double row monodromy matries will lead to the lassial Yang-Baxter and boundary
Yang-Baxter equations.
We will use the following notations:
X1 = X ⊗ 1 X2 = 1⊗X
Y12 = Y ⊗ 1 Y23 = 1⊗ Y
where X ∈ End(V ) and Y ∈ End(V )⊗ End(V ) for a vetor spae V .
2.4.1 Ultraloal theories




r12(λ1, λ2),L1(x|λ1) + L2(x|λ2)
]
δ(x− y). (2.352)
These are the so-alled ultraloal theories [11, 65℄. The ultaloality means that the Poisson
braket ontains only Dira delta. From the antisymmetry of the Poisson braket the r-matrix
has to satisfy the following
r12(λ1, λ2) = −r21(λ2, λ1). (2.353)
This is the unitary ondition of the r-matrix. At rst, we derive the Poisson braket of equal
time transport matries (y < x)






















r12(λ1, λ2),L1(z|λ1) + L2(z|λ2)
]




dz∂z (T1(x, z|λ1)T1(x, z|λ2)r12(λ1, λ2)T1(z, y|λ1)T2(z, y|λ2)) =
= [r12(λ1, λ2), T1(x, y|λ1)T2(x, y|λ2)] , (2.355)
where we used that ∂xT (x, y) = −L(x)T (x, y) and ∂yT (x, y) = T (x, y)L(y). The Jaobi iden-
tities of Poisson algebra (2.352) and (2.355) are satised if the r-matrix satises the lassial
Yang-Baxter equation (YBE):
[r23(λ2, λ3), r13(λ1, λ3)] + [r23(λ2, λ3), r12(λ1, λ2)] + [r13(λ1, λ3), r12(λ1, λ2)] = 0. (2.356)
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This result an be easily derived as follows. For the T s we have
{T1, {T2, T3}} = {T1, [r23, T2T3]} = [r23, [r12 + r13, T1T2T3]] , (2.357)
where we do not write the arguments (Ti ↔ Ti(x, y|λi) and rij ↔ rij(λi, λj)). Analogously, we
an obtain
{T2, {T3, T1}} = [r31, [r23 + r21, T1T2T3]] = [r13, [−r23 + r12, T1T2T3]] , (2.358)
{T3, {T1, T2}} = [r12, [r31 + r32, T1T2T3]] = [r12, [−r13 − r23, T1T2T3]] , (2.359)
where we used the antisymmetry of the r-matrix (2.353). Using the Jaobi identity of the
ommutator
{T1, {T2, T3}}+ {T2, {T3, T1}}+ {T3, {T1, T2}} = [[r23, r13] + [r23, r12] + [r13, r12] , T1T2T3]
(2.360)
whih leads the YBE.
What happens on the half-line? For theories with boundaries, we saw that the onserved
quantities an be onstruted using the double row equal time transport matrix
Ω(x|λ) = T (x, 0|λ∗)σκ(λ)T (0, x|λ) = (T (0, x|λ∗)σ)−1 κ(λ)T (0, x|λ). (2.361)
In this subsetion we assume that the κ-matrix is not dynamial, i.e.,
{κ1(λ1), κ2(λ2)} = 0, {L1(x|λ1), κ2(λ2)} = 0. (2.362)
In the following we will use the notation Xσi = Xī. To alulate the Poisson braket of Ωs, we
need the following relations
{L1(x|λ1),L2̄(y|λ2)} = −
[





r1̄2̄(λ1, λ2),L1̄(x|λ1) + L2̄(x|λ2)
]
δ(x− y), (2.364)
where r12̄, r12̄ and r12̄ are the reeted r-matries and they also have unitary onditions:
r1̄2̄(λ1, λ2) = −r2̄1̄(λ2, λ1), (2.365)
r12̄(λ1, λ2) = −r2̄1(λ2, λ1). (2.366)
Using these we an obtain the following formulas
{T1(0, x|λ1), T2̄(x, 0|λ2)} = T1(0, x|λ1)r12̄(λ1, λ2)T2̄(x, 0|λ2)− T2̄(x, 0|λ2)r12̄(λ1, λ2)T1(0, x|λ1)
{T1̄(x, 0|λ1), T2(0, x|λ2)} = T2(0, x|λ2)r1̄2(λ1, λ2)T1̄(x, 0|λ1)− T1̄(x, 0|λ1)r1̄2(λ1, λ2)T2(0, x|λ2)
{T1̄(x, 0|λ1), T2̄(x, 0|λ2)} = − [r1̄2̄(λ1, λ2), T1̄(x, 0|λ1)T2̄(x, 0|λ2)] (2.367)
whih leads to the Poisson braket of the double row transport matries
{Ω1(x|λ1),Ω2(x|λ2)} = −r1̄2̄(λ∗1, λ∗2)Ω1(x|λ1)Ω2(x|λ2)− Ω1(x|λ1)Ω2(x|λ2)r11(λ1, λ2)
+ Ω1(x|λ1)r12̄(λ1, λ∗2)Ω2(x|λ2) + Ω2(x|λ2)r1̄2(λ∗1, λ2)Ω1(x|λ1)+






2)κ1(λ1)κ2(λ2) + κ1(λ1)κ2(λ2)r12(λ1, λ2)−
− κ1(λ1)r12̄(λ1, λ∗2)κ2(λ2)− κ2(λ2)r1̄2(λ∗1, λ2)κ1(λ1)
)
T1(x, y|λ1)T2(x, y|λ2) (2.368)
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Demanding that the trae of the double row monodromy matries Poisson ommute implies that






2)κ1(λ1)κ2(λ2) + κ1(λ1)κ2(λ2)r12(λ1, λ2)−
− κ1(λ1)r12̄(λ1, λ∗2)κ2(λ2)− κ2(λ2)r1̄2(λ∗1, λ2)κ1(λ1)
)
= 0. (2.369)
This is the lassial boundary Yang-Baxter equation (bYBE). In the following we assume that





2) = −r12(λ1, λ2), (2.370)
r1̄2(λ
∗
1, λ2) = −r12̄(λ1, λ∗2). (2.371)
If these relations are satised then the bYBE an be written as
[r12(λ1, λ2), κ1(λ1)κ2(λ2)] + κ1(λ1)r12̄(λ1, λ
∗
2)κ2(λ2)− κ2(λ2)r12̄(λ1, λ∗2)κ1(λ1) = 0 (2.372)
and the Poisson algebra of the Ωs look like
{Ω1(x|λ1),Ω2(x|λ2)} = [r12(λ1, λ2),Ω1(x|λ1)Ω2(x|λ2)] +
+ Ω1(x|λ1)r12̄(λ1, λ∗2)Ω2(x|λ2)− Ω2(x|λ2)r12̄(λ1, λ∗2)Ω1(x|λ1). (2.373)





{Tr [Ω(λ)] ,Tr [Ω(µ)]} = 0. (2.375)
Nevertheless, if the reeted r-matrix does not fulll the onditions (2.370) and (2.371) then the
onstrution of Poisson ommuting quantities is more ompliated. We will show an example of
this ase in subsetion 2.5.1.
2.4.2 Non-ultraloal theories
The general Poisson brakets of the spae-like omponents of the Lax onnetion for non-
ultraloal theories are the following [66℄:
{L1(x|λ1),L2(y|λ2)} = −
[








− (r12(x|λ1, λ2) + s12(x|λ1, λ2)− r12(y|λ1, λ2) + s12(y|λ1, λ2)) δ′(x− y).
(2.376)
The non-ultaloality means that the Poisson braket ontains the derivative of Dira delta. From
the anti-symmetry of the Poisson braket (2.379) we get the following onstraints on r- and s-
matries:
r12(λ1, λ2) = −r21(λ2, λ1), (2.377)
s12(λ1, λ2) = +s21(λ2, λ1). (2.378)
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For non-ultraloal theories the Poisson braket of T (x, y|λ) are not well dened for equal end-
points. Let x1, x2, y1, y2 be dierent positions and x1,2 > y1,2 then the general non-ultraloal
Poisson brakets of the transport matries are the following [66℄:





where x0 = min(x1, x2), y0 = max(y1, y2) and
t−12 = T1(x1, x0|λ1)T2(x2, x0|λ2)
t12 = T1(x0, y0|λ1)T2(x0, y0|λ2)
t+12 = T1(y0, y1|λ1)T2(y0, y2|λ2) (2.380)
R−12 = r12(x0|λ1, λ2) + sgn(x1 − x2)s12(x0|λ1, λ2)
R+12 = r12(y0|λ1, λ2) + sgn(y2 − y1)s12(y0|λ1, λ2)
This Poisson braket satises the Jaobi identity (for not oiniding points) if the generalized
lassial Yang-Baxter equation is satised:
[r23(λ2, λ3) + s23(λ2, λ3), r13(λ1, λ3) + s13(λ1, λ3)] +
+ [r23(λ2, λ3) + s23(λ2, λ3), r12(λ1, λ2) + s12(λ1, λ2)] +
+ [r13(λ1, λ3) + s13(λ1, λ3), r12(λ1, λ2)− s12(λ1, λ2)] +
+H
(r+s)
123 (λ1, λ2, λ3)−H
(r+s)
213 (λ2, λ1, λ3) = 0 (2.381)
where
{L1(x|λ1), (r23(y|λ2, λ3) + s23(y|λ2, λ3))} = −H(r+s)123 (λ1, λ2, λ3)δ(x− y). (2.382)
In the following we want to alulate the Poisson braket of the one monodromy matries
T (λ) = T (0,−∞|λ) (2.383)
therefore we have to take the limits x1 → x2 and y1 → y2. However, the Poisson braket (2.379)
is not ontinuous due to the non-ultaloality. It is obvious that the equal intervals limit of
the anonial brakets does not exist in a strong sense. More preisely, any strong denition
implies the breakdown of the Jaobi identity for the anonial brakets of the global monodromy
matries.
However, it is possible to dene this limit in a weak sense with respet to the anonial brak-
ets based on a split-point proedure and a generalized symmetri limit. We onsider anonial
brakets of several monodromy matries dened on intervals having oiniding end points. In
order to ompute them, let us rst split the oiniding points and use (2.379) whih then gives
a ompletely onsistent expression. Then if we symmetrize on all the possible splittings and
go to the limit of equal points we get the weak algebras e.g. the weak algebra of the global
monodromy matries:
{T1(λ1), T2(λ2)} = r12(0|λ1, λ2)T1(λ1)T2(λ2)− T1(λ1)T2(λ2)r12(−∞|λ1, λ2). (2.384)
The formulas above an be found in [66℄ but we use a dierent onvention for the Lax-pair
i.e. we have to hange L → −L to get the formulas in [66℄. In the following we derive the
Poisson-algebra for the κ-matries whih were derived in the previous setions. We saw that
these matries an depend on the anonial oordinates (elds), but do not on the anonial
moments (time derivative of the elds) therefore we will assume that
{L1(x|λ1), κ2(λ2)} = −G12(λ1, λ2)δ(x). (2.385)
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Let us ontinue with the double row transport matrix (2.361). The Poisson braket of Ω(x|λ) and
Ω(y|µ) is not well dened even when x 6= y therefore we have to use the split-point proedure.
For this, we an dene a shifted double row monodromy matrix:
Ω∆(x|λ) = T (x,∆|λ∗)σκ(∆|λ)T (∆, x|λ), (2.386)
where ∆ < 0. A general κ-matrix depends on the boundary value of the elds φa(0) (i.e.
κ(λ) = κ(φa(0)|λ)) but we an extend this to arbitrary spae oordinate:
κ(∆|λ) = κ(φa(∆)|λ). (2.387)







{Ω1(x1|λ1),Ω∆2 (x2|λ2)}+ {Ω∆1 (x1|λ1),Ω2(x2|λ2)}
]
. (2.388)
We also have to use the reeted versions of (2.376):
{L1(x|λ1),L2̄(y|λ2)} = −
[




















− (r1̄2̄(x|λ1, λ2) + s1̄2̄(x|λ1, λ2)− r1̄2̄(y|λ1, λ2) + s1̄2̄(y|λ1, λ2)) δ′(x− y),
(2.390)
and
{L1̄(x|λ1), κ2(λ2)} = −G1̄2(λ1, λ2)δ(x). (2.391)










2) = −s12(λ1, λ2), s12̄(λ1, λ∗2) = −s1̄2(λ∗1, λ2). (2.393)
Before one uses the following results, these assumptions always have to be heked. Now we an
alulate the symmetri limit:
{Ω1(x1|λ1),Ω2(x2|λ2)} = t−12
(





















G1̄2(λ1, λ2)κ1(λ1)− κ1(λ1)G12(λ1, λ2)−
−G2̄1(λ2, λ1)κ2(λ2) + κ2(λ2)G21(λ1, λ2)
))
T+12, (2.394)
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where x0 = max(x1, x2) and




t+12 = T1(x0, x1|λ1)T2(x0, x2|λ2) (2.395)
R12 = r12(x0|λ1, λ2) + sgn(x2 − x1)s12(x0|λ1, λ2)
R12̄ = r12̄(x0|λ1, λ∗2) + sgn(x2 − x1)s12̄(x0|λ1, λ∗2)
T−12 = T1̄(x1, 0|λ∗1)T2̄(x2, 0|λ∗2)
T+12 = T1(0, x1|λ1)T2(0, x2|λ2).











G1̄2(λ1, λ2)κ1(λ1)− κ1(λ1)G12(λ1, λ2)−
−G2̄1(λ2, λ1)κ2(λ2) + κ2(λ2)G21(λ2, λ1)
)
= 0. (2.396)
This is the lassial boundary Yang-Baxter equation. If the κ-matrix fullls this equation then
the Poisson-braket of the double row monodromy matrix is
{Ω1(x1|λ1),Ω2(x2|λ2)} = t−12
(











This Poisson braket satises the Jaobi identity (this an be derived by a straightforward, but
very long alulation). Using the split-point proedure and the symmetri limit we an alulate
the weak Poisson algebra of the global double row monodromy matrix.
{Ω1(λ1),Ω2(λ2)} = [r12(−∞|λ1, λ2),Ω1(λ1)Ω2(λ2)] +
+ Ω1(λ1)r12̄(−∞|λ1, λ∗2)Ω1(λ1)− Ω2(λ2)r12̄(−∞|λ1, λ∗2)Ω1(λ1) (2.398)
Taking trae we get
{Tr[Ω(λ1)],Tr[Ω(λ2)]} = 0, (2.399)
whih means that we have innite many onserved harges in involution.
2.5 Poisson algebras of sigma models
2.5.1 Prinipal hiral models
Let us speify now the previous ndings for the PCMs. The Poisson algebra of the urrents is
the following [11, 68℄:
{J0(x)⊗, J0(y)} =
[





C, J1 ⊗ 1
]
δ(x− y)− Cδ′(x− y), (2.400)
{J1(x)⊗, J1(y)} = 0,
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where J = JATA if {TA} is a basis in g for whih we an dene an invariant bilinear form
〈TA, TB〉 = −12Tr[TA, TB ] = CAB and C = CABTA ⊗ TB where CADCDB = δAB . This form an
be used to dene a totally anti-symmetri tensor from the struture onstant fABC = CADf
D
BC
where [TA, TB ] = f
C
ABTC . For semi-simple Lie algebras there exists a basis for whih CAB = δAB .





Poisson braket looks like
{JA0 (x), JB0 (y)} = fABCJC0 δ(x− y),
{JA0 (x), JB1 (y)} = fABCJC1 δ(x− y)− δABδ′(x− y), (2.401)
{JA1 (x), JB1 (y)} = 0
In the following we will need the Poisson braket of the group element g and the urrent J
L/R
0 .




JR1 (y)dy = g(−∞)t(−∞, x), (2.402)
where we used the denition:





















C, 1 ⊗ JR1 (y)
]
δ(x− y) + C∂zδ(z − x)
)




∂z ((1⊗ t(−∞, z)) (Cδ(z − x)) (1⊗ t(z, y))) dz =






























The Poisson brakets of the spae-like omponent of the Lax operator is [68℄:
{L1(x|λ1),L2(y|λ2)} = −
[








−2s(λ1, λ2)δ′(x− y), (2.406)
where








(λ21 − 1)(λ22 − 1)
C, (2.407)




(λ21 − 1)(λ22 − 1)
C. (2.408)
In [68℄ a dierent onvention is used whih an be obtained by the following hanges: L → −L,λ→
−λ , γ → −1. This Poisson braket is the same as (2.376) but in this speial ase the r- and
s-matries are spae-independent.
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Furthermore, we an nd a onsisteny hek for the lassial boundary Yang-Baxter equation
(bYBE) in Appendix A.2 where we prove that if κR(λ) satises the bYBE then κL(λ) =
gκR(1/λ)g
−1
also does whih has to follow from the inversion property of the reetion matries.
In this derivation we have to use a non-trivial identity of the r-matrix










In Appendix A.2 we also show that this identity is a onsequene of the inversion property and
the s-matrix has a similar property:











In the following we solve the lassial boundary Yang-Baxter equation for onstant κ-matries
and σ-transformations whih were introdued in the Subsetion 2.3.1.
σ is the identity
Let us start with the most simple σ-transformation and κ-matrix.
L(λ)σ = L(λ), κ(λ) = U, (2.411)
where U ∈ G is a onstant matrix. Before we substitute to the bYBE, we have to alulate the
reeted r-matries and we have to hek that the assumptions (2.392) and (2.393) are orret.
r1̄2̄(λ1, λ2) = r12(−λ1,−λ2) = −r12(λ1, λ2), (2.412)
r12̄(λ1, λ2) = r12(λ1,−λ2) = −r12(−λ1, λ2) = r1̄2(λ1, λ2), (2.413)
s1̄2̄(λ1, λ2) = s12(−λ1,−λ2) = −s12(λ1, λ2), (2.414)
s12̄(λ1, λ2) = s12(λ1,−λ2) = −s12(−λ1, λ2) = s1̄2(λ1, λ2). (2.415)






(U1C12U2 − U2C12U1) = 0. (2.416)
This equation has to be satised for every λ1, λ2 ∈ C therefore
[C12, U1U2] = 0 and U1C12U2 = U2C12U1. (2.417)





us multiply the seond equation by U1 from the left and by U
−1

















for all X ∈ g. Beause we work with the dening representation (whih is irreduible), U2 has to
be proportional to the identity. This is the same solution whih we obtained from the analysis
of the boundary atness equation. Therefore we an onlude that the onsistent solution of the
atness ondition and the bYBE are the same for the boundary Lax pair (2.411).
CHAPTER 2. CLASSICAL SIGMA MODELS 53
σ is Lie group automorphism
Let us ontinue with g = su(N) and boundary Lax pair:
L(λ)σ = L̄(λ̄), κ(λ) = U, (2.420)
where U ∈ su(N) is a onstant matrix. At rst, let us hek the assumptions (2.392) and (2.393).
For this we have to use some identities of the Cartan element C.
C12 = C
ABXA ⊗XB = CABX̄A ⊗ X̄B , (2.421)
C̄12 := C
ABX̄A ⊗XB = CABXA ⊗ X̄B . (2.422)
Using these
r1̄2̄(λ1, λ2) = r12(−λ1,−λ2) = −r12(λ1, λ2),
r12̄(λ1, λ2) = r̄12(λ1,−λ2) = −r̄12(−λ1, λ2) = r1̄2(λ1, λ2), (2.423)
s1̄2̄(λ1, λ2) = s12(−λ1,−λ2) = −s12(λ1, λ2),
s12̄(λ1, λ2) = s̄12(λ1,−λ2) = −s̄12(−λ1, λ2) = s1̄2(λ1, λ2),
where








(λ21 − 1)(λ22 − 1)
C̄, (2.424)




(λ21 − 1)(λ22 − 1)
C̄. (2.425)










We an solve this equation similarly to the previous one. The non-trivial equation is
U1C̄12U2 = U2C̄12U1. (2.427)
Let us omplex onjugate the seond site of the tensor produt.
U1C12Ū2 = Ū2C12U1. (2.428)
Let us multiply the seond by U1 from the left and by Ū
†
2 from the right
C12Ū2U2 = Ū2U
−1
1 C12U1U2 = Ū2U2C12. (2.429)










for all X ∈ g. Beause we work in the dening representation, ŪU = ±1, i.e., U = ±UT . Just
as before we have obtained the same solution as we got from the boundary atness ondition for
the boundary Lax pair (2.420).
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σ is Lie group anti-involution
Let us ontinue with σ(g) = g−1 i.e.:
LR(λ)σ = LL(λ), κ(λ) = U. (2.431)
In this representation the alulation of the reeted r-matries is not so easy therefore the other
representation is a better hoie
L(λ)σ = L(1/λ), κ(λ) = g−1U. (2.432)
For this σ-transformation the reeted r-matries are the following
r1̄2̄(λ1, λ2) = r12(−1/λ1,−1/λ2) = −r12(1/λ1, 1/λ2),
r12̄(λ1, λ2) = r12(λ1,−1/λ2), (2.433)
r1̄2(λ1, λ2) = r12(−1/λ1, λ2).
We an see that these do not satisfy the assumption (2.392) therefore we have to use modied
bYBE whih is
r12(1/λ1, 1/λ2)κ1(λ1)κ2(λ2)− κ1(λ1)κ2(λ2)r12(λ1, λ2)





G12(−1/λ1, λ2)κ1(λ1)− κ1(λ1)G12(λ1, λ2)−
−G21(−1/λ2, λ1)κ2(λ2) + κ2(λ2)G21(λ2, λ1)
)
= 0. (2.434)
At rst, let us alulate the Gs.





















Using this, the modied bYBE (2.434) looks like



















κ2C12κ1 = 0. (2.437)














= r̃12(λ1, λ2), (2.438)
the equation (2.437) an be written as








(λ21 − 1)(λ22 − 1)
C12. (2.440)
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2 − λ21 − λ22) [C12(λ1, λ2), κ1κ2]
− (λ1 − λ2)(λ1 + λ2)(λ1λ2 − 1) (κ1C12κ2 − κ2C12κ1) = 0. (2.441)
Sine the oeients are linearly independent polynomials
[C12, κ1κ2] = 0 and κ1C12κ2 = κ2C12κ1. (2.442)
We have already solved these equations and the solution is κ2 = e, i.e., g−1Ug−1U = e, whih is
the same onstraint what we get from the boundary atness equation.
There is another onsequene of the fat that the assumption (2.392) is not satised, the
equation (2.398) has to be also modied implying that {Tr[Ω1(λ1)],Tr[Ω1(λ1)]]} 6= 0. Neverthe-
less one an show that there exists a onserved quantity F(λ) for whih {F(λ1),F(λ2)]} = 0.
The expliit form being





Spetral parameter dependent κ-matrix
The κ-matries desribed in Subsetion 2.3.1 fulll the lassial boundary Yang-Baxter equation
(2.396). The derivation an be found in Appendix A.1. We lose this subsetion with the Poisson

































We an deompose the basis {TA} into {Ta ∈ h} and {Tα ∈ f} . Using these, the equation above











therefore they form the Lie algebra h as expeted. Let us ontinue with the Noether harges of
the left multipliation
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Clearly these harges form the Lie algebra g as expeted. This alulation shows the importane
of the symmetri limit, beause if we do not use it properly then we annot get the proper Poisson
algebra of the Noether harges of the symmetry GL.
2.5.2 O(N) sigma models
The Poisson algebra of the elds ni is the following
{ni(x), nj(y)} = 0,
{ṅi(x), nj(y)} = (δij − ninj) δ(x− y), (2.452)
{ṅi(x), ṅj(y)} = (niṅj − ṅinj) δ(x− y).






















C = 2(K − P ), (2.454)
Γ(x) = C (Z(x)⊗ 1) + (Z(x)⊗ 1)C = C (1⊗ Z(x)) + (1⊗ Z(x))C (2.455)
and (P )ij,kl = δilδjk, (K)ij,kl = δikδjl are the permutation and the trae operators and (Z)ij =
ninj .
Using this, one an get the non-ultraloal Poisson algebra of the spae-like omponent of the
Lax onnetion (2.376) where the r- and s-matries are
r(x|λ1, λ2) =
λ1λ2
(λ1 − λ2)(λ1λ2 − 1)
C +
(λ1 − λ2)






(λ21 − 1)(λ22 − 1)
Γ(x). (2.457)
At rst, we solve the bYBE for onstant κ-matries and after that we hek the spetral pa-
rameter and eld dependent κ-matrix.
Constant κ-matrix
For κ(λ) = U ∈ O(N), the bYBE looks like
[r12(λ1, λ2), U1U2] + U1r12(λ1,−λ2)U2 − U2r12(λ1,−λ2)U1 = 0. (2.458)
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After substitution, we obtain the following four equations:
[C12, U1U2] = 0, (2.459)
U1C12U2 = U2C12U1, (2.460)
[Γ12, U1U2] = 0, (2.461)
U1Γ12U2 = U2Γ12U1. (2.462)
The rst equation follows from the fat that U ∈ O(N). From the seond equation it follows
that U2 = ±1, i.e., U = ±UT . Multiplying the fourth one by U1 from the left and right, we an
see that the third one omes from the fourth. Let us write the third one expliitly
C12Z2U1U2 + Z2C12U1U2 = U1U2C12Z2 + U1U2Z2C12. (2.463)
Multiplying by UT1 U
T
2 from the left, we obtain the following
C12U
T
2 Z2U1 + U
T
2 Z2U2C12 = C12Z2 + Z2C12. (2.464)
Using the expliit form of C12, we an obtain
(P12 −K12)(Z2 − UT2 Z2U2) = (Z2 − UT2 Z2U2)(K12 − P12). (2.465)
Let us multiply by P12 from the left
Z̃2 −K12Z̃2 = K12Z̃2 − Z̃1, (2.466)
where Z̃ = Z − UTZU . Taking the trae on the rst site:









and N > 2 then we obtain the following
Z̃ = 0. (2.468)
Sine U an be U = ±UT , there are two ases.



























From this expliit form we an see that Z̃ = 0 if and only if ñ = 0 or n̂ = 0.
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T − n̂n̂T ñn̂T + n̂ñT
ñn̂
T + n̂ñT n̂n̂T − ññT
)
. (2.473)














and multiplying this by n̂
T











At rst, let us assume that n̂ 6= 0 therefore ñT n̂ = 0. Substituting this to the previous
equation, we get that ñ = 0. Using this in the diagonal term we obtain that n̂n̂T = 0
whih ontradits that n̂ 6= 0. Therefore n̂ = 0. From nTn = 1 and from the diagonal
we obtain that ñ
T
ñ = 1 and ññT whih is a ontradition. Therefore anti-symmetri U
annot be a solution of the bYBE.
We an onlude that we have obtained the same onstant κ-matries from the bYBE as we
got from the boundary atness ondition.
Spetral parameter and eld dependent κ-matrix
If we want to hek that the spetral parameter dependent κ-matrix (2.326) satisfy the lassial
boundary Yang-Baxter equation (2.396) then we have to ompute G12(λ1, λ2). For this, we will








= [1⊗ h,C] δ(x− y), (2.476){
J0(x)⊗, (hMh)(y)
}
= ((1⊗ h) [C, 1 ⊗M ] (1⊗ h) + [1⊗ hMh,C]) δ(x − y).
From this






















1− λ2 (1 + µM2) (h2 [C12,M2]h2 + [(hMh)2 , C12]) . (2.478)
One an hek that the bYBE for the O(4) and O(6) sigma models with expliit alulations
using Wolfram Mathematia. For this, we an parameterize the sphere with stereographi oordi-
nates. Using this parameterization we an alulate expliitly the r(λ, µ), G(λ, µ), κ(λ) matries
and we an substitute these into the bYBE. Using Mathematia we an get that the bYBE is
satised for the O(4) and O(6) sigma models.
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Summary
In this hapter we reviewed the integrable boundary onditions of lassial sigma models. For
the proof of integrability we need two things
1. The existene of innitely many onserved harges whih is equivalent to the existene of
the zero urvature representation.
2. These harges have to be independent whih is equivalent to the fat that the zero urvature
representation has to satisfy some onsisteny onditions suh as the lassial Yang-Baxter
and the lassial boundary Yang-Baxter equations.
We systematially searhed for suh zero urvature representations whih guarantee integrability.
The new results of this thesis are the following.
1. I found new spetral parameter dependent κ-matrix for the PCM using the ansatz (2.250).
2. I found new eld dependent κ-matrix for the O(N) sigma model (see subsetion 2.3.2).
3. I developed the Poisson-algebra of the double row monodromy matries inluding general
eld dependent κ-matries (see subsetion 2.4.2).
4. I have shown that these new solutions satisfy the lassial boundary Yang-Baxter equation
(see setion 2.5).
Chapter 3
Rational R- and K-matries
The lassiation of quantum integrable models on the half line is based on the lassiation of
the solutions of the Yang-Baxter (YBE) and the boundary Yang-Baxter (bYBE) equations. In
the following we will all R- and K-matries the solutions of the YBE and the bYBE.
R12(u)R13(u+ v)R23(v) = R23(v)R13(u+ v)R12(u),
R12(u− v)K13(u)R21(u+ v)K23(v) = K23(v)R12(u+ v)K13(u)R21(u− v),
where R(u) ∈ End(V ⊗ V ) and K(u) ∈ End(V ⊗ VB). In this hapter we investigate the
solutions of these equations. The lassiation of the R-matries shows that there are three
lasses of solutions: rational, trigonometri and ellipti. The sattering matries of the O(N)
sigma model and the PCM belong to rational R-matries [7, 19℄ therefore we onentrate on the
rational ase. The expliit results for rational K-matries [64, 58, 70℄ motivates the following
assumption: if the boundary breaks the bulk symmetry G to H then G/H has to be a symmetri
spae, whih means that there exists a Lie-group involution for whih the subgroupH is invariant.
The expliit form of K-matries also shows that the reetion matrix has a free parameter if and
only if H is not semi-simple [2℄. In my work I proved these assumptions [4℄.
The most interesting solutions are the following. Let R(u, h) and K(u, h) be a one-parameter
family of solutions. We all a solution quasi-lassial if the h-expansion an be written as
R(u, h) = dr(u, h)
(
1⊗ 1 + hr(u) +O(h2)
)
, (3.1)
K(u, h) = dk(u, h) (κ(u) ⊗ 1 +O(h)) , (3.2)
and the R-matrix satises the unitary ondition
R12(u, h)R21(−u, h) = dr(u, h)dr(−u, h)1 ⊗ 1. (3.3)
From the unitary relation one an derive the following onstraints for the r-matrix:
r12(u) + r21(−u) = 0. (3.4)
By onsidering the O(h2) term of the YBE and the O(h) term of the bYBE, one learns that the
r- and κ-matries obey equations that an be written as:
[r12(u), r13(u+ v)] + [r12(u), r23(v)] + [r13(u+ v), r23(v)] = 0, (3.5)
and
r12(u− v)κ1(u)κ2(v)− κ1(u)κ2(v)r21(u− v)
+ κ1(u)r21(u+ v)κ2(v)− κ2(v)r12(u+ v)κ1(u) = 0, (3.6)
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whih are the YBE and bYBE when r12(u, v) = r12(u − v), u∗ = −u and σ = id. In this
hapter we review the lassiation of rational r-, κ-, R- and K-matries. Before that, let us
make some remarks.
Remark 3.1. If R(u) is a solution of the YBE then R̃(u) = c(u)R(Au) is also a solution where
A ∈ C and c is a omplex funtion.
Remark 3.2. The solution R(u) is alled regular if R(0) = cP , where P : V ⊗ V → V ⊗ V is the
permutation operator and c ∈ C. For regular solutions the YBE an be written as
R12(u)P13R23(−u) = R23(−u)P13R12(u) =⇒ R12(u)R21(−u) = R23(−u)R32(u) (3.7)
whih is equivalent to the unitary ondition for the R-matrix:
R12(u)R21(−u) = c(u)1. (3.8)
Notations
In this hapter we use the following notations. Let g be a omplex simple Lie algebra with
basis {XA}, where A = 1, . . . ,dim(g) and [XA,XB ] = fCABXC . If ρ(i) : g → End(Cdi) is a
faithful representation of g then let V (i) be a subspae of End(Cdi): V (i) = ρ(i)(g). There is a
non-degenerate invariant symmetri bilinear form (metri) 〈·, ·〉i : End(Cdi)⊗End(Cdi)→ C for
whih 〈Y,Z〉i = Tr (Y Z). This metri an be used to dene the orthogonal omplement of V (i)





= 0 for all Y ∈ V (i) and Ȳ ∈ V̄ (i). We












be a basis of V̄ (i), where A = 1, . . . ,dim(g) and Ā = dim(g) + 1, . . . , d2. Beause V (i) is
















































































Let BAB be the inverse of BAB , i.e., B
ABBBC = δ
A
C . If ρ
(1)
and ρ(2) are some representations of
g then we an dene a useful matrix C(12) = BABρ(1)(XA)⊗ ρ(2)(XB) whih is invariant under
the ation of g: [
C(12), ρ(1)(X)⊗ 1 + 1⊗ ρ(2)(X)
]
= 0.
Let h be a subalgebra of g then (g,h) is a symmetri pair if there exists a Lie algebra involution
α for whih α(X) = X for all X ∈ h. If f is the orthogonal omplement of h in g then g = h⊕ f
is a Z2 graded deomposition, i.e.,
[h, h] ⊆ h, [h, f] ⊆ f, [f, f] ⊆ h.
We an hoose a basis in h and f: {Xa} and {Xα} respetively where a = 1, . . . ,dim(h) and
α = dim(h) + 1, . . . ,dim(g). Using this basis, one an dene C(h,12) = Babρ(1)(Xa) ⊗ ρ(2)(Xb)
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and C(f,12) = Bαβρ(1)(Xα)⊗ ρ(2)(Xβ) for whih C(12) = C(h,12)+C(f,12). The quadrati Casimir
of h is c(h,1) = Babρ(1) (Xa) ρ
(1) (Xb).
Let ρ(B) : h → End(CdB ) be a representation of subalgebra h then C(h,1B) = Babρ(1)(Xa) ⊗
ρ(B)(Xb).
Let W (i) be a subspae of End(Cdi): W (i) = ρ(i)(h). Obviously W (i) ⊆ V (i). The metri
an be used to dene the orthogonal omplement of W (i) in End(Cdi): End(Cdi) =W (i)⊕ W̄ (i).












in W (i) and W̄ (i) respetively where a =
1, . . . ,dim(h) and ā = dim(h) + 1, . . . , d2.
3.1 Classial lassiation
3.1.1 r-matries
Belavin and Drinfeld lassied the solutions of the lassial Yang-Baxter equation (3.5) under
ertain assumptions [71℄. Their solutions are assumed to be assoiated to a omplex semi-simple
Lie algebra g, i.e.,
r(u) = rAB(u)XA ⊗XB , (3.9)
where XAare a basis of g. The lassial r-matrix is assumed to be non-degenerate, namely
det(rAB(u)) 6= 0. There are three types of solutions whih an be written expliitly in terms
of rational, trigonometri, and ellipti funtions and are known as rational, trigonometri, and
ellipti solutions of the lassial Yang-Baxter equation. We are only interested in the rational















12 (u1 − u2), r
(13)






12 (u1 − u2), r
(23)







13 (u1 − u3), r
(23)
23 (u2 − u3)
]
= 0 (3.12)
whih is the YBE in the representation ρ(1) ⊗ ρ(2) ⊗ ρ(3).
3.1.2 κ-matries









12 (u+v)κ̃1(u) = 0.
(3.13)




. In this subsetion we assume
that ρ(1) and ρ(2) are irreduible representations. Let the asymptoti expansion of κ̃(u) be
κ̃(u) = κ+O(u−1). (3.14)
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We are interested in invertible solutions (whih means κ is also invertible) therefore V1 ∼= V2 ∼= V .






















We an see that if κ̃(u) is a solution of (3.15) then c(u)κ̃(u/x) is also a solution for any x ∈ C





= dim(V ) = d. (3.16)
Proposition 3.1. If there exists an invertible solution of the bYBE in the representation(
ρ(1), ρ(2)
)





(1)(XB), where M is invertible, and M
2 = 1 ((M)BA =M
B
A ).
























































From this, we an derive that Adκ is a bijetion between ρ
(1)(g) and ρ(2)(g). The ation of Adκ



































































N = 0. (3.26)
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It follows from the rst equation that M is invertible and M
−1 = BMTB−1. If we use this at








whih means that Adκ is a bijetion between ρ
(1)(g) and ρ(2)(g).




























M = BMTB−1, (3.30)
but we have seen above that M
−1 = BMTB−1 implying that M2 = 1.




then there exists a Lie algebra involution α : g → g, α2 = idg for whih Adκ(ρ(2)(X)) =
ρ(1)(α(X)).
Proof. Beause of Adκ(ρ
(2)(X)) ∈ ρ(1)(g) for all X ∈ g and ρ(1) is faithful, the map α =(
ρ(1)
)−1 ◦ Adκ ◦ ρ(2) : g → g exists and it is a Lie algebra automorphism. Beause of (3.27),
α(XA) =M
B
AXB . We also saw thatM
2 = 1, therefore α2 = idg, i.e., α is a Lie algebra involution.










(2)(X)) = ρ(1)(α(X)) (3.31)
for all X ∈ g.
Theorem 3.1. If h is a semi-simple Lie-algebra then κ̃(u) = κ. If h is a redutive Lie-algebra










= 1 and a0 ∈ C. If we x a0
then κ̃(u) is unique.




k(1) + · · · + 1
ur
k(r) + . . . (3.33)
where κ and k(1) are xed. Let us assume that we have two κ-matries satisfying the bYBE
with the above normalization, and these agree up to order r − 1. The dierene of the two
K-matries are
κ̃′(u)− κ̃(u) = 1
ur
δk(r) + . . . (3.34)
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Therefore for r > 1 we have 4 onstrains. Let us see the rst one:
C(11)δk
(r)






































for all X ∈ g. Beause of ρ(1) is irreduible, δk(r)κ−1 has to be proportional to the identity but




= 0 therefore δk(r) has to vanish whih implies
that the κ-matrix is unique if κ and k(1) are xed.




k(1) + . . . (3.44)
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We an see that equation (3.46) follows from (3.45) and (3.47), therefore we only have to deal
with these two. Let us start with equation (3.45). Multiplying by κ−11 κ
−1










































































































































for allX ∈ g. Sine ρ(1) is irreduible, ZC̄ Ȳ (1)
C̄
= c1 where c ∈ C, therefore k(1)κ−1 = ZAY (1)A +c1.
From the norm, c = 0 whih means k(1)κ−1 ∈ ρ(1)(g).
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for all X ∈ h. We saw that k(1)κ−1 ∈ ρ(1)(g) therefore if h is semi-simple then k(1) = 0. Therefore
κ̃(u) = κ. (3.59)
For redutive h, k(1)κ−1 is an element of the enter of h whih is a one-dimensional subspae for






We an onlude this subsetion by giving the expliit form of the κ-matries when ρ(1) is
the dening representation of matrix Lie algebras g = sl(n), so(n), sp(n). We just proved that
every κ belongs to symmetri pairs (g, h). For semi-simple h
κ̃(λ) = U, (3.61)
where UXU−1 = X for all X ∈ h. For not semi-simple h we saw that there exists κ-matrix
whih an be written as
κ̃(λ) = k(λ)(1 + λM + λ2N) (3.62)
for whih the onditions (2.262)
2N −M2 ∼ 1 and N2 ∼ 1 (3.63)
are satised. We an see that the asymptoti expansion of this is ompatible with (3.32) where
κ = N and ρ(X0) = M . The Theorem (3.1) also says that there are no other solutions of the
bYBE.
Let us see the expliit form of κs when h is redutive.
• g = sl(n) and h = u(1)⊕m⊕n−m. The u(1) ⊂ h sub-algebra is generated by the matrix
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0 −1 0 0 · · ·
1 0 0 0 · · ·
0 0 0 0 · · ·






















−1 0 0 0 · · ·
0 −1 0 0 · · ·
0 0 1 0 · · ·






















A(λ|a) −B(λ|a) 0 0 · · ·
B(λ|a) A(λ|a) 0 0 · · ·
0 0 1 0 · · ·











































We an hek that κ(λ) ∈ SO(2n) and κ(λ) ∈ Sp(n), too.
3.2 Quantum lassiation
In this setion we review the lassiation of the rational quasi-lassial R-matries:
R(u) = 1⊗ 1 + 1
u
C +O(u−2) (3.73)
where C = BABρ(XA)⊗ ρ(XB) for some representation ρ : g→ V .
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3.2.1 R-matries
The quantum R-matries an be lassied based on Yangian algebras [72, 73, 74℄. The Yangian
Y (g) is a Hopf-algebra whih has an embedded Lie subalgebra g, i.e., there exist an injetive Lie
algebra homomorphism i : g→ Y (g).
Denition 3.1. The (A,m, e,∆, ǫ, S) is a quasi triangular Hopf algebra for a vetor spae A
over C if
1. (A,m, e) is unital assoiative algebra, where m : A⊗A → A is the produt and e ∈ C→ A
is the unit for whih
m ◦ (m⊗ id) = m ◦ (id⊗m) and m ◦ (e⊗ id) = m ◦ (id⊗ e) = id (3.74)
2. (A,∆, ǫ) is o-unital assoiative o-algebra where ∆ : A → A ⊗ A is the o-produt and
ǫ ∈ A → C is the o-unit for whih
(∆⊗ id) ◦∆ = (id⊗∆) ◦∆ and (ǫ⊗ id) ◦∆ = (id⊗ ǫ) ◦∆ = id. (3.75)
3. (A,m, e,∆, ǫ) is a bi-algebra, i.e., the o-produt and the o-unit are algebra homomor-
phisms and the produt and the unit are o-algebra homomorphisms:
∆ ◦m = (m⊗m) (id⊗ τ ⊗ id) (∆ ◦∆) , ∆ ◦ e = e⊗ e ǫ⊗m = ǫ⊗ ǫ ǫ ◦ e = 1.
(3.76)
4. The antipode S : A → A is a linear endomorphism whih satises the antipode axiom
whih is
m ◦ (S ⊗ id) ◦∆ = m ◦ (S ⊗ id) ◦∆ = e ◦ ǫ. (3.77)
The Yangian Y (g) has three equivalent presentations but sine we do not need these we disregard
to show them expliitly. The Yangians have a so-alled boost automorphism Bu : Y (g)→ Y (g)
for u ∈ C.
Denition 3.2. The R(u) ∈ Y (g)⊗ Y (g) is a pseudo-universal R-matrix if
1. R(u) (Bu ⊗ id)∆ = (Bu ⊗ id)∆opR(u),
2. (∆⊗ id)R(u) = R13(u)R23(u) and (id⊗∆)R(u) = R13(u)R12(u),
3. R21(−u) = R(u)−1.
Corollary 3.2. The R(u) satises the spetral parameter dependent YBE
R12(u)R13(u+ v)R23(v) = R23(v)R13(u+ v)R12(u). (3.78)
The lassiation of quasi-lassial R-matries based on the following theorems of Drinfeld [75,
76℄.
Theorem 3.2. There is a unique formal power series





Rru−r−1 ∈ (Y (g)⊗ Y (g)) (3.79)
whih is the pseudo-universal R-matrix of Y (g) where C = CABi(XA)⊗ i(XA).
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The o-produt of the embedded Lie algebra g an be written as
∆(i(X)) = i(X)⊗ 1 + 1⊗ i(X) (3.80)
and the ation of the boost automorphism is Bu(i(X)) = i(X) therefore the pseudo-universal
R-matrix has g symmetry:
[i(X)⊗ 1 + 1⊗ i(X),R(u)] = 0 (3.81)
where we used the rst property of Denition 3.2.
Thus for a given irreduible representation (irrep) ρ : Y (g)→ End(V ) the operator Rρ(u) =
(ρ⊗ ρ) (R(u)) is a solution to Yang-Baxter equation. However, in general we do not know the
pseudo-universal R-matrix, but the following theorem an be used to onstrut solutions of YBE
from irreps of Y (g).
Theorem 3.3. Let ρ : Y (g)→ End(V ) be a nite-dimensional irrep then the intertwiner operator
between ρu ⊗ ρv and ρv ⊗ ρu is equal to PRρ(u− v) (up to a salar multiple).
It is natural to ask whih rational solutions R(u) of the YBE arise from representation of
Yangians in this way. An obvious neessary ondition is that R(u) should be quasi-lassial (see
eq. (3.73) and (3.79)) for some representation ρ of g on V . The next theorem shows that this
ondition is also suient.
Theorem 3.4. Let R(u) be a rational quasi-lassial solution of the YBE for some nite-
dimensional representation ρ of g. Then, there is an extension of ρ to a representation ρ̃ :
Y (g)→ End(V ) suh that R(u) = Rρ̃(u).
In summary, the quasi-lassial solutions of the YBE are (ρ̃⊗ ρ̃) ◦ R(u) = Rρ̃(u), where
ρ̃ is a representation of Y (g) whih is an extension of a representation ρ : g → End(V ), i.e.,
ρ̃(i(X)) = ρ(X) for all X ∈ g and all these solutions have g symmetry. However, we an dene




















and we shall all it the YBE in the representation ρ(1) ⊗ ρ(2) ⊗ ρ(3).
3.2.2 K-matries
In this subsetion we investigate the quasi-lassial solutions of the bYBE in the representation









21 (u− v). (3.84)
We give all possible residual symmetries of the K-matries. In this subsubsetion, we say that
the K-matrix is (g, h) symmetri if the original (symmetry of the R-matrix) and the residual
symmetry algebra is g and h, respetively.
At rst, we work with the simplied equation when the boundary spae is one-dimensional









21 (u− v). (3.85)
After that, we ontinue with the general equation.
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1-dimensional boundary spae
Proposition 3.2. If there exists a quasi-lassial solution of the bYBE in the representation(
ρ(1), ρ(2)
)





(1)(XB), where M is invertible, and M
2 = 1 ((M)BA =M
B
A ).




























































From this point, the derivation is the same as Proposition 3.1.
Corollary 3.3. If there exists a quasi-lassial solution of the bYBE in the representation(
ρ(1), ρ(2)
)
then there exists a Lie algebra involution α : g→ g, α2 = idg for whih Adκ(ρ(2)(X)) =
ρ(1)(α(X)).
Proof. The derivation is the same as Corollary 3.1.
In the following, we prove two theorems whih give the possible residual symmetries and
show the universality of the K-matries.
Theorem 3.5. Let K(u) be a quasi-lassial (g, h) symmetri K-matrix in the representation(
ρ(1), ρ(2)
)
then (g, h) is a symmetri pair.
Proof. From the previous orollary there exists a Lie algebra involution α, for whih Adκ(ρ
(2)(X)) =
ρ(1)(α(X)). This involution an be used for a Z2-graded deomposition: g = h0 ⊕ f where
α(X(+)) = +X(+) and α(X(−)) = −X(−) for all X(+) ∈ h0 and X(−) ∈ f. Therefore (g, h0) is a
symmetri pair.
If X ∈ h whih means that K(u)ρ(2)(X) = ρ(1)(X)K(u) then κρ(2)(X) = ρ(1)(X)κ, i.e.,
Adκ(ρ
(2)(X)) = ρ(1)(X) implying α(X) = X, i.e., X ∈ h0 therefore h ⊆ h0.






































⊗ ρ(1)(Xb) = 0 (3.90)
whih is equivalent to
K(u)ρ(2)(X) = ρ(1)(X)K(u) (3.91)
for all X ∈ h0 whih implies h0 ⊆ h. We have seen previously that h ⊆ h0 therefore h0 = h, i.e.,
(g, h) is a symmetri pair.
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is unique up to
a multipliative salar funtion if h is semi-simple and ρ(1) is irreduible and the matrix κ is
xed. If h is not semi-simple but redutive then it may have a free parameter.
Remark 3.3. The proof of this theorem an be found in [77℄ for a speial ase when g = sl(n)
and ρ(1) and ρ(2) are the dening representations. The authors of that paper use the Sklyanin
determinant but we do not use it in the following modied proof.




k(1) + · · ·+ 1
ur
k(r) + . . . (3.92)
where κ is a xed. The bYBE is invariant under the salar multipliation: K(u) → c(u)K(u).






Let us assume that we have two K-matries satisfying the bYBE with the above normalization,
and these agree up to order r − 1. The dierene of the two K-matries is
K̃(u)−K(u) = 1
ur
δk(r) + . . . (3.94)
























































































From this point the derivation is the same as Theorem 3.1 therefore if h is semi-simple then
δk(1) = 0. For redutive h, δk(1)κ−1 is an element of the enter of h whih is a one-dimensional
subspae for the (g, h) symmetri pair, therefore K(u) may have a free parameter.
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K-matries with general boundary spae
In this subsubsetion we investigate K-matries with dim(VB) > 1.
Denition 3.3. Let the K-matrix be K(u) = Eij ⊗ Ψij(u) ∈ End(V ⊗ VB) where Eij are the
elementary matries of End(V ). K(u) is irreduible if there is no proper invariant subspae
V0 ⊂ VB of Ψij(u) for all i, j.
Let the asymptoti expansion of K(u) be the following
K(u) = κ̃+O(u−1) (3.98)
where κ̃ is invertible.
Corollary 3.4. If K(u) ∈ End(V ⊗ VB) is an irreduible K-matrix then κ̃ = κ ⊗ 1 where
κ ∈ End(V ).
Proof. The bYBE in the v →∞ limit is
[K13(u), κ̃23] = 0. (3.99)
We an write the K-matrix and the κ̃ as
K(u) = Eij ⊗Ψij(u), (3.100)
κ̃ = Eij ⊗ ψij , (3.101)
where Eij are the elementary matries of End(V ) and Ψ
ij(u), ψij ∈ End(VB) for all i, j. If we





for all i, j, k, l. Beause of K(u) is irreduible, ψkl has to be proportional to the identity therefore
κ̃ = κ⊗ 1.
From this orollary, we an see that the K-matrix is quasi-lassial if it is irreduible and
invertible in the leading order of the asymptoti limit.





there exists a Lie algebra involution α : g→ g, α2 = idg for whih Adκ(ρ(2)(X)) = ρ(1)(α(X)).
Proof. From the previous orollary, we know that the leading order of an irreduible K-matrix














































is the same as (3.18). Therefore the proof of this proposition is the same as it was for the salar
boundary.
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the Lie algebra involution for whih Adκ(ρ
(2)(X)) = ρ(1)(α(X)) then the asymptoti expansion
of K(u) has to be





c(h,1) ⊗ 1 +D ⊗ 1 + 2C(h,1B)
)
κ⊗ 1 +O(u−2), (3.104)
where ρ(B) : h → End(VB) is a representation of h whih is the invariant subalgebra of α and





Proof. Let the asymptoti expansions be
K(u) = κ⊗ 1 + 1
u
k(1) +O(u−2), (3.105)

















u (u− v) +
(5)











































































If we multiply equation (3.107) by uv(u− v)2(u+ v)2 then we get
u4 ((5) + (7) + (8)) + v4 (−(4) + (6) + (8)) +
+ u3v ((1) + (2) + (3) + (4) + (5) + (6) − (7))+
+ uv3 ((1) + (2) − (3) − (4)− (5)− (6) + (7))+
+ u2v2 (2(1) − 2(2) + (4)− (5)− (6) − (7)− 2(8)) = 0. (3.109)


























Let us multiply this by κ−11 κ
−1



































































= Y (1)a ⊗ Za + Ȳ
(1)
ā ⊗ Z̄ ā, (3.114)








































ā ⊗ Ȳ (1)b̄ ⊗
[


























where we used that C
(1)
ab = c








[Zd, Ze] = f
c
deZc (3.118)




































⊗ id, we obtain
[










= 0, [Ui, Uj ] = 0,






⊗ (id−Πf) ⊗ 〈Ui, ·〉 in







From the u3v and uv3 terms of (3.109) we an get:
(3) + (4) + (5) + (6)− (7) = 0. (3.122)
Multiplying this with κ−11 κ
−1
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(h,1) ⊗ 1 + 1⊗ c(h,1)
]
. (3.124)
Using the denition Ȳ
(1)
ā ⊗ Z̄ ā = yi ⊗ Ui = ỹi ⊗ Ui + 12c(h,1) ⊗ 1 we obtain
k̃(1) = ỹi ⊗ Ui +
1
2
c(h,1) ⊗ 1 + 2Babρ(1) (Xa)⊗ ρ(B) (Xb) . (3.125)
Substituting this into the equation above, we obtain
Bαβ
[
Y (1)α , ỹ
i
]
































= 0 for all X ∈ g, 〈Di,Dj〉1 = δij and Di ∈ ρ(1)(f)⊕ V̄ (1). In summary,
k̃(1) = Di ⊗ U i +
1
2
c(h,1) ⊗ 1 + 2Babρ(1) (Xa)⊗ ρ(B) (Xb) =
= Di ⊗ U i +
1
2
c(h,1) ⊗ 1 + 2C(h,1B), (3.128)
where U i = djiUj .
In the following we prove that U i has to be proportional to 1. For this, we use the higher





































where a+ b+ c+ d = r+1. Beause of k(0) = κ⊗ 1, the a = r+1 and b = r+1 terms are trivial























Expanding the brakets, the highest order term in u is u2r+1+bvr−b. We onentrate on the u3r+1
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If we multiply this with κ−11 κ
−1


















Using (3.128) and applying 〈Di, ·〉 ⊗ id⊗ id, we get
[
1⊗ U i, k̃(r)
]
= 0. (3.135)





If K(u) is irreduible then U i = ei1 therefore
k̃(1) = D ⊗ 1 + 1
2
c(h,1) ⊗ 1 + 2C(h,1B), (3.137)
where D = eiDi and we wanted to prove this.





then (g, h) is a symmetri pair.
Proof. Similarly to the salar boundary ase, the leading order of K(u) denes a Lie algebra
involution α, for whih Adκ(ρ
(2)(X)) = ρ(1)(α(X)). This involution an be used for a Z2-graded
deomposition: g = h0⊕ f where α(X(+)) = +X(+) and α(X(−)) = −X(−) for all X(+) ∈ h0 and
X(−) ∈ f therefore (g, h0) is a symmetri pair.









K(u) + [K(u), 1 ⊗ ρ̃(X)] = 0, (3.138)
where ρ̃ is a representation of h. Going to the u → ∞ limit, we get κρ(2)(X) = ρ(1)(X)κ, i.e.,
Adκ(ρ
(2)(X)) = ρ(1)(X) whih means α(X) = X i.e X ∈ h0 therefore h ⊆ h0.




















































for all X ∈ h0 whih implies h0 ⊆ h. We have seen previously that h ⊆ h0 therefore h0 = h, i.e.,
(g, h) is a symmetri pair.
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Non quasi-lassial K-matries
There also exist non quasi lassial solutions of the bYBE. If g = sl(n) and ρ(1) = ρ(2) = ρ,





is a solution if κ2 = 0, i.e., K(u) is not quasi-lassial. This K-matrix satises the unitary
ondition:
K(u)K(−u) = − 1
u2
1. (3.143)
The residual symmetry algebra is not redutive but a semi-diret sum of a solvable and a redutive
part:
h = hs ⊕ hr, (3.144)
where hs is solvable and hr is redutive. The above sum is semi-diret beause
[hs, hs] ⊂ hs, [hs, hr] ⊂ hs, [hr, hr] = hr. (3.145)





















where we have k non-trivial blok. The redutive sub-algebra is hr = sl(n − 2k). The solvable
part an be written in a diret sum of subspaes: hs = h0 + hD + h+ + h−, where
h2 = {E2a−1,2b|a = 1, . . . , k; b = 1, . . . , k} , (3.147)
hD =
{





Ei,i|a = 1, . . . , k
}
, (3.148)
h+ = {E2a−1,i|a = 1, . . . , k; i = 2k + 1, . . . , n} , (3.149)
h− = {Ei,2a|a = 1, . . . , k; i = 2k + 1, . . . , n} , (3.150)
where Ei,js are the elementary matries: (Ei,j)ab = δiaδjb. The Lie braket of these:
[h2, h2] = [h2, h+] = [h2, h−] = [hD, hD] = [h+, h+] = [h−, h−] = 0,
[hD, h2] ⊆ h2,
[hD, h+] ⊆ h+, (3.151)
[hD, h−] ⊆ h−,
[h+, h−] ⊆ h2.
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Therefore [hs, hs] := h1 = h2 + h+ + h− and [h1, h1] = h2 whih is a ommutative Lie algebra.
In summary, we have shown that the quasi-lassial K-matries an be lassied with sym-
metri pairs sine the possible residual symmetries are h where (g, h) is a symmetri pair. We
also saw an example for non-quasi-lassial K-matrix and we found that the residual symmetry
is not redutive.
3.3 Expliit solutions in the dening representations
3.3.1 R-matries
In the following we onstrut the expliit form of rational quasi-lassial R-matries for the matrix
Lie algebras in the dening representation. For this, we use the fat that the rational quasi-
lassial R-matries have Lie algebra symmetry (3.81) whih reads in the dening representation
as
[X ⊗ 1 + 1⊗X,R(u)] = 0 (3.152)
for all X ∈ g.
The sl(N) symmetri R-matrix in the dening representation.
Sine
⊗ = ⊕
the R-matrix has to be the linear ombination of the projetion operators to the symmetri and
anti-symmetri sub-spaes: Πs =
1
2 (1 + P ) and Πa =
1
2(1 − P ) therefore the most general form
of the R-matrix is
R(u) = a(u)1 + b(u)P. (3.153)




where x ∈ C. Therefore the non-trivial sl(N) symmetri R-matrix an be written as
R(u) = b(u) (xu1 + P ) . (3.155)
The so(N)or sp(N/2) symmetri R-matrix in the dening representation.
The R-matrix ommutes with the tensor produt of the dening representations:
⊗ = ⊕ ⊕ ·
For so(N), means the symmetri traeless, the anti-symmetri and the · the singlet








2 (1− P ) and Π0 = 1nK
respetively, where the K is the trae operator:
Kklij = Gij(G
−1)lk, (3.156)
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where GT = ±G (+ for so(N) and - for sp(N/2)). In the dening representation of so(N)
and sp(N/2) the generators satisfy Gρ(X) + ρ(X)TG = 0. For sp(N/2), N has to be even.
For sp(N/2), means the symmetri, the anti-symmetri traeless and the · the singlet
representation. The projetors to these are Πs =
1










Therefore the so(N) or sp(N/2) symmetri R-matrix must have the following form:
R(u) = a(u)1 + b(u)P + c(u)K. (3.157)




























Remarks and the rossing
We an see that these R-matries are regular, therefore they satisfy the unitary equation (3.161)
and also satisfy the ondition RT1T2(u) = R(u).
Proposition 3.4. Suppose that RT1T2(u) = R(u) and R(u) is regular and there exists a parameter
q ∈ C for whih the matrix
R̄(u) = RT1(q − u) = RT2(q − u) (3.160)
satises the unitary equation
R̄12(u)R̄21(−u) = c(u)1, (3.161)
then the rossed R-matrix R̄(u) satises the rossed YBEs:
R12(u)R̄13(u+ v)R̄23(v) = R̄23(v)R̄13(u+ v)R12(u), (3.162)
R̄12(u)R̄13(u+ v)R23(v) = R23(v)R̄13(u+ v)R̄12(u), (3.163)
R̄12(u)R13(u+ v)R̄23(v) = R̄23(v)R13(u+ v)R̄12(u). (3.164)
Proof. Taking the transpose T3 of (3.162) we obtain
R12(u)R23(q − v)R13(q − u− v) = R13(q − u− v)R23(q − v)R12(u) (3.165)
whih is satised beause R(u) is a solution of the YBE. The equation (3.163) an be proved
similarly.
Let us ontinue with (3.164). Using unitary we an obtain the following:
R13(u+ v)R̄23(v)R̄21(−u) ?= R̄21(−u)R̄23(v)R13(u+ v). (3.166)
Now we an take the transpose T2 of this equation
R13(u+ v)R21(q + u)R23(q − v) ?= R23(q − v)R21(q + u)R13(u+ v) (3.167)
whih is satised sine R(u) is a solution of the YBE.
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From 3.152 we an obtain
[




ρcg(X)⊗ 1 + 1⊗ ρcg(X), RT1T2(u)
]
= 0, (3.168)
where ρcg is the ontra-gradient representation of ρ, therefore R
T1T2(u) intertwines between
ρcg ⊗ ρcg representations, and the equation RT1T2(u) = R(u) implies that the R-matrix for ρ⊗ ρ
is the same as the R-matrix for ρcg ⊗ ρcg. Analogously, for RT1(u) and RT2(u)
[




ρ(X) ⊗ 1 + 1⊗ ρcg(X), RT2(u)
]
= 0. (3.169)
From the previous remark if RT1T2(u) = R(u) then R̄12(u) an be interpreted as an R-matrix
whih belongs to representationρcg ⊗ ρ orρ⊗ ρcg
In the sl(N) ase the rossed R-matrix reads as
R̄(u) = b(u)(x(q − u)1 +K), (3.170)
where K is a trae operator: Kcdab = δabδ
cd
so K2 = NK. We an x q from the unitary equation:
R̄(u)R̄(−u) = b(u)2
(
x2(q2 − u2)1 + (2xq +N)K
)
, (3.171)
whih is proportional to the identity if and only if q = −N2x .
In the so(N), sp(N/2) ase after the same alulation we an obtain that q = −N∓22x . For
these Lie algebras, the ontra-gradient representation of the dening representation is isomorphi
with itself sine for the dening representation Gρ(X) + ρ(X)TG = 0 =⇒ ρcg(X) = −ρ(X)T =
Gρ(X)G−1, therefore the matrix G−11 R̄(u)G1 intertwines between the same representation as
R(u). Beause of the quasi lassial R-matries are universal (up to onstant fator) for a given





RT1(q − u) (G⊗ 1) , (3.172)
where q is the rossing parameter. From the expliit form, we an obtain that q = −N∓22x and
e(u) = d(u)d(q−u) . We an see that one an x the normalization of the R-matrix and the spetral
parameter with the unitary ondition and rossing equation (3.172) up to a fator θ(u) whih
satises the following relations
θ(u)θ(−u) = 1, θ(u) = θ(q − u). (3.173)
The solutions of this equations are the so-alled CDD fators.
3.3.2 K-matries
In this setion we overview the solutions of the bYBE for dening representation simple Lie
algebra g. We will use the following onventions for the dening representations of the R-
matries:
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(g, h) r c
ID g = h, where g =An, Bn, Cn,Dn 0 0
AI (su(n + 1), su(k)⊕ su(n− k + 1)⊕ u(1)) (An, Ak−1 ⊕An−k ⊕ u(1)) 0 1
AII (su(N), so(N)) (A2n, Bn) or (A2n−1,Dn) n or n− 1 0
AIII (su(2n), sp(n)) (A2n−1, Cn) n− 1 0
BI (so(2n + 1), so(2k + 1)⊕ so(2n − 2k)) (Bn, Bk ⊕Dn−k) 0 0
BII (su(2n+ 1), so(2n − 1)⊕ so(2)) (Bn, Bn−1 ⊕ u(1)) 0 1
CI (sp(n), sp(k)⊕ sp(n− k)) (Cn, Ck ⊕ Cn−k) 0 0
CII (sp(n), su(n)⊕ u(1)) (Cn, An−1 ⊕ u(1)) 0 1
DI (so(2n), so(2k) ⊕ so(2n − 2k)) (Dn,Dk ⊕Dn−k) 0 0
DII (so(2n), so(2n− 2)⊕ so(2)) (Dn,Dn−1 ⊕ u(1)) 0 1
DIII (so(2n), su(n)⊕ u(1)) (Dn, An−1 ⊕ u(1)) 0 1
DIV (so(2n), so(2k + 1)⊕ so(2n − 2k − 1)) (Dn, Bk ⊕Bn−k−1) 1 0
Table 3.1: Possible symmetries of the K-matries.





















The reetion matries have residual symmetry with Lie algebra h whih is a subalgebra of g.
We saw that the K-matries an be lassied by the symmetri pairs (g,h) whih are lassied
[78℄. For simple omplex Lie algebra g, the possible symmetries of the K-matries is shown in
table 3.1, where r = rank(g)− rank(h) and c = dim(C(h)).




where ρ(1) is the dening representation. We saw that ρ(2) = Adκ−1 ◦ ρ(1) ◦ α therefore hoosing
the dening representation for ρ = ρ(1) and a Lie algebra involution α then the above equation
xes ρ(2). There are two possibilities for ρ(2).
(i) There exists M ∈ Aut(V ) suh that ρ ◦ α = AdM−1 ◦ ρ. This is the ase for all inner and
some outer involutions. Using M and (3.31),
ρ(2) = Ad(Mκ)−1 ◦ ρ (3.178)
whih means ρ and ρ(2) are equivalent representations, it is therefore advisable to hoose
a basis where ρ(2) = ρ. In this basis
ρ(α(X)) = Adκ(ρ(X)) = κρ(X)κ
−1, (3.179)
Therefore these K-matries belong to the usual untwisted boundary Yang-Baxter equation:
R12(u− v)K1(u)R21(u+ v)K2(v) = K2(v)R12(u+ v)K1(u)R21(u− v), (3.180)
where R(u) is the R-matrix in the ρ ⊗ ρ representation. From the expliit form of the
subalgebra h and equations
ρ(X)K(u) = K(u)ρ(X) (3.181)
for all X ∈ h, one an x the matrix form of K(u).
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(ii) There is no M ∈ Aut(V ) suh that ρ ◦ α = AdM−1 ◦ ρ. This is the ase for some outer
involutions. These belong to the Z2 automorphisms of the Dynkin-diagrams of the Lie
algebras, e.g. in the ase of the An series, these onnet the representations to their
ontragradient representations, therefore ρ(2) = ρcg, i.e.,
ρ(α(X)) = Adκ(ρcg(X)) = −κρ(X)T κ−1, (3.182)
for all X ∈ g. Therefore these K-matries belong to the twisted boundary Yang-Baxter
equation:
R12(u− v)K1(u)R̄21(u+ v)K2(v) = K2(v)R̄12(u+ v)K1(u)R21(u− v), (3.183)
where R̄(u) is the rossed R-matrix. We know that the K-matrix is intertwine between ρ
and ρcg for sub-algebra h i.e.
ρ(X)K(u) = K(u)ρcg(X) (3.184)
for all X ∈ h. However we also know that α(X) = X for all X ∈ h therefore from (3.182)
and (3.184) we an obtain
ρ(X)K(u)κ−1 = K(u)κ−1ρ(X) (3.185)
for all X ∈ h. Sine ρ : sl(n) → CN is the dening representation of g = sl(N), the
restrition to subalgebra h = so(n) or h = sp(n/2) is the dening representation of so(N)
or sp(N/2) whih are irreduible therefore K(u)κ−1 has to be proportional to the identity,
i.e.,
K(u) = κ, (3.186)
where κT = ±κ (+ and − belongs to so(N) and sp(N/2) respetively).
The expliit solutions an be summarized as follows.
(A) g = su(n) In this ase there are three kinds of known solutions.
(I) h = su(k)⊕ su(n− k)⊕ u(1) where 1 < k ≤ n/2 and h = su(n− 1)⊕ u(1)
These reetion matries an be diagonalized with exp(g) transformation. In that







For this reetion rank(g) = rank(h).
(II) h = so(n)
This ase belongs to the ρ(2) = ρcg ase, i.e., it is a representation hanging reetion
where a partile goes to its anti-partile. We saw that, in this ase the general ree-
tion matrix is a symmetri matrix, but using global symmetry transformation it an
be written as
K(u) = 1. (3.188)
This reetion has not got any free parameter and rank(g) > rank(h).
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(III) h = sp(n/2) if n is even
This ase also belongs to a representation hanging reetion. In this ase if we
hoose a basis in the partile's and the anti-partile's spae the reetion matrix an







For this reetion rank(g) > rank(h).
(B) g = so(2n + 1)
(I) h = so(2k) ⊕ so(2n + 1− 2k) where 1 < k < n− 1 and h = so(2n)
After we diagonalized this reetion matrix there is no free parameter.
K(u) =
(
(n+ 1/2− 2k + u)I2k 0
0 (n + 1/2− 2k − u)I2n+1−2k
)
(3.190)
For this reetion rank(g) = rank(h).
(II) h = so(2n − 1)⊕ u(1)




(n− 3/2)2 + c2 − u2 2cu 0
−2cu (n− 3/2)2 + c2 − u2 0




For this reetion rank(g) = rank(h).
(C) g = sp(n)
(I) h = sp(k)⊕ sp(n− k) where 1 < k ≤ n/2




(n− 2k + u)Ik 0 0 0
0 (n− 2k − u)In−k 0 0
0 0 (n− 2k + u)Ik 0




For this reetion rank(g) = rank(h).
(II) h = su(n)⊕ u(1)







For this reetion rank(g) = rank(h).
(D) g = so(2n) where n > 2 (We ignore the so(4) ase beause it is not a simple Lie algebra)
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(I) h = so(2k) ⊕ so(2n− 2k) where 1 < k ≤ n/2
This ase is similar to ase BI.
K(u) =
(
(n − 2k + u)I2k 0
0 (n− 2k − u)I2n−2k
)
(3.194)
(II) h = so(2n − 2)⊕ u(1)




(n− 2)2 + c2 − u2 2cu 0
−2cu (n − 2)2 + c2 − u2 0




(III) h = su(n)⊕ u(1)







For this reetion rank(g) = rank(h).
(IV) h = so(2k + 1)⊕ so(2n − 2k − 1) where 1 ≤ k < n/2 and h = so(2n− 1)
K(u) =
(
(n− 2k − 1 + u)I2k+1 0
0 (n− 2k − 1− u)I2n−2k−1
)
This ase is similar as BI and DI but there is a big dierene beause the rank(h) =
rank(g)− 1 so the K-matrix breaks the rank of the symmetry algebra.
We an make some interesting omments. The h-s are maximal sub-algebras of g-s for all solu-
tions. We an rst observe that the number of free parameters in the reetions equal to the
number of u(1) in h. In addition, one an divide the reetions into two groups:
• AI, BI, BII, CI, CII, DI, DII, DIII
In these ases the symmetry of the boundary has the same rank as the bulk. These are the
regular reetions and we will denote them by R-reetions.
• AII, AIII, DIV
In these ases the symmetry of the boundary has lower rank than the bulk. These are the
non-regular reetions or speial reetions and we will denote them by S-reetions.
Let us go through the lassiation of the maximal subalgebras of the simple Lie algebras.
We will use two lasses of maximal subalgebras:
• a regular maximal subalgebra is that whose Cartan subalgebra is the same as that of the
original algebra. We will denote them by R-subalgebras.
• All the other maximal subalgebras are alled speial and we will denote them by S-
subalgebras.
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The R-subalgebras an simply be obtained by using the Dynkin diagrams
There are two kinds of R-subalgebras: semi-simple and not semi-simple. First, let's look at
the semi-simple ones. To nd them the trik is to draw the extended Dynkin diagrams (Figure
3.1) whih is obtained by adding the most negative root θ to the simple roots. If we erase one
root (exept for the most negative one) from this diagram we get a semi-simple R-subalgebra or
the original simple algebra. For example, if we remove the k-th root from the C̃n diagram then
we get a Ck ⊕Cn−k semi-simple algebra or if any root is removed from the Ãn diagram then the
original An algebra is returned.
Now let us see how we an get non-semi-simple subalgebras. It has been mentioned earlier
that there are roots in the extended diagram that by removing any of them the original algebra
an be reovered. If we erase the same root from the non-extended Dynkin-diagram we get a
semi-simple algebra plus a u(1) fator. For example, if we remove the k-th root from the An−1
diagram then the remaining diagram will orrespond to Ak−1 plus An−k−1. That is, the su(n)
algebra has su(k)⊕ su(n− k)⊕ u(1) subalgebra.
Based on these, we an determine all the regular subalgebras. From the denition it follows
that the R-subalgebras have the same rank as the original algebra.
It is then easy to hek the statement at the beginning of the setion for regular reetions and
subalgebras, i.e., all the R-algebras have R-reetions. For example, if we take the g = sp(n) ase
and delete an internal point on the C̃n diagram we get a Ck plus Cn−k diagram whih belongs to
the reetion CI. If we erase the last root we get the original Cn. So if we remove this node from
the original diagram we get a non semi-simple maximal subalgebra su(n) ⊕ u(1) whih belongs
to the reetion CII. So we an see the one-to-one orrespondene in this g = sp(n) ase. The
same an be heked in the other ases.
Let us ontinue by examining S-reetions. It is easy to hek that the so(n) ⊂ su(n),
sp(n) ⊂ su(n) and so(2k+1)⊕so(2n−2k−1) ⊂ so(2n) subalgebras are maximal but not regular
so they are S-subalgebras. So we an see that all S-reetions have S-subalgebra symmetry. The
S-reetions an be obtained from the twisted ane Dynkin diagrams. We an see that if we




2k we do not get a maximal subalgebra,
however the nodes with maximal subalgebras an be mathed to S-reetions.
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We saw that the R-matries satises the unitary and rossing equations. These an be generalized
to the K-matries. The previous K-matries satisfy the boundary unitary equation
K(u)K(−u) = d(u)1. (3.197)













l (q − u). (3.199)







we have to dene a rossed K-matrix:
K̄(u|c) = K(u|2k − n− c). (3.201)





2 (q − u)
)
. (3.202)





2 (q − u)
)
. (3.203)
Fusion and the onnetion between the S-reetions
Sine the SU(4) group loally isomorphi to the SO(6) group, the g = su(4) R-matrix in the
six-dimensional representation is equivalent to the dening representation of the g = so(6) R-
matrix.
For g = su(4) we have two S-reetions: the h = so(4) and the h = sp(2) symmetri
reetions. For g = so(6) there are also two S-reetions: the h = so(3) ⊕ so(3) and the
h = so(5) symmetri reetions. Sine so(4) ∼= so(3) ⊕ so(3) and sp(4) ∼= so(5) we an see that
the AII and the AIII reetions are equivalent to the DIV reetions for g = su(4) ∼= so(6).
The dening representation of the R-matrix of the SU(4) spin hain is the following:
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where Greek indies with overline denote the anti-fundamental representation and tβ means






where ḡ is the omplex onjugate of g. In this setion we deal with K-matries whih intertwine
between the fundamental and anti-fundamental representations. So they transform under the
SU(4) transformation in the following way:
K(u) −→ gK(u)ḡ† = gK(u)gt. (3.208)
The bYBE for these K-matries is the following:
Rαβ(u1 − u2)(K(u1)⊗ I)Rβᾱ(u1 + u2)(I⊗K(u2)) =
(I⊗K(u2))Rαβ̄(u1 + u2)(K(u1)⊗ I)Rβα(u1 − u2), (3.209)
where we used the Rᾱβ̄ = Rαβ identity. There are two solutions of this equation:






The rst one is the AII and the seond one is the AIII ase. From equation (3.208) we an see
that the residual symmetries are SO(4) and Sp(2).
Let us onstrut these K-matries in the six-dimensional representation. The six-dimensional
representation an be projeted out from the tensor produt of two fundamental ones. Let us
denote the linear transformation whih intertwines between the six-dimensional representation
and the tensor produt of two fundamental representations by A : C4 ⊗ C4 → C6. We an
get a six-dimensional representation G of g using A: G = A(g ⊗ g)A†. This representation is
pseudo-real whih means that there is a unitary matrix C suh that Ḡ = CGC†. But we know
that this representation is not just pseudo-real, but also real. This implies that there exists a
matrix B suh that Gr = BGB
†
where Ḡr = Gr.
Then the six-dimensional representations of the K-matries an be alulated:
K(6)(u) = BA(I⊗K(u− 1))Rαβ(2u)(K(u + 1) ⊗ I)PA†C†B†. (3.211)
This formula an be illustrated as

















−1 0 0 0 0 0
0 −1 0 0 0 0
0 0 −1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0









2−u 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0




We an see these two matries are the same as the possible K-matries of the DIV ase.
Classial limit
We lose this hapter with the omparison of the expliit forms of the κ- and K-matries. For
semi-simple h (AII,AIII,BI,CI,DI,DIV) the asymptoti limit of the K-matries is U for whih
UXU−1 = X for all h whih is onsistent with (3.61).












Ã(θ|c) −B̃(θ|c) 0 0 · · ·
B̃(θ|c) Ã(θ|c) 0 0 · · ·
0 0 1 0 · · ·






























c− k − θ
c− k + θ +
−c− k − θ






c− k − θ
c− k + θ −
−c− k − θ







For the lassial limit we dene the following saling
θ = λ/h, c = 1/ah. (3.217)




Ri(λ/h|1/ah) ∼ κi(λ|a). (3.218)
Summary
In this hapter we reviewed the solutions of rational YBE and bYBE. The results of this thesis
are the following.
1. I have determined a neessary ondition for a κ-matrix to be a solution of the lassial
boundary Yang-Baxter equation (see theorem 3.1). Comparing this neessary ondition
with expliitly onstruted solutions of the previous hapter, we an see that we have
found all the solutions.




In this setion I apply the algebrai Bethe Ansatz (ABA) for SO(2N) sigma models on the nite
strip in two dierent ways.
If the rank of the symmetry group of the sattering matrix is not equal to one, we have to use
nested ABA whih is a reursive method, i.e., we redue the diagonalization of transfer matrix
with rank k to the diagonalization of another transfer matrix with rank k−1. In the rst method
[1℄ the reursion is
SO(2N)→ SU(N)→ SU(N − 1)→ · · · → SU(2)
Unfortunately this method annot be applied to SO(2M + 1) × SO(2N − 2M − 1) symmetri
boundaries. That is why I implemented another method [3℄ where the reursion is
SO(2N)→ SO(2N − 2)→ SO(2N − 4)→ · · · → SO(4)
The diagonalization of the SO(4) transfer matrix an be done for arbitrary integrable boundary
onditions.
4.1 O(2N) sigma model with integrable diagonal boundaries
The quantum integrability of the O(N) non-linear sigma models an be shown by following the
argumentations of Polyakov [17℄, Goldshmidt and Witten (GW) [18℄. The idea is to analyze
the lassial onservation laws (2.90) and their possible quantum orretions. Sine produts
of operators are not well-dened at the quantum level they have to be regularized, leading to
the appearane of new terms whih an make the lassial symmetry anomalous. To deide
whether a higher spin symmetry is maintained or not, one has to lassify the possible anomaly
terms. In the ase of T 2++, the global symmetry, the dimensionality of the elds and the Lorentz













































92 4.1. O(2N) SIGMA MODEL WITH INTEGRABLE DIAGONAL BOUNDARIES
whih implies fatorized sattering. We an obtain a similar equation by exhanging ∂+ ↔ ∂−.
Integrability in the presene of boundaries, similarly to the lassial ase, requires the fulll-
ment of the equation
[





Sine at the quantum level the bulk-boundary OPEs an get quantum orretions, lassial inte-
grable boundary onditions an be anomalous. In partiular, for the O(N) symmetri Neumann
boundary ondition, ∂1n = 0, symmetry and dimensionality allow for an anomaly of the form
T++ − T−−| = c∂τnt∂τn , (4.5)
whih would even spoil the existene of a onserved energy. Sine we have no ontrol on suh
terms, nor have we a systemati quantization approah whih an deide in these questions, we
lassify the integrable boundary onditions based on the existene of reetion fators, whih
satisfy the boundary bootstrap equations.
The quantum O(2N) sigma model with integrable boundaries is speied by its S-matrix and
reetion matries desribing the sattering of the partiles on eah other and on the boundaries,
respetively. The partiles transform aording to the vetor representation of O(2N) and the
simplest way to desribe the sattering proesses is to use the Zamolodhikov - Faddeev (ZF)
operators assoiated to the partiles A†I(ϑ) where I = 1, . . . 2N and the rapidity ϑ determines
the energy momentum of the partiles as











The two-partile S-matrix S(ϑ1, ϑ2) and the reetion matrix R(ϑ) are enoded into the algebra














where B is the operator desribing the boundary. As a result of the assoiativity of the ZF
algebra the S-matrix and the reetion matrix satisfy the Yang-Baxter (YB) and the boundary










































K(i(N − 1)− ϑ) = RJI (ϑ), (4.12)
onditions respetively.
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For the O(2N) sigma model the two partile S matrix is known from the lassi paper [7℄.
Later on we separate its matrix and salar parts thus we write it in the form














δB2B1 , PAB = δ
B2
A1
δA2B1 , KAB = δA1B1δ










































1 + 12N−2 + ϕ
) , ϕ = iϑ
2N − 2 . (4.15)
For the boundary ase the solutions of (4.9) were found in the previous hapter. In eld
theory, we have to nd the proper normalization whih means we have to solve the boundary
unitarity and rossing equations (4.10), (4.12).
The solutions of these equations were lassied and they fall into the following lasses:
1. Diagonal [55℄. The diagonal reetion fators have the form
RA(ϑ) = diag(R1, . . . , R1︸ ︷︷ ︸
K
, R2, . . . , R2︸ ︷︷ ︸
2N-K
), (4.16)





2 (N −K) + ϑ
i
2 (N −K)− ϑ
. (4.17)
Clearly, for the transformation k ↔ N − k the reetion fators exhange R1 ↔ R2, thus
it is enough to onsider the ases k ≤ N/2. Unitarity and boundary rossing unitarity x








































4 + ρ(K − 1) + ϕ
)R0(ϑ),
(4.18)








































The symmetry of this boundary ondition is O(K) ×O(2N −K). The ase K = 1 orre-
sponds to the xed boundary ondition of Ghoshal [53℄, i.e., all boundary onditions are
Dirihlet, while the aseK = 2N orresponds to the O(2N) symmetri Neumann boundary
ondition of Ghoshal [53℄.




Aξ(ϑ) Bξ(ϑ) 0 · · · 0
−Bξ(ϑ) Aξ(ϑ) 0 · · · 0












































a = − i
2
(N − 2) + ξ ; a′ = − i
2
(N − 2)− ξ. (4.22)
The symmetry of this boundary ondition is SO(2)×SO(2N − 2). The ase ξ = 0 redues
to the diagonal solution with k = 2 above. There is another diagonal limit of the reetion
fator, namely by sending ξ →∞ we an reover the O(2N) symmetri boundary ondition.






























3. All bloks the same [57℄. There is also a ompletely non-diagonal reetion fator for




A(ϑ) B(ϑ) 0 0 · · ·
−B(ϑ) A(ϑ) 0 0 · · ·
0 0 A(ϑ) B(ϑ) · · ·



















From the boundary YBE it follows that
B(ϑ) = αϑA(ϑ) . (4.25)
The symmetry of the boundary ondition is U(N). Unitarity and boundary rossing uni-





2 − ρα + ϕ
)




2 − ρα − ϕ
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4. Exeptional boundary onditions for the O(4) model. The above lassiation was on-
rmed in [58℄, and additionally a new family of boundary onditions was found in the O(4)
model. Sine SO(4) ≡ SU(2)l×SU(2)r, the O(4) model is an SU(2) prinipal hiral model,




A+(θ) B+(θ) 0 0
−B+(θ) A+(θ) 0 0
0 0 A−(θ) B−(θ)






(ξl + θ)(ξr + θ)
; B±(θ) =
−iθ(ξr ± ξl)
(ξl + θ)(ξr + θ)
(4.28)

















































1− iξr2π + iθ2π
)R0(θ) .
(4.29)
The symmetry of this boundary ondition is U(1)l × U(1)r. By hoosing ξl = −ξr, the
solution redues to the one-blok ase, while hoosing ξr = i/α and taking the ξl → ∞
limit we an reover the two blok, same reetion fator.
In this subsetion we onentrate on the rst ase, i.e.,
RA(ϑ) = diag(R1, . . . , R1︸ ︷︷ ︸
K
, R2, . . . , R2︸ ︷︷ ︸
2N-K
) = R2(ϑ)KA(ϑ) = R2(ϑ)diag(c, . . . , c︸ ︷︷ ︸
K












Boundary O(2N) model in nite volume
We are interested in the behavior of a system of n partiles put into a strip of length L with
integrable boundaries at the ends of the strip (desribed by reetion matries R(+), R(−) re-
spetively) in the limit L→∞. (This ondition guarantees that we may regard the system as a






















Si,j(ϑi − ϑj) = I, i = 1, . . . n,
(4.33)
where Si,j ats as the two-partiles S-matrix on the tensor produt spae of the i-th and j-th
partiles and as the identity on the others (similarly Ri ats as R on the i-th partiles and as
the identity on the others). This equation states that the total hange in phase (inluding also
the exp(i2piL) fator oming from free propagation) vanishes for the proess, in whih the i-th
partile is pushed through the others to the right boundary, gets reeted there, pushed through
all the others until it gets to the left boundary, gets reeted, and again is pushed through until
it gets bak to its original position.
In the Bethe-Yang equation (4.33) the produt of reetion and sattering matries has to be
diagonalized for all i. This an be done by introduing the double row monodromy and double
row transfer matries. To this end we introdue an auxiliary spae V 2N denoted by A and dene







Sj,A(ϑj + ϑ), (4.34)
while the double row transfer matrix is given as




A (i(N − 1)− ϑ)ωA(ϑ)
]
. (4.35)
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Here R
c
denotes the harge onjugated reetion matrix R
c = CRC−1. Please note that
R
(+)c(i(N − 1)− ϑ) satises the boundary Yang-Baxter, unitarity and boundary rossing ondi-
tions whenever R
(+)(ϑ) does. Thus using the YBE (4.8) and the bYBE (4.9) one an show that
[T (ϑ),T (λ)] = 0, i.e., T (ϑ) and T (λ) an simultaneously be diagonalized. We dene T this way,
beause then (4.33) an be written as
e2ip(ϑ)LT (ϑ)|ϑ=ϑi = −I, (4.36)
sine aording to (4.12) R
(+)c((i(N − 1) − ϑi) and S(2ϑi) ombine into the required R(+)(ϑi).
Thus, eventually, denoting by Λ(ϑ, {ϑi}) the eigenvalue of T (ϑ) the boundary Bethe-Yang equa-
tions for the partile's rapidities an be written as
e2ip(ϑj)LΛ(ϑj, {ϑi}) = −1, j = 1, . . . n. (4.37)
In the following we determine this eigenvalue when on the two ends of the strip the boundary
onditions are idential R
(−)(ϑ) = R(+)(ϑ), and we summarize the results when the two reetion
matries are dierent.
4.2 First method
We diagonalize the double row transfer matrix introdued in (4.35) by the algebrai Bethe Ansatz.
To this end we adapt to the boundary ase the proedure developed in [79℄ for the periodi ase.
4.2.1 Algebrai Bethe Ansatz









θ̂ = 2N − 2− θ = 2
i
(i(N − 1)− ϑ), (4.39)
suh that the rossing transformation on the rapidity variable in (4.11) (4.12) orresponds to
θ → θ̂. Furthermore in the 2N -dimensional target spae V 2N we introdue a omplex basis
|a〉 = 1√
2
(|2a− 1〉r + i |2a〉r), |ā〉 =
1√
2
(|2a− 1〉r − i |2a〉r) a = 1, . . . , N
orresponding to V 2N = V N + V̄ N . In this basis the matrix part of the two-partile S-matrix in




Rab 0 0 0
0 Qab Uab 0
0 Uab Qab 0




Rab = 1ab −
2
θ
Pab, Qab = 1ab −
2
θ̂







We an see that the Rab(θ) is the g = su(N) symmetri R-matrix and the Qab(θ) = R
ta
ab(θ̂).
When transforming also the reetion matries (4.30) into the omplex basis it turns out that
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ā) = R2(θ)KA (4.42)
with
K0a = diag(c, . . . , c︸ ︷︷ ︸
M
, 1, . . . , 1︸ ︷︷ ︸
N−M
), c =
N − 2M + θ
N − 2M − θ , (4.43)
while for K = 2M−1 R(θ) beomes non-diagonal. Sine we insist on having a diagonal reetion
matrix we onsider the K = 2M ase only.
Sine the diagonalization of the double row transfer matrix onerns the matrix parts we
separate them from the salar ones in eq.(4.13) (4.42)
1
. Thus we introdue the following redued
monodromy and transfer matries
T (θ) = R2(θ)R2(θ̂)
n∏
i=1
σ2(θ − θi)σ2(θ + θi)D(θ), (4.44)
ωA(θ, {θi}) = R2(θ)
n∏
i=1
σ2(θ − θi)σ2(θ + θi)MA(θ, {θi}), (4.45)
whih are onstruted from the matrix parts of eq.(4.13) (4.42) only





MA(θ; {θi}) = TA(θ; {θi})KA(θ)T̂A(θ; {θi}), (4.47)
where
TA(θ; {θi}) = RAn(θ − θn) · · ·RA1(θ − θ1), T̂A(θ; {θi}) = R1A(θ + θ1) · · ·RnA(θ + θn). (4.48)
Note that T̂A and TA depend on bulk quantities only (and TA is nothing but the periodi
monodromy matrix), and using the rossing property one readily proves, that T̂A(θ) = T
tA
A (θ̂).
After the appliation of the boundary rossing equation one an write









Using the YBE on the r.h.s. gives









Using the rossing property of the K-matrix this an be written as









where we used that T̂A(θ) = T
tA
A (θ̂). Comparing to (4.46-4.47) leads to
D(θ, {θi}) = D(θ̂, {θi}), (4.52)
1
Clearly the matrix parts alone satisfy the homogeneous Yang-Baxter and boundary Yang Baxter equations,
and the matrix part RAB also satises RAB(θ) = R
tA
AB(θ̂)
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thus the eigenvalues of the redued double row transfer matrix exhibit the rossing property
λ(θ, {θi}) = λ(θ̂, {θi}). (4.53)



















In this basis the double row transfer matrix - that we have to diagonalize - an be written as
D(θ) = tra(K0a(θ̂)Aa(θ)) + tra(K0a(θ̂)Da(θ)). (4.56)
Implementing the algebrai Bethe Ansatz onsists of three steps: rst one has to nd the
so-alled pseudo-vauum and the ation of Aa and Da on it, then one has to determine the
ommutators among the elements of MA, and nally (for N ≥ 2) one has to nd a reursion
relation among the suessive Bethe Ansatz steps - a proedure known as nesting. We turn
to these steps now.
The pseudo-vauum and the Aa(θ), Da(θ) operators
To obtain the pseudo-vauum and the ation of the transfer matrix on it, it is useful to write


















a δ̂a(θ) + γa(θ)K
0
a β̂a(θ). (4.60)
We want Ca to at as annihilation and Ba as reation operators on the pseudo-vauum |φ〉.
Realling the denitions of αa, . . . , δa it is straightforward to see that one an ahieve Ca(θ)|φ〉 =
0 if all the quantum partiles belonging to |φ〉 are in the unbarred spae V N , i.e., if
|φ〉 ∈ Ω0 = V Nn ⊗ · · · ⊗ V N1 . (4.61)
On this pseudo-vauum Ba(θ) indeed ats as a reation operator, but please note that it is
reating a pair of bulk exitations. The seond term in (4.57) annihilates any state in Ω0, thus
on |φ〉 Aa(θ) may be replaed by
Aa(θ)→ Ran(θ − θn) . . . Ra1(θ − θ1)K0a(θ)Ra1(θ + θ1) . . . Ran(θ + θn), (4.62)
i.e., Aa(θ) has indeed a simple ation. However we have to hange the order of γa(θ) and β̂a(θ)
in (4.60) to get a simple ation for Da(θ) on |φ〉.
















Sine we are interested in the ation ofDa(θ) on |φ〉 we may neglet the rst term, as it annihilates
|φ〉. For the same reason, in all omputations in the rest of this subsetion we drop all terms
ending with γ; we denote them simply by . . . . Using (4.63) also to ompute the terms arising
from ommuting α̂b(θ
′) and αa(θ) together with the expliit forms and properties of Rab, Uab











− δa(θ)[K0a ]ta δ̂a(θ) + tra[K0a ]δa(θ)δ̂a(θ)
)
+ . . . (4.65)
Sine terms orresponding to Aa(θ) appear here it is useful to introdue Da(θ) whih is free from
these terms







Also ombining the third and fourth terms in (4.65) with (4.60) one nds
Da(θ) = δa(θ)Ka
0
δ̂a(θ) + . . . . (4.67)
















θ + 1−N ·
θ
θ + 2M −N diag(−1, . . . ,−1︸ ︷︷ ︸
M




θ + 1−N ·
θ







(θ) for later referene). Thus on any state in Ω0, inluding the pseudo-vauum
|φ〉 Da(θ) may be replaed by
Da(θ)→ Qan(θ − θn) . . . Qa1(θ − θ1)Ka0(θ)Qa1(θ + θ1) . . . Qan(θ + θn). (4.70)












in terms of these quantities.
Note that eq.(4.61) guarantees only that Ca(θ)|φ〉 = 0, whih is a neessary ondition for any
|φ〉 being the pseudo-vauum, i.e., the eigenvetor of D(θ). To obtain this eigenvetor and the
orresponding eigenvalue expliitly would require the diagonalization of (4.71) in Ω0 (a problem
equivalent to solving an SU(N) nesting problem). Instead of doing this now we proeed in
deriving the general (i.e. non-vauum) eigenvalues of D(θ) sine for this (4.62) and (4.70) are
suient.
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The ommutation relations between the elements of MA






Fi1,..im,j1,..jm |φ〉 , (4.72)
(where Fi1,..im,j1,..jm are rapidity independent onstants) and determine under what onditions
beomes |Ψ〉 an eigenvetor 2. To obtain these onditions one has to push Aa(θ) and Da(θ)
through the produt of Boperators, and to do this the ommutation relations between these
operators are needed.
We derive these ommutation relations from the following equation satised by MA
RAB(θ − θ′)MA(θ)RAB(θ + θ′)MB(θ′) =MB(θ′)RAB(θ + θ′)MA(θ)RAB(θ − θ′). (4.73)
This equation follows from the denition of Ma(θ) (4.47) and the fat that RAB(θ) (K
0
A(θ))
satisfy the Yang Baxter (4.8) (boundary Yang Baxter (4.9)) equations, respetively
3
.
After some simple manipulations on the appropriate elements of eq.(4.73) one nds
Aa(θ)Rab(θ + u)Bb(u) = Rab(u− θ)Bb(u)Qab(θ + u)Aa(θ)Q−1ab (u− θ)
−Ba(θ)Qab(θ + u)Ab(u)Uab(u− θ)Q−1ab (u− θ)−Ba(θ)Uab(θ + u)Db(u). (4.74)
To get a reasonable ommutation relation we have to get rid of the Rab matrix standing between
Aa(θ) and Bb(u) on the l.h.s. Therefore we take the transpose of this equation in the b spae,
multiply both sides with the inverse of Rtbab(θ+u), and take its transpose in the b spae to obtain
Aa(θ)Bb(u) =
[{



















The rst term on the r.h.s. - where Aa and Bb retained their argument - is the so-alled wanted
term (sine looking for an eigenvetor in the form of |Ψ〉 it may give a ontribution), while
the other two, that ontain Ba(θ), are the unwanted ones (as they annot ontribute to an
eigenvetor in the form of |Ψ〉). It is important to establish a relation between the oeients of
the wanted and unwanted terms, as using this relation one an impose onditions on the wanted
terms, guaranteeing the vanishing of the unwanted ones when onstruting the eigenvetors. To
this end, using the properties of the matries Rab, Qab and Uab summarized in, we rewrite (4.75)
Aa(θ)Bb(u) =
[{





θ − u Resθ′=u
[{






θ − û Resθ′=u
[
Rab(θ




Here we displayed the auxiliary spae indexes of the B operators expliitly. Also sometimes Fi1,..im,j1,..jm |φ〉
is abbreviated simply as |φ〉{i,j}.
3
Eq.(4.73) may be regarded as the generalization of the so-alled RTT relation to the boundary ase
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In this form it is obvious, that the oeient of the rst unwanted term (i.e. the seond term)
is obtained as an appropriate residue of the oeient of the wanted term and in this respet
eq.(4.76) is similar to the analogous periodi expression in [79℄. However, the third term makes
eq.(4.76) signiantly dierent from the analogous periodi expression: on the one hand this
term has a dierent analyti struture than the rst one and on the other it ontains a new
type of operator. Next, we relate this term to the wanted term appearing in the Da(θ)Bb(u)
ommutator.
First, we rewrite eq.(4.76) in terms of the Da(θ) operator introdued in eq.(4.66). After some
manipulations desribed in [1℄ we get
Aa(θ)Bb(u) =
[{





θ − u Resθ′=u
[{






θ − û Resθ′=u
[
Rab(θ
′ − u)Bb(θ)Da(θ′)taQ−1ab (θ′ − u)
]tb
. (4.77)
We start to derive the Da(θ)Bb(u) ommutator with the Da(θ)Bb(u) one. From the appro-
priate elements of eq.(4.73) one obtains
Da(θ)Qab(θ + u)Bb(u) = Q
−1
ab (θ − u)Bb(u)Rab(θ + u)Da(θ)Rab(θ − u)
− Uab(θ − u)Q−1ab (θ − u)Ba(θ)Rab(θ + u)Db(u)
+Q−1ab (θ − u)Ab(u)Uab(θ + u)Ba(θ)Rab(θ − u)
− Uab(θ − u)Q−1ab (θ − u)Aa(θ)Uab(θ + u)Bb(u). (4.78)
We onvert this into a reasonable ommutator in the same way as in the previous ase, i.e.
by taking the transpose of the equation in b spae, multiplying both sides by the inverse of
Qtbab(θ+u) and taking its transpose. However here, on the r.h.s., the order of A and B operators
is wrong as the latter ones stand on the right, thus we have to hange them. When doing so,
we get terms ontaining Bb(u)Aa(θ), whih is the wanted term in (4.77). We want to get rid of
these terms as we want diagonal wanted terms in our ommutation relations. We laim, that
introduing Da(θ), eq.(4.66), in plae of Da(θ) does preisely this, and eventually in terms of
this new operator we nd
Da(θ)Bb(u) =
[{










+ . . . (4.79)
where dots stand for the remaining unwanted terms ontaining only Ab(u) type operators.
What we really need is the ommutation relations between the transfer matrix D(θ), eq.(4.71),
and Bij(u). This problem is solved in [1℄, where we establish the preise relation between the
wanted and unwanted terms in these ommutators.
First level of ABA
The ommutation relations presented in eqs.(4.77) (4.79) have a somewhat unusual form ontain-
ing the transpositions. To emphasize that in spite of this they make it straightforward to evaluate
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the ation of D(θ) on the states generated by a hain of B operators from the pseudo-vauum








Fi,j |φ〉+ · · · =
{
Ra1(u− θ)B1(u)Qa1(u+ θ)Aa(θ)Q−1a1 (u− θ)
}kj
Q−1iak (û− θ)Fi,j |φ〉+ · · · =
Rkla (u− θ)Bml (u)Qnam(u+ θ)Aa(θ)Q−1jan (u− θ)Q−1iak (û− θ)Fi,j |φ〉+ · · · =
Bml (u)R
t1lk
a (u− θ)Qnam(u+ θ)Aa(θ)Q−1jan (u− θ)Q−1iak (û− θ)Fi,j |φ〉+ · · · =
Blm(u)
[
Rt1a1′(u− θ)Qa1′′(u+ θ)Aa(θ)Q−1a1′′(u− θ)Q−1a1′(û− θ)
]ij
lm
Fi,j |φ〉+ . . . (4.80)
where dots stand for the ontribution of the unwanted terms. Using this the ation of Aa(θ)






Rt1a1′(v1 − θ)Qa1′′(v1 + θ) . . . Rtmam′(vm − θ)Qam′′(vm + θ)
×Ran(θ − θn) . . . Ra1(θ − θ1)K0a(θ)Ra1(θ + θ1) . . . Ran(θ + θn)
×Q−1am′′(vm − θ)Q−1am′(v̂m − θ) . . . Q−1a1′′(v1 − θ)Q−1a1′(v̂1 − θ)
]{ij}
{kl}
|φ〉{i,j} + . . . , (4.81)
where eq.(4.62) is used on the r.h.s. to write the ation of the Aa operator on the pseudo-
vauum, and dots denote the ontribution of the unwanted terms. This shows that, similarly
to the periodi ase, it is useful to enlarge the spae Ω0 (4.61) to
Ω1 = (V
N
1′ ⊗ · · · ⊗ V Nm′)⊗ (V Nn ⊗ · · · ⊗ V N1 )⊗ (V Nm′′ ⊗ · · · ⊗ V N1′′ ), (4.82)
and reinterpret the set of vetors |φ〉{i,j} as a vetor in Ω1
∣∣ΨΩ1
〉














monodromy and transfer matries ating in Ω1. Indeed dening






a (θ; {θi, v, w})
]
MΩ1a (θ; {θi, v, w}) =TΩ1a (θ)K1a(θ)T̂Ω1a (θ) (4.84)
and
TΩ1a (θ) = R
t1
a1′(v1 − θ)Rt1a1′′(ŵ1 − θ) . . . Rtmam′(vm − θ)Rtmam′′(ŵm − θ)
×Ran(θ − θn) . . . Ra1(θ − θ1), (4.85)
T̂Ω1a (θ) = Ra1(θ + θ1) . . . Ran(θ + θn)










θ −N + 2
θ −N + 1 ·
θ − 2N + 2









+ . . . , (4.87)
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where dots stand for the unwanted terms, we introdued K1a(θ) ≡ K0a(θ), and also used Ka
1
dened in (4.69). For later onveniene we also introdued the parameters w1, . . . , wm; at the
end of the proedure they have to be identied with v1, . . . , vm after a spei limit ( see [79℄).
In an analogous way, dening




a (θ; {θi, v, w})
]
, (4.88)








T̃Ω1a (θ) = Q
−1t1
a1′ (θ − v1)Q−1t1a1′′ (θ − ŵ1) . . . Q−1tmam′ (θ − vm)Q−1tmam′′ (θ − ŵm)




a (θ) = Qa1(θ + θ1) . . . Qan(θ + θn)













θ −N + 1 ·
θ









+ . . . (4.92)
From the expliit form of MΩ1a and M̃
Ω1
a and the fat that K
1
a(θ) satises the boundary
Yang-Baxter equation it follows that
Rab(θ − θ′)MΩ1a (θ)Rab(θ + θ′)MΩ1b (θ′) =MΩ1b (θ′)Rab(θ + θ′)MΩ1a (θ)Rab(θ − θ′), (4.93)
Qab(θ − θ′)M̃Ω1a (θ)Qab(θ + θ′)MΩ1b (θ′) =MΩ1b (θ′)Qab(θ + θ′)M̃Ω1a (θ)Qab(θ − θ′) (4.94)
hold. (M̃Ω1a also satises (4.93)). Using these and the properties of K
1
a one an prove, that
DΩ1(θ) and D̃Ω1(θ′) ommute
[DΩ1(θ),DΩ1(θ′)] = [DΩ1(θ), D̃Ω1(θ′)] = [D̃Ω1(θ), D̃Ω1(θ′)] = 0, (4.95)
i.e.. they an be diagonalized simultaneously.
On the basis of eq.(4.87) and (4.92) one an relate the eigenvalue λ(θ, {θi}) of the double row
transfer matrix D(θ) to the eigenvalues of DΩ1(θ) and D̃Ω1(θ)
λ =
θ −N + 2
θ −N + 1 ·
θ − 2N + 2
θ −N − 2M + 2Λ1 +
θ −N
θ −N + 1 ·
θ














provided one an have a handle on the vanishing of the ontributions of the unwanted terms
(represented by dots) in (4.87) (4.92), i.e., if one an formulate the vanishing of these terms as




of θ it is lear that
Res
θ=vi
λ(θ, {θi, v, v}) = 0 (4.98)
104 4.2. FIRST METHOD
is a neessary ondition for this. On the basis of evidene we olleted in [1℄ we argue that this
ondition is also suient.
The DΩ1(θ) and D̃Ω1(θ) operators (together with their eigenvalues) an be related by an
argument similar to the one employed to derive the rossing property of D(θ), (4.52). From the
bulk YB equations one nds
Rab(θa − θb)Rac(θa − θc)Rbc(θb − θc) = Rbc(θb − θc)Rac(θa − θc)Rab(θa − θb), (4.99)
Rab(θa − θb)Qac(θa − θc)Qbc(θb − θc) = Qbc(θb − θc)Qac(θa − θc)Rab(θa − θb), (4.100)
while the rossing property of RAB implies Qab(θ) = R
ta












= T̂Ω1a (θ̂). (4.101)








Using these equations and the argument leading to (4.52) one an show that DΩ1 and D̃Ω1 satisfy
the following rossing relation
D̃Ω1(θ, {θi, vi, wi}) =
[
DΩ1(θ̂, {θi, vi, wi})
]
. (4.103)
This implies that the eigenvalues satisfy
Λ̃1(θ, {θi, v, w}) = Λ1(θ̂, {θi, v, w}). (4.104)
Please note that this also implies that the λ(θ, {θi}) eigenvalue of D(θ), (4.96), satises the
rossing ondition (4.53).
Nesting of the sl(N) symmetri spin hain
In this subsetion we determine the eigenvalue Λ1 using the so-alled nesting proedure. The
basi idea is the following: rst we split the auxiliary spae V N into the diret sum V N =









(where AΩ1 is a salar, BΩ1a is an (N − 1)-omponent row vetor, CΩ1a is a (N − 1)-omponent
olumn vetor and DΩ1a is a (N − 1) × (N − 1) matrix in the auxiliary spae), and try to
onstrut Λ1 using a seond Bethe Ansatz step. In this step we assume B
Ω1
a as reation and
CΩ1a as annihilation operators using an appropriate pseudo-vauum and express DΩ1(θ) in terms
of AΩ1 and DΩ1a . The term ontaining A
Ω1
has a simple ation on
∣∣ΨΩ1
〉
, while the ation of the
term ontaining DΩ1a an be desribed in terms of new monodromy and transfer matries M
Ω2
a
and DΩ2 ating on a new spae Ω2. Thus the eigenvalue problem of DΩ1(θ) is redued to that of
DΩ2(θ) and Λ1 an be expressed as a known term (the ation of AΩ1) plus Λ2 (the eigenvalue of
DΩ2). In the next step we split V N−1 = V 1 + V N−2 and repeat the proedure. The suess of
these iterations depends on whether one is able to handle the various monodromy and transfer
matries appearing in the suessive steps. If so then the proedure ends after the (N − 2)-th
step, when the new monodromy matrix is a salar in the auxiliary spae.
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In the rst nesting step the pseudo-vauum is determined by the ondition, that it is






V N−11′ ⊗ · · · ⊗ V N−1m′
)
⊗ Vn ⊗ · · · ⊗ V1 ⊗
(
V N−1m′′ ⊗ · · · ⊗ V N−11′′
)
(4.106)


















(that depend on bulk quantities only) satisfy the ommutation relation
TΩ1a (θ)Rab(θ + θ
′)T̂Ω1b (θ
′) = T̂Ω1b (θ
′)Rab(θ + θ
′)TΩ1a (θ). (4.108)
















and using them one an write the MΩ1a , A
Ω1























where (for later referene) we introdued c1(θ) = c(θ) in (4.42). To ompute the ation of the D
Ω1
a
operator on the pseudo-vauum we need the ommutation relations of the γΩ1a , β̂
Ω1
a operators.





















and substituting this into eq.(4.112) leads to










θ − 1 α̂
Ω1(θ)αΩ1(θ) + . . . , (4.114)





Note that again a term orresponding to AΩ1 appears here thus we hange again DΩ1a into D
Ω1
a
whih is free from this term
D
Ω1




θ − 1 . (4.115)
To express the DΩ1(θ) transfer matrix in terms of the new quantities we introdue
K
2
a(θ) = diag(−1, . . . ,−1︸ ︷︷ ︸
M−1
, 1, . . . , 1︸ ︷︷ ︸
N−M
), (4.116)
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appropriate for the V N = V 1 + V N−1 deomposition, then we nd
DΩ1(θ) = −θ +N − 2M










To obtain under what onditions (4.107) beomes an eigenvetor of this DΩ1(θ) we need the




b (u). From (4.93) - using the expliit form
of the various matries - one an derive
AΩ1(θ)BΩ1a (u) =
θ − u+ 2
θ − u
θ + u





















b (u)Rab(θ + u)D
Ω1














AΩ1(u)BΩ1b (θ)PabRab(θ − u). (4.119)
Please note, that in (4.119) the order of the AΩ1 and BΩ1b operators is wrong, hanging them
using (4.118) we get
DΩ1a (θ)B
Ω1
b (u) = B
Ω1
b (u)Rab(θ + u− 2)DΩ1a (θ)Rab(θ − u) + . . . , (4.120)
where dots represent not only the unwanted terms but also some wanted ones ontaining AΩ1(θ).
We laim, that introduing D
Ω1
a in plae of D
Ω1






b (u) = B
Ω1
b (u)Rab(θ + u− 2)D
Ω1
a (θ)Rab(θ − u) + . . . , (4.121)
where . . . represent now only the various unwanted terms.











θ − θi − 2
θ − θi




θ − u(1)i + 2
θ − u(1)i








+ . . . .
(4.122)








part of DΩ1 one realizes that it is useful to
enlarge the spae Ω
(0)





V N−1n1 ⊗ · · · ⊗ V N−11
)
, (4.123)
introdue the redued reetion matrix K2a(θ) (obtained from (4.114))
K2a(θ) = diag(c2(θ), . . . , c2(θ)︸ ︷︷ ︸
M−1




θ − 1c(θ), d2(θ) =
θ − 1 + c(θ)
θ − 1 ,
(4.124)
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and
TΩ2a (θ) = Ra1(θ + u
(1)
1 − 2) · · ·Ran1(θ + u(1)n1 − 2)
×Rt1′a1′(v1 − θ)R
t1′′




am′′(ŵm − θ) (4.127)
T̂Ω2a (θ) = Q
−1
am′′(wm − θ)Q−1am′(v̂m − θ) · · ·Q−1a1′′(w1 − θ)Q−1a1′(v̂1 − θ)
×Ran1(θ − u(1)n1 ) · · ·Ra1(θ − u
(1)
1 ) (4.128)






































its expliit form as a BA state is determined in the next nesting step). This way the eigenvalue
problem of DΩ1(θ) is redued to that of DΩ2(θ) and the eigenvalue Λ1 is related to Λ2
Λ1 =
θ +N − 2M
θ − 1 ·
θ +N − 2M
θ −N + 2M
n∏
i=1
θ − θi − 2
θ − θi




θ − u(1)i + 2
θ − u(1)i











= Λ2(θ, {θi, v, w, u(1)})
∣∣ΨΩ2
〉
. One an prove, that the ondition for the van-





Λ1(θ, {θi, v, w, u(1)}) = 0. (4.132)
In the k-th step we split V N−(k−1) = V 1 + V N−k. In this step we repeat the proedure we
desribed in details for k = 1, i.e. nd the pseudo-vauum, split the monodromy matrix MΩka ,
nd the modiation D
Ωk
a having a simple ation on the pseudo-vauum, nd the ommutation




b (u) and nally nd the ation of DΩk(θ) on the BA states
generated by BΩka (u
(k)
i ). We desribe below only the essential points but do not repeat all the
details.
The problem is that the monodromy and transfer matries depend on whether k ≤ M or
M < k. (Remember that 1 ≤M ≤ N). To handle this ompliation we dene
ck+1(θ) =
θ
θ − kc(θ), dk+1(θ) =
θ − k + kc(θ)
θ − k , (4.133)







ck+1(θ), . . . , ck+1(θ),
N−M︷ ︸︸ ︷
dk+1, . . . , dk+1) k = 1, . . . ,M,
diag(dk+1, . . . , dk+1︸ ︷︷ ︸
N−k









−1, . . . ,−1,
N−M︷ ︸︸ ︷
1, . . . , 1) k = 1, . . . ,M,
diag(1, . . . , 1︸ ︷︷ ︸
N−k
) k =M + 1, . . . , N − 1, (4.135)
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TΩka (θ) =Ra1(θ + u
(k−1)
1 − 2(k − 1)) · · ·Rank−1(θ + u(k−1)nk−1 − 2(k − 1))×
Rt1a1′(v1 − θ)Rt1a1′′(ŵ1 − θ) . . . Rtmam′(vm − θ)Rtmam′′(ŵm − θ) (4.139)
T̂Ωka (θ) =Q
−1
am′′(wm − θ)Q−1am′(v̂m − θ) . . . Q−1a1′′(w1 − θ)Q−1a1′(v̂1 − θ)×
Rank−1(θ − u(k−1)nk−1 ) · · ·Ra1(θ − u
(k−1)
1 ), (4.140)
satisfying the ommutation relation
TΩka (θ)Rab(θ + θ




′ − 2(k − 1))TΩka (θ). (4.141)
and
Rab(θ − θ′)MΩka (θ)Rab(θ + θ′ − 2(k − 1))MΩkb (θ′) =
=MΩkb (θ
′)Rab(θ + θ




is an appropriate vetor in Ωk:
Ωk = Ω
(0)






1′ ⊗ · · · ⊗ V N−k+1m′ )⊗ (V N−k+1m′′ ⊗ . . . . . . V N−k+11′′ )⊗ (V1 ⊗ · · · ⊗ Vnk−2), (4.144)
whih is onstruted as a BA state. We write MΩka in the auxiliary spae in the form of (4.105)
with Ω2 → Ωk where BΩka and CΩka are (N−k)-omponent row and olumn vetors, respetively.








































ac(2θ − 2(k − 1))β̂Ωkc (θ)γΩkd (θ). (4.148)
Using this in (4.147) one nds










θ − k α̂
Ωk(θ)αΩk(θ) + . . . (4.149)
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θ − k , (4.150)
























k =M + 1, . . . , N − 1.
(4.151)
To ompute the ation of DΩk on the BA states
∣∣ΨΩk
〉
generated by a hain of BΩka -s (appropri-









θ − u+ 2
θ − u ·
θ + u− 2(k − 1)
θ + u− 2k B
Ωk
a (u)A







b (u)Rab(θ + u− 2k)D
Ωk
a (θ)Rab(θ − u) + . . . . (4.153)







θ − u(k−1)i − 2
θ − u(k−1)i









θ − u(k)i + 2
θ − u(k)i
· θ + u
(k)

























+ . . . , (4.155)
where DΩk+1 (and the monodromy matrix belonging to it) are given by (4.137). Note that (4.122)
is the form of (4.154) if one identies
θi ≡ u(0)i and n0 = n. (4.156)
Aording to the end of App. C of [1℄ the ondition for the vanishing of the unwanted terms





Λk(θ, {θi, v, w, u(k)}) = 0. (4.157)
Finally, summing up all the terms (and using the notation in (4.156)), one nds the eigenvalue







θ +N − 2M
θ − k − 1 ·
θ
θ − k ·
θ +N − 2M
θ −N + 2M
nk∏
i=1
θ − u(k)i − 2
θ − u(k)i
· θ + u
(k)







θ − u(k+1)i + 2
θ − u(k+1)i





i − 2k − 2
k = 0, . . . ,M − 1, (4.159)
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Fk =
θ −N
θ − k − 1 ·
θ
θ − k ·
θ −N
θ −N + 2M
nk∏
i=1
θ − u(k)i − 2
θ − u(k)i
· θ + u
(k)







θ − u(k+1)i + 2
θ − u(k+1)i





i − 2k − 2
k =M, . . . ,N − 2, (4.160)
FN−1 =
θ
θ −N + 1 ·
θ −N
θ −N + 2M
nN−1∏
i=1
θ − u(N−1)i − 2
θ − u(N−1)i







θ − vi + 2
θ − vi
· θ − v̂i
θ − v̂i − 2
· θ − wi
θ − wi − 2
· θ − ŵi + 2
θ − ŵi
. (4.161)








The nesting proedure disussed here an be used also to determine the Λ̃1(θ, {θi, v, w})
eigenvalue of D̃Ω1(θ; {θi, v, w}). We laim, that the result an indeed be summarized by equation
(4.104).
4.2.2 The Bethe Ansatz equations
The eigenvalue of the redued transfer matrix D(θ) is obtained from (4.96), (4.158) and (4.104).
Starting from here one an onstrut the Bethe Ansatz equations in the same way as in the
periodi ase, i.e., one has to let wi → vi in a ertain spei way. In this limit the anellation
of ertain poles at θ = wi + 2 is ahieved only if eah vi oinides with one u
(N−1)
i . To desribe
the outome it is useful to introdue a new notation, where the set of u
(N−1)

















+N − 1, i = 1, . . . , n− = nN−1 −m, (4.164)















+ k, i = 1, . . . , nk, k = 1, . . . , N − 2. (4.166)
(Here we also made some shifts in the magnon rapidities making possible to ast the resulting
BAE into a more familiar form). Returning also to the rapidity variable ϑ, (θ = 2ϑi ), used in
setion 2, the eigenvalue of the redued transfer matrix an be written as
λ(ϑ, {µ(k)i }) =
ϑ− i2(N − 2)
ϑ− i2(N − 1)
· ϑ− i(N − 1)






ϑ− i2(N − 1)
· ϑ
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ϑ− µ(k)i + i2









, k = 0, . . . , N − 2,+,−,
sine using them one an write
Gk(ϑ) =
ϑ(ϑ+ i2(N − 2M))2








k = 0, . . . ,M − 1
Gk(ϑ) =
ϑ(ϑ − i2N)2








k =M, . . . ,N − 3
GN−2(ϑ) =
ϑ(ϑ− i2N)2








(N − 2))Z+(ϑ −
i
2
(N − 2)), (4.170)
GN−1(ϑ) =
ϑ(ϑ− i2N)










G̃k(ϑ) = Gk(ϑ̂), ϑ̂ = i(N − 1)− ϑ. (4.172)
(More preisely the GN−2(ϑ) have this form for M = 1, . . . , N − 2 only. For M = N − 1 the









in (4.170)). Setting Zk(ϑ) ≡ 1
for k = 1, . . . , N − 2,+,− orresponds to the absene of magnoni exitations, thus substituting
these - together with µ
(0)
i ≡ ϑi - into eq.(4.167-4.171) gives the eigenvalue of D(ϑ) on the pseudo-
vauum.
The magnoni Bethe Ansatz equations








































































, k 6=M (4.173)








































































, k =M, (4.174)
where Lt = {t − 1, t + 1}, {N − 3,−,+}, {N − 2} for 1 ≤ t ≤ N − 3, t = N − 2 and t = ±,
respetively.
These equations determine µ
(k)
i k = 1, . . . , N − 2,± in terms of µ
(0)





j (but keeping µ
(k)
i i 6= j and µ
(l)
i l 6= k the same) in eq.(4.173-4.174) hanges
both sides of the equations to their inverses, thus the µ
(k)
j roots are doubled, to every µ
(k)
j solving
(4.173-4.174) there is another one −µ(k)j .
Comparing these equations to the periodi ones shows that they are similar to those with




i doubling of all fators on the l.h.s.











on the r.h.s of (4.173-4.174) by realizing that this is nothing but the i = j term of the
















r.h.s. of (4.173) (resp. (4.174)), and
nk∏
i 6=j
on the l.h.s. This redued or simplied form of the

































i ) = 1, (4.175)





k desribe the (diagonal) reetions of the k-th magnon on the two ends of the strip
4
. The
Skl(µ) is best desribed by assigning the magnons to the simple roots of DN : k = 1, . . . , N−2→
αk, k = +→ αN−1, k = − → αN with the following non-vanishing salar produts
(αk · αk) = 2 ∀k, (αk · αk+1) = −1, k = 1, . . . N − 2, (αN−2 · αN ) = −1, (4.176)
while µ
(0)
i ≡ ϑi to the root α0 satisfying (α0 · αk) = −δ1k:
Skl(µ) =
µ+ i2(αk · αl)
µ− i2(αk · αl)
. (4.177)
4
The absene of any e2ipL type term in these equations an be understood by realizing that although the
magnons have rapidity they arry no momentum.
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This magnon-magnon S-matrix is of ourse the same as the one extrated from the magnoni
BAE in the periodi ase. The novelty is that one an extrat also the magnoni reetions from

















j ) = −
µ
(M)












i ≡ ϑi and there are
only two funtions GN−2(ϑ) ≡ G0(ϑ) and GN−1(ϑ) ≡ G1(ϑ) ontributing to λ in (4.167). The









































































for M = 1
(4.179)
where M = 2 orresponds to the pure Neumann, while M = 1 to the 2 Dirihlet and 2 Neumann
boundary onditions.
The boundary Bethe Yang equations for the massive partiles
Finally, we turn to the disussion of the boundary Bethe-Yang equations (4.37) for the mas-
sive partiles. For this one needs the Λ(ϑ, {ϑj}) eigenvalue of the double row transfer matrix
T (ϑ); to obtain this one has to multiply λ(ϑ, {µ(k)i }) in (4.167) by the produt of salar fators
R2(ϑ)R2(ϑ̂)
∏
σ2(ϑ − ϑi)σ2(ϑ + ϑi). It is important to notie that (4.37) ontains Λ(ϑi, {ϑj})
and in the G0(ϑ) funtion, appearing in λ, there is a pole at ϑ = ϑi(≡ µ(0)i ). To anel this pole













































) , ϕ = iϑ
2N − 2 . (4.180)
Furthermore we express R2(ϑ̂) in terms of R2(ϑ) sine aording the boundary rossing equation
(4.12) they are related as
R2(ϑ) = −
ϑ− i(N − 1)
ϑ− i2 (N − 1)
· ϑ−
i
2 (N − 2)
ϑ− i2
S0(2ϑ)R2(ϑ̂)
ϑ− i2(N − 2M)
ϑ − i2(N + 2M − 2)
. (4.181)
This way we nd from (4.37) the Bethe-Yang equations for the partile rapidities in the form
e2ip(ϑj)LR22(ϑj)
(ϑj + i2(N − 2M)
i
2(N − 2M)− ϑj
)2 n∏
i 6=j
S0(ϑj − ϑi)S0(ϑj + ϑi)Z1(ϑj) = 1, j = 1, . . . , n,
(4.182)
for M = 1, . . . , N and N ≥ 3; for N = 2 the only hange is that Z1(ϑj) is replaed by
Z+(ϑj)Z−(ϑj). The fator in front of the produt term in (4.182) is nothing but c
2(ϑj), thus
5
Note that this implies that only the term ontaining G0(ϑ) ontributes.
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the (R2(ϑj)c(ϑj))
2
term plays the role of an eetive reetion fator for all the partiles. This
eetive reetion fator reprodues the pure Neumann oeient, R0(ϑj), (4.19), for M = N ,
sine R2(ϑ)c(ϑ)|M=N = R0(ϑ).
Eq.(4.182) diers from the analogous periodi equation in addition to the appearane of this
eetive reetion fator also by the ϑi → −ϑi µ(1)i → −µ
(1)
i doubling of the terms in the various
produts. As a result substituting ϑj → −ϑj on the l.h.s. of (4.182) hanges every term to its
inverse; sine the 1 on the r.h.s. is invariant, we onlude that if ϑj solves (4.182) then −ϑj is
also a solution, i.e., ϑj are also doubled.
The ase with dierent boundaries
The proedure to obtain the eigenvalue of the DTM and the aompanying Bethe Ansatz equa-
tions an be used also when the the reetion matries at the ends of the interval are dierent.
In this hapter we summarize how the previous results hange in this ase.
We assume that on the left (+) and right (−) ends of the interval the reetion matries are
dierent, but both of them are of the diagonal type (4.42)
R
(±)













±, . . . , c±︸ ︷︷ ︸
M±
, 1, . . . , 1︸ ︷︷ ︸
N−M±
), c± =
N − 2M± + θ
N − 2M± − θ , (4.184)
with M± being the two integers haraterizing the left and right boundaries and
R±2 (θ) = R2(θ)|K=2M± , (4.185)
with R2(θ) in (4.18).
The redued monodromy and transfer matries are introdued now by
T (θ) = R−2 (θ)R+2 (θ̂)
n∏
i=1
σ2(θ − θi)σ2(θ + θi)D(θ), (4.186)
ωA(θ, {θi}) = R−2 (θ)
n∏
i=1
σ2(θ − θi)σ2(θ + θi)MA(θ, {θi}), (4.187)
where







MA(θ; {θi}) = TA(θ; {θi})K(−)A (θ)T̂A(θ; {θi}), (4.189)
with the same T and T̂ as in (4.48). The equation for the eigenvalues of D(θ) following from the
rossing symmetry of the R- and the K-matries has the form now
λ(θ, {θi},M+,M−) = λ(θ̂, {θi},M+,M−) (4.190)
instead of (4.53).
The simplest way to desribe the new magnoni BAE is in terms of the eetive magnoni
Bethe Yang equations (4.175): the magnon-magnon S matrix is of ourse the same as in (4.177)
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and only the magnon reetions r
(±)







j ) = −
µ
(M−)











j ) = −
µ
(M+)







all the other r
(±)
k are just 1. In a similar way the only hange in the boundary Bethe-Yang
equations (4.182) is that in the two boundary ase one must make the
(R2(ϑj)c(ϑj))
2 → R+2 (ϑj)c+(ϑj)R−2 (ϑj)c−(ϑj) (4.192)
substitution.
Let us summarize this setion. We onsidered the O(2N) sigma model with integrable di-
agonal boundaries and as a main result derived the boundary Bethe-Yang equation for the
partile rapidities (4.182) together with the boundary versions of the Bethe Ansatz equations
(4.173-4.174). We ahieved this by diagonalizing the double row transfer matrix using the gen-
eralization of the method of [79℄. During this investigation we paid a partiular attention to the
relation between the wanted and unwanted terms and argued that the vanishing of the residue
of the eigenvalue at the magnon rapidities is not only a neessary but also a suient ondition.
In this investigation we restrited our attention to the ase when the partile reetions at
the ends of the interval were idential and diagonal. Working in an appropriate omplex basis
this required that K, the number of elds satisfying Neumann b.., had to be even, K = 2M ; and
this led to the O(2N) → O(2M) × O(2(N −M)) symmetry breaking pattern by the boundary
onditions. Please note that in this symmetry breaking the rank of the symmetry group does
not hange, while for K odd it would derease by one. For this reason we expet that the K =
odd ase annot be obtained from our results by some analyti ontinuation.
In this setion, we also gave the main results for the ase with dierent (diagonal) reetion
matries at the two ends of the interval.
4.3 Seond method
We saw that the possible integrable boundaries an be divided into two groups. The rst group
ontains those for whih rank(h) = rank(g), where h and g are the Lie algebras of the H and G
groups. In these ases the eigenvalue of the transfer matrix and the Bethe Ansatz equations are
similar as in the periodi ase (they have the same type of Bethe roots).
For the seond ase we have rank(h) < rank(g). One suh ase is the so-alled soliton-
nonpreserving reetion [80℄. For suh systems, transfer matrix eigenvalues and Bethe Ansatz
equations were determined by the analyti Bethe Ansatz [81, 70℄. In addition, there is a DIV
ase when G = O(2N) and H = O(2M + 1)×O(2N − 2M − 1).
The purpose of this setion is to develop an algebrai Bethe Ansatz method by whih the
Bethe Ansatz equations of this DIV ase an be determined. The basis of the method of the
previous setion was that the problem is returned to diagonalization of an SU(N) symmetri
transfer matrix in the rst step of the nesting. It is possible beause the R-matrix of the O(2N)
model has a six-vertex blok-form. Unfortunately, that proedure annot be used for the model
with O(2M + 1) × O(2N − 2M − 1) symmetri boundary beause its K-matrix is not blok
diagonal.
In this setion we develop another method. In this, we have to diagonalize O(2N − 2k)
transfer matrix at the k-th step of the nesting. We will see that the method an be used for the
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diagonalization of the transfer matrix with O(2M + 1)×O(2N − 2M − 1) symmetri K-matrix
as well.
The setion is strutured as follows: In the next subsetion the algebrai Bethe Ansatz is
desribed for open O(2N) spin hains, whih is the generalization of the periodi ase [82℄.
Using this we onstrut Bethe Ansatz equations for all O(2N) K-matries inluding the H =
O(2M +1)×O(2N −2M −1) ase whih was not studied previously. This Bethe Ansatz method
an be applied to the O(2N + 1) type spin hains and the results are summarized in [2℄.
In this setion (beause of the omplexity of the ommutation relations of the elements of
the transfer matrix) we do not derive preisely the anellation of unwanted terms. To hek the
orretness of the results we an ompare the results of the subsetions B.1, B.2, B.3 with the
previous results [1, 58℄. We then an assume that this method gives the orret result for the
DIV ase, as well.
Conventions
We will use the following onvention for the R-matrix:






K12 = I12 + d(u)P12 + eN (u)K12, (4.193)
where û := 2N − 2 − u and 1 and 2 denote two opies of a 2N -dimensional vetor spae. We










where T0 and T̂0 are two one row monodromy matries
T0(θ) = R01(θ) · · ·R0L(θ), T̂0(θ) = RL0(θ) · · ·R10(θ). (4.196)
In the next subsetion we will present a dierent proedure whih an be used for the al-
ulation of this result. This alulation is the generalization of the one in [82℄ to open spin
hains.
4.3.1 The nesting for R-reetions
In this subsubsetion, we desribe the nested Algebrai Bethe Ansatz for open spin hains. In
the zero step the diagonalization of the transfer matrix of the SO(2N) model is returned to the
diagonalization of SO(2N−2) transfer matrix. In the rst step the ase SO(2N−2) is returned to
an SO(2N−4) ase, and so on. In the last step we have to solve an SO(4) model. At this step the
SU(2)×SU(2) base is used beause the R-matrix is fatored at this base. The K-matries, whih
are examined in this subsetion, are also fatorized. Non-fatorizing K-matries are investigated
in the following subsetion.
At the nested Bethe Ansatz of the periodi ase we saw there were two types of unwanted
terms: the traditional (in whih the rapidities are interhanged) or the so-alled easy unwanted
terms whih inlude not only a reation operator but also a annihilation operator of the pseudo-
vauum [82℄.
These easy unwanted terms an be omitted in one-magnon states beause they annihilate
the pseudo-vauum. However at the multi-partile states these annot be omitted. For the
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disappearane of this easy unwanted terms it was neessary to dene n-partile operators with
a ompliated reursion formula. We have seen at the periodial ase that the formula of the
n-partile state an be derived by an alternative method. At this method we required that the
eigenvetors must be symmetrial in rapidities. We will use this seond method to derive the
formula for n-partile eigenstates.
The zeroth step
At the beginning of every step of nesting we have to hoose a new basis: {|1〉, |2〉, |3〉, . . . , |2N〉} −→
{|1〉c, |3〉, . . . , |2N〉, |1̄〉c}, where
1√
2
(|1〉+ i|2〉) −→ |1〉c,
1√
2
(|1〉 − i|2〉) −→ |1̄〉c.
So the 2N -dimensional spaes are deomposed to the next diret sum: C2N = C ⊕ C2N−2 ⊕ C.
The R-matrix in this new basis an be written in the following way:
R12(u) =

a(u) 0 0 0 0 0 0 0 0
0 I2 0 d(u)k
t2
12 0 0 0 0 0
0 0 bN (u) 0 eN (u)k12 0 cN (u) 0 0
0 d(u)kt112 0 I1 0 0 0 0 0
0 0 eN (u)k
t1t2
12 0 X12(u) 0 eN (u)k
t1t2
12 0 0
0 0 0 0 0 I1 0 d(u)k
t1
12 0
0 0 cN (u) 0 eN (u)k12 0 bN (u) 0 0
0 0 0 0 0 d(u)kt212 0 I2 0











|i〉 ⊗ |i〉, kt112 =
2N−2∑
i=3
〈i| ⊗ |i〉, kt212 =
2N−2∑
i=3












0 0 Y ∗
















where A, A∗, B, C are numbers Bt, Ct are 1 × (2N − 2) matries B∗, C∗ are (2N − 2) × 1
matries A is a (2N −2)× (2N −2) matrix in the auxiliary spae. We will also use the following
notation:
~B = Bt.
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We want to diagonalize the double row monodromy matrix:
D(θ) = Y L(θ̂)A(θ) + Tr0Y
L
0 (θ̂)A0(θ) + Y
∗L(θ̂)A∗(θ). (4.202)
We also know that:
A = αY Rα̂+ βtYRγ̂∗ + βY ∗Rγ̂,
A = αYRα̂+ γ∗Y Rβ̂
t
+ β∗Y ∗Rγ̂t, (4.203)






If we want to know how these operators at on the pseudo-vauum we have to hange the order
of some β and γ operators. This an be done by using the Yang-Baxter relation. The results are
the following:







































+ . . . ,
where the . . . means terms whih annihilate the pseudo-vauum. The derivation an be found
in [2℄. It is onvenient to redene these operators:
Ā(θ) = A(θ)− d(2θ)
a(2θ)
A(θ), (4.205)






These new operators at on the pseudo-vauum as:









































+ Y ∗L(θ̂)Ā∗(θ). (4.208)
CHAPTER 4. QUANTUM INTEGRABLE MODELS 119
At this point we know how the terms of the double row monodromy matrix at on the pseudo-
vauum. The next step is to gure out the ommutation relation of the elements of the transfer
matrix. This an be done by using the boundary Yang-Baxter equation. We onentrate only











12 (θ + u− 2)Ā1(θ)R
(1)




Bt(u)Ā∗(θ) + . . . ,
where R(1) denotes the R-matrix of the O(2N − 2) model:
R
(1)





2N − 4− uK12 = I12 + d(u)P12 + eN−1(u)K12. (4.210)
The derivation an be found in [2℄. The Bethe states are more ompliated than in the periodi
ase [82℄. To alulate these, we use the property that the vetor must be symmetrial to the
exhanges of the rapidities. The derivations are found in [2℄. The one-partile state is simple:
|Ψ〉1−particle = ~B(u(1)1 )F|1〉⊗Lc = ~Φ(1)(u
(1)
1 )F|1〉⊗Lc , (4.211)
where F is a (2N − 2)-omponent vetor. The two partile state is the following:






















































2 . This is not analogous to the periodial ase. The
third term whih ontains A is present only in the model with a boundary.


















































2 , . . . , û
(1)





































2 , . . . , û
(1)
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where hats denote the missing terms.
The eigenvalue of the transfer matrix an be written in the following form:









































k̄L0 (θ) = Y
∗L(θ), (4.218)
kR0 (θ) = Y
R(θ),








and the λ1 is the eigenvalue of a new transfer matrix. This is a transfer matrix of the O(2N − 2)
model with shifted rapidities and new reetion matrix:
K(1)L(θ − 1) = YL(θ)− d(2θ)
a(2θ)
Y ∗L(θ), (4.219)





























where n1 is the number of magnons at the rst step of the nesting. A new basis should also be
introdued at this step: {|3〉, |4〉, |5〉, . . . , |2N〉} −→ {|2〉c, |5〉, . . . , |2N〉, |3̄〉c} where
1√
2
(|3〉+ i|4〉) −→ |2〉c,
1√
2
(|3〉 − i|4〉) −→ |2̄〉c.




Y (1) 0 0
0 Y(1) 0
0 0 Y ∗(1)

 . (4.222)
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The eigenvalue of this transfer matrix (similar to D) is:






































i + θ̂ − 2)
, (4.225)
and
kL1 (θ) = Y
(1)L(θ − 1) + d(2θ̂ − 2)
a(2θ̂ − 2)
trY(1)L(θ − 1) + cN−1(2θ̂ − 2)
a(2θ̂ − 2)
Y ∗(1)L(θ − 1),
k̄L1 (θ) = Y
∗(1)L(θ − 1), (4.226)
kR1 (θ) = Y
(1)R(θ − 1),
k̄R1 (θ) = Y
∗(1)R(θ − 1) + d(2θ̂ − 2)
a(2θ̂ − 2)
trY(1)R(θ − 1) + cN−1(2θ̂ − 2)
a(2θ̂ − 2)
Y (1)R(θ − 1).
The k-th step
This proedure an be ontinued until the O(4) model is reahed. The K-matrix at the k-th
step is:
K(k)L(θ − k) = Y(k−1)L(θ − (k − 1))− d(2θ − 2(k − 1))
a(2θ − 2(k − 1))Y
∗(k−1)L(θ − (k − 1)), (4.227)
K(k)R(θ − k) = Y(k−1)R(θ − (k − 1)) − d(2θ − 2(k − 1))
a(2θ − 2(k − 1))Y
(k−1)R(θ − (k − 1)). (4.228)
The new basis at the k-th step is the following: {|2k + 1〉, |2k + 2〉, |2k + 3〉, . . . , |2N〉} −→
{|k + 1〉c, |2k + 3〉, . . . , |2N〉, |k + 1〉c} where
1√
2
(|2k + 1〉+ i|2k + 2〉) −→ |k + 1〉c,
1√
2
(|2k + 1〉 − i|2k + 2〉) −→ |k + 1〉c.




Y (k) 0 0
0 Y(k) 0

























λk(θ) = Fk(θ) + λk+1(θ) + F̄k(θ), (4.231)






































i + θ̂ − 2k)
, (4.233)
and
kLk (θ) = Y
(k)L(θ − k) + d(2θ̂ − 2k)
a(2θ̂ − 2k)
trY(k)L(θ − k) + cN−k(2θ̂ − 2k)
a(2θ̂ − 2k)
Y ∗(k)L(θ − k),
k̄Lk (θ) = Y
∗(k)L(θ − k), (4.234)
kRk (θ) = Y
(k)R(θ − k),
k̄Rk (θ) = Y
∗(k)R(θ − k) + d(2θ̂ − 2k)
a(2θ̂ − 2k)
trY(k)R(θ − k) + cN−k(2θ̂ − 2k)
a(2θ̂ − 2k)
Y (k)R(θ − k).
where the k < N − 2 and the λN−2 is the eigenvalue of the transfer matrix of the O(4) model.
The (N − 2)-th step
At the last step of the nesting we have an O(4) symmetri model whih an be easily solved if




[I+ d(θ)P]⊗ [I+ d(θ)P] = 1
a(θ)
RXXX(θ)⊗RXXX(θ). (4.235)













The transfer matrix an be written in the following form:








i − 2N + 4)
D+(θ)D−(θ),
(4.237)




KL,±0 (N − θ)
nk∏
i=1




0 (θ −N + 2)
1∏
i=nk
RXXXi0 (θ + u
(N−2)




The eigenvalue of the O(4) transfer matrix (λN−2):
λN−2(θ) = K
L




θ − u(N−2)i − 2
θ + u
(N−2)
i − 2N + 4
θ + u
(N−2)
i − 2N + 2
λ+(θ)λ−(θ),
(4.239)













i − 2N + 2
θ + u
(N−2)









i − 2N + 4
θ + u
(±)





θ −N + 2
θ −N + 1
n±∏
i=1












A (N − θ) +
d(2θ − 2N + 4)
a(2θ − 2N + 4)K
L,±
D (N − θ),
kR,±A = K
R,±
A (N − θ), (4.241)
kL,±D = K
L,±
D (θ −N + 2),
kR,±D = K
R,±
D (θ −N + 2)−
d(2θ − 2N + 4)
a(2θ − 2N + 4)K
R,±
A (θ −N + 2).
The expliit formulas for O(2M) × O(2N − 2M), U(N) and O(2) × O(2N − 2) symmetri K-
matries are presented in Appendix B. The results an be easily illustrated.
First look at the DN Dynkin diagram. After that we mark the simple root (M or 1 or
+) whih does not belong to the symmetry algebra of the boundary. We an assign massless
partiles to the nodes of the Dynkin diagram. The typeM partile will get a nontrivial boundary
























If we know the sattering and reetion phases of these magnons we also know the BAEs.
Only the onneted nodes have non-trivial sattering fators:
sij(u) =
u+ αi · αj
u− αi · αj
. (4.242)
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where the αis are the usual simple roots of the DN algebra.

















The non-trivial reetion fator is the following:
rM (u) =
N −M + u
N −M − u, r1(u) =
N − 1− c+ u
N − 1− c− u, r+(u) =
N − 1− c+ u
N − 1− c− u. (4.244)
4.3.2 Nesting for O(2M + 1)×O(2N − 2M − 1) symmetri boundaries
In this subsetion we use the following K-matrix:
K(u) = diag(c(u), . . . , c(u)︸ ︷︷ ︸
2M





N − 2M − 1 + u
N − 2M − 1− u. (4.246)




N − 2M − 1 + k − u
N − 2M − 1− k − udiag(ck(u), . . . , ck(u)︸ ︷︷ ︸
2M−2k





N − 2M − 1 + k + u
N − 2M − 1 + k − u. (4.248)




N − 1− k − u
N − 2M − 1− k − udiag(1, . . . , 1︸ ︷︷ ︸
2N−2k−1
,
N − 1− k + u
N − 1− k − u). (4.249)
The expliit form of the boundary oeients for k < M :
kLk (θ) =k̄
R
k (θ) = −
(θ̂ −N + 2)(θ̂ +N − 2M − 1)(θ̂ − 2N + 2)




k (θ) = −
θ(θ +N − 2M − 1)
(θ − k)(θ −N + 2M + 1) , (4.251)




(θ̂ −N + 2)(θ̂ − 2N + 2)





θ(θ −N + 1)
(θ − k)(θ −N + 2M + 1) , (4.253)
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At the last step of the nesting we have a O(4) symmetri model with the following boundary
ondition:
K(N−2)(θ) =
θ +N − 2


























This ase diers from the foregoing that the reetion matrix does not fatorize in the SU(2)×
SU(2) basis. The solution of this model is derived in the appendix B.4. The eigenvalue of this
transfer matrix is the following:









N−2 − 2N + 2
θ + u
(i)
N−2 − 2N + 4
nN−1∏
i=1














i − k, where k = 1, . . . , N − 1, (4.257)

























i ) = 1 (4.258)


















i ) = 1 (4.259)



















i ) = 1, (4.260)
where the αis in the sattering phase are the su(N) simple roots.
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Only one reetion fator is non-trivial:
rM (u) =
N −M − 1 + u
N −M − 1− u. (4.262)
We an see that the struture of these Bethe Ansatz equations are dierent to from the
previous ases. For regular reetion matrix the Bethe Ansatz equation is very similar to the
Bethe Ansatz equation of the periodi ase [79, 82℄. The number of type of Bethe roots and the
the sattering phases (skl (u)) are the same. The only dierene are the following.
1. There are reetion fators (rM (u)).

























However, for O(2M +1)×O(2N−2M −1) reetions (S-reetions) there are fewer Bethe roots
(there is only N − 1 type of Bethe roots) and the the sattering phases are also dierent (we
have to use the su(N) Dynkin diagram). Besides that the sN−1,N−1 sattering fators are not
doubled in equation (4.260). That is why these are non-standard Bethe Ansatz equations.
Chapter 5
Conlusions
This thesis overed the integrable boundary sigma models. The main part of the thesis is ut
into three parts. The rst is lassial integrability of boundary onditions of sigma models, the
seond is the lassiation of rational R- and K-matries and third is the the appliation of the
algebrai Bethe Ansatz method to O(2N) sigma models with boundaries.
In Chapter 2, I summarized the onformal boundary onditions of sigma models. After that
the Lax formalism was presented. It was lear that the existene of zero urvature representation
of theory with boundary implies that the boundary ondition an be written as a boundary
atness ondition of the κ-matrix. I alulated the onsistent solutions of this equation. I
demonstrated that the existene of the innitely many onserved harges in involution implies
that the κ-matrix has to satisfy the bYBE. I showed that onsistent solutions of the atness
ondition and the solutions of the bYBE are equivalent.
In Chapter 3, I proved that all eld-independent solutions of the bYBE were found in
Chapter 2. After that I proved that if the boundary breaks the bulk symmetry G to H then
G/H has to be a symmetri spae and the K-matrix has a free parameter if and only if H is not
semi-simple. Using this theorem I onstruted all of the quasi-lassial rational solutions of the
bYBE.
In Chapter 4, I applied the algebrai Bethe Ansatz method to O(2N) sigma models with
boundaries in two dierent ways. The rst method used the reursion
SO(2N)→ SU(N)→ SU(N − 1)→ · · · → SU(2)
It was lear that this method annot be applied to SO(2M +1)×SO(2N − 2M − 1) symmetri
boundaries. That is why I implemented another method where the reursion was
SO(2N)→ SO(2N − 2)→ SO(2N − 4)→ · · · → SO(4)
I obtained that the SO(2M+1)×SO(2N−2M−1) symmetri boundaries lead to non-standard
Bethe Ansatz equation. The reason was that the boundary dereased the rank of the symmetry
algebra therefore there were fewer Bethe roots than in the periodi ase.
127
Aknowledgments
I would like to thank my advisor Zoltán Bajnok for all the support, advie, disussions, ollabo-
ration and his group for providing a stimulating environment for researh. In partiular, I would
like to thank my ollaborators: Ines Anieto, Marius de Leeuw, Minkyoo Kim, Charlotte Krist-
jansen, Georgios Linardopoulos, László Palla and Balázs Pozsgay for the interesting disussions
and insights shared. I should also like to thank my former and urrent oe mates: Mihael C.
Abbott, László Holló, József Konzer, Márton Lájer, Haryanto M. Siahaan, Gábor Zsolt Tóth,
István Vona and Chao Wu.





A.1 bYBE for the new κs
In this setion, we prove that matries desribed in Subsetion 3.1.2 fulll the bYBE (2.396).















This equation is satised thanks to the following identities:
[C12,M1] = −[C12,M2], (A.2)
[C12,M1M2] = 0 (A.3)
M1C12M2 =M2C12M1. (A.4)
Equation (A.2) follows from M ∈ g.
[C12,M1] = [TA,M
BTB ]⊗ TA = fCABMBTC ⊗ TA = −MBTC ⊗ [TC , TB ] = −[C12,M2]. (A.5)
Equation (A.3) and (A.4) follows from M2 ∼ 1 whih means MTaM−1 = Ta and MTαM−1 =
−Tα where Ta ∈ h and Tα ∈ f.
[C12,M1M2] = TAM ⊗ TAM −MTA ⊗MTA =
= TAM ⊗ TAM − (TaM ⊗ T aM + (−TαM)⊗ (−TαM) = 0. (A.6)
The derivation of (A.4) is similar.




C12, (1 + λ1M1 + λ
2









(1 + λ1M1 + λ
2
1N1)C12(1 + λ2M2 + λ
2
2N2)−
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The matries M and N satisfy the following identities:
[C12,M1] = −[C12,M2], (A.8)
[C12,M1M2] = −[C12, N1]− [C12, N2], (A.9)
M1C12M2 −M2C12M1 = −[C12, N1] + [C12, N2], (A.10)
[C12,M1N2] = −[C12, N1M2], (A.11)
[C12,M1N2] =M1C12N2 −N2C12M1. (A.12)
[C12, N1N2] = 0, (A.13)
N1C12N2 = N2C12N1. (A.14)
Using these, the equation (A.7) is satised. The identity (A.8) is satised beause M ∈ g. Let
us see (A.9) and (A.10).
[C12,M1M2]−M1C12M2 +M2C12M1 = [[C12,M1],M2]+ =
= − [[C12,M2],M2]+ = −[C12,M22 ] = −2[C12, N2] (A.15)
[C12,M1M2] +M1C12M2 −M2C12M1 = [[C12,M2],M1]+ =
= − [[C12,M1],M1]+ = −[C12,M21 ] = −2[C12, N1] (A.16)
where we used (2.262) i.e.
2N −M2 ∼ 1 and N2 ∼ 1
By adding and subtrating the equations above we an get (A.9) and (A.10). Equations (A.13)
and (A.14) follows from N2 ∼ 1 similarly to (A.3) and (A.4).
Now we only have to prove the equation (A.11) and (A.12). This an be done by using the
expliit forms of M and N whih were shown in Subsetion 3.1.2. When N 6= 0, (MN − c1) ∈ g
where c is a number. For (g = su(n), h = u(1)⊕su(m)⊕su(n−m)) c = i4kmλn and for (g = so(n),
h = so(2)⊕ so(n− 2)) c = 0.
[C12,M1N2] = (C12M1N
−1
1 −M1N2C12N−11 N−12 )N1N2 =
= (C12M1N
−1
1 −M1N−11 C12)N1N2 = [C12,M1N−11 ]N1N2 = −[C12,M2N−12 ]N1N2 =
= −(C12N1M2 −M2N−12 C12N1N2) = −(C12N1M2 −M2N1C12) = −[C12, N1M2], (A.17)
where we used MN − c1 ∈ g and (A.14). Finally let us see the derivation of (A.12):
[C12,M1N2] = [Xa,M ]⊗XaN + [Xα,M ]+ ⊗XαN =
= [M,Xa]⊗XaN + [Xα,M ]+ ⊗XαN =M1C12N2 −N2C12M1 (A.18)
where we used that [M,Xa] = 0 for all Xa ∈ h.
A.2 Consisteny hek of the bYBE
In the PCM we an work with right or left urrents. For a general boundary ondition the κ-
matries an be dierent using right or left urrents. Let κL and κR be these two κ-matries. We
saw that the double row monodromy matries and the κ-matries have the inversion property:
ΩL(λ) = g(−∞)ΩR(1/λ)g−1(−∞), (A.19)
κL(λ) = g(0)κR(1/λ)g−1(0). (A.20)
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= −GL/R12 (λ1, λ2)δ(x). (A.22)
This assumption impliitly ontains that κL/R does not depend on the time derivative of the
elds.
In the following we prove that if κL(λ) satises the bYBE then κR(λ) = g−1κL(1/λ)g also
does. At rst let us assume that κL(λ) satises the bYBE (A.21). Let us see GL12:


















g−1 ⊗ g−1δ(x) (A.23)















Beause of the r-matries are proportional to C then g−11 g
−1
2 r12g1g2 = r12. Using this and (A.23)














GR12(−1/λ1, 1/λ2)κR1 (1/λ1)− κR1 (1/λ1)GR12(1/λ1, 1/λ2)−


















































































2 (1/λ2)− κR2 (1/λ2)C12κR1 (1/λ1)
)
(A.26)
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The seond line of (A.26) an be merged with the rst line of (A.25) and the third line of (A.26)





















C12 = r12(1/λ1,−1/λ2) (A.28)














GR12(−1/λ1, 1/λ2)κR1 (1/λ1)− κR1 (1/λ1)GR12(1/λ1, 1/λ2)−
−GR21(−1/λ2, 1/λ1)κR2 (1/λ2) + κR2 (1/λ2)GR21(1/λ1, 1/λ2)
)
= 0 (A.29)
After hanging 1/λ1 and 1/λ2 to λ1 and λ2, the last equation is the bYBE for κ
R
. Therefore
we proved that if κL(λ) satises the bYBE then κR(λ) = g−1κL(1/λ)g also does.
Finally, we prove that equation (A.27) follows from the Poisson algebras of LL and LR (2.376):
{LL/R1 (x|λ1),L
L/R
2 (y|λ2)} = −
[











δ(x − y)− (A.30)
−2s12(λ1, λ2)δ′(x− y)
and the inversion property
LL(λ) = gLR(1/λ)g−1 + UL (A.31)
where we used the notation: UL/R = J
L/R
1 . Let us start with the left onnetions.





































































































s12(1/λ1, 1/λ2),LL1 (λ1)− UL1 −LL2 (λ2) + UL2
]
δ(x− y)
−2g1(x)g2(y)s12(1/λ1, 1/λ2)g−11 (x)g−12 (y)δ′(x− y) (A.36)
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2 = C12. The third term an be written as
− 2g1(x)g2(y)s12(1/λ1, 1/λ2)g−11 (x)g−12 (y)δ′(x− y) =























s12(1/λ1, 1/λ2),LL1 (λ1)− LL2 (λ2)
]
δ(x − y)−
−2s12(1/λ1, 1/λ2)δ′(x− y). (A.38)
Summing the equations (A.33), (A.34) and (A.35), we an obtain




































From the original Poisson braket (A.30), we an see that the r- and s-matries satises the
following identities






















Formulas for seond method
B.1 O(2M)×O(2N − 2M) symmetri boundaries
In this subsetion we use the following K-matrix:
K(u) = diag(c(u), . . . , c(u)︸ ︷︷ ︸
2M





N − 2M + u
N − 2M − u. (B.2)




N − 2M + k − u
N − 2M − k − udiag(ck(u), . . . , ck(u)︸ ︷︷ ︸
2M−2k





N − 2M + k + u
N − 2M + k − u. (B.4)




N − k − u
N − 2M − k − udiag(1, . . . , 1︸ ︷︷ ︸
2N−2k
). (B.5)
The expliit form of the boundary oeients for k < M are:
kLk (θ) =k̄
R
k (θ) = Y
(k)(θ − k) + d(2θ̂ − 2k)
a(2θ̂ − 2k)
trY(k)(θ − k) + c(2θ̂ − 2k)
a(2θ̂ − 2k)
Y (k)(θ) =
=− (θ̂ −N + 2)(θ̂ +N − 2M)(θ̂ − 2N + 2)




k (θ) = Y
(k)(θ) = − θ(θ +N − 2M)
(θ − k)(θ −N + 2M) , (B.7)




(θ̂ −N + 2)(θ̂ −N)(θ̂ − 2N + 2)






(θ − k)(θ −N + 2M) , (B.9)
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We still need the oeients of the last step. If M < N − 1
K0(θ) =
θ +N − 2
θ
θ − 2
θ + 2M − 2 ,
K±A (θ) = 1, K
±
D(θ) = 1,
k±A = 1, k
±
D = 1, (B.10)
k̄±A =
N − θ
N − 1− θ , k̄
±
D =
θ −N + 2
θ −N + 1 ,
and if M = N − 1
K0(θ) =
θ +N − 2
θ + 2N − 4 ,
K±A (θ) = −1, K±D(θ) = 1,
k±A = −1, k±D = 1, (B.11)
k̄±A = −
θ −N + 2




N − 1− θ ,





λ(θ) = 0. (B.12)









i −N − 1. (B.13)
the Bethe Ansatz equations an be alulated from (B.12).
B.2 U(N) symmetri boundaries



























where ḡ is the omplex onjugate of g and g is in the dening representation of the U(N) group.
The K-matries in the transfer matrix are the following: KR = (KL)T = K (in the real
basis) and onsequently Y R = Y ∗L and Y L = Y ∗R. For this hoie the following equations exist
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in any step of the nesting: K(k)R = (K(k)L)T = K(k), Y (k)R = Y ∗(k)L and Y (k)L = Y ∗(k)R. At




















(c− θ̂)(θ̂ −N)(θ̂ − 2N + 2)






θ − k , (B.19)
K0(θ) = −
θ + n− 2
θ
,
K−A (θ) = 1 K
+
A (θ) = N − 2− c+ θ,
K−D(θ) = 1 K
+
D(θ) = N − 2− c− θ,
kR,−A = 1 k
R,+
A (θ) = −c+ θ, (B.20)
kL,−D = 1 k
L,+
D (θ) = 2N − 2− c− θ ,
kL,−A =
N − θ




N − 1− θ (−c+ θ),
kR,−D =
θ −N + 2
θ −N + 1 k
R,+
D =
θ −N + 2
θ −N + 1(2N − 2− c− θ),
Similarly to the previous ase the Bethe Ansatz equations an be alulated from (B.12).
B.3 O(2)×O(2N − 2) symmetri boundaries
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Now we selet the matries as in the previous ase: KR = (KL)T = K. At the k-th nesting




N − k − c− u
N − 2− k − c− udiag(1, . . . , 1︸ ︷︷ ︸
2N−2k
). (B.23)
where K(k)(u) is (2N − 2k)-dimensional matrix. The expliit form of the boundary oeients
for k = 0:
kL0 (θ) =k̄
R
0 (θ) = −
(θ̂ −N + 2− c)(θ̂ +N − 2− c)(θ̂ − 2N + 2)(θ̂ − n)




0 (θ) = −
θ +N − 2− c
θ −N + 2 + c , (B.25)




(θ̂ −N + 2− c)(θ̂ −N)(θ̂ − 2N + 2)





θ(θ −N + c)
(θ − k)(θ −N + 2 + c) , (B.27)
and
K0(θ) =
θ +N − 2
θ
θ − 2 + c
θ + c
,
K±A (θ) = 1, K
±
D(θ) = 1, (B.28)





N − 1− θ , k̄
±
D =
θ −N + 2
θ −N + 1 ,
Similarly to the previous ase the Bethe Ansatz equations an be alulated from (B.12).
B.4 O(4) model with SUD(2) symmetry
The O(4) R-matrix is the following:




















We an diagonalize the transfer matrix if we use the loal isomorphism O(4) ∼= SU(2)× SU(2).
The O(4) R-matrix is fatorized in the following form:
R(θ) =
θ
θ − 2r(θ)⊗ r(θ), (B.30)
where r(θ) is the SU(2) R-matrix:
r(θ) = I− 2
θ
P, (B.31)
where P is the permutation operator. The reetion matrix in the SU(2) × SU(2) basis:
K(θ) = r(2θ)P. (B.32)
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We an see that this reetion has SUD(2) symmetry whih is the diagonal subgroup of SU(2)×
SU(2).























θ − θk − 2
θ + θk
θ + θk − 2
. (B.34)
























































Using the expliit expression of r we get the following equation:
D(θ) = D0(θ)τ(θ)τ̂(θ), (B.39)
where

































θ − θk − 2
θ + θk
θ + θk − 2
τ̂(θ) = τ(2− θ). (B.42)
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Thus
D(θ) = τ(θ)τ(2− θ), (B.43)
Here τ is an one row transfer matrix so the τs ommute at dierent rapidities that is we have
to diagonalize only τ(θ) and this is equivalent to the periodi XXX spin-hain problem. The




θ − θi − 2
θ − θi















uj − θi − 2
uj − θi





uj − ui − 2
uj − ui + 2
. (B.45)
The eigenvalue of D(θ) is the following:
Λ(θ) = λ(θ)λ(2− θ). (B.46)
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