Interactions of S-peptide analogue in aqueous urea and trimethylamine-N-oxide solutions: A molecular dynamics simulation study J. Chem. Phys. 139, 034504 (2013) We examine vibrational energy flow in dehydrated and hydrated villin headpiece subdomain HP36 by master equation simulations. Transition rates used in the simulations are obtained from communication maps calculated for HP36. In addition to energy flow along the main chain, we identify pathways for energy transport in HP36 via hydrogen bonding between residues quite far in sequence space. The results of the master equation simulations compare well with all-atom non-equilibrium simulations to about 1 ps following initial excitation of the protein, and quite well at long times, though for some residues we observe deviations between the master equation and all-atom simulations at intermediate times from about 1-10 ps. Those deviations are less noticeable for hydrated than dehydrated HP36 due to energy flow into the water. C 2015 AIP Publishing LLC.
I. INTRODUCTION
All-atom molecular dynamics (MD) simulations have been routinely used to study the flow of energy in proteins. 1, 2 Recently, approaches that identify energy transport pathways at a more coarse-grained level, such as residues and cofactors, have been introduced to reduce the time required to compute a network of energy transport pathways, advantageous when applied to large proteins, nucleic acids, and protein complexes. [3] [4] [5] [6] One alternative to all-atom MD simulations is a master equation approach that simulates the transfer of energy from one residue to another and to the solvent according to transition rates that can be determined separately. Such a coarse-graining perspective reduces computational time by focusing on energy transfer between individual residues and the solvent rather than between all of the atoms of the protein and solvent molecules. In this article, we present results of master equation simulations to examine energy transport in the villin headpiece subdomain HP36 (Fig. 1) , using for the transition rates the local energy diffusion coefficients between pairs of residues, 4 which we calculate for HP36 both in the absence and presence of hydration water. We choose a small protein to facilitate detailed comparison with results of energy transport dynamics obtained by all-atom non-equilibrium MD simulations, which have recently been carried out for HP36. 7 The study of energy flow in proteins has been motivated by its role in numerous processes important to protein function, including kinetics of ligand binding and dissociation, charge transfer, and enzyme kinetics. 1, [8] [9] [10] [11] [12] [13] [14] [15] Pathways for vibrational signaling identified by molecular simulations may overlap pathways along which allosteric transitions occur. 8, 11, 12, [16] [17] [18] [19] [20] [21] [22] [23] 75 Time resolved spectroscopies developed to study vibrational energy flow [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] have elucidated the nature and rate of energy transport through a number of peptides and proteins. Energy a) dml@unr.edu and stock@physik.uni-freiburg.de flow along helical peptides appears diffusive 30, 35, 36 with a dependence on temperature that is mediated by interactions with the solvent. 37 Recent experiments on proteins indicate anisotropic energy flow, 31, 32 as also found in earlier theoretical and computational studies. 10, [38] [39] [40] [41] [42] [43] [44] While computation and experiment thus far yield a consistent picture, designing experiments to locate pathways by which energy flows following local excitation remains challenging, particularly in a large protein. We carry out a computational study of energy transport through a small protein such as HP36 with the expectation that experiments exploring energy transport in a protein of this size may be feasibly done. HP36 has been the subject of numerous folding studies, both computational and experimental, [45] [46] [47] the latter based on temperature-jump measurements, 47 used in many fast folding experiments on peptides and proteins. [48] [49] [50] [51] [52] Indeed, predictions based on the early large-scale MD simulations by Kollman and coworkers 46 motivated many of the subsequent folding experiments on the villin headpiece. 47 Though we consider here energy flow in a small protein, our calculation of transition rates for the master equation simulations is based on a method for computing thermal transport coefficients of macroscopic systems. Calculation of thermal transport coefficients for disordered systems can be carried out quite easily over a wide range of temperature by computing the matrix elements of the heat current operator in harmonic approximation. 53 This approach has been adopted to calculate thermal transport coefficients of aperiodic mesoscopic systems, including proteins. 4 Results for the latter compare reasonably well over a sizable range of temperature with calculations that incorporate anharmonic effects, 54, 55 though anharmonicity contributes significantly to thermal transport coefficients around 300 K. 56 An additional approximation can be made to estimate local energy diffusion within a mesoscopic object. Communication maps are based on calculating first the heat current operator in harmonic approximation, then FIG. 1. Villin headpiece subdomain (HP36) with some of the residues discussed in text highlighted. Colors group residues that are discussed together in text.
breaking up the heat current operator into local regions to estimate energy diffusion coefficients for transport between pairs of residues. This top down approach may pose particular problems when addressing energy flow in relatively small proteins, as we do here. In this respect, comparison with detailed non-equilibrium MD simulations for a small protein such as HP36 is particularly worthwhile. We expect the master equation simulations of energy transport dynamics with transition rates determined by communication maps to yield more reliable results for larger proteins or protein complexes.
In Sec. II, we describe the master equation approach that we implement and present a summary of the calculation of communication maps and the all-atom non-equilibrium MD simulations of HP36. In Sec. III, we report and discuss the results of the master equation simulations and comparisons with the all-atom non-equilibrium MD simulations. We conclude in Sec. IV.
II. THEORY AND METHODS
The solutions of the master equation describing the time evolution of the population of the residues are given by
where P is a vector with elements corresponding to the population of each residue and k is the matrix of transition probabilities between residues. We obtain the elements of the rate matrix in terms of the matrix elements of the energy current operator, S, which in harmonic approximation can be expressed in terms of the Hessian matrix, H, and eigenmodes, e, of the object. 57, 58 The mode diffusivity, in turn, can be expressed in terms of the matrix elements of S. 58 We break each matrix element up into contributions from individual residues. The contribution to the energy flux between residues A and A ′ to matrix element S α β is
where R l is the position of atom, l and r is a coordinate (x, y, or z), and V is the volume. Considering only energy flow between residues A and A ′ , we write the local energy diffusivity in mode α in harmonic approximation as
is the mode-dependent energy diffusivity between residues A and A ′ . A frequency-resolved communication map contains these energy diffusion coefficients between all pairs of sites from which the transition rate between any pair can be calculated, as detailed below. In the Markov limit and within the harmonic approximation, the master equation accounts for energy transfer in the fully coupled system. We note that when A and A ′ span the molecule, Eq. (3) gives the mode diffusivity 58 from which the coefficient of thermal conductivity, κ, can be expressed for the whole system, κ =  α C α D α , where C α is the heat capacity per unit volume of the molecule for mode α, given by
Equation (4) incorporates the thermal population of the modes and is the only quantum mechanical effect that is accounted for in the energy transport because of the correspondence between the classical and quantum dynamics in the case of bilinear coupling [Eq. (3)]. 59, 60 In this study, we take a temperature of 300 K for the communication map, which is for all practical purposes the classical limit when we compare with the classical all-atom MD simulations, which have been run under conditions corresponding to temperatures below 50 K. This is because only the low-frequency modes contribute significantly to the transport. We note that for a practical calculation on a finite-sized system, we substitute a rectangular window of width η for the delta function, which should be large enough to envelop several vibrational modes. For the results for HP36 presented here, we calculate the mode diffusivity using η = 20 cm for all A and A ′ at frequencies, ω α . Equation (3) gives the frequency dependent local energy diffusivity. We calculate a thermal average to obtain the thermal diffusivity for the protein, i.e.,
where C α is calculated with Eq. (4). The transition rate between residues A and A ′ , k A A ′, is then calculated as
where d A A ′ is the distance between residues A and A
′
, which in practice, we take to be the distance between the center of mass of the two residues. Local energy diffusion occurs along a path between these two centers of mass, thus the factor of 2 corresponding to diffusion along this path. Diagonal elements of k are given by
To calculate the communication maps, we first obtain the normal modes of the villin subdomain HP36 (Protein Data Bank (PDB) entry 1UNC), which we have done using GRO-MACS 49 with the GROMOS96 force field 53a6 and the Simple Point Charge (SPC) water model. 61 We have calculated communication maps for the dehydrated protein as well as the protein with two layers of water molecules around it. The structures of the dehydrated and hydrated systems were chosen to correspond closely to those at which the all-atom nonequilibrium simulations were carried out. Though each structure changed slightly with energy minimization, and changed slightly during the MD simulations, the latter were run under conditions corresponding to low temperatures to reduce noise in the search for energy transport pathways, between about 10 K and 50 K, permitting few conformational changes. Therefore, the HP36 structures in both the master equation and the all-atom non-equilibrium MD simulation are very close.
For the normal mode calculation, we started with a typical simulation box containing HP36 as well as approximately 1600 SPC water molecules and equilibrated the system in a 5 ns long NPT simulation at atmospheric pressure and a temperature of 10 K. After equilibration, we removed all the water molecules for which the minimal distance of the O and the protein was greater than 5 Å to obtain the hydrated structure of HP36 surrounded by two layers of water. In this way, we capture the structure of HP36 in its solvent environment during energy minimization for calculation of normal modes while keeping the number of water molecules relatively small for this calculation. For dehydrated HP36, we remove all the water molecules. In the next step, we minimized the dehydrated as well as the hydrated structure of HP36 to a gradient of 10 −9 (kJ/mol)/nm. For the energy minimization, the electrostatic as well as the van der Waals interactions were calculated without a cut-off and no periodic boundary conditions. The final normal mode analysis was carried out using GROMACS.
The all-atom non-equilibrium MD simulations are described in more detail elsewhere. 7 To model a feasible experimental approach, we attach to the side-chain of Cys16 an azobenzene photoswitch, already described in previous papers. 35, 36 Using the NdN torsional potential, we can model the cis to trans photoisomerization process of the azobenzene with sufficient accuracy. 5 For equilibration, we performed again the same 5 ns NPT simulation. This time, we kept for the hydrated system all water molecules and used the Particle Mesh Ewald (PME) method 62 for the long range electrostatics beyond 1.4 nm. For the van der Waals interaction, we used a plain cut-off of 1.4 nm. For the dehydrated system, we again calculated all pairwise interactions without truncation. For both systems, we then ran 100 ns long NVT simulations. We selected 200 independent starting structures to perform the final 100 ps NVE non-equilibrium simulations. In the NVE simulations, we reduced the integration time step from 2 fs to 0.1 fs. The kinetic energies per residue shown in the results section are averages over the 200 nonequilibrium trajectories and were normalized by the number of degrees of freedom of the corresponding residue. To reduce the high-frequency noise of the data, we used a simple low pass filter, which takes at every time step t i the average over the time steps t i−1 , t i , and t i+1 . This filter was repeated 20 times.
We note that the master equation simulations are significantly less expensive than the all-atom simulations. The main cost of the former is calculation of the normal modes, which can be done quite efficiently for even much larger proteins. Calculation of communication maps and master equation simulations take far less time than carrying out hundreds of all-atom non-equilibrium simulations.
III. RESULTS AND DISCUSSION
We have carried out most of the master equation simulations by taking residue 16, near the center of the sequence, to be initially excited, i.e., P 16 (0) = 1, to compare with results of recent 7 all-atom non-equilibrium molecular simulations. For the latter, an azobenzene was attached to residue 16 to simulate experimental studies where energy is introduced to a biomolecule by photoexcitation of this moiety, as described in Sec. II. We focus more on the possibility of shortcuts to regions that are distant along the protein sequence due, e.g., to contacts in the folded structure, rather than simply energy transport along the main chain, though we begin by addressing this important pathway for energy flow. We also examine the possibility of bottlenecks to energy transfer along the main chain or elsewhere. In the master equation simulations, we take for simplicity the energy initially in only one residue, often residue 16 as noted. Since there are 36 residues, we expect the long time population of each to reach about 0.028.
Master equation results for the population of residues 13-15 when residue 16 is initially populated are plotted in Fig. 2 . These results illustrate energy flow along the main chain close to the heating source, and we observe, as expected, that the rise in population is faster for residues closer to residue 16. Energy flow into residue 15 occurs on a time scale of a few 10 s of femtoseconds, whereas for residues 14 and 13, it occurs at about 100 fs and 200 fs, respectively. P(t) for each residue is fairly small at all times since energy flows rapidly through the protein. Indeed, P(t) for residue 16 reaches 1/e already about 1 ps into the simulation (see Fig. S1 of supplementary material). 63 The master equation simulation results are compared with results of all-atom non-equilibrium simulations, where again residue 16 is heated early on via initial excitation of an attached azobenzene. Flow of energy into and out of residues 13-15 determined by the all-atom simulations is also plotted in Fig. 2 . Analysis of the all-atom simulations 7 reveals about 100 fs is needed for vibrational energy flow to residue 16, i.e., it takes 100 fs for redistribution of potential energy into kinetic energy. Taking into account the 100 fs time for energy flow into residue 16, we see that overall residues 13-15 heat up at times similar to what we found in the master equation simulation. Residue 15 heats up significantly earlier than the others, starting around 100 fs, followed by energy flow into residue 14, which begins around 200 fs into the simulation. Energy flow into residue 13 begins around 300 fs, again consistent with the results of the master equation simulation when accounting for the 100 fs delay.
A communication map for dehydrated HP36, calculated with Eqs. (2)- (5) at 300 K, and the corresponding distance . Because of the relatively large values of the local energy diffusivity for these pairs, we might expect energy transport through these contacts to compete with transport along the main chain, for which values of D are comparable. Additional correlations between inter-residue distance, d, and D cannot be seen in Fig. 3 Fig.  S2 (supplementary material) , 63 and we can identify residue pairs for which D is much larger or smaller than what we would expect from this correlation (Fig. S3, supplementary  material) , 63 depending on whether the residues that interact are charged (larger than expected D) or not (smaller than expected D). For example, though the distance between residues 4 and 26 is greater than 10 Å, the local energy diffusivity between them is nevertheless non-negligible. Residues 3 and 15 are quite close to one another, but the local energy diffusivity between them is very small. We shall see the consequences of small D 3,15 and large D 4,15 in the results of the master equation simulations.
We now turn to the possibility of shortcuts in sequence space. We start by examining the population of residues near 4, since large D 4,15 suggests that energy might travel from 16 relatively quickly to this region of the protein. In Fig. 4(a) , we plot P(t) for residues 3-7 obtained from the master equation simulation. Indeed, large D 4,15 observed in the communication map leads to rapid energy flow to residue 4, to which significant energy is reached before 100 fs and peaks by 2 ps, before relaxing towards the equilibrium value of ≈0.028. Because residues 4 and 15 hydrogen bond with each other residue 4 lies in essence two residues away from residue 16 and acquires energy at about the same rate as residue 14, shown in Fig. 2 . Energy also reaches residues 3 and 7 relatively early, starting ≈200 fs, with residue 3 rising more quickly after ≈300 fs. Finally, residues 5 and 6 rise in energy noticeably beginning around 500 fs, and, like the others, reach their equilibrium populations of ≈0.028 somewhat after 20 ps. Fast energy flow to residue 4 is determined by the relatively large value of D 4,15 ( . This explains the relatively fast energy flow to residue 7 compared to residues 5 and 6.
We compare the population of residues 3-7 obtained by the master equation simulations with results of all-atom nonequilibrium simulations, plotted in Fig. 4(b) . Overall energy flow into and out of the residues in this part of the protein is seen to occur at times similar to the times we found in the master equation simulation. Residue 4 heats up significantly earlier than the others, starting around 200 fs, a bit later than what we found in the master equation simulations, which, as discussed above, might be due to the ≈100 fs needed to heat residue 16 from the attached azobenzene in the all-atom simulations. Following residue 4, we observe the heating of residues 3 and 7, both around 600 fs into the simulation, and finally 5 and 6, around 700 fs into the simulation. Beyond 1 ps, residue 5 heats up faster than the others, and residues 3 and 7 heat up quite slowly. The trend beyond about 1 ps is somewhat different than what is observed in the master equation simulations plotted in Fig. 4(a) , where residue 3 continues to heat up relatively fast while residue 5 heats up relatively slowly. Overall, the two simulations provide a consistent picture for all residues at early times, i.e., below 1 ps. The most salient feature of both simulations, i.e., rapid heating of residue 4, is the same. Beyond 1 ps, there are differences between the master equation and all-atom non-equilibrium simulations in the heating and cooling of some of the individual residues. The overall equilibration time for all of these residues is about the same in the two simulations.
Another shortcut in sequence space due to a hydrogen bond appears in a second region of the protein. We find in Fig. 3, a relatively ) indicating facile energy transport to residue 26 from 16, which may compete with energy transport to residues closer to 16 in sequence space. We plot P(t) for residues 22-26 in Fig. 4(c) . We see there that energy transport to residue 22 is the fastest in this group, beginning around 300 fs, then rising above the equilibrium value until it cools starting around 5 ps. In addition to being the closest to residue 16 in this group, there is a sizable value of the local diffusivity between residues 13 and 21, i.e., D 13,21 = 4.3 Å 2 ps −1 , facilitating energy transfer from 13, relatively close to residue 16, over towards 22. We note that this particular energy transport pathway is not so obvious from the distance map, as residues 13 and 21 are 7.7 Å apart. Following residue 22, we observe residue 26 to heat up, beginning around 400 fs, followed by residues 23, 24, and 25, the latter two appearing around the same time. The sequence along the chain dictates the time at which energy flows into these residues, with the exception of 26, which appears much earlier than all but residue 22, due to the short-cut provided by sizable D 18, 26 . The latter is due to a hydrogen bond between the side chain of residue 18 and the backbone of residue 26, which are separated by 2.6 Å.
Similar trends in the early time results of the master equation simulations appear in the results of the all-atom nonequilibrium simulations plotted in Fig. 4(d) . Energy flow to residue 22 appears around 400 fs following excitation of the azobenzene moiety, similar to or perhaps slightly later than in the master equation simulations. Again, accounting for the ≈100 fs for energy to flow from azobenzene into residue 16, the times observed in the two simulations match well. In the allatom simulation, energy rises rapidly in residue 22 until about 550 fs, then it falls before rising later on. This kind of fairly rapid fluxional energy dynamics, oscillations on time scales of 100 fs or shorter, is not observed in the coarse-grained master equation simulations. The next residue into which energy flows in this series is residue 26, which begins to heat up between 500 and 600 fs following excitation of the azobenzene, or about 400 to 500 fs after heating of residue 16, consistent with the master equation simulations. Following residue 26, residues 23 and 24 appear to heat up together, though residue 24 warms up more rapidly beyond 600 fs, then more slowly after 1 ps. Once again, fluctuations in energy on time scales of order 100 fs or less that appear in the all-atom simulations are not seen in the master equation simulations. Finally, residue 25 heats up last in this group, 700 or 800 fs after excitation of azobenzene, and warms up steadily over the next tens of ps. Generally, the trends observed below 1 ps in the all-atom simulations are captured by the master equation simulations, as they were for residues 3 to 7. Beyond 1 ps, the trends are similar as far as the overall heating time to equilibration, which takes more than 20 ps in both simulations, though longer in the all-atom simulations for certain residues, such as 24 and 25, than in the master equation simulations.
We consider now potential bottlenecks to energy transport along the main chain. By introducing energy at residue 16, its neighboring residue 15, observed in Fig. 2 , heats up quickly and energy continues to propagate along the chain. Fig. 5 illustrates a bottleneck to energy flow further away in sequence. Residue 13 is seen to heat up shortly after 100 fs, followed by residue 12, which heats up after 200 or 300 fs. However, the trend changes below residue 12. We see in Fig. 5 that residues 9 to 11 all heat up around the same time, all starting around 1 ps, and they heat up at a similar rate until equilibration. There appears to be a bottleneck to energy flow between residues 11 and 12 that yields slower heating of residue 11, and others below it, compared to the pattern that appears for other residues approaching 16. t) and (bottom) all-atom simulation of kinetic energy per degree of freedom, E(t), for residues 9 (black), 10 (red), 11 (green), 12 (blue), and 13 (magenta) when residue 16 is heated initially. Heat flow slows as residue number decreases from 16, but much more dramatically at residue 11 (and 9 and 10; in the master equation simulation P(t) for residues 9-11 essentially overlap), due to a structural bottleneck between residues 11 and 12, i.e., the emergence of a loop region at that point.
The communication map plotted in Fig. 3 , and D 9,10 = 21.0 Å 2 . In fact, the bottleneck that appears between residues 11 and 12 in Fig. 5 is not so much the result of a particularly small value of D 11,12 , which is fairly typical of local energy diffusion coefficients between neighboring residues. It is more because the values between 9 and 10, between 10 and 11, and between 12 and 13 are all quite a bit larger. Comparing with Fig. 4(a) , we see that residue 7 heats up more rapidly than residues 9-11, indicating that the shortcut in sequence space to residue 4 facilitates energy transfer up the chain. The relatively small value of D 11,12 coincides with the emergence of a loop region at that point. Hydrogen bonding facilitates energy transport through the protein, generating the short cuts observed above. Breaking hydrogen bonds, as we illustrate further below, impedes energy transport, which occurs as energy flows from a helical region into a loop.
Results of energy flow into residues 9 through 13 obtained by all-atom non-equilibrium simulations are also shown in Fig. 5 and indicate a similar pattern. Residue 13, then residue 12, heats up roughly 300 fs after photoexcitation of the azobenzene, similar to the results of the master equation simulations. Energy flows into residues 9 through 11 later, starting around 1 ps, again similar to the results of the master equation simulations. Beginning around 2 ps into the simulation, residues 9 and 10 are seen to heat up somewhat faster than 11. In the master equation simulation, it is hard to distinguish the heating of residues 9, 10, and 11, so there is some difference in the results of the two simulations beyond 2 ps. However, for residues 9 through 13, both the all-atom simulations and the master equation simulations reach equilibrium about 30 ps after initial excitation.
Results of the master equation simulations have thus far been presented for HP36 in a vacuum. Differences between the master equation simulations and the all-atom simulations beyond 1 ps may matter less when we include water due to relaxation of energy into the solvent on the 1-10 ps time scale. We plot in Fig. 3 , along with the corresponding information for the dehydrated protein, the distance map and communication map for one structure of HP36 in water.
Overall, the maps for the dehydrated and hydrated protein appear similar to each other. A relatively large , respectively, for the dehydrated and hydrated protein. The hydrogen bond between residues 4 and 15, i.e., between an O on the side chain of residue 4 and NH on the main chain of residue 15 separated by 1.9 Å remains intact in the hydrated structure. We thus expect that the master equation simulation for the hydrated protein will again reveal a rapid rise in the energy of residue 4 compared to its neighbors. However, there are some differences that could affect energy flow dynamics for residues near 4. For the dehydrated protein, residue 15 is a bit closer to residue 2 and D between residue 15 and both residues 1 and 2 is larger than it is for the hydrated protein. . The distance between the center of mass of 7PHE and 15ARG is the same in the hydrated and dehydrated protein structures but a different orientation of the side chains affects their interactions and thus D 7, 15 . Specifically, for the dehydrated protein, the nearest atoms between residues 7 and 15 are an H of the phenyl ring on 7 and the backbone N of 15, which are 3.5 Å from each other. For the hydrated protein, the position of the phenyl ring shifts, breaking the hydrogen bond, so that the closest atoms, which are 3.6 Å apart, are a C of the phenyl ring and a C of the arginine side chain.
In Fig. 6 , we plot the population of residues 3 to 7 following initial excitation of residue 16 computed by master equation simulations of hydrated HP36. The transition rates between residues of the hydrated protein are taken from the communication map plotted in Fig. 3 . We have also added a damping rate of 0.2 ps −1 to each residue to account for coupling to the solvent. Damping rates for solute modes in water vary widely; [64] [65] [66] [67] we use a 5 ps lifetime as representative for a protein in water, in rough agreement with results of experimental and computational studies of energy flow from peptides and proteins into water. 68, 69 We observe in Fig. 6 that energy that flows into a residue in less than 1 ps decays, due to the presence of water, after a few ps, or even earlier, as is the case for residue 4, which begins to decay around 1 ps into the simulation. Apart from the energy decay seen at times above ≈1 ps, the most striking difference between Fig. 4(a) for the dehydrated protein and Fig. 6 for hydrated HP36 is the relatively rapid energy flow into residue 7 of the latter. Because of the sizable value of D 7,15 for the hydrated protein energy flows to residue 7 before 100 fs, trailing only residue 4 in this region. The orientation of the side chains, which is influenced by the presence of water, can thereby mediate the speed at which energy flows to residues that are relatively far in sequence space; see Fig. S4 for an illustration of the associated structural change of HP36. 63 The results of all-atom non-equilibrium simulations, also plotted in Fig. 6 , are consistent with those of the master equation simulations. We note that the amount of energy that flows into the protein in the all-atom non-equilibrium simulations is much smaller than for dehydrated HP36 due to substantial loss of energy from the azobenzene moiety directly to the water. 7 We finally address how the location of the initial excitation of HP36 can affect energy flow into different regions of the protein. To illustrate the effect of shifting the heater along the chain, we consider the protein in the absence of water, and focus on energy transfer towards the end of the HP36 sequence. Before moving the heater, we examine energy flow to the end of HP36 when residue 16 is initially excited, shown in Fig. 7 , where we plot energy flow into residues 31 through 34 obtained from a master equation simulation with P 16 (0) = 1. Energy appears before 1 ps, specifically ≈800 fs, only in residue 31, and appears after 1 ps for the other residues in this group in order of sequence.
Of course, we can enhance energy transport to the end of the HP36 sequence by moving the heater from residue 16 to a position near residue 30; we have seen in Fig. 2 that proximity to residue 16 facilitates efficient energy transport to residues close in sequence. However, it turns out that we can also significantly enhance energy transport to the end of HP36 be moving the heater farther away in sequence. The communication map in Fig. 3 indicates rapid energy flow between residues 11PHE , which are in close proximity to each other as seen in the corresponding distance map. Rapid energy flow between these residues is facilitated by a hydrogen bond between the lysine side chain and the CO of the 11PHE backbone in the dehydrated HP36 structure. We have seen that energy flow into residue 11 is quite slow when the protein is excited at residue 16 ( Fig. 5) , so that large D 11,33 cannot be exploited for rapid energy flow into residues 30 or above in HP36 if residue 16 is initially heated.
Because of the relatively large local energy diffusion coefficient between 11PHE and 33LYS, energy can flow into the region of the protein beyond residue 30 if we move the heater to residues more distant in sequence space than residue 16. In particular, we have seen that energy flow between residues 10 and 11 is rapid and that D 11,33 is relatively large (3.87 Å 2 ps
−1
). We thus expect that moving the heater to residue 10 will facilitate energy transfer to residues beyond 30. With the initial condition P 10 (0) = 1, i.e., moving the heater to residue 10, we indeed observe a shortcut in sequence space with rapid energy transport to residues towards the end of the HP36 sequence. In Fig. 7 , we plot, as illustration of the shortcut, the energy in residue 33 following excitation of residue 10. We observe energy in 33LYS to rise at times below 100 fs and by 1 ps it is populated well above the equilibrium population of ≈0.028. In comparison, when the heater is placed on residue 16, about 2 ps is needed for energy to flow into residue 33. Energy flow to the end of HP36, due to the shortcut resulting from a hydrogen bond between residues 11 and 33, is thus much faster and more efficient when the heater is moved away from the center of the protein and towards the other end of the sequence.
IV. CONCLUDING REMARKS
Recent experiments 31, 32 reveal that energy flows anisotropically in proteins, consistent with earlier theoretical and computational studies. 1, 3, 10, 38 We have carried out master equation simulations to locate and characterize energy transport pathways in the villin headpiece subdomain HP36, and have compared the results of the master equation simulations with those of all-atom non-equilibrium MD simulations recently run on the same protein. 7 The two kinds of simulations were run under sufficiently similar conditions that a detailed comparison could be made to evaluate the extent to which the more approximate master equation simulation provides a reliable description of energy flow in this small protein. The all-atom simulations were carried out under conditions corresponding to temperatures below 50 K, where conformational changes during energy relaxation were unlikely to occur. The master equation simulations used for the transition rate local energy diffusion coefficients computed in harmonic approximation, i.e., from communication maps, and did not account for configurational changes. Communication maps, which bear some resemblance to distance maps since proximity of two residues is to some extent correlated with the local energy diffusivity in the map, depend on the nature of the contacts between residues. Nearby charged side chains, such as those that give rise to hydrogen bonding, facilitate energy transfer much more than close contacts between atoms with small partial charge. These contacts may of course change over time, and at higher temperature, it becomes necessary to average the communication map over a number of representative structures, obtained, e.g., from a MD simulation of the protein. 19, 70 Communication maps reveal the global network of energy transport channels in a large molecule. A master equation simulation, as carried out here, can be run for a wide range of initial conditions to explore how energy flows following excitation of specific residues. One communication map suffices for many initial conditions. Communication maps have until now been calculated to locate energy transport networks in proteins and to examine the role of confined clusters of water molecules in energy transport, 19, 71 as well as the role of hydrogen bonding. Comparison has been made with pathways obtained by other coarse-grained methods such as calculation of energy flux networks, 3 which includes effects of anharmonicity, where for photoactive yellow protein we found the same pathways to emerge from the two methods. 72 The comparison between energy flow in HP36 predicted by all-atom non-equilibrium simulations and master equation simulations presented here provides a quantitative test of a simulation based on local energy diffusion coefficients calculated in harmonic approximation. As discussed above, we expect communication maps to provide a better estimate of the energy diffusion coefficients for proteins and macromolecular complexes much larger than HP36.
Comparison of theoretical predictions of energy transport dynamics in proteins with experiment may be easier starting with small proteins, one of our motivations to study HP36. Ultrafast vibrational studies of helical peptides have elucidated the rate and nature of energy flow in these systems as well as the role of solvent; 73 extension to HP36 should be feasible.
74
The all-atom and master equations simulations yield overall a similar picture of energy flow in this protein, resulting from the same shortcuts in sequence space, following excitation in the middle of the sequence.
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