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Abstract 
Based on such criteria as safety and mission success, programmatic risk, affordability, and 
extensibility/flexibility, the National Aeronautics and Space Administration (NASA) has chosen fission 
surface power (FSP) as the primary energy source for building a sustained human presence on the Moon, 
exploring Mars, and extremely long-duration space missions. The current benchmark FSP system has a 
mission life of at least 8 years during which time there is no opportunity for repair, sensor calibrations, or 
periodic maintenance tasks that are normally performed on terrestrial-based nuclear power plants during 
scheduled outages. Current technology relies heavily on real-time human interaction, monitoring and 
control. However; due to the long communication times between the Earth and Moon, or Mars, real-time 
human control is not possible, resulting in a critical need to develop autonomous health monitoring 
technology for FSP systems. 
This paper describes the design and development of an autonomous health monitoring system that will 
(1) provide on-line calibration monitoring, (2) reduce uncertainties in sensor measurements, and (3) 
provide sensor validation and fault detection capabilities for the control systems of various FSP 
subsystems. The health monitoring system design integrates a number of signal processing algorithms and 
techniques such as cross-calibration, empirical modeling using neural networks, and physical modeling 
under a modular signal processing platform that will enable robust sensor and system monitoring without 
the need for human interaction. Prototypes of the health monitoring system have been tested and validated 
on data acquired from preliminary subsystem testing of NASA’s FSP Technology Demonstration Unit 
(TDU) as well as simulated laboratory data. Results from this testing have demonstrated the utility and 
benefits that such autonomous health monitoring systems can provide to FSP subsystems and other 
potential applications within NASA such as launch vehicle systems, other nuclear power systems, and 
ground operations. 
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Nomenclature 
AANN  auto-associative neural network 
AMS  Analysis and Measurement Services Corporation  
ALIP  annular linear induction pump 
ESAS  Exploration Systems Architecture Study 
FSP   fission surface power 
GRC  NASA Glenn Research Center 
HMS  health monitoring system 
PMAD  power management and distribution 
PV/RFC  photovoltaic/regenerative fuel cell 
MSFC  Marshall Space Flight Center 
NaK  sodium potassium  
NASA National Aeronautics and Space Administration 
NRC  U.S. Nuclear Regulatory Commission 
OLM  online monitoring  
PID  proportional-integral-differential 
PWR  pressurized water reactor 
RPCSIM reactor, power, and control simulator 
RTD  resistance temperature detector 
SNL  Sandia National Laboratory  
TC  thermocouple 
TDU  technology demonstration unit
1. Introduction 
Nuclear power has been recognized as the likely best energy source for extending space exploration 
beyond low earth orbit, including a sustained human presence on the Moon, human exploration of Mars, 
and extremely long-duration missions to the outer reaches of the solar system. In the United States, such 
exploration efforts have centered on NASA’s Exploration Systems Architecture Study (ESAS). A key 
design issue has been the energy source for any long-term extra orbital human presence. Chief among the 
options the ESAS has considered are: (1) nuclear power—specifically, a fission surface power system; (2) 
solar-array-driven PV/RFC power; and (3) a hybrid power system. On the lunar surface, the extended 
lunar night makes photovoltaic technology inadequate for a continuous human presence, except at the 
Moon’s poles. The level of solar energy that reaches the Mars surface also greatly reduces the 
effectiveness of photovoltaic arrays. Beyond the Mars orbit, solar energy diminishes to negligible levels. 
Similarly, PV/RFC power would be challenged to generate the 100 kWe required for a sustainable lunar 
post [1]. 
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Based on NASA ESAS’s criteria for selection—namely, safety and mission success, programmatic 
risk, affordability, and extensibility/flexibility—fission surface power was chosen. According to NASA, 
this was primarily because FSP “is more extensible to Mars and offers more ‘graceful’ or gradual scaling 
(i.e., mass increase is minimal as a result of increases in output power).”  In addition, space nuclear power 
has a long history of active development, stretching back to the 1950s. The U.S. has fielded one space 
nuclear reactor (the SNAP-10 in 1965), and Russia has tested over 30 systems in space.  These projects 
have firmly established the basic feasibility of space nuclear power. 
      NASA’s FSP concept is intended to provide a durable, affordable, abundant power supply during 
long-term lunar or Mars missions.  The FSP system has four major elements: a reactor module, a power 
conversion module, a heat rejection module, and a power management and distribution (PMAD) module.  
The FSP system will consist of a fast-neutron, liquid metal NaK–cooled reactor with Stirling engine–
based power conversion and water-based heat rejection. Eight Stirling power conversion units are 
envisioned that will supply 40 kWe of 400 Vac, 60 Hz power to a power management controller, from 
which power will be distributed to user loads [2]. The FSP conceptual design is expected to supply this 
level of power for up to 8 years, and the major system components must not only meet this operational 
lifetime, but also be lightweight, affordable, and capable of operating in the harsh conditions of a lunar 
environment [3].  NASA estimates that the initial FSP system could be “developed, flight-qualified, and 
delivered to the lunar surface” by 2020 for a cost of about $1.4 billion [4]. 
      Currently, however, the FSP system design lacks an end-to-end reactor/power conversion monitoring 
system to provide both autonomous system health monitoring and in-situ sensor calibration and response 
time testing without human intervention. The currently planned extra-orbital missions require multi-year 
durations at high power outputs in which human interaction with the system for repair, sensor calibration, 
or any maintenance of any kind will be infeasible.  Due to the long communication times between the 
Earth and Moon, or Mars, real-time human control is also impossible. By contrast, current nuclear energy 
technology relies heavily on real-time human interaction, monitoring, and control. Terrestrial-based 
nuclear power plants undergo periodic outages during which time sensor calibrations can be performed. 
Therefore, these emerging programs have a critical need to develop autonomous health monitoring and 
control technology. 
      To prove the feasibility of the FSP system, the NASA FSP team has developed plans for a 
Technology Demonstration Unit (TDU) that accurately represents the operation of a final system.  The 
FSP system has four major subsystems: the Reactor, Power Conversion, Heat Rejection Units, and 
PMAD [5].  Figure 1 shows a block diagram of the TDU that will be implemented by NASA at the Glenn 
Research Center (GRC).  The TDU system will use all major components of the final FSP system except 
for the nuclear fuel rods, which will be substituted with electrical resistance heaters that will be scaled 
based on the required heat input of one convertor and designed to accurately simulate the final design [6].  
      The author and his associates have designed a modular signal processing platform that will enable 
robust system monitoring based on advanced signal analysis algorithms, physical system models, and 
neural network processing to enable system learning.  The emphasis has been on designing and building a 
system that can be integrated with NASA’s TDU.  The system, once fully developed, will be able to 
detect sensor and system anomalies and enable autonomous operation and corrective action. In addition to 
robust system health monitoring and in-situ calibration, the system may reduce the number of sensors 
required, thereby minimizing mass and complexity and potential for system failure.  
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Fig. 1.  TDU Block Diagram 
2. Project Background 
The work discussed in this paper was performed under a Phase I Small Business Innovation Research 
(SBIR) grant awarded by NASA in 2009 and continues in a Phase II SBIR grant awarded by NASA in 
2011.  The purpose of the Phase I project was to demonstrate the basic feasibility of the proposed 
autonomous I&C maintenance and health monitoring system.  The primary goal of the Phase II project is 
to develop an integrated health monitoring system for FSP that incorporates the analysis capabilities 
evaluated in the Phase I project into a stand-alone software/hardware system.  In the first year of the 
Phase II project, the techniques mentioned in this paper will be developed into an integrated health 
monitoring system (HMS) that can be applied to FSP applications.  In the second year, the goal is to test 
the HMS with both simulated lab data and data from NASA facilities.   
      At the outset of the Phase I project, a key priority for the authors was to obtain an understanding of 
the space reactor power systems being developed by NASA in order to provide a basis for the initial 
design of the health monitoring system.  As the authors’ core business contacts are from the nuclear 
power industry, it was important at the beginning of the project to meet NASA personnel familiar with 
the testing of the various FSP subsystems who could help facilitate the development of the health 
monitoring system.  Initially, the author and his associates defined the target health monitoring system’s 
parameters and performance metrics in consultation with NASA personnel at Marshall Space Flight 
Center (MSFC) and the NASA Glenn Research Center (GRC). After defining the target health monitoring 
system’s parameters and performance, it was critical to find a test bed for the development of the system.  
The annular linear induction pump (ALIP) test loop, shown in Figure 2, is a critical technology to that 
circulates the NaK reactor coolant liquid metal through the entire FSP system [7].  The ALIP was selected 
as the test bed for the system development because it is heavily instrumented and data was readily 
available.  During the early stages of the health monitoring system development, the ALIP was 
undergoing rigorous testing to determine the conditions for highest efficiency and control, and the authors 
were able to analyze the test data to establish the feasibility of applying various techniques for 
autonomous health monitoring. 
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Fig. 2.  ALIP test loop 
3. Health Monitoring Techniques 
Since no single analysis technique or algorithm currently exists that provides the optimal anomaly 
detection capabilities for all systems or sensor configurations, it is important that health monitoring 
systems for space reactors be robust, yet flexible, to accommodate multiple techniques and algorithms.  
For example, techniques such as cross calibration have proved successful in detecting sensor anomalies in 
commercial nuclear power plant systems with redundant instrumentation and are relatively simple to 
implement. However, many plant systems lack adequate redundancy to fully utilize such techniques. 
Empirical modeling algorithms such as neural networks, while more difficult to implement, work well in 
detecting sensor and system problems in plant systems with little or no redundancy.  Therefore, it was 
determined that a FSP health monitoring system should include the following data analysis techniques: 
 
x Data Qualification 
x Data Cleaning 
x Redundant Sensor Analysis 
x Empirical Modeling Analysis 
x Physical Modeling Analysis 
x Diagnostic Module 
 
The Data Qualification and Data Cleaning module perform statistical analysis and invalid data 
rejection respectively before the data is provided to the analysis algorithms.  Then the redundant sensor, 
empirical modeling, and the physical modeling analyze the data and detect any anomalies.  Finally, the 
diagnostic module determines the health status of a given sensor or system based on the results from the 
analysis techniques.  Development of the diagnostic algorithms for assessing analysis results and 
 H.M. Hashemian et al. /  Physics Procedia  38 ( 2012 )  164 – 175 169
classifying sensor degradations will represent a major innovation for the project and will likely be 
applicable to sensors and systems in other potential commercial venues.  The system designed is modular 
and expandable to allow for changing sensor types and quantity.  This approach allows for step-wise 
development that minimizes risk. Figure 3 shows a top-level architecture of a monitoring system that 
combines empirical and statistical data with modeled data to predict system performance and to detect out 
of normal conditions.  The advantage of this approach is that it can detect out of normal operation even 
when individual sensors may be indicating within their normal ranges.  The health monitoring analysis 
techniques, including redundant sensor analysis, empirical model analysis, and physical model analysis 
will be described in detail in the following sections. 
3.1. Redundant sensor analysis 
Cross-calibration is an on-line technique used for verifying the calibration of a group of redundant 
sensors. In application, the technique records the readings of redundant sensors, averages those readings, 
and calculates the deviation of each sensor from the average [8].  The cross-calibration method is a 
proven technique approved by the U.S. Nuclear Regulatory Commission (NRC) that is actively employed 
in the nuclear power industry for the calibration of redundant resistance temperature detectors (RTDs) 
and thermocouples in Pressurizer water reactors (PWRs).  The main purpose of this technique is to ensure 
that unacceptable drift has not occurred in safety-related redundant process sensors.  The test is typically 
performed near the plant's normal operating conditions to assess the accuracy of the sensors under normal 
conditions.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.  Functional Block Diagram of the Integrated Health Monitoring System 
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In the cross-calibration test, data from a group of redundant temperature sensors is acquired when the 
plant is at isothermal plateau or ramp conditions. An estimate of the temperature process is calculated, 
and the deviation of each individual sensor from the process estimate is calculated. The sensors that fail to 
meet the plant’s acceptance criteria are referred to as outliers and are either replaced with newly 
calibrated sensors, or their calibrations are corrected to bring them in line with the other redundant 
sensors in the group.  
     The validity and accuracy of the cross calibration tests depend on the initial accuracy of the individual 
sensors.  Also, cross calibration of temperature sensors is based on the assumption that, at isothermal 
plant conditions, the average temperature of a sufficient number of redundant sensors reflects the true 
temperature of the process.  There are several possibilities which can affect the validity of this 
assumption: 
 
x Errors in the temperature tables that are used to convert the sensor measurement to temperature.  
x Systematic drift in the calibration of the installed sensors.  This can occur if all the sensor 
measurements drift together in the same direction upward or downward. 
x Fluctuations and drift in the process temperature that could have been occurring while cross 
calibration data were taken. 
x Temperature non-uniformity between the various system components.  Since the cross calibration 
method assumes that all sensors are at the same temperature, any significant departure from this 
assumption can cause errors in the results of cross calibration tests. 
The first and second possibilities mentioned above may be accounted for by removing one or more of 
the sensors from the plant and calibrating it in a laboratory.  Another alternative would be to replace one 
of the sensors with a newly-calibrated reference sensor.  For nuclear power plant applications, 
experimental data has shown that the drift of nuclear-grade RTDs is predominantly random rather than 
systematic. The third and fourth possibilities listed above may be resolved by implementing numerical 
techniques to correct the cross calibration data for process temperature instability and temperature non-
uniformity.  During cross calibration tests, the temperature almost always fluctuates or drifts because the 
process temperature cannot be maintained perfectly at steady state.  The method used for temperature 
instability corrections depends on the plant conditions under which the data were acquired.  To minimize 
the effect of plant temperature fluctuations on the cross calibration results, the standard deviation of the 
fluctuations in the cross calibration data is calculated for each data snapshot.  If this standard deviation is 
larger than the acceptance criteria, then the snapshot is rejected.   
     The ALIP test loop data was configured for cross-calibration analysis and historical data was analyzed 
to prove the technique feasibility.  The data sets included process temperature measurements from 9 Type 
K thermocouple elements in thermowells and another 4 surface mount thermocouple elements.  Table 1 
shows the cross calibration results taken from the redundant thermocouples on the ALIP test loop.  The 
numbers shown are the deviations of each thermocouple from the group average across a range of 
temperatures.  Due to systematic differences in the temperature measurements of the surface mount 
thermocouples compared to the thermowell mounted thermocouples, the cross-calibration results were 
corrected for the differences between the groups.   
3.2. Physical model analysis 
Physics-based system modeling (‘physical modeling’) is a powerful technique by which out of normal 
conditions can be detected even when sensors are behaving well and within specifications.  A physical 
model analysis is essentially a series of equations wherein the possible coefficient values are constrained 
by the physics of the system being analyzed.     
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Table 1.  ALIP cross-calibration test results 
Tag TC Type ǻT @ 65°C ǻT @ 165°C ǻT @ 265°C ǻT @ 365°C ǻT @ 465°C 
T-005 Surface -0.39 -0.20 0.08 0.54 1.05 
T-014 Surface 1.27 1.88 1.84 2.46 3.71 
T-019 Surface -1.11 -1.00 -0.72 0.55 1.03 
T-025 Surface -0.99 -0.57 0.11 0.81 -4.06 
T-006 Thermowell 0.21 0.16 -0.10 -0.33 -0.72 
T-009 Thermowell 0.42 0.64 0.93 0.81 0.99 
T-010 Thermowell 0.56 0.92 1.19 1.00 1.17 
T-011 Thermowell 0.53 0.93 1.28 1.16 1.64 
T-012 Thermowell -0.11 -0.08 0.15 0.11 0.11 
T-015 Thermowell -0.51 -0.72 -0.89 -0.81 -1.00 
T-018 Thermowell 0.06 -0.19 -0.41 -0.61 -0.79 
T-020 Thermowell -0.42 -0.69 -1.02 -0.47 -0.29 
T-023 Thermowell -0.74 -0.99 -1.13 -0.85 -1.12 
 
For the purpose of providing a physical model test for the TDU, Sandia National Laboratory (SNL) 
has developed an integrated dynamic reactor, power, and control simulator (RPCSIM).  RPCSIM 
incorporates all major system components such as the reactor, Stirling engine, heat exchangers, radiators, 
and pumps with their own physical model.   RPCSIM along with several of its components are being used 
as a safety tools for testing the TDU system and TDU subsystems before actual operation.  System 
controls using PID feedback loops have also been developed for the reactivity and power-conversion 
displacement using these physical models [9]. 
     Taking the original purpose of the RPCSIM a step further, these physical models will be used in 
conjunction with empirical models and other online monitoring techniques as part of the integrated health 
monitoring system.  The HMS software will interface with the physical model to input initial conditions 
and manually control the operation of the system being simulated.  The output from the simulation will be 
used along with the results from the other online monitoring techniques in making a more sophisticated 
decision about the condition of plant variables.  Figure 4 provides an example of how data can be passed 
from the HMS software to the RPCSIM ALIP physical model.  The outputs of the physical model then 
can be monitored against the measured outputs from the ALIP test loop.  This same process can be scoped 
to use RPCSIM in parallel with the TDU by monitoring the process variables of the simulator with the 
only inputs to the simulator being the TDU control signals.   
3.3. Neural network analysis 
Neural network models are a subset of empirical models in that they use generic algorithms to learn 
complex relationships from data—no prior understanding of the physics or mathematics of the system is 
necessary. Neural networks are useful in applications like FSP/TDU, in which the actual interaction 
between system responses to stimuli, sensor variability, and external environmental effects is so complex 
that it exceeds the practical limits of simple analytical models. Neural networks are ‘trained’ to use the 
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Fig. 4.  Example of utilizing a physical model for simulated process outputs 
 
measured input values, as well as the output values, under a variety of conditions, to refine the system 
model through numerical regression. As various iterations of the training data are presented to the neural 
network’s computational model, it gains enough knowledge about the process to learn a relationship 
between the inputs and the outputs. By “learning” the optimum combination, weighting, and interaction 
of these inputs and outputs, the neural network can distinguish between normal and anomalous equipment 
performance.  
      To demonstrate the feasibility of the health monitoring for FSP in the Phase I project, an auto-
associative neural network (AANN) was used. An AANN can be used to provide such references by 
‘learning’ the relationships between a group of linearly or non-linearly-related diverse sensors [10].  
Figure 5 shows a typical AANN architecture.  As shown in Figure 5, an AANN consists of an input layer, 
a mapping layer, a bottleneck layer, a de-mapping layer, and an output layer.  Between each layer are 
interconnections or weights which serve to quantify the relationships between each sensor in the input.  
Establishing these relationships involves training the neural network by presenting data to the input layer 
and iteratively adjusting the weights until the desired output is reached.  Once the relationships are 
established, the AANN output will provide sensor estimates for any subsequent new data presented to it.  
The neural network works under the assumption that the training data used to establish the relationships 
between diverse sensors is free of errors. As such, it is important to provide a means to remove any 
extraneous artifacts from the data before an AANN is trained. 
       After the training data has been ‘cleaned’ from erroneous data, and a group of input parameters have 
been established, the process of training the AANN models can begin.  Two primary groups of sensors 
were established for the ALIP test loop based on the sensors with highest correlations.  The process of 
training the AANN models involved the following steps: 
 
x Specify the number of nodes in the mapping, bottleneck, and de-mapping layers of the neural 
network. 
x Provide a set of training data to the neural network and execute the learning algorithm to establish 
the connection weights.  After the connection weights are established, the neural network is 
considered to be ‘trained’. 
x Provide another set of data to the ‘trained’ neural network and compare the neural network output to 
the input data. 
x Review the results and repeat the steps if model results are found unacceptable. 
 
RPCSIM HMSHMS
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Fig. 5.  Auto-Associative Neural Network Architecture 
 
To further validate the neural network models, simulated ‘drift’ data was created and presented to each 
of the trained models.   This was done to verify that the neural networks could detect a drifted sensor.   
      Ideally, if data from a drifted sensor is presented to a properly trained neural network, the neural 
network will output the expected ‘normal’ behavior of the sensor.  A ‘residual’ is established to determine 
the difference between the neural network input and output.  Figure 6 shows the neural network output of 
an ALIP test loop sensor when presented with the artificially drifted data and residual plot used to 
indicate sensor degradation.  As shown in Figure 6, the neural network output follows its normal expected 
behavior instead of following the drifted signal.  The dotted line on the residual plot represents a 
threshold that has been established to detect the onset of drift.  As the sensor gradually drifts, the residual 
exceeds the threshold, at which time the health monitoring system can indicate that there is a problem 
with the sensor. 
4. Conclusion 
      In the beginning of this project, the overall strategic objective was to determine if on-line monitoring 
(OLM) techniques such as redundant sensor analysis and analytical modeling could be used in FSP 
systems as a means for determining sensor and system health.  This was primarily accomplished by 
applying the techniques of redundant sensor cross calibration and neural network modeling to historical 
data acquired by NASA during FSP sub-system component testing.  Building on these accomplishments, 
the author’s organization will extend the software and algorithm design into a fully functional software 
module for the health monitoring system; design and build the hardware portion of the system, working 
with NASA to determine the specific number and types of sensors, sensor interfaces, and data transfer 
protocols to be used; integrate the hardware and software modules into a complete, self-contained 
prototype system;  utilize data collected at the AMS labs and NASA historical test loop data to perform 
final validation testing of the developed health monitoring system; and demonstrate the system on an 
operational FSP test loop.  Upon completion, an autonomous I&C and health monitoring technology will 
exist that can be applied to a wide range of applications including other space applications, propulsions 
systems, and next generation designs of nuclear reactors.   
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Fig. 6. (a) Neural network output for drifted ALIP sensor; (b) Residual plot between drifted sensor input and neural 
network output 
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