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Abstract
We consider the construction of the deformed Whitham system for the KdV-
equation in the one-phase case and investigate the conservation of the Hamiltonian
properties in this situation. It is shown then, that both the Gardner - Zakharov -
Faddeev and the Magri brackets give the deformed Dubrovin - Novikov brackets (the
brackets of Dubrovin - Zhang type) for the deformed Whitham system constructed
by our procedure. The general approach used in the paper gives a scheme for the
averaging of the Poisson structures in the general situation.
1 Introduction.
We are going to consider the conservation of local field-theoretical Hamiltonian structures
in the method of deformations of the Whitham systems. As it is well known, the Whitham
method is connected with the slow modulations of parameters of (one-phase or multi-
phase) periodic or quasi-periodic solutions of PDE’s while the Whitham system itself
rules the behavior of the modulated parameters as of the functions of time and spatial
variables. The Whitham system is usually written as a system of Hydrodynamic type
UνT = V
ν
µ (U)U
µ
X (1.1)
and gives the main term in the connection of the time and spatial derivatives of parameters
Uν(X, T ). The variables T and X represent usually the ”slow” time and spatial variables
T = ǫ t, X = ǫ x connected with the variables t and x through the small parameter
ǫ. The Whitham system (1.1) is then a homogeneous system of Hydrodynamic Type
connecting the first derivatives of the slow modulated parameters. Different aspects and
numerous applications of the Whitham method were studied in many different works and
the Whitham method is considered now as one of the classical methods of investigation
of non-linear systems.
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Different properties of the Whitham equations were investigated by many authors (see
f.i. [1] - [3], [6] - [13], [24], [29] - [34], [36] - [46], [50] - [52], [54] - [56], [59] - [64], [66] - [73]).
Thus, it pointed out by G. Whitham ([70, 71, 72]) that the Whitham system (1.1) has
a local Lagrangian structure in the case when the initial system has a local Lagrangian
structure
δ
∫ ∫
L(ϕ, ϕt, ϕx, . . . ) dx dt = 0
on the initial phase space the space {ϕ(x, t)}.
The procedure of construction of the Lagrangian formalism for the Whitham system
(1.1) is given by the averaging of the Lagrangian function L on the family of m-phase
solutions of the initial system. Let us note also that in the case of presence of additional
parameters nl the additional method of the Whitham pseudo-phases should be used.
The important procedure of the averaging of local field-theoretical Hamiltonian struc-
tures was suggested by B.A. Dubrovin and S.P. Novikov ([11, 59, 12, 13]). The Dubrovin-
Novikov procedure gives the local field-theoretical Hamiltonian formalism for theWhitham
system (1.1) in the case when the initial system has a local Hamiltonian formalism of gen-
eral type. The Dubrovin-Novikov bracket for the Whitham system has a general form
{Uν(X), Uµ(Y )} = gνµ(U) δ′(X − Y ) + bνµλ (U)UλX δ(X − Y ) (1.2)
and was called the local Poisson bracket of Hydrodynamic type. The theory of the brackets
(1.2) is closely related with differential geometry ([11, 12, 13]) and is connected with
different coordinate systems in the (pseudo) Euclidean spaces. Let us say also that during
the last years the important weakly-nonlocal generalizations of Dubrovin-Novikov brackets
(Mokhov-Ferapontov bracket and Ferapontov brackets) were introduced and studied ([57,
25, 26, 27, 28, 60, 61, 53]).
During the last years the theory of deformations of systems (1.1) and the Poisson
brackets (1.2) was intensively studied ([14, 15, 16, 17, 19, 18, 20, 49, 21, 47, 48, 22, 23]).
The ǫ-deformations of systems of Hydrodynamic Type (1.1) and of brackets (1.2) give
the ”dispersive” corrections to (1.1) and (1.2) and are represented usually as the formal
series in the powers of ǫ with the higher derivatives of the parameters U. Let us say that
the theory of the compatible Poisson brackets (1.2) and their deformations demonstrate
very nontrivial structures and is considered now as one of the general approaches in the
classification of integrable hierarchies.
We will consider here the deformations of systems (1.1) and the Poisson brackets (1.2)
connected immediately with the Whitham method for the slow-modulated parameters.
As far as we know, the idea of consideration of dispersive Whitham systems appeared
first in the paper of M.J. Ablowitz and D.J. Benney ([1]) where the dispersive character
of the higher corrections in Whitham approach was pointed out. The regular procedure
of deformation of the Whitham systems was constructed in [55] in connection with the
theory of deformations of systems of Hydrodynamic Type developed in [19, 20]. In [56] a
special modification of the deformation procedure which gives a regular transition from
the linear to non-linear systems was also suggested. The procedure used in [56] represents
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the method of A.C. Newell giving the connection between the Whitham approach and
the Nonlinear Shro¨dinger equation approach to the slow modulations ([58]) which was
modified to the case of the deformed Whitham systems.
We will consider in this paper the modification of the deformation procedure considered
in ([56]) since the regular properties of the deformation procedure in the case of the
vanishing amplitude of oscillations seem to be important in many situations.
The main goal of this paper is to prove the conservation of the local field-theoretical
Hamiltonian structures in the method of the deformations of the Whitham systems which
is considered in the example of the one-phase modulated solutions of the KdV equation.
Namely, we suggest here a scheme of the ”averaging” of local field-theoretical Poisson
brackets giving the deformed Dubrovin - Novikov brackets for the deformed Whitham
systems (1.1). The procedure considered here is based on the Dirac procedure of the
restriction of the Poisson bracket on a sub-manifold which provides the Jacobi identity
for the ”averaged” Poisson structures.
In Chapters 2 and 3 we describe the scheme of deformation of the Whitham system for
the KdV equation giving the dispersive corrections to the standard system of Whitham
in this situation. In Chapter 4 we consider immediately the averaging of two local Hamil-
tonian structures for KdV and prove the existence of two deformed brackets (1.2) for
the deformed Whitham system. Finally, in Chapter 5, a scheme of the averaging of the
local Lagrangian structures in the method of deformations of the Whitham system is also
considered. The construction used here have in fact a general character and can be used
in analogous form for different systems of PDE’s.
2 TheWhithammethod and the deformation scheme.
As is well known the Whitham method ([70, 71, 72]) is connected with the slow modula-
tions of periodic or quasiperiodic m-phase solutions of nonlinear systems
F i(ϕ,ϕt,ϕx, . . . ) = 0 , i = 1, . . . , n , ϕ = (ϕ
1, . . . , ϕn) (2.3)
which are represented usually in the form
ϕi(x, t) = Φi (k(U) x + ω(U) t + θ0, U) (2.4)
In these notations the functions k(U) and ω(U) play the role of the ”wave numbers”
and ”frequencies” ofm-phase solutions and θ0 are the initial phase shifts. The parameters
of the solutions U = (U1, . . . , UN ) can be chosen in arbitrary way, however, we assume
that they do not change under arbitrary shifts of the initial phases θ0 of solutions.
The functions Φi(θ) satisfy the system
F i
(
Φ, ωαΦθα, k
βΦθβ , . . .
) ≡ 0 , i = 1, . . . , n (2.5)
and we choose for everyU some functionΦ(θ,U) as having ”zero initial phase shifts”. The
full set of m-phase solutions of (2.3) can then be represented in form (2.4). For m-phase
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solutions of (2.3) we have then k(U) = (k1(U), . . . , km(U)), ω(U) = (ω1(U), . . . , ωm(U)),
θ0 = (θ
1, . . . , θm), where U = (U1, . . . , UN ) are parameters of the solution. We require
also that all the functions Φi(θ,U) are 2π-periodic with respect to every θα, α = 1, . . . , m.
Let us denote by Λ the family of the functionsΦ(θ,U) which depend on the parameters
U in a smooth way and satisfy system (2.5) for all U. We will assume also that Λ is the
maximal family having these properties.
In Whitham approach the parameters U become slow functions of x and t: U =
U(X, T ), where X = ǫx, T = ǫt (ǫ→ 0).
The functions U(X, T ) should satisfy in this case some system of differential equations
(Whitham system) which makes possible the construction of the corresponding asymptotic
solution. More precisely (see [50]), we try to find the asymptotic solutions
ϕi(θ, X, T ) =
∑
k≥0
Ψi(k)
(
S(X, T )
ǫ
+ θ, X, T
)
ǫk (2.6)
(where all Ψ(k) are 2π-periodic in θ) which satisfy the system (2.3), i.e.
F i (ϕ, ǫϕT , ǫϕX , . . . ) = 0 , i = 1, . . . , n
The function S(X, T ) = (S1(X, T ), . . . , Sm(X, T )) is called a ”modulated phase” of
solution (2.6).
It is easy to see that the function Ψ(0)(θ, X, T ) should belong to the family of m-phase
solutions of (2.3) at every X and T . We have then
Ψ(0)(θ, X, T ) = Φ (θ + θ0(X, T ),U(X, T )) (2.7)
and
SαT (X, T ) = ω
α(U) , SαX(X, T ) = k
α(U)
as follows from the substitution of (2.6) into system (2.3).
The functions Ψ(k)(θ, X, T ) are defined from the linear systems
Lˆij[U,θ0](X, T ) Ψ
j
(k)(θ, X, T ) = f
i
(k)(θ, X, T ) (2.8)
where Lˆij[U,θ0](X, T ) is a linear operator given by the linearization of system (2.5) on solu-
tion (2.7). The resolvability conditions of systems (2.8) can be written as the orthogonality
conditions of the functions f(k)(θ, X, T ) to all the ”left eigen vectors” (the eigen vectors of
adjoint operator) of the operator Lˆij[U,θ0](X, T ) corresponding to zero eigen-values. The
resolvability conditions of (2.8) for k = 1
Lˆij[U,θ0](X, T ) Ψ
j
(1)(θ, X, T ) = f
i
(1)(θ, X, T ) (2.9)
together with the relations kαT = ω
α
X give the Whitham system for m-phase solutions of
(2.3) which plays the central role in the slow modulations approach.
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Let us say that the resolvability conditions of (2.8) can in fact be rather complicated
in a general multi-phase case. Indeed, we need to investigate the eigen-spaces of the
operators Lˆ[U,θ0] and Lˆ
†
[U,θ0]
on the space of 2π-periodic functions which can be rather
non-trivial in the multi-phase situation. Thus even the dimensions of kernels of Lˆ[U,θ0]
and Lˆ†[U,θ0] can depend in non-smooth way on the values of U so we can have a rather
complicated picture on the U-space ([6, 7, 8]).
These difficulties do not usually appear in the one-phase situation (m = 1) where the
behavior of eigen-values of Lˆ[U,θ0] and Lˆ
†
[U,θ0]
is usually rather regular.
In this chapter we are going to consider a scheme of deformation of the Whitham sys-
tem giving ”dispersive” corrections to the system of Hydrodynamic Type which describe
in fact the higher corrections to the corresponding asymptotic solutions. We are going
to use here the one-phase modulated solutions of the KdV equation as a basic example
throughout the paper, so let us consider now the KdV equation
ϕt + ϕϕx + ϕxxx = 0 (2.10)
It has a family of exact solutions of the form
ϕ(x, t) = Φ(kx+ ωt;U1, U2, U3) (2.11)
where the functions Φ(θ;U1, U2, U3) depending on three real parameters U1, U2, U3 is 2π-
periodic in θ, the wave number k and the frequency ω are uniquely determined by these
parameters,
k = k(U1, U2, U3) , ω = ω(U1, U2, U3)
As we pointed out already the Whitham modulation theory gives a prescription for finding
approximate solutions to KdV in the form
ϕ ≃ Φ
(
S(X, T )
ǫ
;U1(X, T ), U2(X, T ), U3(X, T )
)
(2.12)
where ǫ is a small parameter,
X = ǫ x , T = ǫ t
are slow variables, the dependence of the parameters Uν = Uν(X, T ) is determined from
certain hyperbolic system of the first order quasilinear equations of the form
UνT = V
ν
µ (U
1, U2, U3) UµX , ν , µ = 1, . . . , 3 (2.13)
The phase function S(X, T ) is determined by quadratures
∂XS(X, T ) = k(U
1(X, T ), U2(X, T ), U3(X, T ))
(2.14)
∂TS(X, T ) = ω(U
1(X, T ), U2(X, T ), U3(X, T ))
We now want to describe the higher corrections to the approximate solutions (2.12). We
will call them deformed Whitham equations.
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The deformed Whitham equations will arise in the description of solutions to (2.10)
in the form
ϕ = Φ(S(X, T ) + θ;U(X, T )) +
∑
l≥1
Φ(l)(S(X, T ) + θ;X, T ) (2.15)
where the functions
Φ(l)(θ;X, T ) = Φl(θ;U,UX ,UXX , . . . ,U
(l))
2π-periodic in θ are graded homogeneous differential polynomials in UX , UXX etc. with
coefficients being smooth functions of U = (U1, U2, U3). The gradation is defined by the
rule
deg ∂mXU = m, m = 1, 2, . . . .
As usual the degree of the product of homogeneous differential polynomials is equal to
the sum of their degrees. We use here the notations X and T just to emphasize that the
functions U(X, T ) are ”slow” functions of spatial and time variables. At the moment we
do not write the small parameter ǫ explicitly; it will be reintroduced later.
It will be convenient to choose a particular system of coordinates U1, U2, U3 in the
space of traveling wave solutions Φ(θ;U). We denote them
U = (k, ω, n)
where k and ω are the wave number and the frequency and n is the mean value of Φ. The
ODE for the function Φ
ωΦθ + kΦΦθ + k
3Φθθθ = 0 (2.16)
can be integrated by quadratures√
k3
2
∫
a3
dΦ√−kΦ3/6− ωΦ2/2 + AΦ +Bq = θ
where a3 is the third zero of the cubic polynomial −kΦ3/6−ωΦ2/2+AΦ+B according to
the normalization shown at Fig. 1. The dependence on the parameters of the coefficients
of the polynomial A = A(k, ω, n) B = B(k, ω, n) is determined from the equations√
k3
2
∮
dΦ√−kΦ3/6− ωΦ2/2 + AΦ +B = 2π√
k3
2
∮
Φ dΦ√−kΦ3/6− ωΦ2/2 + AΦ +B = 2π n.
We also fix the initial phase shift of the functions Φ(θ, k, ω, n) in such a way that every
Φ(θ, k, ω, n) has a local maximum at the point θ = 0 (see Fig. 1).
It is well-known that the function −Φ(kx+ ωt,U)/6 represents the one-gap potential
for the Shro¨dinger operator
6
Φmax
Φmin
Φ (θ,k, ω,n)
θ
0 pi 2− pi−−3pi pi2 pi
Figure 1: The function Φ(θ, k, ω) having zero initial phase shift.
Lˆ = − d
dx2
− ϕ
6
(2.17)
while the KdV equation can be written in the Lax representation
dLˆ
dt
=
[
Aˆ, Lˆ
]
where
Aˆ = − 4 d
3
dx3
− 1
2
(
ϕ
d
dx
+
d
dx
ϕ
)
Let us say that the integrability of the KdV equation will be convenient in some aspects
of our considerations. However, the general questions considered here are not connected
with the integrability and are applicable for the non-integrable examples as well.
It is well-known also that the solution Φ(kx+ ωt,U) can be represented in the form
Φ(kx+ ωt,U) =
2a
s2
dn2
[( a
6s2
)1/2
(x− V t), s
]
+ γ
V =
2a
3s2
(2− s2) + γ
where s is the modulus of the Jacobi elliptic function dn(u, s), 0 ≤ s ≤ 1. The value
2a plays the role of the amplitude of oscillations for the periodic solution and the values
(k, ω, n) can be expressed in terms of the parameters (a, s, γ) in the following way
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k =
π
K(s)
( a
6s2
)1/2
, ω = −V k = − 4π
K(s)
(2− s2)
( a
6s2
)3/2
− γπ
K(s)
( a
6s2
)1/2
n = γ +
2aE(s)
s2K(s)
where K(s) and E(s) are the elliptic integrals of the first and the second kind respectively.
We can write also
Φ(θ, a, s, γ) =
2a
s2
dn2
(
K(s)
π
θ, s
)
+ γ
for our normalization of the functions Φ(θ,U). Let us note also that the parameters
(a, s, γ) are connected with the energy band edges (r1, r2, r3) of the operator (2.17) by the
formulas
r2 − r1 = a , r2 − r1
r3 − r1 = s
2 , r1 + r2 − r3 = γ
(r3 > r2 > r1).
The total function Φ(tot)(θ,X, T ):
Φ(tot)(θ,X, T ) =
∑
l≥0
Φ(l)(θ,X, T ) = φ(θ − S(X, T ), X, T )
satisfies the equation
STΦ
(tot)
θ + SXΦ
(tot)Φ
(tot)
θ + (SX)
3Φ
(tot)
θθθ +
+Φ
(tot)
T + Φ
(tot)Φ
(tot)
X + 3S
2
XΦ
(tot)
θθX + 3SXSXXΦ
(tot)
θθ +
+ 3SXΦ
(tot)
θXX + 3SXXΦ
(tot)
θX + SXXXΦ
(tot)
θ + (2.18)
+Φ
(tot)
XXX = 0
This yields linear equations for the functions Φl(θ;u) for l ≥ 1. In particular the function
Φ(1)(θ,X, T ) satisfies the equation
ωΦ(1)θ + kΦ(1)Φθ + kΦ(1)θΦ + k
3Φ(1)θθθ = f(1)(θ,X, T ) (2.19)
where
f(1)(θ,X, T ) = −Φ[1]T − ΦΦX − 3k2ΦθθX − 3kkXΦθθ (2.20)
and the notation [1] means that we consider just the part of ΦT having degree 1 according
to our definition.
Denote Lˆ[X,T ] the linear operator
Lˆ[X,T ] = ω
∂
∂θ
+ k
∂
∂θ
Φ + k3
∂3
∂θ3
(2.21)
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We can rewrite (2.20) in the form
Lˆ[X,T ]Φ(1) = f(1)
In the same way we have the analogous systems for the functions Φ(l)(θ,X, T ) having the
form
Lˆ[X,T ]Φ(l) = ωΦ(l)θ + kΦ(l)Φθ + kΦ(l)θΦ + k
3Φ(l)θθθ = f(l)(θ,X, T ) (2.22)
where f(l)(θ,X, T ) are the discrepancies having degree l.
The functions k(X, T ) = SX , ω(X, T ) = ST and n(X, T ) must satisfy the “deformed
Whitham system”
kT = ωX
ωT =
∑
l≥1
σ(l) (k, ω, n, kX, ωX , nX , . . . ) (2.23)
nT =
∑
l≥1
η(l) (k, ω, n, kX, ωX, nX , . . . )
where all σ(l), η(l) are graded homogeneous differential polynomials in (k, ω, n, kX, ωX , nX , . . . )
of the degree l.
It is easy to see that relations (2.23) give in fact a possibility to represent in the form
of homogeneous differential polynomials any expression like kTX...X , ωTX...X , nTX...X , and
even kT ...TX...X , ωT ...TX...X , nT ...TX...X iterating the subsequent substitution of the series
(2.23). (The last property will not be necessary for the KdV equation).
According to (2.23) all the time derivatives like ΦT , Φ(l)T can also be represented as
the sum of homogeneous components
Φ(l)T = Φ
[l]
(l)T + Φ
[l+1]
(l)T + Φ
[l+2]
(l)T + . . .
where the functions Φ
[s]
(l)T are differential polynomials of (k, ω, n, kX, ωX , nX , . . . ) of the
degree s.
We impose the following orthogonality conditions on the discrepancies f(l)(θ,X, T )∫ 2pi
0
f(l)
dθ
2π
= 0 ,
∫ 2pi
0
Φ f(l)
dθ
2π
= 0 (2.24)
and also the “normalization” conditions∫ 2pi
0
Φθ Φ(l)
dθ
2π
= 0 ,
∫ 2pi
0
Φ(l)
dθ
2π
= 0 (2.25)
for the functions Φ(l)(θ,X, T ) defined from (2.22) modulo the linear combinations
a(X, T )Φθ + b(X, T )Φn.
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For determination of σ(l), η(l) we use the system (2.23) to remove all time derivatives
of (k, ω, n) after the substitution of (2.15) into (2.10) in order to represent (2.18) in the
graded form.
The functions σ(l), η(l) arising in (2.23) are found from the compatibility conditions
of systems (2.22) in the l-th order. It can be shown that conditions (2.24)-(2.25) define
uniquely all the expressions σ(l), η(l) and the corrections Φ(l), l ≥ 1.
So, our prescription for deriving the system (2.23) is based on the following three
conditions:
I) All the functions Φ(θ; k, ω, n) are chosen in the way shown at Fig. 1 ;
II) The modulated phase S(X, T ) is connected with the parameters (k, ω, n) by the
relations
ST (X, T ) = ω(X, T ) , SX(X, T ) = k(X, T ).
III) All the higher corrections Φ(l)(θ,X, T ), l ≥ 1 satisfy the normalization conditions
(2.25).
According to the statements above system (2.23) is uniquely defined by the conditions
(I)-(III).
Let us now say some words about solutions of the system (2.22). We have
ωΦ(l) + kΦ(l)Φ + k
3Φ(l)θθ =
∫ θ
f(l)(θ
′, X, T ) dθ′ + ξ1 (2.26)
Put Φ(l) = α(l)Φθ to arrive at
k3α(l)θθΦθ + 2k
3α(l)θΦθθ =
∫ θ
f(l) dθ
′ + ξ1.
So
k3α(l)θ (Φθ)
2 =
∫ θ
Φθ′
[∫ θ′
f(l) dθ
′′ + ξ1
]
dθ′ + ξ2
and
Φ(l) =
1
k3
Φθ
[∫ θ 1
(Φθ′)2
∫ θ′
Φθ′′
∫ θ′′
f(l) dθ
′′′ dθ′′ dθ′
(2.27)
+ ξ1
∫ θ Φ
(Φθ′)2
dθ′ + ξ2
∫ θ dθ′
(Φθ′)2
+ ξ3
]
.
Formula (2.27) has a local character and we have to investigate solution (2.27) on the
whole axis −∞ < θ < +∞. (The expression 1/(Φθ)2 has singularities at the points
θn = πn, n ∈ Z). Two important cases can be pointed out in our situation:
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I) The function f(l)(θ) is even, f(l)(−θ) = f(l)(θ);
II) The function f(l)(θ) is odd, f(l)(−θ) = −f(l)(θ).
Proofs of the following two propositions are straightforward.
Proposition 2.1.
For an even smooth periodic f(l)(θ) the corresponding solution Φ(l)(θ) of (2.22) satis-
fying conditions (2.25) is an odd smooth periodic function.
Proposition 2.2.
For an odd smooth periodic f(l)(θ) the corresponding solution Φ(l)(θ) of (2.22) satisfying
conditions (2.25) is an even smooth periodic function.
In particular the function f(1)(θ,X, T ) is given by the following expression
− [Φ(0)T ][1] − Φ(0)Φ(0)X − 3S2XΦ(0)θθX − 3SXSXXΦ(0)θθ .
Recall that the mark [1] means that we collect the terms of the degree 1 .
Orthogonality conditions (2.24) can be written as
∫ 2pi
0
Φ(0)ω
dθ
2π
σ(1) +
∫ 2pi
0
Φ(0)n
dθ
2π
η(1) +
∫ 2pi
0
Φ(0)k
dθ
2π
ωX =
∫ 2pi
0
f ′(1)
dθ
2π
and
∫ 2pi
0
Φ(0)Φ(0)ω
dθ
2π
σ(1) +
∫ 2pi
0
Φ(0)Φ(0)n
dθ
2π
η(1) +
∫ 2pi
0
Φ(0)Φ(0)k
dθ
2π
ωX =
∫ 2pi
0
f ′(1)
dθ
2π
where
f ′(1) = −Φ(0)Φ(0)X − 3S2XΦ(0)θθX − 3SXSXXΦ(0)θθ
The equations written above determine the functions σ(1)(k, ω, n, kX, ωX , nX) and
η(1)(k, ω, n, kX, ωX , nX). In this way we arrive at the standard Whitham system (2.13) as
the zero order approximation of (2.23).
More generally, according to our approach the functions f(l)(θ,X, T ) will be always
represented in the form
f(l) = −
[
Φ(0)T
][l]
+ f ′(l) = −Φ(0)ω σ(l) + Φ(0)n η(l) + f ′(l)
where f ′(l) does not contain the terms σ(l), η(l). The corresponding orthogonality conditions
(2.24) recursively determine all the terms σ(l), η(l).
It is easy to see that the function f(1) is even: f(1)(−θ) = f(1)(θ). We obtain therefore
that the function Φ(1)(θ) is odd Φ(1)(−θ) = −Φ(1)(θ).
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Furthermore, a direct substitution gives
f(2) = −
[
Φ(0)T
][2]
+ f ′(2) = −Φ(0)ω σ(2) + Φ(0)n η(2) + f ′(2)
where f ′(2)(θ) is odd.
Using equations (2.24) for l = 2 we get immediately σ(2) ≡ 0, η(2) ≡ 0 for the next
terms in (2.23). The total function f(2)(θ,X, T ) becomes then an odd function in θ. Hence
the second correction Φ(2)(θ) is even. By simple induction we obtain the following Lemma:
Lemma 2.1.
For the choice of the functions Φ(θ; k, ω, n) corresponding to Fig. 1 the following
statements are true:
1) All the even terms σ(2l)(k, ω, n, . . . ), η(2l)(k, ω, n, . . . ) in the deformation of Whitham
system (2.23) are identically zero: σ(2l) ≡ 0, η(2l) ≡ 0;
2) All odd corrections Φ(2l+1)(θ,X, T ), l ≥ 0 in (2.15) are odd functions in θ;
3) All even corrections Φ(2l)(θ,X, T ), l ≥ 1 in (2.15) are even functions in θ.
3 Deformation scheme for the case of small ampli-
tude oscillations.
The above procedure of deformation has one weak point. Namely, in the procedure
described the higher corrections Φ(l)(θ,X, T ) as well as the higher deformation terms in
system (2.23) are singular in the limit of small amplitude oscillations of ϕ(x, t). The
reason for such a singular behavior can be explained in the following way.
Let us rewrite system (2.22) in form (2.26) i.e.
ωΦ(l) + kΦ(l)Φ + k
3Φ(l)θθ = g(l)(θ,X, T )
where the right-hand part g(l) given by the expression
g(l)(θ,X, T ) ≡
∫ θ
0
f(l)(θ
′, X, T ) dθ′ + δ(l)(X, T )
is periodic in θ due to the conditions (2.24).
We can rewrite this system in the form
Qˆ[X,T ]Φ(l) = g(l) (3.1)
where
Qˆ[X,T ] ≡ ω(k, A, n) + kΦ + k3 ∂
2
∂θ2
(3.2)
is a self-adjoint operator on the space of 2π-periodic functions.
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Operator (3.2) has just one eigen-vector Φθ with zero eigenvalue on the space of 2π-
periodic functions. The constants δ(l)(X, T ) are uniquely determined by the second con-
dition (2.25) for the solutions Φ(l) of (3.1). It is not difficult to get analytic expressions
for δ(l)(X, T ). It is also easy to see that δ(l)(X, T ) ≡ 0 for l = 2s+ 1, s ≥ 0.
Provided that conditions (2.24) are satisfied we can write the solution of (3.1) in the
form
Φ(l) =
∑
j
1
λj
ξj(θ,X, T ) 〈ξj, g(l)〉 (3.3)
where ξj(θ,X, T ) are the normalized eigen-vectors of Qˆ[X,T ] corresponding to non-zero
eigenvalues λj.
Let us consider now operator (3.2) for the case of small amplitude oscillations:
Φ(θ,X, T ) = n(X, T ) + a0(X, T ) cos θ + . . . , a0 → 0
The parameter a0(X, T ) is the amplitude of the first Fourier harmonic of Φ(θ,X, T ) which
is similar to the parameter A = Φmax − Φmin in the limit A→ 0.
Operator (3.2) has always the eigen-vector ξ(θ,X, T ) = Φθ(θ,X, T ) corresponding
to zero eigenvalue, which corresponds to the function − sin θ in the limit A → 0. The
dispersion relation ω = ω(k, A, n) becomes the dispersion relation of the linear system
ω = −n k + k3
for A = 0.
However, the function cos θ gives also an eigen-vector of linear operator (A = 0) (3.2)
corresponding to zero eigenvalue. As a result there exists an eigen-vector ξ1(θ,X, T ) of
the operator Qˆ[X,T ] corresponding to “small” eigenvalue λ1 → 0 (for A→ 0).
The values ξ1(θ) and λ1 can be also expressed in terms of the elliptic functions in
our case. Indeed, if we compare the operator −Qˆ[X,T ]/k with the Shro¨dinger operator
(2.17) we can easily see that the operator −Qˆ[X,T ]/k is represented by the Shro¨dinger
operator with a one-zone potential multiplied by 6. It is well known (see f.e. [5, 4]) that
the operator −Qˆ[X,T ]/k represents a 3 - energy gaps Shro¨dinger operator with an elliptic
potential in this case.
The spectrum of the operator −Qˆ[X,T ]/k is shown at Fig. 2 and we are interested here
in the particular functions ξ1(θ) and λ1.
It’s not difficult to see then that the eigen-function Φθ(θ) and ξ1(θ) correspond to
the gap edges E3 = 0 and E4 = −λ1/k. Easy to see also that in the limit of the
small amplitude of oscillations we have |E4 − E3| → 0 in the full accordance with the
perturbations theory. The expressions for the functions ξ1(θ) and λ1 can be written in
the form (see [5]):
ξ1(θ, a, s, γ) ∼ dn
(
K(s)
π
θ, s
)[
1 + 2s2 −
√
1− s2 + 4s4 − 5s2 sn2
(
K(s)
π
θ, s
)]
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Figure 2: The spectrum of the operator −Qˆ[X,T ]/k. The intervals [E0, E1] , [E2, E3],
[E4, E5] and [E1, E2], [E3, E4], [E5, E6] represent the energy bands and the energy gaps of
a finite size respectively.
λ1(a, s, γ) = − K2(s)
(
2
√
1− s2 + 4s4 − 2 + s2
)
k3
/
π2 =
= − π
(
2
√
1− s2 + 4s4 − 2 + s2
)( a
6s2
)3/2/
K(s)
in our notations.
By direct substitution it is not difficult to also get the following relations for the values
of ω(k, A, n), Φ, Qˆ, ξ1 and λ1:
ω = − k n + k3 − a
2
0
24k
+ O(a40) (3.4)
Φ(θ, k, A, n) = n + a0 cos θ +
a20
12k2
cos 2θ + O(a30) (3.5)
Qˆ[k,A,n] = k
3 − a
2
0
24k
+ k a0 cos θ +
a20
12k
cos 2θ + k3
∂2
∂θ2
+ O(a30) (3.6)
ξ1(θ, k, A, n) = cos θ − a0
2k2
+
a0
6k2
cos 2θ + O(a20) (3.7)
λ1 = − 5a
2
0
12k
+ O(a40) (3.8)
We can see that the solutions (3.3) become singular in the limit of the small amplitude
oscillations A→ 0 if we do not put additional requirement
〈ξ1, g(l)〉 ≡ 0
for all g(l).
The idea of correction of the Whitham approach for the almost linear case using a
correction of a dispersion relation was invented by A.C. Newell (see [58], Chapter 2).
In [56] the method of A.C. Newell was generalized to the case of the deformed Whitham
systems which gives the regular deformation procedure in the limit of the small amplitude
of oscillations.
To improve the deformation procedure described above we will use the deformation
scheme suggested in [56] for the case of almost linear systems.
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Namely, the orthogonality of g(l)(θ,X, T ) to ξ1(θ,X, T ) can be provided in the following
way:
First of all we choose the parameters (k, A, n) instead of (k, ω, n) as the regular pa-
rameters everywhere (including the region A → 0). Now the main approximation in the
asymptotic solution (2.15) will be again given by the function Φ(S(X, T ) + θ, k, A, n)
such that SX(X, T ) = k(X, T ). So we have again the same approximation with the same
relation between S and k as previously at every T . However, we make now also the ”de-
formation” of time evolution of phase S(X, T ) such that ST (X, T ) 6= ω(k, A, n) anymore.
Instead, we put now the deformed relation
ST = ω(k, A, n) +
∑
l≥1
ω(l)(k, A, n, kX , AX , nX , . . . ) (3.9)
connecting the time derivative ST and the parameters (k, A, n) of the main approximation.
Here again all the functions ω(l)(k, A, n, kX , AX , nX , . . . ) are differential polynomials in
(kX , AX , nX , . . . ) of the degree l with coefficients smooth in (k, A, n) according to the
same gradation rule, i.e.
all the functions f(k, A, n) have degree 0;
the derivatives klX , AlX , nlX have degree l;
the degree of the product of homogeneous differential polynomials is equal to the sum
of their degrees.
As we have already said the parameter A = Φmax − Φmin plays here the role of the
amplitude of oscillations and we have A(X, T ) ∼ a0(X, T ) for the small A.
We write now the deformed Whitham system in the form
kT =
(
ω(k, A, n) +
∑
l≥1
ω(l)(k, A, n, kX , AX , nX , . . . )
)
X
AT =
∑
l≥1
α(l)(k, A, n, kX, AX , nX , . . . ) (3.10)
nT =
∑
l≥1
η(l)(k, A, n, kX , AX , nX , . . . )
which gives a full deformation of the Whitham system having a regular behavior in the
case of small amplitudes.
The functions α(l), η(l) are defined as previously from the orthogonality conditions
of the functions f(l)(θ,X, T ) to the “left” eigen-vectors Φ(θ) and 1 of the operator Lˆ
corresponding to zero eigenvalues. The functions ω(l) in (3.9) are defined now from the
orthogonality of the functions g(l)(θ,X, T ) to the eigen-vector ξ1(θ,X, T ) of the operator
Qˆ[X,T ] corresponding to the “small” eigenvalue λ1(k, A, n).
So now we have the condition∫ 2pi
0
ξ1(θ,X, T ) g(l)(θ,X, T )
dθ
2π
≡ 0 (3.11)
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in addition to conditions (2.24). The functions λ1(k, A, n), ξ1(θ, k, A, n) are defined by
continuity on the whole family of one-phase solutions so we can define the system (3.10)
on the full space of parameters.
For our choice of the functions Φ(θ, k, A, n) it is easy to prove that the function
ξ1(θ, k, A, n) is even in θ.
For the solutions Φ(l)(θ,X, T ) we will have automatically∫ 2pi
0
ξ1(θ,X, T ) Φ(l)(θ,X, T )
dθ
2π
≡ 0 (3.12)
in addition to normalization conditions (2.25).
In the same way as previously the following lemma can be proved for systems (3.9)-
(3.10) and the asymptotic expansion
φ(θ,X, T ) = Φ(S(X, T ) + θ, k, A, n) +
∑
l≥1
Φ(l)(S(X, T ) + θ,X, T ) (3.13)
Lemma 3.1. For the ”unified” choice of the functions Φ(θ, k, A, n) corresponding to
Fig. 1 the following statements are true:
1) All even terms σ(2l)(k, A, n, . . . ), η(2l)(k, A, n, . . . ) in the deformation of the Whitham
system (3.10) are identically zero: α(2l) ≡ 0, η(2l) ≡ 0;
2) All odd terms ω(2l+1)(k, A, n, . . . ), l ≥ 0 in the deformation (3.9) of the dispersion
relation are identically zero: ω(2l+1) ≡ 0;
3) All odd corrections Φ(2l+1)(θ,X, T ), l ≥ 0 in (2.15) are odd in θ;
4) All even corrections Φ(2l)(θ,X, T ), l ≥ 1 in (2.15) are even in θ.
So we can rewrite the relation (3.9) and the system (3.10) in the form
ST = ω(k, A, n) +
∑
l≥1
ω(2l)(k, A, n, kX , AX , nX , . . . )
kT =
(
ω(k, A, n) +
∑
l≥1
ω(2l)(k, A, n, kX , AX , nX , . . . )
)
X
(3.14)
AT =
∑
l≥0
α(2l+1)(k, A, n, kX, AX , nX , . . . )
nT =
∑
l≥0
η(2l+1)(k, A, n, kX, AX , nX , . . . ).
We can see that for our choice of the functions Φ(θ; k, A, n) the full deformation (3.14)
of the Whitham system includes only odd degrees of the expansion in higher derivatives
which emphasizes the dispersive character of the deformation.
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To calculate the terms ω(2), α(3), η(3) let us write down the expressions for the discrep-
ancies f(1), f(2), f(3) in the form
−f(1) = Φ[1]T + ΦΦX + 3SXSXXΦθθ + 3S2XΦθθX + S [1]T Φθ
−f(2) = Φ[2]T + Φ[2](1)T + 3SXXΦθX + 3SXΦθXX + SXXXΦθ + SXΦ(1)Φ(1)θ +
+ΦΦ(1)X + Φ(1)ΦX + 3SXSXXΦ(1)θθ + 3S
2
XΦ(1)θθX + S
[2]
T Φθ
−f(3) = Φ[3]T + Φ[3](1)T + Φ[3](2)T + ΦXXX + 3SXXΦ(1)θX + 3SXΦ(1)θXX + SXXXΦ(1)θ + Φ(1)Φ(1)X
+ΦΦ(2)X + Φ(2)ΦX + 3SXSXXΦ(2)θθ + 3S
2
XΦ(2)θθX + SXΦ(1)Φ(2)θ + SXΦ(2)Φ(1)θ + S
[3]
T Φθ.
Let us remind again that we do not prescribe any certain degree to the operator ∂/∂T ,
so we have
ST = ω(k, A, n) + ω(1)(k, A, n, kX , AX , nX) + . . .
ΦT = Φ
[1]
T + Φ
[2]
T + Φ
[3]
T + . . .
Φ(1)T = Φ
[2]
(1)T + Φ
[3]
(1)T + Φ
[4]
(1)T + . . .
Φ(2)T = Φ
[3]
(2)T + Φ
[4]
(2)T + Φ
[5]
(2)T + . . .
where all Φ
[s]
(l)T are differential polynomials in (kX , AX , nX , . . . ) of the degree s with smooth
coefficients depending on (k, A, n).
It is easy to see that the only odd in θ term in f(1) is −S [1]T Φθ. So from the orthogonality
of g(1) to ξ1(θ,X, T ) we get immediately ω(1) ≡ S [1]T ≡ 0 in accordance to Lemma 2. In
the same way we put also ω(l) ≡ 0, δ(l) ≡ 0 for all l = 2s+ 1, s ≥ 0, such that only ω(2s),
δ(2s) should be computed for s ≥ 1.
We will not need to calculate completely the system (3.14) in this paper, however, let
us briefly describe here the scheme for the determination of the functions α(1), η(1), α(3),
η(3), ω(2). We have
Φ
[1]
T = ΦaA
[1]
T + Φnn
[1]
T + Φkk
[1]
T = Φaα(1) + Φnη(1) + Φk (ω(k, a, n))X
so the orthogonality of f(1)(θ,X, T ) to the functions Φ(θ,X, T ) and 1 gives the usual
expression for α(1), η(1) given by the standard system of Whitham. The only even term
in f(2) is −Φ[2]T . So we get immediately α(2) ≡ 0, η(2) ≡ 0 from the orthogonality of f(2) to
Φ(θ,X, T ) and 1. The term −Φ[2](1)T is given by
−
∫ (
δΦ(1)(X)
δA(Y )
α(1)(Y ) +
δΦ(1)(X)
δn(Y )
η(1)(Y ) +
δΦ(1)(X)
δk(Y )
ωY (Y )
)
dY
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and it is a known function. From the orthogonality of g(2) to ξ1(θ,X, T ) we get a relation
for ω(2)(k, A, n, . . . ):
ω(2)
∫ 2pi
0
ξ1(θ) (Φ(θ)− Φ(0)) dθ
2π
=
∫ 2pi
0
ξ1(θ) g
′
(2)(θ)
dθ
2π
where
g′(2) = −
∫ θ
0
[
Φ
[2]
(1)T + 3kXΦθ′X + 3kΦθ′XX + kXXΦθ′ + kΦ(1)Φ(1)θ′ + ΦΦ(1)X+
+Φ(1)ΦX + 3kkXΦ(1)θ′θ′ + 3k
2Φ(1)θ′θ′X
]
dθ′ + δ(2)(X, T )
It convenient to determine the values of ω(2) and δ(2) simultaneously from the orthog-
onality of g(2)(θ) to both the vectors ξ1(θ) and
ξtot(θ) =
∑
s≥1
1
λ2s
J2s ξ2s , J2s =
∫ 2pi
0
ξ2s(θ)
dθ
2π
and add the relation
ω(2)
∫ 2pi
0
ξtot(θ) (Φ(θ)− Φ(0)) dθ
2π
=
∫ 2pi
0
ξtot(θ) g
′
(2)(θ)
dθ
2π
which gives a non-degenerate linear system on the values ω(2), δ(2).
1
Repeating all the arguments we get ω(3) ≡ S [3]T ≡ 0 from the orthogonality of g(3) to
ξ1(θ,X, T ). We have also Φ
[3]
(1)T ≡ 0 view A[2]T ≡ 0, n[2]T ≡ 0, k[2]T ≡ 0. The function −Φ[3](2)T
is given by
−
∫ (
δΦ(2)(X)
δA(Y )
α(1)(Y ) +
δΦ(2)(X)
δn(Y )
η(1)(Y ) +
δΦ(2)(X)
δk(Y )
ωY (Y )
)
dY
and is a known function again.
We have then
Φ
[3]
T = ΦAα(3) + Φnη(3) + Φk
(
ω(2)
)
X
so we get the functions α(3), η(3) from the orthogonality of f(3) to Φ(θ,X, T ) and 1.
It is easy to see also that the procedure can be extended to any order l such that all
the terms ω(2l), α(2l+1), η(2l+1) will be uniquely determined.
The system (3.14) determines the evolution of the parameters (k, A, n) of the zero
approximation of (2.15) such that the following conditions are satisfied:
I′ ) All the functions Φ(θ; k, A, n) are chosen in the way shown at Fig. 1.
II′ ) The modulated phase S(X, T ) and the parameters (k, A, n) of the zero approxi-
mation are connected by the relation
1Both the functions ξ1(θ), ξtot(θ) have in fact explicit expressions in terms of elliptic functions.
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SX(X, T ) = k(X, T ).
III′ ) The higher corrections Φ(l)(θ,X, T ), l ≥ 1 satisfy normalization conditions (2.25)
and (3.12).
We would like to introduce a small parameter ǫ according to our gradation rule for
more convenient notations. System (3.14) will be rewritten in the form
ST = ω(k, A, n) +
∑
l≥1
ǫ2l ω(2l)(k, A, n, kX , AX , nX , . . . ) (3.15)
kT =
(
ω(k, A, n) +
∑
l≥1
ǫ2l ω(2l)(k, A, n, kX, AX , nX , . . . )
)
X
AT =
∑
l≥0
ǫ2l α(2l+1)(k, A, n, kX , AX , nX , . . . ) (3.16)
nT =
∑
l≥0
ǫ2l η(2l+1)(k, A, n, kX , AX , nX , . . . ).
The asymptotic expansion (3.13) will also be rewritten in the form
φ(θ,X, T ) = Φ
(
S(X, T )
ǫ
+ θ, k, A, n
)
+
∑
l≥1
ǫl Φ(l)
(
S(X, T )
ǫ
+ θ,X, T
)
(3.17)
according to the gradation rules for the functions S(X, T ) and Φ(l)(θ,X, T ).
In these new notations we can actually see that system (3.22)-(3.23) describes the
asymptotic solutions of the equation
ϕT + ϕϕX + ǫ
2 ϕXXX = 0 (3.18)
where the small dispersion ǫ2 arises after the rescaling T → ǫT , X → ǫX . So our further
considerations will be applied to the KdV equation in the small-dispersion form (3.18).
Let us emphasize, however, that (3.17) is not an ǫ-expansion of the asymptotic solution
of (3.18) since all of the functions k(X, T, ǫ), A(X, T, ǫ), n(X, T, ǫ) are solutions of ǫ-
dependent system (3.16), such that expansion (3.17) can contain more complicated ǫ-
dependence. According to our rules we should not separate the different orders in ǫ of
the functions k(X, T, ǫ), A(X, T, ǫ), n(X, T, ǫ) and just use the gradation rules formulated
above for the ǫ-dependent functions. 2
The solutions of system (3.16) can be considered in different ways. Thus, it is easy to
define the formal graded form of solutions of (3.16)
2As it was pointed out in [55] the series (3.17) (or (3.13)) corresponds to the expansion with respect
to X-derivatives of the “renormalized” ǫ-dependent parameters of the main approximation Φ(θ, k, A, n)
which gives these specific rules of constructing of the series (3.17).
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k(X, T ) = k(X, 0) +
∑
l≥1
T l ǫl−1K(l) (k(X, 0), A(X, 0), n(X, 0), . . . )
A(X, T ) = A(X, 0) +
∑
l≥1
T l ǫl−1A(l) (k(X, 0), A(X, 0), n(X, 0), . . . )
n(X, T ) = n(X, 0) +
∑
l≥1
T l ǫl−1N(l) (k(X, 0), A(X, 0), n(X, 0), . . . )
for 0 < T < δ, where all K(l), A(l), N(l) are local functionals of k(X, 0), A(X, 0), n(X, 0)
and their derivatives having the corresponding degree.
However, a more complicated treatment of the solutions of (3.16) connected with their
global behavior based on the so-called quasitriviality transformations (see [19, 20]) of
parameters (k, A, n) is also possible and seems to be very important in the theory of the
deformed Whitham systems.
Let us recall also that the KdV equation (2.10) has an infinite series of conservation
laws which can be written in the form
d
dt
Pν(ϕ, ϕx, . . . ) = d
dx
Qν(ϕ, ϕx, . . . ) (3.19)
with some local functionals Pν(ϕ, ϕx, . . . ), Qν(ϕ, ϕx, . . . ). For equation (3.18) the corre-
sponding relations can be written respectively
d
dT
Pν(ϕ, ǫϕX , . . . ) = d
dX
Qν(ϕ, ǫϕX , . . . ) , ν = 0, 1, 2, . . . (3.20)
According to standard numeration we put
P0 = ϕ , Q0 = − 1
2
ϕ2 − ǫ2ϕXX
for ν = 0 and we have the conservation of the Casimir function
N =
∫ +∞
−∞
ϕdX
for the Gardner - Zakharov - Faddeev bracket in this case.
For ν = 1 it is put traditionally
P1 = 1
2
ϕ2 , Q1 = − 1
3
ϕ3 − ǫ2ϕϕXX + 1
2
ǫ2ϕ2X
which corresponds to the conservation of the momentum functional for the same bracket.
For ν = 2 we put
P2 = 1
6
ϕ3 − 1
2
ǫ2ϕ2X , Q2 = −
1
8
ϕ4 − 1
2
ǫ2ϕ2ϕXX + ǫ
2ϕϕ2X + ǫ
4ϕXϕXXX − 1
2
ǫ4ϕ2XX
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which gives the conservation of energy in the Gardner - Zakharov - Faddeev Poisson
structure.
The higher conservation laws are connected with the integrable nature of the KdV
equation and arise from the method of the inverse scattering problem.
It’s not difficult to see that the conservation laws of the KdV equation (3.18) give
conservation laws for system (3.16) after the ”averaging” of the corresponding densities
Pν , Qν on the asymptotic family (3.17). Indeed, after the substitution of (3.17) into
(3.20) and integration w.r.t. θ we get the relations
d
dT
〈Pν〉 = d
dX
〈Qν〉 (3.21)
where the quantities < Pν >, < Qν > are given by the substitution of solutions (3.17) in
the expressions for Pν and Qν and integration w.r.t. θ over the period. It’s not difficult to
see also that the values < Pν >, < Qν > are expressed in this case as the local functionals
of the parameters (k, A, n) and their X-derivatives
〈Pν〉 = 〈Pν〉 (k, A, n, kX , AX , nX , . . . ) , 〈Qν〉 = 〈Qν〉 (k, A, n, kX , AX , nX , . . . )
which are polynomial in the derivatives of (k, A, n) and can be written in the graded form
we introduced above. Relations (3.21) give then an infinite set of conservation laws for
system (3.16) written in the same graded form.
We can see also that the values of independent integrals < Pν > can be also chosen
as the parameters of the solutions (3.17) such that the values (k, A, n) will be expressed
in the form of graded expansions with respect to the X-derivatives of < Pν > given by
the ”inversion” of the corresponding expansions for < Pν >. System (3.16) written in the
corresponding parameters (say < P0 >, < P1 >, < P2 >) has then a conservative form
and expresses the balance of the chosen conservation laws.
Remark 3.1.
Let us come back now to Fig. 2 representing the spectrum of the operator −Qˆ[X,T ]/k.
Let us consider the limit k → 0 now and consider the spectrum of −Qˆ[X,T ]/k on the space
of 2π-periodic functions in this limit. We can say first af all that the sizes of the energy
bands [E0, E1], [E2, E3], [E4, E5] tend to zero in this situation giving the ”splitting” of
the three localized quantum states of the corresponding decreasing (one-soliton) potential
arising at k → 0.3 The potential Φ(kx; k, A, n) represents in this case a ”lattice” of distant
one-soliton solutions with the period ∼ k−1 with k → 0.
Let us note now that the eigen-values of the operator−Qˆ[X,T ]/k for the energies E > E6
are double-degenerated on the space of periodic functions and represent the ”boundaries
of the gaps of zero width” in the spectrum of −Qˆ[X,T ]/k. It’s not difficult to see also that
3The limit k → 0 of a one-phase solution of KdV gives a one-soliton solution corresponding to a
reflectionless potential with one localized quantum state for the Lax operator (2.17). The same solution
gives a potential with three bounded states (one with E = 0) for the operator Qˆ[X,T ] given by (3.2) in
the same limit.
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the distance between these eigen-values decreases (∼ k2) in the limit k → 0. Moreover,
the size of the gap [E5, E6] (as well as the energy band [E4, E5]) decreases also in this
situation. As a result, we can see that another instability arises in our scheme for the case
of the small k due to the large number of the ”small” eigen-values of Qˆ[X,T ] in this limit.
This fact means most probably that the averaging methods are not very applicable in the
limit k → 0 where the ”multi-soliton” description seems to give more adequate picture.
At last let us say that we believe that it’s enough to keep just the first (ǫ2) dispersive
terms in system (3.16) for the description of many oscillating regimes arising in the KdV
theory. Finally we arrive at the system
ST = ω(k, A, n) + ǫ
2 ω(2)(k, A, n, . . . ) (3.22)
kT =
(
ω(k, A, n) + ǫ2 ω(2)(k, A, n, . . . )
)
X
AT = a(1)(k, A, n, kX, AX , nX) + ǫ
2 a(3)(k, A, n, . . . ) (3.23)
nT = η(1)(k, A, n, kX, AX , nX) + ǫ
2 η(3)(k, A, n, . . . )
since we believe that it demonstrates already many essential features of the full system
(3.15)-(3.16).
System (3.23) should be considered as a system of differential equations in the ordinary
sense, in particular, all the solutions of (3.23) are supposed to be well defined functions
of X and T with some concrete behavior depending on the regime under investigation.
In the next chapters we are going to consider the questions connected with the Hamil-
tonian structures of system (3.16) which is the main subject of this paper. So, we will
consider now the initial KdV equation as a part of an integrable hierarchy having two local
Hamiltonian structures and discuss a possibility of the ”averaging” of the Hamiltonian
structures to obtain the Hamiltonian structures of the Dubrovin - Zhang type for system
(3.16).
4 The commuting flows and the Hamiltonian struc-
tures.
It is well known that the KdV equation represents the first nontrivial flow of the integrable
KdV hierarchy generated by the higher KdV integrals
Iν =
∫ +∞
−∞
Pν(ϕ, ϕx, . . . ) dx
with respect to the Gardner - Zakharov - Faddeev bracket
{ϕ(x), ϕ(y)} = δ′(x− y)
or the Magri bracket
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{ϕ(x), ϕ(y)} = δ′′′(x− y) + 2
3
ϕ(x) δ′(x− y) + 1
3
ϕx δ(x− y)
All the higher KdV flows have the similar form
ϕtν = f
ν(ϕ, ϕx, ϕxx, . . . ) (4.1)
and give an infinite set of commuting integrable flows.
The commuting flows (4.1) can be also written in the ”small dispersion” form
ǫ ϕT ν = f
ν(ϕ, ǫ ϕX, ǫ
2 ϕXX , . . . ) (4.2)
which gives the commuting flows for the KdV equation written in the form (3.18).
It is natural to expect then that the higher flows (4.2) of the KdV hierarchy gener-
ate the commuting flows for the deformed Whitham system (3.16) such that we get an
”integrable” hierarchy starting from system (3.16) on the ”averaged” level.
We have to introduce now the ”extended functional space”M = {ϕ(θ,X)} consisting
of smooth functions ϕ(θ,X) which are 2π-periodic in θ at every X . For our further
purposes we need to introduce also a ”submanifold” K ∈ M corresponding to the set
of solutions (3.17) which will play the basic role in our considerations. Let us note here
that all our considerations will be connected with the formal asymptotic series in the
derivatives of parameters of one-phase solutions of KdV so we define also the submanifold
K in the same form, i.e. as a formal submanifold having the asymptotic sense.
Thus, we define the submanifold K in the space of functions ϕ(θ,X) by the following
rule:
1) The function ϕ(θ,X) belongs to the family K if it represents one of solutions (3.17),
i.e.
ϕ(θ,X) = Φ
(
S(X)
ǫ
+ θ, k, A, n
)
+
∑
l≥1
ǫl Φ(l)
(
S(X)
ǫ
+ θ, [k, A, n], X
)
with some functions (S(X), A(X), n(X)) where k(X) = SX(X);
2) We put the following relation between the functions S(X) and k(X):4
S(X) =
1
2
∫ +∞
−∞
sgn(X − Y ) k(Y ) dY (4.3)
The functions (k(X), A(X), n(X)) play the role of ”coordinates” on the submanifold
K, so we consider K a manifolds parametrized by three functional parameters.
Let us formulate here the Theorem which connects the higher flows (4.2) with the
commuting flows of system (3.16).
4Let us assume here that the relations k(X)→ 0 for X → ±∞ are imposed. However, the procedure
will give us a local deformed Poisson bracket on the space (k(X), A(X), n(X)), so this condition will not
be important in fact for the final result.
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Theorem 4.1.
Every higher KdV flow (4.2) leaves invariant the family of formal solutions (3.17)
and generates a commuting flow for the deformed Whitham system (3.16) which can be
represented in the same graded form
ST ν = ω
ν(k, A, n) +
∑
l≥1
ǫ2l ων(2l)(k, A, n, kX, AX , nX , . . . ) (4.4)
kT ν =
(
ων(k, A, n) +
∑
l≥1
ǫ2l ων(2l)(k, A, n, kX , AX , nX , . . . )
)
X
AT ν =
∑
l≥0
ǫ2l αν(2l+1)(k, A, n, kX, AX , nX , . . . ) (4.5)
nT ν =
∑
l≥0
ǫ2l ην(2l+1)(k, A, n, kX , AX , nX , . . . ).
as system (3.16).
Proof.
Let us consider the formal asymptotic series
ϕ (θ,X, T, T ν) =
∑
l≥0
ǫlΨ(l)
(
S(X, T )
ǫ
+ θ,X, T, T ν
)
(4.6)
where every function Ψ(l)(θ,X, T, T
ν) is a local functional of k0(X, T ) = S0X(X, T ),
A0(X, T ), n0(X, T ) and their X-derivatives which is polynomial in derivatives and has
degree l according to the gradation rule we introduced above. We require that series (4.6)
coincides with asymptotic series (3.17) with the same parameters k0(X, T ), A0(X, T ),
n0(X, T ) for T
ν = 0
Ψ(0)(θ,X, T, 0) = Φ(θ, k0, A0, n0) , Ψ(l)(θ,X, T, 0) = Φ(l)(θ,X, T )
and satisfies the higher KdV equation (4.2) for T ν > 0.
After the substitution of (4.6) into (4.2) in the graded form we get a chain of evolution
equations on the functions Ψ(l)(θ,X, T, T
ν) at every degree l
d
dT ν
Ψ(l)(θ,X, T, T
ν) = Λ(l) (Ψ,Ψθ,ΨX , . . . , k0, A0, n0, k0X , A0X , n0X , . . . ) (4.7)
where every Λ(l) depends only on Ψ(s) with s ≤ l.
It’s not difficult to check the following relations for T ν = 0
Ψ(l)(−θ,X, T, 0) = (−1)lΨ(l)(θ,X, T, 0) , Λ(l)(−θ,X, T, 0) = (−1)l+1 Λ(l)(θ,X, T, 0)
(4.8)
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l ≥ 0.
Let us assume for simplicity that all the systems (4.7) have smooth solutions on some
interval T ν ∈ [0, δ] with our initial data such that we get a unique formal series (4.6)
satisfying our requirements on the same interval. Since equation (4.2) gives a commuting
flow for the KdV equation (3.18) we get that series (4.6) gives a formal solution of (3.18)
at every T ν ∈ [0, δ]. However, series (4.6) can not be considered as the asymptotic series
(3.17) for T ν > 0 since the normalization conditions (2.25), (3.12) will be in general
destroyed by the evolution systems (4.7).5
Nonetheless, series (4.6) can be represented in form (3.17) after a redefinition of pa-
rameters
(k0(X, T ), A0(X, T ), n0(X, T )) → (k(X, T, T ν), A(X, T, T ν), n(X, T, T ν)) (4.9)
and a re-expansion of (4.6) in the new graded form. It is convenient then to represent
the redefinition of (k, A, n) in the differential graded form (4.5) which gives the required
evolution system on family (3.17).
Let us discuss finally the possibility of a construction of the required system (4.5) on
the space of parameters (k(X), A(X), n(X)) which will prove the Theorem. Indeed, the
function n(X, T, T ν) is given by the integral∫ 2pi
0
ϕ(θ,X, T, T ν)
dθ
2π
according to the definition, so we get immediately the graded equation
dn
dT ν
=
∞∑
l=0
∫ 2pi
0
Λ(l)(θ,X, T, T
ν)
dθ
2π
which makes satisfied the second relation (2.25) for T ν > 0.
Let us consider now the first relation (2.25) and relation (3.12). We have to find now
two more functions S(X, T, T ν), A(X, T, T ν) such that the function Φ(θ, SX , A, n) satisfies
the conditions
∫ 2pi
0
Φθ
(
S(X, T, T ν)
ǫ
+ θ, SX , A, n
)∑
l≥0
ǫlΨ(l)
(
S(X, T )
ǫ
+ θ,X, T, T ν
)
dθ
2π
≡ 0
∫ 2pi
0
ξ1
(
S(X, T, T ν)
ǫ
+ θ, SX , A, n
)
×
×
(∑
l≥0
ǫlΨ(l)
(
S(X, T )
ǫ
+ θ,X, T, T ν
)
− Φ
(
S(X, T, T ν)
ǫ
+ θ, SX , A, n
))
dθ
2π
≡ 0
5The function Ψ(0)(θ,X, T, T
ν) will remain the one-phase solution for T ν > 0 in this situation, however,
the normalization Ψ(0)θ(0, X, T, T
ν) = 0 will be also destroyed by the higher KdV flow on the one-phase
solutions.
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to be an appropriate main term in the ”re-expanded” series (4.6).
We assume also S(X, T, 0) = S0(X, T ), k(X, T, 0) = k0(X, T ), A(X, T, 0) = A0(X, T ),
n(X, T, 0) = n0(X, T ) according to our scheme.
Differentiating the first relation with respect to T ν at T ν = 0 we get∫ 2pi
0
(
1
ǫ
ST ν Φθθ + kT ν Φθk + AT ν ΦθA + nT ν Φθn
)∑
l≥0
ǫlΨ(l)
dθ
2π
+
+
∫ 2pi
0
Φθ
∑
l≥0
ǫl Λ(l)|(T ν=0) dθ
2π
= 0 (4.10)
We are going to obtain a graded linear system for the determination of the time
derivatives ST ν , AT ν in the graded form. Using the facts
Ψ(0)(θ,X, T, 0) = Φ
(
S(X, T )
ǫ
+ θ, k, A, n
)
Λ(0)(θ,X, T, 0) =
ων(k, A, n)
ǫ
Φθ
(
S(X, T )
ǫ
+ θ, k, A, n
)
where ων(k, A, n) is the frequency corresponding to the flow f ν on the space of the one-
phase solutions of KdV we get from equation (4.10) ST ν = ω
ν(k, A, n) at T ν = 0 in the
main approximation.
Using also relations (4.8) we can write actually
ST ν = ω
ν(k, A, n) + O(ǫ2)
at T ν = 0 for the derivative ST ν .
After the differentiation of the second relation w.r.t. T ν at T ν = 0 we get the following
relation
AT ν
∫ 2pi
0
ξ1ΦA
dθ
2π
=
∫ 2pi
0
(
1
ǫ
ST ν ξ1θ + kT ν ξ1k + AT ν ξ1A + nT ν ξ1n
)∑
l≥1
ǫl Φ(l)
dθ
2π
+
+
∫ 2pi
0
ξ1
(∑
l≥0
ǫ2l+1 Λ(2l+1)|(T ν=0) − kT ν Φk − nT ν Φn
)
dθ
2π
(4.11)
at T ν = 0.
The function
∫ 2pi
0
ξ1ΦA dθ/2π is a strictly positive function on the space of parameters
(k, A, n). Using this fact it is not difficult to see then that the form of the linear system
(4.10)-(4.11) defines the unique representation of the derivatives ST ν , AT ν at T
ν = 0 in the
graded form being uniquely resolvable at every step of the determination of S
[s]
T ν and A
[s]
T ν .
Using also relations (4.8) it’s not difficult to prove that we obtain the ”purely dispersive”
system (4.5) in this situation.
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For 0 < T ν < δ system (4.10)-(4.11) is still resolvable with respect to the derivatives
ST ν , AT ν , such that we have
ST ν =
∑
l≥0
ǫ2l ων(2l)(T
ν , k0, A0, n0, k0X , A0X , n0X , . . . )
kT ν =
(∑
l≥0
ǫ2l ων(2l)(T
ν , k0, A0, n0, k0X , A0X , n0X , . . . )
)
X
AT ν =
∑
l≥0
ǫ2l αν(2l+1)(T
ν , k0, A0, n0, k0X , A0X , n0X , . . . )
nT ν =
∑
l≥0
ǫ2l ην(2l+1)(T
ν , k0, A0, n0, k0X , A0X , n0X , . . . ).
where all the functions ων(2l), α
ν
(2l+1), η
ν
(2l+1) become dependent on T
ν and do not coincide
with the functions from (4.5) since all the functions Ψ(l)(θ,X, T, T
ν) become different
from Φ(l)(θ,X, T ). However, if we represent the solutions of this system, say, in the
formal graded form we will be able to ”re-expand” formal solution (4.6) according to
change of parameters (4.9).
Thus we can write now the new formal graded expansion for series (4.6)
ϕ (θ,X, T, T ν) =
∑
l≥0
ǫl Ψ˜(l)
(
S(X, T )
ǫ
+ θ,X, T, T ν
)
(4.12)
according to change of parameters of expansion (4.9) at every T ν . System (4.7) can also
be easily rewritten for the functions Ψ˜(l)(θ,X, T, T
ν)
d
dT ν
Ψ˜(l)(θ,X, T, T
ν) = Λ˜(l)
(
T ν , Ψ˜, Ψ˜θ, Ψ˜X , . . . , k, A, n, kX , AX , nX , . . .
)
using system (4.12) in this situation. As a result we will get asymptotic series (4.12)
satisfying all the conditions (I′)-(III′).
Finally we get that the asymptotic series (4.12) gives a formal solution of (3.18) satis-
fying all the conditions (I′)-(III′) at 0 < T ν < δ. As we saw above, solutions (4.12) should
coincide in this case with the formal graded solution (3.17) so we get the invariance of the
family (3.17) under the higher KdV flows. The evolution of parameters (k, A, n) is ruled
then by system (4.5) for all T ν > 0 and the commutativity of (4.5) with (3.16) follows
directly from the commutativity of (4.2) and (3.18).
At last, let us note now that for our conditions k → 0, X → ±∞ we have also
ST ν (X) → 0, X → ±∞, which gives also the conservation of condition (4.3) in our
situation.
Theorem is proved.
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It’s not difficult to see also that system (4.5) coincides with the deformed Whitham
system for the higher KdV flow (4.2) defined by the same normalization conditions (I′)-
(III′).
Let us discuss now the Hamiltonian properties of system (3.16) following from the
Hamiltonian properties of the KdV equation (3.18). According to the general ideology
of the deformation of systems of Hydrodynamic Type we will assume the existence of
Hamiltonian structures for the deformed Whitham system given by the deformations of
the Hamiltonian structures of Hydrodynamic Type, i.e. the Hamiltonian structures having
the form
{Uν(X), Uµ(Y )} = {Uν(X), Uµ(Y )}0 +
+
∑
k≥2
ǫk−1
k∑
s=0
Bνµ(k)s(U,UX , . . . ,U(k−s)X) δ
(s)(X − Y ) (4.13)
where all Bνµ(k)s are polynomial w.r.t. derivatives UX , . . . , U(k−s)X and have degree (k−s).
We call deformations of Hamiltonian structure of form (4.13) the deformations of
Dubrovin-Zhang type. Bracket (4.13) gives a deformation of the local homogeneous
bracket of Hydrodynamic Type (Dubrovin - Novikov bracket) which according to the
definition has the following form
{Uν(X), Uµ(Y )} = gνµ(U) δ′(X − Y ) + bνµλ (U)UλX δ(X − Y ) (4.14)
The corresponding Hamiltonian operator Jˆνµ can be written as
Jˆνµ = gνµ(U)
∂
∂x
+ bνµλ (U)U
λ
X
and is homogeneous w.r.t. transformation X → aX .
Every functional H of Hydrodynamic Type, i.e. the functional having the form
H =
∫ +∞
−∞
h(U) dX
generates the system of Hydrodynamic Type
UνT = V
ν
µ (U)U
µ
X , ν, µ = 1, . . . , N (4.15)
where V νµ (U) is some N ×N matrix depending on the variables U1, . . . , UN according to
the formula
UνT = Jˆ
νµ δH
δUµ(X)
= gνµ(U)
∂
∂x
∂h
∂Uµ
+ bνµλ (U)
∂h
∂Uµ
UλX (4.16)
The DN-bracket (4.14) is called non-degenerate if det ||gνµ(U)|| 6= 0.
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As was shown by B.A. Dubrovin and S.P. Novikov the theory of DN-brackets is closely
connected with Riemannian geometry ([11, 12, 13]). In fact, it follows from the skew-
symmetry of (4.14) that the coefficients gνµ(U) give in the non-degenerate case the con-
travariant pseudo-Riemannian metric on the manifoldMN with coordinates (U1, . . . , UN )
while the functions Γνµλ(U) = −gµα(U) bανλ (U) (where gνµ(U) is the corresponding met-
ric with lower indices) give the connection coefficients compatible with metric gνµ(U).
The validity of Jacobi identity requires then that gνµ(U) is actually a flat metric on the
manifold MN and the functions Γνµλ(U) give a symmetric (Levi-Civita) connection on
MN ([11, 12, 13]).
In the flat coordinates n1(U), . . . , nN(U) the non-degenerate DN-bracket can be writ-
ten in constant form:
{nν(X), nµ(Y )} = eν δνµ δ′(X − Y )
where eν = ±1.
The functionals
Nν =
∫ +∞
−∞
nν(X) dX
are the annihilators of the bracket (4.14) and the functional
P =
1
2
∫ +∞
−∞
N∑
ν=1
eν (nν(X))2 dX
is the momentum functional generating the system UνT = U
ν
X according to (4.16).
The Symplectic Structure corresponding to non-degenerate DN-bracket has the weakly
nonlocal form and can be written as
Ωνµ(X, Y ) = e
ν δνµ ν(X − Y )
in coordinates nν or, more generally,
Ωνµ(X, Y ) =
N∑
λ=1
eλ
∂nλ
∂Uν
(X) ν(X − Y ) ∂n
λ
∂Uµ
(Y )
in arbitrary coordinates Uν .
Let us mention also that the degenerate brackets (4.14) are more complicated but also
have a nice differential geometric structure ([35]).
Brackets (4.14) are closely connected with the integration theory of systems of Hy-
drodynamic Type (4.15). Namely, according to conjecture of S.P. Novikov, all the di-
agonalizable systems (4.15) which are Hamiltonian with respect to DN-brackets (4.14)
(with Hamiltonian function of Hydrodynamic Type) are completely integrable. This con-
jecture was proved by S.P. Tsarev ([65]) who proposed a general procedure (”generalized
Hodograph method”) of integration of Hamiltonian diagonalizable systems (4.15).
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In fact Tsarev’s ”generalized Hodograph method” permits to integrate the wider class
of diagonalizable systems (4.15) (semi-Hamiltonian systems, [65]) which appeared to be
Hamiltonian in more general (weakly nonlocal) Hamiltonian formalism.
The corresponding Poisson brackets (Mokhov - Ferapontov bracket and Ferapontov
bracket) are the weakly nonlocal generalizations of DN-bracket (4.14) and are connected
with geometry of submanifolds in pseudo-Euclidean spaces. Let us describe here the
corresponding structures.
The Mokhov - Ferapontov bracket (MF-bracket) has the form ([57])
{Uν(X), Uµ(Y )} = gνµ(U) δ′(X−Y ) + bνµλ (U)UλX δ(X−Y ) + c UνX ν(X−Y )UµY (4.17)
As was proved in [57] the expression (4.17) with det ||gνµ(U)|| 6= 0 gives the Poisson
bracket on the space Uν(X) if and only if:
1) The tensor gνµ(U) represents the pseudo-Riemannian contravariant metric of con-
stant curvature c on the manifold MN , i.e.
Rνµλη(U) = c
(
δνλ δ
µ
η − δµλ δνη
)
2) The functions Γνµλ(U) = −gµα(U) bανλ (U) represent the Levi-Civita connection of
metric gνµ(U).
The Ferapontov bracket (F-bracket) is more general weakly nonlocal generalization of
DN-bracket having the form ([25, 26, 27, 28]):
{Uν(X), Uµ(Y )} = gνµ(U) δ′(X − Y ) + bνµλ (U)UλX δ(X − Y ) +
+
g∑
k=1
ek w
ν
(k)λ(U)U
λ
X ν(X − Y )wµ(k)δ(U)U δY (4.18)
ek = ±1, ν, µ = 1, . . . , N .
The expression (4.18) (with det ||gνµ(U)|| 6= 0) gives the Poisson bracket on the space
Uν(X) if and only if ([25, 28]):
1) Tensor gνµ(U) represents the metric of the submanifold MN ⊂ EN+g with flat
normal connection in the pseudo-Euclidean space EN+g of dimension N + g;
2) The functions Γνµλ(U) = −gµα(U) bανλ (U) represent the Levi-Civita connection of
metric gνµ(U);
3) The set of affinors {wν(k)λ(U)} represents the full set of Weingarten operators cor-
responding to g linearly independent parallel vector fields in the normal bundle, such
that:
gντ (U)w
τ
(k)µ(U) = gµτ (U)w
τ
(k)ν(U) , ∇ν wµ(k)λ(U) = ∇λwµ(k)ν(U)
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Rνµλη(U) =
g∑
k=1
ek
(
wν(k)λ(U)w
µ
(k)η(U) − wµ(k)λ(U)wν(k)η(U)
)
Besides that the set of affinors w(k) is commutative [w(k), w(k′)] = 0.
As was shown in [26] the expression (4.18) can be considered as the Dirac reduction of
the Dubrovin-Novikov bracket connected with metric in EN+g to the manifold MN with
flat normal connection. Let us note also that MF-bracket can be considered as a case of
the F-bracket when MN is a (pseudo)-sphere SN ⊂ EN+1 in a pseudo-Euclidean space.
The Symplectic Structures Ωνµ(X, Y ) for both (non-degenerate) MF-bracket and F-
bracket have also the weakly nonlocal form ([53]) and can be written in general coordinates
Uν as
Ωνµ(X, Y ) =
N+g∑
s=1
ǫs
∂ns
∂Uν
(X) ν(X − Y ) ∂n
s
∂Uµ
(Y )
where ǫs = ±1 and the metricGIJ in the space EN+g has the formGIJ = diag(ǫ1, . . . , ǫN+g).
The functions n1(U), . . . , nN+g(U) are the ”Canonical forms” on the manifold MN and
play the role of densities and annihilators of bracket (4.18) and ”Canonical Hamiltonian
functions” (see [53]) depending on the definition of phase space. In fact, the functions
ns(U) are the restrictions of flat coordinates of metric GIJ giving the DN-bracket in E
N+g
on manifold MN . The mapping MN → EN+g:
(
U1, . . . , UN
) → (n1(U), . . . , nN+g(U))
gives locally the embedding ofMN in EN+g as a submanifold with flat normal connection.
All the brackets (4.14), (4.17), (4.18) are connected with Tsarev method of integration
of systems (4.15). Namely, any diagonalizable system (4.15) Hamiltonian w.r.t. the (non-
degenerate) bracket (4.14), (4.17) or (4.18) can be integrated by ”generalized Hodograph
method”.
We will not describe here Tsarev method in details. However, let us point out that
”generalized Hodograph method” and the HT Hamiltonian Structures were very useful
for Whitham’s systems obtained by the averaging of integrable PDE’s ([70, 29, 11, 42, 43,
12, 13]).
The Hamiltonian approach to the Whitham method was started by B.A. Dubrovin and
S.P. Novikov in [11] (see also [12, 13]) where the procedure of ”averaging” of local field-
theoretical Poisson bracket was proposed. The Dubrovin - Novikov procedure gives the
DN-bracket for the Whitham system (4.15) in case when the initial system is Hamiltonian
w.r.t. a local Poisson bracket
{ϕi(x), ϕj(y)} =
∑
k≥o
Bij(k)(ϕ,ϕx, . . . ) δ
(k)(x− y)
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with local Hamiltonian functional
H =
∫ +∞
−∞
h(ϕ,ϕx, . . . ) dx
The method of Dubrovin and Novikov is based on the presence of N (equal to the
number of parameters Uν of the family of m-phase solutions) local integrals
Iν =
∫
Pν(ϕ,ϕx, . . . )dx (4.19)
commuting with the Hamiltonian function and with each other
{Iν, H} = 0 , {Iν , Iµ} = 0 (4.20)
and can be formulated in the following form:
We calculate the pairwise Poisson brackets of the densities Pν in the form
{Pν(x),Pµ(y)} =
∑
k≥0
Aνµk (ϕ,ϕx, . . . )δ
(k)(x− y)
where
Aνµ0 (ϕ,ϕx, . . . ) ≡ ∂xQνµ(ϕ,ϕx, . . . )
according to (4.20). Then the Dubrovin-Novikov bracket on the space of functions U(X)
can be written in the form
{Uν(X), Uµ(Y )} = 〈Aνµ1 〉(U) δ′(X − Y ) +
∂〈Qνµ〉
∂Uγ
UγX δ(X − Y ) (4.21)
where 〈. . . 〉 means the averaging on the family of m-phase solutions given by the formula:
〈F 〉 = lim
c→∞
1
2c
∫ c
−c
F (ϕ, ϕx, . . . )dx =
1
(2π)m
∫ 2pi
0
. . .
∫ 2pi
0
F (Φ, kα(U)Φθα , . . . )d
mθ
and we choose the parameters Uν such that they coincide with the values of Iν on the
corresponding solutions
Uν = 〈P ν(x)〉
This procedure was generalized in [52] for the weakly nonlocal Hamiltonian structures.
In this case the procedure of construction of general F-bracket (or MF-bracket) for the
Whitham system from the weakly non-local Poison bracket for initial system was pro-
posed.6 In [54] the procedure of averaging of the weakly-nonlocal Symplectic structures
was also suggested.
6The final proof of the Jacobi identity for the bracket given by the Dubrovin - Novikov procedure was
given in [51].
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Here we are going to consider the construction of bracket (4.13) for the deformed
Whitham system (3.16). Being considered for the KdV case the procedure will have in
fact general character and can be considered as a generalization of the Dubrovin - Novikov
procedure for the deformed Whitham system in general case.
We are going to use the Dirac restriction of a Poisson bracket on a submanifold to
establish the procedure of the construction of a Poisson bracket of form (4.13) for the
deformed Whitham system (3.16) which we call the ”averaging” of a Poisson bracket for
the deformed Whitham systems. Let us first introduce the Poisson brackets
{ϕ(θ,X), ϕ(θ′, Y )} = ǫ δ(θ − θ′) δ′(x− y) (4.22)
and
{ϕ(θ,X), ϕ(θ′, Y )} = (4.23)
= ǫ3 δ(θ − θ′) δ′′′(X − Y ) + ǫ 2
3
ϕ(X) δ(θ − θ′) δ′(X − Y ) + ǫ 1
3
ϕX δ(θ − θ′) δ(X − Y )
which correspond to the Gardner - Zakharov - Faddeev and the Magri brackets on the
extended phase space ϕ(θ,X) periodic in θ with the period 2π. Easy to see that both the
expressions (4.22) and (4.23) give Poisson brackets on the extended functional space.
We have to consider now the ”subspace” in the extended functional space correspond-
ing to the full family (3.17) parametrized by three functional parameters (S(X), A(X), n(X)).
7 We will call now the Dirac restriction of bracket (4.22) or (4.23) on the submanifold
corresponding to the full family of solutions (3.17) the averaging of the Gardner - Za-
kharov - Faddeev bracket or the Magri bracket giving a Poisson bracket for the deformed
Whitham system (3.16).
Let us remind that the Dirac restriction of a Poisson bracket on a submanifold N k ⊂
Mn is connected with the special choice of coordinates in the vicinity of the subman-
ifold N k which are divided to the ”coordinates on the submanifold” (U1, . . . , Uk) and
the constraints (g1, . . . , gn−k) which define the submanifold N k. It is assumed that the
submanifold N k is given by the conditions
gi(x) = 0 , i = 1, . . . , n− k
while the k functions U1(x), . . . , Uk(x) onMn play the role of coordinate system on N k
after the restriction on this submanifold.
If the Hamiltonian flows generated by the functions U j(x) leave the submanifold N k
invariant, i.e. we have
{U j(x), gi(x)} = 0 for g(x) = 0
then the pairwise Poisson brackets of functions U j(x) give a Poisson tensor after the
restriction on N k with coordinates (U1, . . . , Uk) which is called the Dirac restriction of
the Poisson bracket {. . . , . . . } defined on Mn on the submanifold N k ⊂Mn.
7Let us note that all the constructions are considered here just on the level of the formal asymptotic
series.
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In general, according to Dirac procedure, if we have some constraints gi(x) which
define a submanifold N k and some functions U j(x) giving a coordinate system on N k we
have to find k linear combinations βjs(U) g
s(x) at every point of N k such that we have
for the functions
U˜ j(x) = U j(x) + βjs(U) g
s(x) , j = 1, . . . , k
the relations
{U˜ j(x), gi(x)} = 0 at g(x) = 0
The functions U˜ j(x) have the same values as the functions U j(x) at the points of N k
and we can then define the Dirac bracket {. . . , . . . }D on N k by the formula
{U i, U j}D = {U˜ i(x), U˜ j(x)}|N k(U)
The functions βjs(U) are defined from the linear system
{gi(x), gs(x)}|N k βjs(U) + {gi(x), U j(x)}|N k = 0 , i = 1, . . . , n− k
and we can also write
{U i, U j}D = {U i(x), U j(x)}|N k − βis(U) {gs(x), gq(x)}|N k βjq(U)
for the Dirac bracket on N k.
Let us describe now the Dirac procedure in our situation.
First, let us introduce new coordinates on the submanifold K corresponding to solu-
tions (3.17) based on the conservation laws of the KdV equation (3.18).
Let us choose three integrals of the KdV equation such that their values on the family of
one-phase solutions of KdV are functionally independent. In our case it is most convenient
to take the integrals
I0 =
∫ +∞
−∞
ϕ dx , I1 =
∫ +∞
−∞
ϕ2
2
dx , I2 =
∫ +∞
−∞
(
ϕ2
6
− ϕ
2
x
2
)
dx
The integrals transform naturally to the integrals of the KdV equation (3.18) on the
extended phase space
I0 =
∫ +∞
−∞
∫ 2pi
0
ϕ dX
dθ
2π
, I1 =
∫ +∞
−∞
∫ 2pi
0
ϕ2
2
dX
dθ
2π
I2 =
∫ +∞
−∞
∫ 2pi
0
(
ϕ2
6
− ǫ
2
2
ϕ2X
)
dX
dθ
2π
Let us introduce now the functionals
Uν(X) =
∫ 2pi
0
Pν(ϕ, ǫϕX , . . . ) dθ
2π
, ν = 0, 1, . . .
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i.e.
U0(X) =
∫ 2pi
0
ϕ(θ,X)
dθ
2π
, U1(X) =
1
2
∫ 2pi
0
ϕ2(θ,X)
dθ
2π
U2(X) =
∫ 2pi
0
(
ϕ2
6
(θ,X)− ǫ
2
2
ϕ2X(θ,X)
)
dθ
2π
(4.24)
and consider the values of the functionals Uν(X) on the submanifold K.
It is easy to see that the values of Uν(X) on K are equal in the main approximation
to the values of the functionals Iν on the one-phase solutions of KdV with the parameters
(k(X), A(X), n(X)) and have in general higher corrections polynomial in derivatives of the
functions k(X), A(X), and n(X). It’s not difficult to see also that the higher corrections
to Uν(X) contain only even degrees in the expansion w.r.t. the derivatives kX , AX , nX ,
. . . for our choice of the initial phase of the functions Φ(θ, k, A, n) view the statements of
the Lemma 3.1. Thus for the functionals U0(X), U1(X), U2(X) we can write
U0(X) = 〈ϕ〉0(X) ≡ n(X)
U1(X) = 〈ϕ2〉0(X) +
∑
s≥1
U12s (4.25)
U2(X) = 〈ϕ
2
6
− ϕ
2
x
2
〉0(X) +
∑
s≥1
U22s
where
〈ϕ〉0 ≡
∫ 2pi
0
Φ(θ, k, A, n)
dθ
2π
≡ n
〈ϕ2〉0 ≡
∫ 2pi
0
Φ2(θ, k, A, n)
dθ
2π
〈ϕ
2
6
− ϕ
2
x
2
〉0 =
∫ 2pi
0
(
1
6
Φ3(θ, k, A, n) − k
2
2
Φ2θ(θ, k, A, n)
)
dθ
2π
and the values U12s, U
2
2s are graded polynomials in the derivatives of k, A, and n having
degree 2s.
Since the values of I0, I1, I2 are functionally independent on the space of one-phase
solutions of KdV we can write the ”inverted series” for the functions k(X), A(X), n(X).
We have to change the gradation rules now such that we will define the gradation degree
with respect to the X-derivatives of the parameters (U0, U1, U2) instead of (k, A, n). So
we can write now
k(X) = k0(U
0(X), U1(X), U2(X)) +
∑
s≥1
k(2s)([U
0, U1, U2], X)
A(X) = A0(U
0(X), U1(X), U2(X)) +
∑
s≥1
A(2s)([U
0, U1, U2], X) (4.26)
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n(X) = U0(X)
where k0(U
0, U1, U2), A0(U
0, U1, U2) are the exact ”one-phase” expressions for the param-
eters k and A in terms of (U0, U1, U2) and the functions k(2s), A(2s) are graded polynomials
in the derivatives of (U0, U1, U2) having degree 2s.
Using relations (4.26) we can re-expand also solutions (3.17) as graded series with
respect to the X-derivatives of the values of the functionals U0(X), U1(X), U2(X) on K
at every time, such that we have
φ(θ,X, T ) = ΦU
(
S(X, T )
ǫ
+ θ, U0, U1, U2
)
+
∑
l≥1
ǫl ΦU(l)
(
S(X, T )
ǫ
+ θ,X, T
)
(4.27)
where all ΦU(l) are graded polynomials of (U
0
X , U
1
X , U
2
X , . . . ) of degree l.
The function ΦU(θ, U0, U1, U2) represents the exact one-phase solution of KdV de-
pending on parameters (U0, U1, U2) and we have by definition
ΦU(θ, U0, U1, U2) = Φ(θ, k(U), A(U), n(U))
According to our approach we will assume that series (4.27) and (3.17) are equiv-
alent representations of formal asymptotic solutions (3.17) connected by change of the
asymptotic functional parameters (4.25)-(4.26). Let us note also that due to the form of
relations (4.25)-(4.26) the symmetric properties of the functions ΦU(l)(θ,X, T ) remain the
same as for the terms of series (3.17), i.e. we have
ΦU(2s)(−θ,X, T ) = ΦU(2s)(θ,X, T ) , ΦU(2s+1)(−θ,X, T ) = −ΦU(2s+1)(θ,X, T ) , s ≥ 0
We can assume in the same way that the functions of the submanifold K are represented
now by the asymptotic series
ϕ(θ,X) = ΦU
(
S(X)
ǫ
+ θ, U0, U1, U2
)
+
∑
l≥1
ǫl ΦU(l)
(
S(X)
ǫ
+ θ, [U0, U1, U2], X
)
so the functionals U0(X), U1(X), U2(X) play the role of coordinates on this submanifold
and these are exactly the functionals we are going to use for the Dirac procedure.
Let us introduce now the system of ”constraints” which defines our submanifold K in
the functional space. For our purposes it will be convenient to write the constraints in
the following form:
Let us denote
ψ(θ, [U], X) = ΦU(θ,U, X) +
∑
l≥1
ǫl ΦU(l)(θ, [U], X)
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where the notations U(X) = (U0(X), U1(X), U2(X)) denote now the functionals (4.24)
defined on the full functional space {ϕ(θ,X)}. We introduce now the constraints g(θ,X)
by the formula
g(θ,X) = ϕ(θ,X) − ψ
(
S[U](X)
ǫ
+ θ, [U], X
)
(4.28)
as the functionals on the space M. Easy to see that the relations
g(θ,X) = 0
define then exactly the ”sub-manifold” K we consider here.
However, the set of constraints (4.28) is certainly not independent in the ordinary
sense. Namely, in the full analogy with the finite-dimensional case the following relations
take place identically for the ”gradients” δg(θ,X)/δϕ(θ′, Y ) on the ”sub-manifold” K:∫ +∞
−∞
∫ 2pi
0
δUν(Z)
δϕ(θ,X)
δg(θ,X)
ϕ(θ′, Y )
dθ
2π
dX ≡ 0 (4.29)
Nevertheless, it will be convenient for us not to choose an independent system of
constraints and to keep constraints (4.28) for our purposes, so we have to remember the
presence of relations (4.29) for system (4.28).
For the Dirac restriction of bracket (4.22) or (4.23) on the submanifold K we have
to modify now the functionals U0(X), U1(X), U2(X) by the linear combinations of con-
straints g(θ,X)
U˜ν(X) = Uν(X) +
∫ +∞
−∞
∫ 2pi
0
g(θ, Y ) βν
(
S[U](Y )
ǫ
+ θ, [U], Y,X
)
dθ
2π
dY
such that the functionals U˜ν(X) leave invariant the submanifold K in the corresponding
Hamiltonian structure and then to use the functionals U˜ν(X) for the construction of the
Dirac bracket on K. The functions βν(S(Y )/ǫ+ θ, Y,X) should satisfy the relation
∫ +∞
−∞
∫ 2pi
0
{g(θ,X), g(θ′, Z)} βν
(
S(Z)
ǫ
+ θ′, Z, Y
)
dθ′
2π
dZ + {g(θ,X), Uν(Y )} = 0
(4.30)
on K and are defined at every ”point” ofKmodulo the linear combinations of the functions
δUµ(W )/δϕ(θ, Y ) view the original dependence of constraints (4.28).
The Dirac bracket on the manifold K can be defined by the formula
{Uν(X), Uµ(Y )}D = {Uν(X), Uµ(Y )}|K− (4.31)
−
∫
βν
(
S(X)
ǫ
+ θ, Z,X
)
{g(θ, Z), g(θ′,W )}|K βµ
(
S(Y )
ǫ
+ θ′,W, Y
)
dθ
2π
dθ′
2π
dZdW
so the procedure gives a unique definition of the bracket {Uν(X), Uµ(Y )}D.
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To get a local deformed Poisson bracket on K we will try to find the functions
βν(θ, Y,X) in the form
βν(θ, Y,X) =
∑
s≥1
ǫs βν(s)(θ, Y,X) (4.32)
where the functions βν(s)(θ, Y,X) are represented as the local distributions
βν(s)(θ, Y,X) =
s∑
p=0
βν(s),p(θ, Y ) δ
(p)(Y −X) (4.33)
having gradation s assuming that the derivatives of the delta-function δ(p)(Y −X) have
degree p by definition.
Thus, we assume that all the functions βν(s),p(θ, Y ) on K are local functionals of
(U0(X), U1(X), U2(X), U0X , U
1
X , U
2
X , . . . ) at every θ, polynomial in derivatives
(U0X , U
1
X , U
2
X , . . . ) and having degree s − p according to our previous definition. This
structure of βν(θ, Y,X) is obviously equivalent to the statement that the functionals∫ +∞
−∞
Uν(X) q(X) dX
with a ”slow” function of X q(X) can be modified with the aid of a linear combination
of constraints (4.28) with the coefficients
Bν[q](θ, Y ) =
∑
s≥1
ǫs
s∑
p=0
βν(s),p(θ, Y )
dpq(X)
dXp
to leave the submanifold K invariant. According to this scheme the derivatives dsq/dXs of
the slow function q(X) have degree s as well as the derivatives of the parameters U0(X),
U1(X), U2(X).
Finally, we have to study now system (4.30) for the cases of the Gardner - Zakharov -
Faddeev bracket and the Magri bracket to investigate the possibility to find the functions
βν(θ, Y,X) in form (4.32)-(4.33). Let us formulate here the following Theorem.
Theorem 4.2.
Both for the Gardner - Zakharov - Faddeev bracket and the Magri bracket for KdV the
functions βν(θ, Y,X) can be found in form (4.32)-(4.33) on the family K. Thus, the Dirac
restriction of both the brackets on the family K has the local deformed Hydrodynamic form
(4.13) which gives two deformed Hydrodynamic Type brackets for the deformed Whitham
system (3.16).
Proof.
Let us analyze equations (4.30) for the case of the Gardner - Zakharov - Faddeev
bracket and the Magri bracket. We have first on the family K
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{g(θ,X), g(θ′, Z)}|K = {ϕ(θ,X), ϕ(θ′, Z)}|K −
−
∫ +∞
−∞
dW {ϕ(θ,X), Uµ(W )}|K δψ(S[U](Z)/ǫ+ θ
′, [U], Z)
δUµ(W )
−
−
∫ +∞
−∞
dW
δψ(S[U](X)/ǫ+ θ, [U], X)
δUµ(W )
{Uµ(W ), ϕ(θ′, Z)}|K +
+
∫ +∞
−∞
∫ +∞
−∞
dWdV
δψ(S[U](X)/ǫ+ θ, [U], X)
δUµ(W )
{Uµ(W ), Uγ(V )}|K δψ(S[U](Z)/ǫ+ θ
′, [U], Z)
δUγ(V )
(summation over repeated indices).8
In the same way
{g(θ,X), Uν(Y )}|K = {ϕ(θ,X), Uν(Y )}|K −
−
∫ +∞
−∞
dW
δψ(S[U](X)/ǫ+ θ, [U], X)
δUµ(W )
{Uµ(W ), Uν(Y )}|K
Let us say now some words about the Poisson bracket {k(W ), Uν(Y )}|K. As we saw
already the functional
Iν =
∫ +∞
−∞
Uν(Y ) dY
leaves invariant the submanifold K so the Poisson bracket {k(W ), Iν}|K should give exactly
the Whitham evolution of the functional k([U],W ) corresponding to the ν-flow of the KdV
hierarchy. So we have
{k(W ), Iν}|K = ǫ
(
ων(k, A, n) +
∑
l≥1
ǫ2l ων(2l)(k, A, n, . . . )
)
W
=
= ǫ
(
ων0 (U) +
∑
l≥1
ǫ2l ω˜ν(2l)(U,UX , . . . )
)
W
with some functionals ω˜ν(2l)(U,UX , . . . ) according to (4.5).
According to the structure of the bracket {k(W ), Uν(Y )}|K we should have then
{k(W ), Uν(Y )}|K = ǫ
(
ων0 (U(W )) +
∑
l≥1
ǫ2l ω˜ν(2l)(U,UW , . . . )
)
W
δ(W − Y ) +
+
∑
s≥1
ǫs κνL(s)(U,UW , . . . ) δ
(s)(W − Y )
8Let us note that we assume the differentiation δ/δU in the sense of the values of functionals Uν(X)
on the family K while we treat Uν(X) inside the brackets as a functional on the whole functional space.
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where κνL(s) are some local functionals of (U,UW , . . . ) given by sums of terms of degree
≥ 0.
We can write then
1
2ǫ
∫ +∞
−∞
dW ψθ(θ, [U], X) sgn(X −W ) {k(W ), Uν(Y )}|K =
= ψθ(θ, [U], X)
(
ων0 (U(X)) +
∑
l≥1
ǫ2l ω˜ν(2l)(U,UX , . . . )
)
δ(X − Y )−
−1
2
∫ +∞
−∞
dW ψθ(θ, [U], X) sgn(X−W )
(
ων0(U(W )) +
∑
l≥1
ǫ2l ω˜ν(2l)(U,UW , . . . )
)
δ′(W−Y )+
+
1
2ǫ
∫ +∞
−∞
dW ψθ(θ, [U], X) sgn(X −W )
(∑
s≥1
ǫs κνL(s)(U,UW , . . . ) δ
(s)(W − Y )
)
In the same way we obtain
{ϕ(θ,X), Iν}|K = ψθ
(
S(X)
ǫ
+ θ, [U], X)
)(
ων0 (U(X)) +
∑
l≥1
ǫ2l ω˜ν(2l)(U,UX , . . . )
)
+
+
∫ +∞
−∞
dW ψUµ
(
S(X)
ǫ
+ θ, [U], X,W
)
{Uµ(W ), Iν}|K
where
ψUµ(θ, [U], X,W ) ≡ δψ(θ, [U], X)
δUµ(W )
So, from the structure of the bracket {ϕ(θ,X), Uν(Y )}|K we can conclude
χνL
(
S(X)
ǫ
+ θ,X, Y
)
≡ {ϕ(θ,X), Uν(Y )}|K =
= ψθ
(
S(X)
ǫ
+ θ, [U], X
)(
ων0(U(X)) +
∑
l≥1
ǫ2l ω˜ν(2l)(U,UX , . . . )
)
δ(X − Y ) +
+
∫ +∞
−∞
dW ψUµ
(
S(X)
ǫ
+ θ, [U], X,W
)
{Uµ(W ), Uν(Y )}|K+ (4.34)
+
∑
s≥1
ǫs λνL(s)
(
S(X)
ǫ
+ θ, [U], X
)
δ(s)(X − Y )
for some local functionals λνL(s)(θ, [U], X) onK, polynomial in the derivatives (UX ,UXX , . . . )
and given by sums of terms of degree ≥ 0.
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In the same way we put
χνR
(
Y,X,
S(X)
ǫ
+ θ,
)
≡ {Uν(Y ), ϕ(θ,X)}|K =
= − δ(Y −X)
(
ων0 (U(X)) +
∑
l≥1
ǫ2l ω˜ν(2l)(U,UX , . . . )
)
ψθ
(
S(X)
ǫ
+ θ, [U], X
)
+
+
∫ +∞
−∞
dW {Uν(Y ), Uµ(W )}|K ψUµ
(
S(X)
ǫ
+ θ, [U], X,W
)
+ (4.35)
+
∑
s≥1
ǫs δ(s)(Y −X) λνR(s)
(
S(X)
ǫ
+ θ, [U], X
)
Let us denote also
ζL
(
S(X)
ǫ
+ θ,X, Y,
)
≡ {ϕ(θ,X), k(Y )}|K
ζR
(
Y,X,
S(X)
ǫ
+ θ,
)
≡ {k(Y ), ϕ(θ,X)}|K
We have now
αν
(
S(X)
ǫ
+ θ,X, Y
)
≡ {g(θ,X), Uν(Y )}|K =
= {ϕ(θ,X), Uν(Y )}|K −
∫ +∞
−∞
dW ψUµ
(
S(X)
ǫ
+ θ, [U], X,W
)
{Uµ(W ), Uν(Y )}|K−
− 1
2ǫ
∫ +∞
−∞
dW ψθ
(
S(X)
ǫ
+ θ, [U], X
)
sgn(X −W ) {k(W ), Uν(Y )}|K =
=
∑
s≥1
ǫs λνL(s)
(
S(X)
ǫ
+ θ, [U], X
)
δ(s)(X − Y ) +
+
1
2
∫ +∞
−∞
dW ψθ
(
S(X)
ǫ
+ θ, [U], X
)
sgn(X−W )
(
ων0(W ) +
∑
l≥1
ǫ2lω˜ν(2l)(W )
)
δ′(W−Y )−
− 1
2ǫ
∫ +∞
−∞
dW ψθ
(
S(X)
ǫ
+ θ, [U], X
)
sgn(X −W )
(∑
s≥1
ǫs κνL(s)(W ) δ
(s)(W − Y )
)
Using the same arguments we obtain that for the case of the Gardner - Zakharov -
Faddeev bracket we have the following equation for the functions βν(θ, Z, Y ):∫ +∞
−∞
∫ 2pi
0
L(θ, θ′, X, Z) βν(θ′, Z, Y )
dθ′
2π
dZ = αν(θ,X, Y ) (4.36)
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where
L(θ, θ′, X, Z) = k δ′(θ − θ′) δ(X − Z) + ǫ δ(θ − θ′) δ′(X − Z)−
−
∫ +∞
−∞
dW χµL(θ,X,W )
δψ(θ′, [U], Z)
δUµ(W )
−
∫ +∞
−∞
dW
δψ(θ, [U], X)
δUµ(W )
χµR(W,Z, θ
′) +
+
∫ +∞
−∞
∫ +∞
−∞
dW dV
δψ(θ, [U], X)
δUµ(W )
{Uµ(W ), Uγ(V )}|K δψ(θ
′, [U], Z)
δUγ(V )
−
− 1
2ǫ
∫ +∞
−∞
dW ζL(θ,X,W ) sgn (Z −W ) ψθ′(θ′, [U], Z)−
− 1
2ǫ
∫ +∞
−∞
dW ψθ(θ, [U], X) sgn (X −W ) ζR(W,Z, θ′) +
+
1
2ǫ
∫ +∞
−∞
∫ +∞
−∞
dW dV
δψ(θ, [U], X)
δUµ(W )
{Uµ(W ), k(V )}|K sgn (Z − V ) ψθ′(θ′, [U], Z) +
+
1
2ǫ
∫ +∞
−∞
∫ +∞
−∞
dW dV ψθ(θ, [U], X) sgn (X −W ) {k(W ), Uγ(V )}|K δψ(θ
′, [U], Z)
δUγ(V )
+
+
1
4ǫ2
∫ +∞
−∞
∫ +∞
−∞
dWdV ψθ(θ, [U], X) sgn(X−W ) {k(W ), k(V )}|K sgn(Z−V )ψθ′(θ′, [U], Z)
Let us note now that the bracket {Uν(X), Uµ(Y )}|K has the order O(ǫ) and, besides
that, it’s main term in the ǫ-expansion coincides precisely with the Dubrovin - Novikov
bracket defined above.
Let us put now the additional condition∫ 2pi
0
ψθ(θ, [U], Z) β
ν(θ, Z, Y )
dθ
2π
≡ 0 (4.37)
which will be confirmed aposteriori for our βν(θ, Z, Y ). We can reduce then the operator
L(θ, θ′, X, Z) to the form
Leff(θ, θ
′, X, Z) = k δ′(θ − θ′) δ(X − Z) + ǫ δ(θ − θ′) δ′(X − Z) −
−
∫ +∞
−∞
dW χµL(θ,X,W )
δψ(θ′, [U], Z)
δUµ(W )
−
∫ +∞
−∞
dW
δψ(θ, [U], X)
δUµ(W )
χµR(W,Z, θ
′) +
+
∫ +∞
−∞
∫ +∞
−∞
dW dV
δψ(θ, [U], X)
δUµ(W )
{Uµ(W ), Uγ(V )}|K δψ(θ
′, [U], Z)
δUγ(V )
−
− 1
2ǫ
∫ +∞
−∞
dW ψθ(θ, [U], X) sgn (X −W ) ζR(W,Z, θ′) +
+
1
2ǫ
∫ +∞
−∞
∫ +∞
−∞
dW dV ψθ(θ, [U], X) sgn (X −W ) {k(W ), Uγ(V )}|K δψ(θ
′, [U], Z)
δUγ(V )
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Let us define now the functions βν(θ, Z, Y ) as the solutions of the equations∫ +∞
−∞
∫ 2pi
0
LIeff (θ, θ
′, X, Z) βν(θ′, Z, Y )
dθ′
2π
dZ = ανI(θ,X, Y ) (4.38)
where
Leff (θ, θ
′, X, Z) = LIeff (θ, θ
′, X, Z) + LIIeff (θ, θ
′, X, Z)
αν(θ,X, Y ) = ανI(θ,X, Y ) + ανII(θ,X, Y )
and
LIeff(θ, θ
′, X, Z) = k δ′(θ − θ′) δ(X − Z) + ǫ δ(θ − θ′) δ′(X − Z) −
−
∫ +∞
−∞
dW χµL(θ,X,W )
δψ(θ′, [U], Z)
δUµ(W )
−
∫ +∞
−∞
dW
δψ(θ, [U], X)
δUµ(W )
χµR(W,Z, θ
′) +
+ψθ(θ, [U], X)
(
ωµ0 (X) +
∑
l≥1
ǫ2lω˜µ(2l)(X)
)
δψ(θ′, [U], Z)
δUµ(X)
+
+
∫ +∞
−∞
∫ +∞
−∞
dW dV
δψ(θ, [U], X)
δUµ(W )
{Uµ(W ), Uγ(V )}|K δψ(θ
′, [U], Z)
δUγ(V )
=
= k δ′(θ − θ′) δ(X − Z) + ǫ δ(θ − θ′) δ′(X − Z) −
−
∑
s≥1
ǫs λµL(s)(θ, [U], X)
ds
dXs
δψ(θ′, [U], Z)
δUµ(X)
−
∫ +∞
−∞
dW
δψ(θ, [U], X)
δUµ(W )
χµR(W,Z, θ
′)
LIIeff (θ, θ
′, X, Z) = − 1
2ǫ
∫ +∞
−∞
dW ψθ(θ, [U], X) sgn (X −W ) ζR(W,Z, θ′)−
− 1
2
∫ +∞
−∞
dW ψθ(θ, [U], X) sgn (X−W )
(
ωµ0 (W ) +
∑
l≥1
ǫ2lω˜µ(2l)(W )
)
d
dW
δψ(θ′, [U], Z)
δUµ(W )
+
+
1
2ǫ
∫ +∞
−∞
dW ψθ(θ, [U], X) sgn (X −W )
∑
s≥1
ǫsκµL(s)(W )
ds
dW s
δψ(θ′, [U], Z)
δUµ(W )
ανI(θ,X, Y ) =
∑
s≥1
ǫs λνL(s)(θ, [U], X) δ
(s)(X − Y )
ανII(θ,X, Y ) =
=
1
2
∫ +∞
−∞
dW ψθ(θ, [U], X) sgn(X −W )
(
ων0(W ) +
∑
l≥1
ǫ2lω˜ν(2l)(W )
)
δ′(W − Y )−
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− 1
2ǫ
∫ +∞
−∞
dW ψθ(θ, [U], X) sgn(X −W )
∑
s≥1
ǫs κνL(s)(W ) δ
(s)(W − Y )
We have to prove now that the solutions βν(θ, Z, Y ) satisfy in fact system (4.36) and
have the form represented by (4.32)-(4.33). So, let us discuss first the resolvability of
system (4.38). According to relations (4.34)-(4.35) we can write the main part (in ǫ) of
the operator LˆIeff in the form:
LIeff(0)(θ, θ
′, X, Z) = k δ′(θ−θ′) δ(X−Z) + ΦUν (θ,U(X))ων0(X) Φθ′(θ′,U(X)) δ(X−Z)
The operator LˆIeff(0) gives a set of independent operators at different X where the
operator
k δ′(θ − θ′) + ΦUν (θ,U(X))ων0(X) Φθ′(θ′,U(X))
has at every X exactly two linearly independent left eigen-vectors on the space of periodic
functions in θ
η1(θ,X) = 1 , η2(θ,X) = Φ(θ,U(X))
corresponding to the zero eigen-values.
The vectors η1(θ,X) δ(V −X) and η2(θ,X) δ(V −X) give the main parts of the vectors
δU0(V )
δϕ(θ,X)
|K = δ(V −X) , δU
1(V )
δϕ(θ,X)
|K = ψ(θ, [U], X) δ(V −X) (4.39)
which are the left eigen-vectors of the operator LˆIeff corresponding to the zero eigen-values.
It’s not difficult to see now that the orthogonality of the values {g(θ,X), Uν(Y )} to
vectors (4.39) on K implies the orthogonality of ανI(θ,X, Y ) to the same vectors. So, we
get that system (4.38) is a compatible system which can be resolved recursively in all the
orders of ǫ. The right-hand part of system (4.38) has the form analogous to (4.32)-(4.33)
so it’s not difficult to see that all the βν(θ, Z, Y ) have the necessary form in this case.
Using also the fact ανI(θ,X, Y ) = O(ǫ) we get that the solutions βν(θ, Z, Y ) have exactly
the required form (4.32)-(4.33) being written as formal series in ǫ. Besides that, condition
(4.37) can be also derived from a not complicated analysis of system (4.38) by use of the
same left eigen-vectors of LˆIeff corresponding to the zero eigen-values.
Finally, let us prove the relation∫ +∞
−∞
∫ 2pi
0
Leff (θ, θ
′, X, Z) βν(θ′, Z, Y )
dθ′
2π
dZ = αν(θ,X, Y ) (4.40)
for the βν(θ, Z, Y ) found from (4.38).
Let us note that the difference in the images of the operators Lˆeff and Lˆ
I
eff for our
βν(θ, Z, Y ) is proportional to ψθ(θ, [U], X) at every (X, Y ). The same is also valid for
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ανII(θ,X, Y ) which is the difference between αν(θ,X, Y ) and ανI(θ,X, Y ). It’s not dif-
ficult to check then that relation (4.40) follows from (4.38) and the orthogonality of the
values ∫ +∞
−∞
∫ 2pi
0
LIIeff (θ, θ
′, X, Z) βν(θ′, Z, Y )
dθ′
2π
dZ − ανII(θ,X, Y )
to the vectors δU2(V )/δϕ(θ,X) which takes place for our βν(θ, Z, Y ).
Using formula (4.31) we can claim now that the restricted Poisson bracket
{Uν(X), Uµ(Y )}D has exactly form (4.13).
Let us recall now the the functionals Iν =
∫ +∞
−∞
Uν(X)dX leave invariant the subman-
ifold K as was proved in Theorem 4.1. This means in particular that the flows generated
by Iν on K coincide with their flows generated in the Dirac Poisson structure on this
submanifold. Thus, we obtain that the functionals Iν play the role of the Hamiltonian
functions for the higher deformed Whitham systems (4.5) and, in particular, the func-
tional I2 plays the role of the Hamiltonian function for the deformed Whitham system
(3.16) after the restriction on K. In the same way the functionals I0 and I1 play the role
of the annihilator and the momentum functional for the restricted Gardner - Zakharov -
Faddeev bracket respectively.
At last, let us say that the proof of the Theorem for the case of the Magri bracket
repeats completely the proof for the Gardner - Zakharov - Faddeev case.
Theorem is proved.
Remark 4.1.
It’s not difficult to see that the main (∼ ǫ) term of the Dirac bracket {Uν(X), Uµ(Y )}D
on K coincides with the Dubrovin - Novikov bracket for the Whitham system given by
the ”averaging procedure” described above. The Dubrovin - Novikov bracket obtained
from the Gardner - Zakharov - Faddeev bracket and the Magri bracket respectively are
compatible with each other and give a bi-Hamiltonian structure for the pure Whitham
system for KdV. However, we can not claim here the same property for the case of the
Dirac brackets obtained as the restrictions of the Gardner - Zakharov - Faddeev bracket
and the Magri bracket on K since the Dirac procedure does not preserve the compatibility
of the brackets in general case.
Remark 4.2.
It’s not difficult to see that the functional∫ +∞
−∞
k(X) dX
plays the role of annihilator for the restricted Poisson brackets both in the cases of the
Gardner - Zakharov - Faddeev bracket and the Magri bracket. This circumstance is
connected with the conservation of the value S(+∞)−S(−∞) by the flows generated by
the ”modified” functionals
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∫ +∞
−∞
U˜ν(X) q(X) dX
with q(X) having compact support and has a general character for the restricted field-
theoretical Poisson brackets.
5 Some remarks on the averaging of the Lagrangian
structures.
At the end let us discuss also the averaging of Lagrangian functions for the deformed
Whitham systems. We will restrict ourselves here only to the situation of the local La-
grangian functions which was considered first by Whitham ([70, 71, 72]) in connection
with the pure Whitham approach.
As it is well-known the Gardner - Zakharov - Faddeev bracket corresponds to the local
Lagrangian formalism of the KdV equation (3.18) having the form
δ
δv(X, T )
∫ ∫ [
−vXvT − ǫ
3
v3X + ǫ
2 v2XX
]
dX dT = 0 (5.1)
(where ϕ = ǫ vX) which gives
vXT + ǫvXvXX + ǫ
2 vXXXX = 0 (5.2)
We introduce also the Whitham pseudo-phase Σ(X, T ) and look for the solution of
(5.2) having the form
v(θ,X, T ) = V (tot)
(
S(X, T )
ǫ
+ θ,X, T
)
+
Σ(X, T )
ǫ
(5.3)
We require now that V (tot)(θ,X, T ) is a periodic function in θ having the form
V (tot)(θ,X, T ) =
∑
k≥0
V(k)(θ,X, T ) (5.4)
where all the functions V(k)(θ,X, T ) are local functionals of
(k = SX , ST , n = ΣX , kX, STX , nX , kXX , STXX , nXX , . . . )
having degree k according to the gradation rule:
1) All the functions f(k, ST , n) have degree 0;
2) The derivatives kkX, STkX , nkX have degree k;
3) The degree of the product of functions having certain degrees is equal to the sum
of their degrees.
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According to the normalization of Σ(X, T ) we put the conditions∫ 2pi
0
V(k)(θ,X, T )
dθ
2π
≡ 0 (5.5)
for all V(k)(θ,X, T ).
Let us note that the choice of the parameters (k, ST , n) instead of (k, A, n) is more
convenient for the consideration of the Lagrangian structures in our approach. We remind
also that the expression for ST is given by relation (3.15).
Easy to see that the form (5.3) gives the form of φ(θ,X, T ) we consider and all the
functions V(k)(θ,X, T ) are uniquely defined by the terms of series (3.17). Indeed, let us
first re-expand series (3.17) according to the new gradation rule, i.e.
φ(θ,X, T ) =
∑
l≥0
ǫl Φ′(l)
(
S(X, T )
ǫ
+ θ,X, T
)
where all Φ′(l) have degree l according to the rules formulated above.
Then we have
k V(l)θ(θ,X, T ) + V(l−1)X(θ,X, T ) = Φ
′
(l)(θ,X, T ) , l ≥ 1
which defines uniquely all V(l)(θ,X, T ) view normalization rule (5.5) and we have
ΣX(X, T ) =
∫ 2pi
0
φ(θ,X, T )
dθ
2π
Finally, we can substitute series (5.3) in the Lagrangian principle
δ
∫ ∫ ∫ 2pi
0
L(θ,X, T ) dθ
2π
dX dT
with the Lagrangian density
L = −SXST
(
V
(tot)
θ
)2
−ΣXΣT − 1
3
S3X
(
V
(tot)
θ
)3
−ΣXS2X
(
V
(tot)
θ
)2
− 1
3
Σ3X +S
4
X
(
V
(tot)
θθ
)2
+
+ ǫ
(
−SXV (tot)θ V (tot)T − STV (tot)θ V (tot)X − ΣTV (tot)X − ΣXV (tot)T −
−S2X
(
V
(tot)
θ
)2
V
(tot)
X − 2ΣXSXV (tot)θ V (tot)X − Σ2XV (tot)X + S3XV (tot)θθ V (tot)θX
)
+
+ ǫ2
(
−V (tot)T V (tot)X − SXV (tot)θ
(
V
(tot)
X
)2
− ΣX
(
V
(tot)
X
)2
+ 4S2X
(
V
(tot)
θX
)2
+
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+S2XX
(
V
(tot)
θ
)2
+ S2XV
(tot)
θθ V
(tot)
XX + 4SXSXXV
(tot)
θ V
(tot)
θX + Σ
2
XX
)
+
+ ǫ3
(
− 1
3
(
V
(tot)
X
)3
+ 4SXV
(tot)
θX V
(tot)
XX + 2SXXV
(tot)
θ V
(tot)
XX + 2ΣXXV
(tot)
XX
)
+ ǫ4
(
V
(tot)
XX
)2
The averaged Lagrangian function
〈L〉(X, T ) ≡
∫ 2pi
0
L(θ,X, T ) dθ
2π
can be also represented in the graded form with respect to the parameters (k = SX , ST , n =
ΣX) and the Lagrangian equations
δ
δS(X, T )
∫ +∞
−∞
∫ +∞
−∞
〈L〉(X, T ) dXdT , δ
δΣ(X, T )
∫ +∞
−∞
∫ +∞
−∞
〈L〉(X, T ) dXdT (5.6)
give a system equivalent to (3.16).
The Hamiltonian formalism in the parameters (k, ST , n) can be written using La-
grangian formalism (5.6). We get then the Poisson bracket in the canonical form:
{n(X), n(Y )} = δ′(X − Y ) , {k(X), J(Y )} = δ′(X − Y ) (5.7)
where J(X) is given by the graded expression
J(X) =
∂〈L〉
∂ST
− ∂
∂X
∂〈L〉
∂STX
+
∂2
∂X2
∂〈L〉
∂STXX
+ . . . =
∑
s≥0
(−1)s ∂
s
∂Xs
∂〈L〉
∂STsX
The Hamiltonian function is given also by the standard expression
H [k, J, n] =
∫ +∞
−∞
(−n(X) ΣT (X) + J(X)ST (X) − 〈L〉) dX
Hamiltonian structure (5.7) is given in fact by the restriction of the Symplectic struc-
ture corresponding to the Gardner - Zakharov - Faddeev bracket to the submanifold K
and so gives the canonical form of the restriction of this bracket considered in Theorem
4.2. The functional
I =
∫ +∞
−∞
J(X) dX
gives the third annihilator of the restricted Gardner - Zakharov - Faddeev bracket, so
we have here the complete set of the canonical variables. Finally, let us say that the
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functionals J(X), H should be re-expanded in the graded form corresponding to the
variables (k, A, n) using relation (3.15) to come back to our initial gradation rules. 9
Let us say at the end that we believe that the averaging of the Symplectic structure is
also possible in the case of the Magri bracket. However, the Symplectic form is much more
complicated in this case and no procedure of such kind of Symplectic forms is known by
now. Let us mention also, that the procedure of the restriction of Poisson and Symplectic
structures must be also generalized to the so-called weakly non-local structures, however,
we will not discuss here this questions.
The author is grateful to Prof. B.A. Dubrovin for many fruitful discussions.
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