Abstract-This paper considers the adaptive predistortion of the nonlinear distortions in a Radio over Fiber (RoF) link. In particular, we modify and compare two adaptive algorithms developed originally for the compensation of the linear systems, namely LMS and variable step size normalized LMS (VS NLMS). A recursive least squares (RLS) solution is used as a reference. Our simulation results indicate that over 40 dB improvement of adjacent channel power ratios can be achieved via the predistortion. Furthermore, we show that in the compensation of the nonlinear RoF link, the LMS can be used in such a way that its performance is comparable to more complex RLS.
INTRODUCTION
The trend in wireless communication shows an ever increasing need of higher data rates. This requires exploiting spectrally efficient linear modulation techniques, e.g. orthogonal frequency division multiplexing (OFDM), which are very sensitive to nonlinear distortions. In a cellular architecture, small cells are needed due to high capacity requirements. A large number of conventional basestations becomes expensive and, on the other hand, interference between neighboring users and frequent handovers limit the increase of the system capacity.
A Radio over Fiber (RoF) concept has been introduced to manage these problems, see e.g. [1] . In the RoF concept, conventional basestations can be replaced by simple Remote Antenna Units (RAUs) connected through optical fibers to a Central Unit (CU). Instead of having a signal processing in the RAUs, almost all the processing can be centralized to the CU allowing the RAUs to be as simple and inexpensive as possible [2] . The RoF concept enables distributed antenna usage i.e. a centralized processing with perfect cooperation between the RAUs. Handovers and inter-cell interference mitigation are handled easier by the CU via RoF network.
Due to its low attenuation and enormous bandwidth, optical fiber technology is the advantageous choice to build the needed transparent interconnections between the RAUs and CUs. One major problem that may be encountered in these RoF links are nonlinear distortions experienced in the various cost-efficient devices [3] .
Due to its simplicity and easy implementation in general, a predistortion has been found an attractive solution for the compensation of the RoF nonlinearities. In [4] , the asymmetric compensation of the RoF links is proposed. They use a higher order Volterra series filter based compensation scheme and recursive least squares (RLS) for the adaptation. However, these solutions may be too complex for practical systems. In [5] , a look-up table based predistorter is proposed to compensate RoF link nonlinearities.
To compensate linear systems, a variable step size normalized LMS (VS NLMS) algorithm is proposed in [6] . They also compare the performance of the several LMS based algorithms. The adaptive identification of the nonlinear Wiener system using the LMS algorithm is studied in [7] . In [8] , the RLS solution is proposed to use in the compensation of the nonlinear power amplifier.
In this paper, we study and compare different adaptive algorithms for predistortion of a RoF link, namely the LMS and VS NLMS. As an effective but too complex algorithm for practical systems, the RLS solution is used as a reference to the LMS methods. In particular, we modify the LMS methods, which have been originally developed for the compensation of the linear systems, to handle also the higher order nonlinear terms of the signal. To the best of the authors' knowledge, that kind of modifications of the LMS algorithms have not been discussed in detail in the compensation papers. We also discuss the complexity of the algorithms. In this work, we use a polynomial based predistorter due to its flexibility and generality. In addition, it can consider memory effects in an easier manner than the look-up table based predistorter.
The rest of the paper is organized as follows. In Section II, we introduce the system model. Then, we discuss the adaptive algorithms in Section III. In Section IV, we show some simulation results. Finally, Section V includes the conclusion of the paper.
II. SYSTEM DESCRIPTION
In this section, we describe the system model via a block diagram. In addition, we present the model for the RoF link and discuss its compensation.
A. Simplified system model
The simplified block diagram of the system model is depicted in Fig. 1 . An input signal is fed to a digital predistorter, which compensates nonlinearities introduced in a RoF link. An adaptive controller determines the parameters of the digital predistorter by comparing a feedback signal from a remote antenna unit with a reference signal, i.e. the original input signal.
A complex baseband modeling is utilized using sampling frequency of 76.8 MHz. An orthogonal frequency division multiplexing (OFDM) signal having 1024 subcarries is used as the input signal. The signal model follows closely the 3rd Generation Partnership Project (3GPP) specifications [9] . Circulated clipping and filtering to reduce peak-to-average power ratio to 8 dB is applied to the generated signal. Adjacent channel power ratios (ACPRs) are used as performance measures.
B. Radio over fiber model
A laser diode is the main source of the nonlinear distortions in the RoF link. In addition, an optical fiber and photo diode can produce the nonlinearity. Strictly speaking, considering the nonlinearity, the RoF link includes also memory effects. However, well below the resonance frequency of the laser diode, the nonlinearity of the RoF link can be assumed as a memoryless or actually quasi-memoryless that can be described by amplitude-to-amplitude (AM/AM) and amplitudeto-phase (AM/PM) characteristics [4] .
In this work, we use the model of the RoF link nonlinearities developed in [10] . The model is based on the experimental AM/AM and AM/PM measurements of the typical RoF link. Using third order polynomials, the output power P out and phase shift φ shift of the RoF link can be given by [10] 
where p is the input signal power. To illustrate the nonlinear behavior of the model, the AM/AM and AM/PM characteristics are shown in Fig. 2 .
C. Digital predistortion
For adaptive compensation of the quasi-memoryless RoF link, we use a polynomial predistorter structure. The polynomial predistorter output z can be given by
where x is the input signal of the predistorter, K is the maximum predistorter order, N is the length of the signal, and a k is the polynomial coefficient.
In this work, the adaptive identification of the nonlinear predistorter is done using an indirect learning architecture, which is the form of the nonlinear adaptive inverse control as discussed in [11] . See the block diagram of the indirect learning architecture in Fig. 3 [12] . In the indirect learning architecture, the predistorter-training block, i.e. the postdistorter, is driven by the RoF link output y (normalized by a RoF link gain G) and the predistorter output z. In order to achieve the inverse of the RoF link, the postdistorter block adjusts its parameters using an adaptive optimization algorithm. After processing the whole adaptation signal block, say 4000 samples, the inverse model, i.e. the postdistorter, is directly used as the nonlinear predistorter. The adaptation is not performed in real time but offline using stored signals. To obtain the predistorter coefficients a k in (2), we study different adaptive algorithms described in the next section.
III. ADAPTIVE ALGORITMS
In this section, we present two well known recursive adaptive, i.e. the LMS and VS NLMS, algorithms. We introduce modifications that make them applicable to nonlinear systems. We use the recursive least square (RLS) solution, proposed in [8] , as a reference for the LMS methods.
A. LMS
The conventional LMS algorithm can be given by the following form [13] 
where (·)* denotes complex conjugate, w(n) is the filter weight vector, ŷ(n) is the feedback signal vector for the adaptation, µ LMS denotes the step size, and z(n) represents the desired signal. The LMS algorithm is widely used due to its low complexity. The main limitation of the algorithm is the tradeoff between its convergence speed and steady-state misadjustment. That is because both of them are governed by the same parameter.
The step size dependency of the signal power is discussed in [14 p . 645]. The upper limit of the step size is inversely proportional to the signal power. Thus, we assume that halving the signal power, doubling the step size is required to have an unchanged performance. In addition, in [7] , when identifying a nonlinear Wiener system, the step size of the LMS algorithm is scaled according to the signal power. We assume that the speed of the convergence increases by using the individually scaled adaptation step sizes for the different nonlinear orders of the signal.
In this paper, we extend the conventional LMS approach applying scaled step sizes to the LMS adaptation of the nonlinear polynomial predistorter. Therefore, to control also higher order nonlinear terms in ŷ(n), we introduce [ ]
where
T denotes matrix transpose. In addition, to keep the step sizes within reasonable levels relative to u(n), we normalize them as follows
Note that these normalizations do not need to be done in actual adaptation if signal powers are known beforehand. Thus, the modified LMS algorithm can be given by 
B. VS NLMS
Several variable step size (VS) LMS algorithms have been proposed to obtain both a fast convergence and a small steadystate error, see e.g. [6] and references therein. The algorithm of the VS NLMS is given by [ where α is the smoothing factor (0 ≤ α < 1), C is the positive constant, µ max represents the maximum step size, and ||·|| is the Euclidean norm of the vector. The error vector e(n) is as in (3) .
To apply the VS NLMS algorithm to the compensation of the nonlinearities, we modify (7) similarly as the LMS algorithm. We define u(n) same as above. In addition, we normalize the maximum step size µ max and the constant C as follows
In addition to these, we slightly modify (7) to get the following VS NLMS algorithm for the nonlinear polynomial predistorter 
In our case, the length of the adaptive filter is one. Therefore, it is not possible to do normalization to w and p. These parameter values would go to infinity with division by zero. In addition, the scaling of µ corresponds effectively to the scaling of w in (7); now we have a long averaging period.
C. RLS
We use the RLS solution, defined in [8] , as a reference for the performance tests. The RLS solution can be given by where λ is the forgetting factor and u(n) is defined same as above. To have faster convergence, we use a small RLS forgetting factor for the first adaptation signal block [11] . Then, we continue with a large value to introduce more averaging.
IV. RESULTS
In this section, we demonstrate the performances of the adaptive algorithms and compare them to each other. We also highlight some points we see essential in algorithm complexity point of view.
In the simulations, the RoF link is modeled using (1) . The RAU and the feedback link are assumed ideal. Please, see the discussion in the Section V about the problem of the feedback in RoF concept.
The OFDM signal having 1024 subcarries and 10 MHz bandwidth is used in the simulations. The maximum amplitude of the signal is normalized to 0.75, see Fig. 2 . To train the postdistorter in each iteration, the signal block with 4000 samples is used. For all the methods, the same input signal is used. However, the adaptation signal block is different in each iteration. We noticed, that a larger number than 5 as the predistorter order K does not give any improvement in terms of output signal adjacent channel power ratio (ACPR). In addition, it is enough to use only odd order terms for the predistorter. These affect directly also to (4), (5), and (8), so that k gets only values 1, 3, and 5. When plotting ACPRs in decibels relative to the carrier power, we calculate the average value of the lower and higher adjacent channel powers, i.e. the channels centered at -10 and +10 MHz.
Simulation parameters for the LMS algorithms are as follows. The step size for the conventional LMS algorithm is set to 1, see (3) . For the modified LMS (from now on the LMS) methods, we have µ LMS = 0.02 in (6), µ max = 0.02, C = 0.0000002, and α = 0.9 in (9). These parameters have been found during several tests in our system model and they give the maximum achievable speed of the convergence. However, it should be noted that due to the need of tuning many parameters, it is possible that we did not find the optimal set of the parameters for the VS NLMS. Note also, that the scope of this paper is not to study how to find the appropriate parameter values.
To illustrate an achievable improvement of the ACPR performance in our system model, we show signal spectra at the output of the compensated and uncompensated RoF links in Fig. 4 . The compensated spectrum is achieved after two iterations of the RLS algorithm. Fig. 5 shows the achievable ACPRs at the output of the RoF link after subsequent iterations using the LMS and conventional LMS algorithms. As can be seen, the use of the scaled step sizes for the different predistorter orders increases the convergence speed dramatically.
In Fig. 6 , we show the achievable ACPRs of the output signal after subsequent iterations using different recursive algorithms. Using the RLS solution, we achieve almost -70 dB ACPR already after two iterations. To achieve similar ACPR with the LMS methods, 7-8 iterations are needed. The use of the VS NLMS gives only a bit faster convergence than the LMS. The main reason for that is that we cannot increase the maximum step size µ max much enough due to stability problems. Using the LMS methods, the variances of the ACPRs are also roughly at the same level.
As can be seen from Fig. 6 , the variation of the ACPRs is larger using the LMS than the RLS solution. The reason for that is clearly due to trade-off between its convergence speed and steady-state misadjustment in the LMS. It is possible to decrease the variation by decreasing the step size after the algorithm is converged, i.e. we turn on a tracking mode. In the tracking mode, the step size is reduced to one tenth of the original step size. We turn on the tracking mode 1, 2, and 3 when an average error between input and output signals goes below -50 dB, -60 dB, and -70 dB, respectively. The average error is calculated over 4000 samples after each iteration. In practice, a more efficient solution could use the error signal or its energy with averaging as a reference for switching to the tracking mode. Fig. 7 shows the ACPR performance of the LMS method using different tracking modes. Carefully selecting the tracking mode, the convergence speed of the algorithm does not become slower; see the curve of the tracking mode 3 in Fig. 7 . On the other hand, the tracking mode 1 demonstrates that a very slow convergence takes place with the non-optimized parameter usage. However, as can be seen, the steady-state misadjustment is significantly reduced.
Based on the simulations in our system model, it seems that it is preferable to use the LMS instead of the VS NLMS because they give comparable performances, while the LMS has the lower complexity as discussed in [15] .
Some rough estimates on the complexity of the algorithms can be also seen from the equations. Considering the LMS, the normalizations can be done in an offline process. Thus, there are only a few multiplications and no division in (6) . In the VS NLMS, more multiplications are needed, see (9) . Furthermore, a division is required and this is more complex than a multiplication. Even though, the VS NLMS is a bit more complex than the LMS, it is much less complex than the RLS. In the RLS, matrix operations increase considerably the number of the multiplications and divisions. It is stated in [14] , that one of the main problems of the RLS solution is its high complexity. In addition to that, numerical instability may be a problem with the higher orders of the adaptive predistorter. Therefore it is tended to be unsuitable solution for practical systems.
V. DISCUSSION AND CONCLUSION
In this work, we studied the compensation of the RoF link. We introduced and compared two adaptive algorithms for predistortion, namely the LMS and VS NLMS algorithms. The RLS solution was used as a reference for performance measures. The algorithms were modified to handle also the higher order nonlinear terms of the signal.
The results suggest that the LMS algorithm can be used in such a way that its performance is comparable to more complex VS NLMS and RLS. In particular, the use of the LMS gives only a bit slower convergence than the VS NLMS and in the tracking mode it achieves as good ACPR performance as the RLS. Due to its low complexity the LMS algorithm can be seen as a very attractive choice for cost-efficient systems.
Providing the feedback signal from the RAU to the CU is one of the challenging tasks in the adaptive compensation of the RoF link. That is because the feedback branch can be as nonlinear as the RoF link to be compensated. Careful design should be done to avoid confusions when compensating the RoF link with the nonideal feedback. One approach could be to use the knowledge of the already compensated RoF link in uplink direction. This problem clearly needs further studies.
