The main challenge for the architecture of an active vision system is to provide a fast and reliable communication channel between vision and control so that the system is able to close the perception-action loop in a dynamic fashion. How these communication issues can be solved depends on the design approach taken for the active vision system, namely, whether it is custombuilt or constructed from high-level off-the-shelf components. Four example architectures are presented that show different ways of achieving a tight connection between vision and control.
INTRODUCTION
Active vision systems are defined as dynamically servoing the vision sensor in response to its input. Therefore their characteristics are, (i) they include a vision component, (ii) they include a robotic component, and (iii) they close the loop between the vision component and the robotic component at a frequency close to the video frame or field rate (25/30 or 50/60Hz) (figure 1).
Well-established system architectures and design techniques exist for robotic actuators (manipulators, locomotion devices, etc.) as well as for image processing systems. Their tight coupling into an active vision system, however, introduces new issues that the unified architecture must address. The goal of this chapter is to present a systematic way of thinking about the coupling of vision and robotics systems and to point out the new problems that need to be solved. The chapter starts with a review of architectures for robotic devices and architectures for general-purpose vision systems and develops layered models for both types. An active vision system has to couple these two types of architectures such that the corresponding layers communicate effectively. Depending on the design approach, either a modular or an integrated architecture for the active vision system results. Four example architectures of current active vision systems are presented that illustrate different ways of achieving the coupling and solving the associated problems.
Robotic devices
The control architecture of a robotic device can be divided conceptually into three levels:
Task level Determines the action plans of the system. Output from the task level includes what-and-where information and desired motions in cartesian space, e.g., the identity and position of objects in the environment and where they should be moved. The planned motions typically span several seconds or more.
Trajectory level
Translates the cartesian trajectories requested by the task level into a series of closely spaced setpoints for the joint controllers. Typical setpoint rates range from 20 to 200Hz [6] .
Servo level Moves the robot joints from setpoint to setpoint by generating motor commands and integrating sensor feedback (typically with a PID control scheme). Some servo controllers generate intermediate setpoints by interpolating the setpoints received from the trajectory level to achieve smoother motion [5] . Servo rates in the low kilohertz range are typical for modern, microprocessor-based controllers.
Since robots act in the real world, their control has to occur, at some level, in realtime. In most industrial applications, the task of a robot is fixed, with the trajectories computed offline, and only the adherence of the physical motion to the precomputed setpoints is controlled dynamically, on the servo level. In an active vision system, however, the real-time demands extend to higher levels, as we will see later.
Vision systems
Following [7] , we find a variety of approaches to the architecture of a general-purpose vision system:
Reconstructionist Marr [19] proposed an architecture for vision systems that aims at a full three-dimensional reconstruction of the environment. It consists of a hierarchy of increasingly abstract representations (primal sketch, 2 1 2 -D sketch, 3-D model) that are computed by essentially independent modules (stereopsis, structure from motion, shape from texture, etc.). The architecture is completely data-driven, i.e., the visual processing at each level is based on the results from the next lower level and provides the input to the next higher level. This approach has encountered many problems, among them high computational costs for building the representations and numerical instability or ill-posedness of many of the modules.
Purposive In response to the problems of the reconstructionist paradigm, Aloimonos [1] developed the purposive and qualitative approach to vision. Special-purpose modules compute only what is needed for the task at hand and make use of available constraints provided by the task. The drawback of this approach is that new tasks using different information require the construction of new specialized modules.
Non-Committal
This type of architecture was used in the VISIONS system [14] . The various processing modules run in parallel and exchange data over a common storage area called blackboard. Each module has access to information from any representational level.
Process-Based
The Vision As Process (VAP) project [8] employed an architecture that arranges its modules (image acquisition and processing, 2-D and 3-D description, object recognition, etc.) into a (bidirectional) hierarchy but also connects all of them through a common channel (figure 2). The main data flow was expected to use the high-bandwidth channels between adjacent layers of the hierarchy while the common channel was meant for control messages. Later in the project the designers realized that the data flow requires a more flexible connectivity than the strict hierarchical ordering. Of these approaches, the hierarchical schemes offer the cleanest vision system design. Since the process-based architecture encompasses the reconstructionist approach, we choose the process-based architecture as our model for a layered general-purpose vision system in the subsequent discussion.
Image acquisition and description

Extraction
Active vision systems
The architecture of an active vision system is the result of a tight coupling of a vision system and a robotic device. In the framework of layered architectures, we can think of the coupling as matching vision system and robotic device at the appropriate levels ( figure 3 ):
The servo level of the robotic device will rarely find a corresponding layer in the vision system. Most current image sensors provide visual information at most at video field rate (50 or 60Hz) whereas servo control rates usually are an order of magnitude higher.
The lowest level in the vision system is the processing of individual images and short image sequences at about 10-60Hz. It includes the computation of image sharpness, brightness features, template matches, image motion, disparity, etc.
Results from this level are communicated to the trajectory level of the robotic system where they control aperture, focus, vergence, version, and other optical and mechanical degrees of freedom. This medium-frequency interaction realizes elementary behaviors such as pursuit and saccades.
Higher-level vision processes work on a time scale of roughly 0.1-10Hz. They typically deal with target selection, object recognition, and reconstruction. Matched with the task level of robotic control, this low-frequency interaction realizes complex visual behaviors such as focusing of attention and view planning.
Building an active vision system involves more than just adding a vision system and a robotic device. In contrast to stop-and-look systems, the close and frequent interaction between both components poses strong communication demands that the combined architecture has to satisfy:
Synchronization The various system components rarely all share the same hardware platform or use a common clock. Nonetheless their interaction has to be coordinated in some way.
Bandwidth The data volume of image streams easily saturates current standard bus architectures. Even scalar control signals can create a problem when they have to be sent over a slow serial line.
Delays
The limited temporal sampling rate of regular video cameras defines a lower bound for the reaction time of an active vision system. Additionally impeded by often extensive image processing times and transmission delays of the control signals, the stability of the system must be traded against its responsiveness. Multi-rate control An active vision systems encompasses components that work at a variety of control rates. Coordinating nested control loops residing on different devices can be a challenging task.
The next two sections examine the architecture of four different active vision systems, binocular head/eye systems. The first two systems have what we term a modular architecture. They are built from off-the-shelf components for vision and control. The last two systems are examples of integrated architectures. They were designed from scratch and perform motor control and image processing on the same hardware platform. We will show how these two architectural approaches influence the solutions of the critical communication issues.
THE MODULAR ARCHITECTURE
The first binocular camera heads built in the vision community were designed from the motors and circuit boards up [15, 2, 4] . Their development required great effort, expertise, and expense. In the last years, however, head/eye systems have become easier to attain. Some of these head designs are based on off-the-shelf components for the most difficult to build parts, like servo controllers and pan/tilt platforms. There even exist now a few heads that can be bought as complete systems [21, 13, 9, 24] .
The incorporation of ready-made components influences the architecture of an active vision system significantly. While the components are convenient to use, it is often not easy to integrate them tightly. They typically do not have a common time base, which makes it very difficult to measure propagation delays between components precisely. (For some products using proprietary algorithms, the behavior of the component might not even be known completely.) The absence of a central clock also means that the components cannot coordinate their activities by following a fixed schedule. Instead, they have to explicitly communicate with each other to signal the demand for input or the availability of results. This synchronization can be done by interrupts or, where such an interface is not provided, by polling.
Despite their potential disadvantages, commercial components can be combined into high-performance systems. We call such active vision systems modular architectures, because of the way they present themselves to the designer and the user.
The first head architecture described in this section is the PennEyes system at the University of Pennsylvania, which is based on the TRC BiSight binocular camera platform [24] . The second architecture is the Technion head, which is a self-designed system built as a variation on the Aalborg head [3] . Both heads are examples of modular architectures.
PennEyes
The PennEyes system [18] was designed as a research tool for binocular vergence and 3-D positioning. The system consists of three principal components: a commercial binocular camera head, a Puma 560 robot arm, and an image processing platform to control them in real-time (figure 4). The design had to address a number of application requirements:
Processing rate For maximum responsiveness, the visual error must be computed from the input video stream at field rate (60Hz).
Bounded response time The time for both the computation of the visual error and its transmission must be deterministic or at least bounded to guarantee a certain response time to external events.
Transparency
The components of the system must be amenable to inspection and modification at all levels of operation to facilitate integration and performance analysis.
Scalability
The image processing system must be easily extendible and integrable with new technologies to permit the computation of more reliable visual error measures. 
DSP network
Components
PennEyes uses a network of Texas Instruments TMS320C40 DSP modules to process the binocular image stream and generate a visual error at 60Hz. The C40 network fulfills the requirements of high processing rate and scalability through its parallel and modular structure. Computing power can be increased easily and relatively cheaply by adding more C40 modules. Since only a single task is executed on each processor, there is minimal operating system overhead, and the tasks always take the same time to execute.
A subset of the image processing tasks (namely digitization and display) is synchronized by the vertical sync signal of the genlocked cameras. Other tasks interlock with the synchronized tasks via blocking communication, which results in a fixed order of parallel process execution that keeps pace with the video input. Bandwidth problems are reduced by restricting the processing to image windows and by minimizing the transfer of image data within the network.
The binocular camera head has six degrees of freedom: pan, focus, and zoom for each camera. The axes are controlled by a Delta Tau PMAC motion controller, hosted by a Sun workstation. PMAC consists of a Motorola DSP56001 processor running a real-time operating system and command interpreter. On the lowest level of operation, PMAC updates the PID servo loops of all motors at a rate of 2.26kHz (442 s). The setpoints are received over a parallel I/O interface.
The 6-DOF Puma 560 robot arm is controlled by a Unimation Mark II controller which servos all axes at 1kHz. The controller expects setpoints at a rate of 36Hz (28ms) and interpolates linearly between them. The servo firmware is reentrant, i.e., it immediately restarts the 28ms interpolation cycle when a setpoint arrives earlier than expected. This reentrancy enables the controller to adapt to higher setpoint rates and thus to work in a multi-rate control situation. In the PennEyes system, the setpoints are supplied via parallel I/O VME cards by a Sun workstation running the public domain RCCL/RCI robot control package [17, 16] .
The components listed are transparent to varying degrees. The DSP system can be programmed down to the level of machine instructions. PMAC steers the user towards its trajectory-level interface, but access to its servo level can be gained nonetheless. The Puma controller is the hardest to access at the servo level. While the operation of the controller is well understood [5] , its digital servo cards lie behind a lower-bandwidth interface and their firmware is not easily changeable. Therefore the PennEyes system does not try to supply setpoints beyond the video rate (60Hz), which can be realized over the VME interface with the mechanisms provided by RCCL/RCI.
Interconnection
The design of the connections between the principal system components (vision, head, and robot) was centered around the requirement of bounded communication time.
For real-time performance, not only the computation of the visual error but also its transmission must occur within a known time span so that the system can react to an external event with only a minimal and predictable delay.
In the early version of the PennEyes system, the workstations that hosted the system components sent the visual error signals over Unix socket connections, which, by the nature of the TCP/IP protocol, lead to fluctuating transmission times and irregular system performance. In the current version of PennEyes, the communication channels are dedicated parallel lines between an IndustryPack interface module in the DSP network and interface cards on the head and the robot, respectively. Since the lines are completely under the control of real-time devices, deterministic communication times are achieved. The devices use a polling protocol for synchronization.
The Technion head
The Technion head [12] was designed as a test bed for experiments in active vision. It implements a general and flexible architecture. The head is a variation of the Aalborg head [3] . It is built with standard CCD color cameras, lenses from Ernitec (type M8Z6), and motors from Micro Control (RTN80 CC, UR80 CC). The servo control and the image processing are based on PC components.
Logical architecture
The design of the Technion head follows closely the idea of the layered approach. The task level and the trajectory level of the control are implemented on a UNIX-based machine. The user can build his own routines or use a specially written shell, the Active Vision Shell [11] , to interact with these levels. However, Unix is not a realtime operating system and is not suitable for the timing requirements of the servo level. Therefore a separate module is employed which uses hardware and software suited for real-time activities. This module is called the target machine. Figure 5 shows the logical system configuration.
In this configuration, the host machine runs the following processes: The Robot Shell/Active Vision Shell process R interacts with the user and generates messages whenever a command relating to a camera or to the head is issued. The host server H receives messages from the target machine and updates shared local variables.
On the target machine, the target server T receives messages from the host and uses them to update shared local variables which are then interpreted by other target processes. The Active Image Processing process AIP is responsible for composing the primitive preattentive active vision routines into data usable by the higher-level attentive routines and performing data reduction. The Active Vision Integration process AVI is responsible for compensating system delays and determining the appropriate composition of higher-level attentive AV processes given changing requirements. The control processes CNT i provide the servo control. The sensor processes S i monitor selected data and periodically inform the host machine and the AIP and AVI pro-cesses about changes. The input-output process IO is used for communicating with the physical devices being controlled.
Physical architecture
The physical system being developed at the Technion consists of a 90MHz Pentium PC running the DOS operating system. Installed in the PC are special-purpose cards for image processing, lens control, and servo control. Figure 6 shows the physical system configuration. A drawback of DOS is its lack of multi-tasking capabilities. The logical design described above contains several processes that must run in parallel on the target machine. This cannot be done under DOS. The problem was solved by using specialpurpose boards for these processes. The boards operate independently of the CPU, but can synchronize their activity with the CPU through interrupts. Isolating the image processing on a single board keeps the bandwidth requirements within the PC system low, while the PCI bus affords sufficient bandwidth for the remaining information that needs to be exchanged between the boards. Only the T, AIP, and AVI processes run on the CPU. Although the operating system does not execute them in parallel, the speed of the 90MHz Pentium processor overcomes any problems related to the serialization.
THE INTEGRATED ARCHITECTURE
Most of the currently active head/eye systems are custom-built. Such designs give the developers great flexibility and control over all levels of the robotic control and the image processing. Typically, both vision and control are implemented on the same hardware platform. This arrangement minimizes delays between vision and control and allows all modules to be synchronized by the same clock.
Thanks to the common time base, images can be linked to the kinematic state of the head at the time of acquisition. Such information is essential for predictive control regimes. With prediction, delays can to some extent be compensated for without detuning the system and losing dynamic response.
The design of a custom-built system takes much expertise and time. While the high degree of integration of the components that is achieved provides the ground for high system performance, it can make it difficult to replace and upgrade individual components. The highest demand on the scalability of an active vision system will be placed on the image processing system. Qualitative changes in the functionality of the system come from advances in the visual servoing. The architecture must be able to accommodate extensions and coexist with new, more powerful computing technologies.
Due to the high degree of integration of the components in custom-built head/eye systems, we call the resulting designs integrated architectures. This section presents two such systems. The first example is the KTH head, developed at the Royal Institute of Technology in Stockholm. The second head, named Yorick, was built at the University of Oxford and is the progenitor of a whole line of head/eye systems from that group.
The KTH head
The KTH head [20, 10] is a custom-built system with seven mechanical (camera pan and tilt, neck pan and tilt, variable baseline) and six optical degrees of freedom (zoom, focus, aperture) as well as two sliding mechanisms for the lens centers. Image processing and motor control are implemented on the same hardware platform, a network of INMOS transputers. The 20Mbit/s transputer links provide a modular and uniform interface between the components and address the high bandwidth demands of active vision systems. Figure 7 shows the overall architecture. A subnetwork of two T2 transputers on a custom board controls the fifteen motors: one transputer for the seven mechanical DOFs, the other for the six optical DOFs and the two nodal point adjustments. The transputers generate pulse trains for the stepper motors. Since this process is done in software, different control schemes can be realized easily.
The motor control is implemented as a set of (conceptually) concurrent processes. Each motor has its own pulse train generation process. A command distribution process allows to synchronize the motors. It receives the motion commands and passes them to the motor processes. These processes share some common data structures (containing, e.g., position information and interrupt flags). Finally a sampling process gathers the generated pulse trains and sends them to the motors so that they receive their input simultaneously. The motor drives are memory-mapped into the transputers to minimize the transmission delay.
The motor control network is connected via transputer links to the image processing network, consisting of eleven T8 transputers on VME motherboards. The link connections give the vision direct access to the motor control.
The image processing network is hosted by a Sun SPARCstation 10 under Unix and has recently been supplemented with a Datacube MaxVideo 200 pipeline processor. Visual processes can be distributed over all three components.
Yorick
Yorick is a family of binocular camera platforms with four degrees of freedom (camera pan, head pan and tilt). Yorick's designers identify control and sensor (processing) delays as the principal cause of poor dynamic performance of active vision systems [23] . To address this issue, the system architecture is centered around providing timing and odometry information. Each image is timestamped and tracked as it moves through the vision processing. The timestamps allows to measure the sensor delays precisely and to acquire kinematic status for the time of image capture. Predictive control algorithms use this information to compensate for the delays.
The first system built, Yorick 11-20, was implemented on a network of INMOS T805 transputers for image processing and motor control. The control is divided into the low-level 500Hz servo controller (which also provides the global clock for the timestamping) and the higher-level gaze controller (trajectory level), each of them implemented on one transputer. The vision component consists of a Datacube system for image digitization and preprocessing and a network of a further 22 transputers, hosted by a Sun SPARCstation 2 (figure 8). When the smaller head Yorick 5-5C was designed [22] , the goals were to improve the computational power and communication bandwidth of the vision component and to make the whole system more compact. Servo-level control is now done by a Delta Tau PMAC motion controller. A network of seven Texas Instruments TMS320C40 DSP modules performs all the image processing and higher-level control. PMAC and the C40 network are hosted by a PC and communicate over the PC bus.
SUMMARY
The essential characteristic of an active vision system is the tight coupling between vision and control that enables the system to close the perception-action loop in a dynamic fashion. The system architecture has to satisfy a variety of strong demands on the communication between vision and control to achieve this close interaction.
In an integrated architecture, the vision and control components will in general be able to interact more easily and at a higher bandwidth since the design emphasizes the availability of adequate communication channels between these subsystems. In a modular architecture, the designers often do not have much influence on the available interfaces of the vision and control components, and much effort can be required to achieve a fast connection with bounded transmission delays.
Nevertheless, modular architectures for active vision systems have become realistic alternatives to custom designs as high-performance commercial components begin to enter the market. The reliance on off-the-shelf components saves development time that can instead be spent on systems integration and work on algorithms. This chapter has presented a variety of approaches to designing active vision systems. Ultimately, the decision on a particular architecture will depend on the available resources and the application requirements for the active vision system under development.
