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Optical flow and its extensions have been widely used in motion detection and
computer vision. In the study, principal component analysis (PCA) is applied to analyze
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approach can efficiently detect moving objects and suppress small turbulence. It is
effective in both static and dynamic background. It is particularly useful for motion
detection from outdoor videos with low quality and small moving objects. Experimental
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the moving objects more completely with lower false alarms. Saving strategies are
developed to reduce computational complexity of optical flow calculation and PCA.
Graphic processing unit (GPU)-based parallel implementation is developed, which shows
excellent speed up performance.
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CHAPTER I
INTRODUCTION
1.1

Background
Detection of moving objects from videos is of great interest in many defense and

security-related applications. Motion detection is usually performed in a preprocessing
step, which is a key to success in the following target tracking and recognition. Most of
the current research work is conducted for indoor videos with large objects and good
quality. However, many videos used in defense and security applications are outdoor
videos whose quality may be degraded by various noisy sources, such as atmospheric
turbulence and sensor platform scintillation. Meanwhile, moving objects may be very
small, occupying only a few pixels. In such circumstance, motion detection becomes
quite challenging and existing approaches may generate significant amounts of false
alarms. In this thesis, we will focus on motion detection from outdoor videos with low
quality.
1.2

Overview of the Study
Motion detection techniques have been extensively investigated [1]-[3]. As one of

the most popular techniques, optical flow-based approaches have been widely used.
There are two classical methods [4]-[7]: Lucas-Kanade (LK) method and Horn-Schunck
(HS) method. Both of them are based on a two-frame differential algorithm. The LK
method may not perform well in a dense flow field. On the other hand, the HS method
can detect minor motions of objects and provide a 100% optical flow field [7]. Therefore,
1

we will focus on the HS method for optical flow computations in this research. In
considering outdoor videos with low quality, special care needs to be taken in order to
better extract features related to moving objects from optical flows while suppressing
false alarms.
Principal Component Analysis (PCA) is a typical approach in multivariate
analysis [8], which is also called the discrete Karhunen-Loeve Transform (KLT) or the
Hotelling Transform [9]. PCA includes eigen-decomposition of a data covariance matrix
or a singular value decomposition (SVD) of a data matrix, usually after mean centering. It
projects the original data onto an orthogonal subspace, where each direction is mutually
decorrelated and major data information is present in the first several principal
components (PCs). For optical flows in a local small window, moving objects have more
consistent flows. Thus, if PCA is applied to the two-dimensional (2D) data of optical
flows, the difference between the pixels with actual motion and those with random
motion may be magnified. This is because their contributions to the two eigenvalues are
very different: the contribution from actual motion pixels generally goes to the large
eigenvalue, and the contribution from random motion pixels is usually for the small
eigenvalue. Thus, a joint optical flow and PCA approach for motion detection is
proposed. Experimental results show that this approach actually is an effective way of
analyzing outdoor videos. It can reduce false alarms for videos with either static or
dynamic background, and it is also useful to delineate the size of a moving object.
For onboard real-time processing, computational cost is a great concern. The
computational complexity involved in PCA includes the calculation of the covariance
matrix of local optical flow and its eigen-decomposition. For a mask of size n × n , the
number of multiplications in calculating the covariance matrix of 2 × 2 is (2n) 2 , and
2

complexity of eigen-decomposition is O(2n)3 . For an image frame with m pixels, the
total computational complexity is O(m(2n) 2 + m23 ) . It can be reduced to O( β m(2n) 2 )
while Iterative PCA (IPCA) was applied in the algorithm as discussed in [10], where β is
a small integer. However, this cost is still too high. If the 2D spatial-filtering-type process
is replaced by two one-dimensional (1D) filtering processes and the two eigenvalues are
simply determined by solving a quadratic function, then the complexity can be reduced to
7m+2mn. The similar idea can be used to save computational cost in optical flow
calculation. The resulting low-complexity algorithm can greatly reduce processing time.
With advanced computational facilities available, such as the massively parallel
processors, the computation of optical flow and PCA can be greatly facilitated. Parallel
implementation of the algorithm distributes the computation burden to a group of parallel
running processing units and the algorithm could work in a synchronous manner system.
Compared to the cluster, the General Purpose Graphics Processing Unit (GPGPU) is a
much more popular on-board device due to its portability and low cost. GPU parallel
implementation is designed for the low-complexity algorithm, which can further expedite
the process.
1.3

Contributions
Specific contributions are listed as below.
1) Propose a joint optical flow and PCA approach for motion detection. The joint
algorithm can detect true motions while successfully suppressing false alarms. It
can outperform other existing algorithms for outdoor videos with dynamic
changing background, small moving objects, and strong noise.
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2) Develop several strategies to saving computational costs in optical flow
computation and PCA.
3) Design GPU-based parallel implementation, offering high speed-up performance
particularly when the sliding window size is large.
1.4

Thesis Outline
The remainder of this thesis is structured as follows. Chapter II provides the

literature review. Chapter III introduces the details of the proposed joint method, and
shows experimental results using ground-based and airborne videos. Chapter IV presents
the cost saving strategies and GPU parallel implementation. Chapter V draws the
conclusion.
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CHAPTER II
LITERATURE REVIEW
Many approaches have been developed for motion detection [1],[2]. They can be
divided into three categories: background subtraction, temporal differencing, and optical
flow [2]. A method belonging to background subtraction detects moving areas by taking
the difference between two adjacent frames; it is simple but extremely sensitive to
changes in dynamic background. A temporal differencing method uses pixel differences
between two or several consecutive frames to detect moving areas; it is adaptive to
dynamic scenes but usually can extract only the boundaries of moving objects. An optical
flow method utilizes pixel gradients for motion detection; it may work well in the
presence of camera motion and background changing, and can extract articulated objects;
its drawbacks are the high computational complexity and sensitivity to noise. There are
also some hybrid methods existing.
For video surveillance, a desired motion detection algorithm should be able to
offer a high hit rate with a given false alarm rate when moving objects are small, the
background is dynamically changing, and signal-to-noise ratio (SNR) is low. In this
chapter, we will introduce five motion detection methods. These five methods are also
used for comparison in the experiments. They are chosen either because their
performance is relatively robust, or because they are widely used, or because they are
closely related to our proposed algorithm.

5

2.1

Optical Flow
An optical flow method estimates the motion vector field, from which a decision

can be made on possible movement. Theoretically, optical flow does not exist for static
areas; but, in reality, all pixels may have non-zero optical flow due to noisy vibration, etc.
Thus, how to appropriately analyze the estimated optical flow for final motion detection
is the key. Various methods are developed for this purpose [28],[29],[30]. A
straightforward method is to apply a thresholding method, such as the Otsu’s
thresholding for motion detection. Thresholding can be applied to the magnitude of
gradients, or individual gradients. In Chapter III, we will propose a new method to better
utilize optical flow information for motion detection.
2.2

Kalman Filtering
Kalman filters are frequently used for discrete-time linear dynamic systems. They

can be modeled by a Markov chain corrupted by noise. The true (and hidden) state of the
system is represented as a vector. At each time, a linear operator is applied to the state to
generate a new state. Another linear operator mixed with noise generates the observed
outputs from the true state. The Kalman filter is analogous to the hidden Markov model,
with the key difference that the hidden state variables take continuous values as opposed
to discrete values in the hidden Markov model [28]. Kalman filters have been
successfully applied for object tracking.
To use the Kalman filter for motion detection, the motion vector should be
appropriately modeled in the state space. The objective is to find the motion vectors that
can minimize the innovation or prediction error between the actual observed outputs and
projected outputs. The standard Kalman filtering algorithm can be adopted, including

6

Kalman gain calculation, state estimation update, error covariance update, and projection
update.
2.3

Background Modeling Using Gaussian Mixture Model
Background subtraction is to detect a movement or significant differences

between consecutive frames such that all the insignificant components, e.g., static
background, can be removed. A reference image is required, which should well represent
the unchanged background. If the background is also changing, then it has to be
consistently remodeled. This is doable for slowly-changing background.
Intuitively, the simplest form of the reference image is a time-averaged
background image. Obviously, it suffers from many problems. A more advanced
approach is to use Gaussian Mixture Model (GMM) to model the background, and GMM
parameters can be estimated by the well-known expectation-maximization (EM)
algorithm [16]. To save computational cost, the number of mixtures is limited to be three
or four.
2.4

Difference-Based Spatial Temporal Entropy Image
At a specific location, the pixel value can change from frame to frame due to

actual motion or noise. With a three-dimensional (3D) sliding window being operated
along the time axis, a temporal histogram can be estimated and used as the probability
density function of the pixel (after normalization). Then entropy can be computed. For a
pixel with actual motion, the histogram would distribute in a wide range, causing entropy
to be much higher than those with random motion or without motion.
However, the spatial structure around a pixel also affects the shape of the spatial
temporal entropy. In other words, both motion and spatial diversity can cause high
7

entropy. Thus, a more useful approach is to compute the spatial temporal entropy in the
difference image. The resulting method is called Difference-Based Spatial Temporal
Entropy Image (DSTEI) [17].
2.5

Motion History Images
Motion history images (MHI) combine object movement information over an

image sub-sequence. It is relatively robust to detect small moving objects from dynamic
background [18]. Its basic idea is to utilize both the forward and backward frame
differences to capture the entire regions of moving objects. In [18], a forward frame
difference image D ( x, y , t ) , i.e. f ( x, y , t ) − f ( x, y , t − ∆ ) , is combined with a linear
decay term d to update MHI value H F ( x, y , t ) , which can be expressed as:
 max (0, M tt −1H F ( x, y , t − 1) − d ), if D ( x, y , t ) < T
H F ( x, y , t ) = 
if D ( x, y , t ) ≥ T
255,

(2.1)

where M tt −1 is the transformation matrix from the frame at (t − 1) to the frame at (t )
during registration, and T is a threshold. Similarly, the backward MHI in the current
instant t, H B ( x, y , t ) , can be calculated. Their initials are set to 0. The final MHI image
H ( x, y , t ) can be obtained by combining H F ( x, y , t ) and H B ( x, y , t ) as:
H ( x, y , t ) = min(med(H F ( x, y , t )), med(H B ( x, y , t )))

where med(⋅) denotes the operation of median filtering.
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(2.2)

CHAPTER III
A JOINT METHOD FOR MOTION DETECTION
3.1

Horn-Schunk Optical Flow Method
Optical flow is the pattern of moving objects, surfaces, and edges caused by the

relative motion between a sensor and the scene [11],[12]. Optical flow techniques can be
used for motion detection and object segmentation [13],[14]. Let f ( x, y, t ) denote an
image frame f(x, y) taken at time t. Assume that the gray values of image objects in
subsequent frames do not change over time in a small neighborhood, i.e.,

f ( x + δ x, y + δ y , t + δ t ) =
f ( x, y , t )

(3.1)

f ( x + δ x, y + δ y, t + 1) =
f ( x, y , t )

(3.2)

If δ t = 1 , then

Using local Taylor series approximation,
f ( x + δ x, y + δ y,=
t + 1)

f ( x, y , t ) +

From these equations, we have

∂f
∂f
∂f
δ x + δ y + δt
∂x
∂y
∂t

(3.3)

∂f
∂f
∂f
0
δ x + δ y + δt =
∂x
∂y
∂t

(3.4)

∂f δ x ∂f δ y ∂f δ t
+
+
=
0
∂x δ t ∂y δ t ∂t δ t

(3.5)

and

Thus

f xu + f y v + ft =
0

(3.6)
9

where u = δ x / δ t and v = δ y / δ t are the x and y components of the velocity or optical

∂f / ∂t , are the derivatives of
∂f / ∂x , f y =
flow, respectively, and f x =
∂f / ∂y and f t =
the image at ( x, y, t ) in the corresponding directions. They can be calculated as:
1
{ f ( x, y + 1, t ) − f ( x, y, t ) + f ( x + 1, y + 1, t ) − f ( x + 1, y, t )
4
+ f ( x, y + 1, t + 1) − f ( x, y, t + 1) + f ( x + 1, y + 1, t + 1) − f ( x + 1, y, t + 1)}

(3.7)

1
{ f ( x + 1, y, t ) − f ( x, y, t ) + f ( x + 1, y + 1, t ) − f ( x, y + 1, t )
4
+ f ( x + 1, y, t + 1) − f ( x, y, t + 1) + f ( x + 1, y + 1, t + 1) − f ( x, y + 1, t + 1)}

(3.8)

1
{ f ( x, y, t + 1) − f ( x, y, t ) + f ( x + 1, y, t + 1) − f ( x + 1, y, t )
4
+ f ( x, y + 1, t + 1) − f ( x, y + 1, t ) + f ( x + 1, y + 1, t + 1) − f ( x + 1, y + 1, t )}

(3.9)

=
fx

f=
y

=
ft

Obviously, this Eq.(3.6) alone is not sufficient to determine the two unknowns u
and v . The HS method imposes a smoothness constraint to minimize the distortion in
flow. The flow can be formulated as a global energy function:

(

)

E = ∫∫ L(u, v )dxdy = ∫∫ ( f x u + f y v + f t ) + α 2 ∇u + ∇v dxdy
2

2

2

2

2

2

(3.10)

2

2
 ∂u   ∂u 
 ∂v   ∂v 
where ∇u =   +   = u x2 + u 2y and ∇v =   +   = v x2 + v 2y are the
 ∂x   ∂y 
 ∂x   ∂y 
2

magnitudes of the gradients ∇u and ∇v , respectively. Here, α 2 is regularization
constant; a large value of α results in a smoother flow. Eq. (3.10) can be minimized by
solving the corresponding Euler-Lagrange differential equations:
∂L ∂ ∂L
∂ ∂L
−
−
=0
∂u ∂x ∂u x ∂y ∂u y

∂L ∂ ∂L ∂ ∂L
−
−
=0
∂v ∂x ∂v x ∂y ∂v y

(3.11)

f y ( f x u + f y v + f t ) − α 2 ∆v = 0

(3.12)

which can be written as:

f x ( f x u + f y v + f t ) − α 2 ∆u = 0

10

∂2
∂2
In Eq. (3.12), ∆ = 2 + 2 represents the Laplacian operator. To separate u(x, y) from
∂x
∂y
∆u ( x, y ) , we use the fact that
∆u ( x, y ) = u ( x, y ) − u ( x, y )

(3.13)

where u ( x, y ) is a weighted average in a neighborhood around the pixel (x, y). Then Eq.
(3.12) can be simplified as:

(f

2
x

(

)

)

f x f y u + f y2 + α 2 v = α 2 v − f y f t

+ α 2 u + f x f y v = α 2u − f x f t

(3.14)

from which u and v can be solved as:

u = u − fx

f xu + f y v + ft

α +f +f
2

2
x

2
y

v = v − fy

f xu + f y v + ft

α 2 + f x2 + f y2

(3.15)

Since u and v depends on the neighboring values of the flow field, the solution should
be reevaluated once the neighbors have been updated. Hence, the iterative solution is:
k +1

k

f xu k + f y v k + ft

k +1

k

f xu k + f y v k + ft

u = u − fx

v = v − fy

α 2 + f x2 + f y2

α 2 + f x2 + f y2

(3.16)

(3.17)

where the superscripts k and k+1 denote the kth and (k+1)-th iteration, respectively. For
the area with small gradient, α 2 plays an important role. A larger value of α 2 result in a
smoother flow. In our experiments using 8-bit videos, it is empirically set to be 30000.
The result of the HS method yields a high density of flow vectors, i.e., the flow
information missing in the inner part of homogeneous objects is filled in from the motion
boundaries. This is a clear advantage over local methods.
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3.2

Proposed Method
Two optical flow images can be constructed by pixel optical flow vector (u , v) ,

represented as U and V matrices or images. A mask of size n × n slides through these U
and V images. At location (i, j ) , a two-dimensional (2D) data matrix X can be
constructed, which includes all the 2D vectors covered by the mask. The covariance
matrix can be calculated as:
(3.18)

Σ = XT X

where X is the optical flow matrix after mean removal. After eigen-decomposition, two
eigenvalues (λ1 , λ2 ) are assigned to the central pixel of the mask. Motion detection is
accomplished by analyzing or thresholding the eigenvalue(s). Since λ1 is the major flow
component and λ2 is the minor flow component, it may be more effective to consider

(λ1 , λ2 ) than the values in the original (u, v) space.
In the experiment, we will deal with two types of problems: small moving object
detection and relatively large moving object detection. Intuitively, only λ1 needs to be
considered because it corresponds to the major flow component and λ2 corresponds to
the minor flow component or even turbulence. An appropriate threshold can be
determined by using the Otsu’s method on the λ1 histogram [15]. However, in practice,

λ2 should be considered as well since pixels inside object boundaries usually have quite
large λ2 but not λ1 . Thus, thresholding may need to be taken on the λ2 histogram in the
small object tracking video, the detail investigation will be given in the later sections; a
pixel is claimed to have motion if either λ1 or λ2 are above the corresponding thresholds,
in the big object tracking videos.
Figure 3.1 shows a frame from a ground-based video containing a slowly moving
helicopter. Figure 3.2 shows the grayscale representation of u and v. Figure 3.3 illustrated
12

PC1 and PC2. The grayscale images of λ1 and λ2 images are shown in Figure 3.4,
respectively, where bright pixels indicate potential moving points and dark pixels
represent static points. Compared to Figure 3.2 and 3.3, eigenvalue images in Figure 3.4
provide more relevant object motion information. It is noteworthy that background clutter
is present in Figure 3.4 due to pixel random motion, which is caused by atmospheric
turbulence in this video. Thus, an appropriate threshold is needed to reduce the false
alarm rate.

Figure 3.1

An Input Frame.

13

(a)

(b)
Figure 3.2

The Optical Flow Images.

(a) The gray scale representation of U image
(b) The gray scale representation of V image
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(a)

(b)
Figure 3.3

The Principal Component Images.

(a) The gray scale representation of PC1.
(b) The gray scale representation of PC2.
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(a)

(b)
Figure 3.4

The Two Eigenvalue Images.

(a) The gray scale representation of λ1
(b) The gray scale representation of λ2
The propose motion detection algorithm can be detailed as follows:
1. Calculate optical flow between two adjacent frames (after registration as
needed).
2. For each pixel in the 2D optical flow data, perform PCA for a local mask, and
two eigenvalues are assigned to the central pixel.
3. Apply the Otsu’s thresholding to the eigenvalues of all the pixels.
Figure 3.5 illustrates the framework of the proposed method with a 3×3 mask.
Some variants exist when implementing the proposed method differently [32].

16

1. In Step 1, we may use the optical flow data from multiple frames. For
instance, optical flow data from Frames 1 and 2 can be combined with optical
flow data from Frames 2 and 3; this may help to emphasize the desired optical
flows of moving objects and to emphasize the randomness of turbulence.
2. In Step 2, masks with different sizes can be used. Intuitively, for a large
moving object, mask size should be large.
3. In Step 3, thresholding can take place on λ1 or λ2 or both, depending upon the
object size and the features of turbulence.

Figure 3.5
3.3

The Framework of the Proposed Method

Experiments
In the experiments, videos with both static and dynamic backgrounds were

analyzed. They were taken by a commercial Sony Camcorder. We compared our
proposed method with the original optical flow method, the motion detection methods
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based on Kalman filtering [19], background modeling using GMM [16], difference-based
spatial temporal entropy image (DSTEI) [17], and forward-backward motion history
image (MHI) [18].
3.3.1

Experiment 1: Ground-Based Video with Relatively Large Object.
In this experiment, a video with static background was studied, which was taken

when the camcorder was mounted on a tripod. As shown in Figure 3.1, a helicopter was
the moving object. Since the video was taken during a humid, summer afternoon, there
were significant atmospheric turbulence effects, which were visibly seen around the
vehicle and tree profiles.
Figure 3.6 shows the detection result using magnitude of optical flow vector only,
and detected pixels were highlighted in red. It contained many false alarm pixels in
runway and tree profiles. Figure 3.7 is the detection result from u ∪ v in optical flow
method. Figures 3.8-11 are the detection result, using Kalman filtering, background
modeling, DSTEI, and MHI methods, respectively. We can see that they all could detect
the helicopter but with some regions missing and a few false alarm background pixels.
The background modeling method could detect the largest areas of the helicopter;
however, there were erroneously detected pixels scattered in the scene (even in the sky
area). This method relies on an accurate background model, generally requiring
complicated computations.
Figure 3.12 is the result of the proposed method, where almost all the false alarm
pixels were removed (only two pixels in the vehicles were left) and major regions in the
helicopter were detected. Compared to Figure 3.6-7, introducing PCA can significantly
improve the performance of optical flow-based detection. Compared to the result in
18

Figure 3.8-11, the proposed method can reduce false alarm while detecting larger regions
in the moving object.

Figure 3.6

The Result from the Optical Flow Method ( u 2 + v 2 )

Figure 3.7

The Result from Optical Flow Method (u ∪ v).
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Figure 3.8

The Result from Kalman Filtering

Figure 3.9

The Result from GMM.

Figure 3.10

The Result from the DSTEI Method.
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Figure 3.11

The Result from the MHI Method.

Figure 3.12

The Result from the Joint Optical Flow and PCA Method

3.3.2

Experiment 2: Airborne Video with Small Objects
The second experiment used an airborne video with low quality. It was taken by

the camcorder mounted on the helicopter in the video shown in Experiment 1. In addition
to atmospheric turbulence, scintillation from the airborne platform (i.e., the small
helicopter) further degraded the video quality. As shown in Figure 3.13, there were three
moving vehicles on the highway, highlighted in yellow circles. They consisted of only a
few pixels. The two frames were preregistered using the method in [20].
Figure 3.14 shows the detection result using optical flow only, where three
vehicles on the highway were completely detected and the shape of the vehicles were
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outlined compactly. Figure 3.15 shows the result of u ∩ v in optical flow method. Figure
3.16-19 are the results for comparison, where the three vehicles were detected, but not
well delineated. For instance, the detected vehicles’ sizes were too small when using the
Kalman filtering and background modeling, and too big when using DSTEI and MHI.
More false alarm pixels were contained in these results. Figure 3.20 is the result of using
optical flow and PCA, which could further reduce false alarm, and the vehicle sizes
seemed to be more reasonable. Although the proposed method provided the best result,
there were still several false alarm pixels, mainly located around the edges of buildings.

Figure 3.13

An Input Frame of the Airborne Video

Figure 3.14

The Result from the Optical Flow Method ( u 2 + v 2 ).
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Figure 3.15

The Result from the Optical Flow Method (u ∩ v).

Figure 3.16

The Result from Kalman Filtering.

Figure 3.17

The Result from Background Modeling.
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Figure 3.18

The Result from the DSTEI Method

Figure 3.19

The Result from the MHI Method.

Figure 3.20

The Result from the Joint Optical Flow and PCA Method.
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We found that such false alarms in airborne videos with small moving objects can
be better removed by corner-based detection [21]. Harris corners [22] were detected from
two different images, and many false alarm pixels around buildings could be removed.
False alarms were further reduced through local tracking of detected corners in several
consecutive frames. The drawback is that the detected result contains only object corners.
In conjunction with the proposed method, the complete regions of moving objects can be
segmented for the corner based detection while the false alarm can be reduced in the
proposed method. As shown in Figure 3.21 (a), the corner-based method can accurately
detect the three vehicles without false alarms; however, it detects only a corner
corresponding to an object as detailed in Figure 3.21 (b). Figure 3.21(c) shows the
extracted vehicles using the MHI method, where the object sizes were slightly magnified.
Figure 3.21 (d) is the extracted vehicles using the proposed method, where the object
sizes were reasonably reduced and pruned. The result using another airborne video is
shown in Figure 3.22, which further demonstrates that our method can better extract
object sizes.
3.3.3

Quantitative Evaluation
A receiver operating characteristic (ROC) curve can be drawn to depict the

tradeoff between hit rates and false alarm rates as the threshold being changed [23]. The
hit rate and false alarm rate are defined as:
hit rate =

false alarm rate =

hit area
hitarea + missing part

(3.14)

false alarm area
false alarm area + hit area

(3.15)
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After an ROC curve is drawn, the area under the curve can be estimated. A large area
means better detection performance.
There are 2832 and 123 ground truth pixels in the Helicopter and Airborne frame
(of size 720 × 313) respectively. The ground truth pixels are shown in Figures 3.24-25.
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(a)

(b)

(c)

(d)
Figure 3.21

The Result by Combing the Corner Detection and the Proposed Method.

(a) Detected Vehicles Based On Corner Detection
(b) The Three Vehicles in (a)
(c) Extracted Entire Region Using the MHI Method
(d) Extracted Entire Region Using Our Method
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(a)

(b)

(c)

(d)
Figure 3.22

The Result by Combing the Corner Detection and the Proposed Method in
Another Airborne Video.

(a) Detected Vehicles Based On Corner Detection
(b) The Four Vehicles in (a)
(c) Extracted Entire Region Using the MHI Method
(d) Extracted Entire Region Using Our Method
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Figure 3.23

Ground Truth Pixels in the Helicopter Video.

Figure 3.24

Ground Truth Pixels in the Airborne Video.

Figures 3.25-26 and Table 3.1 show the ROC curves and the corresponding areas
of different methods. Our proposed joint method provided the best performance. Here,
the joint method used a 3×3 window and Otsu’s thresholding. For the helicopter video,
the decision was based on (λ1∪λ2), which means a pixel was claimed as a moving pixel if
either thresholded λ1 or λ2 was positive. For the airborne video, the decision was based on

λ2 .

29

1
0.9
0.8
0.7

hit rate

0.6
0.5
0.4
optical flow
kalman
DSTEI
GMM
MHI
proposed method

0.3
0.2
0.1
0

Figure 3.25

0

0.1

0.2

0.3

0.4

0.5
0.6
false alarm

0.7

0.8

0.9

1

ROC Curves by Different Methods in the Helicopter Video.
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1

Table 3.1

The Area of ROC by Different Methods.
Optical Flow

Kalman

DSTEI

MHI

GMM

Proposed
Method

Helicopter

0.6574

0.6491

0.6238

0.6947

0.7012

0.7549

Airborne

0.6836

0.6726

0.6492

0.6544

0.6693

0.7125

3.3.4

Parameter Selection
In order to thoroughly evaluate the impact of parameter selection, the window

size and thresholding criterion are changed. The resulting ROC areas for the two videos
are listed in Tables 3.2 and 3.3. Here (λ1∩λ2) means motion is claimed if both
thresholded λ1 and λ2 are positive, and (λ1+λ2) uses the summation of two eigenvalues
for decision. From Table 3.2, the best decision metric is (λ1∪λ2); from Table 3.3, the best
decision metric is λ2 . This means for a large moving object, both λ1 and λ2 should be
considered such that pixels inside the object boundary can be extracted; for a small
moving object, motion is contributed to the second eigenvalue due to a small number of
moving pixels. In addition, in the video of helicopter and airborne, the peak values
respectively arrive at window size 15×15 and 5×5. In other words, a greater window,
such as 15×15, should be used for large objects, and a smaller window, such as 5×5,
should be used for small objects.
In addition to the Otsu’s thresholding, another two thresholds are investigated:
half point 1 uses the average of the means of two classes (moving and static), and half
point 2 uses the half point of the dynamic range of an image. Table 3.4 and 3.5 tabulate
the Pd (hit rate) and Pf (false alarm rate) for different window sizes and the metric of
(λ1∪λ2). Figures 3.27 and 3.28 provided better visualization. We can see that Otsu’s
thresholding provided better performance for both videos. This is reasonable because it is
based on the criterion of optimal class separability.
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Table 3.2

The Area of ROC in the Helicopter Video.

Area of
ROC

λ1

λ1 ∪ λ2

λ1 ∩ λ2

λ2

λ1 + λ2

5×5

0.6859

0.6990

0.6816

0.6825

0.6044

7×7

0.7120

0.7173

0.7010

0.6997

0.6218

9×9

0.7193

0.7223

0.7038

0.7026

0.6304

11×11

0.7398

0.7399

0.7150

0.7143

0.6383

13×13

0.7460

0.7465

0.7228

0.7226

0.6428

15×15

0.7497

0.7490

0.7226

0.7248

0.6456

17×17

0.7480

0.7427

0.7184

0.7221

0.6373

Table 3.3

The Area of ROC in the Airborne Video.

Area of
ROC

λ1

λ1 ∪ λ2

λ1 ∩ λ2

λ2

λ1 + λ2

3×3

0.6327

0.6495

0.6335

0.6833

0.6022

5×5

0.6957

0.6773

0.6640

0.7125

0.6237

7×7

0.6716

0.6390

0.6301

0.6742

0.6213

9×9

0.6517

0.6088

0.6242

0.6604

0.6033

Table 3.4

Pd and Pf of Helicopter Video by the Combination of λ1 ∪ λ2 .

λ1∪λ2

5×5

7×7

9×9

11×11

13×13

15×15

17×17

Pd

0.2288

0.3598

0.4269

0.4820

0.5304

0.6144

0.5699

Pf

0.1617

0.1246

0.1366

0.1506

0.1669

0.1944

0.1840

Half

Pd

0.2041

0.3563

0.4205

0.4725

0.5247

0.6091

0.5626

point1

Pf

0.1623

0.1234

0.1332

0.1489

0.1614

0.1920

0.1822

Half

Pd

0.2239

0.2607

0.4150

0.4401

0.4631

0.5581

0.5641

point2

Pf

0.1224

0.1255

0.1998

0.1805

0.1630

0.2602

0.2522

OTSU
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Figure 3.27
Table 3.5

Illustration of Table 3.4.
Pd and Pf of Airborne Video by λ2

λ2

3×3

5×5

7×7

9×9

Pd

0.2419

0.5161

0.5081

0.4839

Pf

0.0024

0.0171

0.0289

0.0266

Half

Pd

0.1855

0.4272

0.4274

0.4677

point1

Pf

0.0020

0.0127

0.0075

0.0198

Half

Pd

0.1710

0.4269

0.4774

0.4552

point2

Pf

0.0993

0.0465

0.0271

0.0451

OTSU
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Figure 3.28

Illustration of Table 3.5.
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CHAPTER IV
HIGH PERFORMANCE COMPUTING FOR MOTION DETECTION
4.1
4.1.1

Low-complexity Algorithm
Separate Linear Filter for Spatial Filtering
When dealing with matrix differential operation and convolution, separate linear

filtering can always make full use of its competitive advantage. It decomposes a 2D
spatial filtering process into two substages, row and column filtering. The column
filtering is usually applied on the result of row filtering [24]. Take the 3×3 local
averaging for instance, the traversal convolution can be separated into a 3×1 column filter
and 1×3 raw filter:
1
1 1 1
1 × 1 1 1 =
] 1 1 1
 [
1
1 1 1

(4.1)

For Eqs. (3.7)-(3.9), the derivative fx, fy, and ft in optical flow can be calculated
using four separate linear filters:
 −1
 −1 −1
×
1
1
=
[
]
1
1 1
 



(4.2)

1
 −1 1
1 × [ −1 1] = −1 1




(4.3)

If the Sobel operators are used to calculate the derivatives, then the four linear filters are
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 − 1
 − 1 − 2 − 1
 0  × [1 2 1] =  0
0
0
 


2
1 
 1 
 1

(4.4)

1
 − 1 0 1
2 × [− 1 0 1] =  − 2 0 2
 


1
 − 1 0 1

(4.5)

For local average u and v , the two filters are:

1 / 4
 0 1/ 4 0 
 0  + [1 / 4 0 1 / 4] = 1 / 4 0 1 / 4
 


1 / 4
 0 1 / 4 0 

(4.6)

 0 1 0


and the net effect is to apply the Laplacian operator 1 − 4 1 . Here, “+” in Eq. (4.6)
0 1 0
denotes that the two one-dimensional (1D) filters are applied on the original image.
Table 4.1

Number of Multiplications Using 2D and 1D Filtering.
Regular 2D Filtering

Separate 2 1D Filtering

Local Average Calculation

2

nm

2nm

Derivative Calculation

2

2nm

nm

Table 4.1 shows the advantage of separate linear filters especially when the
window size n is large. An n × n window for an m-pixel image is separated into a 1× n
row filter and a n ×1 column filter. If the window size is 5 × 5 and the image size is

720 × 312 , the number of operations by the separate linear filtering are 2.2 × 106 . In the
regular spatial convolution, the number of computation is 5.6 ×106 . Compared to 2D
filtering, 1D filters are more suitable to parallel computing.
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4.1.2

Fast 2D PCA
PCA includes data covariance matrix calculation and its eigen-decomposition. For

u 2 uv 
. Since the PCA in the joint method
optical flow data, the covariance matrix Σ = 
2
uv v 
is applied to the area covered by a local window, u2, uv, v2 at each location (x,y) are

repeatedly computed if using the 2D filtering. However, based on the idea in Section
4.1.1, we can generate three matrices for the whole image: U2, UV, and V2, then retrieve
the corresponding valued of u2, uv, v2 without repeated calculation. This method is
referred to as “precovariance”. Or, we can employ the separate linear filters for local
averaging, which is denoted as “precovariance by separate filters”.
Eigen-decomposition using SVD is also computationally expensive. However, for
x
a 2×2 covariance matrix  1
 x2

λ1 =

λ2 =
Table 4.2

x2 
, the two eigenvalues can be easily solved as:
x4 

x1 + x4 +

(x1 − x4 )2 + 4 x22

(4.7)

2

x1 + x4 −

( x1 − x4 )

2

+ 4 x22

(4.8)

2

Number of Multiplications in the Original and Fast PCA.
Original

Fast

Covariance matrix calculation

2

3n m

3m+2nm

Eigenvalue determination

O(23)m

4m

The Matlab running time in a desktop with Intel core i7-860 2.80GHz CPU and
4G memory when processing 20 frames in the two videos are shown in Figures 4.1 and
4.2. The fast version can save about 600 ms than the original version.
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Processing Time of Proposed Method in the Helicopter Video.
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Processing Time of Proposed Method in the Airborne Video.

GPU Implementation
A GPU is a processor attached to a graphic card for floating point operations. A

graphics accelerator incorporates custom microchips which contain special mathematical
operations commonly used in graphics rendering. The efficiency of the microchips,
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therefore, determines the effectiveness of the graphics accelerator. A GPU implements a
number of graphics primitive operations much faster than the host CPU. Many of them
feature a linear time complexity in the number of pixels; thus, they are particularly wellsuited for real-time image processing [25].
Today, parallel GPUs have begun making computational inroads against the CPU
as a subfield of research called General Purpose Computing on GPU [31]. NVIDIA’s
CUDA platform is the most widely adopted programming model for GPU computing,
with OpenCL also being offered as an open standard.
GPU is usually treated as a parallel computer with shared memory architecture.
As all processors of the GPU can share data within a global memory space, it perfectly
fits the data parallelism. However, because of its applied shared memory model, the
major bottleneck is memory communication between the host and device; unnecessary
data transfer between host and device should be avoided as much as possible [33]. In
other words, most of the data computation should take place in GPU without interruption.
Since data sharing between GPU cores is a time consuming job, the data throughput
requirement makes current GPUs inappropriate for solving a bunch of small matrix
operation problems. Two principal rules of GPU programming should be followed: 1) to
parallelize a large number of scalar/vector addition/ multiplications if possible, 2) to
reduce communications between host and devices as much as possible.
In our experiment, we took the very recent GeForce GTX 480 to deal with the
problem of parallel programming on floating point computation. Its specifications are
tabulated in Table 4.3.
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Table 4.3

Specifications of GTX 480
Graphic Cards

GeForce GTX 480

CUDA Cores

480

Graphic Clock (MHz)

700 MHz

Processor Clock (MHz)

1401 MHz

Texture Fill Rate (billion/sec.)

42

Memory Clock (MHz)

1848

Standard Memory Config

1536MB GDDR5

Memory Interface Width

384-bit

Memory Bandwidth (GB/sec.)

177.4

Maximum Digital Resolution

2560 × 1600

Maximum VGA resolution

2048 × 1536

Maximum Graphics Card Power
(W)

250 W

Minimum Recommended System
Power (W)

600 W

To fully take advantage of GPU computing power and reduce unnecessary
host/device communication overhead, the large size of matrix/vector multiplications,
such as PCA, eigen-decomposition, and sliding widow addition or subtraction in optical
flow are conducted in GPU (which shows in Figure 4.3), while the manipulations of
relatively small constant computation is left in CPU.
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Figure 4.3

Large Size Matrix Computation in GPU.

The CUDA CUBLAS library provides high performance computing
implementation for the Basic Linear Algebra Subprograms (BLAS) level 1 to level 3
operations [26],[28]. Thus, our parallel algorithms are designed to utilize the existing
parallel linear algebra library. The flow chart of the GPU implementation on Optical
Flow and PCA algorithm is shown in Figure 4.4. It is similar to the serial version
although it has to send data back and forth between host and device. Figures 4.5-6 [24]
gives the detail layout of the thread block grid for the row and column filtering pass
based on separate linear filtering.
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Figure 4.4

Optical Flow and PCA Parallel Algorithm.

Figure 4.5

Layout of the Thread Block Grid for the Row Filtering Pass [24].
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Figure 4.6
4.3

Layout of the Thread Block Grid for the Column Filtering Pass [24].

Experiments
The proposed GPU parallel programming method was compared with the original

CPUs based on Intel core i7-860 2.80GHz and 4G memory. Table 4.6 is about the
running time for optical flow computation, and separate linear filter spent less time.
Tables 4.4-4.5 and Figures 4.7-4.8 show the PCA processing time of several different
serial versions and the parallel version for the fast PCA in Section 4.1.2. Tremendous
savings can be achieved when using the fast PCA. The speedup performance is shown in
Figure 4.9, which is improved as the window size becoming larger.

43

Table 4.4

The Processing Time (in ms) for PCA Calculation in the Helicopter Video.

Pre-covariance
+ equation
solving (CPU)

Precovariance
by separate
filter +
equation
solving
(CPU)

Precovariance +
equation
solving
(GPU)

Elapse
time of
PCA(ms)

SVD
(CPU)

Precovariance +
SVD (CPU)

3×3

532.2

269.3

127.5

127.4

19.1

5×5

602.5

300.2

132.3

133.5

19.0

7×7

735.6

376.5

146.5

142.3

19.8

9×9

854.5

419.5

152.7

149.7

18.5

11×11

1023.2

479.9

178.2

156.8

17.6

13×13

1187.2

510.9

216.9

167.9

17.5

15×15

1421.8

540.1

220.5

175.1

18.7

17×17

1608.2

610.5

227.5

186.2

18.3

Figure 4.7

Illustration of Table 4.4.
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Table 4.5

The Processing Time of the PCA Algorithm in the Airborne Video

Elapse
time of SVD(CPU)
PCA(ms)

Precovariance +
SVD (CPU)

Pre-covariance
+ equation
solving (CPU)

Precovariance by
separate filter
+ equation
solving
(CPU)

Precovariance +
equation
solving
(GPU)

3×3

522.6

243.4

134.5

135.3

20.5

5×5

619.4

334.9

138.5

143.9

20.5

7×7

752.5

368.3

150.1

153.3

19.6

9×9

916.4

408.7

158.3

159.6

18.5

11×11

1096.2

497.5

186.0

166.4

18.5

13×13

1259.7

520.7

190.4

175.7

18.0

15×15

1536.2

557.2

222.9

186.5

17.5

17×17

1727.3

640.8

225.0

185.9

18.4

Figure 4.8

Illustration of Table 4.5.
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Figure 4.9

Table 4.6

The Speed-up Performance of the Parallel Algorithm (Precovariance +
Equation Solving by GPU).
The Processing Time (in ms) of Optical Flow Calculation.
Regular(CPU)

Separate
Linear
Filter(CPU)

Regular(GPU)

Separate
Linear
Filter(GPU)

Helicopter

35.3

26.2

30.0

11.9

Airborne

35.5

26.5

30.2

12.8
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CHAPTER V
CONCLUSIONS
In this thesis, we propose a joint optical flow and PCA approach for motion
detection. We focus on the HS method for optical flow computation since it can provide a
100% optical flow field. Instead of considering the original optical flow, the two
eigenvalues of the covariance matrix of local optical flows are analyzed. Because the first
eigenvalue represents the major motion component and the second eigenvalue represents
the minor motion component, they are more useful to detect true motions while more
successfully suppressing false alarms. Experimental results show that we can use both
eigenvalues to detect large moving objects and use only the second eigenvalue to detect
small moving objects. The proposed method is also effective in extracting the actual size
of a moving object in conjunction with difference image-based corner detection.
Both optical flow and PCA are computationally expensive, in particular, when 2D
spatial filtering is involved in the original algorithm. We develop low-complexity
versions based on separate 1D filtering. The two eigenvalues can be determined by
directly solving a quadratic function instead of using SVD. The running time is
dramatically decreased. The savings are more significant for larger sliding windows.
The GPU-based parallel implementation of low-complexity versions of optical
flow and PCA are designed. With the workload being balanced between GPU and CPU,
the parallel implementation shows high scalability on our test machine (i.e., NVIDIA’s
GTX480). The speedup performance is remarkable for larger sliding windows.
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