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Abstract
Semantic interoperability is the faculty of interpret-
ing knowledge imported from other languages at
the semantic level, i.e. to ascribe to each imported
piece of knowledge the correct interpretation or set
of models. It is a very important requirement for
delivering a worldwide semantic web. This paper
presents preliminary investigations towards devel-
oping a unified view of the problem. It proposes
a definition of semantic interoperability based on
model theory and shows how it applies to already
existing works in the domain. Then, new applica-
tions of this definition to family of languages, on-
tology patterns and explicit description of seman-
tics are presented.
Keywords: Semantic interoperability, ontology
sharing, knowledge transformation, ontology pat-
terns.
1 Introduction
The vision of a “semantic web”[Berners-Lee, 1998; Berners-
Leeet al., 2001] is realized by the annotation of web pages,
containing informal knowledge as we know it now, with for-
mal knowledge. These annotations can reference each other
and depend on ontologies and background knowledge. Tak-
ing advantage of the semantic web requires to be able to
gather, compare, transform and compose the annotations. For
several reasons (legacy knowledge, ease of use, heterogeneity
of devices and adaptability, timelessness), it is not likely that
this formal knowledge will be encoded in the very same lan-
guage. The interoperability of formal knowledge languages
must then be studied in order to interpret the knowledge ac-
quired through the semantic web.
The problem of comparing theory is well known but it
takes a fantastic importance in the context of the semantic
web.
Semantic interoperability is the faculty of interpreting the
annotations at the semantic level, i.e. to ascribe to each im-
ported piece of knowledge the correct interpretation or set of
models. It will be further characterized below by considering
that the final transformed knowledge must have the transfor-
mation of the consequences of the initial knowledge as con-
sequences.
There are several approaches to semantic interoperability
[Masolo, 2000; Ciocoiu and Nau, 2000; Stuckenschmidt and
Visser, 2000]. Although, they are not stated in the same
terms, we believe that there can be a unified view of compari-
son and transformation at a semantic level that can be applied
to these approaches.
We first provide some definitions of the concepts at work
here (language, representation, semantics and transforma-
tion) and a classification of possible interoperability require-
ments. Then the already available approaches to semantic
interoperability are considered and rephrased in the context
of model-theory. Afterwards, we turn to consider three possi-
ble approaches for the semantic web (and especially when the
languages are different): family of languages, ontology pat-
terns and explicit semantics representation. We show how the
contribution of these techniques to semantic interoperability
can be expressed in comparable terms.
2 Principles
2.1 Language, semantics, transformation
For the simple purpose of the present paper, a languageL will
be a set of expressions. A representation (r) is a set of expres-
sions inL. No distinction will be made between ontologies,
background knowledge and formal annotations: they will all
be representations.
There have been many studies of knowledge representation
language semantics[Nebel, 1990]. The semantics is gener-
ally defined in model theory by using simple set theory. Usu-
ally, an interpretation functionI, to a domain of interpretation
D, is defined iteratively over the structure of the languageL.
The interpretation function is compositional, i.e. it builds the
meaning of an expression from that of its sub-expressions (or
components). The expressionsδ in a languageL are said to
be satisfied by interpretationI if they meet a certain condi-
tion (usually thatI(δ) belongs to a distinguished subset of
the domain). In this framework, a model of a set of assertions
r ⊆ L, is an interpretationI satisfying all the assertions in
r. An expressionδ is said to be a consequence of a set of
expressionr if it is satisfied by all models ofr (this is noted
r |=L δ).
A computer has to find if a particular expression (e.g. a
query) is the consequence of a set of expression (e.g. a
knowledge base). To that extent, executable systems (called
provers) are developed which can be grounded on inference
rules or more classical programs. From a set of axioms
r ⊆ L, they establish if the expressionδ ∈ L is a theo-
rem (notedr ⊢L δ). These provers are said correct if any
theorem is a consequence of the axioms and complete if any
consequence of the axioms is a theorem. However, depend-
ing on the language and its semantics, the decidability (i.e.
the existence of such provers) is not ensured and, even in this
event, the algorithmic complexity of such provers can be pro-
hibitive.
Hence, system developers must establish a trade-off be-
tween expressivity and complexity of representation lan-
guages or completeness of the prover. This choice has led
to the definition of languages with a low expressivity (like
simple conceptual graphs or object-based representations) or
modular family of representation languages (like description
logics). As a consequence, there are many different repre-
sentations languages that can be used in the context of the
semantic web. Therefore, if some annotation, ontology or
background knowledge is found on the semantic web, it might
have to be translated from a language to another.
Transformations are applied to representations in order to
import them from one language to another. The transforma-
tions are functionsτ : L −→ L′ (L′ can beL). These trans-
formations must be computable (and so they are syntactic
mechanisms) and in the context of the semantic web, they can
be implemented asXSLT (or a similar language) stylesheets
[James Clark (ed.), 1999]. These transformations can be com-
posed into more complex transformations.
We will consider here the problem of ensuring the inter-
operability of representations through transformations. There
are several levels at which interoperability can be accounted
for.
2.2 Levels of interoperability
When trying to assess the understanding of an expression
coming from a system by another one, there are several pos-
sible levels of interoperability:
• encoding: being able to segment the representation in
characters;
• lexical: being able to segment the representation in
words (or symbols);
• syntactic: being able to structure the representation in
structured sentences (or formulas or assertions);
• semantic: being able to construct the propositional
meaning of the representation;
• semiotic: being able to construct the pragmatic meaning
of the representation (or its meaning in context).
This layered presentation is arguable in general; it is not as
strict as it seems. It makes sense because each level cannot
be achieved if the previous ones have not been completed. In
the context of the semantic web, it can be assumed that the
three first levels can be easily achieved by the use ofXML or
RDF.
The properties of transformations can be set at these var-
ious levels. There are many kinds of properties (e.g. at the
syntactic level we could care of just preserving the elements,
or their ordering or both). Here are some of their expressions:
• lexical: given a mappingσ between terms of a particular
language (that can be the terms in a structured formal
language or the lexical units of a natural language). For
instance, one can ask that this mapping preservessyn ets
(connected components of the synonymy graph,S), i.e.
∀t, t′ ∈ L, S(t) = S(t′) ⇒ S(σ(t)) = S(σ(t′)).
• syntactic: Order-preservation, for instance, will require
that, given two order relations≤L and≤L′ , if r ≤L s,
thenτ(r) ≤L′ τ(s).
• semantic: Consequence preservation requires that
∀δ, r |=L δ ⇒ τ(r) |=L′ τ(δ);(1)
It is noteworthy that consequence preservation is not
trivially granted by syntactic preservation, e.g. addition
in the structure. As a matter of fact, adding a class or
an attribute in a frame-based knowledge base is struc-
ture preserving (it preserve both elements and their or-
der) though the second addition is not consequence pre-
serving.
• semiotic: interpretation preservation (letΣ be the inter-
pretation rules and⊢i the interpretation relation for per-
soni, ∀δ,∀i, j, r,Σ ⊢i δ ⇒ τ(r), τ(Σ) ⊢j τ(δ))). This
consists in mapping signs to equivalent signs with re-
spect to the expected interpretation of a reader. These
aspects can be related to rhetoric[Rutledgeet al., 2000]
or pragmatics (i.e. properties not directly relevant to
a compositional view of semantics but which interfere
with sheer semantic interpretation).
We do not pretend that these properties must be satisfied
in the semantic web. There can be situations where only
some moderate preservation of meaning or content is suf-
ficient. However, characterizing the exact properties of the
available transformations will be very useful.
The present paper will only consider semantic interoper-
ability and especially how the formula 1 can be satisfied in
various contexts. This scheme, in which a first statement in
a system constrains another one in another system, is neces-
sary for relating statements across languages while pure log-
ical statements can be used (e.g. in modal logics of knowl-
edge[Faginet al., 1995]) when the language is shared across
agents.
3 Related work
In the context of first-order logic (FOL), Claudio Masolo
[Masolo, 2000] has investigated the relations between logi-
cal theories. He first considers the deductive closure of sets
of axioms (Cn(r) = {δ|r ⊢FOL δ}) and the relationships
between these representations derived from the five possi-
ble containment relations on their deductive closure. Since
this can only be applied to theories with coinciding vocab-
ularies, he goes on by considering the definitional extension
(notedr′|r) of a representationr′, by the definition of the
terms (predicate and function symbols) of a representationr,
in functions of the terms inr′. In such a case, importing a rep-
resentation from an ontology into another is simplyr′|r ∪ r.
And this warrants that:
∀δ ∈ FOL, r |=FOL δ ⇒ r
′|r ∪ r |=FOL δ
So, consequence is trivially preserved (the importance of this
notion in [Masolo, 2000] is related to inter-expressibility of
theories). Of course, there can be no definitional extension of
r′ by r.
Claudio Masolo also considers translations (φ) which are
transformations preserving the structure of formulas (i.e.
atomic formulas are replaced by arbitrary formulas and the
rest of the transformation is defined by induction on the struc-
ture of formulas) and renaming (σ) which are translations
only affecting the name of predicates and functions. These
translations can be though of as our transformationτ . The
theories can be compared based on mutual translations:
r ≈τ,τ ′ r
′ iff r′ ⊢FOL τ(r) andr ⊢FOL τ
′(r′)
r ≺τ,τ ′ r
′ iff r′ ⊢FOL τ(r) andr 6⊢FOL τ
′(r′)
r ≻τ,τ ′ r
′ iff r′ 6⊢FOL τ(r) andr ⊢FOL τ
′(r′)
r ×τ,τ ′ r
′ iff r′ 6⊢FOL τ(r) andr 6⊢FOL τ
′(r′)
For our purposes, this is equivalent to define:
r φ r
′ iff r′ ⊢FOL φ(r)
and thus (by induction on the formula structures):
∀δ, r |=FOL δ ⇒ φ(r) |=FOL φ(δ)
Claudio Masolo shows that the equivalence relations through
translations and the equivalence through definitional ex-
tensions are indeed equivalent (in terms of deductive clo-
sures). These relations have their equivalent characterization
in model theory:
r ≈τ,τ ′ r
′ iff ∀δ, r |=FOL δ ⇔ r
′ |=FOL δ
r ≺τ,τ ′ r
′ iff ∀δ, r |=FOL δ ⇒ r
′ |=FOL δ
r ≻τ,τ ′ r
′ iff ∀δ, r′ |=FOL δ ⇒ r |=FOL δ
r ×τ,τ ′ r




′ andr′ 6|=FOL δ
He demonstrates that, provided with completeness of first or-
der logic, the straightforward semantics characterization for
the theory with coinciding vocabularies (and theories equiv-
alent through renaming alone) is equivalent to the syntactic
one. The formulation of the equivalent of definitional exten-
sions is related to the notion of “coalescent models” which is
not detailed here.
A last contribution of[Masolo, 2000] is the comparison
of logics whose set of models coincide while they do not use
translatable primitives (e.g. the geometry based on points and
those based on spheres). The notion of model-structure trans-
formations (i.e. transformation applying at a semantic level)
are introduced.
Ciocoiu [Ciocoiu and Nau, 2000], takes into account the
implicit knowledge (K) that is not formally expressed in the
ontologies but should be taken into account by building the
models. Their framework uses a first-order logical language
as a pivot languages in which both languages can be trans-
lated (and from which models can be extracted) and an ontol-
ogy of explicit assumptions expressed in the formal language.
The goals of this work is the translation-checking (i.e. know-
ing if a representationis the translation of another, i.e. if it
has the same set of models). This is theoretically achieved by
comparing the corresponding the sets of extracted models.
This can be further refined by considering two background
knowledge sets (K andK ′), the knowledge transformations
can be justified in our framework without the common ontol-
ogy and logical translation:
∀δ,K, r |=FOL δ ⇒ K
′, τ(r) |=FOL τ(δ)
In a similar vein,[Stuckenschmidt and Visser, 2000] intro-
duced the idea that, beside the correct syntactic transforma-
tion required for semantic interoperability, there is room for
several completeness levels that must be taken into account.
The most basic level is sheer translation of what is (syntacti-
cally) transcriptible from the source representation. A second
level consists of ensuring that whatever is a consequence of
the source representation that can be expressed in the target
language is indeed translated. In case of a more expressive
source language this might require the use of a prover in or-
der to deduce these formulas that can be represented by the
target (but more generally, a prover might be required what-
ever the expressivity of either languages). This means that,
given a sheer syntactic transformationτ , one must build a se-
mantic transformationτ such that:
∀δ ∈ L′, τ(Cn(r)) |=L′ δ ⇒ τ(r) |=L′ δ
or
∀δ ∈ L, r |=L δ ⇒ τ(r) |=L′ τ(δ)
The translations of[Masolo, 2000] are such semantic trans-
formations.
A further refinement, well represented in[Ciocoiu and
Nau, 2000], is the explicitation of implicit knowledge, that
can be added as background for the translated theory. In
the context of geographical information integration[Visseret
al., 2000], the authors have integrated the domain ontologies
by providing translations from the source ontologies in a tar-
get language and by reclassifying the corresponding concepts
(grounded on their descriptions) with regard to each other.
OntoMorph [Chalupsky, 2000] is a system of syntactic
transformation of ontologies with a syntactic transformation
language not very different fromXSLT. It however is integrated
with a knowledge representation system (PowerLoom) which
provides the opportunity to have semantically-grounded rules
in the transformations. The system can query assertions for
not only being syntactically in the source representation, but
also for being a consequence of this initial representation
(as soon as PowerLoom is semantically complete). This is
a generic implementation of what is proposed in[Stucken-
schmidt and Visser, 2000]. Of course, this option requires
to use PowerLoom as an initial pivot language and the prob-
lem of translation arises when transforming from the source
representation to the PowerLoom representation.
Semantic, knowledge or ontology patterns[Staabet al.,
2000; Clarket al., 2000; Stuckenschmidt, 2000] have recently
been introduced as the equivalent, in the ontology engineer-
ing field, of the design patterns (or rather frameworks) in soft-
ware engineering. They are used for factoring out notions that
are common across, and despite, languages. Instead of con-
sidering a knowledge representation construct in isolation, it
considers a set of constructs and their interrelations satisfying
a particular function (e.g. how to deal with part-whole rela-
tions, how to deal with class specialization). To that extent,
ontology patterns offer a languageP for expressing the re-
quired constructs and the constraints that hold between them.
A patternp is usually made of a set of termsT , a set of
grammar rules for articulating themG and a set of constraints
C. Implementations consist in instantiating the patterns, i.e.
mapping the constructions and constraints to the concrete lan-
guage. The mappingµ is specified in terms of signature mor-
phism between the patternp and an actual languageL such
that:
∀δ, p |=P δ ⇒ µ(p) |=L µ(δ)
These contributions have especially considered semantic
interoperability within the same language (using different sets
of axioms or ontologies) or generic to specific languages
(through pattern mapping). We will now take a look at sev-
eral proposals for expressing semantic interoperability across
different languages as it shall happen on the semantic web.
4 Language family approach
In the words of Tim Berners-Lee, the semantic web requires a
set of languages of increasing expressiveness and anyone can
pick up the right language for each particular semantic web
application.
A modular family of languages is a setL of languages that
have a similar kind of formulas (e.g. build from a subset of
the same set of formula constructors) and the same kind of
semantic characterization (i.e. if a formula belongs to two
languages, it is interpreted in the same way in both). It is
then easy to transform a representation from one language to
another and one can take advantage of more efficient provers
or more expressive languages.
This is what have been developed by the description logic
community over the years: a family of representation lan-
guages with known decidability, complexity and equivalence
results[Donini et al., 1994]. It has been experimented for the
web with the “Description Logic Mark-up Language”1 (DLML )
that we have developed.
DLML is not a language but rather a modular system of docu-
ment type descriptions (DTD) encoding the syntax of many de-
scription logics. It takes advantage of the modular design of
description logics by describing individual constructors sep-
arately. The specification of a particular logic is achieved by
declaring the set of possible constructors and the logic’sDTD
is automatically build up by just assembling those of elemen-
tary constructors. The actual system contains the description
of more than 40 constructors and 25 logics.
1http://co4.inrialpes.fr/xml/dlml/
To theDLML language is a associated a set of transforma-
tions (written inXSLT) allowing to convert a representation
from a logic to another. The simplest transformation is the
transformation from a logic to another syntactically more ex-
pressive one (i.e. which adds new formulas). The transfor-
mation is then trivial, but yet useful, because the initial repre-
sentation is valid in the new language, it is thus identity:
∀δ ∈ AL, r |=AL δ ⇒ r |=ALC δ
This trivial interpretation of semantic interoperability is one
strength of the “family of languages” approach because, in
the present situation, nothing has to be done for gathering
knowledge. For this case, one can define the relation between
two languagesL andL′ asL≪L′ which has to comply with
L ⊆ L′. We can then defineL=L′ as equivalent toL≪L′
andL′≪L.
We can further define L∨L′ by L≪L∨L′ and
L′≪L∨L′ and there exists no other languageL′′ such
that L≪L′′≪L∨L′ and L′≪L′′≪L∨L′. For all L and
L′, L∨L′ and L∧L′ have to satisfyL ∪ L′ ⊆ L∨L′ and
∧L′ ⊆ L ∩ L′ (in the case of term-based languages such
as description logics we haveL∧L′ = L ∩ L′, but not
































Figure 1: The relations between syntactic languages
If L6≪L′, the transformation is more difficult. The initial
representationr can be restricted to what is (syntactically) ex-
pressible inL′: r. However, this operation (which is correct)
is incomplete because it can happen that a consequence of a
representation expressible inL′ is not a consequence of the
expression of that representation inL′:
∃δ ∈ L′; r 6|=L′ δ andr |=L δ
To solve this problem, as stated in[Visseret al., 2000], it is
necessary to deduce fromr in L whatever is expressible in
L′. Let r = Cn(r) be this expression. It is such that
∀r ⊆ L,∀δ ∈ L∧L′, r |=L δ ⇒ r |=L′ δ
The preceding proposal is restricted in the sense that it only
allows, in the target language, expressions expressible in the
source language, while there are equivalent non-syntactically
comparable languages. This is the case of the description
logic languagesALC and ALUE which are known to be
equivalent while none has all the constructors of the other.
For that purpose, one can defineL≪L′ if and only if the mod-
els are preserved, i.e.∃τ ;
∀r ⊆ L,∀〈I,D〉; 〈I,D〉 |=L′ τ(r),⇒ 〈I,D〉 |=L r
Similarly, L=L′ if and only if L≪L′ and L′≪L. More-
over,L∨L′ is defined by a language such thatL≪L∨L′ and
L′≪L∨L′ and there exists no other languageL′′ such that
L≪L′′≪L∨L′ andL′≪L∨L′. 2
The τ transformation is not easy to produce (and it can
generally be computationally expensive) but we show, in §6
how this could be practically achieved.
Another possibility is to definẽ≪ as the existence of an
isomorphism between the models ofr and those ofτ(r)
∃τ ;∀〈I,D〉,∃〈I ′, D′〉; I, r |=L δ ⇒ I
′, τ(r) |=L′ τ(δ)
This also ensures thatr |=L δ ⇒ τ(r) |=L′ τ(δ).
This provides to the family of languages a structure based
on semantics.
5 Pattern-based approach
The generic pattern based approach provides patterns of con-
structs involved in a language. In the present article, a pattern
p ∈ P is characterized by a set of constructions that can be
mapped to that of a language and an interpretation of these
constructions that must be preserved by the mapping to a con-
crete language (this is also seen as a constraint). For instance,
a CONJ(.) pattern is interpreted over sets as the intersection
of conjunct constructions. It is mapped to theAND andAN-
DROLE operators in description logics or the class construc-
tor in frame-based languages. The patterns do not provide
a direct way to ensure the interoperability between two lan-
guages.
However, translating between two languages which share
some patterns should be easier than the general case. As a
matter of fact, if, as is assumed, the mappings preserve mean-
ing (i.e. p |=P δ ⇒ µ(p) |=L µ(δ)). Then, in the case of
reversible or bijective mappings (i.e. such that
∃µ−1; r |=L δ ⇔ p = µ
−1(r) |=P µ
−1(δ))
it is possible to ensure that the transformation fromL to L′
made byµ′oµ−1 indeed preserves meaning. More precisely,
since the constraints are implemented and satisfied by both
systems, only the mapping of constructors and grammar are
required to be bijective.
Of course, not all such mappings are bijective, though there
should be numerous cases in which the mapping is indeed bi-
jective: it should be possible to establish whenµ is bijective
and to take advantage of this. Moreover, even if just a part
of the constructors used in the pattern are in a bijective rela-
tionship with the target language – or if only a few patterns,
2
L∨L
′ and L∧L′ are defined as sets of languages and not as
a particular language. If we want to define a lattice of language
from these operators, they must be grouped in congruence classes
(modulo equiexpressivity, e.g.ALC andALUE are in the same
class). But we cannot always guarantee that the result is a lattice.
among those instantiated by the language, are bijective – it is
possible to take advantage of the affected knowledge in the
target language (the transformation is not anymore complete,
but at least it is correct).
With pattern languages, it seems desirable to decompose
the languageL in two parts: L̂ and Ľ such thatµ(p) = L̂
and Ľ = L − L̂. We then haveL = L̂ ∨ Ľ ≪ L̂ ≪ p.
But no non-trivial results are currently available about such a
decomposition.
Like in the family of language approach, the mappings
could be used for refining patterns themselves (i.e.µ : P −→
L∪P). Then, as before, meet and join among patterns can be
defined and a lattices of patterns can be extracted from which
the frontier between bijective and non-bijective mappings for
a particular languageL can be extracted and systematically
exploited.
6 Semantic description and transformations
As seen above, the expression of semantic interoperability re-
lies on two ingredients:τ and|=. Its expression in machine-
readable form can be achieved in various ways.τ can be ex-
pressed inXSLT or some similar language, but nothing really
practical has been set up for|=.
We have defined the notion of Document Semantic De-
scription (DSD) which enables to describe the formal seman-
tics of anXML language (just like theDTD or schemas express
the syntax). TheDSD language, defined inXML takes advan-
tage of Xpath for expressing references to sub-expressions
and MathML for expressing the mathematical gear. TheDLML
family of languages contains theDSD of all the covered opera-
tors and is able to build automatically from the description of
a logic theDSD of that logic.
DSD can be used for many purposes:
documenting language semanticsfor the user or the appli-
cation developer who will require a precise knowledge
of the semantics of constructs. This is eased by a trans-
formation fromDSD to LATEX.
computing interpretations from the input of the base as-
signment of the variables.
checking proof of transformations is a very promising ap-
plication in the line of the “web of trust” idea[Berners-
Lee, 1998].
proving transformations in an assisted or automatic way;
inferring transformations from the semantics description
is a very hard problem. However, from a given proof,
it can be a straightforward task.
This program is rather ambitious. However, in some very
restricted setting, this can be quite easy to set up. As an ex-
ample, one can take theDLML context. Here, the languages
have the same syntactic structure and the semantics of the
operators remains the same across languages. Consider the
ALC andALUE languages which are known to be equiva-
lent. The proof of equivalence is a demonstration that any op-
erator missing in one language can be expressed in the other
language (preserving interpretations). This iterative proof can
be expressed, by a human being, that way:
∀〈D, I〉, . . .
I((not Nothing))) ⇔ I(Anything)
I((not c)) ⇔ I((anot c)) for c ∈ NC
I((not (anot c))) ⇔ I(c)
I((not (all r c))) ⇔ I((csome r (not c)))
. . .






















The last rule tells that when encountering aALL in the
scope of a negation (mode="process-not"), it must be
transformed in aCSOME with the non-negated transformation
of the first argument and the negated transformation of the
second one.
Moreover, if we use a language for describing proofs in
conjunction withDSD, then it is possible to document the
languages withDSD, the transformation with the proof and
a client application will have everything that is required for
proof-checking the transformation before using it.
This shows that this approach can be useful in the context
of family of languages. It can be useful in the context of the
ontology pattern too. Again, having the proof of the semantic
preservation ofµ−1 is the key to having a correct transforma-
tion fromL to L′.
7 Conclusion and discussion
The semantic web could be a distributed web of knowl-
edge structure and interoperability can be problematic when
knowledge is expressed in different languages or in function
of different ontologies. This will be an obstacle to taking
advantage of imported knowledge. Semantic interoperabil-
ity attempts to ensure that the interpretation of imported and
transformed knowledge remains the same across languages.
We have presented a framework for expressing semantic
interoperability based on the notion of transformations and
semantic consequences. It has been used to analyze the vari-
ous techniques employed in order to enforce interoperability.
Because it is a common framework, it can be used in order
to articulate the various proposals and compose all the solu-
tions into a global one. We showed that, applied to restricted
settings, it helps a lot.
This work is only a preliminary study of the relation be-
tween our expression of semantic interoperability and the im-
plemented tools for that purpose. It seems clear, however,
that many refinements are possible in the context of particu-
lar families of languages or restrictions of knowledge patterns
for formally ensuring interoperability.
One of our goal is the construction of transformations satis-
fying semantic interoperability by composing more elemen-
tary transformations satisfying it. This will depend on the
kind of property satisfied by the transformations and the kind
of composition. If the transformations and their properties
are published in the semantic web, then it becomes possible
to create such compound transformations more conveniently.
It is worth recalling, that semantic interoperability is not
total interoperability and that even with semantic properties
there can be other interesting properties than full-fledged cor-
rectness and completeness. We hope that future work will
enable to characterize precisely the expected properties in se-
mantic terms.
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