Responses of many neurons in primary visual cortex (V1) are suppressed by stimuli exceeding the classical receptive field (RF), an important property that might underlie the computation of visual saliency. Traditionally, it has proven difficult to disentangle the underlying neural circuits, including feedforward, horizontal intracortical, and feedback connectivity. Since circuit-level analysis is particularly feasible in the mouse, we asked whether neural signatures of spatial integration in mouse V1 are similar to those of higher-order mammals and investigated the role of parvalbumin-expressing (PVϩ) inhibitory interneurons. Analogous to what is known from primates and carnivores, we demonstrate that, in awake mice, surround suppression is present in the majority of V1 neurons and is strongest in superficial cortical layers. Anesthesia with isoflurane-urethane, however, profoundly affects spatial integration: it reduces the laminar dependency, decreases overall suppression strength, and alters the temporal dynamics of responses. We show that these effects of brain state can be parsimoniously explained by assuming that anesthesia affects contrast normalization. Hence, the full impact of suppressive influences in mouse V1 cannot be studied under anesthesia with isoflurane-urethane. To assess the neural circuits of spatial integration, we targeted PVϩ interneurons using optogenetics. Optogenetic depolarization of PVϩ interneurons was associated with increased RF size and decreased suppression in the recorded population, similar to effects of lowering stimulus contrast, suggesting that PVϩ interneurons contribute to spatial integration by affecting overall stimulus drive. We conclude that the mouse is a promising model for circuit-level mechanisms of spatial integration, which relies on the combined activity of different types of inhibitory interneurons.
IN PRIMARY VISUAL CORTEX (V1), many neurons exhibit selectivity for stimulus size, showing suppression of responses when stimuli extend beyond the classical receptive field (RF) into the surround (Allman et al. 1985; Blakemore and Tobin 1972; De-Angelis et al. 1994; Gilbert and Wiesel 1990; Knierim and van Essen 1992; Nelson and Frost 1978) . Understanding the neural mechanisms of surround suppression is important, since this modulation is thought to constitute a key aspect of perception: the computation of visual saliency by integration of local information within the global context (Sachdev et al. 2012) .
Surround suppression is likely mediated by a combination of different neural circuits and mechanisms. In higher-order mammals, where spatial integration has been studied most extensively, surround suppression shows signatures of various components (Angelucci and Bressloff 2006) , including feedforward (e.g., Alitto and Usrey 2008; Solomon et al. 2002; Webb et al. 2005) , feedback (e.g., Angelucci et al. 2002; Bair et al. 2003) , and horizontal intracortical circuitry (e.g., Angelucci et al. 2002; Gilbert et al. 1996; Reynaud et al. 2012; Somers et al. 1998) . The relative contributions of these circuits, however, are under debate and the cell types involved mostly unknown.
Exploiting powerful genetic tools, recent work in mouse V1 has characterized a neural circuit for spatial integration in layers 2/3 involving somatostatin-expressing (SOMϩ) inhibitory interneurons (Adesnik et al. 2012) . SOMϩ interneurons seem to have little surround suppression themselves such that they can exert inhibition onto neighboring pyramidal cells at large stimulus sizes. Moreover, optogenetic hyperpolarization of SOMϩ interneurons weakens surround suppression.
The influence of other types of interneurons on surround suppression is an open question. Parvalbumin-expressing (PVϩ) interneurons constitute the major class of GABAergic interneurons in mouse V1 (Gonchar et al. 2007 ). Preferred size of PVϩ inhibitory interneurons seems to be larger and surround suppression weaker than in the general population (Adesnik et al. 2012 ). Furthermore, PVϩ interneurons have been suggested to perform gain control and response normalization (Atallah et al. 2012) , computations that lie at the heart of surround suppression (reviewed in Carandini and Heeger 2012) . Therefore, PVϩ interneurons likely affect surround suppression, but the nature of their influence remains unknown.
Likewise, surround suppression beyond layers 2/3 in mouse V1 is much less explored. With the exception of a single study (Van den Bergh et al. 2010) , little is known about the laminar profile of surround suppression in the mouse. Yet, this study failed to observe any laminar dependence, which is a hallmark of surround suppression in higher-order mammals such as cats and primates. These recordings, however, were obtained under anesthesia, which may well have led to an underestimation of the overall impact of suppressive circuits in mouse V1 (Adesnik et al. 2012; Haider et al. 2013 ).
In the present study, we assess the laminar profile of surround suppression in mouse V1 and compare the impact of suppressive circuits between anesthesia and wakefulness. We combine electrophysiological extracellular recordings with optogenetic manipulation of interneuron activity to investigate the role of PVϩ inhibitory interneurons in surround suppression.
METHODS
Experiments were performed on adult mice. Procedures were in accordance with the standards of the Society for Neuroscience and the German Law for Protection of Animals and were approved by the local authorities. Recordings from V1 were obtained through a craniotomy (Ͻ1 mm 2 ) located 3 mm lateral to the midline and 1.1 mm in front of the anterior margin of the transverse sinus (Wang et al. 2011) . Extracellular recordings were performed with 16-channel silicon probes (A1ϫ16-3mm-50-177, Neuronexus; 50-m intercontact spacing). Online estimates of RF position, orientation preference, and contrast sensitivity relied on high-pass filtered signals crossing a fixed threshold (typically 4.5-6.5 SDs). For offline data analysis, spikes were extracted for each electrode contact separately from the unfiltered signal sampled at 30 kHz using the NDManager software suite (Hazan et al. 2006) . Here, spike detection threshold was automatically determined (Quiroga et al. 2004 ) and multiplied by a factor of 2 to avoid spurious threshold crossings by noise. This procedure typically resulted in high-quality multiunit activity ( Fig. 1A ). Since only suboptimal spike-sorting strategies are currently available for high-density multielectrode arrays (Einevoll et al. 2012 ), we did not attempt to perform systematic spike sorting. Throughout this report, we use the term "units" to refer to multiunit activity.
Recordings in anesthetized mice. In six C57BL6/J mice, anesthesia was induced by 3% isoflurane and maintained during surgery by a combination of urethane (750 mg/kg ip) and isoflurane (1-2%). Buprenorphine (0.1 mg/kg sc) was used for analgesia and atropine (0.3 mg/g sc) to reduce bronchial secretions. Animal temperature was kept at 37°C. A custom-designed head post was mounted to the skull using dental cement (Tetrik EvoFlow, Ivoclar Vivadent). A reference wire was placed into the cerebellum and a ground wire under the skin. During recording, isoflurane was reduced to ϳ0.5%.
Recordings in awake mice. Under isoflurane anesthesia (3% induction, 1-2% maintenance), six C57BL6/J mice were implanted with head post and miniature screws over the cerebellum for ground and reference wires. Atropine (0.3 mg/kg sc), antibiotics (Baytril, 5 mg/kg sc), and analgesics (buprenorphine, 0.1 mg/kg sc) were given during surgery, and for the following 3 days the same antibiotics and longer lasting analgesics (carprofen, 5 mg/kg sc) were injected. The animals were habituated to being head-fixed and placed on an air-suspended Styrofoam ball (Dombeck et al. 2007) . After habituation, a craniotomy over V1 was performed, which was sealed with Kwik-Cast (WPI) after each recording session (3-4 h). To avoid residual effects of anesthesia, recordings were never performed on the day of the craniotomy. Eye position was monitored under infrared illumination using a camera (Guppy AVT; frame rate 50 Hz) coupled to a zoom lens (Navitar Zoom 6000). Although eye movements were occasionally observed, their amplitude was small and less of a concern, because we were able to consistently evoke visual responses even with the smallest stimulus size. In addition, removing trials with eye movements does not substantially alter size tuning curves in mouse area V1 (Adesnik et al. 2012) .
Recordings with optogenetics in awake mice. Seven PV-IRES-cre mice [B6;129P2-Pvalb tm1(cre)Arbr /J; Jackson Laboratory] underwent head post surgery as described above. They were additionally injected with the adeno-associated viral vector AAV2/1.EF1a.DIO.hChR2 (H134R)-EYFP.WPRE.hGH or AAV2/9.EF1a.DIO.hChR2(H134R)-EYFP.WPRE.hGH (Vector Core, University of Pennsylvania) through a small craniotomy 3 mm lateral to the midline and 1.5 mm in front of the anterior margin of the transverse sinus. A glass pipette connected to a Picospritzer III (Parker) was slowly lowered to ϳ750 m below the brain surface, and a total of 100 -150 nl of virus was injected every 100 m while gradually retracting the pipette. The pipette was left in place for an additional 5 min to allow viral diffusion, and the craniotomy was covered with Kwik-Cast (WPI). Neurophysiological recordings with photostimulation were performed at least 3-4 wk after virus injection. For these recordings, a second craniotomy was performed over V1 as described above.
Photostimulation was carried out using a fiber-coupled light-emitting diode (LEDs; Doric lenses) with a center wavelength of 473 nm, driven by an LED driver (LEDD1B, Thorlabs). The fibers were mounted on a manual manipulator and positioned less than 1 mm from the craniotomy. LED light was delivered with a light intensity of 22 mW/mm 2 measured at the tip of a 200-m-diameter core.
For histological analyses, mice were transcardially perfused under pentobarbital sodium anesthesia (200 mg/kg) with 0.2 M sodium phosphate buffer (PBS), followed by 4% paraformaldehyde in PBS. Brains were postfixed for 24 h at 4°C and then rinsed 3 times with 1ϫ PBS. Free-floating sections (60 m) were cut using a vibratome (Microm HM 650 V-Thermo Scientific) and incubated at room temperature for 1 h with blocking solution (10% Roche blocking reagent for ELISA in PBS with 0.3% Triton-X 100 detergent) and then for 24 h with anti-PV primary antibody (Sigma; 1:2,000 in blocking solution with PBS and 0.3% Triton-X 100 detergent). After being rinsed 3 times for 10 min in 1ϫ PBS, sections were incubated in Alexa Fluor 647-conjugated secondary antibodies (Invitrogen; 1:1,000 in blocking solution with PBS and 0.3% Triton-X 100 detergent). Sections were rinsed 3 times for 10 min in 1ϫ PBS, mounted on glass slides with Vectashield (Vector Laboratories), and coverslipped. Slides were inspected for the presence of yellow fluorescent protein (YFP) and Alexa 647 using a Zeiss Imager.Z1m fluorescent microscope.
We excluded from the analysis one animal, in which there was no effect of optogenetic photostimulation on firing rates. In this animal, postmortem histological analysis confirmed insufficient viral expression. We also excluded recordings from PVϩ interneurons, which we identified by transient and strong increases in firing rate time-locked to blue light stimulation.
Stimuli. Stimuli were presented using custom software (EXPO; https://sites.google.com/a/nyu.edu/expo/home) on a calibrated liquid crystal display (LCD) monitor (Samsung 2233RZ; mean luminance 50 cd/m 2 ). To estimate RF position before measuring size tuning curves, we mapped ON and OFF subfields of RFs using a sparse noise stimulus (Liu et al. 2009 ). This stimulus consisted of white or black squares (4°diameter) flashed for 180 ms on a 40°square grid. Following Liu et al. (2009) , we fitted ON and OFF subfields separately with a two-dimensional Gaussian:
where A is the maximum amplitude, a and b are half-axes of the ellipse, and x= and y= are transformations of the stimulus coordinates x and y, taking into account the angle and the coordinates of the center (xc, yc) of the ellipse. For each contact, we computed a single RF center by averaging coordinates of the best-fit ON and OFF subfield (explained variance Ͼ 70%). Subsequent stimuli were presented at the average RF center across recording sites.
To guide the choice of stimulus orientation for the size tuning experiment, we assessed online orientation biases in threshold crossings using 2-s sinusoidal gratings moving in 8 different directions (spatial frequency 0.02 cycles/deg, temporal frequency 1.5 cycles/s). These spatial and temporal frequencies represent average optimal values for mouse V1 (Marshel et al. 2011) . Since spatial and temporal frequency tuning are typically broad in mouse V1 (Marshel et al. 2011; Niell and Stryker 2008) , we did not optimize these parameters for individual experiments. The salt-and-pepper organization of orientation preference in rodent V1 (Ohki et al. 2005) excludes the possibility to determine preferred orientation from multiunit activity. However, we tried to optimize stimulus orientation as much as possible by choosing the orientation that elicited the strongest activity in the cleanest spike waveforms.
For size tuning experiments, we presented 750-ms sinusoidal gratings at a single orientation centered over the previously determined average RF center. Grating diameter ranged from 4°to 67°. The interstimulus interval was 0.5 s. For contrast-response functions, gratings of optimal diameter were shown at 12 different contrasts, ranging from 0 to 100%. Stimulus duration was 2 s with an interstimulus interval of 0.5 s.
Contrast responses were analyzed online using the threshold crossings and fitted with a hyperbolic ratio function (Albrecht and Hamilton 1982) : r(c) ϭ r 0 ϩ r max ·[c n /(c 50 n ϩ c n )]. The function has four parameters: r 0 , baseline response; r max , responsiveness; c 50 , semisaturation contrast; and the exponent n.
For size tuning at different contrasts we presented gratings of varying size at full and semisaturation contrast. Semisaturation contrast was determined on the basis of the average extracted semisaturation contrast across recording sites in the contrast tuning experiment. For size tuning during optogenetic depolarization of PVϩ interneurons, we delivered, in half of the trials, a blue light pulse 250 ms after stimulus onset for a duration of 250 ms. Trials with and without photostimulation were interleaved in pseudorandom order. Size tuning experiments at different contrasts and size tuning experiments with optogenetics were performed in awake mice only.
Data analysis. Size tuning curves were fitted with a ratio-of-Gaussians model (Cavanaugh et al. 2002) :
Here, x is stimulus diameter and K c , K s , w c , and w s are parameters for the gain and width of the center and surround mechanisms. For fitting, we imposed w c Ͻ w s . We defined RF center size as the stimulus diameter eliciting the maximal response, and surround size as the diameter for which the response reached asymptote (i.e., where a 1°i ncrement in size failed to alter firing rate by 0.5%) We determined suppression strength with a suppression index: SI ϭ (R opt Ϫ R supp )/ R opt , where R opt is the peak response and R supp is the asymptotic response. Following Van den Bergh et al. (2010) , units with SI Ͼ 0.1 were considered suppressed. We excluded units if maximal firing rate was Ͻ1 spike/s or if the percentage of variance explained by the model was Ͻ85%.
We computed the current source density (CSD) from the second spatial derivative of the local field potentials (Mitzdorf 1985) evoked by a full-field checkerboard reversing in contrast. We used a value of 0.4 S/m as measure of cortical conductivity (Logothetis et al. 2007 ) to approximate CSD in units of nanoamperes per cubic millimeter. We determined layer 4 as the center of the initial current sink (Maier et al. 2011 ) and assigned recording sites to supragranular, granular, or infragranular laminae. In addition to classifying the location of recording sites into the three categories, we also evaluated our results as a function of relative cortical depth, where 0 represents the middle of layer 4 as determined by CSD analysis. We then used a local robust regression to estimate a smoothed average (MATLAB function "smooth," method "rlowess").
We compared distributions of peak evoked firing rates between recordings in anesthetized and awake mice. To test whether differences in firing rates could explain differences in spatial integration, we generated reduced data sets in which firing rates between brain states were matched: we binned firing rates (5-Hz binwidth) and equated the number of units between brain states for each bin by randomly removing excess units from the data set. We then compared key parameters of spatial integration between brain states in these ratematched data sets. To test for the robustness of this procedure, we repeated this random selection multiple times. Similar results were obtained when matching distributions of baseline firing rates in the absence of sensory stimulation.
To analyze the temporal dynamics of spatial integration, we aligned normalized responses for all units to stimulus onset. We defined response latency as the first of 20 consecutive time points (1-ms interval), where activity exceeded 2.58 times the standard deviation of the baseline response (0 -200 ms before stimulus onset).
RESULTS
We performed extracellular multielectrode recordings in area V1 of anesthetized and awake mice. We extracted spikes from continuously recorded data and typically obtained highquality multiunit activity (Fig. 1A) . We first used a sparse noise stimulus consisting of briefly flashed black and white squares (Liu et al. 2009 ) to estimate RF positions for all recording sites ( Fig. 1B) . As expected for vertical penetrations, RF center locations were generally overlapping but also exhibited some scatter (6.7 Ϯ 0.7°). This amount of scatter was about one-third the diameter of a typical RF recorded during wakefulness (see next section) and is similar to what has previously been reported for mouse visual cortex (Bonin et al. 2011; Smith and Häusser 2010) . We then measured size tuning by increasing the diameter of a grating centered over the average location of the cells' RFs. For some units, responses increased asymptotically with increasing stimulus size (Fig. 1C , open circles); for other units, responses reached a peak, after which further increases in stimulus size led to a suppression of responses (filled circles). We estimated center and surround sizes by fitting a ratio-of-Gaussian model (Cavanaugh et al. 2002) , and, for units showing surround suppression, we quantified suppression strength using a suppression index (SI).
We compared key measures of size tuning across cortical layers during anesthesia and wakefulness (Fig. 2) . We report data for 68 units collected from 6 awake mice in a total of 17 penetrations, and 163 units collected from 6 anesthetized mice in a total of 22 penetrations. Using CSD analysis (Mitzdorf 1985) , we classified the laminar location of each recording site as supragranular, granular, or infragranular (Fig. 2, A and B) . We took responses with SI Ͼ 0.1 as suppressed (Van den Bergh et al. 2010 ) and found that the percentage of suppressed units depended on both brain state (awake vs. anesthetized) and laminar position (supragranular vs. granular vs. infragranular) (log-linear analysis, Akaike's information criterion ϭ 19.21) (Fig. 2C) . The overall prevalence of suppression was higher in awake vs. anesthetized animals (65% vs. 47%, P ϭ 0.012, 2 test) and higher in supragranular than in infragranular layers (75% vs. 37%, P Ͻ 0.0001, 2 test). Focusing on size tuning curves with surround suppression (Fig. 2D) revealed that key features of spatial integration depend on both brain state and laminar position (Fig. 2. E and F) . RF center size was smaller for awake than for anesthetized mice [19.8 Ϯ 1.9°, n ϭ 44, vs. 32.7 Ϯ 1.5°, n ϭ 76; ANOVA, F(1,114) ϭ 9.9, P ϭ 0.002] and increased with laminar position [ANOVA, F(2,114) ϭ 13.8, P Ͻ 0.0001; Fig. 2E ]. Likewise, suppression strength was higher, overall, for awake than for anesthetized mice [SI ϭ 0.70 Ϯ 0.03, n ϭ 44, vs. 0.45 Ϯ 0.02, n ϭ 76; ANOVA, F(1,114) ϭ 30.8, P Ͻ 0.0001]. The laminar pattern of suppression strength depended on brain state [ANOVA, F(2,114) ϭ 6.3, P ϭ 0.003]: in awake animals, surround suppression was stronger in supragranular than in infragranular layers (SI ϭ 0.80 Ϯ 0.03, n ϭ 23, vs. 0.54 Ϯ 0.07, n ϭ 14, t-test, P Ͻ 0.0001), whereas under anesthesia, the strength of suppression did not differ across laminar positions [ANOVA, F(2,73) ϭ 0.8, P ϭ 0.5; Fig. 2F ]. A similar pattern was observed when RF center size and suppression strength were plotted as a function of cortical depth relative to layer 4 (Fig. 2, G and H) .
We next asked whether these marked differences in spatial integration between brain states could simply be explained by differences in firing rates. We first compared average firing rates between the two brain states and found that stimulusevoked peak firing rates were indeed higher during wakefulness than anesthesia (18.7 Ϯ 2.2 spikes/s, n ϭ 68, vs. 11.9 Ϯ 1.2 spikes/s, n ϭ 163, t-test, P Ͻ 0.01; Fig. 3A) . We then considered a random subset of the data, in which firing rates approximately matched. Even with matched firing rates, the effects of brain state on spatial integration persisted, in terms of both RF center size and suppression strength (Fig. 3B ). Thus differences in firing rates between brain states cannot explain the observed differences in spatial integration.
Because the responses under anesthesia were reminiscent of responses typically obtained at low levels of stimulus contrast, we hypothesized that anesthesia modulates surround suppression by affecting contrast normalization. Contrast normalization is thought to underlie a number of suppressive phenomena, including surround suppression (e.g., Carandini and Heeger 2012). Indeed, work in cats and monkeys has documented that RF size grows, and surround suppression weakens, as stimulus contrast decreases (e.g., Kapadia et al. 1999; Levitt and Lund 1997; Sceniak et al. 1999) . We therefore hypothesized that anesthesia reduces sensitivity for stimulus contrast, making a high-contrast stimulus appear as having lower contrast. To test this hypothesis, we studied surround suppression at different levels of contrast and measured the effects of anesthesia on contrast responses; the results provide support for our hypothesis. First, we confirmed that, just as in cat and monkey, spatial integration in mouse V1 depends on stimulus contrast (see also Ayaz et al. 2013; Nienborg et al. 2013) . At high stimulus contrast (Fig. 3C, black) , RF size of this example unit is small and large stimuli cause full suppression, bringing responses almost back to baseline level. At low stimulus contrast, however, RF size is larger and suppression weaker ( 
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Onset latency (ms) Fig. 3 . Anesthesia modulates surround suppression by affecting contrast normalization. A: distributions of stimulusevoked peak firing rates under wakefulness (red) and anesthesia (blue). Iso, isoflurane; Ure, urethane. Arrows represent population means. B: differences in spatial integration between awake and anesthetized animals persist after firing rates are matched: peak firing rate (left), RF center size (middle), and suppression strength (right). Black, original data set; colors, rate-matched data set. C: example unit with size tuning curves recorded at 100% (black) and 18% contrast (gray). Arrows indicate RF center size (experiment 17-7.14.7). D and E: scatter plots of RF center size (D) and suppression strength (E) at high vs. low contrast (experiments 9-2.12.12 and 5-2.2.8) . Inverted triangles in D and E depict example unit from C. All data from size tuning experiments at different contrasts were obtained in awake mice. F-K: dynamics of responses to the optimal (dark colors) and maximal size stimulus (light colors). Horizontal bar indicates stimulus presentation. F: example unit recorded during wakefulness (experiment 5-5.8.13) . G: average across the population during wakefulness. H: example unit recorded under anesthesia (experiment 83-4.15.4) . I: average across the population under anesthesia. J: initial 100 ms of the average response; data are replotted from G and I. K: distribution of onset latencies under wakefulness (red) and anesthesia (blue). Arrows depict population means. L: contrast-response functions under wakefulness (red), anesthesia with isoflurane and urethane (blue), and anesthesia with urethane only (green). Bold lines represent averages. M and N: distributions of parameters of the hyperbolic ratio function fitted to the contrastresponse data separately for each brain state: semisaturation contrast c 50 (M) and exponent n (N). Edges of the boxes represent the 25th and 75th percentiles, and whiskers extend to the most extreme data points (excluding outliers, shown as crosses, which lie beyond 2.7). 3C, gray). These effects of stimulus contrast were consistent across the population of recorded units (Fig. 3, D and E) : with higher contrast, RF center size was smaller (21.9 Ϯ 3.2°vs. 27.9 Ϯ 2.7°d iameter, n ϭ 17, paired t-test, P ϭ 0.02) and suppression was stronger (SI: 0.63 Ϯ 0.07 vs. 0.51 Ϯ 0.08, paired t-test, P ϭ 0.03). Second, anesthesia had an effect on response dynamics (Fig. 3, F-K) . During wakefulness, stimulus onset evoked vigorous transient responses, whereas under anesthesia, responses lacked the onset transient and were sluggish. This effect of brain state on response dynamics was present in individual units (Fig. 3, F and H) as well as in the population (Fig. 3, G and I) . Also, responses to both optimal and largest stimuli had faster onset latencies during wakefulness (40.0 Ϯ 1.2 ms, n ϭ 44) compared with under anesthesia (54.7 Ϯ 2.7 ms, n ϭ 51, P Ͻ 0.0001, Fig. 3, J and K) . Third, we found that anesthesia indeed reduced contrast sensitivity (Fig. 3, L-N) . Throughout the sample of recorded units with contrast saturation, the semisaturation contrast c 50 was lower in awake animals (red) than in animals anesthetized with isoflurane and urethane (blue; 27.3 Ϯ 2.3%, n ϭ 58, vs. 67.5 Ϯ 7.5%, n ϭ 13, t-test, P Ͻ 0.0001; Fig. 3M ), which is reflected in a rightward shift of the contrast-response functions under anesthesia. Likewise, the exponent n was lower during wakefulness than under anesthesia with isoflurane-urethane (2.1 Ϯ 0.3 vs. 4.4 Ϯ 0.3, t-test, P Ͻ 0.0001; Fig. 3N ). Indeed, a substantial number of units recorded in anesthetized animals did not even show saturation of responses (25.8%), which was clearly present for almost all units recorded during wakefulness (97.9%). Note that contrast-response functions obtained in additional experiments with urethane as the sole anesthetic (green) were more similar to those obtained during wakefulness but still not as sensitive (c 50 ϭ 52.6 Ϯ 5.2%, n ϭ 15, t-test, P Ͻ 0.001; Fig.  3M ; exponent n ϭ 1.6, not significant; Fig. 3N ). Together, these findings are consistent with the idea that anesthesia with isoflurane-urethane influences surround suppression by affecting contrast normalization.
Finally, we assessed the role of PVϩ interneurons in spatial integration. We conditionally expressed the lightsensitive cation channel channelrhodopsin 2 (ChR2) by injecting adeno-associated viral vectors (AAV) into V1 of PV-Cre transgenic mice (Fig. 4A) . We performed size tuning experiments where in half of the trials we photostimulated PVϩ interneurons. Since the recorded multiunit responses mostly reflected pyramidal cell activity, we typically observed a reduction in firing rate during light stimulation (Fig. 4B ). In addition, we found that PVϩ interneuron activation markedly affected the two key features of spatial integration: the size of RF center widened, and suppression strength decreased (Fig. 4C) . These effects were consistent across the population of recorded units (Fig.  4, D-G) . On average, driving PVϩ neurons decreased firing rates (24.7 Ϯ 3.6 spikes/s to 20.0 Ϯ 2.7 spikes/s, n ϭ 28, paired t-test, P Ͻ 0.002). More importantly, RF center size widened from 16.2 Ϯ 1.8°to 23.3 Ϯ 3.3°(paired t-test, P Ͻ 0.004), and suppression strength decreased from an SI of 0.71 Ϯ 0.04 to 0.55 Ϯ 0.07 (paired t-test, P Ͻ 0.001). Consistent with this decrease of suppression strength, the ratio of responses during photostimulation vs. control condition was smaller at optimal than at maximal stimulus size (0.79 Ϯ 0.04 vs. 1.22 Ϯ 0.22, paired t-test, P Ͻ 0.05). We found the effects of PVϩ interneuron activation to be similar to the effects of reducing stimulus contrast (compare Fig. 3 ithout (black) and with (blue) optogenetic depolarization of PVϩ interneurons (black trace, visual stimulus; blue trace, photostimulation) (unit 36-2.7.11). C: size tuning curves; same conventions and example unit as in B. Arrows depict RF center size. D-F: changes in peak firing rates (D), RF center size (E), and suppression strength (F) with optogenetic depolarization of PVϩ interneurons. G: ratio of responses with and without photostimulation to optimal and maximal stimulus size. In D-G, inverted triangle depicts example unit from B and C. Fig. 4, C-F) . These observations indicate that PVϩ interneurons in mouse V1 might contribute to surround suppression by reducing overall stimulus drive.
DISCUSSION
We investigated the laminar profile of spatial integration and the role of PVϩ interneurons in mouse V1. Analogous to what is seen in higher-order mammals, we have demonstrated that the majority of V1 neurons show surround suppression, which is most pronounced in superficial cortical layers. Signatures of spatial integration strongly depend on brain state: under isoflurane/urethane anesthesia, the laminar specificity of spatial integration is decreased, the strength of surround suppression is reduced, RF size is increased, and responses are slower and more sluggish. These effects of brain state on spatial integration can be parsimoniously explained by assuming that anesthesia affects contrast normalization in visual cortex. Finally, we report that optogenetic depolarization of PVϩ interneurons affects surround suppression by increasing RF size and decreasing suppression strength, similar to an overall reduction of stimulus contrast.
As for anesthetized recordings, our characterization of spatial integration is consistent with a previous report on centersurround interactions in mouse V1. Under anesthesia, we found RF center sizes (median ϭ 32.4°diameter) and surround sizes (median ϭ 98.7°) comparable to those earlier reported (medians of 28.85°and 92.5°) and no dependence of suppression strength on laminar location (Van den Bergh et al. 2010 ). This independence of suppression strength and laminar location stands in sharp contrast to results obtained in higher-order mammals, where suppression is typically strongest in superficial layers Sceniak et al. 2001; Shushruth et al. 2009 ).
Our results obtained during wakefulness, however, are profoundly different and, despite larger RFs in mice, similar to those in higher-order mammals. We found that in V1 of awake mice, spatial integration is layer dependent: RF center size is smallest and surround suppression is strongest in superficial layers.
Recent work in supragranular layers of mouse visual cortex has identified a specific intracortical circuit for spatial integration, in which SOMϩ interneurons play a major role (Adesnik et al. 2012) . SOMϩ interneurons include Martinotti cells, which have ascending axon collaterals into layer 1 and make synaptic contact to the distal tuft dendrites of pyramidal cells across neighboring columns (Silberberg and Markram 2007; Wang et al. 2004) . In layers 2/3, SOMϩ interneurons are preferentially recruited by horizontal cortical axons and, in contrast to pyramidal cells, do not show surround suppression (Adesnik et al. 2012) . Rather, SOMϩ neurons increase firing rates with stimulation of the RF surround, allowing them to downregulate the firing rate of their pyramidal targets with increasing stimulus size. Indeed, optogenetic hyperpolarization of SOMϩ interneurons specifically reduces the strength of surround suppression (Adesnik et al. 2012) . This circuit likely contributes to the relatively strong surround suppression that we observe in superficial layers.
Our data indicate that PVϩ interneurons also contribute to spatial integration in mouse V1, but rather indirectly by affecting overall stimulus drive. PVϩ neurons mainly correspond to soma-targeting fast-spiking inhibitory interneurons (reviewed in Markram et al. 2004 ) and have been shown to be involved in cortical feedforward inhibition (e.g., Swadlow 2003; Yoshimura and Callaway 2005) . We have demonstrated that, in contrast to SOMϩ, PVϩ interneurons need to be depolarized to reduce surround suppression. Increasing PVϩ activity likely reduces stimulus drive by controlling the overall responsiveness in the network. Indeed, our observed effects of PVϩ interneuron activation on spatial integration are similar to those obtained when stimulus contrast is lowered (see also Nienborg et al. 2013) . Consistent with a general modulation of stimulus drive, PVϩ interneurons have recently been implicated in gain control (Atallah et al. 2012; Ma et al. 2010; Wilson et al. 2012) .
Whether these interneurons contribute in the same way to spatial integration in primates remains to be tested. In monkeys, orientation-tuned surround suppression in area V1, together with the absence of pronounced orientation tuning in earlier processing stages, have been taken as evidence for intracortical and feedback circuits involved in spatial integration (Angelucci and Bressloff 2006) . In mice, orientation tuned responses have recently been documented for the lateral geniculate nucleus (Marshel et al. 2012; Piscopo et al. 2013 ). This observation could point toward a potential species difference in the relative contribution of feedforward, lateral, and feedback circuits contributing to surround suppression.
Caution should be taken when directly comparing RF sizes and suppression strength between this study in mouse V1 and previous studies in cats and monkeys because of methodological differences. Previous studies on spatial integration in higher-order mammals typically recorded from single cells and optimized stimulus parameters, such as position, orientation, spatial, and temporal frequency, for the isolated neuron. This is different from our approach, in which we recorded simultaneously from multiple sites, focused on multiunit activity, and adjusted stimulus parameters to match the average preferences. It is well documented that stimulus orientation, spatial frequency, and position can affect measures of spatial integration (e.g., Osaki et al. 2011; Shushruth et al. 2012; Tailby et al. 2007 ). Hence, a less than perfect match between stimulus properties and neuronal preferences likely could have contributed to the variability of the effects we observed. Yet, our results obtained in anesthetized mice closely match those obtained by Van den Bergh et al. (2010) , who recorded from single units and tailored stimuli to neuronal preferences, indicating that our procedure likely did not introduce systematic biases.
We also document that anesthesia composed of isoflurane and urethane strongly influences neural response properties in visual cortex. Isoflurane has typically been avoided in the study of the visual system because of adverse side effects, such as alterations of the time course of synaptic transmission (Ries and Puil 1999) , reduction of overall responsiveness (Villeneuve and Casanova 2003), and decreased contrast sensitivity (Solomon et al. 1999) . Nevertheless, isoflurane is frequently used for acute studies of the mouse visual system (e.g., Bonin et al. 2011; Runyan et al. 2010; Smith and Häusser 2010) because it allows precise control over depth of anesthesia despite the small size of the mouse. Another popular anesthetic for acute neurophysiology in rodents is urethane (e.g., Stryker 2008, Wang et al. 2011 ; Van den Bergh et al. 2010), which seems to reduce overall neuronal excitability (Girman et al. 1999; Sceniak and Maciver 2006) without changing synaptic transmission and without affecting tuning properties (Sceniak and Maciver 2006) . Considering these findings, one might ascribe the effects of brain state on surround suppression primarily to isoflurane. However, in control experiments using urethane as the sole anesthetic, we still found attenuated suppressive effects and lower contrast sensitivity compared with recordings during wakefulness (albeit less pronounced). We conclude that the full extent of surround suppression cannot be revealed under isoflurane or urethane anesthesia (see also Adesnik et al. 2012; Haider et al. 2013) .
Our finding that brain state strongly modulates tuning for stimulus size is consistent with a recent intracellular recording study in mouse V1 (Haider et al. 2013) . Here, the authors showed that during anesthesia with chlorprothixene and either isoflurane or urethane, responses were persistent in time and broad in space compared with those obtained under wakefulness. Their recordings of synaptic conductances revealed that a dominance of inhibition during wakefulness is responsible for the temporal and spatial restriction of responses.
We hypothesize that the differences in spatial integration between the awake and anesthetized brain arise because reduced inhibition during anesthesia alters mechanisms of contrast normalization. Contrast normalization has been successfully used to model surround suppression (Carandini and Heeger 2012) . In primate and cat V1, spatial and temporal properties of center-surround interactions depend on stimulus contrast (Kapadia et al. 1999; Sadakane et al. 2006; Sceniak et al. 1999; Schwabe et al. 2010; Webb et al. 2005 ). In the present study, we have shown that stimulus contrast similarly influences surround suppression in mouse V1, where lower stimulus contrast leads to larger RF center sizes and weaker suppression strength (see also Ayaz et al. 2013; Nienborg et al. 2013) . Since anesthesia also substantially reduced contrast sensitivity, the decrease in suppression strength and the slow time course of responses under anesthesia could be attributed to anesthesia affecting contrast normalization: a full contrast stimulus presented during anesthesia might evoke comparable responses to a reduced contrast stimulus seen by an awake mouse.
We conclude that mouse V1 is a valuable model to study the circuit-level mechanisms of spatial integration in visual cortex. As for intracortical inhibitory neurons alone, a picture emerges in which at least two cell types, SOMϩ and PVϩ inhibitory interneurons, shape spatial integration in distinct ways. The application of genetic tools promises to further disentangle the relative impact of feedforward, intracortical, and feedback connections.
