The existence of weak solutions to the "viscous incompressible fluid + rigid body" system with Navier slipwith-friction conditions in a 3D bounded domain has been recently proved by . In 2D for a fluid alone (without any rigid body) it is well-known since Leray that weak solutions are unique, continuous in time with L 2 regularity in space and satisfy the energy equality. In this paper we prove that these properties also hold for the 2D "viscous incompressible fluid + rigid body" system.
Introduction
The problem of a rigid body immersed in an incompressible viscous fluid with different boundary conditions has been studied a lot in the past years. At a mathematical level we have a bounded domain Ω, independent in time, which is the union of two time-dependent domains F(t) and S(t), i.e. Ω = F(t) ∪ S(t) as in Figure 1 , where F(t) is the part of the domain fulfilled by an incompressible viscous fluid, which satisfies Navier-Stokes equations and S(t) the part of the domain which is occupied by the body which rigidly moves following Newton's laws. The problem is to study the evolution of the motion of the fluid and of the rigid body.
Until the body does not touch the boundary, there are two separate boundaries: ∂Ω and ∂S(t), where we can impose different boundary conditions. The most classical setting for this problem is to prescribe no-slip boundary condition on both ∂S(t) and ∂Ω. In this case a wide literature is available regarding the existence of both weak and strong solutions, see [11] , [17] , [7] , [15] . Moreover in the 2D case weak solutions are also continuous in time with values in L 2 σ and unique [10] . Another option is to prescribe Navier slip-with-friction boundary condition on both ∂Ω and ∂S(t). This condition naturally appears in the rugosity limit, see [3] , and allows collision between the body and the boundary, see for example [9] , in contrast with the lack of collision in the no-slip case [12] . In [16] , the authors prove a first result of existence of weak solutions in the case where Ω = R 3 . In the case of a bounded domain Ω of R 3 the existence of weak solutions has been proven by Gérard-Varet and Hillairet in [8] . Their result can be easily adapted to the 2D case, see Theorem 1 below, which is the 2D counterpart of Theorem 1 in [8] . Indeed Theorem 1 involves a slightly wider set of test functions for which the density property mentioned in Lemma 1 is guaranteed.
In this paper we prove that the weak solutions are continuous in time with values in L 2 σ and satisfy an energy equality, see Theorem 2. Finally we prove that the weak solutions are unique, which is the counterpart of [10] for Navier slip-with-friction boundary conditions, see Theorem 3. To establish the two first properties we rely on a change of variables due to [13] , see Claim 1, and some regularization processes adapted to the body motion, see (24)-(25) (where Lemma 1 is used) and Claim 2. On the other hand to establish uniqueness we use some maximal regularity for an auxiliary system, see Theorem 4 below, thanks to the R-boundedness for the Stokes operator with Robin (i.e. Navier slip-with-friction) boundary conditions presented in [18] . Another interesting result is the work [1] , where the authors study the imaginary The domain Ω is the union of two time-dependent domains F(t) and S(t).
power of the Stokes operator with some Navier slip-with-friction boundary condition. Such technics are useful to extend the theory of strong solutions from Hilbert setting, for which we refer to [19] , to L p − L q setting, see [15] in the 3D case with no-slip conditions. Indeed the argument presented in section 7 can be implemented to prove similar existence results in both 2D and 3D for the Navier slip-with-friction boundary conditions (using a fixed point argument as in [7] ).
Recently the case where Navier slip-with-friction boundary conditions are prescribed only on the body boundary ∂S(t) and no-slip conditions on ∂Ω has been studied: existence of strong solutions in Hilbert spaces was proven in [2] , existence of weak solutions was proven in [4] and a result of weak-strong uniqueness in the 2D case is available in [5] . Let us also mention [14] where the author proves the small-time global controllability of the solid motion (position and velocity) in the case where Ω = R 2 and Navier slip-with-friction boundary condition are prescribed on the solid boundary.
1 Setting
The "viscous incompressible fluid + rigid body" system
Let us present the equations which govern the system at stake. Consider Ω ⊂ R 2 an open set with smooth boundary and consider S 0 a closed, bounded, connected and simply connected subset of the plane compactly contained in Ω with smooth boundary. We assume that the body initially occupies the domain S 0 , has density ρ S0 and rigidly moves so that at time t it occupies an isometric domain denoted by S(t) ⊂ Ω. We set F(t) = Ω \ S(t) the domain occupied by the fluid at time t starting from the initial domain F 0 = Ω \ S 0 .
The equations modelling the dynamics of the system then read ∂u ∂t + (u · ∇)u + ∇p = ∆u for x ∈ F(t),
div u = 0 for x ∈ F(t),
u · n = u S · n for x ∈ ∂S(t),
(D(u)n) · τ = −α(u − u S ) · τ for x ∈ ∂S(t),
Σn ds,
J r (t) = −
Here u = (u 1 , u 2 ) and p denote the velocity and pressure fields, n and τ are respectively the unit outwards normal and counterclockwise tangent vectors to the boundary of the fluid domain, α 0 is a material constant (the friction coefficient). On the other hand m and J denote respectively the mass and the moment of inertia of the body while the fluid is supposed to be homogeneous of density 1 and the viscosity coefficient of the fluid is set equal to 1, to simplify the notations. The Cauchy stress tensor is defined by Σ = −p Id 2 +2D(u), where D(u) is the deformation tensor defined by 2D(u) = ((
is the velocity of the center of mass h(t) of the body and r(t) denotes the angular velocity of the rigid body. We denote by u S the velocity of the body: u S (t, x) = h (t) + r(t)(x − h(t)) ⊥ . We assume from now on that h 0 = 0. Since S(t) is obtained from S 0 by a rigid motion, there exists a rotation matrix
such that the position η(t, x) ∈ S(t) at the time t of the point fixed to the body with an initial position x is h(t) + Q(t)x. The angle θ satisfies θ (t) = r(t), and we choose θ(t) such that θ(0) = 0. We note also that given h (t) and θ (t), we can reconstruct the position of the body trough the formula
and Q(t) is obtain by θ via (11) . In the same spirit if the motion of the body is described by h (t) and θ (t), then
for any x ∈ S(t).
Definition of weak solutions
We now present the definition of weak solution and the existence result from [8] .
with Lipschitz boundary then we define
We also define the finite dimensional space of rigid vector fields in
and the space of initial data
where l v and r v are related to
, with h 0 = 0 the center of mass of S 0 . We define for any T > 0 the space of solutions
Note that for any ϕ ∈ V t we have ϕ f (t, .) · n = ϕ S (t, .) · n on ∂S(t); analogously we define
Moreover we denote by W 0,T the set of ϕ in W T such that ϕ ≡ 0 in a neighbourhood of T . We are now able to give the definition of weak solution.
an open set with smooth boundary, S 0 a closed, bounded, connected and simply connected subset of Ω, with smooth boundary and u 0 ∈ H S0 . A weak solution of (1)-(10) on [0, T ), associated with the initial data (S 0 , u S0 ) is a couple (S, u) satisfying
• u belongs to the space V T where F(t) = Ω \ S(t) for all t ∈ [0, T ),
• for any ϕ ∈ W 0,T , it holds
In what follow we sometimes do not write explicitly the variables in which the integrations are made to shorten the notation.
• S is transported by the rigid vector fields u S , i.e. for any
The formal derivation of equations (13)- (14) from (1)- (10) is presented in Section 1 of [8] . Equation (14) ensures that the solid is transported via the rigid vector field v S and equation (13) is a weak version of the equations (1)- (10), in fact the sum of the first and the third term of (13) correspond to the convective derivative in the equation (1), the sum of the second and the fourth term of (13) corresponds to the pressure and the viscous term in (1) together with the Newton equations (7)- (8) associated with the solid motion, the fifth and the sixth term correspond respectively to the boundary condition (5)- (6) and (3)- (4), and finally the last line corresponds to the initial condition (9)-(10).
An existence result
Let us conclude this section with recalling the existence result from [8] .
2 an open, bounded, connected set with smooth boundary, S 0 a closed, bounded, connected and simply connected subset of Ω with smooth boundary and u 0 ∈ H S0 . There exists a weak solution (S, u) to the problem (1)-(10) with initial data (S 0 , u 0 ) for some T > 0. Moreover either T = +∞ and S(t) Ω for any t 0 or T < +∞ and it holds S(t) Ω for t ∈ [0, T ) and dist (S(t), ∂Ω) → 0 as t → T − .
The theorem above states that weak solutions exist up to collision, in fact by Definition 1 we have that the solid motion is continuous in time and the condition S(t) Ω implies that dist (S(t), ∂Ω) > 0, this means that the solid never touch the boundary until the final time t = T , when dist (S(T ), ∂Ω) = 0. Theorem 1 differs from Theorem 1 of [8] in two points. The first one is that Theorem 1 deals with the 2D case whereas Theorem 1 of [8] deals with the 3D case. Indeed this simplifies the proof. The second difference is the set of test functions used in (13) , in fact in (13) we substitute the space
such that ϕ(t, .) = ϕ F (t, .) on F(t), ϕ(t, .) = ϕ S (t, .) on S(t), for all t ∈ [0, T )}.
by W 0,T , but the weak solutions constructed in [8] satisfy (13) for any test function in W 0,T in the 2D case. Moreover observe that there is no energy inequality in Definition 1. Indeed in Theorem 2 we are going to prove that any solution satisfies an energy equality. We give a sketch of the part of the proof that differs from the one in [8] in the appendix.
Main results
In this section we present the two main results of this paper. The first one is that any weak solution from Definition 1 is continuous with values in L 2 σ (Ω) and satisfies an energy equality.
an open, bounded set with smooth boundary, S 0 a closed, bounded, connected and simply connected subset of Ω with smooth boundary, u 0 ∈ H S0 , and (S, u) a weak solution of (1)-(10) with initial data
Moreover, for every τ ∈ [0, T ), the following energy equality holds:
Note that the energy equality holds for every time, not only almost everywhere.
The second main result of this paper is to prove that weak solutions are actually unique.
an open set with smooth boundary, S 0 be a closed, bounded, connected and simply connected subset of Ω with smooth boundary, u 0 ∈ H S0 . Let (S, u) a weak solution of (1)- (10) with initial data (S 0 , u 0 ) for some T > 0. Then (S, u) is the unique weak solution to (1)- (10) with initial data
Let us recall that weak-strong uniqueness has been recently proven in [5] in the slightly different case where Navier slip-with-friction boundary conditions are prescribed only on the body boundary ∂S(t) while no-slip conditions are prescribed on the external boundary ∂Ω. However Theorem 3 deals with uniqueness of weak solutions without any regularity assumption of the initial data.
Introduction to the proof of Theorem 2
In this section we present the main ingredients that we will use in the proof of Theorem 2. Let (S, u) a weak solution. We start by introducing two spaces:
with norm v Hτ given by
with norm v Eτ given by
We denote by E −1 τ the dual space of E τ and we embed E τ into E −1 τ through the inner product of H τ .
The second ingredient is the convective derivative. Let (S, u) a weak solution, for any function in f ∈ W τ we define the convective derivative associated with u via
In what follows we will not write the dependence on u of the convective derivative. Moreover note that the second line of the convective derivative can be rewrite in the following way:
where
Definition 2. Given v ∈ V τ , we say that v admits a convective derivative
if there exists a representative v and
for any ϕ ∈ W τ , where 1 (t1,t2) is the characteristic function on (t 1 , t 2 ). In this case we will denote
Note that the above definition is an extension of the classical definition for the space E τ and in what follows we will denote by ., . the pairing ., .
We conclude the section with a density lemma.
Proof. To prove this lemma we construct an approximation sequence of element in W τ that converge in E τ . We present all the details of this construction because we use the special property of this construction to prove Theorem 2. Let f an element of E τ , this element is not in the space W τ because is not enough regular in time. To regularize f in time and preserve the rigidity of the motion inside S(t) we use a geometric change of variables that fix the position of the solid, make a convolution in time in these variables and finally go back to the original variables. We start by defining the change of variables. We recall from [13 
, ∂Ω)) α, the existence of such an α comes from the fact that by definition of weak solution the motion of S is continuous in time, which implies that for any τ < T we have inf
and we define Λ :
where u S,i is the i-th component of
⊥ for any t in (0, τ ) and for any x in S(t). Figure 2 : Change of variables Y τ , which is the inverse of X τ . Claim 1. Let Λ defined in (18) . Then there exists a unique solution
Moreover it holds
We are now able to smoothen the solution in time in the following way. Let η ∈ C 
for t 0 and any y ∈ Ω, X(t, y) for t ∈ (0, τ ) and any y ∈ Ω, X(τ, y)
for t τ and any y ∈ Ω.
And in analogous way we extend the inverse Y τ , h τ and Q τ . In what follows we do not write the index τ for simplicity.
We introduce the functionsṽ
then we define v ε = η ε * v and in an analogous way v S,ε = η ε * v S and v F,ε = η ε * v F . It is clear from Figure 2 that when we convolute in time we average velocity associated or only with the fluid, in the case y ∈ F 0 or only with the body, in the case y ∈ S 0 . We are now able to define
Then it is straightforward that f ε ∈ W τ (observe that X(t, y) = h(t) + Q(t)y in a neighbourhood of S(t)) and that
Proof of Theorem 2
We start with the proof of the energy equality. Let (S, u) a weak solution with initial data (S 0 , u 0 ) for some T > 0. Fix a representative of u. For almost every τ ∈ [0, T ) it holds:
for all test functions ϕ ∈ W τ . We can obtain the energy inequality by testing the equation (13) by the solution u itself at a formal level. To do this in a rigorous way we reformulate (13) in such a way that we can test with less regular in time functions. We notice that
Indeed (22) tells us that for almost every
and the following estimate holds
This implies that we can write the weak formulation (22) in the following way
The advantage of this formulation is that we can test it with any function in E τ . In fact W τ is dense in E τ and we can pass to the limit in norm of E τ .
If we test the equation with u, we obtain
For almost every τ ∈ (0, T ) the proof of the energy equality (17) therefore follow from the following claim. Finally to prove the energy equality everywhere we use the fact that that exists a continuous representative, which implies that (22) holds for every τ ∈ [0, T ) so we can conclude the proof of the energy inequality.
Proof of the claim. Let u ε be the approximation of u as in Lemma 1, in other words let u ε defined as in (21) where we replace f by u. We are going to prove
and
where U ε ∈ W τ converges to u in E τ . The proof of the claim follows from (23), (26) and (27), in fact
as ε goes to 0. To prove (26), we use the fact that Let now tackle (27). We define U ε as follows:
where for simplicity we wrote l ε instead of l uε and r ε instead of r uε and u S,ε (t, x) = l ε (t) + (x − h(t)) ⊥ r ε (t),
where X and Y are defined in (19) and v ε and v F,ε are defined in (21), if we replace f ε and f F,ε by u ε and u F,ε .
Observe that U ε ∈ W τ and U ε converges to u in E τ . To prove (27), it is sufficient to prove
We start with the proof of (30). From (21), we have that r ε = η ε * r u . The following computation holds
where to go from line 2 to line 3 we use the fact that η is odd and in the last line we use (28). We perform similar computation to prove (31). Clearly we have that
and that
We recall that by definition (21) of u S,ε we have
Using this definition we have
We use he fact that η is odd and we invert the integration in s and t to arrive at
We summarize the last computations to arrive at
Moreover by the fact that
Gathering (33), (34), (39), (40) and using that
where we use (28).
We are left with the proof of (32). We start with the term
As before we start the computation by the definition (21) of the approximate sequence u ε (we exchange f with u) and we compute the derivative in time. We recall the definition (21):
If we compute explicitly the derivative in time we get
Using the change of variables and the fact that the determinant of the Jacobian of the change of variables is 1 we have
where in the second line we use the definition of convolution, in the third line we exchange the integration in t with the integration in s and we use the fact that η is even which implies that η is odd, in the fourth line we use a property of the derivative of a convolution and in the last one we use the relation (20) between u and v. Going back to the original variables we get that the last line is equal to minus
plus the following three terms
l,m,f,n,e
We isolate u n (s, x). To do this we note that (46) is equal to the difference of the following two terms
We arrive at Notice that as ε goes to 0 we have
Moreover using that ∂ t (∇X(t, Y (t, x)∇Y (t, x)) = 0, we arrive at (42) + (51) + (47) → 0.
We study the terms (43), (48), (49), (45). As ε goes to 0 we have
Moreover it holds
where we multiply by the identity matrix j ∂ k X j (t, Y (t, x))∂ j Y i (t, x) = δ ki and by the fact that Y is the inverse of X, it holds X(t, Y (t, x)) = x, which implies that
This last two equalities lead us to prove that
which implies that
We note that X (defined in (19)) does not change in time (−∞, 0] and in [τ, +∞) and by an integration by parts we have
Recall the definition of U ε from (29) and let U ε,n the n-th component of U ε , with this notation, it holds
To conclude the prove of (32) we note that
With this last claim the proof of the energy equality is done. To show the continuity (16) in time of the solution we follow the standard technique, but we will not present all the details because the computations are similar to the one above. The idea is to consider the approximation sequence u ε defined in (21) and to prove that the sequence is a Cauchy sequence in
where, for A, B ∈ {ε, δ}, we set
The computation above prove that u ε is a Cauchy sequence in
Regularity in time
Before going directly to the proof of uniqueness we present some estimates that are going to be useful in what follows. Fix now (S, u) a weak solution of (1)- (10) in a time interval [0, T ), with T > 0. We define:
The first estimates are the following.
Lemma 2. The following holds true
Proof. The estimates follow by interpolation inequality and Hölder inequality.
The second estimates are related to the regularization result due to viscosity. 
Proof of Theorem 3
Let (S 1 , u 1 ) and (S 2 , u 2 ) two weak solutions of (1)- (10) on some common time interval [0, T ), with T > 0. Our goal is to prove that (S 1 , u 1 ) = (S 2 , u 2 ). We follow the same strategy than in [10] where the case of no-slip condition was tackled. The difficulties of the proof is due to the fact that we cannot take naively the difference of the two weak formulations and test with u 1 − u 2 because the functions u 1 and u 2 are not even defined in the same domain. We use a change of variables that sends S 2 to S 1 , to write down the weak formulation satisfied byũ which is u 2 in this new variable, to take the difference of the two weak formulations associated with u 1 andũ 2 , to test the resulting equation with u 1 −ũ 2 and to conclude by a Grömwall estimate. We recall that if (S i , u i ) is a weak solution, then for any τ ∈ (0, T ) there exist l i ∈ C([0, τ ]; R 2 ) and r i ∈ C([0, τ ]; R) such that S i = S li,ri and there exists δ > 0 such that dist(S i , ∂Ω) > δ for any i = 1, 2 and for any t ∈ [0, τ ].
We define X i as in Claim 1, where in addition we ask that X i coincide with the solid motion associated with S i for any (t, x) such that dist(x, ∂Ω) δ/2, X i is the identity in a δ/4 neighbourhood of δΩ, i.e. X i (t, x) = x for any (t, x) such that dist(x, ∂Ω) δ/4, and we define the change of variables ϕ : [0, τ ] × Ω → Ω and its inverse ψ : [0, τ ] × Ω → Ω as follow ϕ(t, x) = X 2 (t, X −1 1 (t, x)) and ψ(t, y) = X 1 (t, X −1 2 (t, y)). We easily see that ϕ, ψ ∈ C 1 (0, τ ; C ∞ (Ω)). We can defineũ
⊥ r 2 (t) then we havẽ
so we definel 2 (t) = Q 1 (t)Q 2 (t) T (t)l 2 (t) andr 2 (t) = r 2 (t), and finally by Lemma 3 in the previous section we have proved that for a short time we have improved regularity that leads us to define the pressure p 2 (t,x), so we definẽ p 2 (t, x) = p 2 (t, ϕ(t, x)). We are now able to write the equation satisfied byũ 2 . We use Einstein's summation convention and we refer to [10] for more explicit computation.
The equation above is true almost everywhere if we restrict the time interval where the estimates of Lemma 3 hold. We multiply the equation above with a test function ϕ ∈ W τ associated with the motion of S 1 to arrive at
wheref are just the last five lines of (52). We denote byû = u 1 −ũ 2 , and we take the difference of the weak solution satisfies by u 1 andũ 2 to obtain
for any ϕ ∈ W τ . To justify that we can test the previous equation withû, we follow the proof of Claim 2, in particular we observe thatû ∈ U τ and
σ (Ω)) ∩ E τ and U τ is the dual of U τ , where we identify
We test withû to obtain
We have to estimate the right hand side of the above inequality to finish the proof. The first of the two terms can be estimated via a standard technique i.e.
For the second one we follow the estimate of [10] , in fact these estimates do not depend on the boundary condition of our problem, if we take as example the first term off we have the estimates
In an analogous way we can obtain the following estimates
4/3 .
Moreover we have
and we have B ∈ L 1 (0, τ ). The Grönwall lemma leads us to conclude that uniqueness holds locally in time. Moreover, by a continuation argument, we deduce that uniqueness holds on the whole time interval [0, T ) considered at the beginning of the section.
The proof of the theorem is divided into three steps. In the first one we study the problem where the domain does not depend on time. In the second step we move the problem to a fixed domain one. In the last one we use a fixed point argument to conclude.
Time-independent domain
Consider the independent-in-time domain problem associated with (63)- (72):
To prove existence of strong solutions we use an idea introduced by Maity and Tucsnak in [15] where they view the "fluid+body system" as a perturbation of the system of a fluid alone. We start by recalling the result on L p − L q regularity from Shimada in [18] . To do so we need some notations.
Theorem 5 (Theorem 1.3 of [18] ). The operator A q defined above is R-sectorial.
We are going to reformulate the system (73)-(82) in the form
We define (S(l, r), S pr (l, r)) to be the solution (v, p) of
Proposition 1. The following estimates hold
Proof. We recall that the Kirchoff potentials φ i with i = 1, 2, 3 are the solutions of the problems
where φ i : F 0 → R and K i = e i · n for i = 1, 2 and
with h 1 = l 1 (D∇φ 1 · n + e 1 − ∇φ 1 ) + l 2 (D∇φ 2 · n + e 2 − ∇φ 2 ) + r(D∇φ 3 · n + x ⊥ · n − ∇φ 3 )) and
Recall that Shimada in [18] prove R-sectoriality for the operator associated with the system (83) where (h 1 ·τ )·τ and (h 2 · τ ) · τ are the trace of a function h ∈ W 1,q (F 0 ). To conclude the proof is enough, by Fredholm alternative, to prove uniqueness for system (83). Uniqueness is clear by standard energy estimates.
The linearity of S and S pr is a direct consequence of the linearity of the system that they solve.
We define the operator A F S :
where K is the mass plus the added mass matrix,
Theorem 6. (u, p, l, r) is a smooth solution to the system (73)-(82) if and only if it satisfies
Proof. The proof is contained in [15, Section 3.1] , in fact the only boundary condition that they use is u · n = (l + rx ⊥ ) · n, and the second one is not relevant.
R-boundedness
To prove L p − L q regularity we prove R-boundedness of the resolvent operator A F S .
To prove this theorem we just show that in some sense the operator A F S is a small perturbation of the operator A q . To do so we write
A F S is an R-bounded operator on the same domain of A F S , in fact
Id and the desired resolvent estimates follow by the R-boundedness of A q and the continuity of PS. Finally C 1 and C 2 are linear and contiuous operators with finite dimention codomain. The proof is exactly the same of [15, Theorem 3.11] , in fact the estimates are only based on the normal boundary condition and on the interior regularity (i.e. the fact that u ∈ W 2,q (F 0 ) or the fact that div u = 0). This prove that B F S is a finite rank operator on D(A F S ), which implies that B F S is aÃ F S -bounded operator with bound 0. The prove is conclude.
Change of variables
We translate the problem (63)-(72) to an equivalent one on a domain fixed in time. Let X the geometric change of variables associated with S define in (19) , following the idea of [7, Section 3] we definẽ v(t, y) = ∇Y (t, X(t, y))v(t, X(t, y)), p(t, y) = p(t, X(t, y)),
T (ṽ(t, y),p(t, y)) = Q T (t)T (Q(t)u(t, y), p(t, y)Q(t)).
In this new variables the equations become
where M, L, G,f andg 1 are defined in [7] as follows
Fixed point
We use a fix point argument to conclude. We rewrite the system above in the form
where F 0 , F 1 and F 2 are defined in a similar fashion of [7] , i.e.
We consider the space
and consider the map φ t such that φ t (ũ,q,l,r) = (ṽ,p,l,r)
where (ṽ,p,l,r) is the solution of the above system with
in the right hand side. It remains to show that φ t is a map from K t to K t and that it is a contraction if we choose t enough small. To do so we follow the estimates from [7, Lemma 6.6 and Lemma 6.7]. Indeed they are much easier that the ones of [7] because the change of variables does not depend on the solution itself and no assumption on p and q is required because we do not need any embedding result.
Appendix A. Proof of Theorem 1
As pointed out previously it is possible to follow the proof presented in [8] and prove that there exists a weak solution which satisfies (13) for any test function in T 0,T (recall the definition in (15)).
We prove that the solution satisfies (13) for any test function in W 0,T . The proof in [8] is based on a local-in-time existence which leads to concatenate solution up to collision, see last paragraph of Section 5.7 of [8] . Therefore it is enough to prove that the local-in-time existence result holds also for the restriction in time of the element of W 0,T . We state the local-in-time existence result.
2 an open, bounded, connected set with smooth boundary, S 0 a closed, bounded, connected and simply connected subset of Ω with smooth boundary, u 0 ∈ H S0 and δ > 0 such that dist(∂Ω, S 0 ) > 2δ. There exists τ > 0 and a couple (S, u) such that satisfying
• u belongs to the space V τ where
• for any ϕ ∈ W τ , it holds
• dist(∂Ω, S(t)) 2δ for almost any t ∈ [0, τ ].
Proof. By the proof in [8] we already know that this theorem holds with test functions in T τ , which is the set of ϕ| [0,τ ] where ϕ ∈ T 0,T . We prove that (84) holds for any test function in W τ . To do so we approximate the test functions in W τ by admissible test functions of the approximate problem defined in [8, Section 2] . To do so we need an equivalent of Proposition 12 in [8] , i.e. we prove the following claim. ) for any p ∈ (2, ∞) and for any ε > 0,
Proof of the claim. To prove this claim we make the same construction than [8] . The main difficulty is not the lack of regularity in time but the lack of regularity in space. By the fact that the construction of this approximation is quite technical and involved, we present here quite rapidly the construction and we refer to [8, Section 5.3] for more details.
Recall that a weak solution (S, u), constructed in [8] comes as a limit of solutions (S n , u n ) of some approximate problems and recall φ n ∈ W 1,∞ (0, τ ; C ∞ ) the flow from [8] , i.e. φ n (t) : R 2 → R 2 is a C ∞ -diffeomorphism and it is the flow associated with P n S u n . We define an approximation ϕ n of ϕ ∈ W τ using the flow φ n . The idea of Gérard-Varet and Hillairet is to use φ n to translate the problem to a "fixed" domain and then approximate. DefineΦ n S andΦ n F via ϕ S (t, φ n (t, y)) = dφ n (t, y)(Φ n S (t, y)), ϕ F (t, φ n (t, y)) = dφ n (t, y)(Φ n F (t, y)). Φ n S andΦ n F are defined in a fixed solid domain in the sense that the solid part is fixed, i.e. φ n | S0 : S 0 → S n (t). In the approximation we do not change ϕ in the fluid part so we define ϕ n | (0,τ )×F n (t) = ϕ| (0,τ )×Fn(t) and ϕ n in the solid part such that it is closed to a solid rotation and such that it makes ϕ n an L 2 (0, τ ; H 
and Φ n 2,S is defined in such a way to make Φ n S divergence free. These lead us to define ϕ n S (t, φ n (t, y)) = dφ n (t, y)(Φ n S (t, y)).
To conclude the proof of the claim we have to present the estimates. C.
The estimates above prove the first three points of the claim. For the last two points we follow the computation of [8] , namely
Cn −α/(p+ε) .
For the last point we compute The above claim prove that there exists a good approximation ϕ n , for ϕ ∈ W τ that leads us to pass to the limit in the approximate problem. This means that we can test the weak formulation with any function in W τ .
