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Abstract
One of the most powerful algorithms for maximum likelihood estimation for many
incomplete-data problems is the EM algorithm. The restricted EM algorithm for maximum
likelihood estimation under linear restrictions on the parameters has been handled by Kim and
Taylor (J. Amer. Statist. Assoc. 430 (1995) 708–716). This paper proposes an EM algorithm
for maximum likelihood estimation under inequality restrictions A0bX0; where b is the
parameter vector in a linear model W ¼ Xbþ e and e is an error variable distributed normally
with mean zero and a known or unknown variance matrix S40: Some convergence properties
of the EM sequence are discussed. Furthermore, we consider the consistency of the restricted
EM estimator and a related testing problem.
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1. Introduction
The EM algorithm is one of the most powerful algorithms for maximum
likelihood estimation in incomplete data problems [3,14]. Louis [18] developed a
method of ﬁnding the observed information matrix while using the EM algorithm.
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Wu [31] showed the convergence properties of EM sequence. Boyles [1] presented an
example of a generalized EM sequence that converges to the circle of unit radius and
not to a single point. Lansky et al. [13] established some invariance, convergence,
and rates of convergence results. Meilijson [20] noted that the expected information
matrix could be estimated consistently by the empirical covariance matrix of the
individual scores. Meng and Rubin [22] proposed a procedure to obtain a numerical
stable estimator of the asymptotic covariance matrix of the EM-computed estimator,
using only the code for computing the complete-data covariance matrix, the code for
the EM algorithm itself, and the code for standard matrix operations. Many
statisticians introduced these extensions of the EM algorithm in their papers. Meng
and Rubin [23] introduced a class of generalized EM algorithms which they called
the Expectation-Conditional Maximization (ECM) algorithm. The ECM algorithm
takes advantage of the simplicity of complete-data conditional maximization by
replacing a complicated M-step of the EM algorithm with several computationally
simpler CM-steps. Little and Rubin [15] gave a generalization of the ECM algorithm
that replaced some of the CM-steps with steps that maximized the constrained actual
(incomplete-data) log-likelihood. They called this algorithm the Expectation-
Conditional Maximization Either (ECME) algorithm. It shares with both the EM
and the ECM algorithms their stable monotone convergence and basic simplicity of
implementation relative to faster converging competitors. In a further extension,
Meng and van Dyk [24] proposed to generalize the ECME algorithm and the SAGE
algorithm of Fessler and Hero [6] by combining them into one algorithm which is
called the Alternating ECM (AECM) algorithm. Liu et al. [17] proposed the
parameter expansion to accelerate EM: the PX-EM algorithm.
The EM algorithm can be applied not only to evidently incomplete-data situations
where there are missing data, truncated distributions, censored or grouped
observations, but also to a whole variety of situations where the incompleteness of
the data is not natural or evident. These include statistical models such as random
effects, mixtures, convolutions, log-linear models, and latent class and latent variable
structures. For example, Heyde and Morton [7] extended the EM algorithm to deal
with estimation via general estimating functions and in particular the quasi-score.
Liu and Rubin [16] showed that the EM algorithm was also useful even when the
problem had no actual missing data.
It is known that there are two steps in every iteration of the EM algorithm: one is
called E-step which is to ﬁnd a conditional expectation based on a conditional
distribution and the other is called M-step which is to ﬁnd a standard maximum
likelihood estimator (MLE) based on the complete data problem. Then the EM
algorithm is an iterative method and leads us to obtain a number sequence. Lange
[11,12] used the EM gradient algorithm in situations where the solution to the M-
step did not have a closed form. Kim and Taylor [8] studied the incomplete-data
problem for the case that the parameters were restricted on a linear subspace. They
proposed a restricted EM algorithm to ﬁnd MLEs under the linear restrictions in
which Newton–Raphson method was used in the M-step. However, the incomplete-
data approach has important applications in many clinical experiments, agricultural
research, public-opinion polls and so on, when parameters are restricted by some
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inequalities. For example, toxicological responses to doses of a substance in clinical
experiments are usually assumed to satisfy an order restriction which is essentially an
inequality restriction. In the absence of missing data, the inequality restriction
problems have been researched by many statisticians (see, for example, a special issue
of Journal of Statistical Planning and Inference edited by Dykstra et al. [5]). This
paper considers linear inequality restrictions when missing data are present. Now,
consider a linear model
Y ¼ Xbþ e;
where e is normally distributed with mean zero and known or unknown covariance
matrix S: Assume that the parameter vector b ¼ ðb1;y; bKÞ0 is restricted by some
linear inequalities
A0bX0; ð1Þ
where A0 is a given matrix. If we assume that data Y1;y; Yn are not observed
completely, it is clear that Kim and Taylor’s [8] M-step method cannot be applied. In
this paper, two M-step algorithms are proposed to deal with incomplete data. It may
be checked that the proposed restricted EM sequence does not satisfy the conditions
given in Wu [31], so a new method needs to be found to prove the convergence. A
related testing problem is also considered.
Section 2 describes some results about inequality restrictions based on the works
of Kudo [9], Dykstra [4] and Dykstra et al. [5]. The restricted EM algorithm is
proposed in Section 3. Section 4 proves the convergence of the restricted EM
sequence. The consistency of the restricted EM estimator is discussed in Section 5. In
Section 6, we consider the related testing problem. Simulation results are given in
Section 7. In Section 8, we will discuss some possible generalization.
2. Some results about projection and EM algorithm
2.1. The projection onto a convex cone
At ﬁrst, we review some results of the projection of a vector onto a closed convex
cone. In K-dimensional Euclidean space RK ; we deﬁne an inner product and a
norm as
ðy; zÞ ¼
XK
i¼1
yizi and jjyjj ¼ ðy; yÞ1=2 ð2Þ
for any y; zARK : Let D be a polyhedral closed convex cone of RK and PðyjDÞ be the
projection of y onto D under the inner product (2) for any yARK ; that is,
jjy  PðyjDÞjj2 ¼ min
yAD
jjy  yjj2:
From Robertson et al. [26], the following propositions can be obtained.
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Proposition 2.1.1. The vector y equals PðyjDÞ if yAD and
ðy  y; yÞ ¼ 0; ðy  y; yÞp0 for any yAD: ð3Þ
Proposition 2.1.2. For y, zARK ; we have
jjPðyjDÞ  PðzjDÞjjpjjy  zjj; ð4Þ
and
jjPðyjDÞjjpjjyjj; jjPðzjDÞjjpjjzjj: ð5Þ
Now we recall two methods for obtaining the projection.
2.1.1. Kudo’s algorithm
It is known that a polyhedral closed convex cone may be denoted as
D ¼ fyARK : b0iyX0; i ¼ 1;y; tg
for some vectors b0iAR
K ; where 0 denotes transpose. Let T ¼ f1;y; tg: A face of D is
of the form
DM ¼ fyARK : b0iy ¼ 0; iAM; b0iy40; iAT  Mg;
where M is the subset of T and T  M denotes the complement of M in T : It is easy
to check that D ¼ SMDT DM and DM-DM0 ¼ f if MaM0; where M and M0 are
subsets of T : The fact that y is a projection into D implies that there uniquely exists
a subset MDT such that yADM : If any K vectors bi1 ; bi2 ;y; biK of fb1;y; btg
are linearly independent, call fb1;y; btg generalized linear independent. If
so, the following theorem gives a method to ﬁnd the subset DM and the pro-
jection y:
Theorem 2.1.1. For a given vector yARK ; the subset MDT is such that yADM if
ðB0MBMÞ1B0Myp0; ð6Þ
B0TMðIK  PMÞy40; ð7Þ
where BM denotes the matrix with columns bi for iAM and PM ¼ BMðB0MBMÞ1B0M :
Now the projection of y is given by y ¼ ðIK  PMÞy:
Remark 2.1.1. The above theorem was ﬁrst studied by Kudo [9] for the case t ¼ K :
Some related results may be found in Kudo and Choi [10], Nomakuchi [25]. A dual
proof is given in Appendix A of this paper.
Remark 2.1.2. The assumption of generalized linear independence is not cardinal. If
BM is not of full rank, we can substitute ðB0MBMÞ1 for ðB0MBMÞ in the above
theorem where C denotes generalized inverse of C:
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Remark 2.1.3. Kudo’s algorithm is a trial and error method. Although not all faces
need to be checked, this algorithm is not guaranteed to yield a solution in a
reasonable number of steps (see [26, p. 219]). However, the algorithm leads to a
closed form.
Remark 2.1.4. It is clear that the polyhedral closed convex cone D is based on the
vectors bi; i ¼ 1;y; t: If b0ibjp0 for any iaj; D is called an acute cone. In this case,
Kudo’s algorithm may be written in a simple form (see, for example, [2,19,21,27,28]).
The method is called the generalized PAVA algorithm.
For a subset MDT ; let the linear space be LM ¼ fzARK : b0iz ¼ 0; iAMg: Then
PðyjLMÞ denotes the usual projection of y onto LM : The generalized PAVA
algorithm is given as follows:
If there exists a subscript i1AT such that b0i1yo0; let M1 ¼ i1 and let yð1Þ ¼
PðyjLM1Þ; if not, then y ¼ y:
If there exists a subscript i2AT such that b0i2y
ð1Þo0; let M2 ¼ fi1; i2g and let yð2Þ ¼
PðyjLM2Þ; if not, then y ¼ yð1Þ:
Continue the above procedure until one obtains yðlÞ and Ml such that b0jy
ðlÞX0 for
any jAT  Ml : Then the projection y ¼ yðlÞ:
2.1.2. Dykstra’s algorithm
Dykstra [4] proposed an iteration sequence for obtaining the projection onto a
closed convex cone. Wollan and Dykstra [30] gave a computer program. Following
the notation of Dykstra [4], let Di ¼ fyARK : b0iyX0g ði ¼ 1;y; tÞ: Then the
polyhedral closed cone may be denoted as D ¼ Tti¼1 Di:
Let g ¼ ðg1;y; gKÞ0 be a K-dimensional vector. Let g ¼ PðgjDÞ be the projection
of g onto D and PðgjDiÞ be the projection of g onto Di: Denote
PðgjDiÞ ¼
ðg1;y; gKÞ0; if
PK
j¼1 gjbijX0;
ðg01;y; g0KÞ0; if
PK
j¼1 gjbijo0;
(
where bij is the jth component of the vector bi and
g0j ¼ gj 
XK
l¼1
glbil
 !
bij
,XK
l¼1
b2il :
The Algorithm
Let g1;1 denote the projection of g onto the cone D1: Let I1;1 ¼ g1;1  g denote the
incremental change incurred by the projection so that g1;1 ¼ g þ I1;1:
Let g1;2 denote the projection of g þ I1;1 onto D2: The incremental change is
I1;2 ¼ g1;2  ðg þ I1;1Þ so that g1;2 ¼ g þ I1;1 þ I1;2:
Let g1;3 be the projection of g þ I1;1 þ I1;2 onto D3: The incremental change is
I1;3 ¼ g1;3  ðg þ I1;1 þ I1;2Þ so that g1;3 ¼ g þ I1;1 þ I1;2 þ I1;3:
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After g1;r and I1;r ¼ g1;r  ðg þ I1;1 þ?þ I1;r1Þ are found, we let g2;1 denote the
projection of g þ I1;2 þ?þ I1;r onto D1: Note that we have removed the increment
I1;1 before the projection. Our new increment is I1;1 ¼ g2;1  ðg þ I1;2 þ?þ I1;rÞ so
that g2;1 ¼ g þ I2;1 þ I1;2 þ?þ I1;r:
Continue the above procedure until jgi;r  giþ1;rjo10t0 for some positive
number t0:
Let g ¼ giþ1;r denote the projection of g onto D:
2.2. Some results about the EM algorithm
Following the notation of Kim and Taylor [8], let Y ¼ ðYobs; YmisÞ; where Y is the
complete-data, Yobs represents the observed components of Y ; and Ymis denotes the
missing part of Y : The likelihood function of Y can be factored as
f ðY jmÞ ¼ f ðYobsjmÞf ðYmisjYobs; mÞ;
where m is the unknown parameter, f ðYobsjmÞ denotes the observed likelihood and
f ðYmisjYobs; mÞ denotes the conditional likelihood given Yobs and m: Then the log-
likelihood is given by
lðmjYobsÞ ¼ lðmjY Þ  log f ðYmisjYobs; mÞ;
where lðmjYobsÞ ¼ log f ðYobsjmÞ and lðmjY Þ ¼ log f ðY jmÞ: Let fmðmÞg be an iteration
sequence of the EM algorithm and let
QðmjmðmÞÞ ¼
Z
lðmjYÞf ðYmisjYobs; mðmÞÞ dYmis;
HðmjmðmÞÞ ¼
Z
log f ðYmisjYobs; mÞf ðYmisjYobs; mðmÞÞ dYmis:
Then lðmjYobsÞ ¼ QðmjmðmÞÞ  HðmjmðmÞÞ and
lðmðmþ1ÞjYobsÞ  lðmðmÞjYobsÞ ¼Qðmðmþ1ÞjYobsÞ  QðmðmÞjmðmÞÞ
 ½Hðmðmþ1ÞjmðmÞÞ  HðmðmÞjmðmÞÞ:
From Hðmðmþ1ÞjmðmÞÞ  HðmðmÞjmðmÞÞp0 [3], we have
lðmðmþ1ÞjYobsÞ  lðmðmÞjYobsÞXQðmðmþ1ÞjmðmÞÞ  QðmðmÞjmðmÞÞ:
If Qðmðmþ1ÞjmðmÞÞ ¼ maxm QðmjmðmÞÞ; then
lðmðmþ1ÞjYobsÞXlðmðmÞjYobsÞ: ð8Þ
The above result implies that the observed likelihood increases in each step. If it is
known that Qðmðmþ1ÞjmðmÞÞ4QðmðmÞjmðmÞÞ; then lðmðmþ1ÞjYobsÞ4lðmðmÞjYobsÞ and the
likelihood function strictly increases.
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3. The restricted EM algorithm
Now, we consider the linear model Y ¼ Xbþ e; where X is the known design
matrix, b is the unknown parameter vector and e is normally distributed with mean
zero and known covariance matrix S40: We will consider the case where the
covariance matrix S is unknown in Section 8. Let Yi ¼ ðYi1;y; YiKÞ; i ¼ 1;y; n; be
a random sample of size n taken on Y where Yij is the jth variate of Yi: When Yi
cannot be fully observed, Yi’s missing data vector YiðmisÞ and observed data vector
YiðobsÞ consist, respectively, of observed and missing variates of Yi: When Yi is
completely observed, YiðmisÞ is absent and YiðobsÞ is Yi: Let Y denote the complete
data vector ðY 01;y; Y 0nÞ: Then let Ymis and Yobs denote Y ’s missing data vector
ðY 01ðobsÞ;y; Y 0nðobsÞÞ and observed data vector ðY 01ðmisÞ;y; Y 0nðmisÞÞ: In the linear
model, the complete-data log-likelihood lðXbjYÞ is denoted by
lðXb j Y Þ ¼ 
Xn
i¼1
1
2
ðYi  XbÞ0S1ðYi  XbÞ þ c0;
where c0 is a constant which does not depend on the unknown b: Corresponding to
ð1Þ; the parameter vector b is restricted by some inequalities
A0bX0:
Let A ¼ A0ðX 0XÞ1X 0 and m ¼ Xb; then the restriction is of the form
AmX0: ð9Þ
The complete-data log-likelihood lðXbjYÞ is denoted by lðmjY Þ and
lðmjYÞ ¼ 1
2
Xn
i¼1
ðYi  mÞ0S1ðYi  mÞ þ c0:
It is clear that ﬁnding the MLE of b in lðXbjY Þ under A0bX0 implies ﬁnding the
MLE of m in lðmjYÞ under restriction (9). Now, a restricted EM algorithm for the
MLE is proposed. At ﬁrst, compute the conditional expectation where
QðmjmðmÞÞ ¼ 
Z
1
2
Xn
i¼1
ðYi  mÞ0S1ðYi  mÞf ðYmisjYobs; mmÞ dYmis þ c0
¼  1
2
Xn
i¼1
EðY 0iS1YijYobs; mðmÞÞ þ
Xn
i¼1
EðY 0iS1mjYobs; mðmÞÞ
 n
2
m0S1mþ c0:
Let V
ðmÞ
i ¼ EðYijYobs; mðmÞÞ and %VðmÞ ¼ 1n
Pn
i¼1 V
ðmÞ
i ; then
QðmjmðmÞÞ ¼ n
2
ðm %VðmÞÞ0S1ðm %VðmÞÞ þ bðmÞ; ð10Þ
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where bðmÞ is a function of mðmÞ: The expectation V ðmÞi may be partitioned into two
parts of the form:
V
ðmÞ
i ¼ HimðmÞ þ Zi; ð11Þ
where Hi depends on the matrix S and Zi depends on Yobs and S: As an illustration,
let us consider the following example. Let Yi ¼ ðYi1; Yi2Þ0AR2 be distributed with
mean vector mðmÞ ¼ ðmðmÞ1 ; mðmÞ2 Þ0 and covariance matrix S ¼ ð s
2
1
s1s2r
s1s2r
s2
2
Þ; where Yi1 is
observed and Yi2 is missing. Then
V
ðmÞ
i ¼EðYijYi1; mðmÞÞ
¼ Yi1
mðmÞ2 þ s1r=s2ðYi1  mðmÞ1 Þ
 !
¼Hi
mðmÞ1
mðmÞ2
 !
þ Zi;
where Hi ¼ ð 0s1r=s2 01Þ and Zi ¼ ð Yi1s1r=s2Yi1Þ: Let H ¼ 1n
Pn
i¼1 Hi and Z0 ¼ 1n
Pn
i¼1 Zi;
then %VðmÞ ¼ HmðmÞ þ Z0: Let yðmÞ ¼ S
1
2mðmÞ; C ¼ S12HS12; y ¼ S12m; Z ¼ S12Z0
and B ¼ AS12: Following some calculations, the conditional expectation given in (10)
is of the form
QðmjmðmÞÞ ¼ n
2
jjCyðmÞ þ Z  yjj2 þ bðmÞ; ð12Þ
and the restriction (9) is given by
ByX0: ð13Þ
Let Qðy; yðmÞÞ ¼ QðmjmðmÞÞ þ bðmÞ and D ¼ fyARK ; ByX0g: Then the restricted
estimating problem may be written as
minimize Qðy; yðmÞÞ
subject to yAD:
ð14Þ
Recall the discussions in Section 2.1, the above solution may be obtained using
Kudo’s algorithm or Dykstra’s algorithm. Noting that yðmÞ is also a function of mðmÞ;
we can give the following restricted EM algorithm based on mðmÞ: In the algorithm,
the starting point may be chosen randomly which is usually the restricted estimator
obtained by the case deletion method disregarding incompletely recorded units and
analyzing only the units with complete data.
The restricted EM algorithm:
Let mð0Þ be the starting point.
E-step: Compute Qðy; yðmÞÞ ¼ jjCyðmÞ þ Z  yjj2 from mðmÞ:
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M-step: Let mðmþ1Þ ¼ S12yðmþ1Þ; where yðmþ1Þ ¼ PðCyðmÞ þ ZjDÞ is the projection of
CyðmÞ þ Z onto D by using Kudo’s algorithm or Dykstra’s algorithm.
Continue the above procedure until jjmðmÞ  mðmþ1Þjjo10t0 for some ﬁxed positive
number t0: According to different problems, t0 can be chosen to be 2 or 3, etc. Then
mðmþ1Þ is interpreted as the restricted MLE #m of m; so the restricted MLE #b of b is any
solution of Xb ¼ #m:
Remark 3.1. As Dykstra’s algorithm is an iterative method, an approximate solution
of Problem (14) can be used in the M-step of the restricted EM algorithm.
4. The convergence of the restricted EM algorithm
In this section, some convergence properties of the proposed algorithm are
discussed. Denote the sequence obtained from the algorithm by fmðmÞg:
Lemma 4.1. If jjCjjo1; then fmðmÞg is a uniformly bounded sequence, where C is the
matrix given in the notation before (12) and jjCjj ¼ maxjjyjj¼1 jjCyjj where yARK :
Proof. From the M-step of the algorithm, we have yðmþ1Þ ¼ PðZ þ CyðmÞjDÞ: By
Proposition 2.1.2, then
jjyðmþ1Þjjp jjZ þ CyðmÞjj
p jjZjj þ jjCjjjjyðmÞjj
p jjZjjð1þ jjCjj þ?þ jjCjjmÞ þ jjCjjmþ1jjjy0jj
p jjZjj
1 jjCjj þ jjy
ð0Þjj;
where jjCjj ¼ maxjjyjj¼1jjCyjj and jjmðmþ1Þjj ¼ jjS
1
2yðmþ1ÞjjpjjS12jjjjyðmþ1Þjj: Let r0 ¼
jjZjj
1jjCjj þ jjyð0Þjj; where yð0Þ ¼ S
1
2mð0Þ and mð0Þ is the starting point. Then jjS12jjr0 is the
uniform bound of fmðmÞg: &
Since lðmðmÞjYobsÞ is bounded in the multivariate normal model, the following
proposition can be obtained from (8).
Proposition 4.1. lðmðmÞjYobsÞ is convergent as m-þN:
Theorem 4.1. If jjCjjo1; then fmðmÞg converges.
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Proof. Since
yðmþpÞ ¼ PðZ þ Cyðmþp1ÞjDÞ;
yðmÞ ¼ PðZ þ Cyðm1ÞjDÞ;
and Proposition 2.1.2, we know
jjyðmþpÞ  yðmÞjjp jjCðyðmþp1Þ  yðm1ÞÞjj
p jjCjjjjyðmþp1Þ  yðm1Þjj
p jjCjjmjjyð pÞ  yð0Þjj
p 2jjCjjmr0;
where r0 is given in Lemma 4.1. As jjCjjo1; for any given positive integer p; we have
lim
m-N
jjyðmþpÞ  yðmÞjj ¼ 0:
From jjmðmþpÞ  mðmÞjj ¼ jjS1=2ðyðmþpÞ  yðmÞÞjjpjjS1=2jjjjymþp  yðmÞjj; fmðmÞg is a
Cauchy sequence and fmðmÞg converges as m-þN: &
Now, for further showing the convergence of the proposed algorithm, we
introduce some deﬁnitions following Wu [31]. Let G1 be a subset of R
n1 ; G2 be a
subset of Rn2 and G be a subset of RK :
Deﬁnition 1. MðÞ is a point-to-set map from G1 to G2 if MðxÞ is a subset (not only a
point) of G2 for any xAG1; the point-to-set map is a point-to-point map from G1 to
G2 if MðxÞ is a singleton for any xAG1: Identify the function f : G1-G2 with the
point-to-point map MðxÞ ¼ f ðxÞ:
Deﬁnition 2. The point-to-set map MðÞ is said to be closed at x if the conditions
lim
k-þN
xk ¼ x ðxkAG1Þ and lim
k-þN
yk ¼ y ðykAMðxkÞÞ
imply that yAMðxÞ:
Remark 4.1. For a point-to-point map, continuity implies closeness.
Deﬁnition 3. xAG is a ﬁxed point of the map MðÞ from G to G if MðxÞ ¼ x [32].
Lemma 4.2 (Global Convergence Theorem). Let the sequence fxkgNk¼0 be generated
by xkþ1AMðxkÞ; where MðÞ is a point-to-set map from G to G and xkAG: Let the
solution set be defined by GDG; where
G ¼ fx : xARK ; MðxÞ ¼ xg;
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and suppose that: (i) all points xk are contained in a compact set SDG; (ii) MðÞ is
closed under the complement of G; (iii) there is a continuous function f on G such that
(a) if xeG; then f ðyÞ4f ðxÞ for all yAMðxÞ;
(b) if xAG; then f ðyÞpf ðxÞ for all yAMðxÞ:
Then all the limit points of fxkg are in the solution set G and f ðxkÞ converges
monotonically to f ðxÞ for some xAG (see, for example, [32]).
Theorem 4.2. If jjCjjo1; then fmðmÞg converges to a fixed point.
Proof. Recall the deﬁnition yðmþ1Þ ¼ PðZ þ CyðmÞjDÞ: A Taylor series expansion of
jjZ þ CyðmÞ  yjj2 at y ¼ yðmþ1Þ gives
jjZ þ CyðmÞ  yjj2 ¼ jjZ þ CyðmÞ  yðmþ1Þjj2
 ðZ þ CyðmÞ  yðmþ1Þ; y yðmþ1ÞÞ
þ 1=2jjy yðmþ1Þjj2:
Let y ¼ yðmÞ; then jjZ þ CyðmÞ  yðmÞjj2 ¼ jjZ þ CyðmÞ  yðmþ1Þjj2  ðZ þ CyðmÞ 
yðmþ1Þ; yðmÞ  yðmþ1ÞÞ þ 1=2jjyðmÞ  yðmþ1Þjj2: By Proposition 2.1.1, we have
ðZ þ CyðmÞ  yðmþ1Þ; yðmÞÞp0;
and
ðZ þ CyðmÞ  yðmþ1Þ; yðmþ1ÞÞ ¼ 0:
Thus,
jjZ þ CyðmÞ  yðmÞjj2XjjZ þ CyðmÞ  yðmþ1Þjj2 þ 1=2jjyðmÞ  yðmþ1Þjj2;
ðnjjZ þ CyðmÞ  yðmþ1Þjj2 þ bðmÞÞ  ðnjjZ þ CyðmÞ  yðmÞjj2 þ bðmÞÞ
Xn=2jjyðmÞ  yðmþ1Þjj2;
and
Qðmðmþ1ÞjmðmÞÞ  QðmðmÞjmðmÞÞXn=2jjyðmþ1Þ  yðmÞÞjj2: ð15Þ
If yðmþ1ÞayðmÞ; then mðmþ1ÞamðmÞ: From yðmþ1Þ ¼ PðCyðmÞ þ ZjDÞ; we obtain
mðmþ1Þ ¼ S1=2PðCS1=2mðmÞ þ ZjDÞ: Let MðÞ denote the point-to-point map, then
mðmþ1Þ ¼ MðmðmÞÞ:
(I) Let G ¼ fmARK : MðmÞ ¼ mg be a set including all the ﬁxed points of the map
MðÞ: If mðmþ1ÞamðmÞ; that is, mðmÞaMðmðmÞÞ; then Qðmðmþ1ÞjmðmÞÞ4QðmðmÞjmðmÞÞ
by (15) and lðmðmþ1ÞjYobsÞ4lðmðmÞjYobsÞ by (8). The following (II) and (III) are
clear.
(II) If mðmÞeG; then lðmðmþ1ÞjYobsÞ4lðmðmÞjYobsÞ:
(III) If mðmÞAG; then lðmðmþ1ÞjYobsÞ ¼ lðmðmÞjYobsÞ:
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By Lemma 4.2, fmðmÞg converges to a point within G: Hence, fmðmÞg converges to a
ﬁxed point of the map MðÞ: &
It is clear that the condition jjCjjo1 is important for the convergence of the
proposed algorithm. The condition holds if the largest eigenvalue of C0C is less than
1. In the following, K ¼ 2 is as an example.
(1) Y 0i1s and Y
0
i2s are both missing partly and
S ¼ s2 1 r
r 1

 
:
Let the number of Yi1 which are missing be k1 and the number of Yi2 which are
missing be k2; then
C ¼
k1
n
k1
r
k2
r
k2
n
0BB@
1CCA:
So the condition jjCjjo1 holds if the same variances are assumed.
(2) Y 0i1s and Y
0
i2s are both missing partly and
S ¼ s
2
1 rs1s2
rs1s2 s22
 !
:
Then
C ¼
k1
n
k1rs1
ns2
k2rs2
ns1
k2
n
0BB@
1CCA:
If 0os1=s2; s2=s1o1r; then jjCjjo1 holds. The general situations are as
follows.
(3) Let Yi ¼ ðYi1;y; YiKÞ0; i ¼ 1;y; n: Assume that m blocks are missing, that is,
ðYik0 ;y; YikÞ’s ði ¼ i1;y; imÞ are missing where k0 lies between 1 and K : Then
C ¼ 0 0
m
n
V21V
1
11
m
n
Iðkk0Þ
 !
and
C0C ¼ m
2
n2
ðV21V111 Þ0V21V111 ðV21V111 Þ0
V21V
1
11 Iðk  k0Þ
 !
:
If the largest eigenvalue of C0C is less than 1, then jjCjjo1 holds.
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5. The consistency of the EM sequence
In this section, we discuss the consistency of the restricted MLE. The case of
K ¼ 2 is considered in the linear model (1). Let the true value of the parameter
m ¼ ðm1; m2Þ0 be m0 ¼ ðm01; m02Þ0: Assume that Yi1ðoÞ is observed and Yi2ðoÞ is
missing for i ¼ 1;y; m; Yi1ðoÞ is missing and Yi2ðoÞ is observed for i ¼ m þ 1;y; k;
Yi1ðoÞ and Yi2ðoÞ are observed for i ¼ k þ 1;y; n: Let YobsðoÞ ¼ ðYi1ðoÞ;
i ¼ 1;y; m; Yi2ðoÞ; i ¼ m þ 1;y; k; YiðoÞ; i ¼ k þ 1;y; nÞ: Let f1ðYi1ðoÞ; mÞ
denote the density of Yi1ðoÞ; where
log f1ðYi1ðoÞ; mÞ ¼ ðYi1ðoÞ  m1Þ
2
2s21
þ c1:
Let f2ðYi2ðoÞ; mÞ denote the density of Yi2ðoÞ; where
log f2ðYi2ðoÞ; mÞ ¼ ðYi2ðoÞ  m2Þ
2
2s22
þ c2:
Let f3ðYiðoÞ; mÞ denote the density of YiðoÞ; where YiðoÞ ¼ ðYi1ðoÞ; Yi2ðoÞÞ0 and
log f3ðYiðoÞ; mÞ ¼ 1=2ðYiðoÞ  mÞTS1ðYiðoÞ  mÞ þ c3:
To emphasize the sample size and the sample space, let the observed log-likelihood
function lðmjYobsÞ be denoted by lðnÞðmÞðoÞ: Thus,
lðnÞðmÞðoÞ ¼ 1=n
Xm
i¼1
log f1ðYi1ðoÞ; mÞ þ 1=n
Xk
i¼mþ1
log f2ðYi2ðoÞ; mÞ
þ 1=n
Xn
i¼kþ1
log f3ðYiðoÞ; mÞ;
where oAO and O is the sample space and n denotes the sample size. Let the
unrestricted MLE of the parameter m be denoted by *mðnÞðoÞ and let the restricted
MLE of m under (1) be denoted by #mðnÞðoÞ:
Lemma 5.1. For any fixed d40 and oAO; let Dd ¼ fm : jjm m0jjpdg; then
limn-þN supmADd jlðnÞðmÞðoÞ  Em0 lðnÞðmÞðoÞj ¼ 0:
The proof is given in Appendix B. Let limn-þN m=n ¼ p1; limn-þN ðk  mÞ=n ¼
p2 and limn-þN ðn  kÞ=n ¼ p3:
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Lemma 5.2. Let Dd0 ¼ fm : jjm m0jj ¼ dg; then
p1Em0 log f1ðz; m0Þ þ p2Em0 log f2ðz; m0Þ þ p3Em0 log f3ðY ; m0Þ
4 sup
mADd0
ð p1Em0 log f1ðz; mÞ þ p2Em0 log f2ðz;mÞ þ p3Em0 log f3ðY ; mÞÞ:
Proof. For any mADd0 ; by Jensen’s inequality, we have
Em0 log f1ðz; m0Þ4Em0 log f1ðz; mÞ;
Em0 log f2ðz; m0Þ4Em0 log f2ðz; mÞ;
Em0 log f3ðY ; m0Þ4Em0 log f3ðY ; mÞ:
Because p1Em0 log f1ðz; mÞ þ p2Em0 log f2ðz; mÞ þ p3Em0 log f3ðY ; mÞ is a continuous
function of m; there exists a vector mð0ÞADd0 such that
sup
mADd0
ð p1Em0 log f1ðz; mÞ þ p2Em0 log f2ðz; mÞ þ p3Em0 log f3ðY ; mÞÞ
¼ p1Em0 log f1ðz; mð0ÞÞ þ p2Em0 log f2ðz; mð0ÞÞp3Em0 log f3ðY ; mð0ÞÞÞ:
Then
p1Em0 log f1ðz; m0Þ þ p2Em0 log f2ðz; m0Þ þ p3Em0 log f3ðY ; m0Þ
4 sup
mADd0
ð p1Em0 log f1ðz; mÞ þ p2Em0 log f2ðz;mÞ þ p3Em0 log f3ðY ; mÞ: &
Lemma 5.3. For a fixed o; there exists an integer N such that for any n4N and
mADd0 ;
lðnÞðmÞðoÞolðnÞðm0ÞðoÞ:
The proof is given in Appendix B, too.
Theorem 5.1. The unrestricted MLE *mðnÞðoÞ is a consistent estimator of m0:
Proof. For any n4N; by Lemma 5.3 and m0ADd; there exists a *mðnÞðoÞADd such that
@lðnÞðmÞðoÞ
@m

*mðnÞðoÞ
¼ 0:
Because lðnÞðmÞðoÞ is convex in m for any n4N; the unrestricted MLE *mðnÞðoÞADd;
and jj *mðnÞðoÞ  m0jjod: Thus for any d40; there exists an integer N such that for any
n4N and a ﬁxed o;
jj *mðnÞðoÞ  m0jjod:
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Hence,
lim
n-þN *mðnÞðoÞ ¼ m0;
and *mðnÞðoÞ is a consistent estimator of m0: &
Theorem 5.2. The restricted MLE #mðnÞðoÞ is a consistent estimator of m0:
Proof. Because lðnÞðmÞðoÞ is strictly convex and the unrestricted MLE *mðnÞðoÞ is a
maximum value point, then for any m ¼ *mðnÞðoÞ þ lðmð0Þ  *mðnÞðoÞÞ; where mð0Þ is any
point in Dd0 ; we obtain lðnÞðmÞðoÞplðnÞðmð0ÞÞðoÞ; where lX1: Also by Lemma 5.3,
there exists an integer N such that for any n4N; lðnÞðmð0ÞðoÞolðnÞðm0ÞðoÞ: So for any
mA %Dd (the complement of DdÞ; we have
lðnÞðmÞðoÞolðnÞðm0ÞðoÞ:
Also for m0 that satisﬁes the restrictions (1), if the restricted MLE #mðnÞðoÞ is such that
lðnÞð #mÞðoÞXlðnÞðm0ÞðoÞ for any n4N; then
#mðnÞðoÞADd;
where n4N: So for n4N; we obtain jj #mðnÞðoÞ  m0jjod; that is,
lim
n-þN #mðnÞðoÞ ¼ m0:
Then the restricted MLE #mðnÞðoÞ is a consistent estimator of m0: &
6. Testing problem
In the section, we consider the likelihood ratio testing problem in the linear model
W ¼ Xbþ e with
H0 : m ¼ 0 v:s: H  H0;
where H : mX0 and m ¼ Xb: Following the notation in Section 5, let *mðnÞðoÞ denote
the MLE without any restriction and #mðnÞðoÞ denote the MLE under the restrictions
H: To simplify the notation in this section, we denote *mðnÞðoÞ by *mðnÞ; #mðnÞðoÞ by #mðnÞ
and the observed log-likelihood lðnÞðmÞðoÞ by lðnÞðmÞ: Now, consider the 2-
dimensional case with m ¼ ðm1; m2Þ0; then the testing problem is
H0 : m1 ¼ 0; m2 ¼ 0 v:s: H  H0;
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where H : m1X0 and m2X0: The observed log-likelihood function is
lðnÞðmÞ ¼
Xm
i¼1
log f1ðYi1; mÞ þ
Xk
i¼mþ1
log f2ðYi2; mÞ þ
Xn
i¼kþ1
log f3ðYi; mÞ
¼ 
Xm
i¼1
ðxi1  m1Þ2
2s21
þ
Xk
i¼mþ1
ðxi2  m2Þ2
2s22
"
þ
Xn
i¼kþ1
1
2
ðXi  mÞTS1ðXi  mÞ
#
þ c:
Theorem 6.1. Under H0; the log-likelihood ratio statistics 2ðlðnÞð0Þ  lðnÞð #mðnÞÞÞ is
distributed as
lim
n-N
Pð2ðlðnÞð0Þ  lðnÞð #mðnÞÞÞXtÞ ¼
X2
i¼1
PðiÞPðw2iXtÞ;
where lðnÞð0Þ denotes lðnÞðm ¼ 0Þ and w2i is distributed as the chi-square distribution with
i degrees of freedom, Pð2Þ denotes the probability limn-N PH0ð #m1ðnÞ40; #m2ðnÞ40Þ and
Pð1Þ denotes the probability limn-N PH0ð #m1ðnÞ40; #m2ðnÞ ¼ 0Þ þ limn-N PH0ð #m1ðnÞ
¼ 0; #m2ðnÞ40Þ:
Proof. At ﬁrst, consider #m1ðnÞ40 and #m2ðnÞ40; that is, #mðnÞ is an interior point. Then
@lðnÞðmÞ
@m jm¼ #mðnÞ ¼ 0: The log-likelihood function is
lðnÞðmÞ ¼ 
Xm
i¼1
ðxi1  m1Þ2
2s21
þ
Xk
i¼mþ1
ðxi2  m2Þ2
2s22
"
þ
Xn
i¼kþ1
1
2
ðXi  mÞ0S1ðXi  mÞ
#
þ c
¼
Xm
i¼1
log f1ðxi1; mÞ þ lðmÞ
Xk
i¼mþ1
log f2ðxi2; mÞ þ lðmÞ
Xn
i¼kþ1
log f3ðxi; mÞ:
According to the Taylor expansion,
@lðnÞðmÞ
@m

m¼0
¼ @lðnÞðmÞ
@m

m¼ #mðnÞ
þ@
2lðnÞðmÞ
@m2

m¼ #mðnÞ
ð #mðnÞÞ
¼@
2lðnÞðmÞ
@m2

m¼ #mðnÞ
ð #mðnÞÞ;
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where #mðnÞ lies between 0 and #mðnÞ: By the law of large numbers, we have
lim
n-þN
1
n
@2lðnÞðmÞ
@m2

m¼ #mðnÞ
¼ Ið0Þ;
where
Ið0Þ ¼ lim
n-þN E
1
n
@lðnÞðmÞ
@m

 
1
n
@lðnÞðmÞ
@m

 0
m¼0
0@ 1A:
By the Central Limit Theorem, we have
1
n1=2
@lðnÞðmÞ
@m
jm¼0!
L
V ;
where V is normally distributed with mean 0 and variance matrix Ið0Þ and L denotes
convergence in distribution. So n1=2ð #mðnÞÞ!L I ð1Þð0ÞV and #mðnÞ is asymptotically
normally distributed. According to the Taylor expansion,
lðnÞð0Þ ¼ lðnÞð #mðnÞÞ þ 1
2
#m0ðnÞ
@l2ðnÞðmÞ
@m2

m¼ #mðnÞ
#mðnÞ;
where
1
n
@l2ðnÞðmÞ
@m2

m¼ #mðnÞ
- Ið0Þ a:s:
Then
2ðlðnÞð0Þ  lðnÞð #mðnÞÞÞ!L V 0Ið0ÞV ;
where V 0 denotes the transpose of V and V 0Ið0ÞV is distributed as the chi-square
distribution with 2 degrees of freedom. When both #m1ðnÞ40 and #m2ðnÞ40; then
2ðlðnÞð0Þ  lðnÞð #mðnÞÞÞ!L w22;
where w22 denotes the chi-square distribution with 2 degrees of freedom. Then
consider the case #m1ðnÞ ¼ 0; #m2ðnÞ40: That is, when m1 ¼ 0; lðnÞðmÞ has the maximum
value point #m2ðnÞ : Let lðnÞðm2Þ denote lðnÞðmÞjm1¼0; then we have
@lðnÞðm2Þ
@m2
¼ 0: Using the
same method as the above,
2ðlðnÞð0Þ  lðnÞð #m2ðnÞ ÞÞ-w21;
where w21 denotes the chi-square distribution with 1 degree of freedom. Now let
lðnÞðm1Þ denote lðnÞðmÞjm2¼0: According to the same method,
2ðlðnÞð0Þ  lðnÞððˆm1ÞðnÞÞÞ-w21;
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where w21 denotes the chi-square distribution with 1 degree of freedom. When
considering all the situations, we have
lim
n-þN Pð2ðlðnÞð0Þ  lððˆm1ÞðnÞÞÞXtÞ
¼ lim
n-þN Pð #m1ðnÞ40; #m2ðnÞ40ÞPðw
2
2XtÞ þ limn-þN Pð #m1ðnÞ ¼ 0; #m2ðnÞ40ÞPðw
2
1XtÞ
þ lim
n-þN Pð #m1ðnÞ40; #m2ðnÞ ¼ 0ÞPðw
2
1XtÞ:
Let Pð2Þ denote limn-þN Pð #m1ðnÞ40; #m2ðnÞ40Þ and Pð1Þ denotes limn-þN Pð #m1ðnÞ ¼
0; #m2ðnÞ40Þ þ Pð #m1ðnÞ40; #m2ðnÞ ¼ 0Þ; we have
lim
n-N
Pð2ðlðnÞð0Þ  lðnÞð #mðnÞÞÞXtÞ ¼
X2
i¼1
PðiÞPðw2iXtÞ:
This completes the proof of Theorem 6.1. &
Remark 6.1. The distribution given in the above theorem is usually denoted by %w2
and is a mixture of chi-square [26]. It is easy to see that the limiting distribution of
LR test statistic under H0 is also %w2 for the case K42 in which the weight PðiÞ is the
limiting probability that #m has exactly i positive elements.
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Table 1
Simulation results from Methods I and II
r kk d1 d2 pro n1 n2 #m01 #m02 bm1 bm2
0.9 10 0.5030 0.3692 1.3625 1005 213 2.0007 1.0002 2.0003 0.9955
12 0.5566 0.3691 1.5080 1399 206 1.9997 0.9988 2.0013 1.0002
14 0.6486 0.3805 1.7044 2119 230 2.0046 1.0054 2.0002 1.0014
16 0.7945 0.4049 1.9620 3062 295 1.9991 1.0008 1.9968 0.9988
0.6 10 0.5030 0.3936 1.2781 730 159 2.0007 0.9996 2.0011 0.9988
12 0.5567 0.4027 1.3827 1109 171 1.9997 0.9807 2.0009 0.9981
14 0.6499 0.4229 1.5367 1778 241 2.0048 1.0049 2.0000 1.0009
16 0.7943 0.4696 1.6916 2979 401 2.0003 1.0013 1.9965 0.9989
0.3 10 0.5039 0.4078 1.2358 557 123 2.0009 0.9989 2.0014 1.0002
12 0.5576 0.4183 1.3330 910 148 2.0003 0.9973 2.0010 0.9966
14 0.6487 0.4226 1.4657 1629 248 2.0063 1.0026 2.0007 1.0003
16 0.7874 0.4941 1.5938 2767 492 2.0048 0.9976 1.9978 0.9988
0.1 10 0.5034 0.4124 1.2205 477 115 2.0014 0.9984 2.0013 1.0004
12 0.5566 0.4226 1.3172 875 158 2.0012 0.9964 2.0014 0.9958
14 0.6444 0.4481 1.4379 1546 277 2.0082 0.9998 2.0013 0.9998
16 0.7800 0.5001 1.5597 2765 517 2.0094 0.9934 1.9989 0.9987
#m0 ¼ ð #m01; #m02Þ denotes the case deletion estimator and #m ¼ ð #m1; #m2Þ denotes the restricted EM estimator of
m: d1 and d2 denote, respectively, the distances of the two estimators from Methods I and II to the true
mean vector m0: Let pro ¼ d1=d2: n1 and n2 denote, respectively, the number of those simulations out of
10 000 in which the distances of the two estimators from Methods I and II to m0 exceed 1.0. Denote the
total size of the missing data by kk: r denotes the correlation coefﬁcient.
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7. Simulation
When considering some simulation studies for K ¼ 2; the restricted EM (Method
II) estimator is compared with that obtained by the case deletion method (Method I)
which disregards incompletely recorded units and analyzes only the units with
complete data. At ﬁrst, when the correlation coefﬁcient is ﬁxed, the differences of the
two estimators from the true value are computed as the size of the missing data
changes. Let m0 ¼ ðm01; m02Þ ¼ ð2; 1Þ denote the true value of the mean vector. Let
s21 ¼ s22 ¼ 1:0 denote the variances. Let r denote the correlation coefﬁcient. Let
n ¼ 20 denote the sample size. Table 1 reports results out of 10 000 simulations.
Let #m0ðlÞ ¼ ð #m01ðlÞ; #m02ðlÞÞ0 denote the restricted MLE of the mean vector obtained
by the case deletion method in the lth simulation. Let #mðlÞ ¼ ð bm1ðlÞ; bm2ðlÞÞ denote the
estimator obtained by the restricted EM algorithm in the lth simulation. Let
#m0 ¼ ð #m01; #m02Þ0; where #m01 ¼
P10 000
l¼1 #m01ðlÞ=10 000 and #m02 ¼
P10 000
l¼1 #m02ðlÞ=10 000:
Let #m ¼ ð #m1; #m2Þ0; where #m1 ¼
P10 000
l¼1 #m1ðlÞ=10 000 and #m2 ¼
P10 000
l¼1 #m2ðlÞ=10 000: Let
d1 ¼
P10 000
l¼1 ðj #m01ðlÞ  m01j þ j #m02ðlÞ  m02jÞ=20 000 and d2 ¼
P10 000
l¼1 ðj bm1ðlÞ  m01j þ
j bm2ðlÞ  m02jÞ=20 000: Let pro ¼ d1=d2: Let n1 denote the number out of the 10 000
simulations which satisfy j #m01ðlÞ  m01j þ j #m02ðlÞ  m02jX1:0 and let n2 denote the
number out of the 10 000 simulations which satisfy j bm1ðlÞ  m01j þ j bm2ðlÞ  m02jX1:0:
Let kk denote the total size of missing data. In these simulations, when kk is ﬁxed, it
is randomly decided whether the ﬁrst component of any Yi ¼ ðYi1; Yi2Þ0ði ¼ 1;y; nÞ
is missing or the second component is missing. In every simulation, the iteration
stops at jjmðmÞ  mðmþ1Þjjp105; where mðmÞ is the restricted EM iteration sequence
and #m ¼ mðmþ1Þ: Simulation results are listed in Table 1.
From the simulation, we may see the following results: (i) when the correlation
coefﬁcient r is ﬁxed, the restricted EM estimator is better than the MLE obtained by
the case deletion method as the correlation coefﬁcient increases; (ii) when the number
of missing data is ﬁxed, the restricted EM estimator is better than the MLE obtained
by the case deletion method as the correlation coefﬁcient increases; (iii) although the
estimators obtained both by the restricted EM algorithm and by the case deletion
method approach the true value, the estimator obtained by the restricted EM
algorithm has smaller variance than the case deletion method. Also the restricted
EM estimator is almost unchanged as the starting point changes.
8. Discussion
In the above sections, we propose a restricted EM algorithm under inequality
restrictions in a linear model where the covariance matrix of its error variable is
known. The convergence of the algorithm is proved and a related testing problem is
considered.
In fact, the proposed algorithm can be generalized to the case that the covariance
matrix is unknown using the ECM algorithm of Meng and Rubin [23]. The E-step is
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the same as the proposed algorithm. The only difference is in the M-step. The
convergence and related testing problem can also be continued as the proposed
algorithm. Now, we are trying to generalize the proposed algorithm to a general
model.
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Appendix A
Lemma A.1. If yADM ; then y ¼ ðIK  PMÞy; that is,
y ¼ PðyjLMÞ; ðA:1Þ
where LM ¼ fyARK : b0iy ¼ 0; iAMg:
Proof. For any zALM ; there exists t040 such that y þ hzADM for any jhjot0 [29,
p. 39]. Let f ðhÞ ¼ ðy  y  hzÞ0ðy  y  hzÞ: From the deﬁnition of projection, then
f ðhÞ has a maximum at the point h ¼ 0 and
@f ðhÞ
@h

h¼0
¼ 2ðy  yÞ0z ¼ 0:
By (2), we obtain ðy  yÞ0y ¼ 0 and ðy  zÞ0ðy  zÞ ¼ ðy  yÞ0y þ ðy  zÞ0ðy 
zÞ; and thus y ¼ ðIK  PMÞy: &
Lemma A.2. Let SM ¼ fy : b0iyX0; iAMg and SM be the dual cone of SM ; then
SM-L>M ¼ z : z ¼
X
i
libi; lip0; iAM
( )
: ðA:2Þ
Proof. Without loss of generality, let M ¼ f1;y; mg; mpK : Let A ¼
fb1;y; bm;y; bKg be a nonsingular matrix and a0i ði ¼ 1;y; KÞ be the rows of
A1: For any yASM ; let y ¼ r1a1 þ?þ rK aK ; then ri ¼ b0iyX0 for any iAM and
therefore
SM ¼ fy : y ¼ r1a1 þ?þ rK aK ; riX0; i ¼ 1;y; Kg: ðA:3Þ
If zASM-L>M ; then z ¼ l1b1 þ?þ lmbm: From the deﬁnition of dual cone, y0zp0
for any yASM : From (A.3), we have lip0; i ¼ 1;y; m: If the left set of (A.2)
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contains z; then zAL>M : Since for any yASM ; y
0z ¼ l1r1 þ?þ lmrmp0; then
zASM-L>M : &
Proof of Theorem 2.1.1. The proof has two parts. In the ﬁrst part, the necessary
condition is proved. If yADM ; then y ¼ ðIK  PMÞy from Lemma A.1. From the
deﬁnition of DM ; we know that (7) holds. Since PM ¼ BMðB0MBMÞ1B0M ; (6) holds if
the right set of (A.2) contains PMy: Since PMyAL>M ; only PMyAS

M needs to be
proved. In the following, the reduction to absurdity is used. Assume that PMyeSM ;
then there exists zASM such that
B0MzX0 and z
0PMy40: ðA:4Þ
Let zh ¼ y þ hðz  yÞ; h40: Since yADM and B0My ¼ 0; then B0MzhX0: Because
zh is a continuous function of h; there exists small enough h such that B
0
TMzh40
from B0TMy
40: Hence, zhAD: If (A.4) holds, then
z0hPMy ¼ ðy þ hðz  yÞÞ0PMy ¼ hz0PMy40:
So z0hðy  yÞ ¼ z0hPMy40 which contradicts to (A.1). Therefore, PMyASM holds.
In the second part, the sufﬁcient condition is proved. If (7) holds, then ðIK 
PMÞyADM because B0MðIK  PMÞy ¼ 0 and y ¼ ðIK  PMÞy þ PMy: Again, since
PMy ¼ BMðB0MBMÞ1B0My holds, we know that (6) holds if the right set of (A.2)
contains PMy: By Lemma (A.2), then PMyASM : Because SM*D; we obtain S

MCD

and PMyAD: By Proposition 2.1.1, y ¼ ðIK  PMÞy is the projection of y onto D:
This completes the proof of Theorem 2.1.1. &
Appendix B
Proof of Lemma 5.1. To prove the lemma step by step. First, we want to obtain
jjlðnÞðmÞðoÞ  lðnÞðmð0ÞÞðoÞjjpC1ðoÞjjm mð0Þjj
for any m; mð0ÞADd and C1ðoÞ is a ﬁxed constant only depending on o: Since
jjlðnÞðmÞðoÞ  lðnÞðmð0ÞÞðoÞjj
¼ 1
n
Xm
i¼1
ðYi1ðoÞ  m1Þ2
2s21

Xm
i¼1
ðYi1ðoÞ  mð0Þ1 Þ2
2s21




þ 1
n
Xk
i¼mþ1
ðYi2  m2Þ2
2s22

Xk
i¼mþ1
ðYi2ðoÞ  mð0Þ2 Þ2
2s22




þ 1
2n
Xn
i¼kþ1
ðYiðoÞ  mÞTS1ðYiðoÞ  mÞ



Xn
i¼kþ1
ðYiðoÞ  mð0ÞÞTS1ðYiðoÞ  mð0ÞÞ

;
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for any m; mð0ÞADd; then we have
jjlðnÞðmÞðoÞ  lðnÞðmð0ÞÞðoÞjj
pm
n
jjm1  mð0Þ1 jj
jjm1 þ mð0Þ1 jj
2s21
þ jj
Pm
i¼1 Yi1ðoÞjj
2ns21


þ k  m
n
jjm2  mð0Þ2 jj
jjm2 þ mð0Þ2 jj
2s22
þ jj
Pk
i¼mþ1Yi2ðoÞjj
2ns22
 !
þ n  k
n
jjm mð0Þjjjj
Pn
iþkþ1 YiðoÞjj
2n


þ n  k
2n
jjm mð0Þjj jjS1jjðjjmð0Þjj þ jjmjjÞ;
and
jjm1 þ mð0Þ1 jj ¼ jjm1  m01 þ mð0Þ1  m01 þ 2m01jj
p jjm1  m01jj þ jjmð0Þ1  m01jj þ 2jjm01jj
p 2dþ 2jjm0jj;
where 2dþ 2jjm0jj is a constant. By the same method, jjm2 þ m02jj; jjm1  m01jj;
jjm2  m02jj and jjm m0jj are not larger than 2dþ 2jjm0jj: For a ﬁxed o; by the law of
large numbers, as n-þN;Pm
i¼1 Yi1ðoÞ
m
;
Pk
i¼mþ1 Yi2ðoÞ
k  m ;
Pn
i¼kþ1 YiðoÞ
n  k
 !
-ðm01; m02; m0Þ:
Thus,
Pm
i¼1Yi1ðoÞ=m;
Pk
i¼mþ1Yi2ðoÞ=ðk  mÞ and
Pn
i¼kþ1YiðoÞ=ðn  kÞ are uni-
formly bounded. Then
jjlðnÞðmÞðoÞ  lðnÞðmð0ÞÞðoÞjjpC1ðoÞjjm mð0Þjj
for any m; mð0ÞADd and C1ðoÞ is a ﬁxed constant only depending on o: Second, by the
same method, we have
jjEm0 lðnÞðmÞðoÞ  Em0 lðnÞðmð0ÞÞðoÞjjpC2jjm mð0Þjj
for any m; mð0ÞADd and C2 is a ﬁxed constant. Third, for any e40; partitioning D into
D1; D2;y; DNðeÞ; where NðeÞ is an integer, then for any m; mð0ÞADi ði ¼ 1;y; NðeÞÞ;
we have
jjm mð0Þjjo e
CðoÞ:
Only a m is selected from Di for any i; so mð1ÞAD1;y; mðNðeÞÞADNðeÞ is such that for
a ﬁxed o; by the law of large numbers,
(N; 8n4N; jjlðnÞðmðiÞÞðoÞ  Em0 lðnÞðmðiÞÞðoÞjjoe
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for i ¼ 1;y; NðeÞ: For any m in D; choose a mðiÞ from the above where both m and
mðiÞ belong to the same Di: Thus,
jjlðnÞðmÞðoÞ  Em0 lðnÞðmÞðoÞjj
¼ jjlðnÞðmÞðoÞ  lðnÞðmðiÞÞðoÞ þ lðnÞðmðiÞðoÞÞ
 ElðnÞðmðiÞðoÞÞ þ ElðnÞðmðiÞÞðoÞ  ElðnÞðmÞðoÞjj
pjjlðnÞðmÞðoÞ  lðnÞðmðiÞÞðoÞjj þ jjlðnÞðmðiÞÞðoÞ  ElðnÞðmiÞðoÞjj
þ jjElðnÞðmðiÞÞðoÞ  ElðnÞðmÞðoÞjj
p2CðoÞjjm mðiÞjj þ e
p2CðoÞ e
CðoÞ þ e
¼ 3e:
That is, there exists an integer N such that for any n4N;
sup
mADd
jjlðnÞðmÞðoÞ  Em0 lðnÞðmÞðoÞjjo3e:
So as n-þN; supmADd jjlðnÞðmÞ  Em0 lðnÞðmÞjj-0:
This completes the proof of Lemma 5.1. &
Proof of Lemma 5.3. Lemma 5.2 tells us that
lim
n-þN Em0 lðnÞðm0ÞðoÞ4 supmADd0
lim
n-þN Em0 lðnÞðmÞðoÞ

 
:
Let d ¼ limn-þN Em0 lðnÞðm0ÞðoÞ  supmADd0 ðlimn-þN Em0 lðnÞðmÞðoÞÞ: By Lemma 5.1,
for d=240; when n is large enough, lðnÞðmÞðoÞolimn-þNEm0 lðnÞðmÞðoÞ þ d=2 for a
ﬁxed o and any m in Dd0 : So
lðnÞðmÞðoÞo lim
n-þN Em0 lðnÞðm0ÞðoÞ  d þ d=2:
And also when n is large enough, lðnÞðm0ÞðoÞ4limn-þN Em0 lðnÞðm0ÞðoÞ  d=2: That
is, there exists an integer N such that for any n4N and any mADd0 ; we obtain
lðnÞðmÞðoÞolðnÞðm0ÞðoÞ:
This completes the proof of Lemma 5.3. &
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