A method to improve the lower bounds for Ramsey numbers R(k; l) is provided: one may construct cyclic graphs by using cubic residues modulo the primes in the form p = 6m + 1 to produce desired examples. In particular, we obtain 16 new lower bounds, which are R(6; 12) ¿ 230; R(5; 15) ¿ 242; R(6; 14) ¿ 284; R(6; 15) ¿ 374;
Main results
The determination of Ramsey numbers is a hard problem in combinatorics [3] . In 1955 Greenwood and Gleason [2] utilized cubic residues mod 13 and quadratic residues mod 17 to construct cyclic graphs and thus obtained the inequalities R(3; 5) ¿ 13 and R(4; 4) ¿ 17: After proving that R(3; 5) 6 14 and R(4; 4) 6 18 they determined the Ramsey numbers R(3; 5) = 14 and R(4; 4) = 18. Afterwards many people investigated the lower bounds of Ramsey numbers using quadratic residues modulo a prime number p: As far as we know, no other people have studied the lower bounds of 2-colored Ramsey numbers by using cubic residues.
In [4, [7] [8] [9] [10] [11] [12] we contructed cyclic graphs of prime orders and obtained better lower bounds of some Ramsey numbers. Some results such like R(4; 12) ¿ 128 were obtained by cubic residues modulo a prime number. Based on these works we improve the algorithm to compute lower bounds of 2-colored Ramsey numbers by using cubic residues. In this article, we report some new results, which are summarized in the following theorem. The results with ' * ' have no previous records. The ÿrst 9 results have been announced in [10] . This paper provides the details of the algorithm and gives a proof of Theorem 1.
Basic properties of the graph G p (S i )
Let p be a prime number in the form 6m + 1 where m is an integer greater than 1. For two integers s ¡ t let [s; t] denote the set {n ∈ Z | s 6 n 6 t}: Let g be an integer which is a primitive element in the ÿnite ÿeld F p : Let Z p denote [ − 3m; 3m]: Then Z p is a complete system of residues of integers modulo p: An integer n shall be understood to be an element n ∈ Z p such that p|n − n if the context makes it clear.
Let
The multiplicative group Z * p is a cyclic group of order 6m; in which A 0 is a subgroup of order 2m: A 0 is exactly the set of all cubic residues mod p and
We make a convention that for any integer n; A n always means A i in which n ≡ i (mod 3): Lemma 1 (Su et al. [8] ). For all i; k ∈ [0; 2] the following statements hold:
1. a i ∈ A i if and only if a i A k = A i+k : 2. −A k = A k ; i.e., a k ∈ A k if and only if −a k ∈ A k :
Let V = Z p denote the set of vertices of the complete graph K p of order p and let E denote the set of edges of K p : Let E = E 1 ∪ E 2 be the partition of E in which Lemma 1 implies that for a 0 ∈ A 0 and for any j ∈ [0; 2];
x − y ∈ A j if and only if
Thus, we have the following:
From Deÿnition 1 we know that
It follows from Ramsey's theorem that the following statement holds. In the remaining part of this section the index i is always equal to 1 or 2. Let us introduce a parameter k in the following way: when i = 1 the only choice of k is 0 and when i = 2; k can be either 1 or 2 (it will be explained later about how to make choices). By Lemma 1 we may replace (1) by S i = A k ∪ A 2k ; which turns out to be more convenient for our purpose. It is easy to see that the following statements hold:
1. a ∈ B i if and only if both edges {a; 0} and {a; e} are S i -colored.
2. An edge of G p [B i ] from x ∈ B i to y ∈ B i is S i -colored whenever x − y ∈ S i : 
Proof. If B i = ∅ the theorem is evidently true. Hence we may assume that B i = ∅:
Assume that [S i ] = q + 2 ¿ 3: Then there is a q + 2 clique D * = {x 1 ; x 2 ; : : : ; x q+2 } in G p (S i ): There are two cases:
Case (1). There are two elements
by Lemma 2 and the image f(D * ) = {0; e; f(x 3 ); : : : ; f(x q+2 )} is still a q + 2 clique of
If i = 1 then k = 0 by deÿnition and x 2 − x 1 ∈ A k always holds. Therefore the proof is completed if i = 1: If i = 2 we need to consider one more case.
Case (2). i = 2 and x − y ∈ A 2k for all x; y ∈ D * :
Thus D This theorem reveals us that the computation of the clique number of G p (S i ) can be reduced to that of its subgraph G p [B i ]; which is much simpler.
The basic properties of
If there is an a ne transformation f(x) = a 0 x+b(a 0 ∈ A 0 ; b ∈ Z p ) that carries the subset {0; e; x 1 } into {0; e; x 2 }; then we say that x 1 and x 2 are linearly related and denote
Lemma 3. The relation of being linearly related in M i is an equivalence relation. Moreover; every equivalence class is a subset of six elements in the form {a; e 2 a −1 ; ea −1 (a − e); ea(a − e) −1 ; e 2 (e − a)
with the following two exceptions:
(1) When 2e ∈ M i ; there is a unique class {2e; 2 −1 e; −e} with three elements. (2) When a(e − a) = e 2 ; there is a unique class {a; e − a} with two elements.
Proof. It is easy to verify that ∼ is an equivalence relation. Note that for any a ∈ M i ; there are only six a ne transformations that carry the set {0; e; a} to {0; e; b} for some b ∈ M i . They are
For ÿxed a let {f j (0); f j (e); f j (a)} = {0; e; b j }; 0 6 j 6 5: If b 0 ; : : : ; b 5 are mutually distinct then the set {b 0 ; : : : ; b 5 } of six elements is in the form of (2) It is easy to see that B 1 = M 1 but M 2 is a proper subset of B 2 : Noting that e = g k ∈ A k we may deduce from Lemma 1 that 
If a contains 2 elements, then
a ≺ e − a; 
Theorem 4.
[
Proof. It is immediate by the deÿnition that the q + 1 elements in an (B i ; ≺) . From the rule of ordering the start point of this chain must be a. Since a ∈ RE(M i ) ⊂ N i ; the right-hand side of (3) is greater or equal to q + 1 = [B i ] and this concludes the proof of the theorem.
A method to obtain lower bounds for small Ramsey numbers
The idea of our method is as follows: First we construct a cyclic graph G p (S i ) according to Deÿnition 1. Then we compute the clique number of G p [B i ] by using Lemma 5 or Theorem 4 and thus determine the clique number of G p (S i ) by Theorem 3. Finally, we obtain the desired result by Theorem 2. The algorithm is described as follows:
Step 1: Choose a prime number p = 6m + 1 ¿ 13. Let Z p = [ − 3m; 3m] and ÿnd a generator g of the multiplicative group Z * p .
Step 2: Set S 1 = A 0 = {g 3j ∈ Z p | j ∈ [0; 2m − 1]} and set i = 1; k = 0. Go to Step 4.
Step 4: Set e = g k ; A k = eA 0 ; B i = {x ∈ S i | x − e ∈ S i }; M i = {x ∈ A k | x − e ∈ A k }. If B i = ∅ then we get [B i ] = 0 and go to Step 9.
Step 5: If M i = ∅ then determine the equivalence classes in M i by virtue of Lemma 3 (when i = 1) or Lemma 4 (when i = 2).
Step 6: Determine RE(M i ) and set
. Find the number of elements d i (a) of the set {x ∈ B i | x − a ∈ S i } for every a ∈ N i . If max{d i (a) | a ∈ N i } = 0 then [B i ] = 1 and go to Step 9.
Step 7: Construct the totally ordered set (B i ; ≺) in terms of Deÿnition 5.
Step 8: Find l i (a) for every a ∈ N i in terms of Deÿnition 6 and determine [
Step 9:
Step 3.
Step 10: Conclude that R(q 1 ; q 2 ) ¿ p + 1 and the algorithm terminates.
Here we give a few examples. First note that x ∈ S i if and only if −x ∈ S i by Lemma 1. Let S Proof. Take p = 13 and g = 2. We obtain S 
The proof of Theorem 1
Since the algorithm described in the previously section has high e ciency, we were able to apply it to the prime numbers p = 6m + 1 with 13 6 p 6 1213 and special values p = 1303 and 1327. For each such p; we computed the corresponding values of q 1 and q 2 to obtain the inequality R(q 1 ; q 2 ) ¿ p. The results are summarized in Table 1 . 13  2  3  5  277  5  6  16  613  2  6  18  967  5  7  21  19  2  4  5  283  3  6  14  619  2  6  19  991  6  9  19  31  3  4  7  307  5  8  14  631  3  8  17  997  7  8  22  37  2  4  8  313  10  6  16  643  11  8  17  1009  11  9  23  43  3  4  8  331  3  6  15  661  2  10  17  1021  10  8  20  61  2  4  9  337  10  6  15  673  5  8  17  1033  5  8  21  67  2  4  9  349  2  9  14  691  3  6  25  1039  3  6  22  73  5  5  9  367  6  6  16  709  2  6  19  1051  7  10  19  79  3  4  10  373  2  6  15  727  5  6  20  1063  3  7  21  97  5  6  9  379  2  6  18  733  6  6  22  1069  6  6  22  103  5  6  10  409  21  8  19  739  3  8  18  1087  3  9  20  109  6  6  10  421  2  8  15  751  3  6  20  1093  5  8  20  127  3  4  12  433  5  6  16  757  2  7  19  1117  2  8  21  139  2  5  11  439  15  8  15  769  11  9  18  1123  2  7  22  151  6  6  12  457  13  8  16  787  2  9  19  1129  11  10  20  157  5  6  12  463  3  6  17  811  3  7  21  1153  5  8  21  163  2  7  11  487  3  8  16  823  3  9  19  1171  2  8  21  181  2  6  12  499  7  6  17  829  2  8  20  1201  11  7  22  193  5  5  14  523  2  9  17  853  2  8  21  1213  2  7  21  199  3  5  14  541  2  6  19  859  2  8  19  1303  6  9  20  211  2  6  12  547  2  6  17  877  2  6  20  1327  3  8  21  223  3  8  12  571  3  9  17  883  2  6  21  229  6  6  12  577  5  8  18  907  2  7  19  241  7  5  15  601  7  6  18  919  7  10  19  271  6  6  15  607  3  10  17  937  5  10  19 Among the results of Table 1 we select the ones that ÿt our need to form the content of Theorem 1. Since the algorithm has been explained in the previous examples, its description will be omitted in the proof of the theorem. Instead, we list the values of the prime numbers p; the relevant minimal positive primitive root g and the ÿrst longest 
