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In a footnote to a short early paper (1844) G. Eisenstein gave an “analytic solution” of the 
general quintic equation. We discuss this remark in relation to the well-known work of 
Hermite (1858) and Kronecker (1861). We also discuss Eisenstein’s solution from the point 
of view of Riemannian function theory. 8 1990 Academic press, IIIC. 
In einer FuDnote zu einer kurzen, frtihen Arbeit (1844) gab G. Eisenstein eine “analy- 
tische Losung” der allgemeinen Gleichung ftinften Grades an. Wir e&tern diese Be- 
merkung in Bezug auf die bekannteren Arbeiten Hermites (1858) und Kroneckers (1861). 
Wir erliiutem such die Eisensteinsche Losung vom Standpunkt der Riemannschen 
Funktionentheorie aus. o 1990 Academic press, IIIC. 
G. Eisenstein a don& dans une apostille a une oeuvre de jeunesse (1844) une “resolution 
analytique” de I’tquation gtnerique du cinquieme degre. On discute cette remarque 
a Yegarde des oeuvres bien connues de Hermite (1858) et Kronecker (1861). On dtveloppe 
aussi la solution d’Eisenstein a I’aide des techniques de la theorie des fonctions rieman- 
nienne. 0 1990 Academic Press. Inc. 
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The purpose of this note is to discuss a remark concerning the solution of the 
quintic equation in an early paper [1844a] of Ferdinand Gotthold Max Eisenstein 
(1823-1852). In this paper Eisenstein clarifies and unifies the classical solutions of 
the general equations of degree up to 4. He forms invariants A, B, . . . , Fin the 
coefficients and then shows how, in terms of these, the general equation can be 
solved through the introduction of the functions cp (the square root) and I+II (the 
cube root). Eisenstein then remarks that one can give the solutions of the quintic 
in a similar form if one makes use of the function x, where 
xw + X04 = A, 
and he gives, in a footnote, the following expressions for A: 
A’ Al3 A” 
x(A) = A - A5 + 10 r - 15.14 3’ + 20.19.18 qr - in.inf. 
= $(A - +(A - in.inf.)). 
These expressions are very interesting and will be discussed from a function- 
theoretic viewpoint below. They give an “analytic” solution of the quintic, but 
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one which attracted very little interest at the time, although it may have drawn the 
attention of Eisenstein’s contemporary and fellow student in Berlin, Leopold 
Kronecker (1823-1891) to the theory of the quintic equation. 
In 1858 Charles Hermite (1822-1901) published his famous solution of the quin- 
tic [1858]. This attracted a great deal of attention at the time, chiefly because of the 
aura of mystery which modular functions then had. Modular functions had been 
constructed, following Carl Gustav Jacob Jacobi (1804-1851) from theta func- 
tions, and their properties from this point of view are astonishing. The function- 
theoretic viewpoint had not yet been established; this was to be one of the major 
achievements of the coming decades. Indeed the famous book of Felix Klein 
(1849-1925) on the icosahedron [ 18841, which was directly inspired by Hermite’s 
work, played an important role in this development. The actual solution of the 
quintic by modular functions had been of little direct use either numerically (a 
major consideration at the time) or theoretically. On the other hand there followed 
a very rapid development, not only of the theory of modular functions, but also of 
algebraic theory of equations with group theory taking over a central role. The 
reader should compare the situation represented by Eisenstein’s and Hermite’s 
papers with the beautiful and unified treatment given in the wonderful Algebra of 
Heinrich Weber (1842-1913)-especially Band 2 of 1896. 
We shall now leave this development, which is fairly well known, and return to 
Eisenstein. His brief paper leaves many questions open. First of all he does not 
refer to George Birch Jerrard (1804-1863) (or Erland Samuel Bring (1736-1798)) in 
asserting that the equation can be reduced to the Bring-Jerrard form. This is not 
surprising, for it was not normal practice at that time to give copious references, 
and the work of Jerrard had appeared a few years earlier (1832-1835). The Berlin 
mathematicians had apparently good relations with their British colleagues of the 
time. Jacobi, who was one of the leading mathematicians in Berlin at the time and 
who presumably influenced Eisenstein, travelled to England in July 1842; this was 
one of the first contacts of this sort and can be seen in connection with the new 
railway era. It is also interesting in this connection that Ernst Eduard Kummer 
(1810-1893) (in Breslau at this time but from 1855 in Berlin) in a letter to 
Kronecker (25.7.1862) discusses various British mathematicians. At any rate 
there seems to be no reason to assume that Eisenstein was not aware of Jerrard’s 
work. 
The next point is Eisenstein’s remark that one can give analogous formulae to 
those in the lower-degree cases for the solution of the general quintic. The reduc- 
tion to the Bring-Jerrard form follows from the use of Tschirnhausen transforma- 
tions, a method which had been known for 150 years (and Bring’s work itself dates 
from 1786). However, it is not at all easy to use the standard treatments for a 
specific example. One can understand Eisenstein’s paper as giving an algorithm 
for the solution of the equations of degrees up to 4 once the functions cp and $I have 
been tabulated. Eisenstein in effect claims to have an effective algorithm for the 
computation of solutions of the quintic once x has been tabulated. This is compli- 
cated by the fact that x is not single-valued (as Eisenstein implicitly recognizes)- 
however, it is single-valued as a real function and its tabulation here, the main 
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case of practical interest, would then have meant that one could at least reduce the 
degree of the equation to 4. It was a difficult problem at that time to provide rapid 
methods for the solution of equations of higher order effective with the computa- 
tional techniques then available. The Bring-Jerrard reduction has been very 
clearly described by Perron in [1933, Sects. 16.441. We recall the technique briefly 
here. Let the equation in question be 
&x5 + @X4 + u3x3 + a22 + al x + a() = 0 
and consider with b = (b4, b3, b2, br , bo) the polynomial 
f(b, x) = b4x“ + b 3x3 + bzx2 + b, x + bo. 
We wish to arrange that, if x is a solution of the first equation thenf(b, x) satisfies 
an equation of the form 
f5 + Ajf+ A0 = 0. 
Let @j(a) be thejth symmetric function of the roots of the original equation, and let 
oj(u, b) be the jth symmetric function of thef(b, x). Then oj(a, b) is a homoge- 
neous polynomial of degree j in b and the coefficients can be computed without 
too much trouble. Then, by Newton’s formulae the conditions that the b have to 
satisfy are 
cj(a, b) = 0 (j= 1,2,3). 
These define a curve in the four-dimensional projective space in which the b’s lie, 
and it is easy to see that this curve is projectively equivalent to a plane curve of 
degree 6. Presumably this curve is in general of genus 10. At any rate it is easy to 
see that if the base field is not of characteristic 2 or 3 then there exists an extension 
of degree 6, a quadratic extension followed by a cubic one, so that this curve has 
at least one point over this field. Such points, and therefore the corresponding b’s, 
can be found explicitly. This shows the existence of such b’s, and indeed of many 
such points, in the sense that there exist such outside any proper algebraic subset. 
This last remark is useful in various arguments. It indicates however that there is 
no canonical choice of b. It is not clear from Eisenstein’s remarks whether he had 
found a “best possible” solution b which could then be included in an extrapo- 
lated list of invariants of the form he gave for the lower degree cases, or whether 
he made a choice like the standard one (as in, e.g., [Perron 1933, 901). This 
particular indeterminateness is one of the reasons why this method is of limited 
practical application. Related to this is also the fact that the calculations are 
extremely tedious. 
In this connection it is worth recalling that in Kronecker’s approach [Klein 
1884, 157ff.; Kronecker 18611 (as developed by Brioschi) the Bring-Jerrard form 
plays no significant role. Instead Kronecker forms a “resolvent,” that is, a ra- 
tional function of the roots with certain symmetry properties. The coefficients of 
this expression are of the form sin(2nnlS). Its square satisfies an equation of 
degree 6 which is essentially a modular equation (Jacobi equation). In this way a 
more canonical approach can be given. 
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In his discussion of the formulae for the solution of equations of lower degree 
Eisenstein was led to introduce the quantities he denotes by A, . . . , F. These 
have invariant or covariant character and Eisenstein promises a discussion of 
these properties in a later paper. He never fulfilled this promise, but these ideas 
reappear in his theory of binary cubic forms (see [Eisenstein 1844b,c,d]). This was 
one of Eisenstein’s most beautiful creations and the further development of the 
theory of forms of higher degree was one of the major achievements of the second 
half of the 19th century. 
To conclude this note we shall discuss properties of the function x which 
Eisenstein introduced above. This may be done by the methods of Riemannian 
function theory. The power series expansion of the function x can be most easily 
deduced from the Lagrange-Biirmann theorem [Whittaker & Watson 1947, 128- 
1331. Eisenstein had apparently rediscovered this theorem for himself-in [Eisen- 
stein 1844e] he gives the power series expansion of ,$ as a function of 7, where 
which is also an application of the same method. He says of these series at the end 
of this paper: “Die hier aufgestellten Reihen waren ein erster mathematischer 
Versuch in meinem fiinfzehnten Jahr”. Eisenstein’s method is elementary and is 
based on the following observation. If g(x) = CjzJ ajx’ is a Laurent series we write 
Res(g) = amI. Let h(x) = ZXjzl bjxj with bl # 0 be a power series and let g*(x) = 
g(h(x)) * h’(x), where h’(x) denotes the formal derivative. Then one has 
Res(g) = Res(g*). This is easily proved by noting that if 1 # -1 then 
Res(h(x)%‘(x)) = Res(d(h(x)‘+‘ldx))l(l + 1) = 0, 
as the derivative of a Laurent series contains no term in x-l, and from this special 
case the general result follows immediately. If now p(x) and Jl(x) are power series 
with ~(0) # 0 and $(x)~($(x)) = x and if thejth coefficient of 9 is cj, then one has 
Cj = Res($‘(x)/xj)/j 
= Res(~(x)-j~(Jl(x))jJI’(x))lj 
= Res( y -icp< y)j)/j. 
The first step is a direct substitution and the second uses the property of the 
residue noted above. From the final expression it is not difficult to compute cj in 
terms of the coefficients of cp. The usual proof of the Lagrange-Biirmann method 
uses the same idea but couched in terms of complex integration. 
Using this method we represent x as a complex integral as follows. Let F(z) = 
z5 + z. Then 
x(y)j = -.!- \ 
I  
zJF (‘) dz, 
2wi c (F(z) - Y) 
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where C is a small loop about the origin so that y lies in the interior. The right-hand 
side can be expanded as a power series and we find 
x(y)’ = j . C (-l)k (~~k+~J~,:j! y4k+j. 
k>O . . 
When j I 7 or j = 11 the actual series takes on a slightly simpler form due to 
cancellations which take place. 
Next note that F(z) - y has double zeros when y4 + 44/55 = 0. It follows that X 
can be analytically continued to the universal cover of @ - (~1, ~2, ~3, u4}, where 
UI,. * *, ~4 are the solutions of y4 + 44/55 = 0. Actually as x(z)~ + X(z) = z it 
extends to a covering of degree at most 5, and it will be our objective to describe 
this a little more precisely. 
We let R be the set {p: p4 + 1 = 0} and r = 4/5 5’4. For y near 0 there is a solution 
X?(y) of &(X?(y)) = y with x,Jy) near q E R. This can be represented by a similar 
integral to the one above except that the integral is now taken around a small loop 
around 7. We see that in a neighborhood of 0 there is a power series expansion for 
x,.,(y) of the form 
X~J(YY = 71j + aj.l(V)Y + aj,2(77)Y2 + . * 9 
where aj,k(q) is the residue of (5z4 + 1)(z4 + l)-k-l~j-k-l at r]. Note here that 
$-‘aj,k(q) does not depend on 7 and we can therefore write Uj,k(q) = qjmk * uj,k . It 
is possible to determine any specific uj,k from the description of this as a residue, 
by replacing the integral around a loop by the integral along the two coordinate 
semiaxes bounding the quarter-plane in which r) lies. We shall describe another 
method which is illuminating in respect to the original problem. 
This is the method of Fuchsian differential equations. From the power series 
expansion of X it is clear that it satisfies a fourth-order differential equation, 
namely, 
which when written out in standard form is 
(1 + y-4y4);y(iv) + 562-Ty3X”’ + 54 . 117 . 2-8y2X” + 54 . 51 * 2-‘yX’ 
- 231 . 5 . 2-8X = 0, 
where r is as above. Again we see that the singular points of this are r . p with 
p E R. We observe that X cannot be a rational function. If it were then, as the 
coefficients of the power series expansion are rational, this rational function 
would have rational coefficients. It follows that F(z) - y would have a linear 
factor over Q for almost all rational y. However, it is clear from Gauss’ lemma 
that for integral y the equation has a linear factor for 0( Y1’s) of the y with IyI 5 Y. 
Consequently there must exist an 7’ E R so that after analytic continuation 
anticlockwise around 17 E R the function x has become x,,, . Thus this function also 
satisfies the differential equation above. As the dependence of the coefficients of 
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the ul,k on r) shows that xi,(@) = ix,(y) we see that all these functions satisfy the 
differential equation. 
It is easy to write down a basis of solutions for this differential equation; these 
we take to be 
w  + 3)/4)) 
c 
r(5k + 1 + S(j - 1)/4) 
dy) = r((5j - 1)/4)) k>O lyk + I + (j - 1)/4)(4k + j)! 
(- l)ky4k+j 
for j = 0, 1, 2, 3. We have that pj(y) = yj + 0(yjf4). It follows that x = cpt . We 
shall now determine the monodromy of this differential equation and the expres- 
sion of the xr, in terms of the qj. We have, for a fixed q, 
xv = 77~0 + awl + a2cp2 + a3cp3 
and our first goal is to determine the ai. This is easily done using the equation 
x,(yy + x,(y) = y and the fact that x,(y) = 71 + sly + a2y2 + a3y3 + 0(y4>. We 
find 
x,(y) = vp,oo - 4-$0, + 5 . 32-‘q3p2 + 5 * 32-‘n2q3 
and in particular we have determined the power series expansion of x,, at 0. 
The characteristic exponents of the differential equation at one of the singular 
points r * 5, 5 E R, are 0, I, 2, $ and at UJ they are -Y-, -I, -3, 4. We fix 0 as the 
base point for the fundamental group. We let C, be the monodromy of a positively 
oriented loop around r-5, where 5 E R, and C, that taken around CC which pro- 
gresses out to a large circle along the real axis. Then we see from the information 
above that 
Tr(C,) = 2 
Tr(C,) = - 1 
CT;= 1 
c-i = 1 
and from the usual geometry of the fivefold punctured sphere one has 
where 51, 52, 53, 54, are the elements of R taken counterclockwise and arg(<,) = 
d8. 
We can also pursue these remarks using the x,, as a basis of the space of 
solutions of the differential equation. Note that 
On the other hand the monodromy group has a permutation representation on the 
x, x1,. Since the trace of Cr is 2 it operates as a transposition. Likewise C, acts as a 
nontrivial 5-cycle. Since y t-, iy is an automorphism of our system we see that 
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for some 8 so that a4 = 1, and 6 does not depend on 5. 
We shall show that 8 = 1. For this purpose fix r) E R and note that F&t) = 
(S - s5)q. The function (S - s5) has a maximum of Y at 5-‘j5. Thus we see that 
x((s - s5)v) = sr) for 0 5 s 5 5~“4. In particular x(q) = 5-“4. Likewise we see 
that x,((s - s5)q) = sq for 5-“4 5 s I 1. Therefore we have also that x,(q) 
= 5-“4. From this it follows that 8 = 1 since C,, has to have the property that 
when it is analytically continued to rr) it has the same value as x there. This 
has now determined the action of the monodromy group on the x7. 
We can use the same methods to give a little more information on the behavior 
of the x,, at the rr). The equation F(y) - q has a double zero at 5-“47). The other 
three zeros are easily determined; they are {a, 5, p} . 5Y”477,, where LY, (11 are the 
pair of complex conjugate roots of x3 + 2x? + 3x + 4 and p is the real root. Note 
that /3 is negative. We shall suppose that Im(a) > 0. 
Now let cj = v-jqj(q). This does not depend on the choice of 7) and by the 
power series expansion it is a real quantity. In view of the linear equations ex- 
pressing xs in terms of the pj we can now solve for the cj. To do this we note that 
xs(-r$/v has to be real and is therefore equal to p. Let A = xJir$/q. This is 
either equal to (Y or (Y. We find that 
co = -l/(4 * 5”4), 
C’ = 1, 
and 
c2 = 32(/3 + 1)/2 - 5”4 
c3 = 16/55’4 + 2 * 5-‘.4 . Im(A). 
On the other hand c3 is, by definition, equal to 
and as the power series converges for 1x1 < 1 and as all the terms, after multiplica- 
tion by qe3, are positive we see that c3 > 0. This means, as we see on computing (Y 
that A = (Y and thus c3 is also completely determined. This argument also shows 
that the series in x defining v-jpj(qx) has radius of convergence equal to r and 
actually converges at r. This has in particular determined all the x,(r)’ . r). 
We can now summarize these considerations as follows. The x and x1, (v E R) 
are five solutions of a Fuchsian differential equation of order 4. These functions 
span the space of solutions and x + &, = 0. The monodromy group of the 
differential equation is & (the permutation group on 5 elements) and it is gener- 
ated by the C5 (4 E R) which represent positively orientated loops around the four 
“finite” singularities at r[. The action of these is given by transpositions 
c,x = XS? ClXl; = x 
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and C, acts trivially on the other xv. One has also that 
5%pX,(&rq) = 1 if&=1 
=(Y ifE=i 
= P if&=-l 
=(Y if E = -i. 
It also follows from this that 
x(q) = 5-“‘4r). 
The iterative procedure given by Eisenstein for the computation of x(h), 
namely, x k (A - x)1/5 is of use for a domain of A containing {A E @ 1 IAl > 8 5’4} but 
not containing 0 where it is convergent. For these values this procedure converges 
well, especially for large A, but it requires a method of extracting fifth roots, 
which, in Eisenstein’s time, was not convenient. Thus one should consider Eisen- 
stein’s assertion as being mainly of symbolic value. The computationally simpler 
iteration, x I+ A - x5 is effective for small A. It clearly converges to x(A) which 
shows incidentally that the Taylor coefficients of x(A) are integral. 
It is worth remarking that similar arguments can be applied to the functions xj, 
x,,j. In most cases these functions are solutions of nonhomogeneous linear differ- 
ential equations so that certain modifications are necessary. However, most of the 
properties of interest of these functions follow immediately from those discussed 
above. The one fact of some interest is the power series expansions of the xi. 
These we can represent, as indicated above; we find from the integral representa- 
tion above that the coefficient of zk of x’, is equal to $k times the residue of 
zj-k-l (1 - 5z4)/(1 - z!)~+’ at 1. This is then equal to -$k/4 times the residue of 
(5~ - 4)(1 - U)C-W-I/Uk+l at u = 0 or, in other words, the coefficient of 
vk in the expansion of (5~ - 4)(1 - u)(j- k)‘4-‘. By the binomial theorem, this 
coefficient is equal to 
-pj * I-((%4 - J/4)/4 . I-(1 +(k - J/4) . k! 
This is to be given the natural interpretation if the denominator has a pole. 
Naturally these considerations can be generalized considerably to other classes 
of equations of the form F(x) = z. In fact the special form of the function F played 
almost no role in our considerations. 
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