Abstract Knowledge of the geometric properties of fractures and cracks in a petroleum reservoir is important to reservoir exploitation. When aligned and partially connected, fractures and cracks can act as conduits for fluid flow and thus can significantly increase the permeability of the reservoir. The aligned fractures and cracks, on the other hand, are an effective means to generate seismic anisotropy. In this study, we utilize the seismic data recorded by a vertical array installed in a shallow borehole at a shale play site in southwest China. By applying seismic interferometry to the ambient noise data recorded by 12 threecomponent geophones, we extract P and S waves propagating vertically along the borehole. The S waves show up to 20% velocity variations with respect to their polarization directions. Such large S wave anisotropy can be explained by the horizontal transverse isotropic model and is likely caused by natural fractures that are widely present in the area and align approximately in the NE-SW direction. During the 13-day period of hydraulic fracking treatment, we also observe large and systematic temporal variations in S wave velocity, degree of S wave polarization anisotropy, and fast polarization direction. By comparing our observations with normal strain changes calculated with a half-space elastic model, we speculate that strain changes induced by hydraulic injection and fracturing are likely to be responsible for the observed temporal variations in seismic anisotropy. As such, seismic interferometry with shallow borehole acquisition might provide an alternative means to monitor hydraulic fracturing and wastewater injection in the future.
Introduction
Fractures and cracks are found to exist pervasively in outcrops and are also well observed in samples of crustal rocks in laboratory investigations (e.g., Nur & Simmons, 1969) . While their presence within rocks can significantly affect the bulk properties of the rocks, the fractures and cracks are of great importance for hydrocarbon reservoirs. Highly fractured rocks are necessary for good hydrocarbon reservoirs, as they possess enough porosity and permeability to store and transport hydrocarbons. Hence, knowledge of the density and geometric properties of the fractures and cracks, as well as their inclusions in reservoir rocks, is important to petroleum exploitation (Willis et al., 2006) .
The presence of fractures and cracks in a rock can alter the rock's seismic properties (e.g., Hudson, 1980) . In particular, their alignment can also result in seismic anisotropy, that is, seismic waves travel at different velocities that depend both on their propagation and polarization directions. While excessive stress can generate fractures, stress can also selectively close and open cracks in certain directions (maximum and minimum compressional stress directions), leading to the alignment of fractures and cracks. As such, seismic anisotropy has been widely used to infer the subsurface stress field as well as the geometric properties of fractures and cracks (e.g., Baird et al., 2017; Boness & Zoback, 2004; Ding et al., 2017; Far et al., 2014) . For example, vertical cracks are expected to become dominant below a critical depth of 0.5-1 km when the minimum compressional stress direction starts to lie in a horizontal direction (Crampin & Chastin, 2003) . In such a medium with vertically aligned cracks, seismic anisotropy is often observed (Baird et al., 2017; Ding et al., 2017) .
Polarization seismic anisotropy is often measured with two parameters-the fast polarization direction ϕ f and delay time δt between the fast and slow directions-from the splitting of nearly vertical-incidence S waves, such as the local S waves and teleseismic SKS waves (e.g., Adelinet et al., 2016; Silver & Chan, 1991; Teanby et al., 2004; Wuestefeld et al., 2011) . The fast polarization direction is usually parallel to the orientation of the vertical cracks, and the delay time is related to the crack density. Because of its long wavelength, the teleseismic SKS wave is insensitive to fractures and cracks at shallow depths and is mostly used to estimate seismic anisotropy in the upper mantle. S waves from local earthquakes are of relatively high frequency and provide means to measure crack-induced seismic anisotropy in the shallow crust. This approach, however, depends on the distribution of earthquakes and is restricted to areas with abundant local seismicity.
Recent developments in seismic interferometry of ambient noise or coda wave data have shown that seismic imaging is no longer restricted by the availability of earthquakes in the desired location. The cross-correlation function tensor (CCFT) of ambient noise data recorded simultaneously at two receivers is an estimate of the Green's function between them (Gouedard et al., 2008; Shapiro & Campillo, 2004; Shapiro et al., 2005; Wapenaar et al., 2010) . When borehole seismic arrays are available, one can extract the S wave Green's functions from noise cross-correlation functions between pairs of receivers located at different depths (Lewis & Gerstoft, 2012; Miyazawa et al., 2008; Nakata & Snieder, 2012a) . S wave anisotropy is obtained by examining velocity differences of the vertically propagating S waves along different polarization directions. The effectiveness of this method has been demonstrated by several studies using ambient noise data recorded by collocated surface and borehole receivers around the world (Chen et al., 2017; Lewis & Gerstoft, 2012; Miyazawa et al., 2008; Nakata & Snieder, 2012a , 2012b Takagi & Okada, 2012; ) .
By applying the seismic interferometry analysis on data over a certain period, one can also estimate the temporal variations of seismic anisotropy and hence the evolution of fractures through time. Indeed, several recent studies employed the time-lapse ambient noise interferometry analysis to investigate temporal The rose diagrams show the distribution of the orientations of the maximum compressional stress (SHmax) and the strikes of natural cracks . The length of the bars is proportional to the numbers of observations that are along the direction of the corresponding bars. variations of seismic anisotropy associated with large earthquakes and their potential connections with coseismic changes of stress and fluid pressure (Durand et al., 2011; Nakata & Snieder, 2012b; Saade et al., 2017; Takagi & Okada, 2012; Tonegawa et al., 2013) . On the other hand, using human-controlled processes, such as hydraulic fracturing of hydrocarbon reservoirs, might be a better way to quantify the relationship between temporal variations of seismic anisotropy and changes of subsurface fractures. Some studies used S wave splitting of microseismic events to characterize the evolution of crack properties throughout the hydraulic stimulation process (Adelinet et al., 2016; Baird et al., 2013) . Riahi et al. (2013) applied a three-component beamforming algorithm to ambient noise recorded at receivers above underground gas storage in the Paris Basin and found an increase in the strength of seismic anisotropy that is likely to be caused by changes in pore pressure in the reservoir. However, there are very few studies of seismic anisotropy and its evolution during the hydraulic fracture stimulation based on seismic interferometry.
In this study, we apply seismic interferometry to three-component recordings from a shallow borehole array installed to monitor hydraulic fracturing in southwest China. We extract P and S waves traveling vertically along the borehole. The S waves are used to study the anisotropy within the medium surrounding the monitoring well, as well as temporal variations in S wave anisotropy during the 13-day long hydraulic operation.
Data and Methods

Shallow-Borehole Array for Hydraulic Fracturing Monitoring
The Weiyuan area inside the Sichuan Basin is one of the most favorable targets for shale gas exploration and development in China (e.g., Jin et al., 2013) . The targeted formation is the Lower Cambrian marine shale with a thickness of~300 m at a depth of~3,000 m, which contains a set of organic-rich black shale rocks and is the main source of shale gas reservoirs (Borkloe et al., 2016) . Multiscale natural fractures and strike-slip faults are commonly observed with strike directions predominantly in the range of N40°-60°E (Figure 1 , Chen, Meng et al., 2018) .
A massive multistage hydraulic fracturing treatment was performed in a 2-week period in 2014 to enhance the production of a horizontal pilot well in the Weiyuan shale play. There were 19 treatment stages along the 1,900-m-long horizontal section of the treatment well (Figure 1) , with each treatment stage lasting approximately 3 hr. There were three perforation shots for each treatment stage, except for stage-01 (Table S1 in the supporting information) that has only two perforation shots. The locations and schedule of the perforation shots are shown in Figure 1 with colored dots. Details of the perforation shots are also listed in Table S1 . We deployed 12 three-component borehole geophones in a shallow vertical monitoring well (Figure 1 ) to monitor the fracturing process over the entire course of the treatment. The borehole geophones were deployed at depths between 15 and 180 m with a depth interval of 15 m. For each stage, seismic waveform data were continuously recorded at a sampling rate of 2,000 Hz during the period of 1-2 hr before and 3-4 hr after the hydraulic injection. The timing of the hydraulic injections and recording periods is listed in Tables S2 and S3 , respectively.
The orientation of borehole sensors is important and needs to be estimated before anisotropy analysis. In this study, we employed the P wave data from chemical explosions at nine sites (red stars in Figure 1 ). We fired one chemical explosion at sites SP1, SP2, SP3, and SP4, and four repeated explosions at sites S1, S2, S3, S4, and S5. The detailed timing of those explosions is listed in Table S4 . The determination of borehole sensor orientation is accomplished by assuming that the P wave polarization recorded by the borehole sensor is aligned with the back azimuth of the path from the explosion sources to the sensors. We have good The C ZZ element of the CCFTs, which is calculated from the vertical records of the 11 geophones (A02-A12) on day 3 using the vertical record of A01 as the reference, is plotted as a function of depth. The black triangle showing at the top indicates the reference receiver A01. Dotted lines mark the P waves. The positive time axis corresponds to upward going P waves, and the negative time axis corresponds to downward going P waves. The black pluses mark the P wave arrivals that are used to calculate P wave velocity. azimuth coverage of P wave raypaths from the explosions. The orientations of the borehole sensors determined from different explosions are in a range of ±7°, which could be caused by heterogeneity and/or anisotropy.
Seismic Interferometry
The cross-correlation function of seismic records in the frequency domain can be expressed as
where v k (ω) and v l (ω) are the records of the geophones k and l, respectively, and ω is the angular frequency. Here * denotes the complex conjugate. When the medium is elastic and the noise sources are uncorrelated, the Green's function can be extracted by using (Miyazawa et al., 2008; Snieder et al., 2007 )
where G v k,l is the velocity Green's function for propagation between geophones k and l, S(ω) is the power spectrum of the ambient noise, and < C kl (ω) > denotes an averaging of C kl (ω).
To extract vertically propagating P and S waves from the continuous records of the borehole array, we employ a data analyzing procedure that is similar to that proposed by Bensen et al. (2007) . For each 10-min recording segment, we perform spectrum whitening in the frequency band of 0.5-40 Hz before calculating the cross-correlation functions. We further filter the cross-correlation functions in the frequency band of 4-14 Hz for P waves and 2-8 Hz for S waves. The CCFT between each three-component receiver pair is computed from the 10-min segments and then stacked in each day.
The CCFT is a 3 × 3 tensor that is computed in the geographical coordinate system (E, N, Z):
where k, l = {1, 2, 3 …} refer to the receiver numbering, i, j, m = {1, 2, 3} refer to the recording component (1→E, 2→N, 3→Z), and τ 0 indicates the duration of a seismic trace. The same normalization is applied to all the components of the tensor to preserve the amplitude ratios of different components for each station pair.
Results
Vertically Propagating P Waves
To extract vertically propagating P waves from the borehole array data, we take i,j = {Z} in equation (3) 
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We obtain the P wave travel time by picking the time sample with the maximum amplitude only at the positive time (black plus in Figure 2 ) to ensure that we measure correct P wave velocities. The P wave arrivals are picked at station pairs that have long travel distance and therefore such that there is a clear separation between the causal and acausal arrivals. For the frequency band of 4-14 Hz, P wave arrivals are picked at traces between the top A01 and the bottom three stations (A10-A12), and traces between the bottom A12 and the top three stations (A01-A03). We then apply a least squares regression method to the picked arrival times to obtain the P wave velocity, which is~3,000 m/s. This value represents the P wave velocity of the uppermost 200 m of the crust and hence is slightly lower than that (~3760 m/s) measured from the direct P waves at the broadband stations from the explosion SP1 ( Figure S1 ). We expect that these P waves sample a slightly deeper part of the crust and thus have a higher average travel speed.
S Wave Anisotropy
To obtain vertically propagating S waves, we employ the two horizontal components to compute the CCFTs. Figures 3a and 3b show the four horizontal-horizontal elements of the CCFT (i.e., C EE , C EN , C NE , and C NN ) between receiver A12 and A02 on day 3 and day 12, respectively. The CCFT elements are filtered with a bandpass filter of 2-8 Hz; clear S waves can be identified from the four CCFT elements. The S waveforms on the four CCFT elements exhibit some difference, which might suggest that the S wave travels with different speeds along different polarization directions-indicative of polarization seismic anisotropy.
To quantify S wave polarization anisotropy, we first rotate the four CCFT elements to generate an S wave that propagates vertically with a polarization direction of θ measured clockwise from north (Chen et al., 2017) :
In Figures 3c and 3d , S waves are shown as a function of the polarization direction, θ. The S wave arrival time (indicated by dashed lines) shows a cosine-function variation with a period of 180°, which is a typical signature of polarization anisotropy. The fast polarization direction of the S wave is N40°E on day 3 (Figure 3c ) and~N60°E on day 12 (Figure 3d ). We also pick S wave arrival times from positive time for the same reason as P waves on day 3 and day 12. The S wave velocities are calculated by dividing the pair distances from the picked travel times. Figure 4 shows the calculated S wave velocity as a function of polarization azimuth of the two daily records.
The anisotropy property is estimated by using the following relationship (Chen et al., 2017; Nakata & Snieder, 2012a) :
where V iso is the isotropic component of V s , V ani is the anisotropic component of V s , and ϕ is the slow polarization direction from the north ( Figure 5 ).
If the seismic anisotropy is caused by aligned vertical cracks, then it could be well explained by the horizontal transverse isotropic (HTI) model (Tsvankin, 1997) (Figure 5 ). The anisotropic parameterization of Thomsen (1986) for S wave is Table 1 , which are the average of four pairs (A01-A11, A01-A12, A02-A11, and A02-A12). 
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where φ À ϕ 0 refers to the propagation direction of S waves from the symmetry axis of an HTI medium, ϕ 0 is 
Journal of Geophysical Research: Solid Earth the azimuth angle (measured clockwise from the north direction) of the symmetry axis of the HTI medium ( Figure 5 ). α and β refer to the velocities of P and S waves that propagate along the symmetry axis, ε, δ, and γ are anisotropy parameters. In the HTI medium, SH refers to S wave with its polarization direction perpendicular to the symmetry axis and the propagation direction, while SV refers to S wave with its polarization direction perpendicular to the SH polarization and the propagation direction. When S waves propagate along the symmetry axis of an HTI medium, SV(0°) and SH(0°) have the same velocity and are not distinguished ( Figure 5 ). Slow velocity β 0 denotes the S wave velocity propagating along the symmetry axis, β 0 = V SH (0°) = V SV (0°) = V SV (90°), which has the minimum value of the SH waves.
The SH wave anisotropy degree γ describes the fractional velocity difference between the SH waves propagating along and perpendicular to the symmetry axis, which is equivalent to the velocity difference between S waves polarized parallel and perpendicular to the symmetry axis, both propagating normal to the symmetry axis. For the vertically propagating S waves in an HTI medium dominated by aligned vertical cracks, V SH (90°) corresponds for the velocity when the polarization direction parallels to the crack strike, while V SV (90°) corresponds for the velocity when the polarization perpendicular to the crack strikes ( Figure 5 ).
By comparing formulae (5) and (6), we get
Hence, the fast polarization direction should be ϕ f = ϕ À 90°. We further define V slow = β 0 = V iso À V ani and V fast = V iso + V ani as the slow-and fast-propagating S wave velocity. We measure S wave arrival times using four station pairs, A01-A11, A01-A12, A02-A11, and A02-A12. Using a least squares regression, we then obtain V slow = 1151 ± 43 m/s, γ = 0.206 ± 0.043, ϕ f = 41 ± 2°from the data of day 3, and V slow = 1294 ± 29 m/s, γ = 0.084 ± 0.008, ϕ f = 73 ± 7°from the data of day 12.
Variations of S Wave Anisotropy
We measure the slow S wave velocity (β 0 ,) and the two anisotropic parameters (γ and ϕ f ) over the 14-day hydraulic treatment period, which are shown in Figure 6 and listed in Table 1 . For each polarization azimuth, we create four sets of CCFTs using the ambient noise records of four receiver pairs (A01-A11, A01-A12, A02-A11, and A02-A12) of the borehole array. Measurements of V slow , γ, and ϕ f based on each CCFT are shown as open circles in Figure 6 . The red solid circles and error bars represent the means and standard deviations of the four sets of measurements (open circles). The four receiver pairs are selected for computing S wave velocities because of their long raypaths, which are important for obtaining accurate measurements. Over the roughly 2-week period of the hydraulic fracturing treatment, the slow S wave velocity (V slow ) increases gradually to a peak on day 11. It stays nearly unchanged over the next 2 days and then drops rapidly on day 14 (Figure 6a ). In contrast to the changes of the slow S wave velocity (V slow ), the S wave anisotropy degree (γ) exhibits a temporal variation that appears to anticorrelate with 
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the changes in the slow S wave velocity, V slow ( Figure 6b ). We also observe a change in the fast polarization direction in the middle of the treatment. The fast polarization direction changes from~N45°E tõ N70°E after the stage-08 treatment on day 8 (Figure 6c ).
Interpretation and Discussion
Effect of Treatment-Induced Noise
As the seismic data were recorded at hydraulic treatment site, it is necessary to confirm whether the recorded ambient noise is originated predominantly from the hydraulic treatment or natural processes such as ocean waves and winds, etc. We expect that the continuous recordings contain at least four different types of treatment-induced noise, which are signals generated by chemical explosions, perforation shots, induced microseismic events, and high-pressure water injections. To evaluate their effects on the calculated noise cross-correlation functions, we employed the 50-min continuous data that were recorded in the first day to compute the CCFTs. We want to emphasize that there were no treatment activities during this 50-min recording period. We did not fire any chemical explosions. We also did not perform any water injection, and therefore, we did not expect any induced seismicity in the same period. Hence, the 50-min records are composed primarily of regular ambient noise. The vertical component of the CCFTs is shown in Figure 7a , which shows a clear vertically propagating P waves, just like the one shown in Figure 2 .
We also computed the CCFTs using seismic records before, during, and after the fluid injection of the treatment stage-06. The observed anisotropy is gradually changed from day 3 to day 10, so we selected an intermediary stage (stage-06) as an example. The extracted P waves of the three periods (before stage-06, during stage-06, and after stage-06) are shown in Figures 7b-7d , respectively. The time duration of the seismic records are 60, 200, and 240 min for the three different time periods (see Tables S2 and S3) , and we use all the seismic records to estimate the Green's functions for each periods. In principle, the three P wave Green's functions are very similar except for some coda energy shown in the one (black dashed box in Figure 7b ) associated with the injection period. This suggests that water injection does generate noise that can produce some effect on the calculated cross-correlation functions, but the effect is expected to be very minor (Figure 7b ), suggesting the seismic records are composed primarily of ambient noise with natural sources. We further argue that the total energy from the perforation shots and chemical explosion is almost negligible because of their short durations. Effects related to the microseismic events are suppressed by time-domain normalization in computing the cross-correlation functions. In summary, the amount of energy associated with treatment-related noise is likely insignificant as compared to the total energy of the regular ambient noise with natural sources.
Fracture Orientation
Generally, two physical mechanisms are frequently invoked to explain the observed seismic anisotropy in the shallow crust. The first is the preferential closure of cracks in response to the in situ stress field, which results in a fast S wave polarization direction parallel to the maximum compressive stress orientation (Boness & Zoback, 2004) . The second is an alignment of natural fractures, which results in a fast S wave polarization direction nearly parallel to the fracture orientation (Liu et al., 2008) . 
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In this study, the fast polarization directions inferred from the vertically propagating S waves are in the range of N40°-70°E, which are generally parallel to the strike directions of the natural fractures observed by microseismic monitoring studies Meng et al., 2018) . Such an orientation is also confirmed by well log data based on high electric conductivity (Figure 1b, Chen, Meng et al., 2018) . On the other hand, the local maximum horizontal compressional stress is approximately aligned along the east-west direction (Figure 1b , Chen, Meng et al., 2018) , which differs significantly from the observed fast polarization direction. Therefore, we speculate that the physical mechanism responsible for the observed seismic anisotropy is likely the preferential alignment of the natural fractures. Observations of the fast polarization direction being parallel to fault orientation instead of the maximum compressional stress direction are also reported by previous studies of seismic anisotropy around large faults (Liu et al., 2008; Mizuno et al., 2005; Peng & Ben-Zion, 2005 ).
Static Stress Change and Anisotropy Variations
In Figure 4 , we find significant changes in arrival time of the slowpropagating S wave, which can be caused by a change in the medium, or a change of spatial distribution of the ambient noise used in computing the cross-correlation functions. For example, if the noise is primarily originated from the high-pressure water injection, then one would expect to observe a reduction of the apparent S wave velocity when the horizontal distance between the injection stage and the shallow borehole decreases, which is the opposite to the observation shown in Figure 6a .
To investigate the temporal evolution of the ambient noise field, we conduct a beamforming analysis to determine the noise source distribution using the method of Gerstoft and Tanimoto (2007) and . Because the borehole sensors are located along a vertical line, we form beams and determine the incidence angle and slowness of the waves propagating through the array. Here we define the incidence angle (ξ) as the angle between the raypaths and the vertical line. The slowness (S) here is the reciprocal of velocity. So the vertical slowness S z = Scos(ξ) and the horizontal slowness S h = Ssin(ξ). Assuming the incoming waves are P waves with an incidence angle of ξ (ξ = 0°for a downgoing wave and 180°for an upgoing wave), we rotate the threecomponent data to the direction parallel to the incidence angle. We then remove unwanted events (e.g., microseismic earthquakes) by truncating signal amplitude above one standard deviation calculated for each 10-min data. Then we apply a Fourier transform to the data and only keep the phase of the signal for each frequency. This procedure could remove local noise. At each frequency, we compute the beamforming output by taking the product of the cross-spectral density matrix and the plane-wave response of the vertical geophone array (Gerstoft & Tanimoto, 2007) . We further add the beamforming output in the frequency band of 4-14 Hz to obtain the final beamforming output of the 10-min data. Figure 8 shows the beamforming results of day 1, day 3, day 6, and day 10, which are obtained by summing the beamforming outputs of the 10-min data of each individual day. Noise source amplitude is shown in color contour as a function of propagating slowness (radial direction) and the incidence angle The results indicate that most of the ambient noise comes from either above or beneath the vertical array. It is also important to note that the distribution of ambient noise sources remains more or less the same across treatment period, suggesting that the observed temporal variations in S wave arrival time are indeed caused by changes in medium structure.
We also think surface environmental effects, such as precipitation, to be an unlikely cause of the observed medium change. Precipitation and thermal effects are expected to show as an annual cycle, which would have little effect on the pattern in Figure 6 . In addition, the V p /V fast ratio does not show significant variation during the fracturing period (Figure 9 ). Although the V p /V slow ratio at the first few treatment stages increases rapidly, it drops and remains flat during the later stages. All these suggest that the observed increase of the slow-propagation S wave velocity is unlikely caused by changes in fluid saturation within the fractures due to fluid migration from either the underneath injection or the upperward precipitation, which was not observed during the entire treatment period. Thus, the temporal variations of the slow-propagation S wave velocity are more likely caused by stress/strain changes related to the hydraulic injection.
As described in section 1, seismic anisotropy in shallow depths is thought to be caused by the alignment of fractures controlled by the in situ stress field. Changes in the magnitude of stress or pore pressure can affect the crack density and aspect ratio and hence the macroscopic seismic anisotropy (Tonegawa et al., 2013) . Therefore, the observed changes of seismic anisotropy here are also likely to be caused by the opening or closure of cracks in response to stress/strain change induced by fluid injection to the formation at depth.
To assess the plausibility of whether static stress changes associated with the hydraulic treatment could be responsible for our observation, we calculate the strain change induced by a rectangular tensile fracture in an elastic half-space (Figure 10 ) based on Okada's theory (Okada, 1985 (Okada, , 1992 . We assume that there is one single vertical fracture generated by each stage treatment during the hydraulic fracturing. A simple model is constructed by inserting a synthetic vertical fracture at a depth of 3,000 m in a uniform half-space. The fracture is 400-m long (perpendicular to the horizontal well trajectory) and 100-m wide (spans in depth) with a tensile dislocation of 0.02 m (parallel to the horizontal well trajectory), which could be a representative of accumulative extension due to fluid injection. The synthetic deformation and normal strain changes in the Figure 10 . The normal strain change is defined as the e xx component of the strain tensor, with x points along the horizontal well trajectory. The near-surface region above the fracture is under compression (negative strain change). The depth of the compressed region is about 200 m, and the width of the region is about 900 m. The normal strain change increases gradually to extension (positive strain change) as the horizontal distance to the fracture increases. Figure 6 shows the calculated normal strain changes at the monitoring well associated with each injection stage by putting one single synthetic vertical fracture at the corresponding perforation shot location (second perforation of each stage in Table S1 ). We assume that the strikes of the vertical fractures are of N45°E, which is nearly parallel to the fast polarization direction of the S waves and the orientation of natural fractures within the Sichuan Basin. The vertical distances from the monitoring well to the hypothetic vertical fractures are also shown in Figure 6 . The calculated normal strain changes at the monitoring well show a good correlation with the observed variations of the slow-propagating S wave velocity V slow and the S wave anisotropy degree γ. The slow-propagating S wave velocity V slow increases while the normal strain change at near surface decreases (from extension to compression), and V slow decreases while the normal strain change at near surface increases (from compression to extension). The S wave anisotropy degree γ decreases while the normal strain change at near surface decreases, and vice versa.
The calculated strain change (e xx ) at the surface is~4 × 10 À9 during the hydraulic treatment, which is significantly higher than the tectonic strain rate measured from GPS data. Wang et al. (2017) estimated that the normal strain rate inside the Sichuan Basin is between À0.6 ± 0.8 × 10 À9 /a and 2.0 ± 1.6 × 10 À9 /a, which means a strain change of À 2.0-5.7 × 10 À11 for a 13-day period. The calculated normal strain change is almost 100 times larger than the strain change associated with the tectonic stress. Thus, it seems that strain changes associated with the hydraulic treatment could be responsible for the changing anisotropic characteristics.
During the earlier period (from day 2 to day 7) of the hydraulic fracking operation, the fast polarization directions are~N40°-50°E, while in the later period (after day 8) the fast polarization directions switch tõ N60°-70°E. This variation might be related to the horizontal offset of the newly opened deep fractures and the value of the strain changes. We notice that the monitoring well is located within a horizontal offset of 500 m from these deep fractures and is in the compressional stress domain in the second period when relatively larger fast polarization directions (~N60°-70°E) are observed. On the other hand, the monitoring well in the first period with a fast polarization direction of~N40°-50°E is relatively farther away from the deep treatment stages and is expected to be in the extensional stress regime. Therefore, the observed abrupt change in the fast polarization direction might be related to the change in stress regime. The value on day 5 is an exception as no hydraulic injection was performed during that day.
Our model here hypothesizes the fractured rocks as an isotropic elastic medium being inserted with a set of aligned vertical fractures and cracks. The closure/opening of fractures increases/decreases the velocity of a vertically propagating S wave whose polarization is perpendicular to the fractures (V slow in Figure 9 ) but has less effect on the S wave velocity with a polarization direction parallel to the fractures (V fast in Figure 9 ) and P wave velocity (V p in Figure 9 ). Consequently, seismic anisotropy induced by these aligned fractures and cracks is expected to decrease/increase accordingly (Figure 6b ).
Conclusions
We apply seismic interferometry to ambient noise data recorded by 12 three-component geophone sensors in a vertical borehole to obtain CCFTs. The daily stacks of the CCFTs show clear vertically propagating P and S waves. The S wave velocity shows a strong dependence on polarization direction; there is a~20% velocity 
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Journal of Geophysical Research: Solid Earth difference between the S waves traveling along the fast and slow polarization directions. The fast-traveling S waves have a polarization direction in the range of N40°-70°E, which agree well with the directions of the preexisting faults and fractures within the basin. We speculate that the physical mechanism responsible for the observed seismic anisotropy is likely the preferential alignment of these preexisting fractures. We also observe clear and systematic temporal variations of seismic anisotropy that are likely induced by the hydraulic fracturing operation. By comparing with strain changes calculated by the Okada's half-space model, we speculate that the injection-induced strain variations are likely responsible for the observed temporal variations of seismic anisotropy. Our results suggest that seismic interferometry has great potential to image natural fractures and to monitor the temporal evolution of subsurface fractures during the exploitation of hydrocarbon reservoirs.
