Sifting process
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Wave Extension Method
In the wave extension method, the distortion can be reduced by extending both the beginning and end of the data using typical sine waves.
LocalMean phase p
where A is the amplitude and p is the period of a typical sine wave, these two parameters (i.e., A and p) can be determined by the closest local extrama. A typical sine wave should be extended to the next minimum and maximum for both the beginning and the end of signal in every sifting process.
A noise assisted method -ensemble EMD
In EEMD, a set of white noises with tuned amplitude (i.e., 0.1~0.2 time of the standard deviation of the original signal) are added to the original signal to generate a mixture of the signal and the added white noise. Therefore, we can derive a set of ensemble IMFs by averaging the IMFs decomposed from different mixtures.
IMFs decomposed from a pig's blood pressure by EEMD
Two difficulties of EEMD
Theoretically, the residue of added white noises is completely eliminated when numerous white noises have been used to generate the ensemble IMFs. Howerevr, there are still two difficulties for EEMD:
• It is impossible to complete the process of adding infinite white noises. • It is time-consuming in the process of EEMD Where IMFp is the ensemble IMF with positive residue of added white noises; IMFn is the ensemble IMF with negative residue of added white noises; IMFS is the final ensemble IMF without the residue of added white noises; IMFN is the part of ensemble IMF, which is contributed by the added white noises. 
IMFs decomposed from a pig's blood pressure by CEEMD
Linguistic analysis (II)
By shifting one sampling point at a time, a collection of 8-bit words over the whole time series is derived. Count the frequencies of occurrences of different words and sort them according to descending frequency. Thus, the order ranks of frequency distribution is obtained.
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Similarity between two time series (III) 30
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Quantitative measurement of Similarity
Define a measurement of similarity between two time series, a weighted distance, Dm, between to symbolic sequences ,S1 and S2.
Two time series with similar patterns of fluctuations have similar probabilities and ranks of words, and result a smaller distance. Contrastively, two time series with different patterns of fluctuations derives a bigger distance. 
