In this talk we consider a variant of graph partitioning consisting in partitioning the vertex set of a graph into the minimum number of sets such that each of them induces a graph in a fixed hereditary class of graphs. We discuss the computational complexity of several problems arising when such partitions are generated by the greedy algorithm. Some of these problems are computationally hard, while for others, we present polynomial-time algorithms. We also show how greedy partitioning can be used to step towards a general technique of designing new polynomial-time approximation algorithms for various minimization problems.
In this talk we consider a variant of graph partitioning consisting in partitioning the vertex set of a graph into the minimum number of sets such that each of them induces a graph in a fixed hereditary class of graphs. We discuss the computational complexity of several problems arising when such partitions are generated by the greedy algorithm. Some of these problems are computationally hard, while for others, we present polynomial-time algorithms. We also show how greedy partitioning can be used to step towards a general technique of designing new polynomial-time approximation algorithms for various minimization problems.
Keywords: Graph partitioning, Computational complexity, Greedy algorithm, Grundy number, Minimal graphs . AMS Subject Classification: 68Q17, 68R10, 05C85, 05C15.
