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a b s t r a c t
Harmony search (HS) is one of the newest and the easiest to codemusic inspired heuristics
for optimization problems. In order to enhance the accuracy and convergence rate of
harmony search, a hybrid harmony search is proposed by incorporating the artificial bee
colony algorithm (ABC). The artificial bee colony algorithm is a new swarm intelligence
technique inspired by intelligent foraging behavior of honey bees. The ABC and its variants
are used to improve harmony memory (HM). To compare and analyze the performance of
our proposed hybrid algorithms, a number of experiments are carried out on a set of well-
known benchmark global optimization problems. The effects of the parameters about the
hybrid algorithms are discussed by a uniform design experiment. Numerical results show
that the proposed algorithms can find better solutions when compared to HS and other
heuristic algorithms and are powerful search algorithms for various global optimization
problems.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Harmony search (HS) is a new meta-heuristic algorithm developed by Geem et al. [1], which is inspired by the natural
musical performance process that occurs when a musician searches for a better state of harmony. A musical instrument
in improvisation corresponds to a decision variable in optimization; its pitch range corresponds to a value range; and a
harmony corresponds to a solution vector. In the HS algorithm, a musician plays a pitch basically based upon one of three
factors: randomness, experience, and variation of experience. In comparison to other meta-heuristics in the literature, the
HS algorithm imposes fewer mathematical requirements and can be easily adapted for solving various kinds of engineering
optimization problems. Furthermore, numerical comparisons demonstrated that the evolution in the HS algorithm was
faster than genetic algorithms [2]. Therefore, the HS algorithm has captured much attention and has been successfully
applied to solve a wide range of practical optimization problems, such as structural optimization [3], design optimization
of water distribution networks [4], Sudoku puzzle solving [5], multicast routing [6], transport energy modeling [7] and
others [8–10].
The HS algorithm is good at identifying the high performance regions of a solution space within a reasonable time. But,
it is not efficient in performing a local search in numerical optimization applications [3]. Thus, a few modified variants
were developed for enhancing solution accuracy and convergence rate. Modifications to the original algorithm may be
classified into several categories: (1) The parameters used when improvising a new harmony are dynamically adapted.
For example: Pan [11] proposed the self-adaptive harmony search algorithm. They advocated that the harmony memory
consideration rate (HMCR) and pitch adjustment rate (PAR) are dynamically adapted by the learningmechanisms proposed.
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The distance bandwidth (BW) is dynamically adjusted to favor exploration in the early stages and exploitation during the
final stages of the search process. Bilal Alatas [12] used different chaotic maps for parameter adaptation in order to improve
the convergence characteristics and to prevent the HS to get stuck on local solutions. (2) New or revised operations for
new harmony improvisation. Example: Li et al. [13] introduced a non-uniform mutation operation from GA. Omran and
Mahdavi [14] proposed a global best HS algorithm, denoted as GHS, by borrowing the concept from swarm intelligence;
their experiments showed that the GHS outperformed three other HS variants over the benchmark problems. Fesanghary
et al. [15] tried to improve the local search behavior of HS by hybridizing it with the Sequential Quadratic Program (SQP). In
the pitch adjustment phase of classical HS, each vectorwas probabilistically perturbed in randomstep size of fixedmaximum
amplitude. This step was quite similar to the mutation process employed for perturbing the search agents in Evolutionary
Strategy (ES). Prithwish Chakraborty et al. [16] proposed a new strategy for changing and perturbing each vector with a
differential mutation operator borrowing from the realm of Differential Evolution. (3) Rules for handling constraints during
generation of new harmonies such as after generating a new harmony, Erdal [17] used two methods to handle constraints:
if the new harmony was strongly infeasible, it was simply discarded; if the error was small, it was considered for inclusion
in HM, but the acceptable error decreased as iterations progressed; (4) Different criteria for deciding when to include a new
harmony in HM, such as Gao et al. [18]. They proposed that a new harmony was included only if it met three conditions:
(i) it was better than the worst harmony in HM, (ii) there were less than a critical number of similar harmonies already in
HM, and (iii) its fitness was better than the average fitness of the similar harmonies; (5) Hybrid with other meta-heuristics,
such as GA [19], PSO [20] and DLM [21].
In this paper, we present a Hybrid Harmony Search with Artificial Colony Bee algorithm (HHSABC) for solving global
numerical optimization problems. The artificial bee colony algorithm and its variants are applied to optimize the harmony
memory. Uniform Design is used to analyze the parameters of the hybrid algorithms. Uniform Design has been proved that
it is an effective method of experiment design in our previous work [22]. Two modification strategies about the movement
phase of the Glowworm swarmoptimization (GSO) algorithmwere proposed in [22]. Onewas the greedy acceptance criteria
for the glowworms to update their position one-dimension by one-dimension. The other was the new movement formulas
which were inspired by swarm intelligence behaviors. The effects of the parameters about the improvement algorithms
were discussed by a uniform design experiment. In the paper, harmony search is the main procedure as the global search
in the hybrid algorithm, whereas the artificial bee colony algorithm is the sub procedure as the local search and it is only
used to optimize the harmony memory. The rest of the paper is organized as follows. In Section 2, the HS is introduced. In
Section 3, the HHSABC algorithm is described in detail. Experimental design and comparisons are presented in Section 4.
Finally, Section 5 concludes the paper and suggests future work opportunities.
2. Harmony search algorithm
In the basic HS algorithm, each solution is called a ‘‘harmony’’ and represented by a D-dimension real vector. An initial
population of harmony vectors are randomly generated and stored in a harmony memory (HM). Then a new candidate
harmony is generated from all of the solutions in the HM by using amemory consideration rule, a pitch adjustment rule and
a random re-initialization. Finally, the HM is updated by comparing the new candidate harmony and the worst harmony
vector in the HM. The worst harmony vector is replaced by the new candidate vector if it is better than the worst harmony
vector in the HM. The above process is repeated until a certain termination criterion is met. The basic HS algorithm consists
of three basic phases, namely, initialization, improvisation of a harmony vector and updating the HM, which are described
below, respectively.
xnewi ←
xi(k) ∈ {xi(1), xi(2), . . . xi(K)} r1 > HMCRxi(k) ∈ {x1i , x2i , . . . xHMSi } r1 ≤ HMCRxi(k)+ r3 ∗ BW r2 ≤ PAR. (1)
Anewharmony vectorXnew is improvised by applying three rules: amemory consideration, a pitch adjustment and a random
selection. First of all, a uniform randomnumber r1 is generated in the range [0, 1]. If r1 is less thanHMCR, the decision variable
xnew(k) is generated by the memory consideration; otherwise, xnew(k) is obtained by a random selection (i.e., random re-
initialization between the search bounds). In the memory consideration, xnew(k) is selected from any harmony vector i in
1, 2, . . . ,HMS. Secondly, each decision can be slightly adjusted by perturbance once xi(k) is selected from the set of stored
good values, with a probability of PAR.
The HS algorithm has a memory storage, named harmony memory (HM), which consists of HMS harmony vectors. The
harmony vectors and corresponding objective function values are stored in harmony memory (HM) expressed as a matrix
in (2). 
x11 x
1
2 · · · x1D
x21 x
2
2 · · · x2D
... · · · · · · · · ·
xHMS1 x
HMS
2 · · · xHMSD

f (X1)
f (X2)
...
f (XHMS)
 . (2)
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Fig. 1. The Flowchart of the Harmony Search algorithm.
After a newharmony vector Xnew is generated, the harmonymemorywill be updated by the survival of the fitter competition
between Xnew and the worst harmony vector Xw in the HM. That is, Xnew will replace Xw and become a new member of the
HM if the fitness value of Xnew is better than the fitness value of Xw . The parameters of the HS algorithm are the harmony
memory size or the number of solution vectors in harmony memory (HMS), harmony memory consideration rate (HMCR),
pitch adjusting rate (PAR), distance bandwidth (BW), and number of improvisations (NI). The NI is the same as the total
number of iteration.
The computational procedure of the basic HS algorithm can be summarized as follows Fig. 1.
3. Hybrid harmony search with artificial bee colony algorithm
Experiments with the classical HS meta-heuristics over the standard numerical benchmarks suggest that the algorithm
does suffer from the problem of premature and/or false convergence, slow convergence especially over multimodal fitness
landscape. As we know, the elite harmony vectors are stored in HM and the new harmony vector is generated from HM. So,
the harmony memory plays key role in the algorithm. To improve the convergence of the HS, we proposed the artificial bee
colony algorithm to optimize the harmony memory in the present work. Then, a brief overview of the ABC is provided.
3.1. Artificial bee colony algorithm
The Artificial Bee Colony (ABC) algorithm is a new swarm intelligence technique inspired by the intelligent foraging
behavior of honey bees. The first framework of the ABC algorithmwas presented by Karaboga [23–25]. In the ABC algorithm,
the colony of artificial bees contains three groups of bees: employed bees, onlookers and scouts. A bee waiting on the dance
area to make a decision to choose a food source is called an onlooker and one going to the food source visited by it before is
named an employed bee. The other kind of bee is a scout bee that carries out a random search to discover new sources. The
position of a food source represents a possible solution to the optimization problem and the nectar amount of a food source
corresponds to the quality (fitness) of the associated solution.
In the algorithm, the first half of the colony consists of employed artificial bees and the second half constitutes the
onlookers. The number of the employed bees or the onlooker bees is equal to the number of solutions in the population.
At the first step, the ABC generates a randomly distributed initial population of SN solutions (food source positions), where
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SN denotes the size of population. Each solution xi where i = 1, 2, . . . , SN is a D-dimensional vector. After initialization,
the population of the positions (solutions) is subjected to repeated cycles, C = 1, 2 · · ·MCN of the search processes of the
employed bees, the onlooker bees and scout bees. An employed bee produces amodification on the position (solution) using
the formula (3) in her memory depending on the local information (visual information) and tests the nectar amount (fitness
value) of the new source (new solution). Provided that the nectar amount of the new one is higher than that of the previous
one, the bee memorizes the new position and forgets the old one. Otherwise she keeps the position of the previous one in
her memory.
vij = xij + ϕij(xij − xkj) (3)
where k ∈ {1, 2, . . . , SN} and j ∈ {1, 2, . . . ,D} are randomly chosen indexes. Although k is determined randomly, it has to
be different from i. ϕij is a random number between [−1, 1]. It controls the production of neighbor food sources around xij
and represents the comparison of two food positions visible to a bee. As can be seen from (3), as the difference between the
parameters of the xij and xkj decreases, the perturbation on the position xij decreases, too. Thus, as the search approaches to
the optimum solution in the search space, the step length is adaptively reduced.
After all employed bees complete the search process; they share the nectar information of the food sources and their
position information with the onlooker bees on the dance area. An onlooker bee evaluates the nectar information taken
from all employed bees and chooses a food source with a probability value associated with that food source pi calculated by
the following expression (4).
pi = fitiSN
n=1
fitn
. (4)
Where fiti is the fitness value of solution i. As in the case of the employed bee, she produces a modification on the position
using formula (3) in her memory and checks the nectar amount of the candidate source. Provided that its nectar is higher
than that of the previous one, the bee memorizes the new position and forgets the old one. If a position cannot be improved
further through a predetermined named ‘‘limit ’’, then that food source is assumed to be abandoned. The corresponding
employed bee becomes a scout. The abandoned positionwill be replacedwith a new food source found by the scout. Assume
that the abandoned source is xi and j ∈ {1, 2, . . . ,D}, then a new food source is generated by the scout using the following
expression (5).
xji = xjmin + rand()(xjmax − xjmin). (5)
3.2. ABC as learning mechanism for harmony memory
Since the harmony memory improvisation strategy along with its associated control parameters HMCR, PAR and BW
determine the performance of the algorithm, it is important to select a suitable harmony memory improvisation strategy
alongwith appropriate parameter values when applying the harmony search algorithm to solve a given problem. Obviously,
the harmony memory is the pool of the elite solution and play key role in the algorithm. In the paper, the ABC is applied
to optimize harmony memory as a learning mechanism [26]. The harmony memory has considered food sources, and is
explored and exploited by the employedbees, the onlooker bees and the scout bees. Then, a newharmony vector is generated
as the self-adaptive harmony search algorithm (SGHS), which has been proved that it is more effective in finding better
solutions than the state-of-the-art harmony search variants. Details of the SGHS can be found in [11]. Detailed pseudo-code
of the Hybrid algorithm is given in Fig. 2.
3.3. Hybrid harmony search with the modified ABC
The performance of ABC is very good in terms of the local and the global optimization due to the selection schemes
employed and the neighboring production mechanism used. But in ABC, the employed bees and onlooker bees carry out
exploration and exploitation using the same formula (3). Obviously, the performance of ABC greatly depends on formula
(3). In fact, a bee swarm can provide different types of patterns which are used by the bees to adjust their flying trajectories.
For example an experienced forager bee can memorize the information of the best food source which is found so far by it. It
selects the best experienced forager bee as the elite bee, and adjusts its position based on the cognitive and social knowledge.
Therefore, we expect that these capabilities result to mitigate the stagnation and premature convergence problems. This
work utilizes a set of approaches to enhance the global convergence. These approaches include chaotic search and particle
search based on cognitive and social knowledge.
3.3.1. Chaotic ABC
Chaos is a bounded unstable dynamic behavior, which exhibits sensitive dependence on initial conditions and includes
infinite unstable periodic motions. As a simple mechanism to avoid being trapped in local optima, chaos with the ergodicity
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Fig. 2. The pseudo-code of the hybrid algorithm.
property has been a novel searching technique [27,28]. In this paper, the well-known logistic equation is employed for
constructing hybrid ABC. The logistic equation is defined as formula (6).Whereµ is the control parameter andλ is a variable;
when µ = 4, it exhibits chaotic dynamics. That is, it exhibits the sensitive dependence on initial conditions, which is the
basic characteristic of chaos. A minute difference in the initial value of the chaotic variable would result in a considerable
difference in its long time behavior. The track of the chaotic variable can travel ergodically over the whole search space. The
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chaotic position updating equation can be defined through the following Eq. (7).
λn = µλn−1(1− λn−1), 0 ≤ λ0 ≤ 1 (6)
vij = xij + 2(λcn − 0.5)(xij − xkj) (7)
where λcn (c = 1, 2 · · ·MCN) is the nth chaotic variable, and c denotes the iteration number. Obviously, λcn is distributed
in the range [0, 1], and mapped into [−1, 1] as formula (7). In a cycle, λcn is computed by using formula (6) and then new
solution vij is produced by using formula (7). There are two versions of CABC, the employed carry out the chaotic search,
called ECABC and the onlookers carry out the chaotic search, called LCABC. The performances of the two algorithms are
compared in the experiments.
3.3.2. Particle ABC
Particle Swarm Optimization (PSO) [29] is an evolutionary computation technique through individual improvement
plus population cooperation and competition, which is based on the simulation of simplified social models, such as bird
flocking, fish schooling, and the swarming theory. In a PSO system, multiple candidate solutions coexist and collaborate
simultaneously. Each solution called a ‘‘particle’’, flies in the problem search space looking for the optimal position to land.
A particle, as time passes through its quest, adjusts its position according to its own ‘‘experience’’ as well as the experience
of neighboring particles. Tracking andmemorizing the best position encountered builds particle experience. For that reason,
PSO possesses a memory (i.e. every particle remembers the best position it reached during the past). The PSO system
combines local search methods (through self experience) with global search methods (through neighboring experience),
attempting to balance exploration and exploitation.
In the ABC, there exists a hard constriction on the trajectories of bees (e.g. the employed bees gravitates only to itself
information through greedy selection). This may result in premature convergence. To cope with this problem, we introduce
the idea of PSO to the ABC and present the PABC algorithm. In the algorithm, the bees use their historical information
about the food sources and their qualities. The information which is provided for the bees is based on their own experience
(cognitive knowledge) and the knowledge of other bees in the swarm (social knowledge). The bees update their position by
using the following equation:
vij = ωxij + c1ϕij(xbestj − xij)+ c2ϕij(xkj − xij). (8)
Where ω is called the inertia weight that controls the impact of previous position of bees on its current one. c1, c2 are
positive constant parameters called social weight, which control the impact of the position of best bees and neighbor bees on
the current one. xbest represents the best food source among all bees in the population. xk represents the random neighbor
bee in the population. The equation shows that the new position of the bees is effected by itself, its neighbors and the best
bee. Similar to the CABC, the PABC also has two versions: EPABC and LPABC.
Similar to the original ABC algorithm, the two modified ABC algorithms are also used to optimize the harmony memory.
So, themain procedures of the hybrid harmony searchwith themodified ABC are showed in Figs. 3 and 4. In the next section,
we will investigate the performance of the proposed algorithms.
4. Experiments and discussions
4.1. Experimental setup
In this section, the experiments that have been done to evaluate the performance of the proposed hybrid harmony
algorithm (HHSABC) and its variants for a number of analytical benchmark functions are described. To test the performances
of the modified algorithms, 12 well known benchmark functions are presented in Table 1. Initial range, formulation,
and properties are listed in the table. These benchmark functions provide a balance between unimodal and multi-modal
functions, taken from literature [22]. A function is called unimodal, if it has only one optimum position. The multi-modal
functions have two or more local optima. Global optimum values of 12 functions are 0. In our experiments, all the functions
were solved in 30 dimensions.
The proposed algorithms are coded in Visual C++ 6.0 and experiments are executed on a Pentium E2200 CPU PC with
2G RAM. The initial solutions for each algorithm are generated randomly in every run. In the algorithms, when the solution
exceeds the range of the bound, the solution will be re-initialized randomly. For all the algorithms, the stop criterion is that
the maximum number of iteration reaches MCN. Each benchmark is independently run with every algorithm 50 times for
comparisons. The mean value (Mean), minimum value (Min), and the standard deviation (Dev) in 50 runs are calculated as
the statistics for the performance measures. The mean value and minimum value represent the global convergence of the
algorithm, and the standard deviation represents the stability of the algorithms.
4.2. Parameter discussion
In the section, the effect of parameters on the performance of HHSABC were investigated by uniform design (UD)
experiments. UD was proposed by Fang [30,31] based on a quasi-Monte Carlo method or number–theoretic method. The
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Fig. 3. The main procedure of chaotic ABC.
Table 1
Numerical benchmark functions.
Name Formulation Property Range
Sphere f 1 =Di=1 x2i Unimodal [−5.12, 5.12]
Rosenbrock f 2 =D−1i=1 (100(xi+1 − x2i )+ (xi − 1)2) Unimodal [−30, 30]
Griewank f 3 = 14000
D
i=1 x
2
i −
D
i=1 cos

xi√
i

+ 1 Multimodal [−600, 600]
Rastrigin f 4 =Di=1(x2i − 10 cos(2πxi)+ 10) Multimodal [−5.12, 5.12]
Schwefel2.26 f 5 = 418.9829D+Di=1−xi sin(√|xi|) Multimodal [−500, 500]
Ackley f 6 = 20+ e− 20 exp

−0.2

1
D
D
i=1 x
2
i

− exp

1
D
D
i=1 cos(2πxi)

Multimodal [−32, 32]
Step f 7 =Di=1(⌊xi + 0.5⌋)2 Unimodal [−100, 100]
Schwefel2.22 f 8 =Di=1 |xi| +Di=1 |xi| Unimodal [−10, 10]
Schwefel1.2 f 9 =Di=1 ij=1 xj2 Unimodal [−100, 100]
Quartic f 10 =Di=1 ix4 + rand(0, 1) Unimodal [−1.28, 1.28]
Dixon–Price f 11 = (x1 − 1)2 +Di=2 i(2x2i − xi−1)2 Unimodal [−10, 10]
Penalized
f 12 = 0.1

sin2(πx1)+
D−1
i=1 (xi − 1)2[1+ sin2(3πxi+1)]
+ (xD − 1)2[1+ sin2(2πxD)]
+Di=1 u(xi, 5, 100, 4) Multimodal [−50, 50]
u(xi, a, k,m) =
k(xi − a)
m, xi > a
0, −a ≤ xi ≤ a
k(−xi − a)m, xi < −a

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Fig. 4. The main procedure of particle ABC.
Fig. 5. The procedure of the uniform design.
UD was initially motivated by the need in system engineering, then it has been gradually popularized in China, particularly
in agriculture, the chemical industry, the textile industry, science researches and so on. UD has many advantages, such as
space filling, robustness, multiple levels [22]. The most important merit of UD is it is simple. It only needs q experiments for
a design with s factors and each factor having q levels. In contrast to UD, other statistical experimental designs need more
experiments. For example fractional factorial design (FFD) needs qs experiments, orthogonal array design (OAD) needs q2.
Like orthogonal design, uniform design offers lots of experimental tables for users to conveniently utilize. Uniform design
tables of form Un(ns) is purposely chosen to mimic the tables of orthogonal designs, Ln(qs), except that the number of levels
equals n, the number of experiments. The main procedures of uniform design are described in Fig. 5.
In our proposed algorithms, there are five key parameters influencing the performance of the algorithms: harmony
memory size or population size, denoted byNP , harmonymemory consideration rate, denoted byHMCR, pitch adjusting rate,
denoted by PAR, max iteration number, denoted byMCN , and ‘‘limit ’’. In order to get more information from the experiment,
each factor takes 10 levels that are listed in Table 2. Note that, the real value of ‘‘limit ’’ is the value in the table limit ∗D∗MCN .
Table 3 is chosen for experimental design. Based on the usage of uniform design table, the choice of columns 1, 3, 4, 5 and 7
results in a set of experimental points with the minimum discrepancy.
Griewank and Ackley are tested in the uniform design experiments. Table 4 shows the result of the uniform design of the
parameters about the algorithm. It shows that the eighth row parameters have the best performance for two functions. So,
the parameters are set as given below in the following experiments: NP = 40,MCN = 50000, ‘‘limit ’’ = 300, HMCR = 0.96,
PAR = 0.68.
Note that, according to the SGHS [11], the distance bandwidth (BW ) is dynamically adjusted to favor exploration in
the early stages and exploitation during the final stages of the search process. The BW value decreases dynamically with
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Table 2
Parameters and levels of the algorithm.
No. NP HMCR PAR MCN Limit
1 5 0.9 0.28 5000 0.0001
2 10 0.91 0.36 10000 0.0002
3 15 0.92 0.44 15000 0.0003
4 20 0.93 0.52 20000 0.0004
5 25 0.94 0.6 25000 0.0005
6 30 0.95 0.68 30000 0.0006
7 35 0.96 0.76 35000 0.0007
8 40 0.97 0.84 40000 0.0008
9 45 0.98 0.92 45000 0.0009
10 50 0.99 1 50000 0.001
Table 3
U∗10(10
8).
No. 1 2 3 4 5 6 7 8
1 1 2 3 4 5 7 9 10
2 2 4 6 8 10 3 7 9
3 3 6 9 1 4 10 5 8
4 4 8 1 5 9 6 3 7
5 5 10 4 9 3 2 1 6
6 6 1 7 2 8 9 10 5
7 7 3 10 6 2 5 8 4
8 8 5 2 10 7 1 6 3
9 9 7 5 3 1 8 4 2
10 10 9 8 7 6 4 2 1
Table 4
Uniform design results.
Griewek Ackley
No. Mean Min Dev Mean Min Dev
1 2.42E−04 7.83E−07 4.01E−04 1.69E−02 1.83E−05 1.67E−02
2 1.74E−16 1.11E−16 5.50E−17 2.61E−14 1.72E−14 5.00E−15
3 4.70E−16 2.22E−16 1.10E−16 3.10E−02 3.49E−14 1.67E−01
4 4.00E−16 2.22E−16 8.41E−17 5.35E−14 3.85E−14 7.09E−15
5 2.29E−16 1.11E−16 3.99E−17 2.33E−14 1.72E−14 2.42E−15
6 3.47E−02 5.42E−03 4.43E−02 1.14E+00 6.62E−02 5.18E−01
7 1.59E−16 1.11E−16 5.50E−17 2.05E−14 1.36E−14 3.30E−15
8 1.26E−16 1.11E−16 3.77E−17 1.79E−14 1.36E−14 2.96E−15
9 1.81E−16 1.11E−16 5.35E−17 2.55E−14 2.07E−14 3.47E−15
10 1.44E−16 1.11E−16 5.09E−17 1.99E−14 1.36E−14 2.70E−15
increasing generations as follows:
BW (t) =

BWmax − BWmax − BWminMCN ∗ 2t t < MCN/2
BWmin t ≥ MCN/2.
(9)
Where BWmax = (UB− LB)/10 and BWmin = 0.0005 are the maximum and minimum distance bandwidths, respectively.
4.3. Comparison between HS variants and HHSABC
Firstly, we compare the HHSABC with different ABC operators. The results are listed in Table 5. The hybrid algorithm is
denoted by LHHSABC, which represents that only the onlooker bees procedure runs in the ABC. The employed bees only
run in the hybrid algorithm, the algorithm is denoted by EHHSABC and the ABC algorithm is hybrid with the harmony
search, the algorithm is denoted by HHSABC. A two-tailed t-test is conducted with a null hypothesis stating that there is no
difference between two algorithms in comparison. The null hypothesis was rejected if p was smaller than the significance
level α = 0.05. It can be seen from Table 5 that the HHSABC algorithm performs better in six functions compared to
LCHHABC. There is no dispute that more exploration and exploitation can improve the performance of the algorithms. After
that, comparing LHHABC and EHHABC, LHHABC produces better results in four functions. Figs. 6 and 7 present the typical
solution history graph along iterations of the three algorithms for the Sphere and Schew 1.2 functions. It can be observed
that the evolution curves of the HHSABC algorithm descend much faster and reach lower levels compared to the other
algorithms.
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Table 5
Comparison of HHABC with different operators.
LHHSABC EHHSABC HHSABC
Mean Dev Min Mean Dev Min Mean Dev Min
Sphere 1.25E−17 3.87E−18 6.91E−18 1.30E−17 3.73E−18 7.16E−18 (4.36E−18)a 9.86E−19 1.19E−18
Rosenbrock 6.30E+01 1.47E+01 4.24E−03 3.42E+00 1.20E+01 4.95E−05 (2.34E+00)a 4.71E+00 1.88E−06
Griewank 2.09E−16 5.54E−17 1.11E−16 (2.35E−16)b 6.59E−17 1.11E−16 2.04E−16 4.39E−17 1.11E−16
Rastrigin 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
Schwefel2.26 3.82E−04 8.04E−13 3.82E−04 3.82E−04 7.28E−13 3.82E−04 3.82E−04 8.91E−13 3.82E−04
Ackley 2.23E−14 3.14E−15 1.38E−14 (2.43E−14)b 3.67E−15 1.38E−14 (2.07E−14)a 3.89E−15 1.38E−14
Step 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
Quartic 4.29E−04 2.09E−04 1.29E−04 4.14E−04 1.60E−04 1.61E−04 (1.98E−04)a 6.40E−05 4.97E−05
Schwefel2.22 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
Schwefel1.2 1.67E−06 3.86E−06 8.54E−09 (1.93E−04)b 5.71E−04 3.50E−08 (9.44E−11)a 8.21E−11 4.82E−12
Dixon–Price 1.48E−01 3.77E−01 1.23E−17 1.02E−01 3.14E−01 1.24E−17 (4.35E−02)a 2.18E−01 4.25E−18
Penalized 3.61E−17 2.70E−18 3.07E−17 (3.84E−17)b 2.78E−18 3.24E−17 2.99E−17 1.13E−18 2.81E−17
The two-tailed t-test tests LHHSABC against other algorithms respectively. The value of t with 49 degrees of freedom is significant at α = 0.05. If two
results are statistically different, the better one is marked by a and the worse one is marked by b.
Table 6
Comparison between HS variants and HHSABC.
HS IHS GHS SGHS HHSABC
Sphere 1.87E−04 7.12E−04 1.00E−05 0.00E+00 4.36E−18
Rosenbrock 3.40E+02 6.24E+02 4.97E+01 1.51E+02 2.34E+00
Griewank 1.12E+00 1.12E+00 1.02E−01 5.05E−02 2.04E−16
Rastrigin 1.39E+00 3.50E+00 8.63E−03 1.77E−02 0.00E+00
Schwefel2.26 3.03E+01 3.45E+01 4.17E−02 4.02E−03 3.82E−04
Ackley 1.13E+00 1.89E+00 2.09E−02 4.84E−01 2.07E−14
Step 4.23E+00 3.33E+00 0.00E+00 0.00E+00 0.00E+00
Schwefel2.22 1.72E−01 1.10E+00 7.28E−02 1.02E−04 0.00E+00
Schwefel1.2 4.30E+03 4.31E+03 5.15E+03 1.18E+01 9.44E−10
The two-tailed t-test tests were conducted between the two adjacent algorithms. Numbers in bold indicate
that the performance of themethod to the right is significantly better (α = 0.05) than the one nearest to the
left.
Next, we compare theHHSABCwith other improvement HSwhich is discussed in [11]. The parameterswere set as below:
HMS = 5, MCN = 50000, HMCR = 0.9, PARmin = 0.01, PARmax = 0.09, for SGHS HMCR = 0.98. The statistical results of
these algorithms are presented in Table 6. It can be seen from the table that the HHSABC algorithm generates 8 best results
out of 9 functions. More specifically, compared with both HS, IHS and GHS algorithms, the HHSABC produces much better
results for all the test functions. While comparing with SGHS algorithm, the HHSABC algorithm obtains better results in six
functions. Thus, it can be concluded that overall the HHSABC algorithm outperforms the other methods.
4.4. Comparison of HHSABC with its variants
In this subsection, the two modified HHSABC are investigated. Firstly, the chaotic ABC hybrid HS is tested. There are
two versions of the hybrid algorithms: when the onlooker bees carry out the chaotic search, the algorithm is denoted
by LCHHSABC; and when the employed bees carry out the chaotic search, the algorithm is denoted by ECHHSABC. The
statistical results are presented in Table 7. The t-value is the two-tailed t-test between two algorithms. If two results are
statistically different, the better one is highlighted in bold. It can be found from the table that LCHHSABC are equal to
ECHHSABC for all benchmark functions except Sphere and Griewank. Next, we compare the particle ABC hybrid algorithm.
Similar to the chaotic hybrid algorithm, the two versions of the algorithm are denoted by LPHHSABC and EPHHSABC. The
parameters are set as below: ω = 1, c1 = 1, c2 = 0.01. The results obtained by the algorithms are presented in Table 8.
EPHHSABC has a better performance than LPHHSABC in four functions (Sphere, Griewank, Quartic and Penalized). LPHHABC
has better a performance in two functions (Rosenbrock, Dixon–Price). They also have the same performance for the other six
functions. Figs. 8–10 present the evolution curves of HHSABC and its variants on the Sphere function, Schwefel1.2 function
and Dixon–Price function. Comparisons between HHSABC and its variants, is shown in Fig. 11. These algorithms have a
similar performance for almost all functions except the Sphere function and the Schwefel1.2 function. The results show that
the hybrid HS with ABC algorithm has robustness and stability.
4.5. Comparison with other algorithms
Results of HHSABC algorithm have been compared with the results presented by Karaboga et al. [25] of differential
evolution (DE), particle swarm optimization (PSO), and genetic algorithm (GA). The parameters of algorithms are given
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Fig. 6. Evolution of min values for the Sphere function.
Fig. 7. Evolution of min values for the Schwefel1.2 function.
Table 7
HHSABC with chaotic improvement.
LCHHSABC ECHHSABC
Mean Dev Mean Dev t
Sphere 9.91E−21 1.83E−20 4.73E−21 5.73E−21 1.89
Rosenbrock 1.72E+00 6.85E+01 1.28E+00 3.92E+01 0.04
Griewank 2.49E−16 6.17E−17 2.22E−16 7.77E−17 1.88
Rastrigin 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00
Schwefel2.26 3.82E−04 0.00E+00 3.82E−04 0.00E+00 0.00
Ackley 2.39E−14 4.37E−15 2.46E−14 5.44E−15 −0.71
Step 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00
Quartic 2.12E−04 8.88E−05 1.99E−04 6.34E−05 0.87
Schwefel2.22 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00
Schwefel1.2 5.87E−10 7.11E−10 6.91E−10 1.45E−09 −0.45
Dixon–Price 4.59E−03 3.24E−02 1.23E−02 8.72E−02 −0.58
Penalized2 2.64E−17 3.52E−20 2.64E−17 1.26E−20 1.41
below. The common parameters: NP = 50, MCN = 500000. DE settings: F is set to 0.5 and the crossover rate is 0.9. PSO
settings: c1 = 1.8, c2 = 1.8, ω = 0.6. GA settings: crossover rate is set to 0.8 and the mutation rate is 0.01. In [25], the
dimensions were set 30 and values less than E-12 were reported as 0. The mean values found are given in Table 9. The
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Table 8
HHSABC with particle improvement.
LPHHSABC EPHHSABC
Mean Dev Mean Dev t
Sphere 1.06E−20 3.77E−21 4.31E−21 1.70E−21 10.69
Rosenbrock 1.34E+00 4.36E−01 1.52E+00 3.75E−01 −2.18
Griewank 2.42E−16 5.35E−17 1.93E−16 7.37E−17 3.75
Rastrigin 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00
Schwefel2.26 3.82E−04 0.00E+00 3.82E−04 0.00E+00 0.00
Ackley 2.43E−14 5.02E−15 2.34E−14 4.97E−15 0.84
Step 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00
Quartic 2.06E−04 8.85E−05 1.19E−04 5.65E−05 5.80
Schwefel2.22 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00
Schwefel1.2 6.53E−08 1.17E−07 3.71E−08 2.99E−08 1.64
Dixon–Price 1.45E−01 3.73E−01 7.95E−01 1.25E+00 −3.49
Penalized2 2.64E−17 4.88E−21 2.64E−17 1.76E−21 8.56
Fig. 8. Evolution curves for Sphere about HHSABC variants.
Fig. 9. Evolution curves for Schwefel1.2 about HHSABC variants.
results show that all the algorithms provide good performance for Sphere function except GA. On Step, Schwefel2.22 and
Schwefel1.2, PSO, DE and HHSABC have a better performance compared to GA. It is clear from the results that for the Ackley
function, the global optimum value is found by DE and HHSABC. HHSABC outperforms other algorithms in 7 other functions.
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Fig. 10. Evolution curves for Dixon–Price about HHSABC variants.
Fig. 11. Comparisons of HHSABC with its variants for mean value.
Table 9
Comparison with other algorithms.
GA PSO DE HHSABC
Sphere 1.11E+03 0.00E+00 0.00E+00 0.00E+00
Rosenbrock 1.96E+05 1.51E+01 1.82E+01 2.74E+00
Griewank 1.06E+01 1.74E−02 1.48E−03 0.00E+00
Rastrigin 5.29E+01 4.40E+01 1.17E+01 0.00E+00
Schwefel2.26 9.76E+02 5.56E+03 2.30E+03 3.82E−04
Ackley 1.47E+01 1.65E−01 0.00E+00 0.00E+00
Step 1.17E+03 0.00E+00 0.00E+00 0.00E+00
Quartic 1.81E−01 1.16E−03 1.36E−03 1.98E−04
Schwefel2.22 1.10E+01 0.00E+00 0.00E+00 0.00E+00
Schwefel1.2 7.40E+03 0.00E+00 0.00E+00 0.00E+00
Dixon–Price 1.22E+03 6.67E−01 6.67E−01 7.28E−02
Penalized2 1.25E+02 7.68E−03 2.20E−03 0.00E+00
To sum up, the proposed algorithms are very efficient and effective algorithms with excellent quality and robustness for
unimodal, multimodal functions.
5. Conclusion
This paper presented a hybrid harmony search algorithmwith the artificial bee colony algorithm. The proposed HHSABC
algorithm applied a newly designed scheme to generate candidate solutions so as to benefit from the elite solutions in the
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HMwere optimized by ABC. Moreover, two variants of ABC based on chaotic search and particle swarm optimization were
applied to HS too. In order to verify the feasibility and the performance of the proposed algorithms, 12 high dimensional
numerical benchmark functions were tested. The critical parameters of the proposed algorithms were tested in the uniform
design experiments.The performances of the proposed algorithm and its variants were compared and analyzed. From the
simulation results it was concluded that the proposed HHSABC algorithmwasmore effective in finding better solutions than
the existing HS, IHS, GHS and SGHS algorithms. Our future work will generalize the proposed HHSABC algorithm to solve
combinatorial and discrete optimization problems.
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