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The covariance between the functions of two random variables is obtained in
terms of the cumulative distribution function. This result generalizes previous
formulae given by W. Hoeffding (1940, Schriften Math. Inst. Univ. Berlin 5,
181–233) and K. V. Mardia (1967, Biometrika 54, 235–249). An expansion for the
covariance, an inequality, a maximum correlation and other consequences are
obtained from this generalization. © 2001 Elsevier Science (USA)
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1. INTRODUCTION
Let X, Y be two random variables with continuous cumulative distribu-
tion function (cdf) H(x, y) and marginal cdf’s F(x), G(y). Hoeffding
(1940) proved that the covariance in terms of the cdf’s is given by
cov(X, Y)=F
R2
(H(x, y)−F(x) G(y)) dx dy. (1)
Block and Fang (1988) generalized this result for p > 2 variables giving an
integral representation of the multivariate joint cumulant. Mardia (1967)
and Mardia and Thompson (1972) proved that
cov(X r, Y s)=F
R2
(H(x, y)−F(x) G(y)) rx r−1sy s−1dx dy.
The aim of this paper is to prove the following generalization
cov(a(X), b(Y))=F
R2
(H(x, y)−F(x) G(y)) da(x) db(y) (2)
and obtain some consequences. Equation (2) was mentioned by Sen (1994),
when a, b are monotonic functions. We give a proof for more general
functions.
2. THE COVARIANCE BETWEEN TWO FUNCTIONS
Let us suppose that the ranges of X, Y are the intervals [a, b],
[c, d] … R¯, respectively, although the results may also hold for other
subsets of R. The proof of Theorem 1 extends that of Lehmann (1966).
Theorem 1. If a(x), b(y) are two functions defined on [a, b], [c, d],
respectively, such that:
1. both functions are of bounded variation,
2. E(|a(X) b(Y)|), E(|a(X)|), E(|b(Y)|) <.,
then:
cov(a(X), b(Y))=F b
a
F d
c
(H(x, y)−F(x) G(y)) da(x) db(y). (3)
Proof. Let (X1, Y2), (X2, Y2) be iid as (X, Y). Define I(u, x)=1 if u [ x
and 0 otherwise. Then
F b
a
(I(u, X1)−I(u, X2)) da(u)=a(X1)−a(X2).
Two times the covariance between a(X) and b(Y) is
I=2(E(a(X) b(Y))−E(a(X)) E(b(Y)))
=E(a(X1)−a(X2))(b(Y1)−b(Y2))
=E F b
a
F d
c
(I(u, X1)−I(u, X2))(I(v, Y1)−I(v, Y2)) da(u) db(v).
By Fubini’s theorem
I=2 F b
a
F d
c
(1−F(u)−G(v)+H(u, v)−(1−F(u))(1−G(v)) da(u) db(v),
and (3) holds. L
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3. A COVARIANCE EXPANSION AND AN INEQUALITY
The covariance between two functions can be expanded by using diago-
nal expansions (Lancaster, 1969). Suppose that the measure dH(x, y) is
absolutely continuous with respect to the product dF(x) dG(y) and that
Pearson contingency coefficient f2 defined by
f2+1=F b
a
F d
c
(dH(x, y))2/(dF(x) dG(y))
is finite. Then the bivariate expansion
dH(x, y)−dF(x) dG(y)=C
k \ 1
rkak(x) bk(y) dF(x) dG(y) (4)
exists, where rk and ak(X), bk(Y) are the canonical correlations and variables,
respectively. We assume that the canonical variables are chosen so that the
canonical correlations are positive and arranged in descending order. This
expansion, usually expressed for densities, is presented below in terms of
cdf’s; see (6).
Theorem 2. If cov(a(X), b(Y)) and expansion (4) exist, and we can
integrate termwise, then:
cov(a(X), b(Y))=C
k \ 1
rk cov(ak(X), a(X)) cov(bk(Y), b(Y)). (5)
Proof. The canonical variables satisfy E(ak(X))=0, var(ak(X))=1.
Integration by parts gives
F b
a
(min{F(x), F(s)}−F(x) F(s)) dak(s)=−F
x
a
ak(s) dF(s),
and integrating both sides of (4) we obtain the expansion
H(x, y)−F(x) G(y)=C
k \ 1
rk F
b
a
K(x, s) dak(s) F
d
c
L(t, y) dbk(t), (6)
where K(x, y)=min{F(x), F(y)}−F(x) F(y) and L(x, y)=min{G(x), G(y)}
−G(x) G(y). As cov(ak(X), a(X))=>ba >ba K(x, y) dak(x) da(y), we get (5)
from Theorem 1. L
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Expansion (5) can be written in terms of the correlations
r(a(X), b(Y))=C
k \ 1
rkr(ak(X), a(X)) r(bk(Y), b(Y)), (7)
where r( · , · ) stands for the correlation coefficient. We can use these results
to obtain an inequality for the covariance.
Theorem 3. Suppose H(x, y) symmetric in x, y, and positive quadrant
dependent, i.e., H(x, y) \ F(x) G(y). Then if a, b are functions of bounded
variation:
1. cov(a(X), b(Y))=cov(b(X), a(Y)).
2. cov(a(X), a(Y)) \ 0.
3. The following inequality holds:
cov2(a(X), b(Y)) [ cov(a(X), a(Y)) cov(b(X), b(Y)). (8)
Proof. Now F — G. Let K(x, y)=H(x, y)−F(x) F(y) and define the
inner product
a ·b=cov(a(X), b(Y))
on the functions a, b such that var(a(X)), var(b(Y)) are finite. Then
a ·b=F b
a
F b
a
K(x, y) da(x) db(y)
=F b
a
F b
a
K(y, x) db(y) da(x)
=b ·a.
Let us write a=a1−a2, where a1, a2 are increasing functions. Then
a1 ·a2=a2 ·a1 and, as K(x, y) \ 0, clearly a1 ·a1 \ 0, a2 ·a2 \ 0. Thus
a ·a=a1 ·a1+a2 ·a2−2a1 ·a2
and
a1 ·a2 [`(a1 ·a1)(a2 ·a2) [ (a1 ·a1+a2 ·a2)/2,
which shows that a ·a \ 0. The inequality (8) is again the Cauchy–Schwarz
inequality (a ·b)2 [ (a ·a)(b ·b). L
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4. SOME CONSEQUENCES
The covariance between two functions may be used to introduce some
concepts and find some results.
4.1. Spearman’s Rho, Kendall’s Tau and Other Dependence Measures
Spearman’s correlation rS is the correlation between U=F(X) and
V=G(Y). From Theorem 1 we can easily prove the well-known formula
rS=12 F
b
a
F d
c
H(x, y) dF(x) dG(y)−3
=12 F 1
0
F 1
0
(C(u, v)−uv) du dv,
where C(u, v)=H(F−1(u), G−1(v)) is the copula or uniform tranlation of
H(x, y). In addition, from (7) we obtain the expansion
rS=C
k \ 1
rkr(ak(X), F(X)) r(bk(Y), G(Y)).
Kendall’s y is another bivariate measure of dependence (see Genest
and MacKay, 1986; Capéraà and Genest, 1993). y can be expressed as
(Hutchinson and Lai, 1991)
y=cov(sgn(X2−X1), sgn(Y2−Y1)),
where (X1, X2), (Y1, Y2) are iid as (X, Y) and sgn(x)=1 if x > 0,=0 if
x=0 and =−1 if x < 0. The differential of sgn(x) is dsgn(x)=2 if x=0
and 0 otherwise. Then from (3)
cov(sgn(X2−x), sgn(Y2−y))=4(H(x, y)−F(x) G(y)),
and integrating on dH(x, y)
y=4 F b
a
F d
c
(H(x, y)−F(x) G(y)) dH(x, y)
=4 F 1
0
F 1
0
(C(u, v)−uv) dC(u, v).
Other measures of dependence can be studied using (3). For instance, a
random variable is always positively associated, i.e., cov(a(X), b(X)) \ 0 if
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a, b are increasing functions (Joe, 1997). This is also a consequence of
Theorem 1 and the inequality min{F(x), F(y)} \ F(x) F(y). Thus:
cov(a(X), b(X))=F b
a
F b
a
(min{F(x), F(y)}−F(x) F(y)) da(x) db(y) \ 0.
Finally, define a(x)=0 if x < x1 and 1 if x \ x1, b(y)=1 if y < y1 and 1 if
y \ y1. Then (3) reduces to the quadrant measure of association D(x1, y1).
See Sen (1994).
4.2. Generalized Covariance
Mardia and Thompson (1972) used (1) to extend the concept of covari-
ance. This covariance can exist even when the ordinary covariance is
undefined.
The covariance between two functions may be similarly defined, in terms
of the cdf H by using (3). Further, we may extend the correlation
coefficient
r(a(X), b(Y))=cov(a(X), b(Y))/(var(a(X)) var(b(Y)))1/2, (9)
where
var(a(X))=F b
a
F b
a
(min{F(x), F(y)}−F(x) F(y)) da(x) da(y). (10)
As it is illustrated in the next section, this correlation can exist even when
the variance is 0.
4.3. Finding a Maximum Correlation
Cuadras and Augé (1981) proposed and studied the following copula
C(u, v)=(min{u, v})h (uv)1−h, 0 [ u, v [ 1, 0 [ h [ 1. (11)
For this copula C(u, v)=min{u, v} if h=1, C(u, v)=uv if h=0. Thus h
may be interpreted as a measure of dependence. This parameter also
satisfies
lim
vQ 1
1 C(u, v)−uv
min{u, v}−uv
2= C(u, 1−)−u×1−
min{u, 1−}−u×1−
=h, (12)
uniformly in u. The correlation is r(U, V)=3h/(4−h) and Kendall’s tau is
y=h/(2−h). Hence h is invariant with respect to increasing transforma-
tions of U, V. Copula (11) has a singular part and is the survival copula
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for the Marshall–Olkin distribution when the means of X, Y are equal
(Muliere and Scarsini, 1987; Nelsen, 1991, 1999). See also Cuadras (1992).
Let the maximum correlation r1=r(f1(U), f2(V)) > 0, where f1(U),
f2(V) have the same mean and variance. As C(u, v) is symmetric in u, v
and positive quadrant dependent, we have cov(f1(U), f2(V))=cov(f2(U),
f1(V)) > 0 (Theorem 3) and we can suppose f1 — f2.
Let K(u, v)=C(u, v)−uv, L(u, v)=min{u, v}−uv. Given a function f
let us use (9) to obtain the correlation between f(U), f(V), where
cov(f(U), f(V))=F 1
0
F 1
0
K(u, v) df(u) df(v)=I0(f),
var(f(U))=F 1
0
F 1
0
L(u, v) df(u) df(v)=I1(f).
Thus I0(f)/I1(f) is a correlation and we are interested in finding j such
that I0(j)/I1(j) is maximum.
A function j is an eigenfunction of K with respect to L, with eigenvalue
l, if
l=
>10 K(u, v) dj(v)
>10 L(u, v) dj(v)
.
Let Hc be the distribution
Hc(x)=0 if x < c, =1 if x \ c.
Then
lim
cQ 1
>10 K(u, v) dHc(v)
>10 L(u, v) dHc(v)
=lim
cQ 1
K(u, c)
L(u, c)
=
C(u, 1−)−u×1−
min{u, 1−}−u×1−
=h by (12)
=
>10 K(u, v) dH1(v)
>10 L(u, v) dH1(v)
,
showing that the Heaviside distribution H1 is an eigenfunction with eigen-
value h.
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If f is another eigenfunction with eigenvalue l, then f is also an
eigenfunction of D=hL−K with respect to K with eigenvalue h−l.
The symmetric kernel D(u, v) satisfies
D(u, u) > D(u, v) > D(u, w) if 0 [ u < v < w [ 1. (13)
To prove this inequality, since
D(u, v)−D(u, w)=(1−h) u(v−w)+u(w1−h−v1−h),
(13) reduces to (1−h)(v−w)+(w1−h−v1−h) > 0, i.e., (w1−h−v1−h)/(w−v) >
1−h, which follows from the mean-value theorem
w1−h−v1−h
w−v
=(1−h) z−h > (1−h),
where v < z < w.
Now, considering any partition 0 [ u1 < · · · < un [ 1, it can be proved
from (13) by induction that all principal minors of the symmetric matrix
[D(ui, uj)] are positive. Thus D(u, v) is positive definite. Hence h−l > 0
and
h=
C(1−, 1−)−1−×1−
min{1−, 1−}−1−×1−
=
I0(H1)
I1(H1)
is the largest eigenvalue as well as h=r(H1(U), H1(V)) is the maximum
correlation between a function of U and a function of V.
4.4. Orthogonal Sequences
If F is the continuous cdf of X, the covariance kernel K(s, t)=
min{F(s), F(t)}−F(s) F(t) is symmetric, continuous, nonnegative definite
and if >ba K(t, t) dt <., it may be expanded as (Mercer’s theorem)
K(s, t)=C
n \ 1
lnkn(s) kn(t),
where {kn, n \ 1} is a sequence of orthonormal functions. Define hn(x)=
>xa kn(s) ds. Then
cov(hm(X), hn(X))=F
b
a
F b
a
K(s, t) km(s) kn(t) ds dt=˛0, m ] n,
ln m=n,
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providing a direct proof that the sequence {Xn=hn(X), n \ 1} is a count-
able set of uncorrelated random variables, which may be used to expand X.
For example, if a is finite, we may write
X=a+C
n \ 1
hn(b) Xn .
where the convergence is in the mean-square sense (Cuadras and Fortiana,
1995; Cuadras and Lahlou, 2000). Note that hn may not be a monotonic
function.
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