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Sommaire
Au cours des dernières années, le développement de l’amplificateur paramétrique
Josephson a permis de grandement accroître la fidélité de la mesure des qubits supra-
conducteurs. De plus, ce nouvel outil a ouvert un éventail de possibilités expérimentales
telles la mesure de sauts quantiques et la compression de la lumière. Par contre, de
récents résultats expérimentaux [Murch et al. Nature 499, 62 (2013), Zhong et al. NJP
15, 125013 (2013)] démontrent que, malgré les bonnes propriétés de cet amplificateur
à faible bruit, des imperfections limitent ses performances.
Dans le cadre de ce mémoire, une modélisation de l’amplificateur paramétrique
Josephson (JPA) au-delà des approximations standards est présentée afin de mieux
comprendre et caractériser ces imperfections. Pour la première fois, le JPA à pompe
de courant monochromatique, le JPA à pompe de courant bichromatique et le JPA à
pompe de flux sont comparés dans un même formalisme. Ceci permet une analyse des
avantages et inconvénients de chacun au-delà de ce qui se trouve dans la littérature.
En particulier, l’analyse démontre que ces différentes pompes mènent à des corrections
d’ordres supérieurs différentes.
À l’aide d’outils numériques et analytiques, on caractérise le champ en sortie de
l’amplificateur. On démontre alors que le niveau de compression de ce champ est limité
par les corrections d’ordres supérieurs généralement négligées dans la modélisation
du JPA. Ce résultat numérique est comparé aux résultats expérimentaux obtenus par
nos collaborateurs du laboratoire de nanoélectronique quantique de l’Université de
Berkeley. Finalement, les cumulants de troisième et quatrième ordres sont calculés
et démontrent que le caractère non gaussien du champ en sortie d’un amplificateur
paramétrique Josephson augmente avec le gain et la non-linéarité.
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Introduction
La création d’un ordinateur quantique est l’objectif à long terme de nombreux
physiciens et physiciennes du 21e siècle. Les nombreuses applications potentielles tel
que la cryptographie, la simulation de systèmes physiques à plusieurs particules et la
factorisation de grands nombres stimulent la recherche dans ce domaine [1, 2]. L’unité
de calcul fondamental à la base de cette technologie est le bit quantique ou qubit.
Bien qu’il existe directement dans la nature nombre de systèmes pouvant être utilisé
comme qubit, tels le spin de l’électron et les niveaux d’énergies d’un atome, il peut
être difficile de les faire interagir entre eux [3]. Une alternative souhaitable est donc de
créer de toute pièce des qubits dont les propriétés peuvent être conçues pour répondre
aux besoins de l’informatique quantique. C’est l’approche du domaine des qubits
supraconducteurs où des circuits de tailles macroscopiques sont utilisés pour encoder
de l’information dans les niveaux d’énergies d’atomes artificiels [4, 5].
La création d’un ordinateur quantique nécessite la lecture de l’état d’un système
quantique avec une fidélité inégalée. Au cours de la dernière décennie, des avancées
scientifiques et technologiques ont permis de grandement améliorer la fidélité de la
mesure des qubits supraconducteurs [6–9]. En particulier, un élément central de cette
amélioration est l’utilisation d’un amplificateur à faible bruit nommé amplificateur
paramétrique Josephson. D’abord développé par B. Yurke et son équipe dans les années
1980 [10–12], le développement de l’informatique quantique et plus particulièrement des
circuits supraconducteurs quantiques a mené à un regain d’intérêt récent pour ce type
d’amplificateurs [13–15]. En effet, afin d’effectuer la lecture d’un qubit supraconducteur,
on doit amplifier un signal électromagnétique très faible. Cette amplification est
nécessaire afin de faire le lien entre le très faible signal initial à l’échelle du qubit, c’est-
à-dire dans un monde mésoscopique à des températures de l’ordre de 20 mK, et l’échelle
1
2 Introduction
humaine, c’est-à-dire dans un monde macroscopique et à température pièce (300 K).
Or, l’utilisation d’amplificateurs cryogéniques standards tels que les transistors à haute
mobilité électronique (HEMT) est trop bruyante [16, 17]. L’ajout d’un amplificateur
supplémentaire à faible bruit avant le HEMT permet donc de grandement amélioré
le ratio signal sur bruit de la mesure. En plus d’améliorer la qualité de la mesure,
ces nouveaux amplificateurs Josephson ont permis d’atteindre de nouveaux régimes
expérimentaux qui étaient au préalable inaccessibles. Par exemple, cela a permis la
mesure en temps réel de sauts quantiques [18], la stabilisation d’oscillations de Rabi à
l’aide d’une boucle de rétroaction [19], l’observation de trajectoires quantiques [20] et
la compression du vide électromagnétique [17]. Par contre, des résultats expérimentaux
récents [21, 22] montrent que des imperfections limitent les performances de ces
amplificateurs.
Dans ce mémoire, on s’intéresse à la modélisation d’amplificateurs paramétriques
Josephson au-delà des approximations standards. Cette modélisation plus détaillée
permet d’étudier les limites de ces amplificateurs dus aux corrections d’ordre supérieur.
De plus, l’utilisation d’un formalisme commun permet de comparer les avantages et les
inconvénients de trois variantes de l’amplificateur paramétrique Josepshon (JPA) : le
JPA à pompe de courant monochromatique, le JPA à pompe de courant bichromatique
et le JPA à pompe de flux.
Au chapitre 1, on définit la limite quantique à l’amplification, c’est-à-dire le
bruit minimal qu’un amplificateur linéaire doit ajouter au signal afin de respecter
les lois de la mécanique quantique [23]. Au chapitre 2, on effectue un rappel des
notions d’optiques quantiques nécessaires à la lecture de la suite du mémoire. Ainsi, on
introduit l’espace des phases, l’état cohérent et l’état comprimé. On démontre ensuite
que l’amplification à la limite quantique présentée au chapitre précédent peut être
reliée à des transformations unitaires standards de l’optique quantique. Finalement,
on introduit un modèle simple d’amplificateur à la limite quantique : l’amplificateur
paramétrique dégénéré. Les équations du mouvement de cet amplificateur sont résolues
à l’aide de la théorie entrée-sortie.
Au chapitre 3, on présente l’amplificateur paramétrique Josephson le plus simple,
l’amplificateur paramétrique Josephson à éléments discrets. Après la présentation
du système physique, on introduit les trois modes de pompes fréquemment utilisés
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expérimentalement. À l’aide d’un traitement mathématique dans un formalisme
commun, les trois modes de pompes sont comparés au-delà de ce qui se trouve dans
la littérature. En particulier, l’effet des corrections d’ordres supérieurs et le décalage
en fréquence induit par la pompe sont comparés pour les trois modes de pompes
considérés.
Finalement, au chapitre 4, on cherche à aller au-delà des approximations standards.
On développe des techniques numériques et analytiques permettant de caractériser
le champ en sortie de l’amplificateur. En particulier, le niveau de compression du
champ en sortie est calculé numériquement et comparé aux résultats expérimentaux
de nos collaborateurs du laboratoire de nanoélectronique quantique de l’Université de
Berkeley.
4 Introduction
Chapitre 1
Limite quantique à l’amplification
Dans ce premier chapitre, on cherche à établir le bruit minimal qu’un système doit
ajouter à un signal lors de son amplification. Par bruit minimal, on entend la quantité
minimale de bruit permettant de satisfaire les propriétés de la mécanique quantique.
Notons que ce chapitre s’appuie fortement sur les résultats de Carlton Caves [23],
ainsi que sur les présentations plus modernes et pédagogiques des références [24, 25].
Tout d’abord, la limite quantique est introduite de manière intuitive. Par la suite,
un traitement plus rigoureux est effectué afin de définir une limite quantique plus
générale. Afin de simplifier la discussion, nous travaillons sous l’approximation de
la bande passante étroite. Les résultats obtenus sont ensuite généralisés au cas de
l’amplificateur à bande passante finie.
1.1 Développement intuitif de la limite quantique
D’un point de vue très général, un amplificateur est un système faisant interagir
un signal d’entrée avec des degrés de libertés internes pour créer un signal en sortie
ayant une plus grande amplitude. La valeur moyenne de l’équation liant le mode en
entrée (noté ae) au mode en sortie (noté as) est donc simplement
〈as〉 = g 〈ae〉 (1.1)
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où g est le gain en amplitude du signal. Naïvement, certains pourraient croire qu’il
est possible d’étendre cette relation aux opérateurs de sorte que as = gae. Malheu-
reusement, avec cette définition le commutateur du mode en sortie est
[
as, a
†
s
]
= |g|2.
Or, pour être physique, l’équation entrée-sortie doit être unitaire et donc préserver les
relations de commutations des opérateurs.
Une solution pour respecter cette condition est d’introduire un nouveau mode afin
de préserver les relations de commutation. Noté b, ce mode représente le bruit ajouté
par l’amplificateur. Ainsi, la relation entrée-sortie permettant de préserver à la fois le
commutateur du mode en sortie et l’équation (1.1) est [25]
as = gae +
√
|g|2 − 1 b†. (1.2)
En choisissant correctement l’état du mode supplémentaire (le vide par exemple), celui-
ci n’influence pas les valeurs moyennes. Par contre, ce dernier introduit des fluctuations
supplémentaires et mène à une diminution du ratio signal sur bruit (SNR 1). Ce bruit
supplémentaire minimal correspond aux fluctuations quantiques de la source d’énergie
utilisée par l’amplificateur.
Afin d’évaluer ces fluctuations, on utilise la variance symétrique d’un opérateur
O, que l’on définit
〈|∆O|2〉 = 1
2
〈OO† +O†O〉− |〈O〉|2 , (1.3)
et dont la valeur est bornée par un principe d’incertitude généralisé [26]
〈|∆O|2〉 ≥ 1
2
∣∣〈[O,O†]〉∣∣ . (1.4)
Notons également que, puisque l’on souhaite une amplification indépendante du signal
d’entrée, l’état initial ne doit pas contenir de corrélation entre le signal à amplifier
et les autres modes du système. On présume donc une matrice densité initiale de la
forme [23]
ρ = ρsignal ⊗ ρampli , (1.5)
où ρsignal est l’état contenant le signal d’entrée et ρampli est l’état initial d’opération
1. Acronyme anglophone de signal-to-noise ratio
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de l’amplificateur, c’est-à-dire l’état des degrés de liberté internes avant l’arrivée du
signal. Cette hypothèse signifie que 〈aeb〉 = 〈ae〉 〈b〉 = 0.
Profitant de cette simplification, les fluctuations du signal en sortie sont
〈|∆as|2〉 = |g|2 〈|∆ae|2〉+ (|g|2 − 1) 〈|∆b|2〉 , (1.6)
soit la somme de l’amplification des fluctuations du signal d’entrée et des fluctuations
du mode interne à l’amplificateur.
Caractérisation du bruit ajouté par un amplificateur
D’un point de vue théorique, le nombre de quanta de bruit ajouté référé au signal
d’entrée [23],
A = 1|g|2
〈|∆as|2〉− 〈|∆ae|2〉 , (1.7)
est utilisé pour évaluer la performance d’un amplificateur. Il s’agit du nombre de
quanta de bruit qu’il faut ajouter au signal d’entrée pour obtenir le même signal en
sortie de l’amplificateur si celui-ci n’ajoutait aucun bruit. En insérant l’équation (1.6)
dans cette définition, on obtient
A =
(
|g|2 − 1
|g|2
)〈|∆b|2〉 . (1.8)
Ainsi, en utilisant l’inégalité de l’équation (1.4) on obtient la limite quantique standard
à l’amplification
A ≥ 1
2
(
1− 1|g|2
)
. (1.9)
Dans le cas où le gain est très grand, le nombre de quanta de bruit ajouté est au
minimum 1/2. Cette limite fut introduite par Haus et Mullen [27] en 1962 et formalisée
par Caves [23] en 1982.
Bien que le nombre de quanta de bruit ajouté référé à l’entrée soit un outil utile,
un amplificateur est parfois caractérisé dans la littérature par une température de bruit
Tb, une figure de bruit F ou encore une efficacité quantique η [23]. Ces mesures de la
performance d’un amplificateur possèdent l’avantage d’être plus facilement accessible
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expérimentalement.
La température de bruit Tb est ce que l’on doit ajouter à la température du signal
d’entrée pour expliquer le bruit ajouté par l’amplificateur. Ainsi, si l’on définit T de
sorte que les fluctuations soient
〈|∆ae|2〉 = nωe(T ) + 12 , (1.10)
où nωe(T ) est la distribution de Bose-Einstein à la température T d’un mode de
fréquence ωe, alors la température de bruit est obtenue de l’équation〈|∆as|2〉
|g|2 = nωe(T + Tb) +
1
2
. (1.11)
Notons que dans le cas où le signal d’entrée est à la limite quantique (T = 0), on
obtient la relation [25]
kBTb
~ωe
=
1
ln (1 +A−1) , (1.12)
entre la température de bruit et le nombre de quanta de bruit ajouté. Ainsi, dans le
cas où T = 0, la limite quantique à l’amplification peut être exprimée sous la forme
kBTb
~ωe
≥ 1
ln
[
3−1/|g|2
1−1/|g|2
] . (1.13)
Dans la limite de grand gain (|g|2  1), on obtient kBTb~ωe ≥ 1/ ln 3. Notons que,
contrairement au nombre de quanta de bruit ajouté, la notion de température de bruit
dépend du signal d’entrée et la limite quantique définie ci-dessus est donc uniquement
valide pour un bruit d’entrée à la limite quantique (T = 0).
La figure de bruit F est une autre quantité parfois utilisée pour caractériser un
amplificateur. Elle caractérise la dégradation du signal due à l’amplification. Cette
quantité correspond au ratio du SNR en entrée sur celui en sortie 2. Ainsi,
F =
SNREntre´e
SNRSortie
= 1 +
A〈|∆ae|2〉 , (1.14)
et la figure de bruit dépend donc également du bruit en entrée. Dans le cas particulier
2. Le rapport signal sur bruit en puissance est ici considéré.
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où le signal d’entrée est à la limite quantique, l’expression devient F = 1 + 2A et
l’expression de la limite quantique à l’amplification devient [25]
F ≥ 2− 1|g|2 . (1.15)
Ainsi, dans la limite du large gain et du signal d’entrée limité quantiquement, le ratio
signal sur bruit est réduit de moitié par l’amplification.
Finalement, l’efficacité quantique est parfois utilisée pour décrire la qualité d’une
mesure. Bien que la définition exacte de cette quantité varie parfois dans la littérature,
on utilise ici la définition [17]
η =
1
1 + 2A . (1.16)
Physiquement, cette quantité correspond à modéliser le bruit ajouté par l’amplificateur
à l’aide d’une lame séparatrice de transmittance η. Dans ce modèle, le signal entrant
est donc mélangé au vide préalablement à l’amplification. Le bruit ajouté provient donc
des fluctuations du vide à l’entrée du second port de la lame séparatrice. En utilisant
l’équation (1.9) dans la limite du grand gain, la limite quantique à l’amplification
mène à la borne sur l’efficacité quantique η ≤ 1
2
.
Amplification linéaire
Une supposition centrale de la démarche effectuée dans cette section est que
l’amplification soit linéaire. En d’autres mots, on considère un processus d’amplification
où le gain est indépendant de l’amplitude du signal entrant. La limite quantique à
l’amplification obtenue dans cette section est donc plus exactement la limite quantique
à l’amplification linéaire [25]. Bien que ceci constitue une contrainte sur la validité
des résultats présentés, celle-ci n’est pas majeure. En effet, bien que la plupart des
amplificateurs soient en réalité non linéaires, ils sont généralement utilisés dans un
régime d’intérêt approximativement linéaire [23]. En particulier, ce sera le cas des
amplificateurs paramétriques Josephson discutés dans le cadre de ce mémoire.
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1.2 Limite de la bande passante infiniment étroite
L’approche utilisée ci-dessus afin d’obtenir la limite quantique possède l’avantage
d’être très directe. Par contre, une approche plus systématique a permis à Carlton
Caves de définir la limite quantique pour une plus grande gamme d’amplificateurs [23].
Suivant l’approche de Caves, on présente dans cette section cette forme plus complète
de la limite quantique. On considérera pour l’instant la limite de la bande passante
infiniment étroite. Le cas plus général sera traité à la section 1.3.
Avec une faible bande passante, le signal d’intérêt est encodé dans une lente
modulation de la phase ou de l’amplitude d’une oscillation aux fréquences porteuses
ωe, ωs respectivement pour le signal d’entrée et le signal de sortie. L’échelle de temps
de la modulation du signal ∆t est supposée lente. On définit la bande passante du
signal comme l’inverse de l’échelle de temps de la modulation ∆ω = 2pi/∆t. Ainsi, la
limite de la bande passante étroite est valide dans le cas où ∆ω  ωe ωs. En d’autres
mots, l’approximation est donc valide dans la limite où la fréquence du signal est
beaucoup plus faible que la fréquence utilisée pour le porter. Dans ce cas, il est possible
de simplifier le problème en considérant que le signal est porté par un seul mode (une
seule fréquence).
1.2.1 Relation entrée-sortie
La relation entrée-sortie considérée à l’équation 1.2 est très spécifique. Dans sa
forme la plus générale, l’équation liant le mode entrant et les modes internes (noté
{bj}) au signal de sortie est
as = f [ae, {bj}] , (1.17)
où, f est une fonction de l’ensemble des modes en entrée ainsi que des degrés de liberté
internes.
Cette description étant très générale, comme discuté à la section précédente,
on simplifie le problème en ajoutant la contrainte que le signal en sortie soit relié
linéairement au signal en entrée. Avec cette contrainte, l’équation d’évolution de
l’amplificateur devient [23]
as =Mae + La†e + F , (1.18)
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où F est un opérateur fonction des degrés de libertés internes. Cet opérateur est
responsable du bruit ajouté au signal par l’amplificateur. On remarque qu’il est
toujours possible de prendre 〈F〉 = 0. En effet, une valeur moyenne non nulle de cet
opérateur entraine simplement un décalage constant de l’amplitude du signal en sortie.
Un tel décalage peut toujours être retiré lors de l’analyse des données et peut donc
être choisi nul sans perte de généralité.
Notons queM et L sont des opérateurs pouvant dépendre des modes internes. En
effet, la contrainte de linéarité implique uniquement les modes d’entrée et de sortie.
Puisque la valeur moyenne de ces opérateurs définit le gain de l’amplificateur, des
fluctuations de ceux-ci mènent à une variation du gain et donc à un bruit ajouté.
La limite quantique étant atteinte par les meilleurs amplificateurs, nous considérons
le cas idéalisé où il n’y a pas de fluctuations de gain. En supposant un état initial
tel que défini à l’équation (1.5), c’est-à-dire que l’état initial des modes internes est
indépendant du signal à amplifier, il est alors possible de remplacer les opérateurs
par leur valeur moyenne :M→ 〈M〉 = M et L → 〈L〉 = L. L’équation d’évolution
devient donc [23]
as = Mae + La
†
e + F . (1.19)
Jusqu’à présent, rien n’a été spécifié concernant les coefficients M et L. Or, pour que le
processus d’amplification soit unitaire, il doit conserver les relations de commutations
bosoniques
[bs, bs] = 0 et
[
bs, (bs)
†
]
= 1. (1.20)
Ces conditions imposent la contrainte suivante sur les coefficientsM , L et l’opérateur F
1 = |M |2 − |L|2 + [F ,F †] . (1.21)
Cette contrainte, ainsi que l’équation (1.19), constitue la représentation la plus générale
d’un amplificateur linéaire. On considère maintenant deux types d’amplificateurs: les
amplificateurs préservant la phase et les amplificateurs sensibles à la phase.
12 Chapitre 1. Limite quantique à l’amplification
1.2.2 Amplificateur préservant la phase
On regroupe sous le terme d’amplification insensible à la phase l’amplification
préservant la phase et l’amplification conjuguant la phase. Un amplificateur insensible
à la phase est défini par deux conditions. La première est que le signal en sortie est
invariant sous transformation de phase. Ainsi, si pour un signal d’entrée de phase ϕe,
la phase du signal en sortie est ϕs, pour une phase ϕe + θ en entrée, le signal en sortie
est de même amplitude, mais de phase ϕs ± θ.
Dans le cas où le changement de phase en sortie est de même signe que celui en
entrée, on qualifie cet amplificateur de « préservant la phase ». L’équation d’évolution
de celui-ci est [23]
bs = Mae + F , (1.22)
et le gain en puissance est |M |2. Dans le cas opposé, on qualifie l’amplificateur de
« conjuguant la phase ». L’équation d’évolution est dans ce cas [23]
bs = La
†
e + F (1.23)
et le gain en puissance est |L|2. Notons que ce second cas est plus marginal et que les
termes préservant la phase et insensible à la phase sont souvent utilisés de manière
équivalente dans la littérature.
La seconde condition pour que l’amplificateur considéré soit insensible à la phase
est que pour un bruit en entrée insensible à la phase, le bruit en sortie soit également
insensible à la phase. D’un point de vue mathématique, ceci signifie que si 〈∆a2e〉 =
〈a2e〉 − 〈ae〉2 = 0, alors 〈∆a2s〉 = 0. Or, on note que dans le cas d’intérêt où 〈aeF〉 =
〈ae〉 〈F〉 = 0 et où le bruit du signal d’entrée est insensible à la phase, la variance du
signal en sortie est reliée aux modes internes par
〈
∆a2s
〉
=
〈
∆F2〉 . (1.24)
Sachant que 〈F〉 = 0, cette seconde condition est respectée dans le cas où 〈F2〉 = 0.
Maintenant que l’amplificateur sensible à la phase est formellement défini, on note
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que le bruit ajouté référé à l’entrée, défini à l’équation (1.7), est donné par [23]
A =
〈|∆F|2〉
|g|2 ≥
1
2
∣∣∣∣1∓ 1|g|2
∣∣∣∣ , (1.25)
où l’équation (1.21) et le principe d’incertitude généralisé de l’équation (1.4) ont été
utilisés. Dans le cas du signe supérieur, g = M et il s’agit d’un amplificateur préservant
la phase, alors que dans le cas du signe inférieur g = L et il s’agit d’un amplificateur
conjuguant la phase.
Notons que dans la limite g = 1, un amplificateur préservant la phase n’ajoute
aucun bruit au signal, alors qu’un amplificateur conjuguant la phase ajoute au minimum
un quanta de bruit au signal. Notons également que dans la limite g < 1 le signal est
atténué plutôt qu’amplifié. Plus l’atténuation est forte, plus le bruit ajouté au signal
croit. Ceci assure que le signal en sortie satisfait au principe d’incertitude. Dans le
cas contraire, il serait possible d’utiliser un amplificateur pour produire un état ayant
moins de fluctuations que le vide électromagnétique.
Pour un gain fini, le bruit minimal ajouté par un amplificateur conjuguant la
phase est toujours supérieur à celui ajouté par un amplificateur préservant la phase.
Dans le cas où g  1, les deux types d’amplificateurs retombent sur la même limite
quantique à l’amplification soit [23–25]
A ≥ 1
2
, (1.26)
c’est-à-dire l’ajout au signal d’entrée d’un bruit équivalent aux fluctuations du vide. À
la lumière de cette analyse, on en conclut que le cas traité à la section 1.1 est celui
d’un amplificateur linéaire préservant la phase.
L’inégalité de l’équation (1.26) contraint le moment d’ordre deux du bruit ajouté.
Mentionnons que les travaux récents de Caves et al. [25] généralisent ce résultat en
développant un ensemble de contraintes pour les moments d’ordre supérieur du bruit
ajouté par un amplificateur linéaire préservant la phase.
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1.2.3 Amplificateur sensible à la phase
En relaxant la contrainte que le gain soit indépendant de la phase du signal d’entrée,
on montre dans cette section qu’il est possible d’obtenir une amplification sans bruit
ajouté pour certaines phases du signal entrant [23]. Il est souvent utile d’étudier ce
type d’amplificateur en terme de quadratures plutôt que de travailler directement avec
les opérateurs d’échelles [28]. Par analogie avec l’oscillateur harmonique, on définit 3
Xj =
aj + a
†
j√
2
, Pj =
aj − a†j√
2i
, (1.27)
où j ∈ {e, s} correspond respectivement aux quadratures du signal en entrée et en
sortie. Ces dernières obéissent à la relation de commutation usuelle [Xj, Pk] = iδj,k.
À partir de ces définitions, il est possible de réécrire la relation entrée sortie définie
à l’équation (1.19) sous la formeXs
Ps
 = G
Xe
Pe
+√2
F1
F2
 , (1.28)
où l’on définit la matrice de gain réelle [23]
G =
Re {M + L} −Im {M − L}
Im {M + L} Re {M − L}
 , (1.29)
ainsi que les opérateurs hermitiques F1 = (F + F †)/2 et F2 = (F − F †)/2i. Afin de
simplifier la notation, on introduit les vecteurs colonnes xe, xs et f tel que l’expression
ci-haut puissent s’écrire sour la forme plus compacte
xs = Gxe + f. (1.30)
Dans le cas où G est symétrique (lorsque Im {M} = 0), la matrice de gain est
diagonalisable par une matrice de rotation orthogonale. Ceci mène simplement à une
rotation des quadratures xe et xs d’un même angle. Dans le cas où Im {M} 6= 0, G n’est
3. Les définitions des quadratures varient dans la littérature. Selon les références consultées,
celles-ci peuvent être multipliées ou divisées par un facteur 1/
√
2 supplémentaire.
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pas symétrique et la matrice ne possède donc pas de vecteurs propres orthogonaux.
Malgré ce que l’on peut généralement voir dans la littérature, il est tout de même
possible d’effectuer une diagonalisation de la relation entrée-sortie dance ce cas. Par
contre, il est alors nécessaire de considérer des angles de rotations distincts pour
les quadratures xe et xs. Les expressions générales pour ces angles de rotations sont
présentées à l’annexe A.
Pour la suite de cette section, on suppose donc que cette diagonalisation a été
effectuée et que les angles de rotations ont été absorbés dans la définition de ae et as
à l’aide d’une transformation unitaire [23]. Dans ce cas, les relations entrées sorties
sont simplement
Xs = g1Xe +
√
2F1 et Ps = g2Pe +
√
2F2. (1.31)
Dans cette base M et L sont réels et donc g1 = G11 = M + L tandis que g2 = G22 =
M − L.
Afin de trouver l’analogue du moment ajouté A dans ce cas sensible à la phase, on
généralise la variance symétrique définie à l’équation (1.3) au cas de deux opérateurs
hermitiques. Pour ce faire, on introduit la matrice des variances symétrisées σj définie
par [23]
σj = Sym
{〈
xjxj
T
〉}− 〈xj〉 〈xTj 〉 , (1.32)
où j = E, S et Sym {·} signifie la moyenne de tous les ordonnancements possibles lors
du produit d’opérateurs. Par exemple, le produit symétrisé de deux opérateurs est
Sym {XP} = 1
2
(XP + PX).
En supposant encore une fois que le signal d’entrée n’est pas corrélé avec les modes
internes de l’amplificateur, la matrice des variances en sortie (σS) peut être reliée à
celle en entrée (σE) par
σS = GσEG
T + σf (1.33)
où σf est la matrice des variances des degrés de liberté internes à l’amplificateur
[xj → f dans l’équation (1.32)] et où on a tiré profit du fait que les composantes de G
étant scalaires, elles ne sont pas affectées par la symétrisation.
Afin de caractériser ce type d’amplificateur en terme de bruit ajouté référé à
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l’entrée, on introduit la matrice des variances du bruit ajouté [23]
σA = G−1σf
(
G−1
)T
, (1.34)
ce qui permet de réécrire la matrice des variances en sortie sous la forme σS =
G (σE + σA)GT . Ainsi, le bruit en sortie est l’amplification de la somme du bruit en
entrée et du bruit ajouté référé à l’entrée. Puisque l’on considère le cas où G est
diagonale, σA est simplement
σA =
 2 〈F21 〉 /g21 〈F1F2 + F2F1〉 / (g1g2)
〈F1F2 + F2F1〉 / (g1g2) 2 〈F22 〉 /g22
 . (1.35)
Les termes hors-diagonaux étant le produit d’opérateurs hermitiques distincts, ils
ne sont pas contraints par un principe d’incertitude et seront donc nuls dans le cas
idéal. En d’autres mots, un amplificateur linéaire à la limite quantique n’ajoute pas
de corrélations entre les quadratures.
Au contraire, les termes diagonaux étant la variance d’opérateurs hermitiques
(rappelons que 〈F1〉 = 〈F2〉 = 0), leur produit est contraint par un principe d’incertitude
généralisé [23, 26]
〈F21〉 〈F22〉 ≥ 14 |〈[F1,F2]〉|2 . (1.36)
À partir des définitions de F1 et F2 et de l’équation (1.21) qui assure que le processus
d’amplification soit unitaire, on réécrit cette inégalité sous la forme [23]
〈F21〉 〈F22〉 ≥ 116 |g1g2 − 1|2 . (1.37)
Par analogie avec l’amplificateur préservant la phase, on définit maintenant le
nombre de quanta de bruit ajouté référé à l’entrée pour les quadratures X et P
AX = 2
〈F21〉 /g21 et AP = 2 〈F22〉 /g22 . (1.38)
Notons que ces quantités sont simplement les éléments diagonaux de la matrice σA.
Ainsi, à l’aide de l’équation (1.37), on obtient une inégalité pour le produit des nombre
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de quanta de bruit ajouté des deux quadratures
AXAP ≥ 1
4
∣∣∣∣1− 1g1g2
∣∣∣∣2 . (1.39)
Cette équation est le principe d’incertitude des amplificateurs linéaires [23]. Notons
que dans la limite g2 = ±g1, ce dernier résultat est équivalent à l’équation (1.25)
correspondant à la limite quantique d’un amplificateur préservant la phase.
Au contraire, dans la limite g1g2 = 1, la borne inférieure de l’inégalité de l’équa-
tion (1.39) est nulle. Dans le cas idéal, un tel amplificateur n’ajoute donc aucun bruit
au signal. En d’autres termes, il est possible d’amplifier une quadrature sans aucun
bruit ajouté à la condition d’atténuer d’autant la quadrature conjuguée [23]. Notons
que dans ce cas particulier, il est possible de réécrire la relation entrée sortie en terme
d’un seul paramètre
as = cosh rae + sinh ra
†
e avec M = cosh r et L = sinh r. (1.40)
Cette réécriture met en évidence que la transformation unitaire reliant l’entrée et la
sortie est de la même forme que la transformation de Bogoliubov [29]. Au prochain
chapitre, on mettra en évidence que cette relation entrée sortie correspond à une
transformation unitaire de compression (voir section 2.1.3).
Cette section démontre qu’en diminuant les contraintes, il devient possible d’ef-
fectuer une amplification dont le bruit ajouté est inférieur à la limite quantique
initialement définie à l’équation (1.25). On peut se demander s’il est possible de relaxer
d’autres contraintes afin d’obtenir un résultat plus général. Or, une contrainte du
modèle considéré est que l’amplification soit déterministe, c’est-à-dire que celle-ci
fonctionne à tout coup. En relâchant cette contrainte, il est possible d’obtenir ce que
Pandey et al. nomment un amplificateur immaculé soit un amplificateur dont le bruit
en sortie est inférieur à l’amplification du bruit initial, mais qui ne fonctionne pas à
tout coup [30]. Ce type d’amplification est intéressant dans le cas où il est possible
de répéter à de nombreuses reprises une expérience et de sélectionner a posteriori
uniquement les réalisations où l’amplification a fonctionné. Par contre, les travaux
sur ce type d’amplification démontrent qu’il n’est pas possible d’obtenir à la fois une
amplification exacte et une probabilité significative de succès [30]. Ce type d’amplifi-
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cation est donc plus utile pour d’autres applications que l’amplification de signal, tel
que la préparation d’état.
1.3 Bande passante finie
Les signaux ayant en pratique une bande passante finie, on cherche maintenant à
généraliser la limite quantique présentée dans la section précédente à ce cas. Ainsi,
on considère dans la présente section un signal de largeur de bande B porté par
une fréquence Ω ≥ B/2. Tout d’abord, les concepts de la section précédente sont
généralisés au cas où l’on considère un continuum de modes [23, 31]. Par la suite, la
limite quantique est définie dans ce cas.
1.3.1 Définitions
Dans la limite de la bande passante finie, il est nécessaire de remplacer les modes
ae et as par un continuum de modes. Ainsi, on introduit les opérateurs d’annihilation
ae,ω et as,ω représentant respectivement la destruction d’un photon en entrée et en
sortie à la fréquence ω. De façon analogue au cas discret, les relations de commutations
des opérateurs en entrée sont[
ae,ω, a
†
e,ω′
]
= δ (ω − ω′) et [ae,ω, ae,ω′ ] = 0. (1.41)
Ainsi, alors que l’opérateur d’échelle d’un mode discret ae est sans unité, a
(†)
e,ω possède
les unités de l’inverse de la racine d’une fréquence (Hz−1/2 par exemple) [23].
Signal, puissance et énergie
Afin de généraliser la notion de quadratures au cas d’un continuum de modes
bosoniques, on débute par introduire un opérateur signal noté φe pour le signal entrant
et φs pour le signal sortant. Ces opérateurs représentent la quantité physique mesurée
expérimentalement pour lire le signal. Il peut s’agir d’un voltage ou d’un courant par
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exemple. Dans tous les cas, l’opérateur signal sera de la forme (i = e, s)
φi(t) =
√
~Zi
4pi
∫ ∞
0
dω
√
ω
(
ai,ωe
−iωt + a†i,ωe
iωt
)
, (1.42)
où Zi est une quantité fixant les unités du signal [23, 32]. Par exemple, dans le cas
d’une tension, il s’agit de l’impédance caractéristique du milieu où se propage le signal.
L’élément central pour la suite de cette section est la présence d’un facteur
√
ω dans
l’intégrale ci-dessus. Cet élément est indépendant de la quantité physique considérée.
En effet, la puissance est proportionnelle au carré de l’amplitude du signal et donc
l’énergie du système est [23]
Ei =
∫ ∞
−∞
dt Pi(t) =
∫ ∞
−∞
dt
〈φ2i (t)〉
Zi
=
∫ ∞
0
dω ~ω
[〈
a†i,ωai,ω
〉
+
1
2
]
. (1.43)
Ainsi, ce facteur est essentiel afin d’obtenir la dépendance en fréquence de l’énergie.
Quadratures
On suppose maintenant que le signal d’intérêt est porté par une enveloppe de
fréquence Ω. Il est alors utile de réécrire l’opérateur signal de sorte que l’évolution
temporelle soit séparée en une évolution rapide à la fréquence de l’enveloppe et une
dynamique lente (dans le cas où B/2  Ω). Dans cette situation, les quadratures
X(t, θ) et P (t, θ) du signal sont définies telles que [23, 31]
φi(t) =
√
~ΩZi
2pi
[Xi(t, θ) cos (Ωt+ θ) + Pi(t, θ) sin (Ωt+ θ)] (1.44)
avec l’opérateur
Xi(t, θ) =
∫ ∞
−Ω
d∆
√
Ω + ∆
2Ω
[
ai,Ω+∆e
−i(∆t−θ) + a†i,Ω+∆e
i(∆t−θ)
]
(1.45)
où la variable d’intégration ∆ = ω−Ω est le décalage en fréquence et Pi(t, θ) = Xi(t, θ−
pi/2) est la quadrature conjuguée. Ces opérateurs correspondent aux observables
mesurées lors d’une mesure homodyne où le signal est mélangé à un oscillateur local
de fréquence Ω et de phase θ afin de réduire en fréquence le signal d’intérêt [33].
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Dans le but de simplifier la notation, on choisit la phase θ = 0 pour la suite. Notons
qu’il est toujours possible de modifier cette phase par une transformation unitaire
aω → aωeiφ [23]. De plus, pour la suite, on considère les opérateurs d’échelles dans
un référentiel tournant à la fréquence Ω, ce qui correpond à faire le remplacement
ai,Ω+∆ → ai,∆.
Il est de même utile d’introduire X i, la transformée de Fourier de l’opérateur Xi.
Celui-ci est relié aux opérateurs de création et d’annihilations par [31]
Xi[∆] =
√
Ω + ∆
2Ω
ai,∆ +
√
Ω−∆
2Ω
a†i,−∆. (1.46)
En inversant cette expression, on trouve que les opérateurs d’échelles associés aux
composantes de Fourier des quadratures sont
ai,∆ =
√
Ω
2 (Ω + ∆)
(
X i[∆] + iP i[∆]
)
. (1.47)
Notons que puisque les opérateurs de quadratures sont hermitique, X†i [∆] = X i[−∆],
et de même pour P i.
1.3.2 Relation entrée-sortie généralisée
L’équation (1.19) reliant les modes en entrée aux modes en sortie d’un amplificateur
est généralisée à un ensemble d’équations de la forme [23]
as,∆ =
∫ ∞
−Ω
d∆′
{
M∆,∆′ae,∆′ + L∆,∆′a
†
e,∆′
}
+ F∆, (1.48)
où il est supposé qu’il n’y a pas de dégénérescence des modes, c’est-à-dire qu’un seul
mode est associé à une fréquence donnée.
L’objectif de cette section étant d’illustrer l’effet d’une bande passante finie plutôt
que de trouver des relations très générales, on se concentre sur le cas d’intérêt pour la
suite de ce mémoire où la relation d’entrée sortie est de la forme
as,∆ = M∆ae,∆ + L∆a
†
e,−∆ + F∆. (1.49)
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On verra à la section 2.3 que cette équation correspond à la relation entrée-sortie d’un
amplificateur paramétrique dégénéré dans l’état stationnaire [34]. Notons qu’afin de
simplifier l’analyse, il est supposé qu’il n’y a pas de conversion en fréquence, c’est-à-dire
que ωe = ωs. Le cas général est présenté à la référence [23].
Afin de mettre en évidence les liens avec les résultats de la section 1.2, l’ampli-
fication préservant la phase est traitée séparément de l’amplification sensible à la
phase.
1.3.3 Amplification préservant la phase
De manière analogue au traitement de la section 1.2.2, la contrainte de la préser-
vation de la phase implique deux types d’amplification
as,∆ =
M∆ae,∆ + F∆ (amplificateur préservant la phase)L∆a†e,−∆ + F∆ (amplificateur conjuguant la phase). (1.50)
De plus, pour qu’un amplificateur ne soit pas sensible à la phase du signal entrant,
le bruit ajouté au signal par l’amplification doit être stationnaire en temps et être
insensible à la phase. Ceci implique les contraintes [23]
〈F∆F∆′〉 = 0 et
〈
F∆F †∆′ + F †∆′F∆
〉
∝ δ(∆−∆′). (1.51)
Afin de caractériser le bruit d’un tel amplificateur, on généralise la variance symétrisée
de l’équation (1.3) au continuum de modes en introduisant la densité spectrale de
bruit
S(i)(∆) =
∫ ∞
−∞
d∆
[
1
2
〈
ai,∆a
†
i,∆′ + a
†
i,∆′ai,∆
〉
− 〈ai,∆〉
〈
a†i,∆′
〉]
, (1.52)
où i = {e, s}. Notons que de manière analogue au cas à un seul mode, la densité
spectrale de bruit est contrainte par la relation [23, 31]
S(i)(∆) ≥ 1
2
, (1.53)
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qui indique que, pour chaque mode, le bruit ne peut être inférieur aux fluctuations de
point zéro.
La densité spectrale de bruit en sortie de l’amplificateur est reliée à celle en entrée
par
S(s)(∆) = |g∆|2 S(e)(∆) +
∫ ∞
−∞
d∆
2
〈
F∆F †∆′ + F †∆′F∆
〉
(1.54)
où g∆ = M∆, L∆ selon le type d’amplificateur. Ainsi, le spectre de bruit ajouté référé
à l’entrée est
SA(∆) =
1
|g∆|2
S(s)(∆)− S(e)(∆). (1.55)
À l’aide de la relation d’incertitude généralisée de l’équation (1.4) et des contraintes[
F∆,F †∆′
]
=
(
1− |M∆|2 + |L∆|2
)
δ(∆−∆′) (1.56)
[F∆,F∆′ ] = (L∆M−∆ −M∆L−∆) δ(∆ + ∆′) (1.57)
assurant que la relation entrée-sortie soit unitaire, la limite quantique à l’amplification
préservant la phase est [23]
SA(∆) ≥ 1
2
∣∣∣∣1∓ 1|g∆|2
∣∣∣∣ . (1.58)
Notons qu’il s’agit d’une généralisation directe de l’équation (1.25) à un continuum de
mode. Ainsi, les modes formant le continuum sont indépendants et constituent chacun
un amplificateur linéaire préservant la phase de bande passante infiniment étroite.
1.3.4 Amplification sensible à la phase
Afin de traiter l’amplification sensible à la phase, l’équation entrée-sortie est
réécrite en terme de quadratures. Ainsi, en utilisant la définition des quadratures des
équations (1.46) et (1.47) , on obtient la généralisation de l’équation (1.30)
xs,∆ = G∆xe,∆ + f∆ (1.59)
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où de manière analogue à l’équation (1.30) les vecteurs 4
xi,∆ =
X i [∆]
P i [∆]
 et f∆ = √2
F1,∆
F2,∆
 (1.60)
ainsi que la matrice de gain
G∆ =
1
2
 M∆ +M∗−∆ + L˜∆ + L˜∗−∆ i(M∆ −M∗−∆ − L˜∆ + L˜∗−∆)
−i
(
M∆ −M∗−∆ + L˜∆ − L˜∗−∆
)
M∆ +M
∗
−∆ − L˜∆ − L˜∗−∆
 (1.61)
sont définis. On a aussi défini le coefficient L˜∆ = L∆
√
Ω+∆
Ω−∆ , ainsi que le vecteur des
opérateurs de bruitsF1,∆
F2,∆
 = 1
2
√
Ω
 √Ω + ∆F∆ +√Ω−∆F †−∆
−i√Ω + ∆F∆ + i
√
Ω−∆F †−∆
 , (1.62)
Dans le cas particulier où M et L˜ sont la transformée de Fourier de fonctions réelles, la
matrice de gain est diagonale avec g1,∆ = M∆ + L˜∆ et g2,∆ = M∆ − L˜∆. Comme à la
section 1.2.3, il est possible de diagonaliser la relation entrée-sortie par un choix adéquat
de la phase des quadratures du champ en entrée et en sortie. Comme précédemment,
on supposera donc la matrice de gain diagonale.
Afin de quantifier le bruit ajouté par l’amplification, on introduit l’analogue continu
de la matrice des variances symétrisées de l’équation (1.32), la matrice de densité
spectrale
S(i)∆ =
∫ ∞
−∞
d∆′ S(i)∆,∆′ . (1.63)
Cette quantité est l’intégrale de la matrice des variances symétrisées à deux fréquences
S(i)∆,∆′ =
[
Sym
{〈
xj,∆x
T
j,−∆′
〉}− 〈xj,∆〉 〈xTj,−∆′〉] (1.64)
où i ∈ {s, e, f} représente respectivement le bruit en sortie, en entrée et le bruit
ajouté par l’amplification. Les éléments diagonaux de cette matrice de dimension deux
caractérisent le poids dans l’espace de Fourier des fluctuations de X(t) et P (t), alors
4. Notons que F†i,∆ = Fi,−∆.
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que les éléments hors diagonaux caractérisent les corrélations entre ces quadratures.
Notons que dans le cas où le bruit dans chaque quadrature est stationnaire, seules
les fréquences miroirs de la fréquence centrale Ω sont couplées, ce qui signifie que〈
X∆X∆′
〉 ∝ δ(∆ + ∆′). En utilisant les relations de commutations et le principe
d’incertitude généralisé, il est donc possible d’introduire la borne sur les éléments
diagonaux de la matrice de densité spectrale [23]
[
S(e,s)∆
]
j,j
≥ |∆|
2Ω
, (1.65)
où [·]j,j indique l’élément de matrice (j, j). Cette borne limite le bruit minimal pouvant
être obtenu dans une quadrature. À l’exception du cas ∆ = 0, bien qu’il soit possible
de réduire grandement le bruit dans une quadrature, il n’est pas possible de le rendre
nul. Ce résultat se distingue de manière importante de ce qui a été obtenu dans la
limite de la bande passante étroite. En effet, l’équivalent de la matrice de densité
spectrale dans ce cas est la matrice des variances symétrisées σj telle que définie à
l’équation (1.32). Contrairement à S∆, les éléments diagonaux de σj ne sont pas limités
par une borne et seul leur produit est contraint par une inégalité.
De manière similaire, le produit des éléments diagonaux de la matrice de densité
spectrale sont contraints par [23][
S(i)∆
]
1,1
[
S(i)∆
]
2,2
≥ 1
4
(1.66)
ce qui constitue une généralisation dans l’espace de Fourier du principe d’incertitude
des quadratures X et P .
De la même façon que dans le cas à une seule fréquence, on introduit une matrice
de densité spectrale de bruit S f représentant le bruit ajouté par l’amplification. Ainsi,
la matrice de bruit en sortie est reliée à celle en entrée par
S(s)∆ =
∫ ∞
−∞
d∆′
[
G∆S(e)∆,∆′G†∆′ + S(f)∆,∆′
]
. (1.67)
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De plus, on introduit la matrice de bruit ajouté référé au nombre de photons à l’entrée
SA∆ =
∫ ∞
−∞
d∆′G−1∆ S(f)∆,∆′
(
G−1∆′
)†
, (1.68)
de sorte que la matrice de bruit en sortie est reliée au bruit en entrée et au bruit
ajouté par
S(s)∆ =
∫ ∞
−∞
d∆′G∆
(
S(e)∆,∆′ + SA∆,∆′
)
G†∆′ . (1.69)
Dans le cas où G est diagonale et d’éléments complexes g1,∆ et g2,∆, on obtient
sachant que 〈F∆〉 = 0
SA∆ =
∫ ∞
−∞
d∆′
〈{F1,∆ , F1,∆′}〉 /g1,∆g∗1,∆′ 〈{F1,∆ , F2,∆′}〉 /g1,∆g∗2,∆′
〈{F2,∆ , F1,∆′}〉 /g∗1,∆′g2,∆ 〈{F2,∆ , F2,∆′}〉 /g2,∆g∗2,∆′
 . (1.70)
À l’aide des relations (1.56) et (1.57) assurant que le champ en sortie est bosonique,
on obtient le bruit minimal ajouté à une quadrature par l’amplification [23] 5
[SA∆]k,k ≥ |∆|2Ω
∣∣∣∣∣1− 1|gk,∆|2
∣∣∣∣∣ . (1.71)
Ainsi, contrairement à un amplificateur sensible à la phase à bande passante étroite, il
n’est pas possible d’amplifier sans l’ajout de bruit. En particulier, notons que dans la
limite gk,∆  1, le bruit ajouté assure le respect de l’inégalité (1.65) menant à un bruit
minimal dans chaque quadrature. Dans la limite large bande, un amplificateur sensible
à la phase ajoute donc toujours du bruit au deux quadratures du signal. Toutefois,
bien que ce résultat soit dans l’article de Caves [23], la référence standard en ce qui
concerne la limite quantique à l’amplification, une mise en garde est ici de mise. Ce
résultat est obtenu en allant au-delà de l’approximation usuelle de Markov. Cette
approximation étant à la base de la relation entrée-sortie considérée dans cette section,
une étude supplémentaire est nécessaire afin de s’assurer que ce résultat n’est pas le
fruit d’une incohérence dans les approximations effectuées.
5. Afin d’obtenir ce résultat, on utilise le commutateur [Fk,∆,Fk,∆′ ] = δ(∆+∆′) ∆2Ω
[
1− |gk,∆|2
]
et la relation de l’équation (1.4).
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Le produit du bruit ajouté dans les quadratures est contraint par le principe
d’incertitude 6
[SA∆]1,1 [SA∆]2,2 ≥ 14
∣∣∣∣ 1|g1,∆| |g2,∆| − cos (φ1,∆ − φ2,∆)
∣∣∣∣2 + 14 sin2 (φ1,∆ − φ2,∆) , (1.72)
où la phase φk,∆ du gain est définie de sorte que gk,∆ = |gk,∆| eiφk,∆ . Ainsi, alors que
dans le cas de la bande passante étroite le gain est toujours réel, la différence de phase
du gain des quadratures influence le bruit minimal des quadratures dans le cas large
bande. Notons que pour g2,∆ = ±1/g∗1,∆, aucun bruit n’est ajouté.
1.3.5 Conclusion et remarques
En résumé, un amplificateur linéaire large bande préservant la phase est une
généralisation directe de celui à bande étroite. Chaque mode du continuum constitue
un amplificateur préservant la phase de bande étroite. Au contraire, pour la relation
entrée-sortie considérée, la physique de l’amplification sensible à la phase est modifiée
par l’ajout d’un continuum de modes. Ainsi, un bruit minimal est ajouté à chaque
quadrature et contrairement au cas de la bande passante étroite, il n’est pas possible
d’obtenir une amplification idéale dans une quadrature.
Rappelons que la limite quantique obtenue dans cette section n’est pas complète-
ment générale, puisqu’elle suppose une relation entrée-sortie particulière. Par contre,
elle permet de mettre en évidence l’importance d’un traitement détaillé des amplifi-
cateurs large bande à faible bruit. Entre autres, elle met en évidence l’importance
d’effectuer un traitement au-delà de l’approximation standard de Markov qui aurait
complètement négligé ces effets en prenant Ω±∆ ≈ Ω. Le développement récent d’une
théorie entrée-sortie non markovienne pour les systèmes linéaires [35] ouvre la voie à
un tel traitement.
Alors que le développement d’un ordinateur quantique mène à une effervescence de
la recherche d’un amplificateur large bande limité quantiquement, ces considérations
théoriques sont nécessaires afin de bien comprendre et caractériser ces amplificateurs.
6. Afin d’obtenir ce résultat, le commutateur [F1,∆,F2,∆′ ] = δ(∆ + ∆′) i2
[
1− g1,∆g∗2,∆
]
et le
principe d’incertitude généralisé des opérateurs hermitiques
〈
(∆A)2
〉 〈
(∆B)2
〉 ≥ 14 |〈[A,B]〉|2 ont été
utilisés.
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En particulier, la recherche récente visant à développer un amplificateur paramétrique
à onde progressive (TWPA 7) [36, 37] où B ≈ Ω/4 dans le domaine des circuits
supraconducteurs [38–40] nécéssitera une analyse détaillée de ce type.
7. De l’anglais Travelling Wave Parametric Amplifier.
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Chapitre 2
Optique quantique et amplification
paramétrique
Ce chapitre se veut une introduction aux éléments d’optique quantique nécessaire
à la compréhension des chapitres ultérieurs. Il permet également de faire le lien entre
les différents types d’amplification présentés au chapitre précédent et le langage de
l’optique quantique. Le chapitre débute par une introduction aux états quantiques de
la lumière. Ainsi, une représentation de l’espace des phases, les états cohérents et les
états comprimés sont introduits. Par la suite, le lien entre amplification et compression
est discuté, tant pour l’amplification sensible à la phase que pour l’amplification
préservant la phase. Finalement, afin d’illustrer la limite quantique à l’amplification et
d’introduire différents outils théoriques, un modèle physique standard d’amplificateur
est introduit : l’amplificateur paramétrique dégénéré.
2.1 États quantiques de la lumière
Cette section vise à introduire les états quantiques de la lumière pertinents pour
la suite du mémoire. Afin de faciliter la discussion, on débute par introduire une
représentation dans l’espace des phases de la lumière. Par la suite, les états cohérents
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et les états comprimés 1 sont introduits.
2.1.1 Représentation dans l’espace des phases
L’état d’un mode du champ électromagnétique peut être défini à l’aide d’une
matrice densité ρ. Celle-ci est généralement écrite sous la forme
ρ =
∑
m,n
cm,n|m〉〈n|, (2.1)
où |m〉 est l’état de Fock à m photons. Numériquement, cette approche possède
l’avantage que bien que la taille de l’espace de Hilbert soit formellement infinie, la
représentation est discrète et il est généralement possible de tronquer la taille de
l’espace de Hilbert afin d’obtenir une représentation discrète et finie du système.
Alternativement, il peut être pratique d’utiliser une représentation dans l’espace des
phases. Cette représentation contient la même information que la matrice densité, mais
a l’avantage de posséder une représentation visuelle souvent plus claire. En contrepartie,
la base associée est continue plutôt que discrète ce qui complique généralement le
traitement numérique.
Plusieurs représentations de l’espace des phases sont utilisées en optique quantique :
la fonction Q de Husimi, la fonction de Wigner, la fonction P , etc. [41]. En raison
de sa simplicité, seule la fonction Q sera utilisée dans ce mémoire. Ces différentes
représentations de l’espace des phases peuvent être reliées entre elles de manière
simple. Une discussion du rôle de ces différentes représentation dans le contexte de
l’amplification à la limite quantique se trouve dans les références [25, 30].
La fonction Q de Husimi est une représentation diagonale de la matrice densité
dans la base des états cohérents. Il s’agit d’une densité de probabilité réelle et positive
définie par
Qρ(α) =
1
pi
〈α|ρ|α〉. (2.2)
Le facteur pi est ajouté afin d’assurer la normalisation. Ainsi, l’intégrale dans le plan
1. L’expression « lumière comprimée » est utilisée comme traduction de l’expression anglophone
standard squeezed light.
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complexe de la fonction Q est l’unité. Une représentation visuelle de l’état du champ
est obtenue en traçant la fonction Q(α) dans le plan complexe. Les axes de ce plan
sont équivalents aux quadratures X et P d’un oscillateur harmonique.
2.1.2 États cohérents et opérateur de déplacement
L’état cohérent est un état semi-classique très utilisé en optique quantique. D’un
point de vue mathématique, il est défini par le déplacement du vide
|α〉 = D(α)|0〉 avec D(α) = exp [αa† − α∗a] (2.3)
l’opérateur de déplacement. Notons que cet opérateur est unitaire
D†(α) = D(−α)⇒ D†(α)D(α) = D(α)D†(α) = 1. (2.4)
Afin de justifier le nom de l’opérateur, on remarque que D†(α)aD(α) = a+ α. Ainsi,
l’effet d’une transformation unitaire de déplacement est de choisir un référentiel où
l’origine de l’espace des phases est déplacée.
Une définition alternative et équivalente de l’état cohérent est qu’il s’agit d’un
état propre de l’opérateur de destruction a|α〉 = α|α〉. Ceci implique que le nombre
de photons moyen d’un état cohérent est simplement n =
〈
a†a
〉
= |α|2.
Espace des phases
La représentation dans l’espace des phases d’un état cohérent |β〉 est
Q|β〉(α) =
1
pi
e−|α−β|
2
, (2.5)
soit une gaussienne centrée en β et de variance 1
2
. La figure 2.1 est une représentation
dans l’espace des phases de différents états cohérents. La sous-figure (a) présente
la fonction Q du vide, alors que la sous-figure (b) représente l’effet de l’opérateur
déplacement sur le vide. Finalement, la sous-figure (c) présente un contour de la fonction
Q pour un état |β〉. Tel que la représentation dans l’espace des phases le démontre,
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Figure 2.1 (a) Représentation dans l’espace des phases (fonction Q) du vide
électromagnétique (état |0〉). (b) Fonction Q de l’état cohérent |β = 3 + 2i〉. La ﬂèche en
tirets illustre l’eﬀet de l’opérateur de déplacement D(β). (c) Représentation schématique
de la ﬁgure (b) illustrant le point central de la gaussienne (β) et la largeur caractéristique
de celle-ci (contour satisfaisant à l’équation Q|β〉(α) = 0.1).
un état cohérent est un état minimisant la relation d’incertitude de Heisenberg de
manière isotrope. Ainsi, la variance des opérateurs de quadrature est
〈
ΔX2
〉
=
〈
ΔP 2
〉
=
1
2
, (2.6)
ce qui sature le principe d’incertitude de Heisenberg 〈ΔX2〉 〈ΔP 2〉 ≥ 1
4
.
2.1.3 États comprimés et opérateur de compression
Un état comprimé est un état saturant le principe d’incertitude, mais dont la
variance d’une quadrature est inférieure à celle du vide [41–44] 2. Cet état est paramétré
par un nombre complexe noté ξ = reiθ dont la norme et l’argument caractérisent
respectivement le niveau et l’angle de la compression. On montre que l’état comprimé
est [42]
|ξ〉 = S(ξ)|0〉 où S(ξ) = exp
(
−ξ
2
a†2 +
ξ∗
2
a2
)
(2.7)
est l’opérateur de compression. Tout comme l’opérateur de déplacmenet, cet opérateur
est unitaire
S†(ξ) = S(−ξ) ⇒ S†(ξ)S(ξ) = S(ξ)S†(ξ) = . (2.8)
2. Dans ce mémoire, les conventions et notations de la référence [42] sont généralement suivies
pour la lumière comprimée. Une convention diﬀérente peut modiﬁer les signes et les préfacteurs des
expressions présentées.
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Figure 2.2 (a) Représentation dans l’espace des phases (fonction Q) de l’état
comprimé |ξ = 1〉. (b) Fonction Q de l’état comprimé |ξ = i〉 (c) Représentation sché-
matique de la ﬁgure (b) illustrant la relation entre l’angle de compression et l’argument
du paramètre complexe ξ. La ligne pleine bleue illustre le contour Q|ξ〉(α) = 0.1, alors
que la ligne pleine rouge illustre le contour équivalent pour le vide. La comparaison
des deux contours illustre l’anisotropie des ﬂuctuations dans l’espace des phases.
Les opérateurs de création et d’annihilation étant uniquement présents au carré dans
la déﬁnition de S, un état comprimé constitue une superposition d’états de Fock dont
le nombre de photons est pair.
Espace des phases
La représentation dans l’espace des phases (fonction Q) d’un état comprimé est
Q|ξ〉(α) =
sech r
π
exp
[
−tanh r
2
(
α∗2eiθ + α2e−iθ
)− |α|2] , (2.9)
il s’agit d’une gaussienne à deux dimensions dont l’angle et la variance des axes
principaux sont une fonction de r et θ. La ﬁgure 2.2 est une représentation dans
l’espace des phases d’états comprimés. La sous-ﬁgure (a) présente la fonction Q
de l’état comprimé |ξ = 1〉. Les ﬂèches pointillées illustrent les variances selon les
quadratures X et P . La sous-ﬁgure (b) illustre la rotation dans l’espace des phases due
à l’argument du paramètre de compression ξ. Ainsi, contrairement à la sous-ﬁgure (a),
les quadratures X et P ne correspondent plus aux axes principaux de la gaussienne.
La sous-ﬁgure (c) représente schématiquement le lien entre θ et les axes principaux de
compression. L’ellipse bleue illustre les ﬂuctuations de l’état présenté à la sous-ﬁgure
(b), alors que l’ellipse rouge correspond au contour équivalent pour l’état |0〉. Ceci
met en évidence que les ﬂuctuations le long de la quadrature x′ sont inférieures aux
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fluctuations du vide.
Variances et principe d’incertitude
Tel qu’illustré par la figure 2.2(b), la variance de l’état comprimé dépend de
l’angle de la quadrature considérée. Afin de considérer la relation d’incertitude des
quadratures, il est donc utile d’introduire un nouvel opérateur quadrature
xˆϕ =
1√
2
(
aeiϕ + a†e−iϕ
)
, (2.10)
où ϕ est un paramètre réel fixant l’angle de la quadrature. Les quadratures standard
X et P sont reliées à xˆϕ par xˆ0 = X et xˆpi/2 = P . La variance de cet opérateur est
〈
∆xˆ2ϕ
〉
=
1
2
[
e2r sin2 ϕ˜+ e−2r cos2 ϕ˜
]
(2.11)
où afin d’alléger la notation on introduit ϕ˜ = ϕ− θ/2.
Le produit des variances des quadratures orthogonales est contraint par le principe
d’incertitude de Heisenberg. Ainsi, en utilisant l’équation (2.11), le produit des variances
est donné par
〈
∆xˆ2ϕ
〉 〈
∆xˆ2ϕ+pi/2
〉
=
1
4
[
sin4 ϕ˜+ cos4 ϕ˜+ 2 sin2 ϕ˜ cos2 ϕ˜ cosh 4r
] ≥ 1
4
. (2.12)
On note que, pour r = 0, le produit des variances atteint la valeur minimale de 1
4
indépendamment de l’angle ϕ. Au contraire, dans le cas où r > 0, la valeur minimale
est atteinte uniquement pour ϕ = θ/2 + npi/2 où n = 0, 1, 2 est un entier.
La figure 2.3 illustre la variance [sous-figure (a)] et le produit des variances
orthogonales [sous-figure (b)] en fonction de l’angle de quadrature ϕ pour r = 1. Alors
que la variance est inférieure à celle du vide sur un intervalle significatif, le produit
des variances orthogonales atteint la limite de Heisenberg uniquement pour certaines
valeurs de ϕ.
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Figure 2.3 (a) Variance
〈
∆xˆ2ϕ
〉
(ligne bleue) et
〈
∆xˆ2ϕ+pi/2
〉
(ligne rouge) pour
r = 1 en fonction de l’angle de quadrature ϕ [équation (2.11)]. À titre comparatif, la
ligne jaune indique la variance d’un état cohérent (indépendant de ϕ). (b) Produits
des variances orthogonales [équation (2.12)] en fonction de l’angle de quadrature ϕ
pour r = 0 (ligne jaune) et r = 1 (ligne bleue).
Moments d’ordre deux et niveau de compression
Notons qu’il est parfois utile de caractériser un état en fonction des moments
centrés N =
〈
a†a
〉− |〈a〉|2 et M = 〈a2〉 − 〈a〉2. En terme de ces moments, la variance
d’une quadrature est 〈
∆xˆ2ϕ
〉
= N +
1
2
+ Re
{
Mei2ϕ
}
, (2.13)
et le paramètre de compression r est
r =
1
2
ln {2 (N + |M |) + 1} . (2.14)
À l’aide de l’équation (2.13), il est possible de réécrire l’inégalité de l’équation (2.12)
sous la forme de la contrainte
N(N + 1) ≥ |M |2 . (2.15)
Ainsi, les valeurs moyennesM et N permettent de calculer le paramètre de compression
et de vérifier la saturation de l’inégalité de Heisenberg indépendamment de l’angle des
axes principaux de l’état comprimé.
Finalement, afin de quantifier la compression, le niveau de compression en dB
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(squeezing level en anglais)
S = Max
{
−10 log10
( 〈∆X2Min〉
〈∆X2Vide〉
)
, 0
}
(2.16)
est généralement utilisé. Il représente en décibel le ratio entre la variance minimale de
l’état comprimé 〈∆X2Min〉 et la variance du vide électromagnétique 〈∆X2Vide〉 [22].
Applications de la lumière comprimée
La lumière comprimée est une ressource pour la métrologie et les technologies de
l’information quantique. En particulier, puisque les fluctuations d’une quadrature de
la lumière comprimée peuvent être inférieures aux fluctuations du vide, il est naturel
de chercher à utiliser cette réduction de fluctuations en métrologie [45]. Ainsi, il a été
démontré dans les années 1980 que l’utilisation de lumière comprimée dans un interfé-
romètre permet d’accroître la sensibilité de la mesure de phases de faible amplitude [46,
47]. Initialement développée dans le but de mesurer des ondes gravitationnelles, cette
technique a seulement récemment été mise en oeuvre au LIGO (Laser Interferome-
ter Gravitational Wave Observatory) [48]. Plus récemment, des propositions ont été
faites afin d’adapter ces méthodes à la mesure de qubits supraconducteurs [49–51].
Finalement, la lumière comprimée est une ressource utilisée pour la communication
quantique avec des variables continues [52].
2.2 Espace des phases et amplification
Les résultats et notions de la section précédentes sont maintenant utilisés pour
décrire l’amplification en terme de transformation dans l’espace des phases. On
débute par décrire l’amplification sensible à la phase en terme de compression. Par la
suite, la notion de compression à deux modes est introduite et utilisée pour décrire
l’amplification préservant la phase.
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2.2.1 Compression et amplification sensible à la phase
À l’aide de la relation de Baker-Hausdorff [42, 43]
eXY e−X = Y + [X, Y ] +
1
2!
[X, [X, Y ]] + . . . , (2.17)
on démontre que l’effet d’une transformation de compression sur l’opérateur de des-
truction est [42]
S(ξ)aS†(ξ) = a cosh r + a†eiθ sinh r. (2.18)
Puisque cette transformation mélange les opérateurs de création et d’annihilation, le
nombre de photons moyen dans le vide comprimé est non nul et de valeur moyenne
N = sinh2 r.
La transformation de compression est équivalente à une amplification sensible à
la phase sans bruit ajouté. En effet, l’équation (2.18) (avec θ = pi) est équivalente à
l’équation (1.40). Un amplificateur sensible à la phase en l’absence de signal en entrée
est donc une source de vide comprimé. Dans le cas où le signal entrant est plutôt un
état cohérent |β〉, l’état du champ en sortie est un état à la fois comprimé et déplacé.
On montre à l’aide de la relation de commutation entre l’opérateur de déplacement et
l’opérateur de compression que l’état en sortie de l’amplificateur est
|ψsortie〉 = S†(r)D(β)|0〉 = D(β cosh r + β∗ sinh r)S†(r)|0〉. (2.19)
Suivant la notation du chapitre 1, le gain des quadratures est relié au paramètre de
compression par g1 = er et g2 = e−r. Il est donc possible de réécrire l’état en sortie
sous la forme
|ψsortie〉 = D(g1Re {β}+ ig2Im {β})S†(r)|0〉. (2.20)
Ainsi, la partie réelle du déplacement initial (signal en X) est amplifiée, alors que
la partie imaginaire (signal en P ) est atténuée. Pour r grand, l’état amplifié sera
uniquement déplacé le long de l’axe réel. L’opérateur de compression effectue le même
processus d’amplification et d’atténuation, mais pour les variances du champ plutôt
que pour le déplacement. L’angle θ = pi signifie que l’axe allongé de l’état comprimé
sera parallèle à l’axe réel du plan complexe.
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Figure 2.4 Représentations dans l’espace des phases (fonction Q) de : (a) état
cohérent |β = 2 + i〉, (b) et (c) états comprimés suite à une amplification sensible à la
phase sans bruit ajouté pour r = 0.5 et r = 1.2 (g1 = 1.65 et g1 = 3.32).
La figure 2.4 illustre dans l’espace des phases ce processus d’amplification. La
sous-figure (a) présente un état cohérent |β〉 en entrée, alors que les sous-figures (b) et
(c) présentent le champ amplifié pour deux gains différents. On y observe l’amplification
du signal le long de l’axe réel et l’atténuation le long de l’axe imaginaire. En d’autres
mots, le déplacement horizontal augmente, alors que le déplacement vertical diminue.
Le même processus d’amplification et d’atténuation s’appliquant aux fluctuations, la
gaussienne isotrope initiale devient un état étiré le long de l’axe horizontal. L’état
cohérent est donc comprimé par le processus d’amplification sensible à la phase.
2.2.2 Compression à deux modes et amplification préservant
la phase
De manière similaire à la sous-section précédente, le processus d’amplification
préservant la phase est équivalent à une transformation unitaire standard de l’optique
quantique. Alors que l’amplification sensible à la phase est reliée à la compression d’un
seul mode du champ électromagnétique, l’amplification préservant la phase est reliée
à la compression à deux modes [25]. Il s’agit d’une généralisation de la compression
où des paires de photons corrélés sont créées entre deux modes plutôt qu’à l’intérieur
d’un seul mode [42]. Rappelons qu’en plus du mode de signal A, un mode de bruit B
avait été ajouté à la relation entrée sortie d’un amplificateur préservant la phase.
De manière similaire aux sections précédentes, on définit l’état comprimé à deux
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modes [42]
|ξ〉AB = SAB(ξ) |0〉A ⊗ |0〉B, avec SAB(ξ) = exp
[−ξa†b† + ξ∗ab] (2.21)
l’opérateur unitaire de compression à deux modes. L’effet d’une transformation de
compression à deux modes sur l’opérateur de destruction du mode A est
SAB(re
iθ)aS†AB(re
iθ) = a cosh r + b†eiθ sinh r. (2.22)
Ainsi, plutôt que de simplement mélanger les opérateurs de créations et d’annihilations,
il y a mélange des deux modes. Or, en comparant cette équation à l’équation (1.2), on
constate que la relation entrée sortie d’un amplificateur préservant la phase correspond
à une transformation unitaire de compression à deux modes où g = cosh r. Par
simplicité, on suppose que θ = pi et que g est réel.
Ainsi, pour un état cohérent dans le mode A et le vide dans le mode B en entrée,
l’état en sortie est [42]
|ψSortie〉AB = S†AB(r)|β〉A ⊗ |0〉B (2.23)
= DA(β cosh r)DB(β
∗ sinh r)S†AB(r) |0〉A ⊗ |0〉B, (2.24)
= DA(gβ)DB(
√
g2 − 1β∗)S†AB(r) |0〉A ⊗ |0〉B, (2.25)
où l’équation (2.22) a été utilisée. Or, cette expression correspond à l’état total du
système après l’amplification. Le mode de bruit B n’étant généralement pas accessible
expérimentalement, l’état mesuré est un état mixte obtenu en prenant une trace
partielle sur le sous-système B
ρA = TrB {|ψSortie〉〈ψSortie|AB} . (2.26)
Un calcul rapide permet de démontrer que cet état est un état thermique déplacé
ρA = D(gα)ρth(n)D
†(gα), (2.27)
40 Chapitre 2. Optique quantique et amplification paramétrique
Figure 2.5 Représentations dans l’espace des phases (fonction Q) de : (a) état
cohérent |β = 2 + i〉, (b) et (c) états thermiques déplacés suite à une amplification
préservant à la phase avec r = 1.2 et r = 2 (g2 = 3.28 et g2 = 14.2).
avec n = sinh2 r la population thermique et [53, 54]
ρth =
1
1 + n
∑
m
(
n
1 + n
)m
|m〉〈m|. (2.28)
La figure 2.5 illustre dans l’espace des phases (fonction Q) la matrice densité ρA
pour différent gain. La sous-figure (a) présente l’état cohérent initial à amplifier (r = 0).
Les sous-figures (b) et (c) présente l’état thermique déplacé pour les paramètres de
compression r = 1.2 et r = 2. Tel que discuté précédemment, les deux quadratures du
signal sont ici amplifiées et la variance du signal croit avec le gain.
Notons que les résultats présentés supposent que le mode de bruit b est initialement
dans l’état du vide. Ceci correspond à un amplificateur préservant la phase précisément
à la limite quantique. En effet, les travaux de Carlton Caves et al. démontrent qu’un
processus d’amplification linéaire préservant la phase peut toujours être décrit par une
transformation de compression à deux modes et que le bruit ajouté dépend de l’état
initial du mode de bruit [25].
2.3 Amplification paramétrique
Afin d’illustrer la limite quantique à l’amplification, on introduit maintenant un
modèle d’amplificateur : l’oscillateur paramétrique. Il s’agit d’un oscillateur harmonique
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Figure 2.6 (a) La modulation de la longueur eﬀective d’une balançoire à deux fois
la fréquence d’oscillation est un exemple d’ampliﬁcation paramétrique classique. La
ﬁgure est tirée de la référence [56]. (b) Modèle de l’optique quantique d’un ampliﬁcateur
paramétrique dégénéré.
dont l’un des paramètres est modulé à environ deux fois la fréquence de l’oscillateur.
Cette modulation constitue une source d’énergie (pompe) permettant d’ampliﬁer les
oscillations du système.
Ce processus d’ampliﬁcation étant classique, il est possible de l’observer de manière
macroscopique [55]. Par exemple, la ﬁgure 2.6 (a) présente un enfant debout sur une
balançoire. En ﬂéchissant les genoux au centre et en se redressant aux extrémités du
mouvement d’oscillation, il ou elle module son centre de masse et donc la longueur
eﬀective du pendule à deux fois la fréquence d’oscillation. S’il ou elle possède une
amplitude d’oscillation initiale non nulle, le mouvement sera ampliﬁé exponentiellement
par la modulation.
2.3.1 Ampliﬁcation paramétrique en optique quantique
L’ampliﬁcation paramétrique peut également être obtenue dans le domaine de
l’optique quantique à l’aide d’un milieu non linéaire permettant le mélange à trois
ondes [41, 43, 44]. Deux cas sont à distinguer : le mélange à trois ondes dégénéré et
non dégénéré [24]. Dans le premier cas, un photon de pompe se transforme en deux
photons de signal. Le hamiltonien d’interaction représentant cet échange est
HD =
χD
2
(
a†2ap + a2a†p
)
, (2.29)
où a est le mode de signal, ap est le mode de pompe et χD est l’amplitude de la
non-linéarité. Dans le second cas, un photon de pompe se transforme en un photon de
signal et un photon complémentaire (idler en anglais). Le hamiltonien d’interaction
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associé est
HND = χND
(
a†b†ap + aba†p
)
, (2.30)
où a et b sont respectivement le mode de signal et le mode complémentaire.
L’interaction non linéaire en soi est insuffisante pour obtenir l’amplification para-
métrique. Il est également nécessaire de pomper fortement le mode ap pour obtenir
cet effet. De plus, les relations 2ωa ≈ ωp et ωa + ωb ≈ ωp respectivement pour le
cas dégénéré et non dégénéré doivent être respectées. En effet, sans ces conditions
le hamiltonien d’interaction sera négligeable en raison de l’approximation séculaire
(χ ωp).
Finalement, afin de simplifier le calcul, il est supposé que le mode de pompe est
dans un état cohérent de forte amplitude de sorte que ap ≈ αpe−iωpt où αp est un
simple nombre complexe. Dans ce cas, il est possible de réécrire les hamiltoniens
ci-haut sous la forme
HD ≈ λ
2
(
a†2e−iωpt + a2eiωpt
)
et HND ≈ λND
(
a†b†e−iωpt + abeiωpt
)
, (2.31)
où λ et λND sont les amplitudes de pompe paramétrique. Notons que le hamiltonien
de gauche constitue le générateur de compression et permettra donc l’amplification
sensible à la phase, alors que le hamiltonien de droite constitue le générateur de
compression à deux modes et permettra donc de l’amplification préservant la phase.
Dans le contexte de ce mémoire, l’approximation d’un champ de pompe classique
sera toujours effectuée puisque celle-ci est généralement valide dans le domaine des
circuits supraconducteurs (voir chapitre suivant). Mentionnons tout de même que
la communauté de l’optique quantique a développé plusieurs techniques permettant
d’aller au-delà de cette approximation [57–60].
2.3.2 Résolution des équations du mouvement de l’APD
Pour la suite de ce chapitre, l’amplificateur paramétrique dégénéré (APD) est
considéré. La figure 2.6 (b) est une représentation schématique d’un amplificateur
paramétrique dégénéré dans le domaine de l’optique. Une cavité dont les miroirs sont
semi-réfléchissants avec un taux de fuite γ à gauche et κ à droite est considérée. Ainsi,
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la cavité est couplée à deux bains électromagnétiques : celui de droite formant le signal
d’intérêt à amplifier, alors que celui de gauche modélise les pertes de l’amplificateur
(γ = 0 pour un amplificateur idéal). On suppose les pertes faibles et donc κ ≥ γ.
Dans sa forme la plus générale, l’APD est décrit par le hamiltonien total
HAPD
~
= ωca
†a+
λ
2
a†2e−iωpt +
λ∗
2
a2eiωpt, (2.32)
où ωc est la fréquence de la cavité, ωp la fréquence de la pompe et λ l’amplitude de
la pompe. En passant dans un référentiel tournant à la fréquence ωp/2, on obtient le
hamiltonien
H˜APD
~
= ∆a†a+
λ
2
a†2 +
λ∗
2
a2, (2.33)
où ∆ = ωc − ωp/2 est le désaccord en fréquence.
On utilise la théorie entrée-sortie pour décrire l’interaction entre le système et
l’environnement [34, 61]. Un rappel de cette théorie est présenté à l’annexe B. On
défini ae et be les modes bosoniques du champ en entrée respectivement pour le signal
et le canal des pertes non-radiatives. Le mode du champ en sortie portant le signal
amplifié est noté as. Celui-ci est relié au champ en entrée et dans la cavité par la
condition frontière
as =
√
κa− ae. (2.34)
Cette équation illustre l’interférence entre le champ sortant de la cavité et le champ
entrant. À l’aide de ces définition, le système d’équations du mouvement pour le mode
de la cavité est
a˙ = Ma+
√
κae +
√
γbe, (2.35)
où les vecteurs et matrices
a =
 a
a†
, ae =
ae
a†e
, be =
be
b†e
 et M =
−i∆− κ′/2 −iλ
iλ∗ i∆− κ′/2
 (2.36)
ont été introduits, ainsi que le taux de perte de photons total de la cavité κ′ = κ+ γ.
Afin de découpler ces équations linéaires, on introduit la transformée de Fourier
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de l’opérateur d’annihilation 3 [34, 62]
a(t) =
∫ ∞
−∞
dω
2pi
a [ω] e−iωt. (2.37)
Ainsi, dans l’espace de Fourier la solution au système d’équations est obtenue par
l’inversion d’une matrice :
a [ω] = −√κ (iω1 +M )−1
(
ae [ω] +
√
γ
κ
be [ω]
)
. (2.38)
En utilisant la relation entrée-sortie de l’équation (2.34), la solution pour le champ en
sortie est
as [ω] = gS [ω] ae [ω]+gI [ω] ae
† [−ω]+
√
γ
κ
[
(gS [ω] + 1) be [ω] + gI [ω] be
†
[−ω]
]
(2.39)
où
gS [ω] = −
[
1 +
iκ(∆ + ω)− κκ′/2
D [ω]
]
et gI [ω] =
−iλκ
D [ω]
(2.40)
sont respectivement le gain en signal et le gain complémentaire 4. De plus,
D [ω] = D∗ [−ω] = ∆2 +
(
κ′
2
− iω
)2
− |λ|2 , (2.41)
est le déterminant de iω1+M . Rappelons que ce résultat est obtenu dans un référentiel
tournant à ωp/2 et gS[0] est donc le gain en signal à la moitié de la fréquence de
pompe.
3. Tout au long de ce mémoire, le symbole sera utilisé pour dénoter une transformée de
Fourier. Cette notation possède l’avantage de spécifier si l’adjoint est pris avant ou bien après la
transformée de Fourier. Cette distinction est importante puisqu’elle change le signe de la fréquence:
a† [ω] = a† [−ω].
4. La notation gI provient de l’anglais idler gain.
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2.3.3 Mode d’amplification
Tel qu’attendu pour un APD, l’équation (2.39) correspond à l’équation d’évolution
étudiée au chapitre précédent [équation (1.49)] avec M → gS, L→ gI et
F →
√
γ
κ
[
(gS [ω] + 1) be [ω] + gI [ω] be
†
[−ω]
]
(2.42)
l’opérateur des modes internes à l’amplificateur. Ainsi, l’APD est un amplificateur
sensible à la phase. Dans la limite γ → 0, on note que
|gI |2 = |gS|2 − 1 et gI [ω]gS[−ω] = gI [−ω]gS[ω] (2.43)
ce qui correspond bien aux relations attendues en l’absence de bruit ajouté (F = 0)
tel que présenté aux équations (1.56) et (1.57) [31].
Amplification préservant la phase
Bien que le système considéré soit naturellement un amplificateur sensible à la
phase, le mode d’amplification dépend de la bande de fréquence mesurée [23, 63]. La
figure 2.7 illustre l’effet du choix de la bande passante sur le mode d’amplification.
Ainsi, tel qu’indiqué à la sous-figure (a), dans le cas où la bande passante de la mesure
est centrée sur la fréquence ωp/2 où le gain est maximal, l’amplification est sensible à
la phase, puisque le mélange en fréquence ne fait pas intervenir de modes à l’extérieur
de la bande mesurée.
Au contraire, dans le cas où la bande de fréquence mesurée ne recouvre pas la
fréquence centrale [sous-figure (b)] l’amplification préservera la phase. En effet, dans
ce cas il est possible de réécrire l’équation entrée sortie en terme d’un mode de signal
a et d’un mode de bruit h. Cette réécriture correspond bien à une transformation de
compression à deux modes et donc une amplification préservant la phase 5. De plus,
en l’absence de pertes (γ = 0), l’équation (2.43) signifie qu’il s’agit d’un amplificateur
préservant la phase idéal.
5. Voir la section 4.4.3 de la thèse de C. Eichler pour davantage de détails [63].
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Figure 2.7 Figure traduite et adaptée de la ﬁgure 4.12 de la thèse de C. Eichler [63]
2.3.4 Propriétés de l’ampliﬁcateur
À partir de la solution aux équations du mouvement, on étudie maintenant les
propriétés de l’APD. On débute par considérer les propriétés du gain et de la bande
passante. Par la suite, l’utilisation de l’APD comme source de lumière comprimée est
discutée.
Matrice de gain
Suivant les résultats de la section 1.3 [équation (1.59) et suivantes], on réécrit
l’équation (2.39) en terme de quadratures
⎛
⎝Xs[ω]
Ps[ω]
⎞
⎠ = Gω
⎛
⎝Xe[ω]
Pe[ω]
⎞
⎠+√γ
κ
(Gω + 1)
⎛
⎝X(B)e [ω]
P
(B)
e [ω]
⎞
⎠ , (2.44)
où X(B)e , P (B)e sont les quadratures du mode de bruit (be) et Gω est la matrice de gain.
Aﬁn de simpliﬁer l’analyse, on considère une bande passante étroite ce qui permet
d’eﬀectuer l’approximation ωp/2± ω ≈ ωp/2. Avec cette simpliﬁcation, la matrice de
gain est
Gω =
[
κ
D[ω]
(
κ′
2
− iω
)
− 1
]
+
κ
D[ω]
W, (2.45)
où
W =
⎛
⎝ Im {λ} Δ− Re {λ}
−Δ− Re {λ} −Im {λ}
⎞
⎠ (2.46)
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est une matrice couplant les quadratures du champ en entrée.
La matrice de gain est uniquement diagonalisable dans le cas où ∆ = 0. Dans
ce cas, la matrice est symétrique et l’équation (2.44) peut donc être diagonalisée par
une simple rotation antihoraire des quadratures de θ = pi/4− arg(λ)/2. Le gain de la
quadrature amplifiée (g1) et de la quadrature atténuée (g2) devient alors
g1,2[ω] = gS[ω]± ie−i arg(λ)gI [ω] (2.47)
=
κ
κ′/2− iω ± |λ| − 1. (2.48)
Dans le cas où le désaccord en fréquence est non nul, la diagonalisation de la relation
entrée-sortie est tout de même possible, mais ceci nécessite une rotation indépendante
des quadratures en entrée et en sortie. Afin d’alléger le texte, la discussion de ce cas
qui n’est généralement pas traité dans la littérature est reléguée à l’annexe A.
Seuil paramétrique
On note que le gain gS[0] diverge pour la valeur critique de l’amplitude de pompe
paramétrique [28]
|λcrit| =
√
∆2 +
(
κ′
2
)2
, (2.49)
et qu’un large gain est donc possible près de ce seuil. Au-delà de cette valeur critique
nommée « seuil paramétrique », l’état stationnaire du système est instable. En effet,
une analyse de la dynamique du système à l’aide d’une solution dans l’espace de
Laplace (voir annexe C) démontre que la population de la cavité diverge au-dessus
du seuil paramétrique. Il est donc préférable de considérer une amplitude de pompe
paramétrique inférieure au seuil. La norme du gain en signal de l’APD ainsi que le
seuil paramétrique (ligne en tirets orange) sont présentés à la figure 2.8 (a).
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Alorsquelacourbedegaind’unampliﬁcateurparamétriquepossèdenormalement
uneseulerésonanceenω=0,danslecasoùledésaccordenfréquenceesttelque
∆2>|λ|2+ κ2
2
, (2.50)
unerésonancedoubleestobservée[64].Ainsi,pourundésaccordenfréquencesupérieur
àceseuil,deuxrésonancessontobservéesen
ω=± ∆2− κ2
2
−|λ|2. (2.51)
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À proximité du seuil, les résonances étant près l’une de l’autre, un effet d’élargissement
de la bande passante est observé. Le seuil de double résonance est présenté à la
figure 2.8 (a) (ligne pointillée jaune). Notons que dans la limite d’un grand désaccord
en fréquence (|∆|  κ′) le seuil paramétrique et celui de double résonance sont
identiques. Il n’est alors plus possible d’obtenir une résonance simple sous le seuil
de stabilité paramétrique. L’effet de double résonance et l’élargissement de la bande
passante sont présentés à la figure 2.8 (b).
Relation entre le gain et la bande passante
On définit maintenant d’une manière plus formelle la bande passante de l’amplifi-
cateur. La définition pouvant varier, on considère la bande passante β comme étant la
demi-largeur à mi-hauteur du gain en puissance (|gS[β]|2 = |gS[0]|2 /2). Un résultat
standard des amplificateurs utilisant une cavité est que le produit du gain et de la
bande passante à large gain est approximativement constant avec [24]
|gS[0]| β ≈ κ
2
. (2.52)
Ainsi, un amplificateur à fort gain et large bande nécessite un taux de relaxation de la
cavité très grand. Celui-ci étant généralement limité par des contraintes expérimentales,
il est difficile d’obtenir un amplificateur paramétrique large bande. Afin de contrer cet
effet, des amplificateurs n’utilisant pas une cavité sont actuellement développés tel
que le TWPA. Notons également qu’une nouvelle approche basée sur l’ingénierie des
réservoirs a récemment été proposée afin de contourner cette contrainte [65].
Compression de la lumière dans la cavité
Afin de caractériser la compression de la lumière dans la cavité, on débute par
calculer les moments d’ordre deux du champ dans la cavité. On note tout d’abord que,
sous le seuil paramétrique, les moments d’ordre deux du champ dans la cavité Nintra
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et Mintra sont
Nintra =
〈
a†a
〉
=
|λ|2
2
(
∆2 + κ′2/4− |λ|2) , (2.53)
Mintra =
〈
a2
〉
=
−λ (∆ + iκ′/2)
2
(
∆2 + κ′2/4− |λ|2) , (2.54)
où il est supposé que les champs entrants ae et be sont dans un état de vide. Notons
que ces expressions ne dépendent que du taux total de relaxation total de la cavité
κ′ = κ + γ, puisque du point de vue de la cavité, il n’y a pas de distinction entre
l’interaction cohérente κ et les pertes γ.
La variance d’une quadrature étant reliée à ces moments par l’équation (2.13), on
obtient pour la variance minimale d’une quadrature à l’intérieur de la cavité
〈
∆X2Min
〉
= Nintra +
1
2
− |Mintra| = ∆
2 + κ
′2/4− |λ|√∆2 + κ′2/4
2
(
∆2 + κ′2/4− |λ|2) . (2.55)
Alors que les moments divergent à l’approche du seuil paramétrique, la variance
minimale tend vers la valeur limite 〈∆X2Min〉 = 14 . Ainsi, bien qu’un amplificateur
paramétrique soit une source de lumière comprimée, les fluctuations du champ à
l’intérieur de la cavité ne peuvent être inférieures à la moitié des fluctuations du vide.
Ceci signifie que le niveau de compression [équation (2.16)] du champ dans la cavité
ne peut être supérieur à 3 dB [66].
Ce résultat de Milburn et Walls datant du début des années 1980 semble démontrer
qu’un APD n’est pas une bonne source de lumière comprimée. Or, quelques années
plus tard, les travaux de Yurke [32, 67] et de Collett et Gardiner [34, 61] ont démontré
que, contrairement au champ dans la cavité, le niveau de compression du champ en
sortie d’un APD peut être infiniment comprimé à proximité du seuil paramétrique.
Cette différence s’explique par un effet d’interférence entre le champ sortant de la
cavité et celui réfléchi en entrée sans y avoir pénétré [68].
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Figure 2.9 Niveau de compression en sortie de l’APD en fonction de : (a) l’ampli-
tude de la pompe paramétrique et (b) le gain |gS [0]|2. La ligne en tirets noire correspond
au niveau de compression maximal à l’intérieur de la cavité, c’est-à-dire 3 dB.
Compression de la lumière en sortie de la cavité
À l’aide de la relation entrée-sortie de l’équation (2.39), on calcule de manière
similaire à la sous-section précédente les moments d’ordre deux du champ en sortie.
Contrairement à ce cas, il est nécessaire de préciser à quelle fréquence la mesure est
eﬀectuée. On déﬁnit donc le spectre en fréquence des moments d’ordre deux [64]
NSortie[ω] =
∫ ∞
−∞
dω
2π
〈
as
†[−ω]as[ω]
〉
=
(
1 +
γ
κ
)
|gI [ω]|2 , (2.56)
MSortie[ω] =
∫ ∞
−∞
dω
2π
〈as[ω]as[ω]〉 =
(
1 +
γ
κ
)
gS[ω]gI [−ω] + γ
κ
gI [−ω], (2.57)
où les expressions de droites sont valides sous le seuil paramétrique et pour des champs
entrants dans l’état du vide.
De manière similaire au spectre des moments d’ordre deux, on déﬁnit le spectre
de compression du champ en sortie à l’angle θ [34, 64]
Sθ[ω]=
∫ ∞
−∞
dω′
2π
〈
Xs
θ
[ω]Xs
θ
[ω′]
〉
, avec Xs
θ
[ω] =
1√
2
(
as[ω]e
−iθ + as†[−ω]eiθ
)
(2.58)
une quadrature du champ en sortie. Ainsi, la quantité Sθ[ω] représente la variance de
la quadrature du champ en sortie Xθs à la fréquence ω. En trouvant l’angle minimisant
ce spectre, il est possible d’extraire le niveau de compression du champ en sortie à
une fréquence donnée.
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La figure 2.9 présente le niveau de compression du champ en sortie à la fréquence
centrale de l’APD (ω = 0). Tel qu’attendu, la sous-figure (a) indique qu’en l’absence de
pertes, le niveau de compression en sortie diverge à l’approche du seuil paramétrique
(λ/κ = 1/2), mais sature à une valeur finie en présence de pertes. La sous-figure (b)
présente la même information, mais en fonction du gain en décibels. Ceci permet
de mieux observer la saturation. On remarque que, dans le cas γ = κ, le niveau de
compression est égal ou inférieur à la limite de 3 dB. Puisque dans le modèle considéré
le taux de perte γ est équivalent à considérer une cavité à deux côtés, ceci signifie
que, dans une cavité à deux côtés symétriques, le champ en sortie ne peut pas être
comprimé davantage que la limite de la compression interne de 3 dB [34].
Chapitre 3
Amplificateur paramétrique
Josephson
L’objectif de ce chapitre est d’introduire et de comparer différentes méthodes
permettant d’obtenir de l’amplification à la limite quantique dans le domaine des
circuits supraconducteurs micro-ondes. On débute par présenter le circuit à la base des
méthodes considérées. Par la suite, trois modes de pompes permettant d’obtenir de
l’amplification paramétrique sont présentés : la pompe de courant monochromatique
(pompe simple), la pompe de courant bichromatique (pompe double) et la pompe de
flux. Il est démontré que, dans chaque cas, le modèle est approximativement équivalent
à celui d’un APD. Finalement, ces trois modes de pompes sont comparés et quelques
directions alternatives du domaine sont présentées.
Considérant que l’amplificateur paramétrique Josephson et les différents modes
de pompes présentés dans ce chapitre sont discutés dans la littérature, la principale
contribution de ce chapitre est de présenter les différents modes de pompes dans un
formalisme commun. Ceci permet ensuite de présenter une discussion des avantages et
inconvénients de chaque mode allant au-delà de ce qui se trouve dans la littérature.
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Figure 3.1 Ampliﬁcateur paramétrique Josephson à éléments discrets (LJPA)
3.1 Présentation du système physique
Tout au long du chapitre, le circuit supraconducteur le plus simple permettant
d’eﬀectuer de l’ampliﬁcation paramétrique sera utilisé et l’analyse se concentrera
sur les diﬀérents modes d’opérations de ce circuit. Par analogie avec les modèles de
l’optique quantique présentés à la section 2.3, on considère un résonateur non linéaire.
Ce résonateur sera fortement pompé aﬁn d’obtenir de l’ampliﬁcation paramétrique.
La non-linéarité du circuit provient d’une inductance non linéaire et non dissipative :
la jonction Josephson.
La ﬁgure 3.1(a) présente le circuit couplé à l’environnement. Il s’agit d’une jonction
Josephson (ou d’un SQUID 1) en parallèle avec un condensateur couplé capacitivement
à une ligne à transmission. Puisque le système ne possède qu’un point d’entrée et sortie,
il s’agit d’un ampliﬁcateur fonctionnant en réﬂexion. Par opposition aux ampliﬁcateurs
basés sur des résonateurs coplanaires [13, 69], on nomme cet ampliﬁcateur Ampliﬁcateur
Paramétrique Josephson à Éléments Discrets et l’acronyme LJPA 2 sera utilisé pour y
référer [14, 16, 70].
3.1.1 Lagrangien et hamiltonien du circuit
Dans cette section, on utilise les techniques standards de quantiﬁcation des circuits
pour obtenir le lagrangien et le hamiltonien du circuit d’intérêt. Notons que la méthode
de quantiﬁcation n’est pas présentée dans ce mémoire. En eﬀet, cette approche étant
déjà bien établie, on réfère le lecteur à l’article de Yurke et Denker [32] pour la
1. De l’anglais Superconducting Quantum Interference Device
2. De l’anglais Lumped-Element Josephson Parametric Ampliﬁer
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présentation originale de la théorie, ainsi qu’aux notes de Michel Devoret [71] et à
l’article de Burkard et al. [72] pour une vision plus moderne. De plus, la thèse de
Jérôme Bourassa [73] ainsi que les notes de cours de David Sénéchal [74] constituent
deux excellentes introductions francophones à cette théorie.
Par simplicité, on débute par considérer un système fermé. Dans ce cas, le circuit
devient très simple et est présenté à la figure 3.1(b). Suivant la convention du domaine
des circuits supraconducteurs, on considère l’énergie associée au condensateur comme
une énergie cinétique et l’énergie inductive comme une énergie potentielle. Avec cette
convention, le lagrangien du circuit est simplement
L = Cφ˙
2
2
+ EJ cos
(
φ
ϕ0
)
, (3.1)
où ϕ0 = ~/(2e) est le quantum de flux réduit, C est la capacité du condensateur et
EJ est l’énergie Josephson de la jonction. Finalement, φ(t) =
∫ t
−∞ V (τ)dτ est le flux
qui a comme variable conjuguée la charge
Q =
∂L
∂φ˙
= Cφ˙. (3.2)
À l’aide d’une transformation de Legendre H = Qφ˙− L on obtient le hamiltonien
H =
Q2
2C
− EJ cos
(
φ
ϕ0
)
. (3.3)
Notons que les opérateurs de flux et de charge étant conjugués, la quantification du
système implique immédiatement la relation de commutation [φ,Q] = i~.
En effectuant un développement de Taylor du cosinus, il devient possible de séparer
l’énergie potentielle de la jonction Josephson en un terme quadratique et une somme
de termes d’ordre supérieur (le terme constant est laissé tombé puisque celui-ci ne
contribue pas à la dynamique du système) [75, 76]. Ainsi le hamiltonien s’exprime
comme
H =
Q2
2C
+
φ2
2LJ
− EJ
∞∑
n>1
(−1)n
(2n)!
(
φ
ϕ0
)2n
, (3.4)
où nous avons introduit LJ = ϕ20/EJ , l’inductance Josephson. Remarquons que sous
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cette forme, les deux premiers termes du hamiltonien constituent le hamiltonien d’un
oscillateur LC harmonique. En introduisant l’opérateur d’annihilation a et l’opérateur
de création a†, on réécrit les opérateurs φ et Q sous la forme
φ =
√
~
2Cω0
(
a+ a†
)
et Q = i
√
~Cω0
2
(
a† − a) , (3.5)
où ω0 = 1/
√
LJC est la fréquence de l’oscillateur et où a et a† obéissent aux relations
de commutations bosoniques standards. Avec ces définitions, le hamiltonien peut être
réécrit sous la forme
H = ~ω0a†a− EJ
∞∑
n>1
(−1)n
(2n)!
Φ2nfpz
(
a+ a†
)2n
, (3.6)
où Φfpz = 2
√
EC/(~ω0) représente l’amplitude des fluctuations de point zéro du flux
(définie sans unités) et EC = e2/(2C) est l’énergie de charge.
3.1.2 Troncature du potentiel et approximation séculaire
Dans le traitement standard de l’amplificateur paramétrique Josephson, le potentiel
est tronqué et seul le terme quartique (le premier terme menant à une non-linéarité
dans les équations du mouvement) est conservé. L’annexe D étudie la validité de
cette approximation. On y démontre que, dans le régime d’intérêt où la non-linéarité
est beaucoup plus faible que la fréquence de résonance de l’oscillateur, l’effet des
termes supplémentaires est principalement une renormalisation des paramètres et
qu’ils n’influencent donc pas de manière significative la physique observée. Suite à
cette troncature, le hamiltonien prends la forme
H/~ = ω0a†a+
Λ
6
(
a+ a†
)4
, (3.7)
où Λ = −EJΦ4fpz/(4~) = −EC/2~ est le coefficient de Kerr. C’est donc l’énergie
de charge EC qui dicte la non-linéarité du système. Notons qu’il s’agit du même
hamiltonien qu’un qubit supraconducteur de type transmon [77]. La différence vient
simplement du régime de paramètre considéré. Ainsi, la non-linéarité est beaucoup
plus faible pour un amplificateur que pour un qubit.
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Dans la limite où Λ/ω0  1, il est possible de négliger les termes oscillant
rapidement dans la représentation d’interaction par l’approximation séculaire. En effet,
en considérant le terme quartique comme une perturbation, le hamiltonien dans la
représentation d’interaction est
H I/~ =
(
ae−iω0t + a†eiω0t
)4
Λ/6. (3.8)
L’approximation séculaire est effectuée en négligeant les termes oscillants (pour ω0  Λ
ces termes se moyenne à zéro). Dans ce cas, on obtient le hamiltonien en ordre normal
H I~ ≈ 2Λa†a+ Λa†2a2 et le hamiltonien dans la représentation initiale est donc
H/~ = ω˜0a†a+ Λa†2a2, (3.9)
où ω˜0 = ω0 + 2Λ est la fréquence renormalisée de l’oscillateur.
3.1.3 Système ouvert et dissipation
Le traitement précédent considère uniquement le hamiltonien du système. Or,
le système réel est couplé à l’environnement et cette interaction est essentielle à la
description d’un amplificateur puisque c’est via l’environnement que l’amplificateur
est couplé aux signaux d’entrée et de sortie. Alors qu’il est possible d’obtenir le
hamiltonien total à partir du circuit, la dissipation est ici ajoutée de manière phénomé-
nologique. Cette méthode ignore la renormalisation des paramètres due au couplage
à l’environnement [78]. Cet effet n’affectant pas la physique de l’amplification, il est
ignoré.
Tel qu’au chapitre précédent, nous introduisons donc un taux d’interaction entrée-
sortie κ, un taux de pertes non-radiatives γ et un taux de relaxation total κ′ = κ+ γ.
Ces paramètres peuvent être reliés aux valeurs expérimentales par une mesure du
coefficient de réflexion en puissance (en l’absence de la pompe paramétrique)
R =
(
κ− γ
κ+ γ
)2
(3.10)
et une mesure du facteur de qualité du résonateur Q = ω˜0/κ′.
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De manière analogue à la section 2.3, on utilise la théorie entrée-sortie pour obtenir
l’équation du mouvement du système
a˙ =
i
~
[H, a]− κ
′
2
a+
√
κae +
√
γbe, (3.11)
où ae est le mode d’entrée du signal et be le mode d’entrée des pertes. Rappelons
que le champ en sortie est ensuite obtenu à l’aide de la relation entrée-sortie [61]
as =
√
κa− ae.
Alors que la théorie entrée-sortie est bien adaptée au traitement analytique d’un
système dissipatif, elle est peu adaptée à un traitement numérique. En raison de
l’utilisation de la représentation de Heisenberg, le système est décrit par un opérateur
appartenant à l’espace de Hilbert total (système et environnement). Numériquement,
la représentation de Schrödinger est préférable, puisqu’elle permet de représenter l’état
du système à l’aide d’une matrice densité dont la dimension est reliée à la taille de
l’espace de Hilbert du système seulement.
Une équation maîtresse de Lindblad sera donc utilisée pour obtenir les résul-
tats numériques. Dans le cas où l’environnement est à température nulle, l’équation
d’évolution du système est
ρ˙ = −i [H, ρ] + κ′D [a] ρ, (3.12)
où le superopérateur de dissipation D [a] ρ = aρa† − 1
2
(
a†aρ+ ρa†a
)
est introduit [79].
3.2 Pompe de courant monochromatique
Le circuit du LJPA n’est pas suffisant en soi pour obtenir de l’amplification. Il
est nécessaire d’ajouter une pompe afin d’apporter de l’énergie au système et ainsi
transformer le hamiltonien de l’équation (3.7) en celui d’un APD [équation (2.33)].
Plusieurs modes de pompe permettant d’effectuer cette transformation sont présentés
dans ce chapitre. On débute par la pompe de courant monochromatique, c’est-à-dire
une pompe de courant oscillant à une seule fréquence. Par opposition à la pompe
double présentée à la section suivante où deux ondes harmoniques sont utilisées (pompe
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bichromatique), on nomme la pompe de courant monochromatique « pompe simple ».
À l’aide des relations de Josephson, on débute par établir le lien entre une pompe
de courant et l’amplification paramétrique. Par la suite, la pompe est ajoutée au
modèle du LJPA et une transformation unitaire de déplacement est effectuée. Cette
transformation permet de séparer la dynamique du système en la dynamique d’un
champ classique et celle des fluctuations quantiques. Finalement, la correspondance du
hamiltonien des fluctuations quantiques avec le hamiltonien de l’APD est explicitée.
Bien qu’une approche classique en terme des lois de Kirchoff permet d’obtenir
le gain et la bande passante de l’amplificateur [14, 16, 80, 81], l’approche considérée
est ici similaire à celle de B. Yurke [62]. Celle-ci utilise la théorie entrée-sortie et le
langage de l’optique quantique.
3.2.1 Relation de Josephson et oscillations paramétriques
Tel que discuté à la section 2.3, l’amplification paramétrique requiert la modulation
d’un paramètre du système à environ deux fois la fréquence de résonance. Afin de
justifier qu’une pompe de courant impose une telle modulation, on débute par rappeler
qu’une jonction Josephson est caractérisée par la relation courant-phase [29]
I(t) = Ic sin
(
φ(t)
ϕ0
)
(3.13)
où Ic est le courant critique de la jonction et φ est le flux généralisé tel que défini
à la section 3.1. Par analogie avec la relation constitutive d’une inductance linéaire
φ(t) = LI(t), la relation de Josephson ci-dessus implique que l’inductance effective
d’une jonction dépend du courant la traversant
LNL(I) = LJ
[
1 +
1
6
(
I
Ic
)2
+ . . .
]
, (3.14)
où un développement en puissance de I/Ic a été effectué et où LJ = ϕ0/Ic. Cette
relation non linéaire implique que, pour un courant oscillant I ∝ cosωpt, l’inductance
effective de la jonction est modulée à la fréquence 2ωp. Ainsi, une pompe de courant
monochromatique de fréquence ωp ≈ ω˜0 est une pompe paramétrique permettant
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d’obtenir de l’amplification.
3.2.2 Pompe et transformation de déplacement
En terme du hamiltonien, l’ajout d’une pompe de courant monochromatique
correspond à l’ajout d’un terme au hamiltonien tel que
H → H +Hp, avec Hp =  e−iωpta† + ∗ eiωpta, (3.15)
où  et ωp sont l’amplitude et la fréquence de la pompe. Notons que le hamilto-
nien Hp correspond au générateur de déplacement dans l’espace des phases (voir
section 2.1.2) [41].
Référentiel tournant
Afin de simplifier le hamiltonien, une transformation unitaire U = exp
{−iωpt a†a}
est effectuée afin que le référentiel considéré tourne à la fréquence de la pompe. Dans
ce nouveau référentiel, le hamiltonien total du système est
HR = ∆a†a+ Λa†2a2 + a† + ∗a, (3.16)
où HR = U †HU − iU †U˙ et où ∆ = ω˜0 − ωp est le désaccord en fréquence entre la
pompe et la cavité.
Transformation de déplacement
Afin de simplifier davantage le problème, on effectue une seconde transforma-
tion unitaire permettant d’éliminer le terme de pompe du hamiltonien. Le nouvel
hamiltonien est donc obtenu par la transformation
HD = D†(α)HRD(α)− i (α˙a† − α˙∗a) , (3.17)
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où la fonction complexe α(t) est choisie afin d’éliminer le terme linéaire du hamiltonien.
Autrement dit, l’effet du déplacement sur l’opérateur d’annihilation
D†(α)aD(α) = a+ α ≡ d+ α. (3.18)
revient à séparer l’opérateur d’échelle en un nombre complexe représentant un champ
classique et un opérateur représentant les fluctuations quantiques. Afin de clarifier la
comparaison des différents modes de pompes, on notera les opérateurs d’annihilation
et de création dans le référentiel déplacé d et d†.
Ainsi, le hamiltonien dans le nouveau référentiel est
HD = ∆˜sd
†d+
λs
2
d†2 +
λ∗s
2
d2 +HsNL, (3.19)
où HsNL sont les corrections non linéaires. Afin d’alléger la notation, on a défini le
désaccord en fréquence décalé par la population de la cavité
∆˜s = ∆ + 4 |α|2 Λ, (3.20)
ainsi que l’amplitude de la pompe paramétrique effective
λs = 2α
2Λ. (3.21)
De plus, afin d’annuler le terme linéaire du hamiltonien, on choisi l’amplitude du
déplacement α tel que
iα˙ = +
(
∆ + 2Λ |α|2 − iκ
′
2
)
α. (3.22)
Finalement, les corrections d’ordres supérieures au hamiltonien sont la somme de
corrections cubiques et d’une correction quartique
HsNL = µd
†2d+ µ∗d†d2 + Λd†2d2, (3.23)
avec µ = 2αΛ l’amplitude des corrections cubiques. Le hamiltonien HsNL peut généra-
lement être négligé lorsque le champ classique est grand et donc les fluctuations faibles.
Notons que le chapitre 4 s’intéresse à la validité de cette approximation et à l’effet de
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ces termes sur les propriétés du LJPA. On montrera que dans un régime de grande
non-linéarité et de fort gain, ces termes deviennent non-négligeables et réduisent la
qualité de l’amplification et de la compression produite par le LJPA.
3.2.3 Correspondance avec l’APD
En négligeant les termes d’ordres supérieurs et en supposant qu’il existe un champ
classique α tel que l’équation (3.22) est satisfaite (voir sous-section suivante), le
hamiltonien de l’équation (3.19) correspond au hamiltonien de l’APD étudié à la
section 2.3. La correspondance est obtenue en prenant ∆˜s → ∆ , λs → λ, d→ a et
dout = aout −
√
κα→ aout.
Ainsi, le LJPA à pompe simple est un amplificateur paramétrique dégénéré, mais
dans un référentiel déplacé. Dans le référentiel du laboratoire, ceci signifie qu’il est
nécessaire de retirer l’effet de la pompe pour obtenir le signal amplifié. Ceci peut
être obtenu en effectuant une mesure sur une bande passante excluant la fréquence
de la pompe ou bien en annulant la pompe réfléchie par un processus d’interférence
actif [63].
3.2.4 Champ classique et bistabilité
Afin de confirmer la correspondance avec l’APD, il est utile d’analyser l’équa-
tion (3.22) pour le champ α. À partir de celle-ci, on obtient une équation pour
l’amplitude du champ classique dans l’état stationnaire
||2 =
[
∆2 +
(
κ′
2
)2]
n+ 4∆Λn2 + 4Λ2n3, (3.24)
avec n = |α|2. Cette équation étant cubique, il existe un régime de paramètre où trois
solutions réelles coexistent. Puisque seulement deux des trois solutions sont stables, il
s’agit du régime de bistabilité [70, 82].
Afin d’illustrer ce régime, la figure 3.2 (a) présente la solution de l’équation cubique
pour différentes amplitudes de pompes. En raison de la non-linéarité, la résonance du
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Figure 3.2 (a) Population moyenne du résonateur non linéaire pour diﬀérentes am-
plitudes de pompes. Du bas vers le haut les amplitudes sont  = (0.5, 0.7, 0.9, 1, 1.12)crit
et la non-linéarité est Λ = −κ/1000. La ligne pointillée verticale indique Δ = Δcrit,
alors que la ligne horizontale indique n = ncrit. (b) et (c) Représentation de la zone de
bistabilité dans l’espace des paramètres (zone ombrée). La courbe bleue correspond
à l’équation (3.25), la courbe pointillée rouge correspond au seuil paramétrique et la
courbe verte indique Δ˜s = 0.
système est décalée par la pompe. Pour une amplitude critique |crit|2 = κ′3/6
√
3 |Λ|
(courbe verte), la pente devient inﬁnie au désaccord en fréquence critique Δcrit =√
3κ′/2 (trait vertical). L’amplitude du champ à ce point critique est ncrit = |αcrit|2 =
κ′/2
√
3 |Λ| (trait horizontal) [28].
À la sous-ﬁgure (b), la zone de bistabilité est illustrée dans l’espace des paramètres
(région ombrée). Celle-ci est bornée par les courbes analytiques [64, 70]
|±|2 = Δ
3
27 |Λ|
[
1 +
9κ
′2
4Δ2
∓
(
1− 3κ
′2
4Δ2
)3/2]
. (3.25)
En résolvant l’équation λs =
√
Δ˜2s + κ
′2/4, on trouve que le seuil paramétrique corres-
pond précisément au seuil de la région bistable [28]. Aﬁn d’obtenir de l’ampliﬁcation,
la pompe sera donc choisie aﬁn d’être près du seuil paramétrique, mais à l’extérieur
du régime bistable. En raison de la non-linéarité, le désaccord en fréquence eﬀectif
Δ˜s de l’APD n’est pas indépendant de l’amplitude de pompe. Or, dans le but de
simpliﬁer la dynamique du système, il est souhaitable de considérer le cas où Δ˜s = 0.
La courbe verte représente cette équation dans l’espace des paramètres. Aﬁn de mieux
représenter la distinction entre cette courbe et le point critique, la sous-ﬁgure (c)
présente les mêmes courbes que la sous-ﬁgure (b) mais en terme de l’amplitude du
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champ classique n plutôt que l’amplitude de la pompe.
Notons qu’alors qu’il est ici souhaitable d’éviter la zone bistable, cette région de
l’espace des paramètres peut être utilisée pour mesurer l’état d’un qubit. Ainsi, dans
la mesure par bifurcation, la grande différence d’amplitude entre les deux états du
régime bistable est utilisée pour effectuer la mesure d’un qubit placé à l’intérieur du
résonateur non linéaire [82–84].
3.3 Pompe de courant bichromatique
Une alternative à la pompe simple a été proposée en 2009 par A. Kamal, A.
Marblestone et M. Devoret de l’Université de Yale : la pompe de courant bichromatique
ou pompe double [85]. Il s’agit d’une approche similaire à la pompe simple, mais où la
source de courant est la somme de deux oscillations harmoniques.
Alors que l’article original utilise une approche semi-classique, le développement
mathématique est ici effectué dans le même langage que la section précédente. Ceci
permet une meilleure comparaison des différents types de pompe.
3.3.1 Oscillation paramétrique et séparation spectrale
Afin de développer une intuition pour la pompe double, rappelons qu’à l’équa-
tion (3.14) l’inductance non linéaire effective d’une jonction Josephson est décrite sous
la forme d’un développement en puissance paire du courant la traversant. Or, si l’on
considère un courant de la forme I = I1 cosω1t+ I2 cosω2t, le carré du courant est
I2 = I21 cos
2 ω1t+ I
2
2 cos
2 ω2t+ I1I2 cos(ω1 − ω2)t+ I1I2 cos(ω1 + ω2)t. (3.26)
Il est alors possible de choisir les fréquences ω1 et ω2 pour obtenir de l’amplification
paramétrique. Lorsque ω1 ou ω2 est approximativement égal à la fréquence ω˜0 du
résonateur, une pompe simple est obtenue. Une autre option est de choisir ω1 ±
ω2 ≈ 2ω˜0. L’avantage de ce choix est que cette méthode introduit un degré de
liberté supplémentaire qui permet de séparer spectralement la fréquence centrale de
l’amplification de la fréquence des pompes.
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Figure 3.3 Représentation schématique de la séparation spectrale entre la ou les
pompes et la courbe de gain pour : (a) la pompe simple, (b) la pompe double et (c) la
pompe de ﬂux.
La ﬁgure 3.3 illustre schématiquement la position de la fréquence de pompe par
rapport à la courbe de gain pour diﬀérents modes de pompes. En particulier, la
sous-ﬁgure (a) illustre que, dans le cas d’une pompe simple, la fréquence de pompe
est précisément à la fréquence de gain maximale. Au contraire, en utilisant deux
pompes tel qu’illustré à la sous-ﬁgure (b) il devient possible que le maximum de la
courbe de gain soit éloigné spectralement des pompes. Il devient alors plus simple
expérimentalement de séparer la pompe du signal à l’aide d’un ﬁltre passe-bande.
Finalement, la sous-ﬁgure (c) illustre le cas de la pompe de ﬂux (section suivante) où
la fréquence de la pompe est le double de la fréquence de gain maximal ce qui permet
également une excellente séparation spectrale.
3.3.2 Hamiltonien et transformation de déplacement double
De manière similaire à la section précédente, le hamiltonien du circuit est modiﬁé
par l’ajout de deux termes de pompes
H = ω˜0a
†a+ Λa†2a2 +
2∑
n=1
[
n e
iωnta+ ∗ne
−iωnta†
]
, (3.27)
où ω1,2 et 1,2 sont la fréquence et l’amplitude des pompes. Ces termes génèrent chacun
un déplacement oscillant à la fréquence associée.
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Transformation de déplacement double
Il est utile d’effectuer une transformation de déplacement double, c’est-à-dire deux
transformations de déplacements consécutives, afin de séparer le champ classique en
deux champs : l’un oscillant à ω1 et l’autre à ω2. Ainsi, on obtient le hamiltonien dans
le référentiel déplacé en effectuant la transformation unitaire
HD = D†(α˜1 + α˜2)HD(α˜1 + α˜2)− i
(
˙˜α1a
† − ˙˜α∗1a
)− i ( ˙˜α2a† − ˙˜α∗2a) , (3.28)
où les fonctions complexes α˜1(t) et α˜2(t) sont respectivement choisies pour annuler
les termes en 1 et 2. Comme à la section précédente, on explicite le changement
de référentiel en remplaçant l’opérateur a par l’opérateur d. Avec cette notation, le
hamiltonien dans le nouveau référentiel est
HD =
(
ω˜0 + 4Λ |α˜1 + α˜2|2
)
d†d+ Λd†2d2,
+
[
Λ (α˜1 + α˜2)
2 d†2 + 2Λ (α˜1 + α˜2) d†2d+ h.c.
] (3.29)
où α˜1 satisfait à l’équation
i ˙˜α1 = 1e
−iω1t +
[
ω˜0 + 2Λ
(|α˜1|2 + 2 |α˜2|2 + α˜1α˜∗2)− iκ′2
]
α˜1, (3.30)
et où l’équation équivalente pour α˜2 est obtenue par l’inversion des indices. Ces deux
équations différentielles couplées décrivent des oscillateurs à la fois non linéaires, forcés,
amortis et couplés.
Référentiel tournant et approximation séculaire
Puisque la solution stationnaire d’un oscillateur forcé oscille à la fréquence de la
pompe externe, on introduit les champs classiques dans des référentiels tournants α1
et α2 tels que α˜j = αje−iωjt. À l’aide de cette notation, les équations du mouvement
classique deviennent
iα˙1 = 1 +
[
∆1 + 2Λ
(|α1|2 + 2 |α2|2 + α1α∗2e−i∆12t)− iκ′2
]
α1, (3.31)
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où ∆1 = ω˜0−ω1. et où l’équation pour α˙2 est obtenue par échange des indices. Notons
que pour ∆12 = ω1 − ω2 grand, c’est-à-dire pour ∆1,2  |2Λα1α2|, on peut négliger
les termes oscillants en raison de l’approximation séculaire. Cette approximation est
toujours valide dans le régime d’intérêt, puisque nous verrons plus bas que |2Λα1α2| =
|λd| /2 avec λd l’amplitude de la pompe paramétrique effective. Puisque le régime de
paramètre d’intérêt est celui sous le seuil paramétrique défini à l’équation (2.49), ceci
implique que la condition de validité de cette approximation séculaire sera toujours
valide pour ∆12  κ′/4. Or, puisque la physique du système ne dépend que de la
somme ω1 + ω2, il est toujours possible de choisir des fréquences assurant la validité
de cette approximation.
En réécrivant maintenant le hamiltonien déplacé dans un référentiel tournant à la
moyenne des fréquences de pompe ωg = (ω1 + ω2)/2 on obtient
H = ∆˜dd
†d+
λd
2
d†2 +
λ∗d
2
d2 + Λd†2d2 +HR. (3.32)
De manière similaire à la pompe simple, afin d’alléger les équations on définit le
désaccord en fréquence décalée par les champs classiques
∆˜d =
[
∆d + 4Λ
(|α1|2 + |α2|2)] , (3.33)
ainsi que l’amplitude de la pompe paramétrique effective
λd = 4Λα1α2. (3.34)
De plus, on regroupe l’ensemble des termes oscillants dans le hamiltonien
HR = 8ΛRe
{
α1α
∗
2e
−i∆12t} d†d
+
[
Λ
(
α21e
−i∆12t + α22e
i∆12t
)
d†2 + h.c.
]
+
[
2Λ
(
α1e
−i∆12t/2 + α2ei∆12t/2
)
d†2d+ h.c.
]
.
(3.35)
Par les mêmes arguments que précédemment, il est possible de négligé HR en raison
de l’approximation séculaire lorsque ∆12  κ′.
Un avantage inattendu de la pompe double par rapport à la pompe simple est
donc que les premières corrections d’ordre supérieur, c’est-à-dire les termes cubiques
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proportionnels à d†2d et à d†d2, sont ici hors résonance et peuvent donc être négligées
dans l’approximation séculaire. En pratique, ceci signifie que la linéarisation des
équations du mouvement sera valide pour des non-linéarités et des gains plus élevés
que dans le cas précédant de la pompe simple.
3.3.3 Correspondance avec l’APD
Suivant la notation de la section précédente, le hamiltonien d’un LJPA pompé
par une source de courant bichromatique est
H = ∆˜dd
†d+
λd
2
d†2 +
λ∗d
2
d2 +HdNL, (3.36)
où HdNL = Λd†2d2 est une correction d’ordre supérieur. Encore une fois, dans un régime
de faible non-linéarité et de faible gain, il est possible de négliger cette correction. Dans
ce cas, le hamiltonien correspond à celui d’un APD tel que défini à l’équation (2.33)
avec les règles de correspondance ∆˜d → ∆, λd → λ, d→ a et
dout = aout −
√
κ(α1e
−i∆12t/2 + α2ei∆12t/2)→ aout. (3.37)
Tout comme le JPA à pompe de courant monochromatique, le JPA à pompe de courant
bichromatique est donc équivalent à un APD dans un référentiel déplacé.
3.3.4 Dynamique classique et auto-oscillation
La correspondance avec l’APD suppose qu’il existe une solution à l’équation (3.31).
Notons qu’une fois les termes oscillants négligés, les équations différentielles pour α1
et α2 sont similaires à l’équation (3.22) à la différence que les équations sont couplées
par un décalage en fréquence supplémentaire du à la population de l’autre champ
classique. Ainsi, il y aura encore une fois des effets de physique non linéaire telle que la
bistabilité. Par contre, dans le régime physique d’intérêt (sous le seuil paramétrique),
il devrait toujours y avoir une solution unique aux équations cubiques.
Notons que le LJPA avec une pompe double est un système idéal pour observer le
phénomène d’auto-oscillation [85]. Ceci signifie que, malgré l’absence de signal à la
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Figure 3.4 Image d’un ampliﬁcateur paramétrique Josephson pompé par le ﬂux
(fausses couleurs). Image courtoisie de David Toyli et du Quantum Nanoelectronics
Laboratory de l’Université de Berkeley en Californie (groupe du Pr Irfan Siddiqi)
fréquence centrale ωg, les pompes aux fréquence ω1 et ω2 se mélangent pour créer des
photons à la fréquence centrale ωg. D’un point de vue théorique, ce phénomène peut
être analysé en eﬀectuant une troisième transformation de déplacement
a → d+ α1e−iω1t + α2e−iω2t + αge−iωgt. (3.38)
En considérant la solution pour αg, il est possible de déterminer un régime de paramètre
où l’amplitude de ce champ est non nulle.
3.4 Pompe de ﬂux
3.4.1 SQUID et inductance modulable
Les pompes de courants constituent une manière indirecte de moduler l’inductance
eﬀective du résonateur en tirant proﬁt de la non-linéarité du système. Une alternative
est plutôt d’introduire une inductance ajustable aﬁn de moduler directement la
fréquence du résonateur. Ceci est possible en remplaçant la jonction Josephson dans
le circuit étudié par un SQUID, c’est-à-dire en ajoutant une jonction en parallèle à la
première. Dans ce cas, on obtient précisément une jonction Josephson eﬀective dont
les propriétés dépendent du ﬂux traversant la boucle. Une alternative aux pompes
de courant est donc la pompe de ﬂux où l’ampliﬁcation paramétrique est obtenue
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directement par la modulation de l’inductance Josepshon effective [69, 86]. La figure 3.4
est une image d’un LJPA pompé par le flux tel qu’il est fabriqué en laboratoire. En
plus du circuit standard, il est possible d’y observer un mince fil (vert) permettant de
modifier le flux magnétique traversant le SQUID (rouge).
Tout comme pour la pompe de courant bichromatique, il y a séparation spectrale
entre la pompe et le signal puisque la pompe module directement la fréquence du
système ωp ≈ 2ω˜0 [voir figure 3.3 (c)]. Un autre avantage de cette approche est qu’il y
a séparation spatiale entre la pompe et le signal. Ceci signifie que, contrairement aux
pompes de courant, il n’est pas nécessaire de filtrer la pompe du signal réfléchi.
3.4.2 Modélisation et correspondance avec l’APD
En terme du hamiltonien de la section 3.1, l’effet d’utiliser un SQUID plutôt
qu’une simple jonction Josephson est que l’énergie EJ subit la transformation [29, 75]
EJ → EJ cos
(
Φx
2ϕ0
)
(3.39)
où Φx est le flux externe dans la boucle. Cette expression est valide dans le cas où
le SQUID est symétrique et que les deux jonctions ont une même énergie Josephson
EJ/2.
Dans le cas où le flux externe est statique, l’utilisation d’un SQUID est simplement
une astuce expérimentale permettant de modifier in situ un paramètre du circuit. Au
contraire, dans le cas d’une pompe de flux, le flux externe possède une dépendance
temporelle de la forme
Φx
2ϕ0
= F + δf cosωpt , (3.40)
ce qui vient modifier le résultat de l’approximation séculaire sur le hamiltonien de
l’Éq. (3.7).
Il est utile d’effectuer un développement de l’énergie Josephson afin de séparer
une contribution dynamique oscillant à une fréquence multiple de la pompe et une
contribution statique. Puisque de façon générale, δf  1, il est possible d’effectuer un
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développement au premier ordre en δf afin de faire cette séparation [64, 87]. À l’aide
de la formule de Jacobi-Anger [88], il est également possible d’obtenir l’expression
exacte
cos (F + δf cosωpt) = J0(δf) cosF + 2 cosF
∞∑
n=1
(−1)n J2n (δf) cos (2nωpt)
+ 2 sinF
∞∑
n=1
(−1)n J2n−1 (δf) cos [(2n− 1)ωpt] ,
(3.41)
où les fonctions de Bessel de première espèce Jm(δf) ont été utilisées. Dans la limite
δf  1, le terme dominant du développement en série de Taylor de ces fonctions
est [89]
Jm(δf) ≈ 1
m!
(
δf
2
)m
. (3.42)
Pour δf < 2, ces fonctions décroissent rapidement avec m, l’ordre de la fonction de
Bessel. Il est donc justifié dans la limite δf  1 de ne conserver que les premières
harmoniques. On obtient alors
EJ cos (F + δf cosωpt) ≈ E(0)J − E(1)J cosωpt− E(2)J cos 2ωpt . (3.43)
où pour alléger la notation on définit les coefficients du développement
E
(0)
J = EJJ0(δf) cosF, (3.44)
E
(1)
J = 2EJJ1(δf) sinF, (3.45)
E
(2)
J = 2EJJ2(δf) cosF. (3.46)
Ainsi, dans un référentiel tournant à ωp/2 et après l’approximation séculaire, le
hamiltonien d’un amplificateur paramétrique Josephson pompé par le flux est
H = ∆fa
†a+
λf
2
(
a†2 + a2
)
+H fNL (3.47)
où ∆f = ω˜0−ωp/2 est le désaccord en fréquence, où λf = −E(1)J Φ2fpz/2 est l’amplitude de
la pompe paramétrique et où les termes quartiques sont regroupés dans le hamiltonien
H fNL = Λfpa
†2a2 + Ξfp
(
a†a3 + a†3a
)
+ ζfp
(
a4 + a†4
)
. (3.48)
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Les coefficients des termes quartiques sont respectivement Λ = −E(0)J Φ4fpz/4 = −EC/2,
Ξf = E
(1)
J Φ
4
fpz/12 et ζf = E
(2)
J Φ
4
fpz/48.
Poids relatif des termes quartiques
Notons que, chaque terme de H fNL étant associé à une harmonique de la pompe,
dans la limite où δf  1, la correction non linéaire dominante sera le terme Kerr
standard Λfa†2a2. Dans cette limite, les corrections d’ordres supérieures sont les mêmes
pour la pompe double et la pompe de flux H fNL ≈ HdNL.
D’un point de vue plus quantitatif, on calcule pour le ratio de l’amplitude de
chaque terme quartique à celui de l’amplitude de la pompe paramétrique
Λf
λf
=
[
2J0(δf)/J1(df)
tanF
](
Λf/κ
′
Q
)
≈
[
4
δf tanF
](
Λf/κ
′
Q
)
, (3.49)
Ξf
λf
=
4
3
(
Λf/κ
′
Q
)
, (3.50)
ζf
λf
=
[
J2(δf)/J1(δf)
3 tanF
](
Λf/κ
′
Q
)
≈
[
δf
12 tanF
](
Λf/κ
′
Q
)
. (3.51)
On remarque que tous les ratios sont proportionnels à la non-linéarité sans unités
Λf/κ
′ et inversement proportionnels au facteur de qualité Q = ω˜0/κ′. Ainsi, outre
un facteur numérique, les termes quartiques se distinguent par leur dépendance en
l’amplitude de modulation du flux δf . Dans la limite physique d’intérêt où δf  1, les
termes quartiques obéissent donc à la hiérarchie |Λf |  |Ξf |  |ζf |.
Décalage en fréquence
Contrairement aux pompes de courant, la pompe de flux ne modifie pas l’amplitude
du champ dans la cavité. Ceci signifie que la pompe de flux possède l’avantage que le
désaccord en fréquence du système dû à la population de la cavité est indépendant de
l’amplitude de la pompe. Par contre, il y a tout de même un décalage de la fréquence
du résonateur dû à la pompe. En effet, puisque la relation entre le flux et la fréquence
du résonateur n’est pas linéaire, mais plutôt cosinusoïdale, la valeur moyenne de la
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fréquence dépend de l’amplitude de la modulation de flux [64, 90]. Ce phénomène
géométrique a récemment été étudié expérimentalement par Krantz et al. [87].
L’expression exacte pour la fréquence de la résonance peut être exprimée sous une
forme similaire à celle d’un qubit de type transmon [77]
~ω˜0(δf) =
√
8EJECJ0(δf) cosF − EC ≈ ~ω˜0(0)
(
1− δf
2
8
)
, (3.52)
où l’expression de droite correspond à une approximation au deuxième ordre en δf .
Ainsi, bien qu’il y est un décalage en fréquence du à la pompe, celui-ci est faible en
pratique.
Facteur de qualité et pompe de flux
Finalement, on note que, contrairement aux pompes de courant où la non-linéarité
Kerr est nécessaire à l’amplification, l’amplitude de la pompe paramétrique est indé-
pendante de la non-linéarité Kerr. On note que le ratio entre λf et le seuil paramétrique
est ∣∣∣∣ λfλcrit
∣∣∣∣ = Q tanF
[
J1(δf)
J0(δf)
]
√
1 + (2∆f/κ′)
2
≈ Q tanFδf, (3.53)
où l’expression approximative est obtenue dans la limite de la faible modulation et
pour ∆f = 0. Ce ratio fixant le gain de l’amplificateur, on constate que, pour un même
gain, plus le facteur de qualité est faible, plus l’amplitude de modulation doit être
grande [86].
Correspondance avec l’APD
Encore une fois, le système peut être mis en correspondance avec l’APD standard
de l’optique quantique dans la limite où les corrections d’ordre supérieures sont faibles.
Notons que contrairement aux pompes de courant, la correspondance est directement
dans le référentiel du laboratoire. Ainsi, le LJPA pompé par le flux est une véritable
source de vide comprimé. À l’opposé, le LJPA à pompe simple et le LJPA à pompe
double sont des sources d’états à la fois comprimés et déplacés.
74 Chapitre 3. Amplificateur paramétrique Josephson
3.5 Comparaison des modes d’opérations
Le tableau 3.1 présente un comparatif de quelques-unes des propriétés des différents
modes de pompes étudiés. À priori, en raison de la séparation à la fois spatiale et
spectrale entre la pompe et le signal, la pompe de flux semble préférable aux pompes de
courant. Par contre, celle-ci possède quelques limites expérimentales pouvant réduire
les performances. En particulier, dans le cas où un amplificateur large bande est
recherché, l’équation (3.53) démontre qu’une grande amplitude de modulation du flux
est nécessaire. Ceci peut être difficile expérimentalement, en particulier dans le cas
où une série de SQUIDs est utilisée plutôt qu’un seul [86, 91]. Ainsi, pour une cavité
ayant un facteur de qualité Q = 10, l’amplitude de modulation requise est d’environ
0.1 Φ0 [86].
Notons qu’une autre différence d’un point de vue expérimental est la sensibilité
aux pertes. Bien qu’en principe un circuit supraconducteur soit sans pertes, il est
observé expérimentalement que des défauts dans les matériaux mènent à un taux de
pertes finie [92, 93]. Ces défauts peuvent généralement être modélisés par un bain de
systèmes à deux niveaux en interaction avec le système. Bien que ces défauts ne soient
pas tout à fait compris, il semble que l’utilisation d’une pompe de courant sature ces
défauts ce qui diminue leur influence sur les propriétés du système [94].
Les prochaines sous-sections présentent un comparatif plus détaillé de deux des
propriétés du tableau : le décalage en fréquence induit par la pompe et les corrections
d’ordres supérieurs.
3.5.1 Décalage en fréquence induit par la pompe
Pour les trois types de pompes, un décalage en fréquence est induit par la pompe.
Nous noterons ce décalage ∆p pour une pompe quelconque. Afin de comparer ces
décalages, on réécrit les expressions du tableau 3.1 en terme de l’amplitude de la
pompe paramétrique effective et du facteur de qualité de l’amplificateur. Dans le cas
de la pompe simple, on obtient
∆ps
ω0
= −|λ/λcrit|
Q
, (3.54)
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Tableau 3.1 Comparatif des modes de pompes du LJPA
Pompe simple Pompe double Pompe de flux
Séparation spectrale Non Oui Oui
Séparation spatiale Non Non Oui
Décalage en fréquence
induit par la pompe (∆p)
4Λ |α|2 4Λ (|α1|2 + |α2|2) ω0 (√J0(δf)− 1)
Amplitude de la pompe
paramétrique effective (λ) 2Λα
2 4Λα1α2 4Λ
(
E
(1)
J /~ω0
)
Ordre des correction(s) 3 et 4 4 4
Correction(s) HsNL HdNL H
f
NL
État en sortie D(α)S(ξ)|0〉 D(α˜1 + α˜2)S(ξ)|0〉 S(ξ)|0〉
alors que dans le cas de la pompe double on obtient plutôt
|∆pd|
ω0
=
|λ/λcrit|
2Q
(∣∣∣∣α1α2
∣∣∣∣+ ∣∣∣∣α1α2
∣∣∣∣−1
)
≥ |∆ps|
ω0
. (3.55)
Le décalage en fréquence induit par une pompe double sera toujours égal ou supérieur
à celui induit par une pompe simple, l’égalité n’étant atteinte que dans le cas parti-
culier où les deux champs classiques α1 et α2 ont la même amplitude. Dans tous les
cas, le décalage sera inversement proportionnel au facteur de qualité du résonateur.
Finalement, en raison des fonctions de Bessel qui entrent dans les expressions, il est
plus difficile d’obtenir une expression générale pour le décalage en fréquence induit
par la pompe de flux. Dans la limite δf  1, on trouve l’expression
∆pf
ω0
≈ − |λ/λcrit|
2
2Q2 tan2 F
. (3.56)
Cette expression étant inversement proportionnelle au carré du facteur de qualité, le
décalage induit par la pompe de flux sera généralement beaucoup plus faible que celui
induit par une pompe de courant.
Afin d’illustrer ces résultats, la figure 3.5 (a) compare le ratio du désaccord en
fréquence induit par la pompe de courant simple à celui induit par la pompe de flux
en fonction du gain. Tel qu’attendu par l’analyse précédente, ce ratio augmente avec
le facteur de qualité et diminue avec le gain. Bien que le ratio des décalages augmente
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Figure 3.5 (a) Ratio du décalage en fréquence induit par une pompe de courant
monochromatique à celui induit par une pompe de flux en fonction du gain. (b) Décalage
relatif de la fréquence centrale de l’amplificateur induit par une pompe de courant
(ligne pleine) et une pompe de flux (ligne en tirets) en fonction du facteur de qualité
du résonateur. Pour les deux figures, on considère le flux externe optimal F = pi/4.
avec le facteur de qualité, la sous-figure (b) montre que pour les deux modes de pompes,
c’est à faible facteur de qualité que le décalage devient important.
3.5.2 Effet des termes d’ordre supérieur
On cherche maintenant à comparer l’effet des termes d’ordre supérieur sur les
moments d’ordre un et deux du champ dans la cavité. On remarque tout d’abord que
les termes cubiques mènent à un déplacement du champ dans la cavité. En effet, il est
possible de réécrire ces termes sous la forme
HCubique = µd
†2d+ µ∗d†d2 = d† (µnˆ) + (µ∗nˆ) d, (3.57)
avec nˆ = d†d l’opérateur nombre. Le hamiltonien cubique peut donc être interprété
comme un générateur de déplacement dont l’amplitude dépend du nombre de pho-
tons. En raison de ces corrections, la valeur moyenne de l’opérateur des fluctuations
quantiques peut donc être non nulle. En d’autres mots, les termes cubiques modifient
l’amplitude effective de la pompe de courant. La figure 3.6 (a) illustre l’amplitude de
ce déplacement en fonction de la non-linéarité Kerr pour un gain fixe de 16 dB.
Afin de comparer l’effet des termes cubiques et quartiques sur les moments d’ordre
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Figure 3.6 (a) Déplacement du champ dans l’état stationnaire en raison du
terme cubique en fonction de l’amplitude de la non-linéarité pour un gain constant
|gS [0]| = 16 dB. (b) Déviation du résultat attendu pour un APD. Les lignes verticales
correspondent à l’amplitude de la non-linéarité obtenue expérimentalement et rapportée
dans les références [63], [91], [14] et [21] (de gauche à droite).
deux, on évalue la déviation des résultats obtenus numériquement par rapport au
résultat attendu pour un APD idéal. En particulier, à partir des résultats de la
section 2.3.4, on calcule que les moments d’ordre deux du champ dans la cavité
d’un APD idéal satisfont à l’équation |M | = √N (N + 1/2). Ainsi, en calculant
numériquement 3 la diﬀérence à l’unité du ratio du membre de gauche sur le membre
de droite, on obtient une mesure de la déviation du résultat attendu pour un APD
idéal dû à l’eﬀet des corrections cubiques et quartiques
σAPD = 1− |M |√
N (N + 1/2)
. (3.58)
La ﬁgure 3.6 (b) présente cette déviation en fonction de l’amplitude de la non-linéarité
Kerr du circuit pour un gain ﬁxe de 16 dB. On y observe que la déviation est
systématiquement supérieure pour une pompe de courant monochromatique. Ainsi,
utiliser une pompe double ou bien une pompe de ﬂux réduit les déviations d’autant
que de réduire la non-linéarité Kerr de deux ordres de grandeur. Aﬁn de mettre en
contexte la gamme de non-linéarité considérée, des lignes verticales correspondant à
diﬀérentes valeurs expérimentales de la littérature sont présentées.
Aﬁn de mieux comprendre l’eﬀet des termes cubiques et quartiques sur le champ
3. Notons que tout au long de ce mémoire, les résultats numériques sont obtenus à l’aide de la
librairie numérique SQUACK (Sherbrooke QUantum pACKage) [84]. Cette librairie en C++ a été
développée par Maxime Boissonneault dans le cadre de sa thèse en collaboration avec Steve Allen du
centre de calcul scientiﬁque de l’Université de Sherbrooke.
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Figure 3.7 Fonction Q du champ dans la cavité pour diﬀérentes non-linéarités
(chaque colonne) et deux modes de pompes. La première rangée (a,b,c,d) correspond à
la pompe simple (corrections cubiques et quartique) et la seconde (e,f,g,h) à la pompe
double et à la pompe de ﬂux (correction quartique).
dans la cavité, la ﬁgure 3.7 présente une représentation dans l’espace des phases (la
fonction Q de Husimi), pour diﬀérentes non-linéarités et avec ou sans les corrections
cubiques. Au panneau (b), il est possible d’observer que le champ devient non gaussien
même à de très faibles non-linéarités lorsque le hamiltonien contient des corrections
cubiques. Aﬁn de mieux distinguer le caractère non gaussien de ces états, la ﬁgure 3.8
présente la fonction de Wigner pour les mêmes non-linéarités que la ﬁgure précédente.
On y observe qu’alors que la somme des corrections cubiques et quartiques (pompe
simple) mène à une déformation de l’ellipse principalement à une extrémité, la correc-
tion quartique (pompe double ou bien pompe de ﬂux) mène plutôt à une déformation
en forme de « S » de l’état. À l’aide de techniques permettant de reconstruire le champ
en sortie de l’ampliﬁcateur [95–97], cet eﬀet a été observé expérimentalement par nos
collaborateurs de l’équipe de I. Siddiqi à l’Université de Berkeley. Une publication
comparant les résultats expérimentaux aux prédictions théoriques de ce chapitre est
en préparation.
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Figure 3.8 Fonction de Wigner du champ dans la cavité. Les modes de pompes et
les non-linéarités sont les mêmes qu’à la ﬁgure 3.7.
3.6 Autres ampliﬁcateurs Josephson
Les ampliﬁcateurs décrits dans ce chapitre sont tous basés sur le circuit du LJPA.
Pour conclure, on mentionne quelques approches alternatives récentes présentées dans
la littérature.
Une première approche alternative développée par le groupe du Pr Michel Devoret
de l’Université de Yale est le Josephson parametric converter [7, 15, 98, 99]. Cet
ampliﬁcateur est basé sur l’utilisation d’un anneau comportant quatre jonctions
Josephson identiques. En raison de ces jonctions supplémentaires, le système comporte
davantage de modes et une ampliﬁcation paramétrique non dégénérée est possible.
Une seconde alternative permettant d’obtenir de l’ampliﬁcation non dégénérée
est d’utiliser un système comportant deux cavités couplées. Les travaux de Eichler
et al. (groupe de A. Wallraﬀ) ont introduit un tel système : le Josephson parametric
dimer [91].
Finalement, mentionnons les travaux de plusieurs groupes visant à développer un
ampliﬁcateur paramétrique à ondes progressives (TWPA). Cet ampliﬁcateur possède
l’avantage que, puisqu’il n’est pas basé sur l’utilisation d’une cavité, il n’est pas contraint
par un produit constant entre le gain et la bande passante. Utilisant initialement
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l’inductance cinétique comme non-linéarité [100], des articles récents présentent un
TWPA tirant profit de la non-linéarité des jonctions Josephson [40, 101].
Chapitre 4
Traitement quantique au-delà des
approximations standards
Les résultats numériques du chapitre précédent montrent que, dans un régime de
paramètres pertinent expérimentalement, les corrections d’ordres supérieurs ont une
influence significative sur l’état du champ électromagnétique dans le résonateur d’un
amplificateur paramétrique Josephson. Dans ce chapitre, on cherche à aller plus loin
dans l’analyse de l’effet de ces corrections et à caractériser les propriétés du champ
en sortie. Ces corrections étant toutes généralement négligées dans la littérature, il
s’agit d’un traitement quantique du LJPA au-delà des approximations standards du
domaine.
On débute par calculer numériquement l’effet des corrections d’ordre supérieur sur
le gain. Par la suite, on considère le spectre de compression du champ en sortie, ainsi
qu’une méthode numérique permettant de calculer les moments et les cumulants du
champ filtré en sortie de l’amplificateur. En particulier, le niveau de compression du
champ en sortie est calculé et comparé aux résultats expérimentaux de nos collabora-
teurs du laboratoire de nanoélectronique quantique de Berkeley. Les cumulants d’ordre
trois et quatre sont également calculés afin de caractériser la non-gaussianité du champ.
Finalement, une méthode analytique permettant de résoudre perturbativement les
équations du mouvement non linéaires est introduite. Cette théorie est appliquée au
calcul du gain et des moments d’ordre deux d’un amplificateur paramétrique dégénéré
ayant une correction quartique.
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Notons que tout au long de ce chapitre, on se concentre principalement sur l’analyse
de l’effet de la correction quartique, c’est-à-dire le hamiltonien du LJPA à pompe
double et à pompe de flux.
4.1 Moments et cumulants du champ en sortie
Alors que les calculs numériques du chapitre précédent considèrent uniquement
le champ dans la cavité, on s’intéresse maintenant au calcul du champ en sortie. Tel
que discuté à la section 2.3, en raison de l’interférence entre le champ sortant de la
cavité et le champ entrant réfléchi, les propriétés d’un amplificateur paramétrique
diffèrent grandement si l’on considère les propriétés à l’intérieur ou bien en sortie de
la cavité [34].
4.1.1 Calcul numérique du gain
Une première quantité utile à calculer pour la caractérisation d’un amplificateur
est le gain. Expérimentalement, cette quantité est obtenue en envoyant un faible signal
sonde à l’amplificateur et en mesurant l’amplitude du signal réfléchi. On obtient le
gain en calculant le ratio entre l’amplitude du signal réfléchi et l’amplitude initiale de
la sonde [16]. La méthode utilisée pour le calcul numérique est similaire au protocole
expérimental.
D’un point de vue théorique, l’ajout d’une sonde correspond à considérer dans
le modèle entrée-sortie un champ entrant dans un état cohérent. Afin de simplifier
le calcul numérique, cet état cohérent peut être transformé en un terme de pompe
dans le hamiltonien de la cavité par une simple transformation de déplacement. Ainsi,
numériquement l’ajout d’une sonde correspond à un terme de pompe supplémentaire
dont l’amplitude Sonde est reliée au champ entrant par [41]
〈ae〉 = iSonde√
κ
. (4.1)
Le choix de la phase de Sonde permet de sonder les différents éléments de la matrice de
gain de l’amplificateur. On débute par considérer un signal tel que la valeur moyenne
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de la quadrature Pe du champ entrant définie à l’équation (1.27) soit nulle. Dans ce
cas, on obtient à l’aide de la relation entrée-sortie de l’équation (1.28) les éléments de
la matrice de gain
G11 =
〈Xs〉
〈Xe〉 et G12 =
〈Ps〉
〈Xe〉 . (4.2)
De la même manière, en considérant plutôt une sonde dont la phase est modifiée de
pi/2, c’est-à-dire de sorte que la valeur moyenne de la quadrature orhotogonale Xe soit
nulle, on obtient les deux autres éléments de la matrice de gain
G21 =
〈Xs〉
〈Pe〉 et G22 =
〈Ps〉
〈Pe〉 . (4.3)
À partir ce ces quatre nombres, il est ensuite possible de calculer le gain préservant la
phase M et le gain complémentaire L à l’aide de l’équation (1.29).
Cette méthode numérique permet d’évaluer l’effet des corrections d’ordre supérieur
au gain. À titre d’exemple, la figure 4.1 présente le gain calculé numériquement pour un
LJPA ayant une correction quartique en fonction du gain attendu pour un LJPA idéal,
c’est-à-dire sans corrections. En particulier, alors qu’à faible gain les trois courbes
se superposent, à fort gain la correction quartique diminue le gain obtenu. Alors
que le gain d’un amplificateur paramétrique tend vers l’infini à l’approche du seuil
paramétrique, on observe que la correction quartique semble mener à une saturation
du gain.
4.1.2 Spectre du champ en sortie
Les travaux de Gardiner et Collett [61] démontrent qu’il est simple de calculer
les moments du champ en sortie d’une cavité dans le cas où le champ entrant est le
vide. Dans ce cas, un moment du champ en sortie est simplement relié au moment du
champ dans la cavité par
〈
a†ms a
n
s
〉
=
(√
κ
)m+n 〈
a†man
〉
, (4.4)
où m+ n est l’ordre du moment. Par contre, il est utile d’effectuer une décomposition
spectrale du mode en sortie afin d’en connaître les propriétés en fonction de la fréquence.
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Figure 4.1 Gain préservant la phase calculé numériquement pour trois non-linéarités
diﬀérentes en fonction du gain attendu pour un ampliﬁcateur paramétrique idéal,
GThe´o = |gS [ω = 0]|2 avec gS [ω] le gain en signal de l’APD tel que déﬁni à l’équa-
tion (2.40). On considère les paramètres Δ = γ = 0 et chaque point correspond de la
gauche vers la droite à une valeur croissante de λ/λcrit, où λcrit est le seuil paramétrique.
Par exemple, tel qu’il a été discuté à la section 2.3, la compression du champ en sortie
peut être caractérisée à l’aide du spectre des moments d’ordre deux [64]
NSortie[ω] =
∫ ∞
−∞
dt eiωt
〈
a†s(t)as(0)
〉
, (4.5)
MSortie[ω] =
∫ ∞
−∞
dt eiωt 〈as(t)as(0)〉 (4.6)
où les équations (2.56) et (2.57) ont été réécrite en terme de fonctions de corrélations
à l’aide du théorème de Wiener-Khinchin [24]. Puisque l’on s’intéresse aux spectres
dans l’état stationnaire du système, il est possible de simpliﬁer ces expressions grâce à
l’invariance sous translation du temps des fonctions de corrélations [24]
〈
a(†)(t+ τ)a(t)
〉 État stationnaire
=
〈
a(†)(τ)a(0)
〉
. (4.7)
À l’aide de cette propriété, on réécrit les spectres sous la forme
NSortie[ω] = 2Re
{∫ ∞
0
dt eiωt
〈
a†s(t)as(0)
〉}
, (4.8)
MSortie[ω] = 2
∫ ∞
0
dt cosωt 〈as(t)as(0)〉 . (4.9)
4.1. Moments et cumulants du champ en sortie 85
Figure 4.2 Spectre du niveau de compression du champ en sortie. (a) Spectre de
compression d’un APD idéal pour trois amplitude de pompe paramétrique correspon-
dant respectivement à des gains de 6.5, 9.3 et 13.2 dB. (b) et (c) Eﬀet de la correction
quartique sur le spectre de compression pour deux amplitudes de pompe paramétrique
diﬀérentes correspondant respectivement à des gains de 13.2 et 15.9 dB. Pour les trois
panneaux, on considère Δ = γ = 0.
Il devient alors facile de calculer numériquement ces quantités à l’aide de la formule
de régression quantique [43]
〈A(t+ τ)B(t)〉 = Tr{AeLτ [Bρ(t)]} , (4.10)
et d’une transformée de Fourier discrète [102].
Aﬁn d’illustrer cette méthode, la ﬁgure 4.2 présente le spectre de compression du
champ en sortie de la cavité. Il s’agit de la généralisation dans le domaine spectral du
niveau de compression déﬁni à l’équation (2.16). Le panneau (a) présente le spectre de
compression d’un LJPA idéal pour trois amplitudes de pompe, alors que le panneau
(b) présente le spectre de compression pour un LJPA ayant une correction quartique.
L’amplitude de la pompe paramétrique considérée pour ce panneau correspond à la
courbe bleue du panneau (a) soit λ/λcrit = 0.8. Ces ﬁgures permettent d’observer que
l’ajout d’un terme quartique au hamiltonien réduit le niveau de compression près
de la fréquence centrale. Au contraire, pour |ω| > κ/2 l’amplitude de la correction
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quartique ne semble pas modifier le résultat de manière significative.
Le panneau (c) considère les mêmes amplitudes de non-linéarité Kerr, mais une
amplitude de pompe paramétrique plus élevée. Il est possible d’y observer que l’effet
de la correction quartique y devient plus important. En effet, alors que les courbes
bleues et vertes sont pratiquement superposées au panneau (b), leur valeur maximale
au panneau (c) se distingue de plusieurs dB. On constate également l’apparition d’un
plateau pour la courbe rouge. Cet effet peut être intéressant pour des applications
nécessitant un faible niveau de compression, mais sur une large bande. Un tel spectre
est similaire à l’approximation théorique de la source de compression large bande où
une source de compression ayant un spectre blanc est considérée [43]. Notons que la
courbe rouge de la sous-figure (c) a deux maxima. Tel que discuté à la section 2.2.1,
la compression et l’amplification sensible à la phase étant équivalent, on associe ces
maxima au phénomène de double résonance du gain discuté à la section 2.3.4. Puisque
cet effet peut uniquement se produire pour un désaccord en fréquence non nul, on en
conclut que la correction quartique induit un désaccord en fréquence effectif.
4.1.3 Champ en sortie filtré
Le spectre du champ en sortie permet de caractériser les propriétés du champ à
une fréquence spécifique. Expérimentalement, une mesure n’est généralement pas à
une seule fréquence, mais plutôt une somme pondérée des fréquences sur une certaine
bande passante. Afin de permettre une comparaison avec l’expérience, il est donc utile
d’introduire un champ en sortie filtré [96]
D(t) = f ? as(t) =
∫ ∞
−∞
dω
2pi
f [ω]as[ω]e
−iωt, (4.11)
où le symbole ? indique un produit de convolution entre le filtre f et l’opérateur du
champ en sortie as. La dernière égalité est obtenue est rappelant qu’un produit de
convolution dans le domaine temporel devient un simple produit dans l’espace de
Fourier. La fonction f [ω] est donc une fonction filtre fixant le poids relatif de chaque
fréquence dans le calcul du champ en sortie. Afin que D soit un opérateur bosonique,
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la fonction filtre est contrainte par la condition∫ ∞
−∞
dω
2pi
∣∣f [ω]∣∣ = 1, (4.12)
qui assure la relation de commutation
[
D,D†
]
= 1. Un avantage du champ filtré est
donc qu’il est sans unités contrairement au champ en sortie.
Définition des fonctions filtres
Pour la suite de ce mémoire, deux types de filtres sont considérés. Tout d’abord,
on définit un filtre rectangulaire en temps
frect(t) =
1√
t0
[Θ(t+ t0)−Θ(t)] , (4.13)
où Θ(t) est la fonction de Heavyside. Notons que dans l’espace de Fourier, le filtre
rectangulaire en temps correspond à un sinus cardinal
f rect[ω] =
2√
t0
sin(ωt0/2)
ω
, (4.14)
dans la limite t0 →∞, un delta de Dirac est donc obtenu. Pour un temps d’intégration
t0 = 256 ns, ce filtre correspond précisément à ce qui est effectué expérimentalement
par nos collaborateurs. La bande passante de la mesure est donc de l’ordre de 1/2pit0 ≈
4 MHz.
Afin de faciliter les calculs, il est parfois utile de plutôt considérer un filtre gaussien.
On définit donc le filtre
fGaussien(t) =
1√
t0pi1/4
e−iω0te−
1
2
(t/t0)2 , (4.15)
où ω0 est la fréquence centrale du filtre et 1/t0 la bande passante en fréquence angulaire.
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Méthode numérique pour le calcul de moments d’ordre supérieur à deux
Une première méthode permettant le calcul des moments filtrés est une généra-
lisation directe du calcul du spectre des moments tel que présenté à la sous-section
précédente. Par contre, cette méthode étant basée sur l’utilisation d’une transformée
de Fourier rapide, l’application de cette approche au calcul de moments d’ordres
supérieurs à deux est plutôt difficile. En effet, l’espace mémoire nécessaire pour stocker
les données croît exponentiellement avec l’ordre du moment considéré et la taille
maximale de la mémoire vive d’un ordinateur est donc rapidement atteinte. Puisque
l’on souhaite calculer des moments et cumulants d’ordre trois et quatre afin d’évaluer
la non-gaussianité du champ, il est donc préférable d’utiliser une autre méthode dans
ce cas.
L’approche utilisée sera d’effectuer une intégrale sur les fonctions de corrélations
pondérées par les fonctions filtres. Ainsi, en sommant directement l’intégrale, il n’est
pas nécessaire de garder en mémoire l’ensemble des points. Afin d’illustrer la méthode,
on considère l’exemple du moment d’ordre trois
〈
D†D2
〉
=
∫∫∫ ∞
−∞
dt1dt2dt3 f(−t1)f(−t2)f(−t3)
〈
a†s(t1)as(t2)as(t3)
〉
. (4.16)
Afin de simplifier le calcul numérique, on utilise l’invariance sous translation du
temps dans l’état stationnaire pour réécrire cette intégrale sous la forme d’une somme
d’intégrales ayant un ordonnancement temporel fixe
〈
D†D2
〉
=
∫∫ ∞
0
dt1dt2 F (t1, t2)
〈
a†s(t1 + t2)as(t1)as(0)
〉
+
∫∫ ∞
0
dt1dt2 F (t1, t2)
〈
a†s(t1)as(t1 + t2)as(0)
〉
+
∫∫ ∞
0
dt1dt2 F (t1, t2)
〈
a†s(0)as(t1 + t2)as(t1)
〉
,
(4.17)
où nous avons défini
F (t1, t2) = 2
∫ ∞
−∞
dτ f(τ − t1 − t2)f(τ − t1)f(τ). (4.18)
Notons que le facteur 2 provient du fait que deux des trois opérateur du moment
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Figure 4.3 Eﬀet de la correction quartique sur le niveau de compression du champ
en sortie ﬁltré. La courbe noire est la valeur maximale du spectre de compression d’un
APD, alors que la courbe grise est le niveau de compression ﬁltré d’un APD. Le ﬁltre
utilisé est un ﬁltre rectangulaire en temps de longueur t0 = 256 ns. Les paramètres
considérés sont Δ = γ = 0 et κ/2π = 50 MHz.
considéré sont identiques et commutent. La somme des six ordonnancements possible
est donc réduite à deux fois la somme de trois intégrales. Une fois sous cette forme, les
fonctions de corrélations peuvent être calculées numériquement à l’aide d’une version
plus générale de la formule de régression quantique présentée précédemment [43,
Éq. 5.2.20].
Niveau de compression
À partir des moments d’ordre deux 〈D2〉 et 〈D†D〉, on utilise l’équation (2.16)
pour déﬁnir le niveau de compression en sortie ﬁltré Sf . La ﬁgure 4.3, présente ce
résultat en fonction du gain calculé numériquement. On note tout d’abord qu’alors
que la valeur maximale du spectre de compression (courbe noire) augmente toujours
avec le gain, le niveau de compression ﬁltré, même pour un LJPA sans correction
quartique (courbe grise), tend à saturer. Ceci s’explique par le fait que la largeur
du spectre de compression diminue lorsque l’amplitude de la pompe paramétrique
augmente. Lorsque cette largeur de bande devient plus faible que la bande passante
de la mesure, il y a donc un eﬀet de moyennage qui limite le niveau de compression.
Les courbes bleue, verte et rouge présentent l’eﬀet de la correction quartique sur le
niveau de compression ﬁltré. On observe qu’à faible gain les corrections quartiques
n’ont pas d’eﬀet, mais pour un seuil dépendant de l’amplitude de la non-linéarité
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Figure 4.4 Niveau de compression du champ en sortie ﬁltré en fonction du gain.
La courbe bleue correspond à des résultats numériques, alors que les courbes vertes
sont des résultats expérimentaux. Ces courbes correspondent aux valeurs minimales et
maximales de Sf ﬁxées par les erreurs systématiques dues à la calibration de l’expérience.
Les paramètres du système sont Δ = 0, γ/κ = 0.01, κ′/2π = 130 MHz et |Λ|/κ = 0.012
(C = 3.2 pF). Les données expérimentales sont une courtoisie de David Toyli, Aditya
Venkatramani, Andrew Eddins et Irfan Siddiqi du laboratoire de nanoélectronique
quantique de l’Université de Berkeley.
Kerr le niveau de compression atteint un maximum puis diminue. Aﬁn de comprendre
cet eﬀet, rappelons que la linéarisation des équations du mouvement est valide dans
la limite des faibles ﬂuctuations quantiques. Il est donc attendu que, pour un faible
niveau de compression, le résultat soit le même que pour un ampliﬁcateur paramétrique
dégénéré idéal. Au contraire, lorsque le niveau de compression est grand, les ﬂuctuations
quantiques sont très grandes et la linéarisation n’est plus valide. Plus la non-linéarité
est grande, plus cette déviation se produira pour un niveau de compression faible.
À l’aide de techniques expérimentales permettant de reconstruire les moments
du champ en sortie de la cavité [95, 96, 103–105], nos collaborateurs ont mesuré le
niveau de compression en sortie d’un LJPA pompé par le ﬂux. La ﬁgure 4.4 présente
leurs résultats expérimentaux (courbes vertes) ainsi que les résultats numériques pour
les paramètres associés (courbe bleue). Les deux courbes de résultats expérimentaux
correspondent aux valeurs minimales et maximales ﬁxées par les erreurs systématiques
dues à la calibration de l’expérience, alors que les barres d’erreurs correspondent
aux erreurs statistiques. Notons que tous les paramètres ont été mesurés de manière
indépendante et il n’y a donc aucun paramètre de lissage. On observe un accord
quantitatif pour la valeur maximale du niveau compression. Par contre, les résultats
numériques et expérimentaux n’obtiennent pas cette valeur maximale au même gain.
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Cet écart ayant plusieurs causes possibles, la physique de la correction quartique dans
les simulations explique donc bien les résultats expérimentaux.
Notons que les écarts entre la théorie et l’expérience ont plusieurs causes possibles.
Une première est une variation du facteur de qualité de l’amplificateur. En effet, il a
été observé expérimentalement que le taux de relaxation de la cavité varie en fonction
du gain. Ainsi, alors que la valeur expérimentale κ′ = 150 MHz est obtenue à faible
gain, elle diminue à 110 MHz pour un gain de 20 dB. Cet effet n’a pas été pris en
compte dans la courbe numérique où une valeur fixe de 130 MHz a été considérée.
Une seconde cause possible d’écart est que la calibration expérimentale suppose que le
gain de la chaine d’amplification ne varie pas avec l’amplitude du signal mesuré. Or,
une telle variation peut mener à une diminution du gain mesuré.
Notons que ces résultats sont similaires aux résultats obtenus pour un LJPA à
pompe double par Murch et al. [21], ainsi qu’aux résultats obtenus pour un amplificateur
paramétrique Josephson à pompe de flux par Zhong et al. [22]. Par contre, bien que
cet effet ait déjà été observé expérimentalement, il s’agit à notre connaissance de la
première comparaison quantitative à la théorie.
Cumulants et non-gaussianité
Les représentations dans l’espace des phases du champ dans la cavité présentées
aux figures 3.7 et 3.8 du chapitre précédent démontre que le champ est non gaussien.
On cherche maintenant à vérifier le caractère non gaussien du champ filtré en sortie de
la cavité. Un champ gaussien étant caractérisé par des cumulants d’ordre supérieur à
deux nul, les cumulants d’ordre trois et quatre seront donc utlisés comme mesure de la
non-gaussainité. Rappelons qu’un cumulant d’ordre n est un polynôme des moments
d’ordre n et moins [106]. Par exemple, le cumulant d’ordre trois est [106]
〈〈D3〉〉 = 〈D3〉− 3 〈D2〉 〈D〉+ 2 〈D〉3 . (4.19)
Ainsi, afin de mesurer la non-gaussianité du champ produit par un LJPA , on calcule
les cumulants d’ordre trois et quatre.
La figure 4.5 présente un cumulant d’ordre trois du champ en sortie filtré d’un
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Figure 4.5 Cumulant d’ordre trois en fonction du gain pour un LJPA à pompe
simple (corrections cubiques et quartique). On considère un ﬁltre gaussien ayant une
largeur de bande de 4 MHz et les paramètres Δ = γ = 0, ainsi que κ/2π = 50 MHz.
Figure 4.6 Cumulant d’ordre quatre en fonction du gain pour un LJPA à pompe :
(a) simple et (b) double ou de ﬂux. On considère un ﬁltre gaussien ayant une largeur
de bande de 4 MHz et les paramètres Δ = γ = 0, ainsi que κ/2π = 50 MHz.
LJPA à pompe simple (corrections cubiques et quartique). Tel qu’attendu, l’amplitude
du cumulant augmente avec le gain et la non-linéarité. Une tendance similaire est
observée pour l’autre cumulant d’ordre trois 〈〈D†D2〉〉 (données non présentées). En
l’absence de la correction cubique, dans le cas de la pompe double par exemple, les
cumulants d’ordre trois sont précisément nuls.
Finalement, la ﬁgure 4.6 présente un cumulant d’ordre quatre pour la pompe
simple à la sous-ﬁgure (a) et pour la pompe double ou de ﬂux à la sous-ﬁgure (b).
Dans les deux cas, il est possible d’y observer que l’amplitude du cumulant augmente
avec le gain et la non-linéarité. Par contre, dans le cas de la pompe simple, la présence
de corrections cubiques mène à une augmentation beaucoup plus rapide de l’amplitude
du cumulant. Ainsi, pour un gain de 15 dB, l’amplitude du cumulant dans le cas de la
pompe simple est près de deux ordres de grandeur plus élevé que celui de la pompe
double. La non-gaussianité du champ est donc plus grande pour la pompe simple
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que pour les autres types de pompe. Ce résultat quantitatif est en accord avec la
représentation dans l’espace des phases du champ dans la cavité obtenue aux figures 3.7
et 3.8 du chapitre précédent. Encore une fois, le résultat obtenu est en accord avec
ce qui est attendu. En effet, plus le gain augmente, plus les fluctuations quantiques
deviennent importantes et donc plus l’effet des corrections devient significatif. Notons
que ces résultats sont en accord qualitatif avec les résultats expérimentaux de nos
collaborateurs du groupe de Berkeley.
4.2 Traitement perturbatif non linéaire
Afin d’obtenir davantage d’intuition physique, on cherche maintenant à effectuer un
traitement analytique approximatif des termes non linéaires considérés numériquement
à la section précédente. Pour ce faire, une solution aux équations du mouvement
prenant en compte de manière perturbative les corrections est introduite. Cette
approche appliquée directement aux opérateurs plutôt qu’à des équations aux valeurs
moyennes a été développée de manière indépendante dans le cadre de ce mémoire.
Une approche similaire dans un langage légèrement différent a récemment été publiée
par Zhang et al. [107]. Les systèmes considérés par ces auteurs sont toutefois différents
de celui considéré dans ce mémoire.
4.2.1 Équations du mouvement non linéaires
Afin d’illustrer la méthode perturbative, on considère le hamiltonien d’un amplifi-
cateur paramétrique ayant une correction quartique
H = ∆a†a+
λ
2
a†2 +
λ∗
2
a2 + Λa†2a2. (4.20)
Tel que discuté au chapitre précédent, cet hamiltonien peut être relié à celui d’un
amplificateur paramétrique Josephson à pompe double ou bien à pompe de flux.
L’ajout du terme quartique modifie les équations du mouvement par l’ajout d’une
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correction non linéaire à l’équation (2.35). On obtient alors
a˙ = Ma− 2iΛ
 a†a2
−a†2a
+√κ′cin, (4.21)
où l’opérateur de champ en entrée cin =
√
κ
κ′
[
ain +
√
γ
κ
bin
]
est introduit afin d’alléger
la notation tout en prenant en compte la possibilité de pertes non radiatives. Notons
que le préfacteur est choisi de sorte que
[
cinω, cin
†
ω′
]
= 2piδ(ω − ω′). Dans l’espace de
Fourier, la solution aux équations du mouvement est donc
a[ω] = hS,ωcinω + hI,ωcin
†
−ω −
2iΛη√
κ′
(
hS,ωa†a2[ω]− hI,ωa†2a[ω]
)
, (4.22)
où le gain en signal dans la cavité
hS,ω =
√
κ′
[
κ′/2− i(∆ + ω)
D [ω]
]
, (4.23)
et le gain complémentaire
hI,ω =
−i√κ′λ
D [ω]
(4.24)
sont définis. Afin d’alléger la notation, on introduit également la fonction D [ω] =
∆2 +
(
κ′
2
− iω)2− |λ|2. De plus, on introduit le paramètre perturbatif sans unité η. Ce
paramètre est un artifice mathématique facilitant le calcul. Il sera pris égal à l’unité à
la fin du calcul. Ceci est équivalent à effectuer un développement en puissance d’un
paramètre sans unités tel que Λ/κ. Notons que dans la limite η → 0, la solution
standard aux équations du mouvement linéarisées tel que présentée à la section 2.3 est
obtenue. On remarque qu’en raison des corrections d’ordre supérieur, l’équation (4.22)
est une équation auto cohérente en a[ω].
4.2.2 Solution perturbative
Le traitement perturbatif est effectué en supposant une solution sous forme de
série de Taylor en η
a[ω] =
∞∑
n=0
ηna(n)[ω]. (4.25)
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En insérant cette solution dans la solution auto cohérente et en utilisant le théorème
de convolution
AB[ω] = A ? B[ω] =
∫ ∞
−∞
dω′
2pi
A[ω − ω′]B[ω′], (4.26)
nous obtenons
∞∑
n=0
ηna(n)[ω] = hS,ωcinω + hI,ωc
†
inω −
2iΛ√
κ′
∞∑
p,q,r=0
ηp+q+r+1 (4.27)
×
[
hS,ω
(
a†
)(p)
? a(q) ? a(r)[ω]− hI,ω
(
a†
)(p)
?
(
a†
)(q)
? a(r)[ω]
]
.
En résolvant ordre par ordre en η, nous obtenons la solution standard à l’ordre zéro
a(0)ω = hS,ωcinω + hI,ωc
†
inω. (4.28)
et, pour n ≥ 1, une solution par récurrence
a(n)ω = −
2iΛ√
κ′
∞∑
p,q,r=0
δp+q+r+1,n
[
hS,ω
(
a†
)(p)
? a(q) ? a(r)[ω]− hI,ω
(
a†
)(p)
?
(
a†
)(q)
? a(r)[ω]
]
(4.29)
avec δp+q+r+1,n un delta de Kronecker fixant l’ordre considéré. La solution à l’ordre n
est donc la somme de produit de convolution d’ordres n− 1.
Forme générale de la solution et notation
On débute par noter que l’équation du mouvement ne contenant que des puis-
sances impaires d’opérateurs, la solution est une somme de puissance impaire. Plus
précisément, la solution à l’ordre n est l’intégrale multiple (2n intégrales) du produit
de 2n+ 1 opérateurs du champ entrant. Ainsi, la solution est de la forme
aω = hS,ωcinω+hI,ωc
†
inω+
8∑
m=1
∫∫ ∞
−∞
dω1dω2
4pi2
{km[ω, ω1, ω2]Am,3[ω, ω1, ω2]}+. . . (4.30)
où la somme est prise sur l’ensemble des ordonnancements possible de 3 opérateurs de
création et d’annihilation du champ entrant (23 = 8 possibilités) et Am,3 symbolise
ces opérateurs.
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Afin d’obtenir une meilleure compréhension de l’effet des corrections et réduire le
nombre de termes, il est utile de réécrire ce développement en ordre normal. Ainsi, en
utilisant les relations de commutations, il est possible de réécrire la solution générale
sous la forme
aω =
( ∞∑
n=0
h
(n)
S,ω
)
cinω +
( ∞∑
n=0
h
(n)
I,ω
)
c†inω +
3∑
m=0
{∫∫ ∞
−∞
dω1dω2
2pi( ∞∑
n=1
h
(n)
m,3−m[ω, ω − ω2, ω2 − ω1, ω1]
)
O3,m[ω, ω1, ω2]
}
+ . . . ,
(4.31)
où la mise en ordre normal mène à une renormalisation de tous les coefficients par
les ordres supérieurs. De plus, il y a maintenant quatre produits de trois opérateurs
plutôt que huit. Alors que la dépendance en fréquence de ces produits d’opérateurs
est initialement quelconque, il est possible d’effectuer des changements de variables
pour obtenir
O3,m[ω, ω1, ω2] = cinω−ω2cinω2−ω1cinω1δm,0 + cin†ω2−ωcinω2−ω1cinω1δm,1
+ cin
†
ω2−ωcin
†
ω1−ω2cinω1δm,2 + cin
†
ω2−ωcin
†
ω1−ω2cin
†
−ω1δm,3,
(4.32)
où l’indice m indique le nombre d’opérateurs de création. Notons que l’ordre normal
et les changements de variables peuvent être obtenus de manière automatisée à l’aide
d’un logiciel de calcul symbolique 1.
Champ en sortie
Le champ en sortie est calculé en prenant la transformée de Fourier de la relation
entrée-sortie et en insérant la solution en série de l’équation (4.25). On obtient alors
la relation
aout[ω] =
√
κ
∞∑
n=0
a(n)ω − ain[ω]. (4.33)
Ainsi, le champ en sortie est une série de puissance du champ en entrée. Dans le domaine
classique, une telle relation entrée-sortie est nommée une série de Volterra [108]. Le
1. Les résultats de cette section sont obtenus à l’aide du logiciel Wolfram Mathematica et le
module gratuit Quantum Mathematica de Jose Luis Gomez-Munoz (http://homepage.cem.itesm.
mx/lgomez/quantum/).
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développement effectué ci-dessus constitue donc une série de Volterra quantique [107].
Résultats au premier ordre
Afin d’alléger le texte, les détails de la solution de la relation de récurrence au
premier ordre en η sont relégués à l’annexe E. Notons simplement que, suivant la
notation de l’équation (4.31), les principaux coefficients d’ordre 1 sont
h
(1)
S,ω =
−2iΛ√
κ′
[
hS,ω
(
2N (0)hS,ω +M
(0)h∗I,−ω
)− hI,ω (2N (0)h∗I,−ω +M (0)∗hS,ω)] , (4.34)
h
(1)
I,ω =
−2iΛ√
κ′
[
hS,ω
(
2N (0)hI,ω +M
(0)h∗S,−ω
)− hI,ω (2N (0)h∗S,−ω +M (0)∗hI,ω)] , (4.35)
où N (0) et M (0) sont les moments du champ dans la cavité sans perturbation tel que
défini aux équations (2.53) et (2.54).
À partir de ces coefficients, on calcule les premières corrections au moment du
champ dans la cavité
N (1) = 2Re
{∫ ∞
−∞
dω
2pi
h
(1)
I,ωh
∗
I,ω
}
= −Λ |λ|
2 ∆
D[0]3
(|∆z|2 + 2 |λ|2) , (4.36)
M (1) =
∫ ∞
−∞
dω
2pi
[
h
(1)
S,ωhI,−ω + hS,−ωh
(1)
I,ω
]
=
Λλ
(
∆2z + |λ|2
)
2D[0]3
(|∆z|2 + 2 |λ|2) , (4.37)
où afin d’alléger la notation on définit le désaccord en fréquence complexe ∆z =
∆ + iκ′/2.
On note que la plupart des résultats au premier ordre sont proportionnels au
désaccord en fréquence ∆. Ainsi, dans le cas d’intérêt de la section précédente où ∆ = 0,
il est donc nécessaire de porter le développement à un ordre supérieur afin d’obtenir
une première correction significative. Le calcul étant très lourd mathématiquement,
celui-ci n’a malheureusement pas été complété en temps pour l’écriture de ce document.
À titre de preuve de concept de la validité de la théorie perturbative, on considère
toutefois le gain et les moments N et M en fonction du désaccord en fréquence pour
un amplificateur ayant une correction quartique.
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Figure 4.7 Comparaison de la solution analytique d’ordre zéro (courbe bleue), de
premier ordre (courbe verte) aux résultats numériques (points rouges) en fonction du
désaccord en fréquence. On considère les paramètres γ = 0, |Λ| /κ = 10−2, λ/λcrit = 0.6
et κ/2π = 50 MHz.
La ﬁgure 4.7 compare les résultats au premier ordre au résultats numérique exact
pour une forte non-linéarité Kerr (|Λ| /κ = 10−2) et un désaccord en fréquence variable.
La sous-ﬁgure (a) montre que la correction quartique mène à un décalage de la courbe
de gain et que celui-ci est obtenu par la théorie perturbative. De manière similaire, les
autres sous-ﬁgures montrent les moments N et M du champ dans la cavité en fonction
du désaccord en fréquence. On y observe que sans être exacte, la solution au premier
ordre permet de recréé les tendances des courbes obtenues numériquement.
Ainsi, la théorie perturbative introduite dans cette section permet de reproduire
les résultats numériques dans un régime pertinent de gain et de non-linéarité. Il s’agit
donc d’une technique à considérer lors de l’étude de problèmes non linéaires. Bien
que cela demande davantage de travail qu’une simple solution numérique, une forme
analytique permet d’évaluer une vaste gamme de paramètres beaucoup plus rapidement
en raison de la forme paramétrique de la solution.
Conclusion
Dans le cadre de ce mémoire, on a démontré qu’un traitement quantique au-delà
des approximations standards est nécessaire pour bien modéliser et caractériser les
amplificateurs paramétriques Josephson. En particulier, une modélisation dans un
langage uniforme de l’amplificateur paramétrique Josephson à éléments discrets (LJPA)
pour trois types de pompes soit la pompe de courant monochromatique, la pompe
de courant bichromatique et la pompe de flux a été effectuée. Ceci a permis une
comparaison des avantages et inconvénients de chaque type de pompe au-delà de
ce qui se trouve dans la littérature. Un résultat central de cette analyse est que les
corrections d’ordres supérieurs ne sont pas les mêmes pour les trois types de pompes.
En particulier, le hamiltonien du LJPA à pompe de courant monochromatique contient
des corrections cubiques et quartiques, alors que le hamiltonien pour les deux autres
types de pompes contient uniquement une correction quartique. En raison de ces
corrections cubiques supplémentaires, les propriétés du LJPA à pompe de courant
monochromatique dévient du résultat attendu pour un LJPA idéal à plus faible gain
et non-linéarité que les autres modes de pompes.
Afin de bien caractériser l’effet de ces corrections d’ordre supérieur généralement
négligées, des méthodes numériques permettant de caractériser les propriétés du champ
en sortie ont été introduites. Ceci a permis de démontrer que ces corrections limitent le
niveau de compression du champ en sortie. Les résultats obtenus ont été comparés aux
résultats expérimentaux du laboratoire de nanoélectronique quantique de l’Université
de Berkeley. Un accord quantitatif quant au niveau maximal de compression a été
obtenu sans aucun paramètre de lissage. Ces outils numériques ont également permis de
démontrer, par un calcul des cumulants d’ordre trois et quatre, que la non-gaussianité
du champ en sortie d’un LJPA augmente avec le gain et la non-linéarité.
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Finalement, une méthode analytique permettant de traiter perturbativement une
équation entrée-sortie non linéaire a été introduite. La correction au premier ordre
pour le gain et les moments d’ordre deux du champ dans la cavité ont été obtenus.
Dans le régime de faible gain, il a été démontré que ce résultat perturbatif est en
accord avec les résultats numériques exacts.
Les résultats de ce mémoire contribuent à mieux comprendre et caractériser le
LJPA. Une extension de ce travail serait d’effectuer une étude similaire pour d’autres
amplificateurs supraconducteurs. En particulier, l’effort de recherche actuel pour le déve-
loppement d’un amplificateur paramétrique Josephson à onde progressive (TWPA) [36,
40, 101], bénéficierait certainement d’une analyse détaillée similaire. Tel que discuté au
premier chapitre, en raison de sa large bande passante, une analyse rigoureuse de cet
amplificateur requerra un traitement entrée-sortie non markovien [35]. Une autre ave-
nue de recherche découlant des travaux actuels est d’appliquer la théorie perturbative
développée à d’autre système tel une source de compression généralisée [109]. L’état
créé par une telle source est une superposition d’états de Fock comportant un multiple
de trois ou de quatre photons. Un traitement analytique perturbatif permettrait de
caractériser ce type d’état et de déterminer s’il peut s’agir d’une ressource utile pour
le développement de technologies quantiques.
Annexe A
Diagonalisation de la relation entrée
sortie
En complément à la section 1.2.3, cette annexe discute de la diagonalisation de la
matrice de gain d’un amplificateur dans le cas général où celle-ci est non symétrique.
On débute par démontrer qu’une diagonalisation est possible par une simple rotation
des quadratures du champ en entrée et en sortie. À des fins de comparaison, on
considère par la suite la diagonalisation de la matrice des variances symétrisées. Ceci
permet de constater qu’il n’est pas toujours possible de diagonaliser à la fois cette
matrice et la relation entrée-sortie. Ainsi, une relation entrée sortie diagonalisée ne
signifie pas nécessairement l’absence de corrélation entre les quadratures. Finalement,
les résultats obtenus sont comparés à la littérature et sont appliqués au cas particulier
de l’amplificateur paramétrique dégénéré (APD) en complément à la section 2.3.4.
Relation entrée sortie
Nous débutons par rappeler que la relation entrée-sortie de l’amplificateur est
donnée par
xs = Gxe + f (A.1)
où G la matrice de gain est fonction de M et L deux nombres complexes obéissant à
la relation (1.21) qui assure la préservation des relations de commutations. On note
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Gij les composantes de G.
Matrice de gain symétrique
La matrice de gain G étant réelle dans la limite de la faible bande passante
[équations (1.28)], elle est diagonalisable par une matrice de rotation orthogonale R(θ)
dans le cas symétrique 1. Rappelons que R(θ) = RT(θ) = 1 et que
R(θ) =
 cos θ sin θ
− sin θ cos θ
 . (A.2)
Dans le cas symétrique, la relation entrée sortie peut donc être diagonalisée en choisis-
sant un angle θ approprié. La relation entrée sortie devient alors simplement
R(θ)xs = DSR(θ)xe +R(θ)f avec DS =
[
R(θ)GRT(θ)
]
(A.3)
une matrice de gain diagonale. Une simple rotation d’un même angle θ des quadratures
en entrée et en sortie permet la diagonalisation. Cet angle est contraint par la relation
tan 2θ =
2G12
G11 −G22 . (A.4)
Notons que cette contrainte spécifie l’angle θ modulo pi/2 et qu’il y a donc deux
solutions possibles. Seulement une de ces solutions diagonalise G.
Matrice de gain générale
Dans le cas général, une diagonalisation par une simple matrice de rotation n’est
pas possible. Par contre, s’il est acceptable que la rotation d’un angle θ des quadratures
en sortie soit différente de la rotation d’un angle φ des quadratures en entrée, une
diagonalisation est possible. La relation entrée sortie est alors
R(θ)xs = DNSR(φ)xe +R(θ)f avec DNS =
[
R(θ)GRT(φ)
]
(A.5)
1. Dans le cas d’une bande passante finie, il s’agit plutôt de la transformée de Fourier d’une fonction
réelle [équations (1.61)]. En raison de la linéarité de la transformée de Fourier, une diagonalisation à
l’aide d’une matrice de rotation est également possible dans le cas symétrique.
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un matrice diagonale. Les angles θ et φ sont alors contraints par les conditions
[DNS]12 = 0 et [DNS]21 = 0, ce qui peut être réécrit sous la forme
tan 2θ =
2 (G22G12 + G11G21)
(G211 −G222) + (G212 −G221)
, (A.6)
tan 2φ =
2 (G22G21 + G11G12)
(G211 −G222) + (G221 −G212)
. (A.7)
On remarque que les équations (A.6) et (A.7) sont les mêmes sous l’échange G12 ↔ G21.
Ainsi, dans la limite G12 = G21 ces équations se simplifient pour obtenir l’équation (A.4)
avec θ = φ.
Diagonalisation de la matrice des variances symétrisées
En plus de diagonaliser la relation entrée sortie, il est utile que la matrice des
variances symétrisées [équation (1.32)] soit également diagonale. On débute donc par
diagonaliser cette matrice. Par la suite, on vérifie s’il est possible de satisfaire à la fois
aux contraintes de la diagonalisation des relations entrée sortie et de la matrice des
variances symétrisées.
Rappelons que la matrice des variances symétrisées en sortie est
σS = GσEG
T + σf , (A.8)
où σE et σf référent respectivement à la matrice des variances symétrisées du signal
entrant et du bruit ajouté par l’amplificateur. La matrice σS étant réelle et symétrique,
elle est diagonalisée en posant la contrainte que R(θ)σSRT(θ) soit diagonale. On
obtient alors la condition
tan (2θ) =
2
(〈Im {F2}〉+ G11G21σ1,1E + G12G22σ2,2E )
(G211 −G221)σ1,1E + (G212 −G222)σ2,2E + 2 (〈F21 〉 − 〈F22 〉)
, (A.9)
où σi,jE sont les éléments de matrice de σE et où par simplicité, les quadratures du champ
entrant ont été choisies de sorte que σE soit diagonale. En raison de la périodicité de
la fonction tangente, cette équation mène à une solution pour θ modulo pi/2.
Notons que cette diagonalisation est équivalente à définir une nouvelle matrice
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des variances symétrisées
σj,θ = Sym
{〈
xj,θx
T
j,θ
〉}− 〈xj,θ〉 〈xTj,θ〉 , (A.10)
où les composantes de xj,θ = R(θ)xj sont les quadratures du champ ayant subies
une rotation. Ainsi, pour obtenir à la fois une relation entrée sortie diagonale et σS
diagonale, il est nécessaire que les équations (A.6) et (A.9) soit équivalentes. Ceci est
possible dans le cas où le signal entrant est un état cohérent (σ1,1E = σ
2,2
E = 1/2) et
que la matrice de bruit ajouté σf soit proportionnelle à l’identité. En d’autres mots,
la diagonalisation simultanée de σS et de la relation entrée sortie est possible dans le
cas où l’amplificateur n’ajoute pas d’anisotropie au signal et que le signal entrant est
également isotrope.
Comparaison à la littérature
Notons que l’approche présentée est inspirée du traitement de Laflamme et Clerk
où la matrice de gain d’un amplificateur paramétrique dégénéré (APD) est diagonalisée
à l’aide de vecteurs propres non orthogonaux [28]. Avec cette approche, la relation
entrée sortie n’est que partiellement diagonale et prend la forme
Xs ∝ Xe + αPe et Ps ∝ Pe, (A.11)
avec α un facteur de proportionnalité. Il y a donc mélange des quadratures lors de
l’amplification. L’avantage de la méthode proposée dans cette annexe est une diagona-
lisation complète des relations entrée sortie. Le prix à payer pour cette diagonalisation
est l’insertion d’un second angle de rotation des quadratures.
Application à l’amplificateur paramétrique dégénéré (APD)
En complément à la section 2.3.4, on applique maintenant ces résultats au cas
d’intérêt d’un APD dont le désaccord en fréquence ∆ est non nul. Par simplicité,
on considère le cas idéal où γ = 0. Rappelons que la matrice de gain est alors
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Figure A.1 (a) Dépendance en fréquence des angles de rotations θ et φ pour un
désaccord ∆ = κ et une amplitude de pompe paramétrique imaginaire λ = i |λ|. (b),(c)
Angles de rotations diagonalisant la matrice de gain en fonction du désaccord en
fréquence ∆ pour la fréquence centrale ω = 0 et l’amplitude de pompe paramétrique
λ = i |λ| pour la sous-figure (b) et λ = |λ| pour la sous-figure (c). (d),(e),(f) Norme des
coefficients de la matrice de gain diagonalisée DNS pour les paramètres et les angles
de rotations des sous-figures associées. Pour toutes les figures |λ| = 0.99λcrit.
[équation (2.45)]
Gω =
[
κ
D[ω]
(κ
2
− iω
)
− 1
]
1+
κ
D[ω]
W, avec W =
 λI ∆− λR
−∆− λR −λI
 , (A.12)
où λR = Re {λ} et λI = Im {λ}. Les angles de rotations sont donc contraints par
tan 2θ =
λRG + ∆λI
∆λR − λIG et tan 2φ =
∆λI − λRG
λIG + ∆λR , (A.13)
où G = (κ2/2 + ω2 −D[0])/κ et où les deux expressions ne diffèrent que par le signe
du désaccord en fréquence ∆. Notons qu’en raison de la périodicité de la fonction
tangente, il y a deux solutions possibles pour chaque angle. Pour la suite, la solution
est choisie de sorte de DNS soit diagonale et que |G11| > |G22|.
L’équation (A.13) démontre que la diagonalisation de la matrice de gain de l’APD
nécessite une rotation des quadratures dépendante de la fréquence considérée. La
figure A.1 présente la dépendance en fréquence des angles de rotation θ et φ pour
un désaccord en fréquence de κ et une forte pompe paramétrique [sous-figure (a)]
ainsi que la norme des coefficients de la matrice de gain [sous-figure (d)]. Bien que la
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dépendance en fréquence de θ et φ soit significative, dans le cas où la bande passante
considérée est suffisamment étroite, les angles de rotations sont approximativement
constant.
Les sous-figures (b) et (c) illustrent l’effet du désaccord en fréquence sur les angles
de rotation pour deux phases différentes de la pompe paramétrique. Bien que l’allure
des courbes change significativement, dans les deux cas, on observe une forte pente à
faible désaccord en fréquence et une saturation à large ∆. Les sous-figures (e) et (f)
présentent les coefficients de la matrice de gain associée. Tel qu’attendu, la phase de
la pompe paramétrique n’influe pas sur la norme des coefficients de gain.
Finalement, notons que l’analyse ci-dessus a été effectuée dans la limite γ = 0. Tel
que discuté précédemment, un taux de perte modifie significativement la situation,
puisqu’il n’est plus nécessairement possible de diagonaliser à la fois la matrice de gain
et la matrice des variances symétrisées du signal en sortie.
Annexe B
Théorie entrée-sortie
Lors du traitement d’un système quantique en contact avec un environnement, il
peut être utile de décrire cette interaction en terme du champ entrant, représentant
l’état de l’environnement préalablement à l’interaction avec le système et un champ
sortant, représentant l’état de l’environnement suite à l’interaction avec le système.
C’est exactement le traitement souhaité pour un amplificateur, où l’on souhaite relier le
signal amplifié au signal entrant. La théorie entrée-sortie pour les systèmes dissipatifs
quantiques offre un formalisme pour effectuer une telle description. Cette théorie fut
d’abord développée par Yurke et Denker dans le contexte des circuits électroniques
quantiques [32], puis écrite dans le langage de l’optique quantique et appliquée à ce
domaine par Gardiner et Collett [34, 61]. C’est ce dernier point de vue qui est présenté
dans cette annexe.
On considère un système quantique couplé linéairement à l’environnement par un
opérateur bosonique a. Outre la forme du couplage, on ne suppose rien sur le système,
qui est simplement décrit par le hamiltonien HSys. Suivant l’approche standard, on
décrit l’environnement par un bain infini d’oscillateurs harmoniques [43]. Le hamiltonien
du bain est
HBain =
∫ ∞
0
dω ~ω b†ωbω (B.1)
avec b(†)ω l’opérateur d’annihilation (création) d’un quanta dans le mode à la fréquence
ω. Ces opérateurs sont bosoniques et obéissent aux relations de commutations [bω,b†ω′ ] =
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δ(ω − ω′) et [bω,bω′ ] = 0. Le hamiltonien total est donc
H = HSys +HBain +HCouplage, (B.2)
où HCouplage est le hamiltonien d’interaction entre le système et le bain. En supposant
un couplage linéaire et l’approximation séculaire, cet hamiltonien est
HCouplage = ~
∫ ∞
0
dω γ(ω)
(
b†ωa+ bωa
†) , (B.3)
avec la fonction de couplage γ(ω).
Afin de simplifier le problème, l’approximation du grand facteur de qualité est
effectuée. On suppose que le couplage est maximal à une fréquence d’intérêt du
système Ω et qu’il décroit rapidement sur une largeur de bande ∆ω. En supposant
Ω/∆ω  1, la borne inférieure de l’intégrale peut être modifiée sans changer le résultat
de l’intégrale [68]. À l’aide de cette approximation, on obtient
HCouplage ≈ ~
∫ ∞
−∞
dω γ(ω)
(
b†ωa+ bωa
†) . (B.4)
Maintenant que le hamiltonien total a été défini, on cherche à obtenir une équation
du mouvement pour un opérateur du système. De façon générale, le développement ma-
thématique peut être fait pour un opérateur quelconque du système [43, 61]. Toutefois,
afin d’alléger le texte on considère spécifiquement l’opérateur a.
On débute par écrire les équations de Heisenberg
b˙ω = −iγ(ω)a− iωbω (B.5)
a˙ =
i
~
[HSys, a]− i
∫ ∞
−∞
dω γ(ω)bω. (B.6)
On résout ensuite l’équation différentielle du premier ordre pour l’opérateur du bain.
La solution
bω(t) = bω(t0)e
−iω(t−t0) − iγ(ω)
∫ t
t0
dt′a(t′)e−iω(t−t
′), (B.7)
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est ensuite insérée dans l’intégrale de l’équation (B.6)
−i
∫ ∞
−∞
dωγ(ω)bω = −i
∫ ∞
−∞
dω γ(ω)bω(t0)e
−iω(t−t0)
−
∫ ∞
−∞
dω γ2(ω)
∫ t
t0
dt′a(t′)e−iω(t−t
′).
(B.8)
On remarque maintenant que le dernier terme dépend de l’état du système à tous
les temps précédents. Ceci constitue un effet non markovien, c’est-à-dire un effet de
mémoire.
On effectue maintenant une approximation de Markov afin d’obtenir une équation
locale en temps [61]. On suppose que le couplage est indépendant de la fréquence
et donc que γ(ω) =
√
κ/2pi. Encore une fois, cette approximation est justifiée dans
la limite du grand facteur de qualité. En effet, dans le cas où la largeur de raie du
système est beaucoup plus faible que l’échelle de variation de la fonction de couplage,
l’approximation de Markov ne devrait pas introduire une erreur significative [68]. À
l’aide de cette approximation, le terme dans l’équation du mouvement provenant du
couplage entre le système et le bain devient
−i
∫ ∞
−∞
dωγ(ω)bω(t) =
√
κ be(t)− κ
2
a(t) (B.9)
où nous avons introduit le mode entrant
be(t) = − i√
2pi
∫ ∞
−∞
dω bω(t0)e
−iω(t−t0). (B.10)
Notons ici qu’une phase peut-être ajoutée au choix dans la définition de be et que
cette définition varie légèrement dans la littérature. Joignant ces résultats, on obtient
a˙ =
i
~
[HSys, a]− κ
2
a+
√
κbe(t). (B.11)
Suivant la référence [61] on résout également l’équation (B.5) avec comme condition
frontière un temps t1 > t plutôt qu’un temps t0 < t. Dans ce cas, on obtient
bω(t) = bω(t1)e
iω(t1−t) + iγ(ω)
∫ t1
t
a(t′)e−iω(t
′−t). (B.12)
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En intégrant sur toutes les fréquences et en effectuant l’approximation de Markov à
nouveau, on obtient
−i
∫ +∞
−∞
dω γ(ω)bω(t) = −
√
κbs(t) +
κ
2
a(t) (B.13)
où on définit le champ en sortie
bs(t) =
i√
2pi
∫ +∞
−∞
dω bω(t1)e
iω(t1−t). (B.14)
Puisque ce résultat doit être le même que celui de l’équation (B.9), la comparaison
des deux équations permet d’introduire la relation entrée-sortie
bs(t) =
√
κa(t)− be(t). (B.15)
Ainsi, dans le cas d’un système linéaire, la solution de l’équation (B.11) permet de
réécrire a en terme du champ entrant et donc l’équation d’entrée-sortie permet de
relier directement le champ entrant au champ sortant.
Annexe C
Dynamique de l’amplificateur
paramétrique dégénéré
En complément à la section 2.3, cette annexe présente une solution dans l’espace de
Laplace de l’amplificateur paramétrique dégénéré. Alors que la solution dans l’espace
de Fourier permet de trouver facilement l’état stationnaire, la solution à l’aide de la
transformée de Laplace permet d’évaluer la dynamique du système. Ainsi, la solution
obtenue dans cette annexe est utilisée pour démontrer que l’amplificateur paramétrique
dégénéré est instable au-dessus du seuil paramétrique.
Résolution des équations du mouvement dans l’espace de Laplace
Le point de départ de cette annexe est l’équation du mouvement d’un amplificateur
paramétrique dégénéré. Tel que présenté à l’équation (2.35), l’équation du mouvement
de ce système est
a˙ = Ma+
√
κae (C.1)
où les vecteurs et matrices
a =
 a
a†
, ae =
ae
a†e
, et M =
−i∆− κ/2 −iλ
iλ∗ i∆− κ/2
 (C.2)
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ont été utilisés. Pour alléger la notation, on suppose un système sans pertes non
radiatives (γ = 0).
Contrairement à la résolution dans l’espace de Fourier où l’amplitude de la pompe
paramétrique est choisie constante, on suppose dans cette section que celle-ci débute au
temps t = 0. Par simplicité, une fonction en forme de marche est considérée, c’est-à-dire
telle que λ(t) = Θ(t)λ. Pour prendre en compte cette dépendance temporelle, on
utilise la transformée de Laplace pour résoudre le système d’équations linéaires.
On définit donc la transformée de Laplace
f˜ [s] =
∫ ∞
0
dtf(t)e−st, (C.3)
et on rappelle la propriété [88]
f˜ ′ [s] = sf˜ [s]− f(0). (C.4)
Ainsi, la solution dans l’espace de Laplace du système d’équations linéaires est a˜ [s]
a˜† [s]
 = 1
D[s]
−i∆ + κ/2 + s −iλ
iλ∗ i∆ + κ/2 + s
 a(0) +√κa˜e [s]
a†(0) +
√
κa˜†e [s]
 , (C.5)
où la fonction D [s] = ∆2 + (κ/2 + s)2 − |λ|2 a été introduite.
Afin d’obtenir la solution dans le domaine temporel, on définit les fonctions filtres
f1(t)Θ(t) = L−1
{−i∆ + κ/2 + s
D [s]
}
=
{
cosh (ξt)− i∆
ξ
sinh (ξt)
}
e−κt/2Θ(t), (C.6)
f2(t)Θ(t) = L−1
{ −iλ
D [s]
}
= −iλe−κt/2
(
sinh (ξt)
ξ
)
Θ(t), (C.7)
où L−1 dénote la transformée de Laplace inverse. Afin d’alléger l’expression, la notation
ξ =
√
|λ|2 −∆2 a également été introduite.
À l’aide du théorème de convolution pour la transformée de Laplace [88, Éq. 15.196]
L−1
{
f˜ [s] g˜ [s]
}
=
∫ ∞
−∞
dτ f(t− τ)g(τ) = f ? g(t), (C.8)
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on obtient la solution dans le domaine temporel
a(t) = f1(t)a(0) + f2(t)a
†(0) +
√
κ [f1 ? ae] (t) +
√
κ
[
f2 ? a
†
e
]
(t). (C.9)
Seuil paramétrique et stabilité de la solution
On remarque que dans la limite où t est grand par rapport aux temps caractéristique
du système, les fonctions filtres f1 et f2 peuvent s’écrire sous la forme approximative
f1(t) ≈ 1
2
(
1− i∆
ξ
)
e(ξ−κ/2)t (C.10)
f2(t) ≈ − iλ
2ξ
e(ξ−κ/2)t. (C.11)
On remarque que pour ξ > κ/2, ces fonctions divergent dans la limite t→∞. Ceci
signifie que la valeur moyenne 〈a(t)〉 diverge dans la limite t→∞ pour toute condition
initiale 〈a(0)〉 6= 0 et pour tout champ entrant tel que 〈ae〉 6= 0 . En d’autres mots, le
système est instable pour ξ > κ/2.
Finalement, on note que l’égalité ξ = κ/2 correspond précisément au seuil para-
métrique défini à l’équation (2.49). Le système est donc instable au-dessus du seuil
paramétrique. C’est pourquoi il est souhaitable d’opérer un amplificateur paramétrique
sous ce seuil.
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Annexe D
Troncature du potentiel Josephson
En complément au chapitre 3, l’objectif de cette annexe est d’aller au-delà de
l’approximation du potentiel quartique dans la modélisation du LJPA. Ainsi, plutôt
que d’effectuer l’approximation du potentiel quartique dès le départ, on cherche à
effectuer cette approximation à la toute fin du calcul.
On débute par réécrire le potentiel Josephson en ordre normal. À titre d’exemple,
on considère ensuite la pompe de courant monochromatique. En particulier, on effectue
la transformation de déplacement en prenant en compte le potentiel Josephson complet.
Finalement, on considère l’effet des corrections sur le gain d’un LJPA.
D.1 Ordre normal et approximation séculaire
Le point de départ de cette annexe est le hamiltonien du LJPA tel qu’obtenu à la
section 3.1.1,
H = ~ω0a†a− EJ
∞∑
n>1
(−1)n
(2n)!
Φ2nfpz
(
a+ a†
)2n
, (D.1)
c’est-à-dire avant la troncature du potentiel et l’approximation séculaire.
Afin de réécrire ce hamiltonien en ordre normal, c’est-à-dire dans une forme où
tous les opérateurs de création sont à gauche des opérateurs d’annihilations, on utilise
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un résultat de Mikhailov qui démontre que [110]
(
a+ a†
)2n
=
n∑
k=0
2(n−k)∑
j=0
(2n)!
2kk!j!(2n− 2k − j)!
(
a†
)j
(a)2n−2k−j . (D.2)
À l’aide de ce résultat, on obtient le hamiltonien
H = ~ω0a†a− EJ
∞∑
n>1
n∑
k=0
2(n−k)∑
j=0
(−1)n Φ2nfpz
2kk!j!(2n− 2k − j)!
(
a†
)j
(a)2n−2k−j . (D.3)
Référentiel tournant et approximation séculaire
Afin d’effectuer l’approximation séculaire, on se place dans un référentiel tournant
à la fréquence ωr ≈ ω0. Dans ce référentiel, le hamiltonien est
H = ~∆a†a− EJ
∞∑
n>1
n∑
k=0
2(n−k)∑
j=0
(−1)n Φ2nfpze2iωr(j+k−n)t
2kk!j!(2n− 2k − j)!
(
a†
)j
(a)2n−2k−j , (D.4)
où ∆ = ω0 − ωr est le désaccord en fréquence. L’approximation séculaire impose donc
la contrainte sur les indices j = n− k. Il est alors possible de réécrire le hamiltonien
sous la forme
H = ~∆a†a− EJ
∞∑
n>1
n∑
k=0
(−1)n Φ2nfpz
2kk! [(n− k)!]2
(
a†
)n−k
(a)n−k . (D.5)
En utilisant l’identité pour les doubles sommes infinies [88]
∞∑
m=0
∞∑
n=0
an,m =
∞∑
p=0
p∑
q=0
aq,p−q, (D.6)
il devient possible de réécrire le hamiltonien dans une forme où les opérateurs ne
dépendent que d’un seul indice et où l’autre somme infinie devient une simple expo-
nentielle. Le hamiltonien est alors simplement
H = ~∆′a†a− EJe−Φ2fpz/2
∞∑
n>1
(−Φ2fpz)n
(n!)2
(
a†
)n
(a)n , (D.7)
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avec le désaccord en fréquence ~∆′ = ~∆ + EJΦ2fpz
(
e−Φ
2
fpz/2 − 1
)
. En effectuant
un développement en puissance de Φfpz, le résultat ∆′ = ∆ + 2Λ, c’est-à-dire la
renormalisation de la fréquence par le potentiel quartique est obtenu. Ainsi, les
termes supérieurs du potentiel mènent à une renormalisation de l’énergie Josephson
EJ → EJe−Φ2fpz/2 = E˜J . Cette renormalisation des paramètres a été rapportée par
Leib et al. en 2012 [111].
D.2 Pompe de courant monochromatique
On cherche maintenant à aller au-delà de l’approximation du potentiel quartique
dans le cas de l’amplificateur paramétrique Josephson à pompe de courant monochro-
matique. On débute par effectuer une transformation de déplacement sur le potentiel
complet. Par la suite, on considère l’effet de ces termes additionnels sur la dynamique
du champ classique.
Transformation de déplacement
En effectuant une transformation de déplacement sur le hamiltonien total H +Hp
et en utilisant la formule du binôme, on réécrit le hamiltonien sous la forme
H =
(
~∆
)
d†d− E˜J
+∞∑
n=0
n∑
k,l=0
(−Φ2fpz)n α∗(n−k)αn−ld†kdl
k!l!(n− k)!(n− l)! + f(α)d
† + f ∗(α)d, (D.8)
où la fonction f(α) = (− iα˙ + ∆′α− iκα/2) a été introduite afin d’alléger la notation.
De plus, il est préférable que la somme infinie débute à zéro et le désaccord en fréquence
∆ = ∆− EJΦ2fpz/~ a donc également été introduit.
À l’aide des propriétés des sommes, on introduit des coefficients Sq,p(α) afin
d’éliminer une somme et de réécrire le hamiltonien sous la forme
H = ~∆d†d− E˜J
∞∑
p,q=0
Sq,p(α)d
†qdp + f(α)d† + f ∗(α)d. (D.9)
118 Annexe D. Troncature du potentiel Josephson
Il est possible de démontrer que ces coefficients sont
Sq,p(α) =
(−1)q
q!p!
Φq+pfpz e
iθα(q−p)Jq−p (2Φfpz |α|) , (D.10)
où θα = argα. Pour obtenir le résultat, il a été utilisé que la série de Taylor de la
fonction de Bessel est [88]
Jn(x) =
∞∑
p=0
(−1)p
p! (n+ p)!
(x
2
)2p+n
. (D.11)
Dynamique du champ classique
Afin d’annuler le terme linéaire du hamiltonien, le déplacement α(t) est choisi tel
que
α˙ = −i
[
∆α + − E˜JS1,0 (α)
]
− κ
2
α (D.12)
= −i
[
∆′α + + E˜JJ1 (2Φfpz |α|) eiθα
]
− κ
2
α. (D.13)
À partir de cette équation, on obtient que l’amplitude du champ classique dans l’état
stationnaire est obtenue en résolvant l’équation(
κ2
4
+ ∆
2
)
|α|2 + 2ΦfpzE˜J∆ |α| J1 (2Φfpz |α|) + E˜2JJ21 (2Φfpz |α|) = ||2 . (D.14)
En effectuant un développement au troisième ordre en puissance de Φfpz, cette équation
devient équivalente à l’équation (3.22).
Hamiltonien quadratique et gain
Afin d’illustrer l’effet de l’approximation du potentiel quartique, on utilise les
résultats de la section précédente pour calculer le gain d’un amplificateur paramétrique
Josephson pour une troncature à différents ordres. Dans tous les cas, on considère un
hamiltonien quadratique.
La figure D.1 présente le gain d’un LJPA à pompe simple pour trois troncatures
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Figure D.1 Eﬀet de la troncature du potentiel sur le gain d’un LJPA. (a) Gain
maximal de l’ampliﬁcateur en fonction de l’amplitude de pompe. Pour chaque point,
la fréquence de la pompe est optimisée aﬁn de maximiser le gain. (b) Gain en fonction
de la fréquence de la pompe pour une amplitude constante de 0.99crit. où crit est
l’amplitude de pompe critique tel que déﬁni à la section 3.2.4. Pour les deux ﬁgures,
les paramètres considérés sont EJ/h = 3 THz, ω0/2π = 6.5 GHz, κ/2π = 100 MHz et
Λ/2π = −1.5 kHz.
diﬀérentes. À la sous-ﬁgure (a), on calcule le gain maximal en fonction de l’amplitude
de la pompe. Pour chaque point, la fréquence de la pompe est optimisée aﬁn d’obtenir
le gain maximal. On y observe que l’eﬀet principal de l’ordre de troncature est de
modiﬁer la valeur de l’amplitude de pompe critique où le gain diverge. La sous-ﬁgure (b)
présente le gain en fonction de la fréquence de pompe pour une amplitude ﬁxe. On y
observe un décalage de la valeur maximale.
Dans le régime de faible non-linéarité, les termes supplémentaires du potentiel
Josephson mènent donc à une modiﬁcation de l’amplitude de pompe critique et à un
décalage de la fréquence de gain maximale. Ces eﬀets n’aﬀectant pas l’essentiel de la
physique étudiée dans ce mémoire, ils sont négligés dans le reste de ce document.
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Annexe E
Détails du calcul perturbatif
Cette annexe complémente la section 4.2. On y présente les détails du calcul
perturbatif discuté dans cette section. Rappelons que l’objectif est de traiter pertur-
bativement une correction quartique au hamiltonien de l’amplificateur paramétrique
Josephson. On débute par rappeler la solution aux équations du mouvement linéarisées
(ordre zéro). Par la suite, on considère la solution au premier ordre. Finalement, sans
présenter le calcul, on discute des étapes permettant le calcul de la solution à l’ordre
deux.
Solution à l’ordre 0
Tel que discuté précédemment, la solution à l’ordre zéro est simplement la solution
aux équations du mouvement linéarisées. Ainsi, les coefficients à l’ordre zéro sont
simplement h(0)S,ω = hS,ω et h
(0)
I,ω = hI,ω et la solution de l’équation du mouvement est
a(0)ω = hS,ωcinω + hI,ωc
†
inω. (E.1)
Le tableau E.1 rappelle la définition des coefficients d’ordre 0. Notons qu’afin de
simplifier les résultats, un désaccord en fréquence complexe ∆z = ∆ + iκ′/2 est
introduit.
À partir de cette solution, on calcule les moments du champ dans la cavité à l’ordre
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Tableau E.1 Coefficients d’ordre 0
h
(0)
S,ω =
−i√κ′(∆z+ω)
D[ω]
h
(0)
I,ω =
−i√κ′λ
D[ω]
zéro dans le cas où le signal en entrée est le vide électromagnétique (état stationnaire):
N (0) =
∫ ∞
−∞
dω
2pi
|hI,ω|2 = |λ|
2
2D[0]
, (E.2)
M (0) =
∫ ∞
−∞
dω
2pi
hI,ωhS,−ω =
−λ∆z
2D[0]
. (E.3)
Les expressions analytiques de droites sont valides sous le seuil paramétrique et sont
obtenues à l’aide du théorème des résidus (au-dessus du seuil deux des quatre pôles
traversent l’axe réel). Pour effectuer ce calcul, il est utile de réécrire la fonction D(ω)
sous la forme
D(ω) = − (ω − z−) (ω − z+) (E.4)
avec z± = −iκ′/2±
√
∆2 − |λ|2 les zéros de la fonction. Notons les propriétés utiles
z−z+ = −D[0] et z− + z+ = −iκ′.
Solution à l’ordre 1
Dans le cas n = 1, l’équation (4.29) devient
a(1)ω = −
2iΛ√
κ′
[
hS,ω
(
a†
)(0)
? a(0) ? a(0)[ω]− hI,ω
(
a†
)(0)
?
(
a†
)(0)
? a(0)[ω]
]
, (E.5)
où les convolutions peuvent être réécrites sous la forme(
a†
)(0)
? a(0) ? a(0)[ω] =
∫∫ ∞
−∞
dω1dω2
4pi2
(
a
(0)
ω2−ω
)†
a
(0)
ω2−ω1a
(0)
ω1
(E.6)(
a†
)(0)
?
(
a†
)(0)
? a(0)[ω] =
∫∫ ∞
−∞
dω1dω2
4pi2
(
a
(0)
ω2−ω
)† (
a
(0)
ω1−ω2
)†
a(0)ω1 . (E.7)
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La valeur des différents coefficients d’ordre 1 est donc obtenue en insérant la solution
à l’ordre 0 définie à l’équation (E.1) dans l’expression pour a(1)ω ci-dessus. Les deux
produits de convolutions ne diffèrent que par les coefficients du terme central, on
effectue donc le calcul général
CABC =
∫∫ ∞
−∞
dω1dω2
4pi2
(
fAω−ω2cinω−ω2 + g
A
ω−ω2c
†
inω−ω2
)
×
(
fBω2−ω1cinω2−ω1 + g
B
ω2−ω1c
†
inω2−ω1
)(
fCω1cinω1 + g
C
ω1
c†inω1
) (E.8)
= f0,1[ω]cinω + f1,0[ω]c
†
inω +
∫∫ ∞
−∞
dω1dω2
4pi2
{
f0,3[ω − ω2, ω2 − ω1, ω1] cinω−ω2cinω2−ω1cinω1
+f1,2[ω − ω2, ω2 − ω1, ω1] c†inω−ω2cinω2−ω1cinω1
+f2,1[ω − ω2, ω2 − ω1, ω1] c†inω−ω2c
†
inω2−ω1cinω1
+f3,0[ω − ω2, ω2 − ω1, ω1] c†inω−ω2c
†
inω2−ω1c
†
inω1}
,
(E.9)
où les différents coefficients sont définis au tableau E.2. Ainsi, en prenant fAω → h∗I,−ω
et gAω → h∗S,−ω pour la première parenthèse et fB,Cω → hS,ω, gB,Cω → hI,ω pour les deux
autres, on obtient directement le résultat du produit de convolution de l’équation (E.6).
Si les fonctions de la seconde parenthèse suivent plutôt la transformation fBω → h∗I,−ω
et gBω → h∗S,−ω le résultat du produit de convolution de l’équation (E.7) est plutôt
obtenu. À l’aide de ces résultats, il est immédiat de calculer a(1)ω .
Le tableau E.3 présente les 6 coefficients de la solution à l’ordre 1 en fonction des
coefficients d’ordre zéro. Il est utile pour la suite de réécrire ces coefficients directement
en terme des paramètres du système. Le tableau E.4 présente une telle réécriture des
coefficients d’ordre 1 . Afin d’alléger l’écriture, on y introduit les notations ∆i = ∆z+ωi
et δi = ωi −∆∗z.
Solution à l’ordre 2
En raison de sa grande complexité, la solution au deuxième ordre n’a malheureu-
sement pas été complétée en temps pour être incluse dans ce document. Cette section
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Tableau E.2 Coefficients du produit de convolution CABC
f0,1[ω] = f
A
ω IBC + f
B
ω IAC + f
C
ω IAB
f1,0[ω] = g
A
ω IBC + g
B
ω IAC + g
C
ω IAB
f0,3[ωa, ωb, ωc] = f
A
ωaf
B
ωb
fCωc
f1,2[ωa, ωb, ωc] = g
A
ωaf
B
ωb
fCωc + g
B
ωaf
A
ωb
fCωc + g
C
ωaf
A
ωb
fBωc
f2,1[ωa, ωb, ωc] = g
A
ωag
B
ωb
fCωc + g
A
ωag
C
ωb
fBωc + g
B
ωag
C
ωb
fAωc
f3,0[ωa, ωb, ωc] = g
A
ωag
B
ωb
gCωc
IDE =
∫ ∞
−∞
dω
2pi
fDω g
E
−ω
(
D,E ∈ {A,B,C}
)
mentionne tout de même quelques informations sur les étapes du calcul à effectuer et
la forme de la solution.
Suivant la forme générale de la solution présentée à la sous-section 4.2.2, la solution
d’ordre 2 sera déterminée par 12 coefficients ( h(2)S, , h
(2)
I, , h
(2)
0,3, . . . ). Afin de calculer
ces coefficients, on débute par insérer n = 2 dans la forme générale de la solution
[équation (4.29)]. La solution obtenue est alors
a(2)ω =
−2iΛ√
κ′
{
hS,ωC(2)S [ω]− hI,ωC(2)S [ω]
}
, (E.10)
où C(2)S et C(2)I sont la somme de produit de convolution d’ordre 1 défini par
C(2)S [ω] =
(
a†
)(1)
? a(0) ? a(0)[ω] +
(
a†
)(0)
? a(1) ? a(0)[ω] +
(
a†
)(0)
? a(0) ? a(1)[ω] , (E.11)
C(2)I [ω] =
(
a†
)(1)
?
(
a†
)(0)
? a(0)[ω] +
(
a†
)(0)
?
(
a†
)(1)
? a(0)[ω] +
(
a†
)(0)
?
(
a†
)(0)
? a(1)[ω] .
Ainsi, la solution d’ordre 2 contient six produits de convolution plutôt que deux. La
solution à l’ordre 1 étant la somme de six termes, le développement direct de l’équation
ci-dessus mène donc à une somme de 144 termes. Heureusement, il est possible de
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Tableau E.3 Coefficients d’ordre 1
h
(1)
S,ω =
−2iΛ√
κ′
[
hS,ω
(
2N (0)hS,ω +M
(0)h∗I,−ω
)− hI,ω (2N (0)h∗I,−ω +M (0)∗hS,ω)]
h
(1)
I,ω =
−2iΛ√
κ′
[
hS,ω
(
2N (0)hI,ω +M
(0)h∗S,−ω
)− hI,ω (2N (0)h∗S,−ω +M (0)∗hI,ω)]
h
(1)
0,3[ωa, ωb, ωc, ωd] =
−2iΛ√
κ′
hS,ωdh
∗
I,−ωb
[
hS,ωahS,ωc − hI,ωah∗I,−ωc
]
h
(1)
1,2[ωa, ωb, ωc, ωd] =
−2iΛ√
κ′
{
hI,ωbh
∗
I,−ωc
[
2hS,ωahS,ωd − hI,ωah∗I,−ωd
]
+ hS,ωdh
∗
S,−ωb
[
hS,ωahS,ωc − 2hI,ωah∗I,−ωc
]}
h
(1)
2,1[ωa, ωb, ωc, ωd] =
−2iΛ√
κ′
{
2h∗S,−ωbhI,ωc
(
hS,ωahS,ωd − hI,ωah∗I,−ωd
)
+ hS,ωahI,ωbhI,ωch
∗
I,−ωd − hI,ωah∗S,−ωbh∗S,−ωchS,ωd
}
h
(1)
3,0[ωa, ωb, ωc, ωd] =
−2iΛ√
κ′
hI,ωdh
∗
S,−ωb
[
hS,ωahI,ωc − hI,ωah∗S,−ωc
]
simplifier le calcul en notant que le tiers de ces termes correspondent au cas où la
solution d’ordre 1 ne contient qu’un seul opérateur. Dans ce cas, le résultat général de
l’équation (E.9) peut directement être utilisé afin de calculer la contribution de ces
termes aux divers coefficients. Malheureusement, le calcul des 96 autres termes n’est
pas aussi direct. Des astuces semblables peuvent tout de même être utilisées afin de
réduire le nombre de termes à calculer de moitié.
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Tableau E.4 Réécriture des coefficients d’ordre 1
h
(1)
S,ωa
=
2i
√
κ′Λ |λ|2
D[0]D[ωa]2
[|λ|2 + ∆a (∆a + ∆)]
h
(1)
I,ωa
=
−i√κ′Λλ
D[0]D[ωa]2
[
∆aδa∆z + |λ|2 (iκ′/2− 5∆)
]
h
(1)
0,3[ωa, ωb, ωc, ωd] =
2i (κ′)3/2 Λλ∗∆d
(
∆a∆c + |λ|2
)
D[ωa]D[ωb]D[ωc]D[ωd]
h
(1)
1,2[ωa, ωb, ωc, ωd] =
2i (κ′)3/2 Λ
[|λ|4 + 2 |λ|2 ∆d (∆a − δb)−∆aδb∆c∆d]
D[ωa]D[ωb]D[ωc]D[ωd]
h
(1)
2,1[ωa, ωb, ωc, ωd] =
2i (κ′)3/2 Λλ
[|λ|2 (∆a − 2δb)−∆dδb (2∆a − δc)]
D[ωa]D[ωb]D[ωc]D[ωd]
h
(1)
3,0[ωa, ωb, ωc, ωd] =
−2i (κ′)3/2 Λλ2δb (∆a − δc)
D[ωa]D[ωb]D[ωc]D[ωd]
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