This paper presents a simulation study and an experimental evaluation of a novel imaging spectroscopy technique, where multi-channel image data are acquired instantaneously and transformed into spectra. A digital colour camera equipped with an additional colour filter array was used to acquire an instantaneous single image that was demosaicked to generate a multi-channel image. A statistical transformation approach was employed to convert this image into a hyperspectral one. The feasibility of this method was investigated through extensive simulation and experimental tasks where promising results were obtained. The small size of the initially acquired single instantaneous image makes this approach useful for applications where video-rate hyperspectral imaging is required.
Introduction
A hyperspectral image consists of a high number of (usually several hundred) spectrally well-separated narrow bands. Compare with a colour image which consists of only three Affordable Simultaneous Hyperspectral Imaging, submitted for publication, 2009 2 spectrally broader and overlapping bands: red, green and blue. The whole hyperspectral image, consisting of all these spectral bands, is also called the "image hypercube"; a three dimensional data set having two axes of spatial information and one of spectral information. Each hyperspectral pixel, in the image, represents the (electromagnetic) spectrum of the corresponding spot in the imaged area (or scene).
Hyperspectral imaging technology is being increasingly used for many applications such as material identification, biological and chemical detection, environmental monitoring, earth science, precision agriculture, forestry as well as medical diagnoses and food quality inspection. Various ground-based, attached to microscopes or telescopes, hand-held, air-and satellite-borne hyperspectral imaging systems are used to observe scenes ranging from microscopic objects (e.g. cancer cells) up to planets and galaxies. References [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] discuss some of these applications.
Unfortunately, despite confirmed efficiency and usefulness (by numerous research results) of using hyperspectral imagery in all of these applications and many other ones not mentioned above, it is not that popular to use this promising technique mainly because of its complexity and high costs; both purchase and operational costs. Therefore, it is very important to achieve an affordable user-friendly staring hyperspectral imaging system that can make people dare to take this first step of investing their time and money in using this promising technology. The term "staring" means that the whole image hypercube is acquired instantaneously. In this paper, such a desired system is introduced and tested extensively through simulations as well as building and testing a simplified prototype. This paper is constructed as follows: In the next section, a brief review of existing hyperspectral imaging techniques is presented. Then in section 3, a new staring Affordable Simultaneous Hyperspectral Imaging, submitted for publication, 2009 3 hyperspectral camera technique is introduced where a multiple-filter colour filter array is used to acquire a single image that can be demosaicked to produce a multi-channel image. Section 4 presents a statistical transformation method to be used to convert multi-channel image data into spectra so that a hyperspectral image is obtained. In section 5, detailed objectives of the evaluation tasks of the new technique are clarified.
After that, simulation and experimental tasks to investigate the efficiency of the new technique are presented in sections 6 and 7, respectively. Section 7 also presents the simplified prototype that was used in the experiments. Finally, discussion and conclusions are drawn in section 8 of this paper.
Today's Hyperspectral Imaging Techniques
At the beginning, this field of research resulted in imaging systems capable of resolving tens of spectral bands and has evolved to resolve hundreds of bands, which are now commonly referred to as hyperspectral imaging systems. A multitude of systems have been designed, each providing something unique to give them advantages for their intended purpose.
However, one serious common limitation of today's conventional hyperspectral imagery systems is the need for scanning time, where either spatial or spectral scanning must be employed to be able to acquire the whole image hypercube [10] , which contains huge amount of data needing high computational power, ultra-fast broad-band communication systems and huge memory capacity to save these data [11] . Minimizing this scanning time requires using sophisticated ultra-fast electronics with high-precision timing capabilities which increases the already high costs of this technology considerably. One way to go around this problem is by employing sophisticated onboard data reduction combined with image processing and analysis so that only a Affordable Simultaneous Hyperspectral Imaging, submitted for publication, 2009 4 derived product (e.g. analysis result) is down linked to the user. A serious drawback of this "solution" is that original image data will be lost and it will not be possible to process and/or analyze it later.
Instantaneous hyperspectral camera
In this work, a novel cost-effective technique, that solves the problems and overcomes the limitations mentioned previously, is presented. The new technique utilizes wellknown widely-used digital camera technology. The system has no moving parts and the whole hyperspectral image cube is acquired instantaneously in a highly compact format, making it ready to acquire low-cost hyperspectral digital video which can be easily transferred and saved using systems made of commercial optoelectronics. Furthermore, analyzing these data is not that different, more difficult nor complicated than ordinary non-compressed hyperspectral image data.
To start with, let's look at how low-cost colour images are produced. It is well known that low-cost digital colour cameras use monochromatic sensor arrays covered by colour filter arrays (CFA), i.e. each sensor element is covered by a certain colour filter. The most commonly used CFA is of so called Bayer-type [12] , consisting of an RGB CFA (R=red, G=green, B=blue). This means that a monochromatic sensor array can capture more spectral information (colour), when equipped with a CFA. The result is a staring colour imaging sensor. The disadvantage of this approach is a slight reduction in the spatial resolution of the resulting image. However, efficient interpolation methods can be employed to obtain a colour image with approximately the same spatial resolution as the used sensor array. This means that each such colour image is approximately equivalent to a set of three images of the same size representing the R, G and B bands that can be combined to produce a full colour image. Using the multiple-layer CFA from Figure (2b), and assuming that element-wise matching is achieved between the monochrome sensor array elements and the embedded RGB CFA, and that each element of the additional CMYT CFA covers exactly 2×2 elements of the RGB CFA (i.e. exact matching is achieved here also), then each group of 4×4 neighbouring sensor elements will build one multi-channel pixel in the resulting single image. Demosaicking this image will produce a multi-channel image where each "band" consists of pixels corresponding to sensor elements covered by the same filter combination (i.e. the same multiple filter). Given the latter "image multi-channel cube", various methods can be applied, yielding an approximation of the underlying spectrum in each multi-channel pixel. Up to several hundred estimated spectral bands can be obtained, resulting in high resolution spectra.
A statistical method is introduced and used in this work to transform multi-channel data into spectra. The method is fast and can be employed in on-line imaging applications.
As a result, a low-cost staring hyperspectral imaging system is achieved. The low-cost Affordable Simultaneous Hyperspectral Imaging, submitted for publication, 2009 6 aspect addresses both the costs of manufacturing such cameras, in addition to the fact that images of smaller size need less computational power, less storage-memory capacity and less band-width of used communication systems if there is a need to transfer the acquired images in real time to another place to be processed, analysed and/or saved (e.g. archived in a database). Lossless compression of the initial single images will of course give further advantages. At the end-user's side, simple fast computations can be employed to generate hyperspectral images out of the initial single images.
More details about this novel technique of building hyperspectral imaging systems using multiple-filter CFAs can be found in references [13] and [14] .
A previous attempt in this direction was performed by Francisco H. Imai and Roy S.
Berns [15] [16] who aimed at reducing the cost and complexity of the imaging system while preserving its colorimetric and spectral accuracy. They investigated the useability of a system comprising a conventional digital color camera and a number of absorption filters mounted on a filter wheel -i.e. spectral scanning is still needed to be able to acquire the whole image hypercube.
Another attempt was performed by Paul M. Blanchard and Alan H. Greenaway [17] [18] , who could simultaneously capture multiple image bands using a single monochrome camera. They used a binary diffraction grating in which the lines were distorted such that a different level of defocus is associated with each diffraction order. By this way, different image bands were well separated and positioned beside each other on the monochrome imaging sensor. However, the spectral resolution (i.e. the number of image bands) as well as the spatial resolution were limited in this case.
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Statistical transformation method
Least-squares solution of linear system of equations is utilized to find the required transformation coefficients to be able to generate spectra from multiple-filter response measurements rearranged as multi-channel data vectors. The method assumes a noisefree system with a linear relation T (estimated coefficient matrix) between a multichannel data vector y and the corresponding spectrum vector x, such that x = T y.
(Eq.1)
Matrix T is estimated by solving the system of linear equation 
Finally, estimates of x j , denoted x j , are simply calculated as
where y j are new image responses (multi-channel data vectors), not included in the training data set. The main objective of this work was to investigate the feasibility of generating spectra out of multi-channel data. To start with, a simulation study was performed to show the feasibility of the idea. A number of colour filters were mathematically defined (i.e. simulated) to build two slightly different multiple-filter CFAs and use each of them separately to filter a number of (real-World) spectra measured with a conventional spectrometer. In each of these two cases, the resulting simulated multi-channel data were transformed into spectra which were compared with the original spectra showing promising results with high estimation accuracy as it will be shown in the next section.
Objectives of evaluation tasks
The next phase was to build a prototype and use it to confirm the simulation results. The first step here was to construct a simple optical device (including an additional CMYT CFA) that can be attached to a digital colour camera (with its own lens and an embedded RGB CFA) to convert it into a multi-channel camera. The second step was to segment the image-areas covered by the colour-filter elements of the CMYT CFA;
using image processing and analysis techniques. Then it was straightforward to extract the colour-filter elements' responses and build the corresponding 12-dimensional multichannel image. The final step was to mathematically transform this multi-channel image into a hyperspectral image.
Simulation study
Extensive simulations were performed using various sets of simulated CFA combinations. Random noise was also added to the system such that
The noise was uniformly distributed with randomly selected peak-to-peak amplitude ranging between 0 and 25% of the signal amplitude. In addition to that, the X t -matrices (containing training spectra on the columns) were randomly selected, also with added Affordable Simultaneous Hyperspectral Imaging, submitted for publication, 2009 9 random noise with the same characteristics as above. About 10-14% of the 100 measured spectra were randomly selected to be included in the training data set. The number of these training spectra (10-14%) was randomly chosen for each of the simulation tasks. Details about the spectrometer used to acquire these 100 spectra can be found in the next section. The training data set was completed by computing the corresponding simulated image responses and putting them as columns in a matrix Y t using the following equation:
where A is a matrix containing a number of simulated colour-filter response-vectors on its rows. In other words, each randomly chosen noisy X t matrix generates a Y t matrix which together form a training data set.
In the training phase, Eq. (2) is solved to estimate T using Eq.(3). Thereafter, the rest of the spectra which were not included in the currently chosen training data set, were put in matrix X 2 which was used to generate the corresponding Y 2 -matrix by using Eq.(6).
Finally, the spectra were reconstructed (or estimated) by computing:
and the relative estimation error for each reconstructed spectrum was computed by calculating error = x is column j in matrix 2 X , while x 2,j is column j in matrix X 2 .
The following two sets of simulated CFA combinations were used: a 7-dimentional (7-dim) set where the A-matrix consists of 7 simulated colour-filter response-vectors on its rows as follows:
A = [R , G , B , MR , MB , YR , YG]
T , (Eq.9) and a 5-dimentional set (5-dim) with
A = [R , G , B , MR , MB]
T , (Eq.10)
i.e. forming and using two different A matrices. For example, the colour-filter responsevector called MB is obtained by combining a magenta (M) and a blue (B) filter, by calculating the element-wise product of the filter response vectors of these two filters. Observations from these results lead to the conclusion that the estimation accuracy of reconstructed spectra, mainly depends on the spectral characteristics and number of utilised "useful" multiple colour filters (the more the better) as well as the choice of the training data set so that all possible data sample types, variants and classes are Affordable Simultaneous Hyperspectral Imaging, submitted for publication, 2009 11 represented in the training data set, otherwise, the estimation error will increase. It can be easily noticed that the errors were reduced with about 50% in the 7-dim case when compared to the 5-dim case.
More details about the simulation study can be found in Hamid Muhammed and
Bergholm [19] .
Experiments

Materials and experimental set-up
The following equipments and components were employed to be able to perform the experimental tasks:
• A conventional spectrometer, Ocean Optics USB2000, a USB fibre optics spectrometer with a spectral resolution of about 0.5 nm.
• A low-cost digital colour camera, Nikon, Coolpix 880, with an image resolution of 1024 x 768 pixels (gives JPEG images only). The camera is equipped with an RGB Bayer-type CFA and an ordinary IR-blocking filter.
• A microscopic CMYT CFA, printed on a transparency by a colour laser printer.
The size of each CFA element is about 120 x 120 µm.
• Printed colour charts with 100 coloured areas of different colours, each of which is about 1 x 2 cm.
• Lenses, lens-mounts, reticle mount and tubes.
The CMYT-CFA is placed (using a reticle mount) in the focal plane of an ocular, which tends to deliver a parallel light-beam for objects focused in its focal plane, and all the camera needs to do is to focus at infinity (or close to infinity) and "looks through" the (6) shows a simple construction of an optical device (including the CMYT CFA) that can be attached to a digital camera (having its own lens and RGB CFA) to convert it into a multi-channel camera. The colour filter areas must be small enough so that the smallest homogeneous colour region (of interest) in the imaged scene/object is covered by at least one group of neighbouring CMYT patches, i.e. 4x4
CFA elements as shown in Figure ( 2).
Experimental tasks
Printed colour charts were used to collect a data set consisting of pairs of spectra measured by the conventional spectrometer mentioned above, and the corresponding multi-channel image responses generated by the experimental set-up shown in Figure 6 .
The measurements of spectra were performed in direct sunlight. A data set consisting of 100 such pairs were acquired.
The multi-channel image responses were measured by using a pair of two images taken with exactly the same camera set-up in It is obvious in Figure (7b) that each of the CMYT CFA elements covers much more than 2×2 RGB-pixels, and each homogeneous colour area of the colour chart is covered by many (more than 2×2) CMYT-CFA elements. Therefore, the mean values were calculated and used to build the 12-element filter-response vector corresponding to each homogeneous colour area of the colour chart. The spectra of these colour patches were measured by the conventional spectrometer in direct sunlight.
The evaluation of the statistical transformation method was performed as follows. A data set consisting of 100 pairs of measured spectra and the corresponding multichannel image responses were acquired. In the same fashion as in the simulation study, a randomly selected subset of these data was used as a training data set to be able to estimate the transformation matrix T and use it to reconstruct spectra for the rest of the multi-channel image responses that was not included in the training data set. The reconstructed spectra were finally compared to the corresponding measured ones and the relative estimation errors were calculated. This procedure was repeated 1000 times, using different (randomly selected) training data sets. The selected training data sets consisted of about 50-60 data-sample pairs. The number of these pairs and the pairs themselves were selected randomly.
Figure (8) shows a histogram of the relative estimation errors of these 1000
experimental tasks. This figure shows that the majority of the reconstructed spectra (about 83%) have relative errors less than 20%. Figure (9 ) presents four estimated reflectance spectra (the blue thin curves) and the corresponding measured reflectance spectra (the green thick curves). In this figure, the relative estimation errors range from 3.3% to 25.9%. The figure shows that, in general, there is a good correspondence between the shapes of the curves of the estimated and corresponding measured spectra.
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Discussion and conclusions
The results of the experiments are much worse than those of the simulations which had However, the shapes of the curves of estimated spectra can follow the shapes of the corresponding measured ones, as can it be noticed in Figure (9) . Therefore, using a more controllable camera that can also give raw CFA data and performing more carefully calibrated spectrometer measurements will probably generate much better results; much closer to the simulation results presented in Figures (4) and (5).
It should be noticed that the camera was equipped with an IR-blocking filter which limited the resulting prototype and consequently also limited this work to only study the visible range of the spectrum (400-680 nm). Otherwise, it is well-known that CCD and CMOS image sensors can also detect near infrared (NIR) light signals with wavelengths up to 1050 nm.
Including the NIR spectral range makes the resulting system useful for most of the applications mentioned previously. Although simple fast computations can be employed to generate usable hyperspectral images out of the acquired images.
What has been shown in this paper is that the single instantaneous images acquired by using the new technique contain spectral information equivalent to those captured in hyperspectral images. Therefore, a more efficient and practical approach is to directly estimate the target parameters of interest (depending on the current application), such as the distribution of the concentration of a certain substance in the imaged area. The main idea here is to avoid accumulated errors, because we otherwise have estimation errors of converting multi-channel images into hyperspectral images, in addition to estimation errors of estimating the target parameters from the latter hyperspectral images.
In the case of direct estimation of the target parameters of interest, the transformation factors can be estimated in the same way as those of converting multi-channel data into hyperspectral data (as described in this work). Even the system of linear equations to be solved will be better conditioned since the target parameters usually have much less dimensionality than spectra of high spectral resolution. The small size of the initially acquired instantaneous single images makes this approach useful for applications, such as satellite based hyperspectral imagery and telemedicine (e.g. telesurgery), where the images need to be transferred either on-line or off-line to distant places to be saved (e.g. archived in a database) and/or processed and analyzed.
Furthermore fast transformation methods can be employed in on-line image analysis applications. Well-known widely-used digital camera technology can be employed to produce the new camera, making it possible to obtain low-cost staring hyperspectral imaging systems. The low-cost aspect addresses both manufacturing and operational costs when taking into account that a user-friendly camera (with no moving parts and no need for complex calibration) that gives small compact images can be incorporated in systems with less computational power, less storage-memory capacity and (if needed) less band-width of used communication systems.
Consequently, for the first time in the history of hyperspectral imagery, it is now possible to acquire low-cost hyperspectral digital video which can be transferred and saved as easy as digital colour video. Furthermore, analyzing data acquired using the new technique is not that different, more difficult nor complicated than ordinary hyperspectral image data, making it possible to embed the new camera into existing systems.
Finally, a much better prototype is under development where the additional CFA is placed directly on the colour imaging sensor. High precession alignment between the embedded RGB CFA and the additional one is a must, to be able to get as high spatial resolution as possible, and to at the same time get rid of misalignment errors. The new additional CFA contains filter elements operating in the visible and the near infrared (NIR) spectral ranges (about 400-1050 nm), and a high sensitivity CCD image sensor (without IR-blocking filter) is employed to achieve the best possible results. and the corresponding reflectance spectra measured by a conventional spectrometer (the green thick curves). The relative estimation errors range from 3% to 26%.
