In different areas of applications such as education, entertainment, medical surgery, or space shuttle launching, distributed visual tracking systems are of increasing importance. In this paper we describe the design, implementation and evaluation of OmniTrack, a distributed omni-directional visual tracking system, developed at the University of Illinois at Urbana-Champaign, with an Adaptive Middleware Architecture as the core of the system. With respect to both operating systems and network connections, adaptation is of fundamental importance to the tracking system, since it runs in an environment with large performance variations and without support of Quality of Service (QoS) guarantees.
INTRODUCTION
Distributed visual tracking systems are becoming of increasing interest to several application areas such as education, entertainment or space shuttle launching. These tracking systems are distributed multimedia applications with a complex behavior, and are expected to deliver a desired level of Quality of Service (QoS) with key parameters such as the tracking precision* . In reality, however, these tracking systems run on general-purpose operating systems such as Windows NT, and over shared networks such as the Internet, both of which lack mechanisms for guaranteeing the strict timeliness and quality requirements. Dynamic variations in resource availability are caused by either dynamic demands of other concurrently running applications, or physical resource limitations in a heterogeneous network environment.
The presence of these dynamic variations in resource demands and availability calls for the adoption of on-the-fly adaptation mechanisms. These complex tracking applications are thus desired to adapt themselves and adjust their resource demands dynamically. Frequently, the purpose of adaptation is to reach one or more critical performance criteria, such as the tracking precision, by optimally adjusting functionalities and parameters internal to the application. These applications are said to be flexible, with a tolerable range of QoS parameters to allow room for adaptations to occur.
These flexible applications rely on the guidance of an Adaptive Middleware Architecture, named Agilos (Agile QoS), to meet their critical performance criteria. In Agilos, we address the problem of optimizing the strategy of adaptation. Some applications, such as video streaming, have a certain degree of adaptive strategies built in. However, these adaptive strategies are ad hoc and fail to consider the following concerns: ( 1) From the system's point of view, is the adaptation strategy unfair to other concurrent applications in the same end system? (2) From the application's point of view, does the strategy focus on optimizing one or more critical performance criteria? Strictly speaking, an adaptation strategy guides the tradeoff among different application quality and system performance parameters. The optimization towards critical performance criteria may not be necessary in adaptive mechanisms that perform simple QoS tradeoffs, such as adaptive video playback. However, within a complex application where critical performance criteria depend on tuning multiple parameters or switching configurations, an optimized adaptation strategy becomes crucial to the success of application-aware adaptation.
Our approach and contribution in this paper are the following: (1) Design ofAgilos, an Adaptive Middleware Architecture, with a fair, stable and configurable adaptation strategy related to resource consumption. In the Agilos architecture, we introduce Adaptors that observe both system-level and application-level states, and propose control algorithms based on control theory to guarantee adaptation stability and fairness properties. (2) A strong focus on a specific critical performance criterion, such as the tracking precision in the tracking application. We introduce Tuners and Configurators that attempt to create an optimal adaptation strategy so that the criterion are met by trading off other less critical quality and performance parameters. For example, we can tradeoff perceptual image quality to preserve the tracking precision. (3) In order to gain precise knowledge about the adaptive behavior in the application and the relationship between critical criterion and resource consumptions, we introduce the Probing and Profiling Service in the Agilos architecture, so that the adaptation strategy can be tuned to be highly application-specific. (4) We present OmniTrack, a distributed Omni-Directional visual tracking application as a case study, with multiple tracking servers and the capability of on-the-fly server switching. In order to assist such switching, we introduce Negotiators so that coordination among different end systems are more effective. (5) We show the complexity involved in the application in order to preserve the tracking precision, and the effectiveness of our middleware architecture via a series of experimental results in various scenarios.
The rest of this paper is organized as follows. In Section 2, we give an overview of OmniTrack, the omni-directional visual tracking system and Agilos, the Adaptive Middleware Architecture. In Section 3 we present the design issues of the Adaptive Middleware Architecture components such as the Adaptor, Configurator, Negotiator and the Profiling Service. In Section 4 we present experimental results with the visual tracking application. Sections 5 and 6 review previous related work and conclude the paper.
OVERVIEW
We give a brief introduction of the behavior and complexities involved in OmniTrack, followed by an overview of the Agilos Architecture.
OmmTrack: 0mm-Directional Visual Tracking
Implemented based on the XVision' project and in Windows NT, OmniTrack is a flexible, multi-threaded and client-server based application, which adopts complex tracking capabilities in multiple dimensions, such as visual object tracking, camera tracking and switching, and features complete flexibility with regards to user choices. This application illustrates the coexistence of multiple adaptation possibilities, ranging from image properties, codec choices, server selections, mapping between servers and clients, to tracker quantities and variety. The actual adaptation choices are based on a combination of user preferences and decisions made by the underlying Agilos architecture.
As illustrated in Figure 1 , OmniTrack is client-server based. The viewing area is surrounded by a set of pan/tilt cameras, referred to as omni-directional cameras, each served by a tracking server. The client is responsible to perform the following.
(1) The visual selection of tracking targets; (2) Receive a video stream from one of the tracking servers, the active server; (3) Execute multiple computationally intensive tracking algorithms, referred to as trackers, on the tracked target; (4) Show the tracking results.
The mapping between servers and clients is controlled by the Gateway. If the moving object gets out of the view, the system can either pan/tilt the server's camera to reach a better view of the object, or switch from one server to another in order to improve the view of the tracked object. In addition, the User View Controller allows the user to actively pan or tilt the camera, or switch to a different preferred server. The key components of OmniTrack are multi-threaded in order to boost performance. For example, in the client the tracking computation display thread are characterized by different QoS parameters: the tracking frequency (number of tracking iterations executed per second) and theframe rate, respectively.
The critical performance criterion of OmniTrack is the tracking precision. However, due to the complexity involved in the application, it is not trivial to determine adaptation strategies that optimize the performance related to this critical criterion. These inherent complexities include: (1) The computational complexity and resource demands of multiple concurrent trackers are time-variant and specific to the object movement speed and the types of these trackers; (2) The tracking precision may be affected by parameters in multiple dimensions, such as video quality, CPU availability, as well as the shape and speed of objects, which is affected by switching servers that have diversely different camera angles. These observations make it non-trivial to determine the effects on tracking precision when actual resource availability varies. The ultimate objective of the Agilos architecture is to control application-aware adaptation behavior and to optimize the adaptation strategy towards the application-specific performance criterion. In order to accomplish these goals, the Agilos architecture consists of Adaptors, Tuners, Configurators and Negotiators. These components cooperatively monitor the application and system states, control applications to carry out adaptation decisions, and eventually meet the pre-specified performance criterion, such as the tracking precision. Figure 2 illustrates such an architecture.
The major responsibilities of the Agilos architecture are the following. 1 . The Agilos architecture interacts with the underlying operating system, which is Windows NT in our implementation, and accurately observes the current state of the system and application with respect to resource availability. It is preferred to integrate this feature in the middleware architecture rather than applications themselves. This feature is implemented in a component referred to as the Observation Task.
2. The Agilos architecture needs to decide the adaptation choices and actions to be carried out in the application, so that the adaptive behavior is both stable and fair to other concurrent applications in the same end system, and highly configurable in terms of adaptation agility. The agility represents the sensitivity or responsiveness of the application when adapting itself to external disturbances. These responsibilities of the Agilos architecture are integrated in a component referred to as the Adaptation Task. Since it depends on the accurate observations produced by the Observation Task, we refer to the combination of both components as the Adaptor.
The Agilos architecture is designed from the ground up to be generic, rather than specific to a single application. In the end system, there may exist one Adaptor per resource type, but more than one Configurators, each controlling a concurrent application. In other words, the Adaptors are associated with resource types, while the Configurators are application-specific. Furthermore, the Tuners are associated with both resource types and applications, i.e. ,each Tuner corresponds to a single resource Adaptor, as well as a single application. From an implementation standpoint, for the Agilos architecture to be generic and able to control a wide variety of flexible applications, the interaction among different middleware components and the applications is made through a specific service enabling platform, with the current implementation being the CORBA 2.0 standard implemented in Windows NT.
COMPONENTS IN THE AGILOS ARCHITECTURE

Adaptors
In order to control the adaptive behavior of flexible applications with a global awareness of resource availability, so that fairness, stability and adaptation agility properties can be mathematically reasoned about and proved, we integrated a Task Control Model as proposed in our previous work2 into the design of our middleware Adaptors. This is complementary to the design of Tuners and Configurators presented in Section 3.2. The Adaptors promote global resource awareness, while Tuners and Configurators focus on application-specific nonlinear adaptation possibilities.
In the Task Control Model, the application task to be controlled by the middleware Adaptor is referred to as the Target Task. Within the middleware Adaptor, the Adaptation Task carries out the control algorithm, and the Observation Task observes the current system status. For the purpose of developing and reasoning about properties in the adaptation behavior, we adopted a control-theoretical approach to model the Target Task and the control algorithm carried out in the Adaptation Task.
In the Target Task, we assume multiple tasks competing for a shared resource pool. Each task T makes new requests u for resources in order to perform their actions on inputs and produce outputs. These requests may be granted or outstanding. If a request is granted, resources are allocated immediately. Otherwise, the request waits with an outstanding status until it is granted. The system grants requests from multiple tasks with a constant request granting rate y. Figure 3 illustrates the Task Control Model. In our previous work,2 we were able to derive control algorithms in the Adaptation Task in this scenario, and prove stability and fairness properties based on the derived control algorithm.
Tuners and Configurators
The Tuner and Configurator determine discrete control actions based on application-specific needs and control values produced by the Adaptors. They serve as an extension to the Adaptation Task in the Task Control Model, augmenting its capability so that it is highly application-specific. Similar to the role of the Task Control Model in the design of the middleware Adaptors, we leverage the rich semantics and features in existing fuzzy control systems to design a Fuzzy Control Model3 for Tuners and Configurators. An illustration for this design, with the Configurator as an example, is given in Figure 4 .
The Fuzzy Control Model
The model consists of five components. Thefrzzy inference engine implements particular fuzzy control algorithms defined in the application-specific rule base and membership functions for linguistic variables. The input normalizer, fuzzifier and defuzzfier prepare input values for the fuzzy inference engine, and convert fuzzy sets (the decisions made by the inference engine) to the actual real-world control actions for the applications. The advantages of adopting this design model are as follows. (1) Taken the fact that multiple reconfiguration options and parameter-tuning possibilities exist in a typical complex application, the controllable regions and variables within the application are in most cases discrete, non-linear and complex by nature. On the other hand, a fuzzy control system is naturally a nonlinear control system, in which the relationships between inputs and control outputs are expressed by using a small number of linguistic rules stored in a rule base. The nonlinearity of the fuzzy controller matches naturally with the nonlinearity of controllable regions and adaptation possibilities within an application. (2) The model, using membership functions for linguistic variables and the rule base, is inherently generic and highly configurable according to specific application needs. 
The Rule Base
The decisions of selecting linguistic values and rules in the rule base are based on a combination of human expertise and trial-and-error experiments on the particular application. The tradeoff is to decide on a minimum number of linguistic rules, while still maintaining the desired accuracy to achieve an acceptable adaptation performance. All of the linguistic values in the rule base should use words of a natural or synthetic language, such as moderate or below_average for the linguistic variable cpu. These values are modeled by fuzzy sets. The design of the Rule Base involves the generation of a set of conditional statements in the form of if-then rules. Examples of these rules are: 1* Linguistic rules corresponding to bandwidth adaptation */ if rate is very_high then rate_demand is choppedimage if cpu is very_high and rate is below.average then rate_demand is compress 1* Linguistic rules corresponding to bandwidth adaptation I if cpu is very.high and rate is above_average then cpu_demand is add_tracker if CpU is below_average and rate is veryiow then cpu_demand is droptracker where rate and ratedemand are linguistic variables, very_high and belowaverage are linguistic values, characterized by their membership functions. Each rule defines a fuzzy implication that performs a mapping from fuzzy input state space to a fuzzy output value. After the defuzzification process, the fuzzy output value directly corresponds to a particular control action within the application. Tuners are designed to control the application by parameter-tuning actions (data adaptation actions, for example the modification of frame size or frame rate), and are activated frequently, normally for small-scale adjustments in the application. In contrast, the Configurators are designed to activate functional reconfiguration actions, when the necessity arises to adapt to fundamental changes in the environment, which cannot be remedied by parameter-tuning adjustments. Adaptation timing is different between Tuners and Configurators, the latter are activated much less frequently.
Smart Offline Probing and Profiling Service
As noted in the introduction, one of the most important objectives in the design of Agilos architecture is to carefully create an adaptation strategy that meets the critical performance criterion within the application, by trading off the quality of other less critical parameters. In OmniTrack, the critical performance criterion is the tracking precision, since once the trackers lose track, the perceptual video quality does not contribute at all. In this section, we focus on a smart offlineprobing/profihing service that is complementary to the Tuner.
The need for the offline probing/profiling service is explained as follows. (1) Online measurements of critical application performance parameters are not possible. For example, in OmniTrack the tracking precision cannot be readily measured by source-level instrumentation, since in live video the precise location of the moving object at any instant is unknown. (2) Relationships between critical parameters and tunable parameters by the Tuner need to be known, most conveniently as a continuous function, or at least as a lookup table. For example, the mapping between tracking precision and frame rate or tracking frequency is desired in order to create optimal adaptation strategies and meet the performance criterion. (3) The above described relationship may not be a straightforward single-variable linear function, more variables may be involved. For example, in OmniTrack the moving speed at which the object is in motion is a key factor affecting the function between tracking precision and frequency. When the moving speed is slow, a stable precision only requires relatively low tracking frequency. However, when speed of the object is fast, precision requires much higher tracking frequency, thus complicates the specification of the functional relationship between precision and tracking frequency.
We present our approach, referred to as smart offline probing/profiling, based on our case study of OmniTrack.
Offline Probing/Profiling is defined as the trace measurement procedures of tracking precision before actual live video is processed. This technique is valid based on the following assumptions. (1) Though tracking precision cannot be measured in live video, it can be measured in artificial animations used as benchmarks of visual tracking, since the specific positions of artificially animated objects can be easily computed. (2) The relationships among three parameters, the precision, moving speed and tracking frequency, stay the same after switching the contents from artificial animations to live video, assuming the same hardware and OS platform.
In the actual implementation, we probe and create a three-dimensional offline profile for precision, moving speed and tracking frequency. An illustration of such a profile is shown in Figure 5 .
In order to obtain this profile, we keep moving speed fixed and measure traces of tracking precision under different tracking frequencies, which can be affected by manipulating tunable parameters in the Tuner, such as frame size (to cope with variations in bandwidth) or number of concurrent trackers (to cope with variations in CPU capacity). We then increase the moving speed by a small margin and repeat the process. This procedure continues until the maximum moving speed. In order to store the profile obtained by offline trace measurements, we note from Figure 5 that the tracking precision can be approximated by a binary variable, i.e., it can be either in state lost track or stable. This makes it possible to store only the cutoff frequency at individual moving speed levels, saving the amount of data to be stored. This does not apply to other applications that do not show the binary property with respect to their critical performance parameters.
Once the profiles are obtained, OmniTrack can be readily switched to online mode, capturing live video and tracking objects on the fly. The adaptation strategy can be intuitively explained as follows: The Observation Task observes the tracking frequency and calculates the volume of outstanding resource requests to the CPU Adaptor. The Adaptor produces an adapted resource request rate that preserves the desired weighted fairness, stability and agility properties. These request rate values are inputs to the Tuner and Configurator, where they are mapped back to the application-specific parameters, in our case, the tracking frequency. The Tuner decides if an appropriate adaptation action should be activated. If the observed tracking frequency is higher than the cutoff frequency by a pre-defined margin, adaptation is not activated. Otherwise, adaptation is activated according to the fuzzy inference engine, which is based on the rule base in the Fuzzy Control Model. The offline profiles are critical to assist creating an optimal set of rules and membership functions being used in the Tuner and Configurator. Figure 6 illustrates the procedure.
Negotiator and Gateway
The Adaptor and Configurator are usually capable of making the necessary adjustments to adapt to dynamic resource availability. However, there are instances when further adaptation capabilities are necessary. When there is a prolonged period of limited resources the quality of the application may be degraded beyond usability, despite the best effort adaptations within the end system. For the sake of more effective adaptations, we introduce the Negotiators in the Agilos architecture so that smooth coordinations can be achieved among different end systems. For the OmniTrack example, the ability of switching among tracking servers and codec formats makes it possible to optimally utilize CPU and network resources where available. We discuss the details in the OmniTrack implementation as follows, assuming that the requests made by clients may be camera reaction requests, such as turn, or server switching requests, such as move (to a new server).
When the client's Negotiator receives a request from either a user or the Configurator, it forwards the request to the Gateway. The Gateway is responsible for finding the best server that matches the requested parameters and facilitating a smooth transition from one server to the other on behalf of the client. To do this, the Gateway requires that each server provides two pieces of information to the Gateway: the format with which it is transmitting data and what view of the overall scene the server's camera has. These parameters are sent to the Gateway when the server first comes online. The second parameter -what view the server has -requires that an arbitrary coordinate system is imposed on the scene. The scene is given four directions -front, left, back and right, or FLBR. One direction is designated as front and any camera with a full frontal view of the scene is at position zero. The positions then correspond with increasing degrees clockwise from the zero position: L is 90, B is 1 80, and so on. Combinations of directions may also be used, such as FL for position 45. It is important to distinguish that the positions are relative to the scene containing the tracked object, not the object itself. Though the object may move throughout the scene, the coordinate system never changes. Figure 7 shows an example containing three servers. Server 1 is transmitting compressed motion-JPEG data and is located at F, position 0. Server 2 is transmitting uncompressed video and is located at L, position 90. Server 3 is also transmitting uncompressed video and is located at FR, position 3 15.
When the Gateway receives a turn request from a client, it forwards the message to the client's server. If the server is capable of pivoting the camera in the specified direction then it does. If not, it reports to the Gateway that it could not turn and the Gateway tries to move the client to a new server in the given direction. This essentially transforms failed turn request into a move request.
When the Gateway receives a move request from a client first tries to find the best server which matches the requested parameter. If the message requests to move in a particular direction, the best server is the server closest to the client's current Figure 7 . An Example of Three Servers server in the given direction with the same video format. If the message requests to change compression, the best server is the server closest to the client's current server in either direction with the requested video format. The Gateway then authenticates the client with the best new server. If the server accepts, the Gateway informs the client to switch servers and unathenticates the client with the client's old server. If the server rejects, the Gateway tries again with the next best server. This continues until a server accepts or until all matching servers, if there were any, have rejected the client. If this happens the Gateway informs the client that the request could not be performed. Currently servers do not reject clients but future implementations could take advantage of this feature. For example, a server could reject a client when doing so would degrade the QoS of video with the server's current clients. Figure 8 shows a typical successful implementation of the server switching protocol. 
Experimental Scenarios
We present experimental results in three different experimental scenarios.
(1) An animated video sequence is streamed from the server to the client using Motion-JPEG compression. The reason for using animated video sequence is that it allows us to measure directly the tracking precision and generate offline profiles via the probing/profiling service. The profiles include measurements of tracking precisions that are not possible to measure directly in live video. The animated sequence is 320*240 pixel frame size video sequence. Within this scenario, we illustrate basic adaptation possibilities by adapting the image size. We measure the tracking precision and show that the tracking precision remains stable with fluctuating bandwidth availability.
(2) Live video is streamed from the active server to the client in a omni-directional setting. The content of the live video is captured by the digital camera and an image grabber. We use 320*240 pixel frame size for the default initial properties of the live video. Within this scenario, we illustrate both throughput-related and CPU-related adaptation in action simultaneously, such as compression and dropping trackers. We finally measure the tracking precision and show that the tracking precision remains stable with fluctuating CPU availability.
(3) With the assistance of the Gateway and Negotiators, we switch the active server from an uncompressed video server to a Motion-JPEG compressed video server, changing the camera view and the video formats by the switch. We measure the camera initialization time, repositioning time and the server switching delay.
Experimental Results
Scenario 1
In Figure 9 , we illustrate basic adaptations by adapting the image size on a Motion-JPEG compressed video stream. We show from the results that, despite the fluctuating network bandwidth availability, the tracking precision remains stable under the control of the Agilos architecture. Table 1 show the Configurator in action. In this experiment, Figure 10 (c) shows the CPU load fluctuation, while Table 1 shows the control actions generated by the Configurator at various time instants, and executed by the application. Figure 10(d) shows the actually measured tracking precision. The first tracker tracks a more important object, so if a droptracker event is signaled, later trackers should be dropped. We note that the tracking precision stays stable in a small range, which shows that the adaptation efforts are successful to lock the trackers on the objects, before they are dropped for more important trackers.
Scenario 3
In this scenario, we measure the time necessary to start a minimal omni-directional camera based on Scenario 2. The Gateway is started first, immediately followed by the server. The camera initialization time is the period between starting time of Gateway and finishing time of server registration at the Gateway. It has been widely recognized that many QoS-constrained distributed applications need to be adaptive in heterogeneous environments. Recent research work on resource management mechanisms at the systems level expressed much interests in studying various kinds of adaptive capabilities. Particularly, in wireless networking and mobile computing research, because of resource scarcity and bursty channel errors in wireless links, QoS adaptations are necessary in many occasions. For instance, in the work represented by4 , a series of adaptive resource management mechanisms were proposed that applies to the unique characteristics of a mobile environment, including the division of services into several service classes, predictive advanced resource reservation, and the notion of cost-effective adaptation by associating each adaptation action with a lost in network revenue, which is minimized. As another example, Noble et al. in6 investigated in an application-aware adaptation scheme in the mobile environment. Similarly to our work, this work was also built on a separation principle between adaptation algorithms controlled by the system and application-specific mechanisms addressed by the application. The key idea was to balance and tradeoff between performance and data fidelity.
Another related group of previous work studies the problem of dynamic resource allocations, often at the operating systems level. Noteworthy work are presented in78 •9 The work in7 focuses on maximizing the overall system utility functions, while keeping QoS received by each application within a feasible range (e.g., above a minimum bound). In,8 the global resource management system was proposed, which relies on middleware services as agents to assist resource management and negotiations. In,9 the work focuses on a multi-machine environment running a single complex application, and the objective is to promptly adjust resource allocation to adapt to changes in application's resource needs, whenever there is a risk of failing to satisfy the application's timing constraints.
In contrast, our work distinguishes in domain, focus and solutions. For example, our work in the Task Control Model focuses on the analysis of the actual adaptation dynamics, which is more natural for modeling with a control-theoretic approach, rather than overall system utility factors. In addition, rather than focusing on a multi-machine environment running a single complex application, our work focus on an environment with multiple applications competing for a limited amount of shared resources, which we believe is a common scenario easily found in many actual systems. Thirdly, we focus on optimizing a critical performance criterion in the application, by trading off other less critical parameters by adaptation. Finally, our work focuses on proposing various schemes for the middleware components to actively control the application, rather than providing resource allocation and management services in the execution environment to meet the application's needs. In other words, we focus on adapting applications, rather than resource allocations in the system.
Recently, in addition to studies in the networking and resource management levels, many active research efforts are also dedicated to various adaptive functionalities provided by middleware services. For example,'° proposes real-time extensions to CORBA which enables end-to-end QoS specification and enforcement.'1 proposes various extensions to standard CORBA components and services, in order to support adaptation, delegation and renegotiation services to shield QoS variations. The work applies particularly in the case of remote method invocations to objects over a wide-area network. The work noted in12 builds a series of middleware-level agent based services, collectively referred to as Dynamic QoS Resource Manager, that dynamically monitors system and application states and switches execution levels within a computationally intensive application. These switching capabilities maximize the user-specified benefits, or promote fairness properties, depending on different algorithms implemented in the middleware.
In contrast, our work is orthogonal to the above approaches, since the Agilos architecture is based on underlying service enabling platforms, which is CORBA in our experimental testbed. In addition, we attempt to provide adaptation support to the applications proactively, rather than integrating adaptation mechanisms in CORBA services so that they are provided transparently to the applications. Furthermore, we attempt to develop mechanisms that are as generic as possible, applicable to applications with various demands and behavior. Finally, we attempt to provide support in the Agilos architecture with respect to multiple resources, notably CPU and network bandwidth.
CONCLUSION
This paper has presented several new contributions in the area of multimedia computing and networking. First, the design and implementation of an adaptive middleware architecture is outlined which assists a flexible application with data adaptation and functional adaptation in an integrated fashion. Second, we discuss services such as probing and profiling which provide the bridge between critical quality parameter(s), which application cares about, and underlying system resource parameters and other less critical application parameters. Third, we have implemented a unique omni-directional visual tracking application that allows visual tracking, camera movement tracking and view tracking using camera switching capabilities. This flexible and complex application allows us examine new integrated adaptation strategies in the data domain and functional domain and their impact on application performance.
The overall work is unique since it integrates the feedback of an adaptive middleware framework with the design of a multimedia application, and the feedback of an application with the design of an underlying system support, under the common goal of satisfying the critical application performance requirements.
