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Introduccio´n
Dada una matriz A ∈ Cn×n (o A ∈ Rn×n), el problema (esta´ndar) de valores propios
(o autovalores) busca los valores λ ∈ C y x ∈ Cn\{0} que verifican la ecuacio´n
Ax = λx. (1)
Este problema se corresponde con un caso particular del conocido como problema
generalizado de valores propios, que busca las soluciones no triviales de la ecuacio´n
Ax = λBx, (2)
donde B es una matriz compleja (o real) de orden n.
Hay muchos ejemplos de aplicaciones en la ingenier´ıa y en la ciencia en general, en
los que el modelo matema´tico asociado plantea la resolucio´n de un problema de valores
propios, tanto en la forma esta´ndar (1), como generalizada (2). En f´ısica, por ejemplo, los
autovalores suelen estar conectados con frecuencias de vibracio´n de objetos (por ejemplo
puentes, ondas o part´ıculas). En disciplinas como el ana´lisis dina´mico de estructuras de
edificacio´n, toma especial relevancia determinar dichas frecuencias de vibracio´n. Los valo-
res propios esta´n presentes en conceptos matriciales, como los valores singulares, la norma,
el nu´mero de condicio´n y la potencia de una matriz. El problema de valores propios se
plantea tambie´n en la resolucio´n de sistemas de ecuaciones en derivadas parciales una vez
han sido e´stos discretizados.
El intere´s en este tipo de problemas ha dado lugar al desarrollo de diversos me´todos
de resolucio´n, algunos de los cuales han sido implementados en distintas librer´ıas compu-
tacionales para su utilizacio´n en la resolucio´n de problemas en ingenier´ıa. La eleccio´n de
un me´todo u otro vendra´ determinado por las caracter´ısticas del problema.
Un primer aspecto a considerar a la hora de escoger un me´todo (y posiblemente una
librer´ıa que lo implemente), es el taman˜o del problema a resolver y la posible dispersio´n
de la matriz que lo define. La dimensio´n de la matriz A puede determinar la utilizacio´n
de una librer´ıa con un enfoque secuencial o paralelo. Con respecto a la dispersio´n, hay
una divisio´n bastante clara entre los me´todos que se suelen utilizar, dependiendo de si
la matriz asociada es densa o dispersa (esta u´ltima normalmente asociada a problemas
de gran taman˜o). Los algoritmos utilizados en este u´ltimo caso son algoritmos que bus-
can no modificar la matriz inicial con el fin de no perder la dispersio´n, y esta´n basados,
principalmente, en operaciones como la multiplicacio´n matriz-vector que son fa´cilmente
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paralelizables. Adema´s, estos me´todos permiten el ca´lculo de unos pocos autovalores si-
tuados en una determinada regio´n del plano complejo. Por el contrario, los algoritmos ma´s
utilizados para matrices densas se basan en transformaciones de semejanza unitarias y des-
composiciones matriciales ortogonales, y en la mayor´ıa de casos, estos me´todos calculan
el espectro completo de la matriz.
Otro aspecto a tener en cuenta a la hora de abordar el problema es la posible simetr´ıa
de la matriz, o si e´sta es (semi)definida positiva o no. Para estos casos hay me´todos
espec´ıficos que sacan partido de estas caracter´ısticas especiales.
A la hora de escoger el me´todo de resolucio´n, es importante determinar que´ parte del
espectro se desea calcular y si se requieren o no los vectores propios asociados, ya que
hay me´todos que calculan eficientemente todos los valores propios del problema, mientras
que otros tienen la posibilidad de calcular so´lo una parte del espectro. En determinados
problemas f´ısicos que se modelan mediante un problema de valores propios, so´lo unos
cuantos valores y vectores propios tienen correspondencia con magnitudes reales, y no
hay intere´s en el ca´lculo del espectro completo. En problemas de gran dimensio´n tiene
especial importancia ajustar, tanto como sea posible, la cantidad de valores a calcular, para
reducir por un lado el tiempo de computacio´n necesario, y por otro la cantidad de memoria
requerida para almacenar los vectores calculados. Aunque en estos problemas la matriz
asociada es dispersa, los vectores propios, en general, sera´n densos y su almacenamiento
puede suponer un problema.
En la pra´ctica la mayor´ıa de los problemas reales de gran dimensio´n que se presentan,
tan so´lo requieren el ca´lculo de una mı´nima parte del espectro de la matriz que define el
problema, y dicha parte debe ser convenientemente especificada para seleccionar la te´cnica
ma´s adecuada. Los valores de intere´s podr´ıan ser, por ejemplo, los mayores o menores (en
mo´dulo), los ma´s cercanos a un valor dado µ, o en el caso de tratarse de un problema
hermitiano definido, todos los comprendidos en un determinado intervalo.
En definitiva, en el a´mbito del ca´lculo de valores propios, surgen distintos tipos de
problemas para los que se disen˜an distintas soluciones que buscan aumentar la eficiencia
aprovechando las caracter´ısticas del problema concreto. En particular, este proyecto se
centra en el problema generalizado sime´trico definido de valores propios, es decir, en resol-
ver la ecuacio´n (2) para matrices A y B que son sime´tricas, B es semidefinida positiva y
existe una combinacio´n lineal de ambas que es definida positiva (el par (A,B) es sime´trico
definido). En este tipo de problemas, como se comprobara´ en la seccio´n §1.1, todos los
valores propios son reales por lo que podr´ıa cobrar sentido obtener todos los autovalores
comprendidos en un determinado intervalo.
En este trabajo se plantean dos objetivos principales. En primer lugar, se pretende
disen˜ar un me´todo para la resolucio´n, en entornos paralelos de memoria distribuida, del
problema generalizado sime´trico definido, de forma que permita calcular todos los autova-
lores solucio´n del problema que este´n contenidos en un determinado intervalo, as´ı como un
sistema de autovectores del subespacio invariante asociado a estos autovalores. El segundo
objetivo de este trabajo es realizar una implementacio´n paralela del me´todo disen˜ado, para
ser incluida en la librer´ıa SLEPc (Scalable Library for Eigenvalue Problem Computations).
Esta librer´ıa, de co´digo abierto, esta´ especializada en la resolucio´n, en sistema de memoria
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distribuida, de problemas de valores propios de gran taman˜o.
La implementacio´n del me´todo disen˜ado debe cumplir con dos caracter´ısticas funda-
mentales:
1. Eficiencia en entornos paralelos de memoria distribuida.
2. Robustez y flexibilidad para ser utilizado en situaciones generales sin restricciones
asociadas a aplicaciones concretas.
Durante la elaboracio´n del proyecto se han estudiado varios trabajos relacionados,
entre los que cabe destacar [8], en el que se hace un extenso estudio de un problema
similar al planteado en este trabajo (para entornos secuenciales). La solucio´n propuesta
por [8] utiliza una te´cnica conocida como spectrum slicing (diseccio´n del espectro), en la
que los autovalores se calculan por grupos, utilizando una secuencia de puntos (shifts), en
el interior del intervalo, en torno a los cuales se obtienen los autovalores. Este enfoque se ha
considerado adecuado para nuestro me´todo ya que no impone limitaciones en el nu´mero de
autovalores que se pueden calcular (aparte del espacio de almacenamiento), al contrario de
lo que ocurre con otras te´cnicas en las que el nu´mero de autovalores que se puede obtener se
ve limitado por el aumento del coste a medida que lo hace el nu´mero de valores calculados.
El trabajo [8] se escoge como punto de partida, y es revisado en profundidad proponiendo
tanto actualizaciones que incorporen nuevas te´cnicas existentes en los me´todos de valores
propios, como modificaciones con las que obtener mayor rendimiento en el entorno paralelo
para el que se disen˜a. Otros trabajos que se han considerado en este estudio son [7], estudio
anterior a [8], donde ya se utiliza la te´cnica de diseccio´n del espectro y algunas de las ideas
ba´sicas que aparecen en [8]. Un tercer trabajo revisado es [23], que presenta un disen˜o
paralelo y busca solucio´n para una aplicacio´n concreta basa´ndose en el trabajo realizado
por [8]. Finalmente se ha considerado el trabajo [16], donde se propone un me´todo basado
en una adaptacio´n del descrito en [18].
Estructura de la memoria
Esta memoria se estructura de la forma siguiente: En el primer cap´ıtulo se dan algu-
nos conceptos teo´ricos relativos a valores propios y se presenta una visio´n general de los
principales me´todos de resolucio´n, haciendo especial hincapie´ en las caracter´ısticas de los
me´todos ma´s adecuados para el caso que nos interesa. En el cap´ıtulo 2 se tratan todos
los aspectos relativos al disen˜o del me´todo descrito en la memoria. En primer lugar se
hace una descripcio´n y valoracio´n de las te´cnicas utilizadas en los trabajos indicados an-
teriormente y que, de alguna manera, han sido tenidos en cuenta en nuestro estudio. En
segundo lugar se especifica el entorno paralelo en el que estara´ encuadrado nuestro me´todo,
as´ı como las implicaciones que e´sto conlleva para el disen˜o del mismo. En tercer lugar, se
describen los elementos principales del enfoque que presentamos, se detallan cua´les de las
ideas estudiadas en otros trabajos han sido incluidas, y que´ alternativas se han propuesto
para dar solucio´n a los problemas planteados. En definitiva, se justifican las decisiones de
disen˜o tomadas y se proponen diversas opciones con el fin de comprobar cua´les de ellas
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son ma´s adecuadas para nuestro problema concreto. Finalmente, se dan detalles del al-
goritmo que describe el me´todo disen˜ado. En el cap´ıtulo 3 se tratan temas relativos a la
implementacio´n del me´todo. En primer lugar, se hace una revisio´n del software de valores
propios utilizado en la actualidad. En segundo lugar, y para situar el marco sobre el que
se realiza la implementacio´n, se describen las librer´ıas SLEPc, y PETSc (Portable, Ex-
tensible Toolkit for Scientific Computation), especializadas en problemas algebraicos para
matrices dispersas de gran taman˜o, disen˜adas para ser utilizadas en entornos paralelos de
memoria distribuida. Finalmente y como parte fundamental de este cap´ıtulo, se tratan
detalles concretos relativos a la implementacio´n del me´todo realizada. En el cap´ıtulo 4, se
presentan dos grupos de resultados nume´ricos. En primer lugar, las medidas de los tiempos
obtenidos con las distintas opciones implementadas, con el fin de decidir cua´les de ellas son
las ma´s favorables y deben por tanto ser incluidas en el co´digo final. En segundo lugar, se
exponen los resultados de la evaluacio´n de las prestaciones y del comportamiento paralelo
de la implementacio´n realizada. Tambie´n se incluyen en este cap´ıtulo, a modo ilustrativo,
los tiempos de ejecucio´n de un problema concreto de cierta complejidad. Finalmente, en el
cap´ıtulo 5, se presentan las conclusiones extra´ıdas a lo largo de la elaboracio´n del proyecto
y se plantea una l´ınea futura de ampliacio´n.
Cap´ıtulo 1
Consideraciones teo´ricas previas
En este cap´ıtulo se muestran resultados teo´ricos relativos al concepto de valor propio y a
los me´todos de ca´lculo de autovalores, que se consideran importantes para la comprensio´n
de las caracter´ısticas especiales del problema que se quiere resolver, y de los me´todos
utilizados para ello.
En la exposicio´n de las siguientes secciones, se supone que se trabaja con matrices
reales o complejas. Cuando no se quiere hacer una referencia especial al espacio vectorial
en el que se trabaja, se utiliza el s´ımbolo K para representar tanto el cuerpo de los nu´meros
complejos, como el de los reales.
1.1. Valores propios
En esta seccio´n se da una definicio´n formal de los conceptos de valor y vector propio,
y se exponen algunas propiedades relevantes de los mismos.
1.1.1. Definicio´n. Primeras propiedades
Definicio´n 1. Dada una matriz A ∈ Kn×n, un escalar λ ∈ C se dice valor propio (o
autovalor) de A, si ∃x ∈ Cn\{0} tal que,
Ax = λx. (1.1)
Todo vector no nulo, x, verificando (1.1) se denomina vector propio o autovector (por la
derecha) de A asociado a λ. El conjunto de autovalores de A se llama espectro de A y se
denota Λ(A).
Observacio´n. λ ∈ C es un valor propio de A ∈ Cn×n si y so´lo si (A − λI)x = 0 tiene
solucio´n no trivial, lo que se cumple sii la matriz A − λI es singular, o equivalentemente
si det(A− λI) = 0. Como consecuencia, los valores propios de A se corresponden con las
ra´ıces de su polinomio caracter´ıstico pA
pA(λ) := det(λI −A) = (λ− λ1)m1(λ− λ2)m2 · · · (λ− λr)mr . (1.2)
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Las multiplicidades, mi, como ra´ıces del polinomio caracter´ıstico, reciben el nombre de
multiplicidades algebraicas de los autovalores. Un valor propio con multiplicidad algebraica
uno se dice simple, y mu´ltiple en otro caso.
De la expresio´n (1.2) se siguen las siguientes consecuencias:
Una matriz de dimensio´n n tiene n = m1 + . . . + mr valores propios (contando las
multiplicidades).
Matrices reales pueden tener autovalores complejos, aunque e´stos siempre aparecen
en pares conjugados (ra´ıces complejas de un polinomio real). Por ejemplo, la matriz(
1 −1
2 −1
)
tiene como autovalores λ1 = i y λ2 = −i
Cualquier polinomio mo´nico de grado n,
p(λ) = c0 + c1λ+ . . .+ cn−1λn−1 + λn
puede ser visto como el polinomio caracter´ıstico de una matriz (matriz companion).
El teorema de Abel-Ruffini, que afirma que si n > 4, en general, no es posible
encontrar las soluciones de la ecuacio´n p(λ) = 0 utilizando un nu´mero finito de
operaciones aritme´ticas elementales, nos advierte de que los algoritmos para ca´lculo
de valores propios no sera´n directos sino iterativos.
El polinomio caracter´ıstico no se utiliza como herramienta para el ca´lculo de valores
propios. Para ello se necesitar´ıa, por un lado, calcular los coeficientes del mismo, y por otro,
utilizar algu´n me´todo iterativo (por ejemplo me´todos de Newton o Laguerre) para buscar
sus ra´ıces. Dado que el ca´lculo de dichos coeficientes es un problema mal condicionado, el
polinomio caracter´ıstico so´lo tiene utilidad teo´rica.
Definicio´n 2. Sea 〈., .〉 : Kn × Kn −→ K un producto escalar definido en Kn (K = C o
R). Una matriz A ∈ Kn×n se dice autoadjunta si ∀x, y ∈ Cn se cumple
〈Ax, y〉 = 〈x,Ay〉. (1.3)
Observacio´n. Las matrices reales sime´tricas (A ∈ Rn×n con AT = A) se corresponden con
las matrices autoadjuntas para el producto escalar 〈x, y〉 = yTx, en Rn, mientras que las
matrices complejas hermitianas (A ∈ Cn×n con A∗ = A) se corresponden con las matrices
autoadjuntas para el producto escalar 〈x, y〉 = y∗x, en Cn.
Teorema 1. Si A ∈ Kn×n es autoadjunta entonces todos sus autovalores son reales.
Demostracio´n. Sea λ un valor propio de A, entonces ∃x ∈ Cn\{0} , tal que Ax = λx.
Para x ∈ Kn, sea ‖x‖ = 〈x, x〉, la norma inducida por el producto escalar definido
en Kn. Podemos suponer que x, vector propio asociado a λ, tiene norma 1 (en otro caso
trabajar´ıamos con x‖x‖).
Se tiene
λ = λ‖x‖ = λ〈x, x〉 = 〈λx, x〉 = 〈Ax, x〉 = 〈x,Ax〉 =
〈Ax, x〉 = 〈λx, x〉 = λ〈x, x〉 = λ‖x‖ = λ.
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Observacio´n. Se ha utilizado la linealidad por la izquierda y la hermiticidad del producto
escalar. La u´ltima igualdad se sigue de que ‖x‖ 6= 0 siempre que x 6= 0.
Este teorema demuestra que si la matriz que define un problema de valores propios
esta´ndar es hermitiana (sime´trica en el caso real), entonces los valores propios que resuel-
ven el problema sera´n reales. Para el problema generalizado, veremos que, exigiendo la
condicio´n de que el par sea definido, se tiene un resultado similar.
1.1.2. Transformaciones de semejanza. Descomposiciones matriciales
Definicio´n 3. Dos matrices A,C ∈ Kn×n son semejantes, si existe una matriz regular
X ∈ Kn×n, de forma que A = XCX−1.
Teorema 2. Sea A,X ∈ Kn×n, con X no singular, y B = XAX−1 una matriz semejante
a A. Entonces, A y B tienen los mismos valores propios, con la misma multiplicidad.
Adema´s, si (λ, y) ∈ C× Cn es un par propio de A entonces, el par (λ,Xy) lo es de B.
Demostracio´n. Para el primero de los resultados, veamos que las dos matrices tienen el
mismo polinomio caracter´ıstico
det(λI −B) = det(X−1)det(λI −B)det(X) = det(X−1(λI −B)X)
= det(λI −X−1BX) = det(λI −A)
Por otro lado, si (λ, y) ∈ C×Cn es un par propio de A se tiene que Ay = λy, de donde
se sigue, XAX−1Xy = λXy, y por tanto BXy = λXy. As´ı, x = Xy, es un vector propio
de B.
Definicio´n 4. Una matriz de dice diagonalizable si es semejante a una matriz diagonal.
Observacio´n. Por el Teorema 2, si una matriz es diagonalizable, sus valores propios coin-
ciden con los elementos diagonales de la matriz diagonal a la que es semejante.
Proposicio´n 3. Una matriz A ∈ Cn×n, es diagonalizable sii existe una base de Cn for-
mada con vectores propios de A.
Demostracio´n. Supongamos que A es diagonalizable, entonces ∃X,D ∈ Cn×n, con X
regular y D = (dij) diagonal, tal que X
−1AX = D, de donde se sigue AX = XD. Sea xj
la j-e´sima columna de X, para j = 1, . . . , n se tiene, Axj = xjdjj , es decir, xj es un vector
propio. Por otro lado, dado que X es regular, sus columnas forman una base de Cn×n.
El rec´ıproco es inmediato tomando como X la matriz formada por los vectores propios.
No todas la matrices son diagonalizables, por lo que, en general, no siempre existe una
forma diagonal semejante de donde obtener los autovalores. Por otro lado, errores en la
matriz inicial pueden ser considerablemente amplificados si se realizan transformaciones
de semejanza utilizando alguna matriz que aun siendo regular, podr´ıa estar cerca de ser
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singular (nu´mero de condicio´n elevado). Para evitar e´ste u´ltimo problema, los algoritmos
para ca´lculo de valores propios trabajan con matrices unitarias (ortogonales en el caso
real). En la siguiente proposicio´n se resumen algunas de las propiedades de las matrices
unitarias.
Proposicio´n 4. Dada U ∈ Cn×n, equivalen:
(a) UU∗ = U∗U = I (Unitaria)
(b) Las columnas de U forman una base ortonormal de Cn
(c) U es una isometr´ıa (i.e. ∀x ∈ Cn, ‖Ux‖2 = ‖x‖2)
Definicio´n 5. Dos matrices son unitariamente semejantes si son semejantes y la matriz
de la Definicio´n 3 es unitaria.
Nota. Sea A˜ = A+E la perturbacio´n de una matriz A, y U una matriz unitaria, entonces,
al considerar la transformacio´n de semejanza B˜ = U∗A˜U = U∗AU + U∗EU = B + F , se
tiene ‖F‖ = ‖E‖. Es decir, las transformaciones de semejanza unitarias no amplifican los
errores iniciales, motivo por el cual son utilizadas en los algoritmos de ca´lculo de valores
propios.
Teorema 5 (Schur). Dada A ∈ Cn×n existe una matriz unitaria U , de forma que T :=
UAU∗ es triangular superior.
Nota. La matriz T del enunciado recibe el nombre de forma de Schur de la matriz A.
Demostracio´n. En la demostracio´n, se procede por induccio´n sobre el orden de A. El
proceso se inicia contando con la existencia de un par propio arbitrario de A con el que
reducir el problema a otro de una unidad menor. El me´todo no es constructivo y no
puede ser utilizado para obtener la forma de Schur de una matriz, hecho que confirma la
observacio´n anterior de que los algoritmos de ca´lculo de valores propios son iterativos. Por
este motivo, y aunque se trata de una demostracio´n sencilla, no consideramos necesario
dar ma´s detalle sobre ella. La demostracio´n de este importante teorema puede encontrarse,
por ejemplo, en [20].
Dado que siempre existe la forma de Schur de una matriz, que e´sta implica una transfor-
macio´n de semejanza unitaria, y que los valores propios de una matriz triangular coinciden
con los elementos de la diagonal (inmediato a partir del polinomio caracter´ıstico), la for-
ma de Schur de una matriz podr´ıa ser una buena opcio´n a la hora de calcular los valores
propios. Como veremos en la seccio´n §1.2, la forma de Schur de una matriz es la base de
uno de los algoritmos ma´s importantes para el ca´lculo de autovalores.
La forma de Schur de una matriz real, puede ser compleja (existen matrices reales
con valores propios complejos). Sin embargo, es posible trabajando exclusivamente en
aritme´tica real, y utilizando una transformacio´n de semejanza ortogonal, obtener una
matriz cuasitriangular, con bloques en la diagonal de taman˜o ma´ximo igual a dos (teorema
de Schur real).
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Proposicio´n 6. Si A ∈ Cn×n es hermitiana (ortogonal en el caso real) entonces es uni-
tariamente (ortogonalmente) diagonalizable.
Demostracio´n. Sea T = U∗AU , una forma de Schur de A, entonces
T ∗ = (U∗AU)∗ = U∗A∗U = T,
de donde se sigue que T es diagonal y los vectores de Schur (columnas de U) son vectores
propios de A.
Observacio´n. Hemos visto que toda matriz hermitiana de orden n tiene n valores propios
reales y un sistema completo de vectores propios ortogonales (que coinciden con los vectores
de Schur).
1.1.3. Transformacio´n espectral
Cuando no hay intere´s en calcular el espectro completo de una matriz, tal como se
vera´ en la seccio´n §1.2, existen me´todos que permiten el ca´lculo de unos pocos autovalores,
t´ıpicamente los de mayor mo´dulo. Si los valores deseados son otros, es posible utilizar
te´cnicas de transformacio´n del espectro con las que modificar el problema original de
forma que los valores proporcionados por el me´todo se correspondan con los buscados.
Proposicio´n 7. Dada A ∈ Cn×n y σ ∈ C. Si (λ, x) es un par propio de A, entonces
(a) (λ+ σ, x) es un par propio de la matriz A+ σI.
Nota. Esta propiedad es un caso particular de una ma´s general que dice que dado un
polinomio p, (p(λ), x) es par propio de la matriz p(A).
(b) Si A es invertible, ( 1λ , x) es un par propio de A
−1.
(c) Si σ /∈ Λ(A), ( 1λ−σ , x) es un par propio de (A− σI)−1
Demostracio´n. (a) Trivial comprobando (A+ σI)x = (λ+ σ)x.
(b) Ana´logo al anterior.
(c) Consecuencia inmediata de (a) y (b).
Como consecuencia de la Proposicio´n 7, si se dispone de un me´todo de ca´lculo de
valores propios con el que obtener los autovalores de mayor mo´dulo, {θi}pi=1, de la matriz
(A − σI)−1, entonces, el conjunto de valores {λi = σ + 1θi }
p
i=1 se correspondera´ con los
valores propios de A ma´s pro´ximos a σ. Esta transformacio´n espectral, conocida como
shift and invert (traslacio´n e inversio´n), sera´ utilizada en nuestro me´todo para calcular
grupos de autovalores en torno a desplazamientos seleccionados.
A continuacio´n introducimos el concepto de inercia y la conocida ley de la inercia de
Sylvester, que nos proporcionara´ una herramienta con la que validar valores obtenidos.
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Definicio´n 6. Dada una matriz hermitiana A ∈ Cn×n, se llama inercia de A, a la terna
(n, p, c) donde n, p y c ∈ N son, respectivamente, el nu´mero de valores propios negativos,
positivos e iguales a cero.
Nota. En lo sucesivo, nos referiremos a la inercia, como al nu´mero de valores propios
menores que cero.
La inercia se utiliza para conocer el nu´mero de valores propios, de una matriz hermi-
tiana, en el interior de un intervalo dado, [α, β]. La cantidad de autovalores de A (hermi-
tiana) en [α, β] puede obtenerse como la diferencia de la inercias de las matrices (A− βI)
y (A− αI).
Lema 8 (ley de la inercia de Sylvester). Establece que la inercia de una matriz es in-
variante bajo transformaciones de congruencia. Es decir, dada A ∈ Cn×n, hermitiana y
X ∈ Cn×n, regular, entonces B = X∗AX que es hermitiana y tiene la misma inercia que
A.
Nota. Toda matriz hermitiana S, se puede descomponer como S = LDL∗, con L triangular
superior unidad y D diagonal. En caso de ser S indefinida el me´todo simple que produce tal
descomposicio´n es inestable por lo que se suele utilizar el propuesto por Bunch y Kaufman
en el que la matriz D que se obtiene es diagonal a bloques, con taman˜o ma´ximo de bloque
igual a dos. Tal descomposicio´n determina una congruencia entre las matrices S y D que
hace posible conocer la inercia de S a partir de la de D.
1.1.4. Problema generalizado
Definicio´n 7. Dadas A,B ∈ Kn×n, λ ∈ C es un valor propio generalizado del par (A,B)
si ∃x ∈ Cn\{0} (vector propio), de forma que
Ax = λBx. (1.4)
Nota. Dado que en los procedimientos utilizados en el disen˜o de nuestro me´todo, se trata
el problema generalizado reducie´ndolo a uno esta´ndar, no nos detendremos en detallar
me´todos espec´ıficos para problemas generalizados. Comentamos, a continuacio´n, algunas
diferencias entre el problema esta´ndar y el generalizado, que se consideran necesarias para
entender algunos detalles de los me´todos de resolucio´n que se utilizara´n.
1. Si ∃z ∈ N (A) ∩ N (B)\{0}, donde N (A) = {x ∈ Cn : Ax = 0} representa el espacio
nulo de la aplicacio´n lineal definida por A, se tiene que ∀λ ∈ C, Az = 0 = λBz
por lo que el par (λ, z) es un par propio de (A,B). Un par (A,B) que verifica
N (A)∩N (B) = {0} se dice regular. En lo sucesivo, los pares de matrices considerados
se asumen regulares.
2. Dos pares de matrices, (A1, B1) y (A2, B2) se dicen equivalentes si existen matrices
regulares, W y V , de forma que
A2 = WA1V y B2 = WB1V.
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Se tiene para pares de matrices equivalentes resultados ana´logos a los que se tiene
en el problema esta´ndar para las matrices semejantes, es decir, los pares equivalen-
tes, (A1, B1) y (A2, B2), tienen los mismos valores propios, y los vectores propios
(derechos) de (A2, B2) son los de (A1, B1) multiplicados por V
−1. Un par se dice
diagonalizable si es equivalente a un par diagonal (las dos matrices que lo definen
son diagonales).
3. Un par, (A,B) es definido, si las matrices que lo definen son hermitianas (sime´tricas)
y existe una combinacio´n lineal de ambas que es definida positiva. Este concepto
generaliza el de matriz hermitiana en el problema esta´ndar, en el sentido de que
todo par definido es diagonalizable y sus valores propios son todos reales. En este
caso, se tiene adema´s que es posible obtener un sistema completo de autovectores,
X, de modo que X∗BX = I. Estos resultados se demuestran en el Teorema 10 y la
Proposicio´n 11.
4. Si (λ, x) es un par propio de (A,B), entonces ( 1λ , x) lo es del par (B,A). Los vectores
de N (A) se corresponden con vectores propios asociados al valor propio λ = 0,
mientras que los vectores de N (B) se corresponden con vectores propios asociados
a λ =∞. As´ı, un problema generalizado puede tener valores propios infinitos.
5. Existe para pares de matrices una adaptacio´n del teorema de Schur visto para el
problema esta´ndar. Dado que no se hace uso de e´l, nos limitamos a enunciarlo,
como ejemplo del paralelismo que en muchas ocasiones podemos encontrar entre los
problemas esta´ndar y generalizado de valores propios.
Teorema 9 (Forma de Schur Generalizada). Dado un par regular (A,B), existen
matrices unitarias, U y V , tales que U∗AV y U∗BV son triangulares superiores.
En determinados casos, el problema generalizado se puede resolver reducie´ndolo a otro
esta´ndar equivalente. Por ejemplo, si B es regular, la ecuacio´n B−1Ax = λx es equivalente
a (1.4). Esta reduccio´n a un problema esta´ndar puede no ser conveniente si B esta´ mal
condicionada. Si A es regular, pueden intercambiarse los papeles de A y B, y resolver el
problema A−1Bx = 1λx.
Para un problema generalizado sime´trico con B definida positiva, sea B = CC∗ la
descomposicio´n de Cholesky de B, entonces, de (1.4) se tiene
(C−1AC−∗)(C∗x) = λ(C∗x). (1.5)
De este modo, si (λ, z) es un par propio de Sz = λz con S = C−1AC−∗, entonces (λ,C−∗z)
es un par propio del problema original.
Centra´ndonos en el problema que pretendemos resolver (generalizado sime´trico defini-
do), y dado que estamos interesados en calcular valores en el interior del espectro, sera´ ne-
cesario hacer uso de alguna transformacio´n espectral de forma que los valores deseados se
correspondan con los valores extremos del problema modificado. En el trabajo realizado
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en [7] se utiliza la transformacio´n de traslacio´n e inversio´n (shift-invert) sobre el proble-
ma (1.5). Trabajos posteriores, como [17], proponen utilizar el problema transformado
(A− σB)−1Bx = θx. (1.6)
Para ver co´mo se transforma el espectro en el nuevo problema, restamos σBx en la ecua-
cio´n (1.4) y obtenemos (A− σB)x = (λ− σ)Bx, de donde
(A− σB)−1Bx = 1
λ− σx.
Es decir, si (λ, x) es un par propio de (1.4) entonces ( 1λ−σ , x) lo es de (1.6). Los autova-
lores de (1.4) ma´s pro´ximos a σ, se transforman en los de mayor mo´dulo de (1.6). Esta
transformacio´n permite reducir el problema generalizado original a otro esta´ndar que tie-
ne los mismos vectores propios, y los valores propios se relacionan con los del problema
original mediante una sencilla expresio´n aritme´tica. La reduccio´n (1.6) sera´ la que utiliza-
remos para calcular grupos de valores propios en torno a shifts seleccionados con los que
completar el intervalo de intere´s. En este enfoque multishift, como ya se ha introducido
con anterioridad, es muy u´til poder conocer el nu´mero de autovalores entre dos despla-
zamientos dados (σ1 y σ2). En la seccio´n §1.1.3 se vio que para el problema esta´ndar de
valores propios, la inercia permit´ıa obtener esta informacio´n. Veamos que en el problema
generalizado definido sime´trico tenemos tambie´n dicha informacio´n a partir de la inercia
de la matriz (A − σB), que coincide con el nu´mero de autovalores del problema original,
menores que σ.
En efecto, si B es definida positiva el problema (1.5) tiene los mismos valores propios
que el problema original. Por otro lado, la matriz que lo define, S = C−1AC−∗ es her-
mitiana, por lo que el nu´mero de valores menores que σ se puede obtener a partir de la
inercia de la matriz (S − σI), que es congruente con la matriz C(S − σI)C∗ = A− σB.
Si B es semidefinida, el problema original tiene autovalores infinitos, pero en cualquier
caso, podemos obtener el nu´mero de autovalores en el interior de un intervalo [σ1, σ2],
como la diferencia entre las inercias de (A− σ2B) y (A− σ1B).
Se hace notar que aunque las matrices A y B sean sime´tricas, el problema transforma-
do (1.6) no tiene por que´ serlo. Sin embargo, como se comprueba en la demostracio´n del
siguiente teorema, es posible escoger el producto escalar utilizado de forma que la matriz
(A− σB)−1B sea autoadjunta. Si, por ejemplo, B es definida positiva , se comprueba que
la matriz que define el problema (1.6) es autoadjunta considerando el producto escalar
〈x, y〉 = y∗Bx.
Teorema 10. Si A,B ∈ Cn×n definen un problema generalizado sime´trico definido, en-
tonces
(a) Los valores propios que resuelven el problema son reales.
(b) El par (A,B) tiene un sistema completo de valores propios.
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Demostracio´n. Para demostrar (a), veamos, de forma equivalente, que son reales las solu-
ciones del problema esta´ndar (A− σB)−1Bx = θx con σ /∈ Λ(A,B).
Dado que el par (A,B) es definido, sabemos que existe una combinacio´n lineal de A y
B que es definida positiva. Sea H = αA+βB dicha combinacio´n lineal. Por ser H sime´trica
(combinacio´n lineal de matrices sime´tricas) y definida positiva, la funcio´n dada por 〈x, y〉 =
y∗Hy para x, y ∈ Cn, define un producto escalar. En efecto, se comprueba de forma
inmediata que la funcio´n definida es lineal por la izquierda (〈x + z, y〉 = 〈x, y〉 + 〈z, y〉),
hermitiana (〈x, y〉 = 〈y, x〉 ∀x, y ∈ Cn) y definida positiva (〈x, x〉 > 0 ∀x ∈ Cn\0).
La matriz que define el problema de valores propios, S = (A−σB)−1B, es autoadjunta
respecto al producto escalar definido. Escribiendo
H = αA+ βB = α(A− σB) + (ασ + β)B
se tiene
(αA+ βB)(A− σB)−1B = αB + (ασ + β)B(A− σB)−1B
= B(A− σB)−1(α(A− σB) + (ασ + β)B)
= B(A− σB)−1(αA+ βB).
As´ı, ∀x, y ∈ Cn se cumple
〈x, Sy〉 = (Sy)∗Hx = y∗B∗((A− σB)−1)∗Hx
= y∗B(A− σB)−1(αA+ βB)x
= y∗(αA+ βB)(A− σB)−1Bx = y∗HSx
= 〈Sx, y〉.
En virtud del Teorema 1 podemos concluir que los valores propios de S son reales.
Por otro lado, para demostrar (b), considerando H, que es hermitiana definida posi-
tiva, es posible calcular los pares propios de (A,H) utilizando la reduccio´n a problema
esta´ndar (1.5). Por tanto, el par (A,H) tiene un sistema completo de vectores propios. El
resultado es consecuencia inmediata de que un vector x es autovector de (A,H) sii lo es
del par (A,B).
Proposicio´n 11. Si (λ1, x1), (λ2, x2) son pares propios del problema generalizado sime´tri-
co Ax = λBx, y λ1 6= λ2 entonces x∗1Bx2 = 0.
Demostracio´n. Inmediato observando que
x∗1Bx2 =
1
λ2
x∗1Ax2 =
1
λ2
(Ax1)
∗x2 =
λ1
λ2
(Bx1)
∗x2 =
λ1
λ2
x∗1Bx2.
Por ser λ1 6= λ2 se sigue que x∗1Bx2 = 0.
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Observacio´n. Para el problema generalizado sime´trico definido, existe un sistema completo
de autovectores X, de forma que X∗BX = I. Si B es definida positiva, podemos encontrar
una base de vectores propios B-ortogonales (considerando el producto escalar 〈x, y〉 =
y∗Bx).
Cuando se considera el problema generalizado sime´trico definido de valores propios,
el Teorema 10 nos dice que todos los valores propios que lo resuelven son reales, por lo
que tiene sentido plantear la bu´squeda de solucio´n restringie´ndose a un intervalo, [α, β].
Por otro lado, hemos visto que, para este problema, las matrices (A − βB) y (A − αB)
son sime´tricas y es posible conocer el nu´mero, m, de autovalores contenidos en el dicho
intervalo restando las inercias de dichas matrices. Finalmente, la Proposicio´n 11 nos dice
que es posible encontrar un conjunto de autovectores, {xi}mi=1, asociados a los autovalores
contenidos en el intervalo, (A − βB) y (A − αB), de modo que X∗BX = Im (X matriz
cuyas columnas son los vectores xi).
1.2. Visio´n general de me´todos de ca´lculo de valores propios
En esta seccio´n se hace una breve descripcio´n de los principales me´todos existentes para
el ca´lculo de valores propios. No se pretende hacer una revisio´n exhaustiva de todos ellos,
sino que se incluyen tan so´lo aquellos que, de alguna forma, son ba´sicos para la comprensio´n
tanto del problema que se pretende resolver, como de los propios me´todos utilizados. En
primer lugar, se describe un me´todo ba´sico, en el que ya se puede observar la importancia
que tienen para el ca´lculo de valores propios las secuencias del tipo {x0, Ax0, A2x0 . . .},
siendo x0 un determinado vector de inicio. Estas secuencias cobrara´n relevancia en la
seccio´n §1.2.3 al hablar de los espacios de Krylov. En dicha seccio´n se describe el me´todo
seleccionado para el ca´lculo de valores propios en torno a los desplazamientos que genera
nuestro algoritmo, el me´todo thick-restart Lanczos. Este me´todo precisa la resolucio´n de
problemas de valores propios de reducido taman˜o, para lo que se utiliza el me´todo Iterativo
QR, que se describe en la seccio´n §1.2.2.
1.2.1. Me´todo de la potencia. Iteracio´n inversa
Dada una matriz A, un me´todo muy simple que permite aproximar un u´nico vector
propio de la matriz, es el me´todo de la potencia (ver algoritmo 1). En e´ste, multiplicando
repetidas veces un vector inicial, por la matriz A, se forma una secuencia de vectores,
{x0, Ax0, A2x0, . . .}, que bajo determinadas condiciones, converge a un autovector corres-
pondiente al valor propio dominante (de mayor mo´dulo).
En caso de haber convergencia, los vectores que se generan van aproximando la direc-
cio´n del vector dominante. La normalizacio´n que se introduce en el paso 3 del algoritmo 1
es necesaria para evitar un posible overflow (si ‖A‖ > 1) o underflow (si ‖A‖ < 1) en
el co´mputo. Para aproximar el autovalor dominante que se proporciona en el paso 7 del
algoritmo, se utiliza el cociente de Rayleigh del vector x,
x∗Ax
x∗x
. (1.7)
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Algoritmo 1 Iteracio´n de la potencia
Entrada: Matriz A, vector inicial x0
Salida: Aproximacio´n, (λ˜, x˜), del par propio dominante
1: repetir
2: yk = Axk−1
3: xk =
yk
‖yk‖
4: λk = x
∗
kAxk
5: k = k + 1
6: hasta ‖Axk − λkxk‖ pequen˜o o k > maxit
7: retornar x˜ = xk y λ˜ = λk
El cociente de Rayleigh proporciona la mejor aproximacio´n del autovalor correspondiente
a x, es decir, es el valor µ que minimiza ‖Ax−µx‖, y puede ser obtenido como solucio´n del
problema de mı´nimos cuadrados de dimensio´n n× 1, xλ ∼= Ax, cuyas ecuaciones normales
son, en el caso real, xTxλ = xTAx.
Para que el me´todo converja es necesario que la matriz tenga un valor propio domi-
nante, |λ1| > |λ2| ≥ . . . ≥ |λn|. La idea de por que´ el me´todo converge a un autovector
asociado a λ1, se ve muy facilmente para el caso en que A es diagonalizable. En este ca-
so, existe una base de Cn, {vi}ni=1, formada con vectores propios de A. Considerando la
expresio´n del vector inicial como combinacio´n lineal de los vectores de dicha base, se tiene
x0 =
n∑
i=1
αivi,
xk = Axk−1 = A2xk−2 = · · · = Akx0,
xk =
n∑
i=1
λki αivi = λ
k
1
(
α1v1 +
n∑
i=1
(
λi
λ1
)k
αivi
)
.
(1.8)
Dado que | λiλ1 | < 1; ∀ i > 1, sucesivas potencias hacen que cualquier componente no
asociada a u1 tienda a cero. La velocidad de convergencia del me´todo viene determinada
por el mayor cociente λ2λ1 .
Hay varios factores que pueden afectar a la convergencia del me´todo descrito:
Cuando el vector inicial no tiene componente en el autovector dominante, al menos
teo´ricamente, el me´todo descrito no puede converger a dicho vector. Au´n en este caso,
en algunas ocasiones, los errores de redondeo pueden hacer que aparezcan valores no
nulos en dicha componente y que la convergencia sea posible.
En caso de haber ma´s de un autovalor con el mismo mo´dulo (por ejemplo λ = 1 y
λ = −1), el me´todo puede converger a una combinacio´n lineal de los autovectores
correspondientes.
Si A es real con valores propios complejos, y el vector inicial se elige tambie´n real,
la iteracio´n de la potencia nunca convergera´ a un vector complejo.
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El me´todo de la potencia tiene intere´s por ser, de algu´n modo, la base del resto de
me´todos que se describen. La lenta convergencia de este me´todo hace que no se utilice para
el ca´lculo de autovalores en la forma descrita. Hay sin embargo, otros me´todos derivados
directamente de e´ste, y que se describen a continuacio´n, que s´ı tienen un uso ma´s real.
La velocidad de convergencia en el me´todo de la potencia puede ser mejorado utilizan-
do una transformacio´n espectral (ver seccio´n §1.1.3) de modo que | λˆ2
λˆ1
|  |λ2λ1 |, donde λˆ
representa los autovalores del problema transformado. Por otro lado, al utilizar el me´to-
do de la potencia junto con la transformacio´n espectral de desplazamiento e inversio´n,
(A − σI)−1, es posible aproximar el autovalor ma´s cercano a un punto dado, σ, ya que
dicho valor propio se corresponde con el de mayor mo´dulo del problema transformado.
La velocidad de convergencia sera´ mayor cuanto ma´s cercano este´ el desplazamiento σ
del autovalor que se quiere aproximar. A la hora de aplicar el me´todo de la potencia a la
matriz (A−σI)−1, e´sta no se calcula expl´ıcitamente sino que se sustituye la multiplicacio´n
del paso 2 del algoritmo 1 por la resolucio´n del sistema (A − σI)xk = xk−1. Dicho paso
requiere la factorizacio´n (una u´nica vez) de la matriz (A − σI). Cuando el me´todo de la
potencia se aplica a la matriz A−1 (o (A− σI)−1), para obtener el valor propio de menor
mo´dulo (o ma´s cercano a σ), el me´todo se conoce como Iteracio´n inversa.
Dado que el me´todo de la potencia utiliza principalmente la operacio´n de multiplicacio´n
matiz-vector, si se dispone de una implementacio´n eficiente de dicha operacio´n, este me´todo
sera´ facilmente paralelizable. El me´todo de la iteracio´n inversa, sin embargo, necesita una
factorizacio´n inicial y la resolucio´n de un sistema triangular en cada iteracio´n. Esto hace
que este u´ltimo me´todo obtenga menor eficiencia en paralelo que el primero.
El me´todo conocido como Iteracio´n del cociente de Rayleigh, es una modificacio´n del
me´todo de la iteracio´n inversa, que consigue acelerar la convergencia, introduciendo en
cada iteracio´n un desplazamiento adecuado. El desplazamiento que utiliza es el cociente
de Rayleigh de la u´ltima aproximacio´n obtenida del autovector que busca. El coste por ite-
racio´n de este me´todo es alto, ya que utiliza en cada iteracio´n un desplazamiento diferente
y por tanto una factorizacio´n necesaria para resolver el sistema de ecuaciones asociado.
Deflacio´n
Los me´todos descritos en el apartado anterior permiten aproximar un u´nico vector
propio. Una vez obtenido un vector propio, con la te´cnica de la deflacio´n es posible eliminar
del ca´lculo las componentes en dicho vector, de forma que el me´todo converja a un nuevo
vector.
Suponiendo que ha sido calculado un par propio (λ1, x1) de A, considerando una matriz
de Householder de forma que Hx1 = αe1 (con α = 1 si ‖x1‖ = 1), y siendo e1 el primer
vector de la base cano´nica, se tiene que
HAH−1 =
[
λ1 b
T
0 B
]
,
donde la matriz B tiene los mismos valores propios que A salvo λ1. Esta transformacio´n
permite trabajar con B para calcular λ2.
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Otro enfoque alternativo, ma´s pro´ximo al que se emplea en los me´todos de ca´lculo de
valores propios que utilizaremos en nuestro trabajo, parte de un vector w1, de forma que
x∗1w1 = λ1. En caso de ser A hermitiana, tomar´ıamos w = λ1x1 (considerando ‖x1‖ = 1),
y en general, w1 puede escogerse como un autovector izquierdo asociado a λ1 (conve-
nientemente normalizado). De esta forma, la matriz (A− w1x∗1) tendra´ como autovalores
0, λ2, . . . , λn, con lo que λ2 pasara´ a ser dominante.
Suponiendo que A es hermitiana, cuando en el me´todo de la potencia aplicamos la
matriz (A− λ1x1x∗1) a un vector v, se tiene
(A− λ1x1x∗1)v = Av − x1(Ax1)∗v = Av − x1x∗1(Av) = (I − x1x∗1)Av.
Es decir, para que el me´todo converja al vector propio asociado a λ2, se elimina de Av
la componente en x1 y se trabaja en el complemento ortogonal de x1. Esta idea apare-
cera´ tambie´n en el me´todo de Lanczos con reinicio (ver seccio´n §1.3.2), que es el que
utilizaremos en nuestro me´todo, para el ca´lculo de valores en torno a desplazamientos
seleccionados.
Iteracio´n simultanea
El me´todo de la iteracio´n simulta´nea generaliza el me´todo de la potencia, y permi-
te calcular varios pares propios aplicando el me´todo de la potencia simultaneamente, a
un conjunto, X0 de vectores de inicio. Los vectores que se obtienen en cada iteracio´n,
Xk+1 = AXk, generan un subespacio que converge al subespacio invariante asociado a los
autovalores de mayor mo´dulo. Al igual que en el me´todo de la potencia, las columnas de
Xk deben ser normalizadas para evitar overflow (o underflow). Por otro lado, el condicio-
namiento de la matriz Xk empeora a cada iteracio´n, ya que las columnas van tomando
progresivamente la direccio´n del autovector dominante. Estos problemas pueden solucio-
narse si a cada iteracio´n se sustituye el sistema de vectores obtenido por otro que genere el
mismo subespacio y que sea ortonormal. As´ı, se obtiene el algoritmo de la iteracio´n orto-
gonal en el que, a cada iteracio´n se sustituye el conjunto de vectores Xk por Qk, obtenida
en la descomposicio´n QR de Xk = QkRk.
1.2.2. Me´todos para matrices densas. Iterativo QR
El problema que se plantea en este trabajo se centra en matrices dispersas de gran
taman˜o. Para resolverlo, se utilizan me´todos de proyeccio´n (ver seccio´n §1.2.3) para el
ca´lculo de valores propios. Estos me´todos buscan aproximaciones a la solucio´n resolviendo
un problema (proyectado) de dimensio´n reducida. Estos problemas pequen˜os se resuelven
utilizando me´todos espec´ıficos para matrices densas. La Iteracio´n QR es uno de los me´todos
ma´s generales e importantes para el ca´lculo de valores propios de matrices densas de
taman˜o medio, y es el que utilizamos cada vez que se necesita resolver un problema de
dimensio´n reducida.
La iteracio´n QR permite el ca´lculo de todos los valores propios de una matriz con coste
O(n3), obteniendo la descomposicio´n de Schur (ver teorema 5) de dicha matriz. A partir
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de la matriz del problema, genera una sucesio´n de matrices unitariamente semejantes que
convergen a una forma triangular.
Algoritmo 2 Iterativo QR con mu´ltiple desplazamiento expl´ıcito
Entrada: matriz A
Salida: aproximacio´n a la forma de Schur de A
1: A1 = H reduccio´n de A a forma condensada
2: para k = 1, 2, . . . ,maxit hacer
3: seleccionar desplazamientos {σi}
4: formar P (Ak) = (Ak − σ1I)(Ak − σ2I) · · ·
5: ca´lculo descomposicio´n QR: QkRk = P (A)
6: Ak+1 = Q
T
kAkQk
7: si elementos subdiagonales de Ak+1 pequen˜os entonces
8: terminar retornando Ak+1
9: fin si
10: fin para
Para acelerar la convergencia del me´todo, y al igual que se hac´ıa en el me´todo del
cociente de Rayleigh, en cada iteracio´n se trabaja con un problema desplazado utilizando
un conjunto apropiado de desplazamientos. Hay varias estrategias a la hora de determinar
dicho conjunto de desplazamientos.
Con el fin de reducir el coste por iteracio´n del me´todo (ver algoritmo 2), la matriz
inicial se reduce a forma condensada (matriz Hessenberg o tridiagonal si hay simetr´ıa). De
esta forma se reduce el coste de cada factorizacio´n QR (paso 5 del algoritmo 2). Adema´s,
se realiza un desplazamiento impl´ıcito con el que se consigue dicha factorizacio´n evitando
formar expl´ıcitamente la matriz P (A) (paso 4 del algoritmo 2).
Una de las principales limitaciones de la iteracio´n QR es que ya en la primera fase,
en la que se hace una reduccio´n a forma condensada, se produce llenado de las matrices
dispersas. Adema´s, esta reduccio´n no es eficiente en paralelo. Por otro lado, este me´todo
calcula el espectro completo, lo que es muy inusual en problemas de gran dimensio´n que
trabajan con matrices dispersas.
Para la resolucio´n del problema de valores propios sime´trico existen, adema´s, me´to-
dos espec´ıficos como por ejemplo, los me´todos de Biseccio´n, Divide y vencera´s o MRRR
(mu´ltiple representacio´n relativamente robusta). Algunos de ellos ofrecen la posibilidad
de calcular so´lo parte del espectro. Entre los me´todos citados, destacamos el me´todo de
biseccio´n, por la similitud existente entre el enfoque presentado en dicho me´todo y el es-
quema de diseccio´n del espectro descrito en este trabajo. El me´todo de biseccio´n utiliza
la inercia para obtener, para cada autovalor que se desea obtener, una secuencia de inter-
valos encajados de modo que el autovalor esta´ contenido en todos ellos y el dia´metro se
va reduciendo hasta la tolerancia deseada. El me´todo proporciona so´lo autovalores, y si se
desean tambie´n los vectores propios asociados, se recurre al me´todo de la iteracio´n inversa
utilizando los autovalores calculados como shift. En caso de valores mu´ltiples o clusters de
autovalores, precisa reortogonalizacio´n para asegurar la ortogonalidad de los vectores que
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proporciona.
1.2.3. Me´todos para matrices dispersas
En esta seccio´n se describen me´todos adecuados para la resolucio´n de problemas de
valores propios de gran taman˜o, en los que la matriz asociada es dispersa. En estos pro-
blemas, en los que la dimensio´n de la matriz puede ser del orden de millones, se requieren
me´todos que mantengan la dispersio´n de las matrices, para evitar posibles problemas de
capacidad de almacenamiento. Por otro lado, dichos me´todos deben tambie´n ser capaces
de proporcionar so´lo una parte del enorme espectro asociado a estos problemas.
Me´todos de proyeccio´n. Subespacios de Krylov
Los me´todos de proyeccio´n resuelven el problema de valores propios buscando apro-
ximaciones a vectores propios en subespacios de dimensio´n reducida. Estos subespacios
deben ser convenientemente seleccionados, para asegurar que contienen buenas aproxima-
ciones de los autovectores asociados a los valores propios de intere´s.
Dada una matriz A ∈ Cn×n, y un subespacio K, de dimensio´n m, un me´todo de
proyeccio´n ortogonal, busca una aproximacio´n, (λ˜, x˜) ∈ C×K, a un par propio, imponiendo
la conocida como condicio´n de Galerkin,
Ax˜− λ˜x˜ ⊥ K, (1.9)
o equivalentemente,
v∗(Ax˜− λ˜x˜) = 0, ∀v ∈ K. (1.10)
El conocido como procedimiento de Rayleigh-Ritz, detallado en el algoritmo 3, proporciona
un mecanismo para obtener las aproximaciones buscadas.
Algoritmo 3 Procedimiento de Rayleight-Ritz
1: obtener, {vi}mi=1, base ortonormal de K
2: calcular Bm = V
∗AV /*las columnas de V son los vectores {vi}*/
3: obtener autovalores de Bm, y seleccionar los valores {λ˜i}ki=1 de intere´s
4: calcular los autovectores, {yi}, de Bm asociados a {λ˜i}ki=1
5: retornar valores y vectores de Ritz, {(λ˜i, x˜i = V yi)}ki=1, como aproximaciones de los
pares propios de A.
Los me´todos de Arnoldi y Lanczos, detallados en las siguientes secciones, son me´to-
dos de proyeccio´n ortogonal sobre espacios de Krylov. Estos subespacios esta´n generados
por secuencias de vectores de la forma, x,Ax,A2x, . . ., siendo x un determinado vector.
Escribiremos
Kk+1(A, x) = span(x,Ax,A2x, . . . , Akx), (1.11)
para denotar el espacio de Krylov de orden k + 1, generado a partir de x.
Tal como se vio en la descripcio´n del me´todo de la potencia (apartado §1.2.1), a partir
de un vector inicial, x, este me´todo genera una secuencia de vectores x,Ax,A2x, . . ., de
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forma que en el paso k, el vector Akx aproxima la direccio´n del vector propio dominante.
Esto nos da una idea de que los espacios de Krylov son ricos en direcciones de autovectores
dominantes. El me´todo de la potencia genera una secuencia que define un espacio de
Krylov, pero a cada iteracio´n se queda con la u´ltima direccio´n obtenida, descartando las
previas, mientras que los me´todos de proyeccio´n sobre espacios de Krylov, mantienen toda
la informacio´n contenida en el subespacio generado, obteniendo mejores resultados en el
ca´lculo de los autovalores.
Me´todo de Arnoldi
La iteracio´n de Arnoldi (ver algoritmo 4) construye una base ortonormal del espacio
de Krylov.
Considerando
Kk = [x0 Ax0 · · · Ak−1x0],
entonces K−1n AKn = Cn con Cn Hessenberg superior (matriz companion). Calculando la
factorizacio´n QR de Kk, para tener una base mejor condicionada de span(Kn), QnRn =
Kn, se tiene
Q∗nAQn = RnCnR
−1
n =: H,
con H Hessenberg superior. Igualando la columna k-e´sima de AQn = QnH, y despejando,
se obtiene la recurrencia
hk+1,kqk+1 = Aqk − h1kq1 − · · · − hkkqk. (1.12)
utilizada en la iteracio´n de Arnoldi.
Tras calcular cada uno de los vectores de la secuencia de Krylov (paso 3 del algorit-
mo 4), el proceso de Arnoldi utiliza el procedimiento de Gram-Schmidt para mantener la
ortonormalidad en el conjunto de vectores que generan el subespacio de Krylov calculado
(pasos 4-7 del algoritmo 4). Este proceso de ortogonalizacio´n es sensible a errores de re-
dondeo, por lo que, normalmente, se opta por repetirlo dos veces para evitar la pe´rdida
de ortogonalidad en los vectores que se obtienen a medida que el proceso avanza.
Si uno de los vectores generados en la iteracio´n de Arnoldi es combinacio´n lineal de
los previos, tras el proceso de ortogonalizacio´n la norma del vector resultante (paso 8 del
algoritmo 4) sera´ cero. En este caso el proceso debe parar, ya que la secuencia de Krylov
que se produce ya no podra´ contener nuevos vectores linealmente independientes. Cuando
esto ocurre los vectores calculados generan un subespacio invariante de A (subespacio
generado por un conjunto de vectores propios de A).
En caso de tomar k = n, la iteracio´n de Arnoldi producir´ıa la reduccio´n de A a
forma Hessenberg superior, utilizando so´lo operaciones de multiplicacio´n matriz-vector y
producto escalar de vectores.
El me´todo de Arnoldi para el ca´lculo de valores propios combina, por un lado, el proceso
de Arnoldi, con el que se construye una base ortonormal del espacio de Krylov, Km(A, x),
y por otro, el procedimiento de Rayleigh-Ritz para extraer, del subespacio creado, las
aproximaciones de los pares propios buscados.
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Algoritmo 4 Iteracio´n de Arnoldi
Entrada: matriz A ∈ Kn×n, vector de inicio v ∈ Kn, dimensio´n m
Salida: matrices Q tal que Q∗Q = Im, y H Hessenberg superior, con Q∗AQ = H
1: q1 =
v
‖v‖2
2: para k = 1, 2, . . . ,m hacer
3: uk = Aqk
4: para j = 1, . . . , k hacer
5: hjk = q
∗
juk
6: uk = uk − hjkqj
7: fin para
8: hk+1,k = ‖uk‖2
9: si hk+1,k = 0 entonces
10: parar
11: fin si
12: qk+1 =
uk
hk+1,k
13: fin para
Considerando la relacio´n AQk = QkHk + hk+1,kqk+1e
T
k (ek, k-e´simo vector cano´nico),
obtenida en el proceso de Arnoldi (inmediata a partir de (1.12)), y un par de Ritz, (λ˜, x˜ =
Qky), calculado aplicando el procedimiento de Rayleigh-Ritz sobre las matrices Qk y Hk
se tiene,
‖Ax˜− λ˜x˜‖ = ‖AQky − λ˜Qky‖ = ‖AQky −QkHky‖ = ‖(AQk −QkHk)y‖. (1.13)
De la ecuacio´n (1.13) se sigue que la expresio´n hk+1,k|eTk y| proporciona una estimacio´n de
la norma del residuo asociado a cada par de Ritz, con la que poder decidir si e´ste es o
no aceptado como convergido. Cuando en la iteracio´n de Arnoldi se genera un subespacio
invariante de A (hk+1,k = 0 en l´ınea 8 del algoritmo 4), el procedimiento de Rayleigh-Ritz
produce pares propios exactos. Si se quieren obtener nuevos autovalores se debe seleccionar
un nuevo vector de inicio.
El me´todo de Arnoldi descrito obtiene aproximaciones a pares propios resolviendo
problemas de dimensio´n reducida, y esta´ basado principalmente en operaciones de mul-
tiplicacio´n matriz-vector. Esto dota al me´todo de algunas caracter´ısticas que lo hacen
adecuado para ser utilizado en problemas dispersos de gran dimensio´n que se resuelven
en paralelo sobre memoria distribuida. En primer lugar, no realiza operaciones que pro-
duzcan el llenado de la matriz dispersa del problema, en segundo lugar, permite el ca´lculo
de una pequen˜a porcio´n del espectro y finalmente, si se dispone de una implementacio´n
paralela eficiente de la operacio´n de multiplicacio´n matriz-vector, se podra´ obtener un
buen rendimiento en el ca´lculo de los valores de intere´s.
Cuando la matriz que define el problema de valores propios es hermitiana, la matriz
Hessenberg del problema proyectado obtenida en la iteracio´n de Arnoldi, se mantiene
tambie´n hermitiana, por lo que pasa a ser una matriz tridiagonal. El me´todo de Arnoldi
adquiere as´ı una forma ma´s simple que da lugar al me´todo de Lanczos que es estudiado
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en la seccio´n siguiente.
1.3. Me´todo de Lanczos para el ca´lculo de valores propios
En esta seccio´n nos centramos en describir el me´todo de Lanczos. Este me´todo sera´ el
que utilizaremos para el ca´lculo de autovalores en torno a los desplazamientos generados
por la te´cnica de diseccio´n del espectro en la que se basa el me´todo disen˜ado en este
trabajo.
El me´todo de Lanczos, al igual que el me´todo de Arnoldi, es un me´todo de proyeccio´n
ortogonal sobre espacios de Krylov. Cuando la matriz del problema, A, es hermitiana
(sime´trica en el caso real), el me´todo de Arnoldi produce, para el problema proyectado,
una matriz que es tridiagonal sime´trica (Hessenberg y hermitiana), es decir, produce la
relacio´n
AQk = QkTk + βkqk+1e
T
k , (1.14)
que expresamos de forma equivalente como
AQk = [Qk qk+1]
[
Tk
βke
∗
k
]
. (1.15)
La matriz Tk asociada es tridiagonal sime´trica y real;
Tk =

α1 β1
β1 α2
. . .
. . .
. . . βk−1
βk−1 αk
.
 (1.16)
El hecho de ser real, se debe a que los elementos βi se obtienen como normas de vectores,
y a que los elementos diagonales, αi, de una matriz hermitiana son siempre reales.
En el caso sime´trico, la relacio´n (1.14) produce una recurrencia de tres te´rminos por
lo que el bucle de ortogonalizacio´n del algoritmo de Arnoldi (linea 4 del algoritmo 4),
se reduce a restar al nuevo vector generado, una adecuada combinacio´n lineal de los dos
u´ltimos vectores de la base computados;
βkqk+1 = Aqk − αkqk − βk−1qk−1,
donde
αk = q
∗
kAqk y βk = ‖Aqk − αkqk − βk−1qk−1‖.
Como consecuencia, si so´lo se desean los valores propios, en principio no deber´ıa ser nece-
sario almacenar todos los vectores de la base, sino so´lo lo dos u´ltimos para poder continuar
con la iteracio´n y obtener Tk del taman˜o deseado, a partir de la cual obtener los valores de
Ritz. El problema de este planteamiento es que los errores de redondeo que se producen
al trabajar en precisio´n finita, hacen que gradualmente se pierda la ortogonalidad de los
vectores de Lanczos calculados.
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1.3.1. Reortogonalizacio´n
Hay dos tipos de pe´rdida de ortogonalidad en el procedimiento de Lanczos. Por un lado,
se produce una falta de ortogonalidad similar a la descrita en el me´todo de Arnoldi, que se
soluciona repitiendo dos veces el proceso de ortogonalizacio´n de cada nuevo vector q = Aqk,
contra los precedentes, qk y qk−1. Por otro lado, la utilizacio´n de una recurrencia corta como
la de Lanczos (de tres te´rminos), conlleva la pe´rdida de ortogonalidad gradual de q respecto
aQk. Esta u´ltima falta de ortogonalidad puede provocar incluso que los vectores de Lanczos
formen un sistema linealmente dependiente y que el algoritmo genere duplicados espurios.
Para dar solucio´n a este problema existen varias estrategias de reortogonalizacio´n que dan
lugar a diversas variantes del me´todo de Lanczos.
Sin reortogonalizacio´n. El vector q calculado en cada iteracio´n es almacenado sin reor-
togonalizar contra los vectores de Lanczos previos, Qk. El me´todo precisa meca-
nismos que le permitan distinguir los autovalores genuinos y descartar los falsos
replicados.
Reortogonalizacio´n perio´dica. En este caso, si falla determinado test de ortogonali-
dad, en el que se hace una estimacio´n de ‖Q∗kQk− I‖, q se ortogonaliza contra todos
los vectores de Lanczos calculados.
Reortogonalizacio´n parcial. Cuando falla el test de ortogonalidad, q se ortogonaliza
contra un subconjunto de vectores de Lanczos.
Reortogonalizacio´n selectiva. Utiliza para la reortogonalizacio´n vectores de Ritz.
Reortogonalizacio´n completa. El nuevo vector generado, q, se ortogonaliza contra to-
dos los vectores de Lanczos calculados hasta el momento.
En la ortogonalizacio´n de cada vector contra los previos, los me´todos de Arnoldi y
Lanczos utilizan el proceso de Gram-Schmidt. Existen dos versiones de dicho proce-
so: la primera se denomina Gram-Schmidt cla´sico y se ha incluido en el algoritmo 5
(algoritmo de Lanczos). La segunda se conoce como Gram-Schmidt modificado y
puede verse en el algoritmo 4 (iteracio´n de Arnoldi). Aunque matema´ticamente las
dos versiones son equivalentes (realizan las mismas operaciones globales), nume´ri-
camente, el me´todo de Gram-Schmidt modificado es ma´s estable que el cla´sico. No
obstante, hay trabajos [9] que muestran que cuando la versio´n cla´sica del me´todo
es utilizada dos veces, se consiguen mejores resultados tanto en estabilidad como en
eficiencia. La mayor eficiencia de la versio´n cla´sica frente a la modificada se debe a
que la primera puede llevarse a cabo utilizando operaciones matriciales en lugar de
vectoriales.
Por lo general, las te´cnicas de reortogonalizacio´n descritas pueden hacen que la matriz
del problema proyectado, Tk, pierda, en parte, su simetr´ıa y derive en una ma´triz Hessen-
berg superior. Sin embargo, con la te´cnica de reortogonalizacio´n completa, los elementos
por encima de las tres diagonales principales son suficientemente pequen˜os y pueden ser
descartados.
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La variante de Lanczos utilizada en nuestro me´todo (ver algoritmo 5), incluye reor-
togonalizacio´n completa. Esta variante reduce considerablemente las diferencias entre los
me´todos de Arnoldi y Lanczos, ya que en ambos me´todos todos los vectores generados en
la iteracio´n necesitan ser almacenados y son utilizados para la ortogonalizacio´n, que por
otro lado, se repite en los dos me´todos. Sin embargo, el hecho de que la matriz del pro-
blema proyectado se mantenga sime´trica, en el caso de la iteracio´n de Lanczos simplifica
la utilizacio´n de las distintas te´cnicas de reinicio.
Algoritmo 5 Iteracio´n de Lanczos con ortogonalizacio´n completa
Entrada: matriz A ∈ Fn×n, vector de inicio v ∈ Fn, dimensio´n m
Salida: matrices Q,T ∈ Rn×n con Q∗AQ = T , Q∗Q = Im y T tridiagonal sime´tri-
ca definida por las diagonales {αi}mi=1 y {βi}m−1i=1 , βm y qm+1 verificando la relacio´n
AQm = QmTm + βmqm+1e
T
m
1: q1 =
v
‖v‖2
2: para k = 1, 2, . . . ,m hacer
3: uk = Aqk
4: αk = q
∗
kuk
5: uk = uk −QkQ∗kuk /*ortogonalizacio´n*/
6: repetir ortogonalizacio´n
7: βk = ‖uk‖
8: si βk = 0 entonces
9: parar
10: fin si
11: qk+1 =
uk
βk
12: fin para
1.3.2. Te´cnicas de reinicio
Cuando se resuelven problemas de gran taman˜o, se tiene intere´s en el ca´lculo de una
reducida parte del espectro que se corresponde con los autovalores de una determinada
parte escogida del plano complejo. Tanto el me´todo de Lanczos como el de Arnoldi son
adecuados para estos problemas, aunque no es posible conocer de antemano el nu´mero de
iteraciones que sera´n necesarias hasta encontrar los valores buscados. Pretender continuar
con la iteracio´n de Lanczos hasta tener todos los valores deseados puede suponer varios
problemas. En primer lugar, si la matriz, A, es grande, el almacenamiento de los vectores
de la base del espacio de Krylov que se van generando, puede ser inviable. En segundo
lugar, cada nuevo vector generado debe ser ortogonalizado contra un mayor nu´mero de
vectores, por lo que se incrementa el tiempo necesario para ampliar la base del espacio de
Krylov a medida que e´sta crece. En tercer lugar, el taman˜o del problema proyectado y por
tanto el tiempo necesario para resolverlo aumenta con el nu´mero de iteraciones. Ma´s au´n,
aunque pudiera resolverse un problema proyectado de superior taman˜o, no habr´ıa garant´ıa
de que los valores que se obtengan sean los buscados. Estas consideraciones hacen que sea
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conveniente, una vez que la base calculada ha alcanzado un determinado taman˜o, reiniciar
el proceso con un nuevo vector de inicio rico en las direcciones de intere´s que pueda
producir de una forma ma´s ra´pida, mejores aproximaciones. Para determinar el nuevo
vector de inicio se utiliza la informacio´n proporcionada por las aproximaciones obtenidas
tras una ejecucio´n de Lanczos (o Arnoldi) de un determinado nu´mero de pasos. Cada
vez que se reinicia el proceso, se evita la reaparicio´n de vectores de Ritz previamente
convergidos, utilizando deflacio´n (ver §1.2.1).
Existen diversas te´cnicas de reinicio, aplicables al me´todo de Lanczos y al de Arnoldi.
E´stas se describen a continuacio´n, centra´ndonos en su aplicacio´n al me´todo de Lanczos.
Tras una ejecucio´n de k pasos del me´todo de Lanczos, se dispone de un conjunto de
valores de Ritz que separamos en dos subconjuntos, Λ˜ y Λ† formados respectivamente, por
valores de Ritz que sera´n o no aceptados.
Reinicio expl´ıcito
Este esquema, busca la formacio´n de un vector de inicio que contenga direcciones
favorables para la convergencia de los valores de intere´s. Para ello, utiliza un polinomio,
p, de modo que p(λ˜)  1 si λ˜ ∈ Λ†, y p(λ˜)  1 si λ˜ ∈ Λ˜, y toma como vector de
inicio p(A)qk+1, siendo qk+1 el u´ltimo vector de Lanczos calculado. Al aplicar la matriz
p(A) sobre qk+1, se genera un vector de inicio con el que las direcciones de intere´s se
vera´n potenciadas mientras que se reduce la posibilidad de que aparezcan las no deseadas.
Aunque la formacio´n de la matriz p(A) no es necesaria para el ca´lculo del nuevo vector de
inicio, el ca´lculo de p(A)qk+1 por medio de sucesivas operaciones de multiplicacio´n matriz
vector, con una matriz generalmente de gran taman˜o, tiene un sobrecoste importante,
por ello, se recurre a te´cnicas de reinicio impl´ıcito que consiguen los efectos buscados sin
incurrir en dicho sobrecoste.
Reinicio impl´ıcito
Con esta te´cnica desarrollada por [6], se consigue reiniciar el proceso desde p(A)qk+1,
como el caso del reinicio expl´ıcito, pero sin efectuar operaciones de multiplicacio´n matriz-
vector que involucren a la matriz de gran dimensio´n del problema original.
Tras efectuar m pasos de la iteracio´n de Lanczos (o Arnoldi), se han generado la matriz
Tm y los vectores, Vm+1, de la base del espacio de Krylov, Km(v), verificando la relacio´n,
AVm = VmTm + fme
∗
m. (1.17)
Seleccionando un conjunto de desplazamientos, {µi}ti=1, por ejemplo, como los descritos
en el caso del reinicio expl´ıcito (denominados desplazamientos exactos), la relacio´n (1.17)
puede ser modificada de forma que se corresponda con la asociada al espacio de Krylov
K(p(A)v). Esta transicio´n se lleva a cabo efectuando t pasos del iterativo QR sobre la
matriz del problema proyectado (ver algoritmo 6, pasos 1-4). Al truncar la igualdad que
aparece en la l´ınea 8 del algoritmo 6, obtenemos una nueva relacio´n de Lanczos. Esto es
debido al hecho de que el vector e∗mQ¯m tiene distinto de cero u´nicamente los (t+1) u´ltimos
valores, por lo que (fme
∗
mQ¯m)(1 : m− t) tiene la forma esperada, fˆm−te∗m−t.
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Mediante la te´cnica de reinicio descrita, se consigue comprimir la informacio´n de intere´s
contenida en el espacio de Krylov generado tras m pasos de la iteracio´n de Lanczos.
La nueva relacio´n de Lanczos obtenida tras el proceso de reinicio impl´ıcito puede ser
nuevamente extendida hasta un taman˜o m, utilizando el proceso de Lanczos. De esta forma
se obtienen espacios de Krylov que gradualmente acumulan mejores aproximaciones a las
direcciones de intere´s, manteniendo un taman˜o constante.
Algoritmo 6 Reinicio impl´ıcito
Entrada: relacio´n de Lanczos AVm = VmTm + fme
∗
m asociada a un vector de inicio v,
desplazamientos {µi}ti=1
Salida: relacio´n de Lanczos AVˆm−t = Vˆm−tTˆm−t + fˆm−te∗m−t asociada al vector de inicio
p(A)v, siendo p(A) = (A− µ1I) · · · (A− µtI)
1: para i = 1, . . . , t hacer
2: QiRi = Tm − µiI /*descomposicio´n QR*/
3: Tm = Q
∗
iTmQi
4: fin para
5: Q¯m = Q1 · · ·Qt
6: Vˆm = VmQ¯m
7: Tˆm = Q¯
∗
mT¯mQ¯m
8: eliminar t u´ltimas columnas de la igualdad AVˆm = VˆmTˆm + fme
∗
mQ¯m
Thick-restart
La estrategia de reinicio de Thick-restart descrita en [22], trabaja, al igual que la de
reinicio impl´ıcito, con espacios de Krylov, pero no con bases de Krylov (vectores de Lan-
czos). Parte de la idea de que los espacios de Krylov pueden ser tambie´n generados por
otras bases distintas de las de Krylov. En concreto, esta te´cnica utiliza bases de vectores
de Ritz para llevar a cabo el reinicio. Generaliza el concepto de relacio´n de Arnoldi (o
Lanczos), dando lugar a la relacio´n de Krylov, que se utiliza para caracterizar espacios de
Krylov. El siguiente teorema, que enunciamos sin demostracio´n, proporciona una carac-
terizacio´n de los espacios de Krylov. Una demostracio´n del mismo puede encontrarse en
[19].
Teorema 12. Un subespacio V = span{v1, . . . , vm, vm+1} es un subespacio de Krylov
(V = Km(A, q) para algu´n q) si y so´lo si existen Bm ∈ Cm×m, b ∈ Cm de forma que
AVm = VmBm + vm+1b
∗, con V = [v1, · · · , vm], (1.18)
Definicio´n 8. Una descomposicio´n del tipo
AVm = VmBm + vm+1b
∗
m (1.19)
se llama descomposicio´n de Krylov.
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A partir del Teorema 12 se puede deducir que un subespacio que este´ generado por
algunos de los vectores de Ritz obtenidos a partir de una relacio´n de Lanczos (1.14) , es
un espacio de Krylov. Para comprobarlo, consideremos un par de Ritz, (λ˜, v˜) obtenido a
partir de la relacio´n (1.14) de orden m. El vector v˜ se puede expresar en la forma v˜ = Qky,
siendo y un vector propio de Tm asociado al valor de Ritz λ˜. El residuo asociado al par de
Ritz verifica,
r := Av˜ − v˜λ˜ = βmqm+1e∗my = qm+1γ, siendo γ = βme∗my.
Es decir, Av˜ − v˜λ˜ ∈ K := span{qm+1}. Considerando ahora un conjunto {(λ˜i, v˜i)}ti=1 de
pares de Ritz, obtenidos a partir de la relacio´n (1.14) de orden m, definiendo el vector b de
forma que en la componente i-e´sima toma el valor γi = βme
∗
myi, siendo yi ∈ Cm el vector
propio tal que v˜i = Qmyi, se tiene
AVt − VtΛt = qm+1b∗t (1.20)
para Vt = [v1 · · · vt], Yt = [y1 · · · yt] y Λt = diag(λ˜i), y por tanto
AVt = VtΛt + qm+1b
∗
t . (1.21)
Utilizando el Teorema 12 se concluye que los vectores de Ritz, {v˜i}ti=1,junto con el u´ltimo
vector de la iteracio´n de Lanczos, qm+1, generan un subespacio de Krylov.
La estrategia de reinicio descrita en esta seccio´n consigue reiniciar el proceso de Lanczos
a partir de los vectores de Ritz, sin formar los vectores de Lanczos que generan el subespacio
de Krylov correspondiente. Es decir, continu´a con la iteracio´n de Lanczos a partir de la
relacio´n 1.20, y no a partir de una relacio´n de Lanczos.
Dado que la variante de Lanczos que utiliza nuestro me´todo incorpora la estrategia de
reinicio que aqu´ı se describe, y con el fin de facilitar la comprensio´n de determinados as-
pectos tratados en la seccio´n 3.3, relativa a la implementacio´n, a continuacio´n se especifica
el modo en que dicho reinicio es llevado a cabo. Como ya se ha indicado con anterioridad,
se pretende continuar la iteracio´n de Lanczos partiendo de la relacio´n (1.20). Para ver
la forma que adquiere la matriz que define dicha iteracio´n, revisamos en primer lugar el
modo en que se genera la matriz tridiagonal sime´trica cuando se parte de una relacio´n de
Lanczos (1.17). Para extender la base asociada a dicha relacio´n se crea el vector Aqm+1
que se ortogonaliza contra los vectores de la base, dando lugar a los coeficientes de la
columna (m+ 1) de la matriz del problema proyectado,
qm+2βm+1 = Aqm+1 −QmQ∗mAqm+1 − qm+1q∗m+1Aqm+1
= Aqm+1 −Qm(AQm)∗qm+1 − qm+1αm+1
= Aqm+1 −Qm(QmTm + qm+1βme∗m)∗qm+1 − qm+1αm+1
= Aqm+1 −QmTmQ∗mqm+1 −Qmemβmq∗m+1qm+1 − qm+1αm+1
= Aqm+1 − qmβm − qm+1αm+1.
(1.22)
Despejando Aqm+1 se obtiene la recurrencia de tres te´rminos esperada.
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Procedemos ahora de forma ana´loga, para extender la base asociada a la relacio´n (1.20),
vt+2βt+1 = Aqm+1 − VtV ∗t Aqm+1 − qm+1q∗m+1Aqm+1
= Aqm+1 − Vt(AVt)∗qm+1 − qm+1αt+1
= Aqm+1 − Vt(VtΛt + qm+1b∗t )∗qm+1 − qm+1αt+1
= Aqm+1 − VtΛtV ∗t qm+1 − Vtbtq∗m+1qm+1 − qm+1αt+1
= Aqm+1 −
t∑
i=1
vtγi − qm+1αm+1.
(1.23)
Se ha utilizado el hecho de que V ∗t qm+1 = YtQ∗mqm+1 = 0. En el desarrollo de la ecua-
cio´n (1.23) se ha mantenido la notacio´n qm+1 para marcar la diferencia entre el u´ltimo
vector generado en la iteracio´n de Lanczos anterior y los vectores de Ritz que intervie-
nen en el reinicio. Este vector se corresponder´ıa con el vector vt+1 en la nueva base del
subespacio de Krylov, R(Vm) (subespacio generado por los vectores columna de Vm). A
partir de ahora, el proceso continu´a tal como se describe en la ecuacio´n (1.22), generando
la recurrencia de tres te´rminos.
La matriz que se genera tras el reinicio (matriz Bm en el algoritmo 7) tiene forma
tridiagonal flecha sime´trica,
Bm =

λ˜1 γ1
. . .
...
λ˜t γt
γ1 · · · γt αt+1 . . .
. . .
. . . βm−1
βm−1 αm

. (1.24)
En el algoritmo 7 se detalla el proceso a seguir para reiniciar la iteracio´n de Lanczos a partir
de un conjunto de vectores de Ritz. Si t = 0, este algoritmo coincide con el algoritmo 5.
Al aplicar el procedimiento de Rayleigh-Ritz tras una iteracio´n de Lanczos (de orden
m), sin necesidad de formar los vectores de Ritz, se dispone, por un lado, de los valores de
Ritz (valores propios del problema proyectado), y por otro, de la estimacio´n del residuo
correspondiente a cada par de Ritz: ‖ri‖ = βm|eTmyi|, siendo yi el correspondiente autovec-
tor del problema proyectado. Esos datos son suficientes para ordenar y evaluar que´ pares
han convergido, y cua´les de los no convergidos son los ma´s adecuados para el siguiente
reinicio. Los vectores de Ritz (que pueden no haber sido formados) quedan as´ı divididos en
tres grupos: [Yc Yr Yd], que se corresponden con las categor´ıas de convergidos, aceptados
para reinicio y descartados, respectivamente. En este momento, la iteracio´n de Lanczos
puede reiniciarse descartando parte de los vectores obtenidos en la iteracio´n anterior (Yd)
y manteniendo los ma´s adecuados produciendo la matriz en forma de flecha (1.24), B.
Los pares de Ritz convergidos se corresponden con valores γi ≈ 0, por lo que la matriz se
descompone como
B =
(
C 0
0 B˜
)
(1.25)
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Algoritmo 7 Thick-Restart
Entrada: relacio´n de Krylov AVt = VtBt + qm+1b
∗
t con b = [γ1, · · · , γt], ‖qm+1‖ = 1,
dimensio´n m.
Salida: relacio´n de Krylov AVm = VmBm + vm+1βme
∗
m extensio´n de la inicial.
1: vt+1 = qm+1
2: ut+1 = Avt+1
3: αt+1 = v
∗
t+1ut+1
4: ut+1 = ut+1 − αt+1vt+1 −
∑t
i=1 γivi
5: βt+1 = ‖ut+1‖
6: para k = t+ 1, 2, . . . ,m hacer
7: vk+1 =
uk
βk
8: uk = Avk
9: αk = v
∗
kuk
10: uk = uk − VkV ∗k uk /*ortogonalizacio´n*/
11: repetir ortogonalizacio´n
12: βk = ‖uk‖
13: si βk = 0 entonces
14: parar
15: fin si
16: fin para
La matriz C, que se corresponde con los pares convergidos, ya esta´ en forma diagonal,
por lo que es suficiente continuar el ca´lculo de los nuevos pares de Ritz con la matriz B˜.
De este modo, cuando se dispone de pares convergidos, e´stos no se incluyen en el conjunto
de vectores para reinicio, sino que quedan bloqueados, de forma que no son ya modificados.
Estos vectores s´ı continu´an interviniendo en el proceso de Lanczos cuando al extender la
base, el nuevo vector es ortogonalizado contra los anteriores. Al utilizar estos vectores en
la ortogonalizacio´n, se esta´ llevando a cabo la deflacio´n de los mismos (ver seccio´n §1.2.1).
Dadas las caracter´ısticas del problema que se pretende resolver en este trabajo, el
me´todo de Lanczos con Thick-Restart es el que se ha considerado ma´s adecuado para la
resolucio´n de los problemas locales que van asociados a la te´cnica de diseccio´n del espectro
que utilizamos. En el algoritmo 8 se detalla, de forma concisa, el proceso que se sigue
en dicho me´todo. A continuacio´n se dan detalles de cada uno de los pasos del algoritmo,
indicando el nu´mero de la l´ınea a la que hacen referencia:
1: Se obtiene una relacio´n de Lanczos AQm = QmTm + βmqm+1e
T
m, utilizando la
iteracio´n descrita en el algoritmo 5.
3: Los valores de Ritz {λ˜i}mi=1 son los valores propios de la matriz proyectada Bm (o
Tm). La estimacio´n del residuo se obtiene a partir de la expresio´n ‖ri‖ = βk|eTk yi|,
donde yi representan los vectores propios del problema proyectado.
4: La ordenacio´n, en el caso del problema sime´trico, es muy sencilla. Una vez se
ha reducido la matriz Bm a su forma diagonal, se ordenan los valores propios de la
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diagonal segu´n el criterio de intere´s (normalmente por orden decreciente segu´n el
mo´dulo). Los vectores propios {yi}, deben ser ordenados segu´n la misma ordenacio´n
que los valores de Ritz. Los vectores de Ritz quedara´n ordenados convenientemente
cuando se formen, multiplicando Qm por los vectores del problema proyectado (ya
ordenados). Para comprobar la calidad de las aproximaciones obtenidas se utiliza la
estimacio´n del residuo calculada en el paso previo. En la ordenacio´n final suponemos
que los pares convergidos quedan a la izquierda del resto.
5: Se descartan los vectores del conjunto Yd.
6: Se forman, con la relacio´n v˜i = Qmyi, u´nicamente los vectores que sera´n poste-
riormente utilizados.
8: Segu´n se describe en el algoritmo 7
Algoritmo 8 Procedimiento Thick-Restart Lanczos
Entrada: matriz A hermitiana, m taman˜o problema proyectado, v vector inicio
1: calcular descomposicio´n de Krylov inicial de orden m
2: repetir
3: obtener valores de Ritz y estimaciones de los residuos asociados a los pares de Ritz
4: comprobar convergencia y ordenar
5: truncar la descomposicio´n de Krylov
6: formar vectores de Ritz no descartados
7: bloquear pares convergidos
8: extender a una nueva descomposicio´n de Krylov de orden m
9: hasta nu´mero suficiente de convergidos o nu´mero de iteraciones ma´ximas alcanzado
Cuando se utiliza el algoritmo de Lanczos descrito, para la resolucio´n del problema
generalizado sime´trico, es necesario tener presentes algunas consideraciones que se tratan
en la seccio´n siguiente.
1.3.3. Problema generalizado sime´trico definido. B-Lanczos
Cuando se quiere resolver el problema generalizado sime´trico definido de valores pro-
pios, utilizando la transformacio´n espectral de desplazamiento e inversio´n (1.6), la matriz
del problema transformado S = (A− σB)−1B deja, por lo general, de ser hermitiana. Sin
embargo, tal como se vio en la demostracio´n del Teorema 10, esta matriz s´ı es sime´trica
considerando el producto escalar asociado a B (en caso de ser B definida positiva).
En este caso, si se sustituye el producto escalar esta´ndar 〈x, y〉 = y∗x, por el producto
escalar definido por B, 〈x, y〉B = y∗Bx, el me´todo de Lanczos puede ser aplicado a S,
obteniendo la relacio´n de Lanczos (1.14) y la matriz tridiagonal sime´trica t´ıpica de esta
relacio´n. Hay que tener en cuenta que las condiciones de ortogonalidad que se cumplen
entre los vectores de Lanczos, son respecto al nuevo producto escalar introducido. Esta
variante del me´todo de Lanczos se conoce como B-Lanczos.
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Al aplicar B-Lanczos sobre S se obtiene la relacio´n:
SQm = QmTm + fme
∗
m, Q
∗
mBQm = Im, Q
∗
mBfm = 0. (1.26)
A partir de esta relacio´n se obtienen los pares de Ritz de la forma habitual. Con B-
Lanczos se puede utilizar sin cambios aparentes la te´cnica de reinicio thick-restart descrita
(ver seccio´n §1.3.2).
B singular.
En caso de ser B singular, dado que (A,B) es un par definido, sabemos que existe una
combinacio´n lineal de ambas matrices, H, que es definida positiva, por lo que el proceso
de Lanczos podr´ıa llevarse a cabo utilizando el producto escalar definido por H. Este
planteamiento falla si no es posible conocer tal combinacio´n lineal.
Au´n siendo B semidefinida, podemos utilizar el me´todo B-Lanczos teniendo en cuenta
las siguientes consideraciones: Al trabajar con la seminorma definida por B, las compo-
nentes en el espacio nulo de B pasan desapercibidas. Como consecuencia, al utilizar el
B-producto, la iteracio´n de Lanczos no se ve afectada, pero los vectores de Ritz obtenidos
tienen acumuladas componentes en el espacio nulo de B que no han podido ser eliminadas
durante el proceso. Por tanto, al utilizar B-Lanczos con B singular es necesario realizar
algu´n tipo de postproceso que purifique los vectores contaminados.
Si consideramos un vector propio v˜ calculado con el me´todo B-Lanczos, con B singular,
dicho vector estara´ contaminado con componentes en el espacio nulo de B, es decir v˜ =
v + c, siendo v el vector propio genuino y c ∈ N (B). Dado que la matriz (A − σB)
es invertible, las matrices B y S tienen el mismo espacio nulo (N (B) = N (S)). Como
consecuencia, cuando multiplicamos el vector v˜ por S, las componentes en el espacio nulo
de B se anulan, mientras que las componentes en la direccio´n de un vector propio de S
mantienen dicha direccio´n sin cambios:
Sv˜ = Sv + Sc = θv + 0,
donde θ es el autovalor de S asociado a v. Una vez se han eliminado las componentes no
deseadas, el vector puede ser normalizado.
Esta purificacio´n expl´ıcita, requiere la multiplicacio´n de cada vector calculado por la
matriz S, lo que implica la resolucio´n de los correspondientes sistemas de ecuaciones trian-
gulares. Cuando se ha calculado una cantidad considerable de vectores (como ocurre, por
ejemplo, cuando se esta´n buscando todos los autovalores en un intervalo), y especialmen-
te cuando se trabaja en paralelo con memoria distribuida, esta operacio´n de purificacio´n
puede suponer un porcentaje considerable del tiempo total de ejecucio´n.
En [17] se describe el modo de hacer esta purificacio´n de forma impl´ıcita, evitando
as´ı el sobrecoste que conlleva la purificacio´n expl´ıcita.
Considerando la relacio´n (1.26), dado un vector propio de Tm, y, asociado al valor de
ritz θ˜, sea v˜ = Qmy el vector de Ritz asociado. Entonces se tiene
Sv˜ = SQmy = QmTmy + fme
∗
my = Qmyθ˜ + fme
∗
my = v˜θ˜ + fme
∗
my (1.27)
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y normalizando
1
θ˜
Sv˜ = v˜ +
1
θ˜
fme
∗
my (1.28)
La ecuacio´n (1.28) proporciona un modo de efectuar el producto Sv˜ de forma impl´ıci-
ta, an˜adiendo a cada vector de Ritz obtenido una porcio´n del u´ltimo vector de Lanczos
calculado. Esta operacio´n se lleva a cabo antes de cada reinicio, con los vectores que se
consideran convergidos y van a ser bloqueados.
1.4. Rational Krylov
Al utilizar el me´todo thick-restart Lanczos junto con la transformacio´n espectral de
desplazamiento e inversio´n con un desplazamiento σ1, es posible, utilizando un esquema
similar al descrito en (1.3.2), reiniciar el proceso de Lanczos de modo que e´ste pueda ser
visto como si hubiese sido iniciado utilizando otro desplazamiento, σ2.
Tal como se muestra en [15], es posible transformar la base del subespacio de Krylov
obtenida durante el co´mputo desde un desplazamiento σ1, en otra que genera el mismo
subespacio y que puede ser vista como obtenida utilizando otro desplazamiento σ2. Vere-
mos co´mo, partiendo de una relacio´n de Krylov obtenida en el transcurso del algoritmo 7
aplicado a S1 = (A− σ1B)−1B,
S1V˜m = V˜m+1
[
Θ˜m
b˜∗m
]
, (1.29)
donde V˜m+1 =
[
V˜m vm+1
]
, es posible derivar otra equivalente para S2 = (A− σ2B)−1B,
asociada al mismo subespacio R(V˜m) (espacio generado por los vectores columna de V˜m).
En efecto, de la ecuacio´n (1.29) se sigue
BV˜m = (A− σ1B)V˜m+1
[
Θ˜m
b˜∗m
]
. (1.30)
Restando el te´rmino σ2BV˜m+1
[
Θ˜m
b˜∗m
]
en ambos lados de la igualdad (1.30) y reordenando
obtenemos
BV˜m+1Lm = (A− σ2B)V˜m+1
[
Θ˜m
b˜∗m
]
, (1.31)
con
Lm =
[
Im
0
]
+ (σ1 − σ2)
[
Θ˜m
b˜∗m
]
. (1.32)
As´ı, la relacio´n de Krylov buscada,
S2Wm =
[
Wm wm+1
] [Gm
t∗m
]
, (1.33)
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puede obtenerse, utilizando la factorizacio´n QR de Lm, Lm = Qm+1
[
Rm
0
]
, para actualizar
la base Wm+1 = V˜m+1Qm+1 del subespacio de Krylov y la matriz proyectada,[
Gm
t∗m
]
= Q∗m+1
[
Θ˜m
b˜∗m
]
R−1m =
1
σ1 − σ2
(
I −Q∗m+1
[
R−1m
0
])
. (1.34)
No´tese que la matriz resultante Gm no tiene ninguna estructura particular de no ceros.
Con este procedimiento es posible reiniciar el algoritmo 7 desde un nuevo shift, sin
descartar la informacio´n del espacio de Krylov obtenida en una ejecucio´n anterior con otro
shift. Se hace notar que todos los ca´lculos necesarios para realizar el cambio de base se
hacen sin necesidad de operar con las matrices A y B.
Cap´ıtulo 2
Disen˜o del me´todo
En este cap´ıtulo, se tratan aspectos relativos al disen˜o del me´todo presentado en este
trabajo y se hace una descripcio´n detallada del mismo. Comenzamos especificando el
problema que se pretende resolver.
Entrada:
1. Matrices cuadradas A y B, verificando
Complejas hermitianas o reales sime´tricas,
N (A) ∩N (B) = {0} (par regular),
B semidefinida positiva,
existe alguna combinacio´n de A y B que es definida positiva.
2. Valores α, β ∈ R ∪ {±∞}, con α o β finito, que definen el intervalo de intere´s.
Salida:
1. Conjunto de autovalores del par (A,B) contenidos en [α, β],
Λ = {λ ∈ [α, β] : ∃x ∈ Rn con Ax = λBx}.
2. Un conjunto de autovectores, {xi}si=1 ⊂ Rn asociados a los autovalores Λ, de forma
que XTBX = Is, siendo X una matriz que tiene por columnas los vectores xi.
2.1. Ana´lisis del problema: Trabajos previos
Como parte inicial de nuestro estudio se revisan trabajos en los que se tratan problemas
similares al nuestro. Este estudio inicial permite extraer las ideas principales de co´mo
abordar el problema y pone de manifiesto algunas de las dificultades del mismo. Los
36
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trabajos considerados son [7], [8], [23] y [16], a los que nos referiremos, partir de ahora,
con las siglas ER, GLS, SIPS, y EA16, respectivamente.
Nos vamos a centrar en los tres primeros trabajos indicados, ya que abordan el pro-
blema utilizando, al igual que nosotros, la estrategia de diseccio´n del espectro. Todos
ellos hacen uso de alguna de las variantes del algoritmo de Lanczos (ver §1.3), junto con
la transformacio´n espectral de traslacio´n e inversio´n (ver §1.1.3), para obtener grupos de
autovalores, en torno a shifts escogidos, con los que completar el intervalo requerido. Tam-
bie´n coinciden en la utilizacio´n de la informacio´n proporcionada por la inercia para validar
subintervalos. Esta informacio´n se obtiene de la matriz diagonal D de la factorizacio´n
(A− σB) = LDLT . (2.1)
En todos los trabajos estudiados surge la cuestio´n de cua´ntos shifts y cua´ntos valores
propios en torno a e´stos deben ser calculados. Dado que la convergencia se hace ma´s lenta
a medida que los autovalores obtenidos esta´n ma´s retirados del shift, interesa, por un lado,
reducir el nu´mero de autovalores a calcular desde cada shift, mientras que por otro lado,
interesa minimizar el nu´mero de factorizaciones, es decir, el nu´mero de shifts empleados.
Cada me´todo intenta alcanzar un compromiso entre ambos factores contrapuestos por
medio de distintas heur´ısticas, que sera´n explicadas en la descripcio´n de cada uno de ellos.
En la te´cnica de diseccio´n del espectro, el hecho de que los autovalores se obtienen
por grupos, plantea dos dificultades a tener en cuenta. Por un lado, en determinadas
ocasiones, no es posible decidir si algunos de los valores obtenidos son duplicidades, mul-
tiplicidades o valores muy pro´ximos, de otro autovalor calculado previamente desde otro
punto. Por otro lado, el conjunto de vectores calculados debe cumplir determinadas con-
diciones de ortogonalidad. Cuando se calculan valores bien separados, estas condiciones
se consiguen sin necesidad de realizar ningu´n trabajo extra. Sin embargo, es necesario
establecer procedimientos que aseguren la ortogonalidad cuando autovalores mu´ltiples o
en cluster (agrupaciones de valores propios muy pro´ximos entre s´ı), son calculados desde
distintos shifts. Cada uno de los trabajos revisados utiliza enfoques diferentes para resol-
ver las dificultades descritas. La fiabilidad de las medidas adoptadas para abordar estos
problemas determinara´n en gran medida la robustez del me´todo y la flexibilidad para ser
utilizado en cualquier escenario.
Los trabajos considerados se describen a continuacio´n, ordenados por fecha de publi-
cacio´n:
ER Considera que la matriz B, de la ecuacio´n Ax = λBx que define el problema, es
definida positiva, y utiliza la reformulacio´n a problema esta´ndar (ver (1.5)).
Utiliza una versio´n del me´todo de Lanczos con ortogonalizacio´n selectiva en la que
no incluye ninguna te´cnica de reinicio para, en cada shift σ, resolver el problema (D −
σI)−1y = θy donde D = C−1ACT , con C de la descomposicio´n de Cholesky de B. Los
pares propios del problema original son (λ, x) con λ = σ + 1θ , x = C
−T y. Las matrices D
y (D − σI)−1 no se forman expl´ıcitamente, sino que se utiliza la expresio´n (D − σI)−1 =
CT (A−σB)−1C y la factorizacio´n (2.1), de modo que aplicar la matriz (A−σB)−1 sobre
un vector, se traduce en la resolucio´n de dos sistemas triangulares de ecuaciones.
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Calcula el nu´mero o´ptimo de valores propios, nev, que deben ser computados desde
cada shift, minimizando el tiempo necesario para el ca´lculo de cada autovalor. Ese tiempo
se obtiene estimando tanto el tiempo necesario para ejecutar un nu´mero determinado de
iteraciones del algoritmo de Lanczos, como la cantidad de valores que convergera´n en dicha
ejecucio´n.
Una ejecucio´n de Lanczos se detiene si han convergido nev autovalores o se ha alcanzado
el nu´mero ma´ximo de iteraciones permitidas (necesario para limitar los requerimientos de
memoria del me´todo).
La secuencia de shifts se inicia escogiendo el primero de ellos en el extremo izquierdo
del intervalo, y se continu´a seleccionando el resto hacia la derecha. Cuando se han ob-
tenido todos los autovalores entre dos shifts consecutivos, σi−1 y σi, se calcula un nuevo
desplazamiento desde donde continuar, σi+1 = σi + 2(λp − σi), siendo λp el autovalor
ma´s a la derecha calculado desde σi. Si no se dispone de ningu´n autovalor a la derecha
de σi−1, calcula σi+1 = σi + 1θj siendo θj el mayor autovalor positivo de la matriz del
problema proyectado en Lanczos (T ). Si tampoco se dispone de ningu´n autovalor positivo
de T , entonces se detiene la ejecucio´n. Si tras hacer la factorizacio´n de (A − σi+1B) se
comprueba que quedan entre σi y σi+1 demasiados autovalores para ser calculados desde
σi+1, se escoge otro desplazamiento entre ellos.
En cada ejecucio´n del me´todo de Lanczos, se escoge un vector aleatorio de inicio. Se
evita la convergencia a vectores obtenidos previamente ortogonalizando el vector inicial
contra los calculados en [σi−1, σi]. Los nuevos vectores calculados pasan un test para
determinar si son o no duplicados.
En el caso en que se compruebe (con la inercia) que faltan por calcular autovalores
en [σi−1, σi], se repite una nueva ejecucio´n de Lanczos desde el u´ltimo shift considerado,
ortogonalizando el vector de inicio contra todos los calculados previamente. Podr´ıa ser
necesario repetir este proceso varias veces en presencia de valores mu´ltiples.
En el trabajo de ER se describe la estrategia ba´sica de diseccio´n del espectro que se-
guiremos en nuestro me´todo. Sin embargo, encontramos deficiente el enfoque que presenta
para detectar duplicidades, o para asegurar las condiciones de ortogonalidad que deben
verificar los autovectores. El trabajo que se describe a continuacio´n, trata estos aspectos
con mayor profundidad, y es el que tomaremos como base para nuestro estudio.
GLS En este trabajo se hace una descripcio´n muy detallada del me´todo de Lanczos
que emplea. La variante utilizada, es una versio´n a bloques en la que se hace uso de
varios esquemas de reortogonalizacio´n y que no incorpora ninguna estrategia de reinicio.
El estudio incluye medidas de error para el algoritmo de Lanczos propuesto, as´ı como
un extenso ana´lisis de las estrategias de reortogonalizacio´n que utiliza. Dado que nuestro
me´todo no utilizara´ esa variante del me´todo Lanczos, no entramos en el estudio detallado
de esta parte, y nos centraremos exclusivamente en los aspectos que podr´ıan ser de intere´s
para nuestro estudio.
Para el ca´lculo de cada grupo de autovalores utiliza la transformacio´n espectral (A−
σB)−1Bx = θx, descrita en (1.6). Dado que esta reformulacio´n a problema esta´ndar es la
que nosotros utilizaremos, se hace un breve resumen de las caracter´ısticas de la misma:
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Los autovalores se modifican segu´n la expresio´n θ = 1λ−σ , mientras que los autovectores
no se modifican. Tal como se vio en §1.1.4, la matriz S = (A − σB)−1B es sime´trica
considerando el producto escalar definido por B. Este hecho, permite que para la resolucio´n
del problema transformado, se puedan utilizar me´todos espec´ıficos para matrices sime´tricas
(como Lanczos), con la u´nica salvedad de sustituir el producto escalar ordinario por el B-
producto escalar (ver §1.3.3).
La estrategia general de seleccio´n de shifts es similar a la propuesta en RE. Partiendo
del extremo izquierdo del intervalo, se crea un subintervalo confiable inicial, en el que no
falta ningu´n autovalor por encontrar, y se extiende hasta que el subintervalo confiable
coincide con el intervalo completo.
Una ejecucio´n de Lanczos termina cuando continuar calculando autovalores resulta
ineficiente. En cada iteracio´n se monitoriza la convergencia con el fin de estimar su velo-
cidad y determinar cua´ndo el coste de calcular nuevos valores, que aumenta al hacerlo el
coste por iteracio´n y al disminuir la velocidad de convergencia, es tal que resulta rentable
realizar una nueva factorizacio´n.
En cada nueva ejecucio´n, utiliza como vectores de inicio aproximaciones obtenidas en la
ejecucio´n previa. La finalidad es iniciar la iteracio´n de Lanczos con vectores que contienen
direcciones favorables, aunque tambie´n advierte que no se consigue un efecto claro con
ello.
En la estrategia de seleccio´n de shifts utiliza varios criterios: Cuando se quiere extender
un intervalo confiable [σ1, σi], utiliza el conjunto de valores aproximados (no convergidos
para una determinada tolerancia) obtenidos en la u´ltima ejecucio´n. Si han convergido p
autovalores a la derecha de σi, considera que convergera´ la misma cantidad de valores a la
izquierda del nuevo shift y situ´a e´ste entre dos valores aproximados consecutivos, dejando
a su izquierda p aproximados. Si no dispone de suficientes valores aproximados utiliza un
criterio similar al utilizado en el enfoque de ER, y da un salto duplicando la distancia entre
el ultimo shift y el mayor valor obtenido. Si no han convergido valores a la derecha de σi,
asume que hay un hueco en el espectro y utiliza la ma´xima distancia de salto utilizada
hasta el momento, y la multiplica por diez.
Asume que el algoritmo de Lanczos que utiliza proporciona la multiplicidad completa
de los autovalores si el taman˜o de bloque escogido es superior a la ma´xima multiplicidad
posible, aunque no debe ser mayor de 10 por limitaciones del algoritmo.
Utiliza la deflacio´n como estrategia para tratar las dificultades asociadas a la te´cnica de
diseccio´n del espectro. E´sta consiste en forzar la ortogonalidad de los vectores de Lanczos
contra un grupo seleccionado de vectores. Con ella se busca en primer lugar mantener la
ortogonalidad entre vectores calculados desde distintos shifts, en segundo lugar, facilitar
la deteccio´n de duplicidades y en tercer lugar evitar que algunos valores sean recalculados.
No nos extendemos en este punto ya que en la seccio´n §2.3.2 se tratan estos aspectos en
detalle.
Tras detener la ejecucio´n en σi, pueden faltar valores por encontrar en [σi−1, σi]. Si se
sospecha que dichos valores se corresponden con multiplicidades incompletas (taman˜o de
bloque deficiente), se repite la ejecucio´n desde el mismo shift, haciendo deflacio´n con todos
los vectores obtenidos en la ejecucio´n anterior. En otro caso, situ´a un nuevo shift entre los
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dos u´ltimos para buscar los valores desaparecidos.
Tras estudiar las caracter´ısticas descritas, este trabajo se ha considerado un buen punto
de partida. No obstante, a nuestro entender, plantea algunas deficiencias que se pretenden
subsanar. En primer lugar, proponemos la utilizacio´n de una versio´n de Lanczos con reini-
cio (thick-restart) para evitar las limitaciones que conlleva trabajar con me´todos que no
incorporan te´cnicas de reinicio. En segundo lugar, buscaremos nuevos enfoques que permi-
tan una aplicacio´n ma´s general del me´todo, sin restricciones en cuanto a la multiplicidad
de los autovalores y que no presuponga conocimiento alguno de dichas multiplicidades. Fi-
nalmente, estudiaremos posibles adaptaciones para que sea eficiente en entornos paralelos
de memoria distribuida.
SIPs Se centra en un tipo de problema concreto, por lo que determinadas decisiones
de disen˜o esta´n motivadas por caracter´ısticas espec´ıficas de dicho problema, donde se
pretende aplicar. Presenta un enfoque no apropiado para dar solucio´n gene´rica que pueda
ser utilizado en cualquier otro escenario.
Utiliza una tolerancia para detectar clusters de autovalores y forzar que el ca´lculo de
cada uno de ellos sea desde un u´nico shift. No utiliza deflacio´n por lo que la solucio´n que
da al problema de la duplicidad y ortogonalidad no es la ma´s adecuada. Tiene un enfoque
multishift paralelo interesante para ser utilizado como paralelismo de segundo nivel con el
que se puede obtener muy buena escalabilidad en problemas en los que se busquen gran
cantidad de valores propios.
EA16 En este trabajo se describe el disen˜o de un me´todo implementado en la librer´ıa
comercial HSL 2000, para resolver un problema ma´s general que el que nosotros plan-
teamos. Se basa en una variante del me´todo rational Krylov descrito en [18]. Dado que
plantea un enfoque diferente al que nosotros seguimos, no entramos en detalles del mismo.
S´ı se quiere hacer notar que utiliza actualizaciones de la relacio´n de Krylov similares a las
descritas en la seccio´n §1.4.
2.2. Entorno paralelo
La Computacio´n Paralela, entendida como la utilizacio´n de varios computadores para la
realizacio´n de una determinada tarea comu´n, tiene intere´s siempre que con ella se obtenga
cierta ventaja frente a su ejecucio´n en un u´nico procesador. Las ventajas fundamentales
ser´ıan: reducir el tiempo de co´mputo necesario, o la posibilidad de abordar problemas
de gran taman˜o, los cuales no podr´ıa ser considerados sin la computacio´n paralela. La
computacio´n paralela precisa comunicacio´n entre los procesadores que intervienen, tanto
para intercambiar datos como para coordinar sus acciones. La forma en que se lleva a cabo
esta comunicacio´n determina en gran medida la forma en que se disen˜an los me´todos que
sera´n utilizados.
Dentro de las ma´quinas MIMD (Mu´ltiple Instruccio´n sobre Mu´ltiples Datos), en las que
nos centramos, existen dos tipos principales de arquitecturas para procesamiento paralelo:
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Sistemas de memoria compartida: Formados por un conjunto de procesadores que
acceden a una memoria comu´n utilizando el mismo espacio de direcciones. Tiene la ventaja
de que los procesadores pueden comunicarse leyendo y escribiendo en esta memoria comu´n.
Este acceso concurrente a la memoria debe ser sincronizado (por ejemplo mediante cerro-
jos), lo que puede suponer una importante limitacio´n en el nu´mero de procesadores que
acceden a la memoria. Utilizando el soporte de un software apropiado, como por ejemplo,
OpenMP, o hilos POSIX, estos sistemas son relativamente fa´ciles de programar.
Sistemas de memoria distribuida: En estos sistemas cada procesador tiene su pro-
pia memoria, y la comunicacio´n entre los distintos procesadores se hace mediante paso
de mensajes a trave´s de una red de comunicacio´n. En este tipo de sistemas, conocidos
tambie´n como Sistemas de paso de mensajes, los datos se mantienen distribuidos entre los
distintos procesadores por lo que son apropiados para aplicaciones de gran taman˜o, que re-
quieren mantener gran cantidad de datos en memoria. Los mensajes se utilizan tanto para
sincronizar la computacio´n como para intercambiar datos, y la latencia en el intercambio
de los mismos supone una importante limitacio´n en el tipo de aplicaciones que pueden ser
paralelizadas en estos sistemas. Aunque existen APIs estandarizadas, como por ejemplo,
MPI (Message Passing Interface), que facilitan las operaciones de comunicacio´n y permi-
ten hacer co´digo portable en sistemas de memoria distribuida, en general estos sistemas
son dif´ıciles de programar, debido, en gran parte, a la importancia y dificultad de una
adecuada distribucio´n y gestio´n de los datos.
Aunque, en general, los entornos paralelos son ma´s dif´ıciles de programar, podemos
encontrar librer´ıas espec´ıficas de cada arquitectura, especializadas en determinadas a´reas,
como por ejemplo el a´lgebra lineal, que proporcionan implementaciones eficientes de ope-
raciones ba´sicas. Estas librer´ıas an˜aden una capa de homogeneidad a la posible diversidad
de los sistemas que se utilizan y facilitan el trabajo del programador que puede abstraerse,
al menos en parte, del paralelismo subyacente.
En nuestro caso, pretendemos hacer un disen˜o para sistemas de memoria distribuida
y la implementacio´n se hara´ en el marco de la librer´ıa SLEPc, que es una extensio´n de
la librer´ıa PETSc, de las que se hace una descripcio´n en detalle en el apartado §3.2.2.
La librer´ıa PETSc proporciona herramientas ba´sicas de a´lgebra lineal para utilizar en la
resolucio´n, sobre memoria distribuida, de problemas que utilizan matrices dispersas. El
hecho de utilizar la librer´ıa PETSc tiene varias implicaciones en el disen˜o el me´todo. En
primer lugar, no sera´ necesario entrar en determinados aspectos como el reparto de las ma-
trices entre los distintos procesadores, en segundo lugar, se dispone de u´tiles herramientas
que simplifican las operaciones de comunicacio´n ma´s habituales en este tipo de proble-
mas. Por otro lado, contamos con operaciones matriciales ba´sicas como por ejemplo, la
multiplicacio´n matriz-vector, entre otras. Adema´s, podemos tambie´n asumir que dispone-
mos de me´todos que proporcionan resultados ma´s espec´ıficos de valores propios, incluidos
en la librer´ıa SLEPc. Estos detalles se tratara´n con ma´s profundidad en el apartado de
implementacio´n (ver §3.3). En la descripcio´n del me´todo suponemos que contamos con
determinados elementos proporcionados por el entorno del que se parte y nos centramos
en los aspectos ma´s espec´ıficos de mismo.
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2.3. Descripcio´n del me´todo
Sobre la base de la informacio´n obtenida de los trabajos previos considerados, se di-
sen˜aron unas primeras pruebas de implementacio´n utilizando Matlab, que sirvieron para
poner de manifiesto las dificultades que conlleva utilizar un enfoque de diseccio´n del es-
pectro (descritas en la seccio´n §2.1), y para detectar posibles puntos de´biles en los plan-
teamientos de los trabajos estudiados.
Nuestro enfoque, del cual se han comentando ya algunos aspectos a lo largo de la
memoria, y que se explica detalladamente en esta seccio´n, surge inicialmente como forma
de asegurar el correcto funcionamiento del me´todo en problemas de espectro complicado,
con autovalores de elevada multiplicidad o formando grandes clusters. En un primer pa-
so se plantearon soluciones relativamente simples, que resultaron no ser adecuadas para
abordar casos de cierta complejidad. Sin embargo, y dado que el me´todo deb´ıa ser lo ma´s
gene´rico posible, en una segunda fase, se buscaron ejemplos de problemas desfavorables
y se replanteo´ el enfoque para dar solucio´n a los mismos. Una vez que el me´todo dispu-
so de los elementos necesarios para resolver problemas gene´ricos sin necesidad de asumir
restricciones sobre los mismos, se tuvieron en cuenta otros aspectos como la mejora de la
eficiencia del me´todo en el entorno paralelo para el que se disen˜a.
La descripcio´n del me´todo se divide en varios apartados. En primer lugar mostramos
el planteamiento ba´sico del que se parte. En segundo lugar se describe la estrategia de
seleccio´n de shifts. A continuacio´n introducimos el uso de la deflacio´n como herramienta
para conseguir robustez y se plantean diversas opciones para la utilizacio´n de la misma,
que debera´n ser evaluadas para comprobar cua´l de ellas presenta mejores prestaciones.
Por u´ltimo, estudiamos la posibilidad de reutilizar informacio´n de la iteracio´n de Lanczos
de una ejecucio´n a otra.
La estrategia ba´sica de la que partimos consiste en utilizar el algoritmo de Lanczos con
reinicio descrito en §1.3.2, para resolver el problema transformado (A − σB)−1Bx = θx
(ver (1.6) en seccio´n §1.1.4), obtener los autovalores extremos de la matriz S = (A −
σB)−1B, y, a partir de e´stos, los autovalores del par (A,B) pro´ximos a σ. Los valores
buscados en el interior de un intervalo dado, [α, β], se consiguen escogiendo una secuencia
adecuada de desplazamientos con los que hacer un barrido de dicho intervalo. En cada shift
σi, se calcula una cantidad fija de autovalores (nev), permitiendo para ello una cantidad
limitada de reinicios del me´todo de Lanczos (maxit).
2.3.1. Seleccio´n de desplazamientos
El ca´lculo de autovalores se inicia siempre en uno de los extremos del intervalo. Ge-
neralmente, el primer desplazamiento, σ1, coincide con el extremo izquierdo del intervalo,
y el proceso de seleccio´n de nuevos desplazamientos continu´a hacia la derecha. En caso
de tratarse de un intervalo no acotado inferiormente, se inicia en el extremo derecho y
el avance es hacia la izquierda. Para situar cada nuevo desplazamiento, σi+1 (supuestos
obtenidos todos los valores entre el extremo inicial y σi), se hace uso de informacio´n del
espectro obtenida hasta el momento. Se considera la separacio´n media de los autovalores
CAPI´TULO 2. DISEN˜O DEL ME´TODO 43
contenidos entre los dos u´ltimos shifts,
δ =
|σi − σi−1|
ni
,
siendo ni la cantidad de autovalores entre σi−1 y σi (diferencia de las inercias), y se calcula
el nuevo desplazamiento como
σi+1 = λ˜+ ξ
nev
2
δ, (2.2)
donde λ˜ es el autovalor calculado ma´s alejado de σ1, nev es la cantidad de autovalores que
se pretende calcular desde σi, y el valor ξ es 1 o −1 dependiendo del extremo inicial, e
indica la direccio´n en la que se avanza. Para simplificar la descripcio´n, a partir de ahora,
asumimos que ξ = 1, es decir que el proceso se ha iniciado en el extremo izquierdo del
intervalo.
Tras la realizacio´n de pruebas con el fin de valorar los criterios propuestos en los
trabajos estudiados, la expresio´n para el ca´lculo del nuevo shift (2.2) se ha determinado
en base a las siguientes consideraciones:
Uno de los criterios utilizados en GLS se basa en la utilizacio´n de valores apro-
ximados obtenidos al ejecutar desde el u´ltimo shift σi. Al utilizar un me´todo con
reinicio, en la mayor´ıa de los casos no hay suficientes valores aproximados. Adema´s,
en presencia de multiplicidades elevadas los valores aproximados obtenidos pueden
no ser representativos de los valores propios que realmente hay, por lo que basar la
localizacio´n de σi+1 en este criterio, puede hacer que queden demasiados autovalores
por calcular entre σi y σi+1.
Utilizando tanto el criterio de los valores aproximados como el de duplicar la distancia
al u´ltimo autovalor calculado, en caso de que hayan convergido pocos valores a la
derecha de σi, el nuevo shift, σi+1, quedara´ demasiado cerca del u´ltimo, con lo que
aumenta la probabilidad de recalcular valores ya obtenidos con anterioridad. Esto nos
da la idea de que el nuevo desplazamiento debe escogerse suficientemente alejado de
σi para facilitar la obtencio´n de valores nuevos, y adema´s de modo que el subintervalo
[σi, σi+1] pueda ser completado.
Utilizar la separacio´n media entre los autovalores calculados a la derecha de σi podr´ıa
no ser representativa en caso de que hubiesen quedado sin determinar la correcta
multiplicidad de los valores calculados. Esto no ocurre al considerar la separacio´n
media en [σi−1, σi], intervalo muy pro´ximo donde se tiene un conocimiento real de
los valores que contiene.
Una distribucio´n irregular del espectro puede hacer que el criterio (2.2) situ´e el nuevo
shift demasiado lejos, de forma que el subintervalo [σi−1, σi] no pueda ser completado desde
e´ste. Incluso en el caso de que el shift quede a una distancia adecuada, puede ocurrir que
la informacio´n de la inercia indique que falta algu´n autovalor por calcular en [σi−1, σi],
probablemente debido a alguna multiplicidad incompleta. En cualquiera de los dos casos, se
utiliza un nuevo desplazamiento entre σi y σi+1 para buscar los autovalores desaparecidos.
Este proceso se repetira´ siempre que sea necesario completar algu´n subintervalo.
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2.3.2. Deflacio´n
En este apartado se introduce la deflacio´n como herramienta para solucionar los pro-
blemas inherentes a la te´cnica de diseccio´n del espectro. E´stos son, por un lado, poder
distinguir cuando un valor es un duplicado o un valor multiple de otro previamente calcu-
lado, y por otro, asegurar la ortogonalidad de los vectores calculados desde varios shifts. La
deflacio´n consiste en hacer que el me´todo de Lanczos trabaje en el complemento ortogonal
(B-ortogonal) de un conjunto seleccionado de vectores. Esto se consigue ortogonalizando
cada vector generado en la iteracio´n de Lanczos contra dicho conjunto de vectores. Con
esta te´cnica logramos, en primer lugar, que los autovectores calculados se mantengan orto-
gonales a los del conjunto seleccionado, y en segundo lugar, que los autovalores asociados
a autovectores del conjunto no sean calculados.
La deflacio´n conlleva un coste adicional (por la ortogonalizacio´n extra necesaria en
cada iteracio´n). Por otro lado, e´sta puede tener un efecto positivo en el coste, dado que
reduce la posibilidad de recalcular autovalores ya obtenidos.
En este trabajo se pretende evaluar el efecto que presentan distintos esquemas de
deflacio´n sobre el rendimiento del me´todo. Para ello, se consideran tres estrategias dife-
rentes a la hora de seleccionar el conjunto de vectores para deflacio´n. E´stas se detallan a
continuacio´n.
Estrategia de deflacio´n ba´sica
Con ella se pretende evaluar el caso en el que la deflacio´n considerada es la mı´nima
posible. Es decir, la mı´nima que asegura la ortogonalidad entre los autovectores calculados
desde distintos shifts (la iteracio´n de Lanczos asegura la ortogonalidad del conjunto de au-
tovectores obtenidos en una ejecucio´n de la misma). Al tratarse de un problema sime´trico,
so´lo es necesario considerar autovectores asociados a autovalores mu´ltiples o muy pro´ximos
entre s´ı (en cluster). As´ı, en esta estrategia, el conjunto de vectores seleccionados para de-
flacio´n se forma con los autovectores asociados al mayor autovalor calculado, y a partir de
e´ste, todos los autovalores menores hasta que la distancia entre dos consecutivos sea mayor
que ε˜ (tolerancia que determina cua´ndo dos autovalores pertenecen a un mismo cluster).
Con este criterio se asegura la ortogonalidad en caso de haber un cluster de autovalores
en el extremo derecho de los valores calculados. Este esquema requiere que la tolerancia
ε˜ sea previamente determinada, lo que puede hacerse a partir de las caracter´ısticas del
espectro, si se tiene algu´n conocimiento sobre e´l, o a partir de la tolerancia, , utilizada
para el criterio de parada en el algoritmo de Lanczos, por ejemplo tomando ε˜ =
√
. Para
que no exista ambigu¨edad a la hora de decidir sobre la duplicidad de los nuevos valores
obtenidos, al utilizar esta estrategia, cualquier autovalor obtenido a la izquierda de los
considerados para deflacio´n sera´ descartado.
Estrategia de deflacio´n GLS
Tras una ejecucio´n de Lanczos, puede haber valores de Ritz no convergidos, situados
a la izquierda de otros aceptados. Estos valores aproximados declaran la existencia de
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autovalores no calculados entre el correspondiente shift, σi, y el mayor autovalor obtenido.
Si en un caso como e´ste se utiliza la estrategia de deflacio´n previa, estos valores no podra´n
ser obtenidos desde un nuevo shift, ya que, en caso de ser calculados en la ejecucio´n,
despue´s ser´ıan descartados. El objetivo de esta segunda estrategia de deflacio´n es posibilitar
la computacio´n de estos valores desde el nuevo shift, evitando as´ı la utilizacio´n de un
desplazamiento adicional para calcularlos. En este esquema, que es el utilizado en el trabajo
GLS (ver §2.1), el conjunto de vectores seleccionados para deflacio´n se forma con los
autovectores asociados al mayor autovalor convergido, λ†, que queda a la izquierda de
cualquier valor de Ritz no convergido, junto con todos los valores convergidos a su derecha.
Al igual que en la estrategia ba´sica, es necesario tener en cuenta posibles clusters de
autovalores alrededor de λ† (utilizando una tolerancia ε˜). Tambie´n en este caso, cualquier
autovalor que se calcule a la izquierda del menor autovalor considerado para deflacio´n,
sera´ descartado.
Estrategia de deflacio´n aumentada
En ocasiones, el valor λ† (descrito en la estrategia GLS) puede quedar a la derecha de
autovalores au´n no calculados (si e´stos no tienen correspondencia con valores de Ritz no
convergidos). Esto ocurre con frecuencia, por ejemplo, en presencia de valores mu´ltiples.
En estos casos, si se utiliza cualquiera de las estrategias descritas con anterioridad, las
multiplicidades incompletas no podra´n ya ser computadas desde el nuevo shift (se des-
cartar´ıan). As´ı, con este tercer criterio se quiere evitar que autovalores pendientes de ser
calculados puedan ser descartados. Para determinar el conjunto de vectores para deflacio´n
utilizado en esta estrategia se precisa la definicio´n de vecinos izquierdo y derecho de un
shift. Definimos el vecino izquierdo, σ`, de un shift dado σi, como el mayor shift utilizado,
menor que σi (no necesariamente el u´ltimo utilizado σi−1). De forma equivalente, se define
el vecino derecho σr, como el menor shift utilizado mayor que σi. En general, un shift so´lo
tendra´ vecino izquierdo, a no ser que se haya creado retrocediendo, para buscar valores
desaparecidos. As´ı, con esta estrategia, se considera para deflacio´n el conjunto de autovec-
tores asociados a autovalores previamente calculados, que este´n comprendidos entre σ` y
σi (o entre σ` y σr si este u´ltimo existe). De este modo, cualquier valor obtenido entre σ`
y σi sera´ aceptado y u´nicamente se rechazara´n valores en el caso improbable de que e´stos
sean menores que σ`, valores que, por otro lado, sera´n duplicados de valores ya calculados,
o fuera del intervalo de intere´s.
Aunque este esquema hace posible la obtencio´n desde el nuevo shift de cualquier valor,
situado en [σ`, σi], no calculado previamente, au´n en este caso pueden quedar valores no
obtenidos en dicho intervalo. E´sto puede deberse, por una parte, a que una inadecuada
seleccio´n del desplazamiento ha dejado demasiados autovalores para ser calculados utili-
zando un u´nico desplazamiento, o bien, simplemente, porque la iteracio´n de Lanczos se ha
detenido tras calcular nev autovalores, sin haber completado el subintervalo [σ`, σi]. En
este u´ltimo caso, y con el fin de evitar una nueva factorizacio´n (nuevo shift) para el ca´lculo
de unos pocos valores, nos planteamos la posible conveniencia de continuar la ejecucio´n
desde el mismo desplazamiento, al menos unos pocos reinicios ma´s. Esta posible optimi-
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zacio´n cuya evaluacio´n se presenta en el cap´ıtulo §4, tiene sentido so´lo para la estrategia
de deflacio´n aumentada, y no para las otras. Para las pruebas de test, nos referiremos a
esta opcio´n como completitud.
El uso de esta estrategia de deflacio´n, cuando se ha creado un shift, σi, retrocediendo
para buscar valores desaparecidos, tiene el efecto de purgar de [σ`, σr] valores ya calculados
(supuestamente de convergencia ma´s favorable), facilitando la aparicio´n del resto. De esta
forma, au´n en el caso de que falten por calcular autovalores de dif´ıcil convergencia, e´stos
sera´n finalmente calculados, acota´ndolos si es necesario mediante la utilizacio´n de varios
shifts, y evitando su reaparicio´n a medida que convergen. En definitiva, con esta te´cnica
de deflacio´n podemos asegurar que siempre que falten autovalores por calcular en un
subintervalo, e´ste podra´ ser completado. Por otra parte, se hace notar que dado que
esta estrategia permite que el conjunto seleccionado para deflacio´n contenga autovectores
obtenidos desde ma´s de un shift, con ella siempre se asegura la ortogonalidad entre los
vectores propios que se obtienen. Es decir, se asegura la obtencio´n de una base ortogonal del
espacio invariante asociado a un valor propio (o cluster), aunque una elevada multiplicidad
de e´ste (o del cluster), haga que para ello sea necesario utilizar ma´s de dos shifts.
Las consideraciones anteriores nos muestran la necesidad de utilizar la estrategia de
deflacio´n aumentada siempre que se necesite cerrar un subintervalo incompleto, ya que es
la u´nica que asegura que todos los valores sera´n obtenidos y que los autovectores cum-
plira´n con las condiciones de ortogonalidad requeridas. Sin embargo, cuando no se buscan
valores desaparecidos, sino que en el desarrollo de la te´cnica de diseccio´n del espectro se
ha completado un subintervalo y se pretende extender, estableciendo un nuevo shift, nos
podemos plantear cua´l de las estrategias descritas es ma´s conveniente en te´rminos de ren-
dimiento. Para ello, se realiza la implementacio´n de las tres opciones descritas, con el fin
de evaluar las prestaciones que se obtienen utilizando cada una de ellas. Los resultados
obtenidos se muestran en el cap´ıtulo 4.
2.3.3. Reinicio desplazado en Lanczos
Tanto en el trabajo de ER como GLS se plantea la utilizacio´n de un adecuado vector
de inicio en la iteracio´n de Lanczos, de modo que se mejore la convergencia del algoritmo.
En un principio, ER considera como vector de inicio una combinacio´n lineal de vectores
de Ritz no convergidos de la iteracio´n anterior, aunque finalmente opta por utilizar un
vector aleatorio. GLS utiliza para iniciar la iteracio´n de Lanczos a bloques, un conjunto de
vectores de Ritz (no convergidos), de la ejecucio´n anterior, aunque no indica que se consiga
ninguna mejora con ello. Nosotros, sin embargo, planteamos una estrategia que combina
el mecanismo descrito en 1.4 junto con te´cnicas de reinicio (descritas en seccio´n §1.3.2), de
modo que parte del espacio de Krylov creado desde un shift pueda ser reutilizado para el
siguiente, evitando as´ı que el espacio asociado al nuevo desplazamiento deba ser calculado
de nuevo desde cero. Un esquema similar a e´ste se utiliza en el trabajo EA16 descrito en
la seccio´n §2.1.
Cuando se detiene una ejecucio´n de Lanczos, se dispone de valores de Ritz no aceptados
como convergidos, junto con los vectores de Ritz asociados a ellos. Estos vectores contienen
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informacio´n espectral de intere´s que ser´ıa desaprovechada al continuar el co´mputo desde
otro shift. Por otro lado, tal como se muestra en la seccio´n §1.4, al ejecutar desde un
shift, σi, es posible reiniciar la iteracio´n de Lanczos con un nuevo origen, σi+1. Es decir,
es posible transformar una relacio´n de Krylov asociada a Si = (A − σiB)−1B, producida
al iterar desde σi,
SiW
i
m = W
i
m+1
[
Θim
(bim)
∗
]
,
en una relacio´n de Krylov,
Si+1W
i+1
m = W
i+1
m+1
[
Θi+1m
(bi+1m )
∗
]
,
asociada a Si+1 = (A − σi+1B)−1B, con la que reiniciar la iteracio´n de Lanczos desde
el nuevo shift, σi+1. Por ello, nos planteamos investigar si puede ser interesante, para
mejorar el rendimiento de nuestro me´todo, iniciar el co´mputo de autovalores desde un
nuevo shift, σi+1, reutilizando parte de la relacio´n de Krylov obtenida en el shift previo,
σi. En concreto, la estrategia que se pretende evaluar consiste en actualizar la relacio´n de
Krylov obtenida en σi asociada a vectores de Ritz no convergidos, que se corresponden
con valores que se encuentran en el subintervalo de intere´s. Esta actualizacio´n se realizar´ıa
siempre que el subespacio de Krylov disponible del shift previo sea u´til para el nuevo,
es decir, cuando el shift previo sea vecino del nuevo. No obstante, cuando se utilizan las
estrategia de deflacio´n mı´nima o GLS, en caso de que el nuevo shift haya sido creado para
completar un subintervalo, no sera´ posible utilizar esta optimizacio´n ya que, en otro caso,
se podr´ıa presentar una situacio´n en la que se utilizan para el reinicio vectores de Ritz que
son duplicados de algunos de los vectores escogidos para deflacio´n.
El algoritmo 9 muestra el modo en que se actualiza una base de vectores de Ritz
obtenidos desde un shift, σi, de forma que pueda ser reutilizada desde otro, σi+1.
Algoritmo 9 Reinicio desplazado en Lanczos
Entrada: relacio´n SiW
i
m = W
i
m+1H¯
i
m con H¯
i
m =
[
Θim
(bim)
∗
]
, σi, σi+1
Salida: relacio´n Si+1W
i+1
m = W
i+1
m+1H¯
i+1
m con H¯
i+1
m
[
Θi+1m
(bi+1m )
∗
]
1: Lm ←
[
Im
0
]
+ (σi − σi+1)H¯ im
2: Qm+1
[
Rm
0
]
= Lm /*factorizacio´n QR*/
3: H¯ i+1m ← 1σi−σi+1
(
I −Q∗m+1
[
R−1m
0
])
4: W i+1m+1 ←W im+1Qm+1
Con el fin de evaluar la estrategia descrita, e´sta se incluye como opcio´n en la imple-
mentacio´n de nuestro me´todo y se realizan pruebas cuyos resultados se muestran en el
cap´ıtulo 4.
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2.3.4. Algoritmo
Algoritmo 10 Diseccio´n del espectro para ca´lculo de autovalores en un intervalo
Entrada: Matrices A y B, intervalo [α, β], para´metros para Lanczos {nev, tol, max it}
Salida: {(λi, xi)}pi=1 pares propios de (A,B) en [α, β]
1: si α 6= −∞ entonces
2: int0 = α; dir = 1 /*int0, extremo donde se inicia el proceso*/
3: si no
4: int0 = β; dir = −1
5: fin si
6: P = ∅ /*inicializar estructura de shifts pendientes*/
7: P ← σ(int0) /*crea un shift en int0, sin vecinos, se almacena como pendiente*/
8: m = ν(β)− ν(α) /*nu´mero de autovalores en [α, β], ν inercia*/
9: inicializar V [m] y Λ[m] /*arrays para almacenar los pares propios*/
10: mientras P 6= ∅ hacer
11: σ ← extraer shift de P /*shift para procesar*/
12: factorizar (A− σB), obtener inercia ν(σ)
13: D ←{vectores para deflacio´n seleccionados}
14: {(θi, xi)} ← Thick-Restart-Lanczos en (A − σB)−1B restringido a D⊥, con B-
producto
15: {(λi, xi)} ← {(σ + 1θi , xi)}, descartar no va´lidos y guardar en Λ y V
/*σ` y σr, vecinos de σ por ambos lados (pueden ser α o β)*/
16: si [σ`, σ] incompleto entonces
17: determinar nuevo shift entre σ` y σ y almacenar como pendiente
18: fin si
19: si [σ, σr] incompleto entonces
20: determinar nuevo shift entre σ y σr y almacenar como pendiente
21: fin si
22: fin mientras
23: retornar Λ y V
En esta seccio´n se detalla el proceso seguido al aplicar la te´cnica de diseccio´n del
espectro en el me´todo disen˜ado. En el algoritmo 10 se da una visio´n global del proceso,
del cual se especifican algunos pasos en las anotaciones siguientes:
8: El ca´lculo de la inercia en α y β requiere sendas factorizaciones. Una de ellas
sera´ adema´s utilizada para el ca´lculo de autovalores en el extremo inicial.
10: Bucle principal que se repite mientras quedan shifts por computar.
13: La seleccio´n del conjunto de autovectores para deflacio´n se hace en funcio´n de la
estrategia de deflacio´n utilizada. A partir de las inercias y de la cantidad de vectores
seleccionados para deflacio´n que esta´n asociados a autovalores entre σ` y σ, es posible
conocer el nu´mero de autovalores a buscar en dicho subintervalo.
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14: El proceso en el que se resuelve el subproblema de valores propios asociado a un
shift se detalla en algoritmo 11.
15: La estrategia de deflacio´n utilizada determina el criterio a seguir para decidir
que´ valores se descartan.
Algoritmo 11 Thick-Restart-Lanczos adaptado a la te´cnica de diseccio´n del espectro
Entrada: Matrices A y B, D conjunto de vectores para deflacio´n, para´metros {nev, tol,
max it}, shifts actual y vecinos (σ, σ` y σr), m` y mr (cantidad de autovalores a
calcular en [σ`, σ] y [σ, σr]).
Salida: {(θj , xj)}mj=1, conjunto de m pares propios de (A − σB)−1B, con {xj}mj=1 B-
ortogonal a D.
1: obtener vector de inicio, o actualizar espacio de Krylov del shift previo
2: repetir
3: generar relacio´n de Krylov de orden m /*Lanczos*/
4: {(θj , xj)}mj=1 ← solucio´n problema proyectado
5: comprobar convergencia, ordenar y truncar descomposicio´n
6: formar vectores de Ritz
7: purificacio´n de vectores convergidos
8: calcular c` y cr /*nu´mero de valores λ = σ +
1
θ convergidos en [σ`, σ] y [σ, σr]*/
9: hasta (c` = m` y cr = mr) o (convergidos≥nev) o (iteraciones=max it)
En el proceso descrito en el algoritmo 10 se genera una secuencia de subproblemas,
que son transformaciones espectrales del problema original. Para la resolucio´n de dichos
problemas se utiliza el me´todo thick-restart Lanczos (ver seccio´n §1.3.2), por ser el que
mejor se adapta a las caracter´ısticas de dichos problemas. En la aplicacio´n de este me´todo
incluimos algunas adaptaciones u´tiles para nuestro propo´sito. E´stas son, por ejemplo, las
actualizaciones descritas en §2.3.3, que permiten reiniciar desde un shift con vectores de
Ritz obtenidos desde otro shift vecino. En el algoritmo 11, se detalla la versio´n adaptada
del me´todo thick-restart Lanczos que empleamos, y del que se especifican algunos detalles
que nos parecen de intere´s en las siguientes notas:
1: Si el shift previo es uno de los vecinos del shift actual, se utilizan un conjunto de
los vectores de Ritz obtenidos en la ejecucio´n de Lanczos desde el previo, para iniciar
el ca´lculo desde el actual, tal como se describe en el algoritmo 9. Si se utilizan las
estrategias de deflacio´n mı´nima o la de GLS, este proceso no se utiliza en caso de
que el nuevo shift haya sido creado para completar un intervalo.
3: En este paso se utiliza la versio´n del me´todo de Lanczos descrito en el algoritmo 7.
5,6: Estos pasos se han detallado en la descripcio´n del algoritmo 8.
7: La purificacio´n de los vectores convergidos se lleva a cabo mediante la aplica-
cio´n, de forma impl´ıcita, del operador (A − σB)−1B, tal como se describe en la
seccio´n§1.3.3.
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8: Se calcula el nu´mero de valores obtenidos es cada subintervalo para comprobar
si ya se ha obtenido la cantidad buscada. La cantidad de valores que se buscan
en cada subintervalo (para´metro de entrada de este me´todo), ha sido determinada
previamente con la informacio´n proporcionada por la inercia y con el nu´mero de
vectores que se deflactan en cada subintervalo.
Cap´ıtulo 3
Implementacio´n en SLEPc
3.1. Librer´ıas nume´ricas
3.1.1. Librer´ıas para ca´lculo de valores propios
Existen varias librer´ıas nume´ricas disponibles para el ca´lculo de valores propios que
presentan un enfoque paralelo. En esta seccio´n se hace una recopilacio´n de aquellas que
son adecuadas para la resolucio´n de problemas dispersos de gran taman˜o, centra´ndonos
en las que incorporan me´todos de resolucio´n para el problema generalizado sime´trico.
Algunas de las librer´ıas que se describen utilizan un esquema de comunicacio´n inverso,
de modo que los me´todos de estas librer´ıas no operan directamente con las matrices del
problema, sino que el usuario proporciona una funcio´n con la que realizar la multiplicacio´n
matriz-vector. Con este esquema se consigue la independencia entre el co´digo asociado
al me´todo de resolucio´n, y el formato de los datos que se utilizan. Por otro lado, esta
metodolog´ıa hace que el programador no pueda abstraerse del proceso de resolucio´n.
ARPACK (ARnoldi PACKage) [13]. En ella se incluyen implementaciones en Fortran
77 de los me´todos de Arnoldi y Lanczos con reinicio impl´ıcito y reortogonalizacio´n com-
pleta. Admite versiones en simple y doble precisio´n de aritme´tica real y compleja, y da
solucio´n tanto del problema esta´ndar como del generalizado, utilizando un esquema de
comunicacio´n inversa. La u´ltima versio´n es la 2.1 (desde 1995). La versio´n paralela utiliza
las librer´ıas BLACS y MPI.
BLZPACK (Block LancZos PACKage) [14]. Proporciona una implementacio´n en Fortran
77 de una versio´n a bloques del me´todo de Lanczos sin reinicio, para la resolucio´n del
problema real sime´trico de valores propios, tanto en la forma esta´ndar como generalizada.
Permite tambie´n el ca´lculo de todos los valores propios asociados a un intervalo. El enfoque
de disen˜o que presenta, tanto para el me´todo de Lanczos que incorpora como para la
estrategia de diseccio´n del espectro que utiliza es del trabajo [8], descrito en la seccio´n 2.1.
Utiliza comunicacio´n inversa. La versio´n paralela esta´ implementada sobre MPI. La u´ltima
versio´n es la 4.0 (desde 2000).
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TRLAN [21] Proporciona una implementaciones secuencial y paralela del me´todo thick-
restart Lanczos [22]. Escrito en Fortran 90. Resuelve el problema esta´ndar de valores
propios. La versio´n actual es la 1.0 (desde 2006).
IRBLEIGS Co´digo escrito para la resolucio´n en MATLAB de una variante a bloques del
me´todo de Lanczos con reinicio impl´ıcito. Aunque el enfoque que presenta es para matrices
dispersas, el taman˜o de los problemas que resuelve es limitado (no paralelo).
El me´todo implementado por la funcio´n eigs de MATLAB utiliza el me´todo de Arnoldi
con reinicio impl´ıcito (similar a ARPACK).
3.1.2. Librer´ıas utilizadas
PETSc Acro´nimo de Portable, Extensible Toolkit for Scientific Computation [4, 5]. En-
globa un conjunto de estructuras de datos y rutinas para la resolucio´n nume´rica en para-
lelo, de ecuaciones en derivadas parciales. Utiliza MPI esta´ndar para las operaciones de
comunicacio´n por paso de mensajes.
Requiere las librer´ıas LAPACK, BLAS, y alguna implementacio´n de MPI (no necesario
si se configura sin MPI). Adema´s, PETSc puede ser configurado para utilizar nume-
rosas librer´ıas externas, para las que ofrece interfaces de forma que e´stas puedan ser
utilizadas desde las funciones propias de PETSc. Uno de estos paquetes externos es
MUMPS, que sera´ requerido para la ejecucio´n en paralelo del me´todo implementado
en el presente trabajo.
La versio´n actual es la 3.2 (desde septiembre de 2011).
Se dan ma´s detalles de esta librer´ıa en la seccio´n 3.2.1
SLEPc Acro´nimo de Scalable Library for Eigenvalue Problem Computations [11, 10].
Extiende la funcionalidad de PETSc proporcionando los elementos necesarios para la re-
solucio´n en paralelo de problemas de valores propios de gran taman˜o.
Se basa en la librer´ıa PETSc, de la que es una extensio´n. Adema´s de las interfaces
a librer´ıas externas proporcionadas por PETSc, SLEPc, a su vez, ofrece interfaces
a librer´ıas externas espec´ıficas de valores propios, como por ejemplo ARPACK o
BLZPACK entre otras.
La versio´n actual es la 3.2 (desde noviembre de 2011).
Se dan ma´s detalles de esta librer´ıa en la seccio´n 3.2.2
MUMPS Acro´nimo de a MUltifrontal Massively Parallel sparse direct Solver [1]. Librer´ıa
nume´rica especializada en la resolucio´n paralela de sistemas de ecuaciones lineales por
me´todos directos.
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Realiza la resolucio´n del sistema de ecuaciones disperso en tres fases: En primer
lugar, se lleva a cabo la fase de ana´lisis, en la que la matriz es procesada para
mejorar sus caracter´ısticas estructurales. En segundo lugar, la matriz A se factoriza
como A = LU , o A = LDLT en caso de ser A sime´trica. Finalmente se calcula la
solucio´n mediante sustituciones hacia atra´s y hacia adelante.
Para la fase de ana´lisis en la que se lleva a cabo la reordenacio´n de la matriz, MUMPS
ofrece la posibilidad de utilizar librer´ıas externas especializadas, para las que ofrece
interfaz. En nuestro caso, al configurar PETSc con MUMPS, se ha escogido la librer´ıa
PARMETIS para la ordenacio´n.
La versio´n secuencial requiere la librer´ıa BLAS, mientras que la versio´n paralela
utiliza, adema´s, las librer´ıas SCALAPACK, BLACS, y MPI.
Admite aritme´tica real y compleja.
Versio´n actual: 4.10.0 ( desde mayo de 2011).
PARMETIS [12]. Versio´n paralela sobre MPI de la librer´ıa METIS. Ambas librer´ıas esta´n
especializadas en me´todos para particionado de grafos, particionado de mallas de elementos
finitos, y ordenacio´n de matrices dispersas para reducir el llenado en las factorizaciones.
En las pruebas de escalabilidad descritas en la seccio´n 4.3 se utilizo´ la librer´ıa MUMPS
configurada para la utilizacio´n de la librer´ıa PARMETIS para la ordenacio´n que se lleva a
cabo en la fase de ana´lisis.
LAPACK (Linear Algebra PACKage) [2]. Librer´ıa que se ha convertido en un esta´ndar
de facto para la resolucio´n en secuencial de los problemas ma´s habituales del a´lgebra lineal.
En la implementacio´n realizada en este trabajo, se utilizan me´todos proporcionados por
esta librer´ıa para la resolucio´n de cualquier problema algebraico asociado al problema
proyectado (de dimensio´n reducida).
3.2. Las librer´ıas SLEPc y PETSc
El me´todo descrito en este trabajo se ha implementado en el marco de la librer´ıa SLEPc
y esta´ incluido en la versio´n 3.2 de la misma.
En esta seccio´n se describen algunos aspectos sobre las librer´ıas SLEPc y PETSc que
son las que dan soporte al me´todo implementado. Nos detendremos en aquellos aspectos
de ambas librer´ıas que este´n directamente relacionados con la implementacio´n realizada.
3.2.1. PETSc
Conjunto de herramientas software disen˜adas para ser ejecutadas en paralelo, para la
resolucio´n nume´rica de ecuaciones en derivadas parciales que requieren la resolucio´n de
sistemas de ecuaciones dispersos de gran taman˜o.
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Figura 3.1: Estructura de clases de PETSc y SLEPc.
PETSc incluye entre sus caracter´ısticas ma´s destacadas la de ser portable a un amplio
rango de plataformas paralelas, escalable a un elevado nu´mero de procesadores y flexible
a la hora de especificar para´metros relevantes en tiempo de ejecucio´n.
PETSc puede ser compilado para simple y doble precisio´n tanto para aritme´tica real
como compleja.
La filosof´ıa de programacio´n que ofrece PETSc es la de producir co´digos para la reso-
lucio´n de problemas complejos, juntando la funcionalidad de varios paquetes de software
especializados. Presenta as´ı un disen˜o orientado a objetos de modo que toda la funcionali-
dad que ofrece queda encapsulada en objetos abstractos con los que el programador puede
trabajar directamente, a trave´s de las interfaces que cada uno de ellos ofrece, sin necesi-
dad de conocer las estructuras de datos subyacentes. Presenta una estructura jera´rquica
de modo que partiendo de objetos ma´s ba´sicos como los vectores o matrices, se crean
otros ma´s complejos, como objetos solver (abstraccio´n de resolucio´n de problemas) que se
apoyan en los primeros. En la parte izquierda de la figura 3.1 se muestra la jerarqu´ıa de
clases en que se estructura la librer´ıa PETSc.
Herencia y polimorfismo
PETSc da soporte a gran variedad de formatos de almacenamiento para matrices dis-
persas. Cada tipo de formato soportado da lugar a una subclase con me´todos espec´ıficos
para cada operacio´n. Sin embargo, esta variedad de me´todos no se ve reflejada en la in-
terfaz de usuario. La clase Matriz (y cualquier otra asociada a los objetos principales de
PETSc) es una clase polimo´rfica, de modo que la llamada a una determinada operacio´n de
la interfaz dara´ lugar a la ejecucio´n de la rutina correspondiente al tipo de la matriz que
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se utiliza.
As´ı, un objeto en PETSc, como por ejemplo una matriz, contiene adema´s otra in-
formacio´n (metadatos), como por ejemplo el tipo (asociado en este caso al formato de
almacenamiento), que se utiliza para determinar tanto el modo en que se almacenan los
datos, como las rutinas espec´ıficas que sera´n utilizadas en las llamadas a los me´todos de
la interfaz. Para otros objetos como por ejemplo un KSP, que ofrece una interfaz para la
resolucio´n de sistemas de ecuaciones lineales por me´todos iterativos basados en subespa-
cios de Krylov, el tipo define el me´todo de resolucio´n que se emplea (GMRES, CG, CGS,
etc), dando lugar al correspondiente conjunto de subclases. En este caso, durante la ejecu-
cio´n del me´todo correspondiente, un metadato mantiene informacio´n, por ejemplo sobre
la convergencia del mismo.
PETSc utiliza este polimorfismo para que sea posible posponer la especificacio´n del
tipo de objeto a utilizar hasta el momento de la ejecucio´n. As´ı, es posible indicar distintas
opciones como el tipo de formato de matriz, o el me´todo de resolucio´n que se desea utilizar
mediante opciones por l´ınea de comando, sin modificar ni recompilar el co´digo original.
De la funcionalidad proporcionada por PETSc, hemos utilizado para la implementacio´n
de nuestro me´todo, principalmente, las librer´ıas para tratamiento paralelo de matrices y
vectores, de las que se dan algunos detalles en el siguiente apartado.
Matrices y Vectores en PETSc
Los Vectores y Matrices de PETSc no son so´lo estructuras paralelas de datos. El manejo
de tales objetos se hace siempre a trave´s de las operaciones definidas en las interfaces
asociadas a cada uno de ellos y el programador no trabaja directamente con las estructuras
de datos internas.
Los me´todos proporcionados por las interfaces para las clases Vec y Mat hacen que sea
posible trabajar con vectores y matrices abstraye´ndose en gran parte de paralelismo sub-
yacente. PETSc facilita la construccio´n de forma paralela de vectores y matrices, solapando
co´mputo con comunicacio´n.
Reparto de datos Los datos de una matriz paralela en PETSc, se distribuyen entre
varios procesos mediante bloques consecutivos de filas.
p1
p2
p3
p4

︸ ︷︷ ︸
y
=

p1
p2
p3
p4

︸ ︷︷ ︸
A

p1
p2
p3
p4

︸ ︷︷ ︸
x
(3.1)
En (3.1) se muestra el reparto de datos entre 4 procesos, de una matriz y dos vectores
involucrados en un producto matriz-vector.
Operaciones ba´sicas Con el reparto de datos indicado, la operacio´n de suma tanto de
matrices como de vectores es muy simple y no requiere comunicacio´n entre los distintos
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procesos (cada uno de ellos realiza la suma con los datos locales). El producto de vectores
se realiza mediante ca´lculos con las partes locales de cada uno de los vectores, ma´s una
reduccio´n final con la que todos los procesos obtengan la suma del conjunto de todos los
ca´lculos locales.
Para la operacio´n de multiplicacio´n matriz-vector y = Ax, cada proceso realiza el
ca´lculo correspondiente a la parte de y que almacena, utilizando las filas de la matriz A
almacenadas localmente, por lo que requiere comunicacio´n punto a punto con cada uno
de los procesos que contengan elementos del vector x que necesite.
Dado que los algoritmos iterativos para la resolucio´n de sistemas de ecuaciones lineales
que PETSc utiliza efectu´an muchas operaciones de multiplicacio´n matriz vector en las que
la matriz se mantiene constante (o al menos su estructura), y so´lo cambia el vector que
interviene en la multiplicacio´n, en la creacio´n de una matriz, PETSc crea tambie´n, y de
forma transparente para el usuario, las estructuras de datos de comunicacio´n necesarias
para que el env´ıo de datos necesario para la multiplicacio´n sea eficiente.
Al utilizar las operaciones para matrices y vectores ofrecidas por la interfaz, la comu-
nicacio´n entre los distintos procesos se hace de forma transparente para el usuario, que
puede abstraerse del paralelismo que subyace.
Las operaciones que acabamos de describir son, de las ofrecidas por PETSc, las que
utilizaremos principalmente.
Resolucio´n de sistemas lineales por me´todos directos Otra operacio´n que nos
proporciona esta librer´ıa es la de resolucio´n de sistemas lineales. Esta operacio´n la utili-
zamos al aplicar la matriz (A − σB)−1 sobre el vector Bx en cada iteracio´n del me´todo
de Lanczos que utilizamos. Dado que los me´todos de resolucio´n de sistemas lineales que
ofrece PETSc son todos iterativos, en este caso optamos por utilizar una de las interfaces
a paquetes software externos que proporciona. En concreto, utilizamos la librer´ıa MUMPS
para la resolucio´n de los sistemas requeridos utilizando me´todos directos. Esta opcio´n nos
permite adema´s conocer la inercia de la matriz (A − σB), a partir de la descomposicio´n
LDLT de la misma. Para indicar tales opciones, al utilizar el objeto KSP, que ofrece la fun-
cionalidad de la resolucio´n de los sistemas de ecuaciones lineales, se debe especificar que no
utilice ningu´n me´todo iterativo (ksp type=preonly), y u´nicamente aplique el precondiciona-
dor que se le indique. As´ı, estableciendo que se utilice un precondicionador tipo Cholesky
(pc type=cholesky), se consigue que se aplique sobre el vector la descomposicio´n de la ma-
triz realizada (en secuencial no se requiere ningu´n paquete externo). Para una ejecucio´n en
paralelo indicar´ıamos adema´s que utilice la librer´ıa MUMPS (pc factor mat solver package
mumps) para que se utilice la factorizacio´n realizada por MUMPS.
3.2.2. SLEPc
SLEPc es una librer´ıa computacional para la resolucio´n en paralelo, sobre memoria dis-
tribuida, de problemas de valores propios dispersos de gran taman˜o. Proporciona solucio´n
a varios problemas relacionados, como son: El problema lineal de valores propios, tanto
en la forma esta´ndar como generalizada, el problema cuadra´tico de valores propios, y la
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descomposicio´n en valores singulares.
La librer´ıa SLEPc esta´ basada en PETSc, que proporciona una infraestructura de clases
adecuada para el tratamiento de los problemas algebraicos a los que SLEPc da solucio´n.
Tomando como base dicha infraestructura, SLEPc se centra en dar solucio´n a nuevos pro-
blemas no incluidos en PETSc, extendiendo as´ı la funcionalidad de e´sta, mediante la incor-
poracio´n de nuevos objetos. En la figura 3.1 se muestra la estructura de clases de PETSc
y la extensio´n de clases proporcionada por SLEPc.
A continuacio´n enumeramos los mo´dulos incluidos en SLEPc, describiendo algunas de
las opciones de los dos objetos utilizados en nuestro me´todo.
EPS Objeto para la resolucio´n de un problema de valores propios. Su interfaz proporciona
todos los me´todos necesarios para la especificacio´n del problema, para la resolucio´n
mediante algunos de los me´todos disponibles, y finalmente para la recuperacio´n de la
solucio´n. La especificacio´n de las caracter´ısticas del problema a resolver, as´ı como del
me´todo a utilizar para su resolucio´n, puede hacerse tanto con llamadas a funciones
espec´ıficas dentro del co´digo, o mediante opciones desde l´ınea de comando en el
momento de la ejecucio´n. Algunas de estas opciones (en su forma para l´ınea de
comandos) son, por ejemplo,
-eps gen hermitian indica que el problema asociado es generalizado hermitiano.
-eps type me´todo de resolucio´n que se desea utilizar. Estos pueden ser, por ejem-
plo, Krylov-Schur (que pasa a ser thick-restart Lanczos si el problema es her-
mitiano), o Arnoldi, entre otros. Si no se especifica, ningu´n tipo, por defecto se
utiliza Krylov-Schur.
-eps nev cantidad de valores que requieren.
-eps interval especifica un intervalo para el ca´lculo de todos los autovalores conte-
nidos en e´l.
-eps maxit nu´mero ma´ximo de iteraciones permitidas para la resolucio´n.
-eps tol tolerancia a utilizar en el criterio de parada del me´todo escogido
Internamente, este objeto contiene las estructuras de datos necesarias tanto para
la ejecucio´n del me´todo de resolucio´n escogido, como para el almacenamiento de la
solucio´n final. Tambie´n mantiene informacio´n relativa al estado de la ejecucio´n en
un momento dado.
ST Mo´dulo para el tratamiento de transformaciones espectrales. En todos los me´todos
de resolucio´n implementados en SLEPc es necesaria la aplicacio´n de un operador
sobre vectores. Este operador puede ser la matriz original u otro definido por una
transformacio´n espectral. En cualquier caso, todo EPS (asociado a un problema)
tiene asociado un objeto ST, que es el encargado de definir y manejar tal operador.
A veces, aplicar el operador de la transformacio´n espectral precisa de la resolucio´n de
sistemas lineales, por lo que todo ST tiene asociado un objeto KSP (proporcionado
por PETSc) para la resolucio´n de tales sistemas lineales. Las opciones necesarias para
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este u´ltimo objeto pueden a su vez ser especificadas a trave´s del ST. Algunas de las
opciones para este objeto son,
-st type tipo de la transformacio´n espectral que se realiza (ninguna por defecto).
En nuestro caso, utilizamos shift-invert.
-st shift para indicar el desplazamiento asociado a la trasformacio´n espectral.
-st ksp type especificacio´n del me´todo de resolucio´n para los sistemas lineales.
Puede indicarse que no utilice ningu´n me´todo iterativo (con la opcio´n preonly)
para que utilice un me´todo directo.
-st pc type especificacio´n del precondicionador a utilizar (por ejemplo cholesky).
SVD Mo´dulo para el ca´lculo de la descomposicio´n parcial en valores singulares.
QEP Objeto asociado a la resolucio´n del problema cuadra´tico de valores propios.
La u´ltima versio´n de la librer´ıa SLEPc incluye una implementacio´n del me´todo descrito
en este trabajo. El nuevo me´todo an˜ade funcionalidad al objeto EPS, ampliando las posi-
bilidades de especificacio´n del problema asociado. As´ı, a partir de la versio´n 3.2 de SLEPc,
cuando se pretende resolver un problema sime´trico (EPS GHEP o EPS HEP) es posible
especificar un intervalo computacional con el que indicar que se requieren todos los auto-
valores (y autovectores) solucio´n del problema que este´n incluidos en dicho intervalo. A
continuacio´n se muestra, a modo de ejemplo, la l´ınea de ejecucio´n de un programa (ex13)
que resuelve el problema generalizado de valores propios Ax = λx, en el que la matriz A es
el operador Laplaciano en 2-D, mientras que B es una matriz diagonal. La especificacio´n
del problema a resolver (aparte de las matrices que se han generado en el programa), se
efectu´a, en este caso, mediante opciones desde l´ınea de comandos,
$ ./ex13 -eps interval 0.4,0.8 -st ksp type preonly -st pc type cholesky
-eps gen hermitian -st type sinvert
Todas las opciones que se muestran en el ejemplo son necesarias cuando se quiere hacer
uso de la nueva utilidad descrita (denominada spectrum slicing). La opcio´n st pc type
cholesky con la que se indica que utilice una descomposicio´n LDLT para la resolucio´n de
los sistemas triangulares, es necesaria adema´s para que el me´todo pueda obtener la inercia
de la matriz factorizada. Dado que PETSc no dispone de ningu´n me´todo paralelo para la
obtencio´n de dicha factorizacio´n, cuando este ejemplo se quiere ejecutar en paralelo, es
necesario recurrir a un paquete externo para la realizacio´n de dicha factorizacio´n, y que
adema´s proporcione la inercia asociada. Utilizando MUMPS el ejemplo anterior quedar´ıa
de la siguiente forma:
$ ./ex13 -eps interval 0.4,0.8 -st ksp type preonly -st pc type cholesky
-eps gen hermitian -st type sinvert
-st pc factor mat solver package mumps -mat mumps icntl 13 1
La u´ltima opcio´n es requerida por MUMPS para el ca´lculo de la inercia.
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Al utilizar la te´cnica de spectrum slicing, adema´s de especificar las opciones indicadas,
que son necesarias cuando se quieren obtener todos los autovalores comprendidos en un
intervalo, es posible tambie´n especificar otras opciones incluidas en la interfaz del objeto
EPS. Algunas de estas opciones pueden tener un importante efecto sobre el rendimiento
del me´todo. Este es el caso de la opcio´n -eps nev, que cuando se ha indicado un intervalo
computacional, permite especificar el nu´mero de valores que se buscara´n en torno a cada
shift generado al utilizar la te´cnica de diseccio´n del espectro. Este para´metro, que por
defecto tiene un valor igual a 40, debe ser cuidadosamente escogido (t´ıpicamente en el
rango 40-120), ya que influira´ en el rendimiento del me´todo. De forma similar, la opcio´n
-eps maxit permite indicar las iteraciones ma´ximas permitidas para la ejecucio´n en cada
uno de los shifts. Normalmente, conviene que este para´metro tenga un valor pequen˜o
(cuando la convergencia es lenta es preferible cambiar de shift antes que hacer un nu´mero
excesivo de iteraciones).
3.3. Detalles de implementacio´n
El proceso que se sigue en el me´todo spectrum slicing implementado incluye la reso-
lucio´n de un conjunto de subproblemas de valores propios asociados a un secuencia de
desplazamientos seleccionados. El conjunto de autovalores contenido en el intervalo espe-
cificado, solucio´n del problema, se obtiene a partir de los autovalores proporcionados por
los subproblemas resueltos.
En SLEPc todo problema de valores propios tiene asociado un objeto EPS que man-
tiene la informacio´n relativa a la especificacio´n del problema y al estado de ejecucio´n del
mismo. Adema´s, dispone de todas las estructuras de datos necesarias para la resolucio´n
del problema y para el almacenamiento de la solucio´n final.
La implementacio´n realizada utiliza la infraestructura proporcionada por el objeto EPS
asociado al problema, para la resolucio´n de los subproblemas generados en el me´todo.
Adema´s, se mantiene una estructura de datos paralela para almacenar los autovalores y
autovectores que se van calculando desde distintos shifts. En lo sucesivo, eps denotara´ el
objeto EPS asociado al problema, V sera´ un array de vectores (distribuidos) en el que se
almacenan los autovectores a medida que son calculados desde distintos shifts, y Λ sera´ un
array para el almacenamiento de los autovalores (este array se encuentra replicado en
todos los procesos que intervienen en el ca´lculo).
Cuando todos los autovalores en el interior del intervalo han sido encontrados, los
arrays globales Λ y V contienen la solucio´n del problema. A partir de entonces ya no se
generan nuevos shifts ni subproblemas de valores propios asociados a ellos que haya que
resolver. En ese momento, los arrays Λ y V se asocian al objeto EPS, eps, para retornar
la solucio´n.
El me´todo implementado, tal como se describe en la seccio´n 2.3, mantiene un array
de shifts pendientes, donde e´stos se almacenan a medida que se generan, a la espera
de ser procesados. Un shift, es una estructura que mantiene informacio´n de utilidad que
este´ asociada con uno de los subproblemas que se resuelven. A continuacio´n se describen
algunos de los datos incluidos en dicha estructura.
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shift Valor, σ, en torno al cual se calculan valores propios al resolver el subproble-
ma asociado al shift (desplazamiento utilizado en la transformacio´n espectral
asociada).
Inercia de la matriz (A − σB), que coincide con el nu´mero de valores propios
menores que σ.
Punteros a los shifts vecinos, σ` y σr.
Nu´mero de valores que se buscan en los subintervalos izquierdo y derecho (m`
y mr respectivamente).
Flags que informan de si se han encontrado los valores buscados en cada subin-
tervalo vecino.
Nu´mero de autovalores nuevos calculados en la resolucio´n del subproblema aso-
ciado.
I´ndice en el array global a partir del cual se almacenan los valores obtenidos (y
aceptados).
Una vez descrito el proceso general y las estructuras de datos propias del me´todo
implementado, vamos a especificar otros aspectos relativos a la implementacio´n. Para ello,
vamos a usar como referencia el Algoritmo 10, que describe el me´todo de diseccio´n del
espectro disen˜ado.
Al determinar el extremo en el que se inicia el proceso de creacio´n de shifts, int0,
tambie´n se determina el para´metro dir, que indica el sentido creciente o decreciente
en el que el proceso avanza, desde un extremo del intervalo al otro (de int0 a int1).
As´ı, por ejemplo, si dir = −1, significa que se ha iniciado en el extremo derecho del
intervalo y se avanza hacia el izquierdo. La definicio´n de este para´metro, en la forma
indicada, permite realizar un co´digo independiente del extremo inicial, que traba-
ja de un modo uniforme para cualquiera de los sentidos. Todas las comparaciones
nume´ricas destinadas a determinar un orden entre dos valores tienen este para´metro
en cuenta. As´ı, por ejemplo, la expresio´n (3.2) caracterizar´ıa un valor λ comprendido
entre int0 y int1, independientemente de si int0 representa el extremo izquierdo
o el derecho del intervalo.
dir ∗ (int0− λ) < 0 & dir ∗ (int1− λ) > 0 (3.2)
Aunque por claridad, en la descripcio´n del me´todo, se habla de lado izquierdo y
derecho, en la implementacio´n del me´todo no existen tales conceptos en el sentido
de ser el izquierdo menor que el derecho.
Los autovalores y autovectores se almacenan en los arrays globales a medida que e´stos
son calculados. Para mantener una ordenacio´n de los mismos (creciente o decreciente
en funcio´n de dir) se utiliza un vector global de ı´ndices.
Al extraer un shift (l´ıneas 11-12 del Algoritmo 10) para ser procesado, se iniciali-
zan todos los valores necesarios del objeto eps, para la resolucio´n del subproblema
CAPI´TULO 3. IMPLEMENTACIO´N EN SLEPC 61
asociado. Esto incluye la factorizacio´n de la matriz (A− σB), a partir de la cual se
obtiene la inercia (mediante la funcio´n de PETSc correspondiente).
Una vez inicializada la estructura eps, se resuelve utilizando el me´todo thick-restart
Lanczos implementado en SLEPc que tiene las siguientes caracter´ısticas:
• En cada iteracio´n de Lanczos el nuevo vector es expl´ıcitamenteB-ortogonalizado
contra todos los vectores previos (ortogonalizacio´n completa), y contra los vec-
tores determinados para deflacio´n.
• En la ortogonalizacio´n se utiliza un me´todo iterativo de Gram-Schmidt cla´sico,
en el que se efectu´a reortogonalizacio´n (hasta tres veces) so´lo si es necesario.
• La transformacio´n espectral de shift and invert utiliza la resolucio´n de sistemas
triangulares por medio de me´todos directos a trave´s de PETSc.
• La resolucio´n del problema proyectado se realiza de forma secuencial en cada
uno de los procesos, mediante llamadas a las rutinas de LAPACK.
La actualizacio´n asociada al reinicio desplazado se lleva a cabo segu´n el procedi-
miento descrito en el Algoritmo 9. Las operaciones en el espacio proyectado (l´ıneas
1-3) se realizan de forma secuencial en cada proceso mediante rutinas de LAPACK.
La actualizacio´n de la base en el espacio de Krylov (l´ınea 4 del algoritmo 9) requiere
operaciones en paralelo.
La paralelizacio´n esta´ basada, por un lado, en la realizacio´n de operaciones colecti-
vas con matrices y vectores distribuidos en la ejecucio´n de Lanczos, y por otro, en las
factorizaciones y resolucio´n de sistemas de ecuaciones lineales en paralelo realizadas por
MUMPS.
Cap´ıtulo 4
Resultados nume´ricos
En este cap´ıtulo se presentan los resultados obtenidos en las distintas pruebas realiza-
das para la evaluacio´n del me´todo implementado. En primer lugar se hace una descripcio´n
del conjunto de matrices problema que han sido utilizadas para las pruebas, as´ı como del
entorno en el que han sido llevadas a cabo. En segundo lugar, se presentan resultados de
problemas de taman˜o medio, ejecutados en secuencial, con los que se pretende realizar
un primer ana´lisis de las distintas opciones implementadas. En tercer lugar se muestran
los resultados obtenidos en la ejecucio´n en paralelo de pruebas que utilizan matrices de
gran taman˜o que tienen importantes requerimientos tanto de memoria, como de tiempo
de ejecucio´n. Con dichas pruebas en paralelo se busca, por un lado, determinar cua´les de
las opciones implementadas deben quedar en el co´digo final, y por otro llevar a cabo la
evaluacio´n de rendimiento del me´todo propuesto. Finalmente se presentan pruebas con
las que se quiere comprobar el correcto funcionamiento de nuestro me´todo en un caso de
especial complejidad.
4.1. Descripcio´n de problemas test. Entorno de ejecucio´n
La evaluacio´n del me´todo implementado se lleva a cabo mediante la resolucio´n de
un conjunto de problemas de test seleccionados. Con los problemas seleccionados se ha
buscado cubrir la ma´xima variabilidad en cuanto a la multiplicidad de los autovalores a
calcular. As´ı, se dispone de distintos tipos de problemas, desde unos en los que todos los
valores calculados son simples, hasta otros en los que el conjunto de autovalores calcu-
lados presentan clusters de 200 elementos. Tambie´n se han considerado para la seleccio´n
de problemas otras caracter´ısticas como el taman˜o y la posible singularidad de las ma-
trices asociadas. La Tabla 4.1 muestra un resumen de las caracter´ısticas de intere´s de los
problemas seleccionados.
Los cinco primeros problemas listados en la Tabla 4.1, se refieren al ana´lisis de estruc-
turas meca´nicas, mientras que el resto de problemas test se refieren a la ciencia de los
materiales. A continuacio´n se detalla el conjunto de problemas test utilizados, indicando
su procedencia.
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Figura 4.1: Modelado del fuselaje de un avio´n y patro´n de la matriz asociada
fuse En este grupo se incluyen los problemas fuse5k, fuse1m, fuse2m, que han sido pro-
porcionados por la empresa LMS-SAMTECH. Se corresponden con un modelo sim-
plificado, pero realista, de fuselaje, en el que las frecuencias de vibracio´n de intere´s
se encuentran en el intervalo de [0-60] Hz. En la figura 4.1 se muestra una imagen
del fuselaje modelado y de la estructura de la matriz asociada. Las matrices fuse
se corresponden con un modelo parame´trico, que puede ser escalado a cualquier di-
mensio´n arbitraria. Los casos de mayor taman˜o de este grupo (fuse5k y fuse1m)
son los que se han utilizado para los estudios de escalabilidad de nuestro me´todo.
El problema fuse1k es un ejemplo de taman˜o reducido, en el que los autovalores
tienen t´ıpicamente multiplicidad dos. Este ejemplo se utiliza para la evaluacio´n en
secuencial de la implementacio´n realizada.
v1v2-31 Proporcionada por la empresa LMS-SAMTECH. Problema de taman˜o similar a
fuse1k pero con autovalores simples.
bcsst12 Procedente de la coleccio´n de matrices de Harwell-Boeing. Es el problema de
menor dimensio´n utilizado, y todos los autovalores asociados son simples.
graphene m Proporcionado por los autores de [23]. Este ejemplo, de dimensio´n similar a
bcsst12, presenta una distribucio´n irregular del espectro, con elevada multiplicidad.
bencenes-2592 Generado utilizando el co´digo SIESTA1 para ca´lculos DFT autoconsis-
tentes. Este problema, de cierta complejidad, ha sido seleccionado para evaluar la
robustez de la implementacio´n realizada.
Todas las ejecuciones se han realizado en el supercomputador CaesarAugusta de la
Universidad de Zaragoza, perteneciente a la Red Espan˜ola de Supercomputacio´n (RES).
Consiste en un cluster IBM BladeCenter que contiene 256 JS20 nodos blade, cada uno
de ellos con dos procesadores PowerPC 970+ de 64 bits, que funcionan a 2.2 GHz de
1http://www.icmab.es/siesta
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Tabla 4.1: Lista de problemas utilizados. Se muestra la dimensio´n de las matrices, el nu´me-
ro elementos no nulos y si B es singular o no, tambie´n el intervalo computacional requerido
con el nu´mero de autovalores que contiene. La u´ltima columna muestra la multiplicidad
ma´xima en el intervalo considerado (*: cluster de radio 10−6).
nombre dimensio´n no nulos B sing. intervalo # autovals multipl.
fuse5k 5,406 138,477 yes [99, 1,5 · 107] 1,145 2
fuse1m 1,036,698 ∼29 mill. yes [0, 1,4 · 105] 1,989 2
fuse2m 2,141,646 ∼59 mill. yes [0, 1,4 · 105] 2,039 2
v1v2-31 6,732 177,966 no [0, 108] 1,444 1
bcsst 12 1,473 17,868 no [100, 108] 578 1
graphene m 1,600 67,200 no [−1, 0] 921 12 (*)
benzene-2592 23,328 900,720 no ]−∞,−0,27] 4,536 200 (*)
frecuencia, con una memoria por nodo de 4 GB, e interconectados por medio de una red
Myrinet de baja latencia. Debido a las limitaciones de nuestra cuenta para el uso del
cluster, tan so´lo se ha hecho uso de 128 procesadores como ma´ximo.
En todas las pruebas realizadas, se ha utilizado una tolerancia eps tol = 10−10, para
determinar cua´ndo un autovalor es aceptado como convergido, y se ha fijado en 10, el
nu´mero ma´ximo de reinicios permitidos en cada ejecucio´n de Lanczos (maxit = 10). En
todos los experimentos en los que se ha utilizado deflacio´n mı´nima o GLS, se ha considerado
una tolerancia de 10−5 para detectar clusters.
4.2. Pruebas en secuencial. Evaluacio´n de opciones
En esta seccio´n se muestran los resultados obtenidos en la ejecucio´n sobre un procesador
de los problemas test de taman˜o reducido descritos en la tabla 4.1. Con estas pruebas se
quiere evaluar el comportamiento del me´todo en secuencial, y analizar el efecto que tienen
las distintas opciones implementadas cuando se consideran problemas muy diversos, en
cuanto a la multiplicidad de los autovalores que se obtienen. Las opciones que se analizan
son: La estrategia de deflacio´n utilizada, la posibilidad de forzar la completitud de un
subintervalo, y la opcio´n de reinicio desplazado. Los resultados obtenidos se muestran en
la Tabla 4.2.
El hecho ma´s destacable es que en todos los problemas considerados se puede observar
una reduccio´n significativa en el nu´mero total de iteraciones de Lanczos (directamente
relacionado con el nu´mero de sistemas triangulares resueltos) en los casos en que se utiliza
la estrategia de deflacio´n aumentada, con respecto tanto de la estrategia de deflacio´n
mı´nima como de la GLS. Esto se debe al hecho de que en el primer caso se ha descartado
un nu´mero menor de valores propios duplicados.
En lo que respecta al tiempo de ejecucio´n, se observa que en el problema graphene m,
en el que la multiplicidad es elevada, la estrategia de deflacio´n aumentada obtiene mejores
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Tabla 4.2: Resultados con matrices pequen˜as: def=estrategia de deflacio´n (1=ba´sica,
2=GLS, 3=aumentada), comp= opcio´n de completitud de intervalo, rd=reinicio desplaza-
do, tiempo=tiempo total de ejecucio´n en segundos, nshift=nu´mero de shifts (en pare´ntesis
el nu´mero de retrocesos para completar), res=nu´mero de reinicios, its=nu´mero total de
iteraciones de Lanczos, desc=nu´mero de duplicados descartados. Ejecuciones tomando
nev=40.
nombre rd def comp tiempo nshift res its desc
0 1 0 166 86 (40) 141 8276 874
0 2 0 139 66 (20) 118 6602 430
fuse5k 0 3 0 137 60 (16) 115 6128 280
0 3 1 125 51 (8) 116 5548 157
1 3 1 115 52 (8) 111 4867 141
0 1 0 120 23 (2) 36 4212 488
0 2 0 117 22 (1) 35 4049 429
v1v2-31 0 3 0 120 18 (0) 30 3340 90
0 3 1 121 18 (0) 30 3340 90
1 3 1 114 18 (0) 31 2825 78
0 1 0 36.7 30 (17) 51 3517 392
0 2 0 38.2 30 (17) 50 3464 278
graphene m 0 3 0 32.6 27 (13) 46 3157 228
0 3 1 30.6 22 (9) 48 2967 173
1 3 1 24.0 19 (6) 42 2364 158
0 1 0 15.6 49 (11) 90 4901 468
0 2 0 17.0 49 (11) 90 4885 385
bcsst 12 0 3 0 15.7 41 (5) 81 4222 119
0 3 1 15.0 36 (1) 85 4001 73
1 3 1 13.6 36 (2) 80 3307 54
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resultados que las otras. En el resto de problemas considerados, la diferencia de tiempo que
se observa al comparar las tres estrategias de deflacio´n no es significativa. Sin embargo,
podemos prever que en la ejecucio´n en paralelo, la reduccio´n en el nu´mero de iteraciones
que conlleva el uso de la estrategia aumentada, producira´ una mayor ganancia de tiempo.
Se observa asimismo que la opcio´n de forzar la completitud de un intervalo cuando
faltan tan solo unos pocos valores propios permite en algunos casos reducir au´n ma´s el
nu´mero de valores propios descartados, y con ello el tiempo de ejecucio´n. Por otro lado,
el uso de dicha opcio´n no supone, en ningu´n caso, una penalizacio´n.
Finalmente, los resultados de la u´ltima l´ınea de cada grupo de la tabla muestran que
la incorporacio´n del reinicio desplazado en Lanczos supone una importante mejora. En
algunos casos se observa una reduccio´n del tiempo de ejecucio´n de hasta el 20 %.
4.3. Pruebas en paralelo. Evaluacio´n de prestaciones
En esta seccio´n se presentan dos tipos de resultados. Por un lado se muestran tiem-
pos asociados a la evaluacio´n en paralelo de las distintas opciones implementadas, con
el fin de confirmar o refutar las hipo´tesis planteadas tras la valoracio´n de las pruebas en
secuencial. Por otro lado, y tras haber determinado las opciones que quedara´n en la im-
plementacio´n final, se presentan los tiempos obtenidos en el estudio de escalabilidad de
dicha implementacio´n final.
Para la evaluacio´n en paralelo de las opciones consideradas, se han llevado a cabo
experimentos similares a los efectuados en la seccio´n 4.2, utilizando en este caso el proble-
ma fuse1m (ver descripcio´n en Tabla 4.1). Los requerimientos de memoria del problema
considerado hacen que para la ejecucio´n del mismo sea necesario un mı´nimo de 16 procesa-
dores. Los resultados obtenidos, que se muestran en la Tabla 4.3, muestran gran similitud
a los de la Tabla 4.2, en lo que se refiere a la reduccio´n del nu´mero de iteraciones por efecto
del uso de la estrategia de deflacio´n aumentada y del reinicio desplazado en Lanczos. En
esta ocasio´n, tal como se esperaba, la reduccio´n en el nu´mero de iteraciones queda reflejada
en una reduccio´n del tiempo total de ejecucio´n. En la Tabla 4.3 se ha incluido tambie´n, el
desglose de tiempos para las principales operaciones que intervienen, lo que nos permite
observar que el tiempo empleado en las factorizaciones nume´ricas y en la resolucio´n de
sistemas triangulares son proporcionales, respectivamente, al nu´mero de shifts utilizados
y al nu´mero de iteraciones efectuadas. En lo que respecta al tiempo empleado para la
ortogonalizacio´n, y aunque en principio cabr´ıa esperar un incremento del mismo para el
caso de la deflacio´n aumentada, se observa, sin embargo, que las diferencias obtenidas son
poco marcadas. Esto se debe al hecho de que la mayor parte de dicho tiempo esta´ asociado
a la ortogonalizacio´n completa y al bloqueo dentro de una ejecucio´n de Lanczos, y no a la
deflacio´n contra vectores de otros shifts.
La evaluacio´n de las opciones consideradas nos permite decidir que la implementacio´n
final (incluida en SLEPc) utilizara´ la estrategia de deflacio´n aumentada junto con la opcio´n
de forzar la completitud de los subintervalos, e incorporara´ adema´s la te´cnica del reinicio
desplazado.
Para el estudio de escalabilidad de la implementacio´n final se utilizan los problemas de
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Tabla 4.3: Resultados para el problema fuse1m, con 16 procesos, utiliza nev=80: [rt, def,
comp, tiempo, nshift, res, its]=con igual significado que en Tabla 4.2, tNF=tiempo de
factorizacio´n nume´rica, tTS=tiempo de resolucio´n de sistemas triangulares, tOrt=tiempo
de ortogonalizacio´n.
rt def comp tiempo nshift res its tNF tTS tOrt
0 1 0 12286 34 (14) 51 6149 4012 5656 2179
0 2 0 10778 29 (9) 45 5283 3475 4863 2012
0 3 0 10339 27 (7) 43 4989 3181 4594 2144
0 3 1 9928 25 (6) 47 4892 2937 4508 2071
1 3 1 8691 24 (4) 39 3876 2841 3572 1830
Tabla 4.4: Resultados paralelos variando nu´mero de procesos (np) con fuse1m (nev=80) y
fuse2m (nev=120). Estas pruebas se han ejecutado con estrategia de deflacio´n aumentada,
opcio´n de completar intervalo y actualizacio´n de reinicio desplazado.
name np time nshift rest its tNF tTS tOrt
16 8691 24 (4) 39 3876 2841 3572 1830
fuse1m 32 5181 24 (4) 42 4046 1147 2757 845
64 3951 25 (6) 48 4340 725 2430 376
128 3333 25 (5) 41 4084 524 2228 166
32 11744 17 (4) 27 4080 2378 5323 2872
fuse2m 64 8060 18 (4) 25 4111 1275 4423 1211
128 6931 18 (4) 26 4228 981 4407 535
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test de gran taman˜o fuse1m y fuse2m. En la tabla 4.4 se presentan los resultados obtenidos
para ejecuciones efectuadas con distintos nu´meros de procesadores, comenzando con 16
para fuse1m y 32 para fuse2m (minimo requerido para cada uno de los problemas). Se
puede apreciar una disminucio´n continuada en los tiempos de ejecucio´n, hasta 128 proce-
sadores (nu´mero ma´ximo de procesos considerado). El ana´lisis de los tiempos desglosados
por operaciones revela que, tal como era de esperar, la parte de la computacio´n que ma´s
contribuye a entorpecer la escalabilidad es la aplicacio´n de (A−σB)−1, es decir, la resolu-
cio´n de sistemas triangulares (hechos por MUMPS). Este hecho es el que ha motivado que
en el disen˜o del me´todo propuesto se haya intentado minimizar esta operacio´n reduciendo
el nu´mero de iteraciones de Lanczos tanto como sea posible.
El tiempo residual (tiempo total menos los tres tiempos de operaciones mostrados en
la tabla), se corresponde con la factorizacio´n simbo´lica, la cual es reutilizada desde un
shift al siguiente. Dicha factorizacio´n se ha llevado a cabo de forma secuencial (ya que la
opcio´n de hacerlo en paralelo daba como resultado mayores tiempos para estas matrices
en particular), por lo que el tiempo es constante, independientemente del nu´mero de
procesadores utilizados: alrededor de 400 segundos para fuse1m y 1000 segundos para
fuse2m.
4.4. Ejemplo de aplicacio´n
Para completar nuestro ana´lisis, se muestran asimismo los tiempos de ejecucio´n en
paralelo para un problema de prueba que tiene clusters de valores propios de gran taman˜o,
el mayor de los cuales contiene 200 valores propios (considerando un radio de 10−6).
En tales casos, la necesidad de garantizar la ortogonalidad de los vectores propios en
los clusters hace que para cualquiera de las estrategias de deflacio´n consideradas precise
efectuar ortogonalizaciones contra numerosos vectores. Sin embargo, en el caso de las
estrategias de deflacio´n mı´nima y GLS nos encontramos con una dificultad an˜adida para
seleccionar un valor adecuado para la tolerancia ε˜ (necesaria para detectar clusters), ya
que una mala eleccio´n puede suponer una deflacio´n innecesaria (por ejemplo, ε˜ = 10−5
dar´ıa lugar a clusters de 400 valores propios). La tabla 4.5 muestra las ejecuciones con la
deflacio´n aumentada, utilizando un valor de nev igual a 100.
Este problema concreto constituye un ejemplo claro en el que la ejecucio´n en paralelo
es muy favorable, debido a que la factorizacio´n es extremadamente barata (la distribucio´n
de no-ceros se concentra en una banda muy estrecha en torno a la diagonal principal), y
por lo tanto la mayor parte del tiempo consumido se debe a la ortogonalizacio´n, la cual
presenta buena escalabilidad.
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Tabla 4.5: Resultados paralelos variando nu´mero de procesos (np) con benzene-2592,
nev=100, estrategia de deflacio´n aumentada, opcio´n para completar intervalo y actua-
lizacio´n de reinicio desplazado.
np time nshift rest its tNF tTS tOrt
2 3328 51 (31) 301 33978 15.6 641 2433
4 1720 52 (28) 302 34292 9.1 493 1093
8 1038 54 (30) 305 34679 6.0 408 551
16 698 52 (28) 304 34412 3.8 360 291
Cap´ıtulo 5
Conclusiones
Se ha desarrollado un me´todo de diseccio´n del espectro en paralelo, que si bien esta´ ins-
pirado en el trabajo publicado por Grimes et al., incorpora, por un lado, te´cnicas algor´ıtmi-
cas recientes, como el thick-restart Lanczos y el reinicio desplazado, mientras que por otro
incorpora modificaciones destinadas a mejorar la implementacio´n en paralelo.
Se ha disen˜ado una estrategia de deflacio´n destinada a proporcionar la robustez nece-
saria para asegurar el correcto funcionamiento del me´todo en cualquier contexto. Adema´s
esta estrategia permite reducir el nu´mero de factorizaciones y de sistemas triangulares a
resolver, au´n a costa de ortogonalizar ma´s, consiguiendo con ello mejorar sustancialmente
la escalabilidad de la implementacio´n realizada.
Esta estrategia proporciona por tanto la robustez y flexibilidad necesarias para que
pueda ser usado en situaciones generales, sin restricciones asociadas a problemas concretos
que limiten su validez. Por ello, este me´todo puede ser utilizado en problemas que posean
una elevada multiplicidad de valores propios o incluso con grandes clusters de los mismos.
Los experimentos llevados a cabo demuestran que el co´digo desarrollado es capaz de
resolver problemas con millones de inco´gnitas, mostrando un buen comportamiento en
paralelo hasta con 128 procesadores. Asimismo, se ha comprobado que la estrategia de
deflacio´n propuesta combinada con la completitud del intervalo y la actualizacio´n del
reinicio desplazado, proporciona una reduccio´n significativa del tiempo en todos los casos.
Como continuacio´n de este estudio, nos proponemos explorar en el futuro estrategias
con dos niveles de paralelismo, en el que el intervalo se divida en varios subintervalos, cada
uno de ellos asignado a un subgrupo distinto de procesos, de forma similar a la estrategia
a la seguida por [23].
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