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Abstract
There is a common view in thermodynamics that the behavior of a macroscopic system can be
described by only a few state variables, namely, temperature T and volume V . Although this
is true for many cases, it is unclear whether or not it is valid for solids too. The present study
gives the answer to this question. The system is characterized by constraints, and one constraint
creates one state variable (thermodynamic coordinate, TC). Solids are characterized that all the
atoms are constrained so as to occupy their own space distinguished from those of other atoms.
In equilibrium, the mean value R¯ of an atom position is unique and distinct from others, which
qualify R¯ as a TC. Thus, the fundamental relation of equilibrium is specified by a set of all {R¯j}
together with the internal energy. This distinguishability of R¯j is essential, whereas the microscopic
size of the quantity is irrelevant. An important consequence of this conclusion is that there are a
large number of equilibria, each being represented by a point of the state space {R¯j}. Hysteresis,
memory function, and glass states which are traditionally considered as nonequilibrium properties,
are in fact equilibrium properties, because they are static in a time in question. Therefore, these
properties can be described within equilibrium thermodynamics on this ground. However, in many
practical purposes, not all of atom positions are necessary, because of degeneration of the state
space: many of {R¯j} are insensitive to the property under consideration. Hence, the next question
is how to wisely find the minimum, yet sufficient, TCs for describing a specific property, which is
an open question imposed to individual problems. The present study provides a guarantee that
the effort of finding desirable TCs, in principle, succeeds.
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I. INTRODUCTION
Although thermodynamics was established long ago, we still have conceptual difficulties
with it. No textbooks explain what are the state variables of solids in the thermodynamic
context [1–6]. For gas states, the answer is evident: only two, temperature T and volume
V , as independent variables. In the usual curriculum at university, we first learn gas states
in thermodynamics. Next, solid states are learned in statistical mechanics. We calculate
the specific heat of solids on the basis of their microscopic structures. After that, there is
no further study on thermodynamics. This, however, does not mean to say that thermody-
namics breaks down for solid states. Thermodynamics is a universal theory, whose validity
covers a wide range of physics from the scale of elemental particles to that of astronomy
[7, 8]. Despite this, it remains unclear how to treat solids within the framework of thermo-
dynamics. The question is what variables other than T and V and how many variables are
necessary to describe solids within the thermodynamic context.
To answer this question, a careful investigation on the definition of state variables is
required. We learn in thermodynamics lessons that thermodynamic equilibrium states are
characterized by a few state variables [2–5]. But, what are state variables? We may answer
that state variables are macroscopic properties that are defined in the equilibrium state. In
this way, the argument becomes circular. It is difficult to give coherent definitions of state
variables and equilibrium.
Most textbooks avoid this problem and take these notions as a priori knowledge. This
makes everything easy and allows us to benefit from all the advantages of thermodynamics.
For a system composed of a large number of particles, the change in state can be described
by the change in the internal energy ∆U with a few state variables Xj,
∆U = TdS +
M∑
j=1
Fj · dXj, (1)
without knowing details of the intermediate stages of the change. In Eq. (1), Fj is a gener-
alized force conjugate to Xj. In the summation, M is the number of state variables other
than T and entropy S. Here, we consider only thermal properties of materials, even though
the theory can be extended to electromagnetic properties. Then, V and N (the number of
particles composing the system) are typical state variables. It is unusual for M to be larger
than three for a gas. This is a major advantage of thermodynamics: only a few variables can
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represent the behavior of a large number of the particles which constitute the macroscopic
system. However, a problem is to what extent the number of state variables is acceptable.
Suppose that a gas of N molecules is enclosed in a long container of volume V . The internal
energy of the gas is described by three variables as U = U(T, V,N). We can introduce a
diathermal wall, which may or may not be mobile, in the container. Now, two volumes, V1
and V2, and two numbers of molecules, N1 and N2, are needed to describe the whole sys-
tem as U = U(T, V1, N1;V2, N2). We can continue this partitioning by adding an arbitrary
number of diathermal walls. There is no clear boundary between small and large numbers.
The above reflection shows that to define the state variables of solids a careful inves-
tigation about fundamental issues, such as the definition of equilibrium, is indispensable.
This study reveals what are the state variables of solids on this ground. In the literature,
additional variables which are known as internal variables are found for studying the ther-
momechanical properties of solids, such as plastic deformation [9, 10]. The main interest of
these studies is how to treat the nonequilibrium properties of deformation of solids, whereas
solids are modeled by continuum media. Here, the subject is different: it is asked to give
a general prescription for describing the thermodynamic properties of solids. By analyzing
what variables are involved in the specific heat of solids as a function of temperature, it
is demonstrated that the mean values–not instantaneous values–of atom positions are the
state variables for solids.
This conclusion provides a theoretical foundation to study conceptually difficult problems
of thermodynamics of solids. There is a widely held view that glass solids are far from
equilibrium so that standard methods of thermodynamics cannot be applied. Hysteresis in
solids is also considered to be a nonequilibrium phenomenon. These properties can be treated
on an equal footing with thermodynamic properties of perfect crystals. An interesting
application of this study is the residual entropy of solids, which is a problem of the third
law of thermodynamics. In glass physics, the problem is currently being seriously debated
[11–15]. Much of the confusions stemmed from the way of identifying the state variables.
The remainder of this paper consists of the following way. Section II addresses the
definitions of fundamental notions, such as thermodynamic equilibrium. The background
theory is the works of Gyftopoulos and Beretta (GB) [16] and Reiss [17]. On this basis, we
commence to study the thermodynamic description of solids, which is given in Sec. III. Many
questions associated with the present argument are related to the notion of constraints, and
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accordingly this issue is discussed in depth in Sec. IV. Some working examples of the state
variables of solids are given in Sec. V. Finally, a summary is given in Sec. VI. Throughout
this paper, entropy S is presented in the unit of Boltzmann’s constant kB.
II. FUNDAMENTAL RELATION OF EQUILIBRIUM
Let us begin with the definitions of thermodynamic equilibrium (or in short equilibrium)
and state variables. As stated above, any attempt to define these notions within equilib-
rium thermodynamics will eventually fail, because we cannot say the difference between
equilibrium and nonequilibrium if we study equilibrium states only; we have to observe the
equilibrium world from the outside. This is the approach that GB employed for constructing
the foundation of thermodynamics [16], which is a significant improvement of their prede-
cessors of Hatsopoulos and Keenan [18]. Since the GB approach is very different from the
traditional manner of teaching thermodynamics in terms of both ideas and terminology, it
is difficult to explain their approach in a short passage. Nevertheless, an attempt will be
made to introduce their ideas and incorporate them in the present context. For an in-depth
understanding the GB approach, however, readers are encouraged to refer to their original
textbook [16].
The GB approach begins with very general situations: no assumption of equilibrium is
made. Let us consider a system consisting of many particles; by system, it is referred to
in this meaning throughout this study. A system in nonequilibrium is characterized by a
set of state variables P (t); the state variables do not have the traditional meaning of state
variables but are general observables: any physical quantity determined by well-defined
measurements, regardless of whether it is time-dependent (dynamic variable) or not, is a
state variable. The number of particles in a small segment of space, n(r, t), is an example.
The state of a system refers to any state, which is characterized by the set {Pj(t)}, regardless
of whether it is in equilibrium or nonequilibrium. In the traditional manner, states implicitly
mean equilibrium states. The following terminologies are used to avoid confusion: a “state”
refers to any state in the sense of GB, while a state in equilibrium is called a thermodynamic
state; a “variable” is used in the general sense of GB, while a traditional state variable is
called a thermodynamic coordinate. The term “thermodynamic coordinate” is used with the
same meaning in Ref. [2], and is abbreviated here to TC.
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The GB approach next defines equilibrium. Suppose that we have an adiabatic system
connected to a weight as the sole device external to the system.
Definition 1: Thermodynamic equilibrium
It is impossible to change the stable equilibrium state of a system to any other state with
its sole effect on the environment being a raise of the weight.
This is equivalent with the zeroth law of thermodynamics, which gives a usual definition of
thermodynamic equilibrium. If two systems A and B are in relation of equilibrium, contact
of A and B does not cause any change. If these two are not in that relation, the contact
causes a spontaneous change. The maximum work theorem states that increase in entropy
can be converted to net work on the environment. Equilibrium state means no change in
the macroscopic properties of a system in a time in question. The last condition is added to
remind that every equilibrium holds only in a restricted time. A ballon filled with helium
gas is in equilibrium. However, when it is asked why it eventually shrinks, the current state
of the ballon must be treated as a nonequilibrium state in a process of gas leak through
the skin of ballon. A glacier is regarded as an equilibrium state in the weather forecast.
However, when its geophysical change is investigated, the current state of the glacier must
be treated as a nonequilibrium state, even though the displacement of the glacier is very
small.
By defining equilibrium by Definition 1, we can avoid the circular definitions between
state variables and equilibrium. Then, a TC can be defined.
Definition 2: Thermodynamic coordinate
A thermodynamic coordinate is the mean value of a property with respect to time, where
the range in which the temporal value can vary is restricted by a given constraint.
By defining a TC Xj in this manner, it is understood that the time average of the corre-
sponding property Pj(t) converges to a finite value, Xj = P¯j. A constraint ξj is a means of
restricting the range in which a particular variable Xj can vary. It is expressed by either
a hypersurface ξj(Xj) = 0 or a range ξj(Xj) > 0. Although the restriction can be applied
to any mode of change, for a moment, restrict ourselves to those in the real space. Later,
different types of constraint are shown on occasions. An example of a constraint ξ is the rigid
wall of a container in which an enclosed gas can expand. This constraint creates a TC of
volume V when the system is in equilibrium. This feature of the relationship between a TC
and a constraint is not clear in GB, whereas it is well described by Reiss [17] (Sec. I.8), who
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may be the first person to consider this feature seriously. In addition, although in GB two
types of constraints, i.e., external and internal constraints, are distinguished, the distinction
is not important for the present argument, and accordingly here word “constraint” is used
to refer to both types.
In terms of the equilibrium state, the second law is expressed as follows.
Theorem 1: The second law of thermodynamics
Among all the states of a system that have a given U and are compatible with the given
constraints, there exists one and only one stable equilibrium state.
A stable equilibrium state is meant as the equilibrium state that can retain its state upon
finite perturbations. Hereafter, an equilibrium state is considered to be stable unless oth-
erwise stated. This stable equilibrium state corresponds to the maximum entropy state in
usual terms.
An important feature of equilibrium is its relationship with TCs, which plays a central
role in the present study.
Corollary 1: Existence of the fundamental relation of equilibrium
Under given constraints with a fixed U , the thermodynamic coordinates {Xj} of a system
are uniquely determined when the system is in equilibrium.
This is a direct consequence of Theorem 1. For each set of constraints {ξj}, there is one and
only one equilibrium state, and hence the equilibrium state fixes only one value Xj for each
ξj. Some Xi may not be independent of the others. In this case, by restricting a set {Xj}
to one containing only independent variables {Xj}j=1,...,M , this uniqueness is completed. A
formal proof is given in Ref. [19]. The space spanned by the chosen coordinates together
with U = X0 is called the state space, and its dimension is M + 1. The uniqueness of {Xj}
for a given equilibrium state entails the existence of an equation that relates all the TCs
{Xj} uniquely. This equation is called the fundamental relation of equilibrium (FRE),
S = S(U,X1, . . . , XM), (2)
in the entropy representation [3, 16, 20]. By changing the variables to other sets, the free en-
ergy can take the same role. Corollary 1 guarantees the existence of the FRE, but a concrete
form of the equation cannot be obtained from the laws of thermodynamics alone. To obtain
a concrete form, we need specific models, empirical rules, or help of statistical mechanics.
This is true even for an ideal gas, the equation of the internal energy U = (3/2)RT (R:
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the gas constant) is obtained by assuming that the specific heat is independent of T and V .
In the literature, there is sometimes confusion about this point, for example, in Ref. [21].
These writers misconstrued that classic thermodynamics is a classic thermodynamic model.
The Dulong and Petit law breaks at low temperatures, whereas thermodynamics does not.
A special form of the FRE is useful for analyzing TCs. We know that the FRE of ideal
gases is given by S = ln(UV/N) with an appropriate reference state. As in this example,
when the Hamiltonian of a system can be diagonalized with respect to {Xj}, S is elegantly
factorized as
S =
M∑
j
sj(Xj), (3)
where sj(Xj) are the respective components. When we study the minimum value of each
component, this form is particularly useful.
The FRE is required to have the following property [3, 16, 20].
Corollary 2: Completeness of thermodynamic coordinates
Any thermodynamic property of a system can be obtained from the fundamental relation
of equilibrium.
Among the various thermodynamic properties, the most important property may be the
specific heat C. We use this requirement as a guide to obtain the desired set of TCs in the
next section. The requirement that C is obtained from the FRE is a necessary condition−but
not sufficient−for Corollary 2 to hold.
It is often claimed that only macroscopic quantities, such as V and T , can be state vari-
ables. In the glass literature, because of this reason, glasses are regarded as nonequilibrium
states: the specific heat C of a glass cannot be expressed as a function of T and V only [22].
This is not true. We can create an equilibrium state of a solid under a uniform pressure.
The phonon spectrum and thereby the specific heat is changed accordingly. This confirms
that V is a TC. In a similar manner, we can create inhomogeneous strains on a solid. In the
hardness measurement, an indenter yields a local strain on a sample. By applying a number
of nanoindenters on different places of a solid, we can create arbitrary shapes of deformations
(Fig. 1). All these deformations are equilibrium states with different constraints. Clearly,
TCs other than T and V exist [23]. This is contrast to the gas case, where the deforma-
tions of shape, while maintaining a constant V , has no consequence on the thermodynamic
properties of the gas, and thus the shape is not a TC. Further discussion, refer to Sec. IV D.
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(a)
(b)
(c)
(d)
FIG. 1: Different constraints create different equilibria. (a) A homogeneous deformation has an
equilibrium state which is specified by a uniform strain . (b)-(d) Local deformations have different
equilibria which are specified by local strains ε(r).
III. THERMODYNAMIC COORDINATES IN SOLIDS
We can now construct the thermodynamic description of a solid. Corollary 2 requires
that an appropriate set of TCs for a solid must completely describe the specific heat of the
solid. It is an elementary task in statistical mechanics to calculate the free energy F of a
solid in terms of the atomic displacements {uj} (for example, Ref. [24], Sec. 10.1). In the
harmonic approximation, by transforming atomic displacements {uj} to normal modes {qk},
F is obtained as
F = kBT
∑
k
ln
[
2 sinh
(
1
2
β~ωk
)]
, (4)
where β is the inverse of temperature, ωk the frequency of kth phonon, and ~ the Planck’s
constant. The thermal average q¯k is related to the Bose occupation number n¯k through
(1/2)mω2kq¯
2
k = {(1/2) + n¯k} ~ωk, where m is the mass of the constituent atoms, when the
crystal is a monatomic crystal. By using n¯k, the entropy S = ∂F/∂T of a solid is expressed
in the factorized form
S =
M∑
k=1
[(n¯k + 1) ln(n¯k + 1)− n¯k ln n¯k] . (5)
Here, M = 3Nat−3, where Nat is the number of atoms in the crystal. The missing three free-
doms together with the symmetry reason give rise to the six components of the macroscopic
elastic contribution, V
∑
ij σijdij [25] (p. 132). This term is not interested here. From this,
the specific heat C is immediately obtained as
C = T
∂S
∂T
. (6)
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Here, the 0th coordinate U is implicitly included in the expression, which has been trans-
formed to another variable T . From Eqs. (5) and (6), we have seen that all the coordinates
{n¯k} are needed to fully describe the specific heat. By reverting the variables n¯k to the atom
displacement u¯j, we see that the general expression for the FRE for solids is a function of
u¯j. Furthermore we can choose the average positions of atoms R¯j as the TCs instead of
u¯j, because the force constants mω
2
k which determine u¯j are eventually determined by the
structure of a solid {R¯j}.
Conversely, the set {R¯j} is, by construction, uniquely determined by an equilibrium
state, which meets the requirement of Corollary 1. The need of all atom positions for FRE
has been shown by taking specific heat as an example. The sufficiency of the set {R¯j} is,
however, true in general.
Corollary 3: Thermodynamic coordinates of solids
The fundamental relation of equilibrium for a solid is represented by the mean values of the
position of all atoms that comprise the solid, in addition to U .
S = S(U, R¯1, . . . , R¯Nat). (7)
GB (p. 119) urges that FRE is derived as a rigorous consequence of the first and second laws,
not as a consequence either of difficulties related to exact calculations and lack of knowledge,
or a need to describe complicated physical problems by a few gross macroscopic averages.
The present conclusion of Corollary 3 is rigorous to the extent of this strength. Corollary 3
is completely consistent with the fundamental theory of electrons, that is, density-functional
theory (DFT) [26]. The ground state of a many-electron system is uniquely determined by
the electron density, which is fixed by the atom positions {Rj}. The finite-T extension of
DFT ensures that the grand potential Ω of a given system is determined by the average
electron density n¯(r) as Ω[n¯(r)], and n¯(r) is uniquely determined by the average atom
positions {R¯j}. Hence, Eq. (7) is proven from the fundamental view of physics.
Some readers may be averse to accepting this conclusion. The followings are impor-
tant concerns that have commonly been raised. One concern is that atom positions are
microscopic quantities and hence conflict with the macroscopic nature of thermodynamics.
However, we may ask why they are microscopic and are so compared with what. Even our
planet is microscopic when the evolution of the universe is investigated. In crystal growth,
crystal nuclei are small compared with the human scale, but we have elegant thermodynam-
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ics theories for crystal growth. In laser cooling, an atom cluster is confined by a photon
field [27, 28]. Although the cluster is microscopic in the human scale, we can measure the
temperature of the cluster; otherwise the concept of cooling loses its meaning. An atomic
nuclear has its own temperature and even exhibits a phase transition inside it [29]. Ther-
modynamics holds even for extreme matter of black holes [30]. Thermodynamics must hold
for phenomena of any scale, and we should not introduce the human scale into a universal
theory.
Nowadays, it is known that the first law of thermodynamics, Eq. (1), can be rewritten
as a microscopic expression. The heat part, Q, and mechanical work part,
∑
j fjdxj, in ∆U
are well defined even at a microscopic level; see Sec. 5 of Ref. [31] and also Refs. [32, 33]. In
molecular-dynamic simulations performed to study reaction paths, the method of thermo-
dynamic integration is routinely used [34, 35]. Therein, the free energy can be obtained by
integrating the force fj of only one atom along its path xj during the reaction.
Another concern is that the number of TCs in the above argument is infinite. We learned
that a useful feature of thermodynamics is the small number of variables used to describe the
properties of a macroscopic system [3]. The author agrees with this view for introductory
courses of thermodynamics. However, for more complex systems, this restriction of the
number of variables no longer makes sense. Instead, the important feature of TCs lies in
Definition 2: distinguishability of a TC from other TCs by constraints and its unique value
in equilibrium. There is a double infinity in thermodynamic states: the number of TCs
{R¯j} is infinite, while each TC R¯j consists of an infinite number of the values of a dynamic
variable Rj(t). The latter type makes it sense to count microstates, giving the mean value.
The mean value is assigned to the former.
By combining the above two answers, we may better say the nature of thermodynamics:
thermodynamics describes equilibrium properties of many-particle systems (macroscopic
systems) by a set of (a few number of) state variables, where the words in brackets are those
of the conventional expression. Accordingly, the conventional word “macroscopic” property
should be replaced with an average property. Hereafter, the term thermodynamic property
is used in this meaning.
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IV. ROLES OF CONSTRAINTS AND EQUILIBRIUM PROPERTIES
A. Creation of coordinates
In view of importance of the relationship between constraints and TCs, we further elab-
orate on the meaning of constraints. The idea of introducing constraints began by Gibbs a
century ago, whereas a different name passive resistance was used [20]. He already noticed
that metastable states are sustained by constraints.
A constraint ξ restricts the value of a variable of a system in a range that characterizes the
problem under consideration. For a container filled with a gas, the wall ξ1 of the container
restricts the space that the gas can occupy, defining V1 as a TC. When an internal wall ξ2
is inserted, a pair of TCs, V1 and V2, appears. In this way, a constraint creates a TC. Reiss
emphasizes this role of constraints: there is a one-to-one correspondence between TCs and
constraints [17]. The number M of TCs is the same as the number K of constraints ξj.
In the above example, the constraint acts on an extensive quantity V . For a crystal, the
boundary of a cell ξj restricts an atom in the cell. Since the cell boundary is a fictitious
construct, a better way in this case is that the force F¯j acting on that atom is taken as the
constraint. In this case, the constraint acts on an intensive quantity.
The mechanism of the creation of a TC by a constraint is clearly seen in statistical
mechanics. For an N -particle system, the potential part of the partition function ZP is
expressed as
ZP =
∫
V
exp[−βφ(R1, . . . ,RN)]dR1, . . . , dRN , (8)
where φ is an N -particle potential. The integration is taken over the entire volume V of the
system. For an ideal gas, all the coordinates are integrated out, resulting in V N . Only one
TC has been created for ideal gases with a fixed N . When all the particles are well localized
within small spaces vj, which do not overlap each other, the multiple integral becomes a
product of single integrals as follows:
ZP =
∫
v1
exp[−βφ1(R1)]dR1 · · ·
∫
vN
exp[−βφN(RN)]dRN . (9)
For each factor, the integration is taken only over the cell vj. The instantaneous position
Rj is close to its mean position R¯j, so that it can be expanded as Rj = R¯j + uj by a small
displacement uj. By integrating with respect to Rj, an averaged coordinate R¯j is singled
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out from the integration as∫
v1
exp[−βφ1(R1)]dR1 = exp[−βφ1(R¯1)]
∫
v1
exp[−βφ1(u1)]du1. (10)
In this manner, R¯j is created for each factor, leading to Eq. (7).
For a general case, a TC Xj is defined by,
Xj =
∫
ξj
ξj(R1, . . . ,Rs)dR1, . . . , dRs, (11)
where ξj({Rk}) represents the constraint ξj: a function connecting a set of {Rk}k=1,...,s to
Xj. The integration is taken only over those coordinates which are allowed to vary within
the constraint, and s is the number of those atoms. This form is useful for treating atom
clusters and domain structures.
The same conclusion can be obtained from information theory, where the principle of
maximum entropy plays the central role [31, 36, 37]. For a given set of discrete values {xj}
of a statistical quantity x and a set of m kinds of expectation values
∑
j pjfr(xj) = Fr for
r = 1, . . . ,m, the optimal choice of a probability distribution {pj} is obtained by maximizing
the information entropy SI = −
∑
j pj ln pj subject to constraints∑
j
pjfr(xj) = Fr, for r = 1, . . . ,m (12)
Here, f and F are not forces but given functions and their expectation values, respectively.
The standard procedure of solving this problem is use of the method of Lagrange multiplies
{λj}. Thus, we have seen that a TC in thermodynamics is nothing more than an expectation
value in information theory. Therefore, it is legitimate that the number of constraints m is
equal to the number of TCs M . This equality was established by the work of Jaynes for a
long time ago [31]. However, the view that the number M must be small had so prevailed
that he did not touch upon this problem. A contribution of the present study is showing
that there is no limitation for M , and that this is indeed the case of solids.
The idea of constraints is seen in the literature of glass solids [11, 38]. In model calcu-
lations, constraints are introduced to eliminate a particular mode of atom motions [39, 40].
These constraints are virtual quantities, which are introduced to make metastable solids
amenable to the traditional methods of thermodynamics. In contrast, in the present the-
ory, the constraints have reality. All the constraints are actually energy barriers built in
solids. If the energy barrier is sufficiently large in the scale of a given problem, the energy
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barrier virtually inhibits the corresponding mode of change. This is discussed in the next
subsection.
B. Frozen coordinates
There is an interesting class of constraints. The properties of water in a container depend
on T and V , whereas the elevation H at which the container is held is irrelevant. The FRE is
expressed by these two coordinates, (T, V ) ≡ {X0j }. However, there is a case that H affects
the properties of water. In a hydraulic power plant, H is the most important coordinate (this
example is given by Kline [41]). When the gate of the upper pool is closed, the interaction
between the top and bottom water is inhibited. H does not enter the FRE. Here, we refer to
this silent coordinate as the frozen coordinate and denote it by adding a caret, Hˆ. The FRE
is then expressed as S({X0j }; Hˆ). In this case, the role of the constraint is to completely
inhibit Hˆ from varying. When the gate is opened, the top water falls into the bottom pool,
H begins to vary and becomes a true variable. This is the process in which the gravitational
potential of the top water is converted to the thermal energy of the bottom water. Now, we
must take H into account in S, and hence S = S({X0j }, H).
The silicon crystals used in the electronics industry are most perfect crystals ever ob-
tained; despite this, a disorder due to the random distribution of isotopes lurks behind this
perfection. This random distribution does not contribute to the thermodynamic properties
of silicon, and hence it can be regarded as a frozen coordinate. When an isotope enrichment
process is investigated, however, the distribution of isotopes becomes a real variable, and
hence we have to take it into consideration.
The above argument shows that the absolute value of entropy makes no sense. We
can add an arbitrary number of frozen coordinates Xˆk without causing any change in the
thermodynamic properties of the system,
S =
M∑
j
sj(Xj) +
∑
k
sk(Xˆk). (13)
We have freedom to add arbitrary frozen coordinates as we wish. This arbitrariness in S is
sometimes referred to as being the “many facets” of entropy [42] or the “anthropomorphic
nature” of entropy [43]. As long as the frozen coordinates remain inactive, these constants
sk(Xˆk) are irrelevant to the thermodynamic properties. In spite of this arbitrariness, there
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is a common origin of S among different materials. This is an issue of the third law of
thermodynamics, and is studied in depth in Ref. [44].
C. Degeneration of the state space
A constraint is linked to the notion of missing information (lack of detailed information),
which is a useful interpretation of entropy [31, 45, 46]. Missing information implies an
increase in uncertainty. It is brought about most drastically when degeneration of the state
space occurs, as described below. Although the number of atoms Nat is not altered in a
transformation from a solid phase to a gas phase, readers may wonder why the number of
TCs changes markedly from the order of 1023 to only 2. The point is how many coordinates
are uniquely determined in equilibrium state. For a gas state, the detailed positions of a
large number of atoms are irrelevant to thermodynamic properties of the gas in equilibrium.
For perfect crystals, all the positions of the atoms Rj are confined in their respective unit
cells, whose volume is vc. We can experimentally determine R¯j with certainty. The entropy
per atom can be roughly estimated by ln(vc/vQ), where vQ = λ
3
T and λT is the thermal de
Broglie wavelength. Since the size vc is comparable to vQ, S is close to zero. The boundary
of a unit cell is a wall of the jth constraint ξj. Let us remove the first wall ξ1. Then, atoms
1 and 2 can interchange their positions. It is uncertain which atom is in which cell, except
that the two atoms are located somewhere in a volume of 2vc. S is increased to ln(2vc/vQ).
We lose either one of two positions from the set of thermodynamic coordinates {R¯j}. Next,
let us remove the second wall ξ2. The coordinate of atom 3 is lost in the set {R¯j}, whereas
S is increased to ln(3vc/vQ). In this way, when all the walls are removed, we lose all the
positions of atoms, leaving only the whole volume V = Natvc. The final state is a gas state,
whose entropy is given by V only, as ln(V/vQ). During this process, the number of TCs has
been reduced to one from Nat,
(R¯1, . . . , R¯Nat) → V. (14)
It is said that the degeneration of the dimensionality of state space occurs [47]. The degen-
eration of the state space and missing information refer to the same thing in the present
context, and are caused by removing constraints. But, the converse is not true. Config-
urational degeneracy also yields the degeneration of the state space, which is discussed in
Sec. IV E.
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Degeneration of the state space occurs, when a system undergoes a phase transition. We
can look upon the order parameters in a phase transition as TCs. Anderson figured out that
the order parameters in crystallization are atom positions, although he took the density in
the reciprocal space {ρ(G)} for a reason uninterested in the present context [48] (p. 39).
There is an intimate relationship between a TC and an internal variable in nonequilibrium
thermodynamics [10, 49, 50], although the latter is mainly used for describing processes.
D. Multifaceted equilibria of a solid
At this stage, it is pertinent to discuss the category of solids in thermodynamics. Corollary
3 has complete generality in describing thermodynamic properties of solids. The validity
does not depend on wether it has periodicity or not. Glass is not an exception; the topics of
glass is discussed in the next subsection. From the thermodynamics point of view, only the
feature which distinguishes solids from other phases is that each atom of a solid is constrained
in its own region, inhibiting the overlap of atoms. With this constraint, an atom position,
which otherwise is not a TC, get a definite and unique value R¯, giving a qualification as
TC. The set of constraints creates 3Nat of TCs, and a large number of equilibria exist in a
3Nat-dimensional state space; here and hereafter one coordinate U is omitted.
The last consequence is very important for understanding various properties of solids in
the thermodynamic framework. We have already seen such an example in arbitrary-shaped
deformations in the last paragraph of Sec. III. As the scale of deformation becomes finer, we
eventually arrived at atomic displacements. Mechanical properties of metals are influenced
by heat treatment, which reflect the changes in morphology of grains, dislocations, and
any structural defects. All the changes are expressed by atom displacements {u¯j}. These
changes are indeed equilibrium states according to Definition 1: they are static, unless the
external conditions change. These equilibrium states cannot be expressed by T and V only.
Further interesting examples are found those materials possessing hysteresis, memory-
functional materials, which are traditionally considered as nonequilibrium phenomena. In
a light of Definition 1, these states are in fact equilibrium states, as long as they maintain
the original states in the time in question. This is established by imposing constraints.
Bridgman was probably the first person to study the hysteresis in the plastic deformation
within the framework of thermodynamics [51]. He demonstrated that any point of state in
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the hysteresis loop of plastic deformation can be described by two state variables other than
T . These two variables are stress σ and strain ε. While in the elastic theory these two are
dependent each other, they become independent variables in the plastic deformation. By
imposing two constraints, which correspond to σ and ε, the deformation is uniquely fixed.
The deformation is an equilibrium state.
Among memory-functional materials, there are materials utilizing bistable states of a
foreign atom. These two states are equilibrium states, which are fixed by an energy barrier.
In this case, the thermodynamic properties of two states are well described by introducing
only one extra TC, namely, the atom position R¯i of the foreign atom i, which takes only
two values. The remaining atom positions are redundant. Degeneration of state space
occurs, with reducing the dimension from 3Nat to 3. Martensite transition is a diffusionless
transition, which is used as shape-memory materials [52]. This transition is caused by atom
displacements forming a twin structure. In this case, the displacements {u¯j} of the atoms on
the boundary surface of the twin will be appropriate TCs. For materials of digital versatile
disc (DVD), a phase-change materials are used. A compound GST is such an example, which
exhibits a phase transition between the crystalline and amorphous structures [53]. This can
be described by using the displacements {u¯κ} of a particular atom species κ as TC. In this
way, we have seen that a various equilibrium states of a given solid are associated with the
mean values of the atom displacement {u¯j}. Conversely, any property expressed by {u¯j} is
an equilibrium property.
The above examples show that not all the atom positions are necessary for describing a
specific property, because of degeneration of TCs. How to wisely choose a minimum and
sufficient set of TCs is an interesting and open question. The present study does not give
answer to this question for individual case, but provides a theoretical ground ensuring that
there must always exist a set of TCs for describing any thermodynamic property of a solid.
If there is no idea for choosing a small number of TCs, our suggestion is use of a full set
of {R¯j}. Then, examine whether there is degeneracy in the TCs, which would significantly
reduce the dimension of the state space.
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E. Distinguishability and indistinguishability of glass solids
Treating specific material is not the present purpose. However, on account of the gen-
erality of Corollary 3, we need to mention glass states, which are traditionally considered
as nonequilibrium states, in a light of the present study. For further discussion specific to
glasses, the author has a plan to write a paper in future.
The author is aware that glass researchers deem glasses as nonequilibrium states. A rea-
son of viewing glasses as nonequilibrium states is that a glass exhibits different properties
depending on the process in which the glass is obtained. Different methods of synthe-
sis produce glasses having a variety of mechanical properties, despite the same chemical
composition [54]. However, if the term glass state is interpreted as being referred to as a
thermodynamic state, this contradicts thermodynamics. The thermodynamic state oughts
to be independent of the process in which the state is obtained. Researchers dispose of this
self-contradiction merely by regarding glass states as nonequilibrium states. In accordance
with this view, researchers’ mind are pervaded that if we wait for a long time a glass will be
crystallized. We call this the time-scale issue. The author does not intend to interfere how
glasses are described in other areas. From purely thermodynamic point of view, however,
glasses are by any means equilibrium states. There are multiple reasons. Describing this is
lengthy, and it is given in Appendix A.
(α) (β)
Rj
vj
FIG. 2: Different atom arrangements of a glass. Each atom is constrained by a cell with irregular
shape. For simplicity, the trajectory of motion is drawn for only one atom.
A glass has many different atom arrangements. Some are shown in Fig. 2. The constraint
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ξj on the atom at Rj is its cell boundary vj. Each atom can be mobile only within the cell:
an exchange of atom positions is inhibited. One sample of a glass has only one atom arrange-
ment, and another one has a different arrangement. Hereafter, we call a specific arrangement
a structure, while different glasses are distinguished by the chemical composition. Let α be
the label for the structure, and {ξ(α)j } be a set of the constraints for α-th structure. Both
structures α and β of Fig. 2 are stable equilibrium states, because they do not alter their
structures. A question is whether these two structures are the same state or not. In the
present context, they are different states. This is because, if the two were to refer to the same
state, it would contradict the second law (Theorem 1) dictating that only one equilibrium
state is allowed for a given set of constraints. The distinction between different structures
is made possible only by fully specifying the atom positions. Here is a great advantage to
employ the present conclusion of Corollary 3. We can describe the thermodynamic proper-
ties of different structures of a glass within the equilibrium thermodynamics. Nowadays, the
properties of non-crystalline solids are studied by DFT calculations based on the principle
that the ground-state electronic structure is uniquely determined by the atom potentials,
supporting the present view.
A more common case of glasses is indistinguishability of individual samples. A glass
does not change its properties sample to sample, despite that the microscopic structure is
different. Experiments show that no influence of heat treatment is observed on the low-
temperature specific heat of glasses in a wide range of experimental conditions [55, 56]. The
physical and chemical properties of glasses are well reproduced: otherwise it could not be
used in high-technology applications. In this case, the partition function, Eq. (8), must
contain all the structures that the glass can take sample to sample,
ZP =
Nc∑
α
∫
V
exp[−βφ(α)(R1, . . . ,RNat)]dR1, . . . , dRNat , (15)
where φ(α) is the potential of α-th structure and Nc is the number of different structures
that the glass can take. Summing over α sometimes causes confusion related to the ergodic
problem. This problem is explained in Appendix B. It is reasonably expected that the
integration with respect to {R(α)j } gives the same value among different structures, because
the properties of the glass do not change from sample to sample. Accordingly, we have for
the entropy of this glass
S = S0(U, R¯1, . . . , R¯Nat) + lnNc. (16)
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The first term S0 on the right-hand-side is the phonon contribution from one particular
structure, and is the same as Eq. (5). The last term Sconf = lnNc indicates how many
equivalent structures can exist, and is called the configuration entropy. The dimension of
the state space is reduced by Nc. The information that is missing is the distinguishability of
samples among different configurations α = 1, . . . , Nc. When this degeneration of the state
space is frozen in, the so-called residual entropy results in. This topics is studied in depth
elsewhere [44].
The real situation of glasses is an intermediate between complete distinguishability and
complete indistinguishability, with the dimension being between 3Nat and 1. In the literature
of glass physics, it is sometimes found introducing an extra parameter in thermodynamic
description of glass behavior [15]. This parameter is called an order parameter, Z. By
using Z, enthalpy H is expressed as a function of three variables, H = H(T, V, Z). One
example of the order parameter is the so-called fictive temperature T¯ [57, 58]. Generally,
many order parameters exist for a given property [59]. A question that has long puzzled
researchers is what is the entity of the order parameter Z [60]. Most people regard it as a
temporal parameter describing the process, and believe that Z vanishes after completion of
the transition (see a paper by Gujrati in Ref. [15]). This means that Z is not a state variable.
From the viewpoint of the present study, if suitably interpreted, these order parameters can
be looked upon as TCs. A recent study shows that the entity of Z is the degree of overlap
of atoms [61], which is consistent with the present view in that a short-range order in the
structure determines the thermodynamic properties of glasses. Further discussion on the
order parameter is beyond the scope of the present study.
Many successes in explaining the behaviors of glasses by a few order parameters encourage
the endeavor to find a small number of TCs for describing a specific thermodynamic property.
However, not all of them can be qualified as TCs. The cooling rate cannot be TC, for the
obvious reason that it is a dynamic parameter controlling the synthesis. Thus, finding a
suitable TC is not a trivial task. A strict theorem for the existence of TC provides a
guarantee that the task of finding out TC should be, in principle, viable. If there is no
guaranty for the existence of TCs for a given solid, the task to find out TCs may fail, and
these extra parameters will turn to merely heuristic parameters.
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V. EXAMPLES OF THERMODYNAMIC COORDINATES
We have seen that the FRE for solids is fully expressed in terms of the mean positions of
the atoms
{
R¯j
}
. However, since there are a variety of structures for solids, it is desirable
to work out more specific examples of TCs in solids.
For perfect and unstrained crystals, considerable economy is obtained in constructing a
set of TCs by expressing X = (abc; {R¯κν}ν=1,···s), where a,b, c are the lattice vectors, Rν
are the positions of the basis atoms in a cell, s is the number of basis atoms, and κ is the
label for the atom elements. Here, the convention that Greek subscripts refer to the index
of the basis atoms, while Arabic subscripts to the index of all the atoms in a crystal, is
employed. In the following, the quantities not of interest (abc) and U are omitted from the
coordinates.
A. Defects
Let us first consider the defect problem of monatomic crystals. Electronics-grade Si
crystal is the most perfect crystal. In this case, the TCs are the equilibrium positions of
atoms {R¯0ν}. The corresponding entropy is S0, which may be zero as T → 0. At a low
temperature, defects can be introduced by electron irradiation. Suppose that nI interstitial
atoms are created by electron irradiation. These defect atoms are located at {RIj}j=1,··· ,nI .
Hence, the atom coordinates are fully denoted by ({R0ν}; {RIj}). In equilibrium, part of
the regular positions {R0ν} give the set of TCs {R¯0ν} and the resultant entropy S0 given by
Eq. (5).
The problem is part of the defect positions {RIj}. The mean values {R¯Ij} of the interstitial
atoms are also TCs, because of the constraint built around j-th atom, fixing the value R¯Ij .
However, there are a large number of ways in which the atoms can occupy the interstitial
sites. Suppose that there are NI interstitial sites in a Si crystal. Among them, nI sites
are occupied by Si atoms, leaving the remaining sites empty. There are W (nI) =
 NI
nI

configurations of interstitial atoms. All configurations give the same properties. As discussed
in Sec. IV E, this yields the configuration entropy Sconf = lnW (nI). Usually, the phonon
part of interstitial atoms is small, and therefore the configuration entropy can be regarded
as the sole effect of interstitial atoms. Accordingly, detailed values {R¯Ij} are missing from
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the set of TCs, leaving only nI as the TC for interstitial atoms. In other words, it is said
that degeneration of the state space occurs as
(RI1, . . . ,R
I
nI
) → nI . (17)
A commensurate set of the TCs becomes
({R¯0j};nI). The origin of degeneration in this case
is different from the gas case described in Sec. IV C. In fact, the constraints are not removed
for the defect case. Indistinguishability between defect configurations is the origin for the
degeneration.
B. Compounds and random alloys
When atom species are taken into account, an additional label κ is needed to identify
the constituent atoms, as R¯κν . For compounds, each site ν has the respective species κ, i.e.,
κ = κ(ν), thus the label κ is redundant for TCs. In contrast, for random alloys, there is no
correlation between κ and ν; hence a full set of notations
{
R¯κj
}
is needed to identify the
atom configuration. By rearranging
{
R¯κj
}
as the composite expression
({
R¯ν
}
; {κj}
)
, we
can separately consider two degrees of freedom of position and species. The part of position{
R¯ν
}
is not a problem; we already know that S0 = S0(
{
R¯0ν
}
). The part of atom species
{κj} requires consideration.
Let us consider a random alloy A1−xBx. There are NA = N(1−x) A atoms and NB = Nx
B atoms. To isolate the effect of mixing, we assume the ideal situation that there is no
difference in bond energy between A and B atoms. Any atom configuration c, therefore, has
the same energy. The thermodynamic properties of the alloy do not depend on the specific
configuration {κj}. The information about {κj} is lost from the list of TCs, leaving only
the fraction x of B as a relevant TC. Degeneration of the state space occurs as
(κ1, . . . , κN) → x. (18)
There are W (x) =
 N
NB
 possible atom configurations, and hence the contribution of the
atom species to the entropy Sconf becomes
Sconf = lnW = −N [x lnx+ (1− x) ln(1− x)] . (19)
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An interesting question is why the atom species κ becomes a TC, because κ does not alter
U and has no contribution in Eq. (1). This problem is similar to Gibbs’ paradox of mixing.
If mixing is carried out in a reversible manner, e.g., by using semipermeable membranes, the
mixing entropy Sconf is compensated for by the workW required for mixing, as TSconf =W.
Therefore, κ is an extensive variable through x, and the corresponding intensive variable is
the diffusion force −kBT lnx.
VI. SUMMARY
We have shown that the TCs of a solid are the mean values of atom positions {R¯j}
together with the internal energy. The important matters for deducing this conclusion is
the distinguishability of atom positions and the uniqueness of the value; the former is brought
about by constraints and the latter by the second law. An important consequence of this
conclusion is that the state space of a solid is spanned by {R¯j}, and hence there are as many
equilibria as the number of the dimensions of the state space. The various properties of a
solid which appear in hysteresis, memory function, and glass states can be described on this
ground. These properties were previously considered as nonequilibrium properties, but now
can be treated within equilibrium thermodynamics in a time in question.
In many cases, however, the full state space with the dimension Nat is not necessary,
because of degeneration of the state space. A next question is how to find the minimum and
sufficient TCs for describing a specific property. Hints are already present in the literature.
In the glass physics, the properties of a glass are often described by adding only one order
parameter to a set of T and V . The order parameter is chosen so as to fit a particular
problem. This parameter is a candidate for TC, but further scrutiny is needed. The present
study provides the theoretical ground that TCs must exist for any thermodynamic property
of solids, and that the effort of finding desirable TCs, in principle, succeeds.
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Appendix A: Equilibrium of glass state
In the following, it is shown that glass states are equilibrium states. Readers are aware
that this is the conclusion only from purely thermodynamic point of view.
In the first place, the view of glass state as equilibrium state is compatible to the def-
inition of equilibrium in the zeroth law. Definition 1 is only definition of equilibrium in
the framework of thermodynamics. Additional conditions are surplus and even harmful,
introducing unnecessary confusions. The temperature of a glass, of course, can be measured
by a usual method. This certificates that the properties of glasses obey the zeroth law: if a
glass at a given temperature is contacted to any metal at the same temperature, no change
is induced.
In the second place, the time-scale issue is ambiguous for judging equilibrium, as described
in the note of Definition 1. The belief that a glass will crystallize is merely a speculation
for future. In mechanics, if a stone rest on a slope, it is regarded as equilibrium. This is in-
terpreted that equilibrium is presently established by cancellation between the gravitational
force and the frictional force acting on the stone. However, for a long time, the stone may
fall down. If we were to regard that the stone is in nonequilibrium by the future situation,
there would be nothing that we are sure. We can speak of equilibrium only in a relative
sense. If we investigate a glass in the laboratory-time scale, it must be an equilibrium state.
We do not need to worry about the future situation of the glass. When we investigate a
glass in the astrophysics time scale, we must regard the glass as being in a process of change,
provided that the transition really occurs during the period. In this case, the current value
of entropy, if defined, cannot be a property of the glass, because a changing quantity is not
a property of a material.
In the third place, the view of glass as nonequilibrium state conflicts with the observed
fact. The current observation is that glasses have maintained the glass state more than one
million years [54], whereas most of metals are degraded due to corrosion, oxidation, whatever
reasons. This is why glasses are used for the material of capsule for nuclear waste.
In the forth place, it is sometimes said that experiments in Cp− T curve show hysteresis
in the glass transition. However, hysteresis itself does not necessarily cause irreversibility.
Carnot cycle shows the bast hysteresis, yet is reversible. An experiment shows that, if we
perform carefully a heat cycle in the glass transition, the change in entropy after completion
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of one cycle became almost zero [13, 62].
In the fifth place, a glass is stable from the viewpoint of solid state physics. The phonon
spectra of glasses has no soft mode for oxide glasses [63, 64]. This implies that the glass
states are stable, which is consistent with their high melting points.
Appendix B: Ergodicity
The ergodic problem is a big problem [65]. Although it is not a topics of this paper,
it is worthwhile to mention that the present study has a far-reaching connection to the
ergodic problem. It is commonly argued that the ergodicity is violated for glass solids. An
interesting question has recently been aroused by Kivelson and Reiss in connection to the
residual entropy of glasses [11, 66]: if the residual entropy of a glass is a real quantity, the
principle of causality dictates that the glass has to visit all the available configurations;
but this cannot occur, because the structure is frozen. Hence, their conclusion is that the
residual entropy is fictitious.
These arguments are disregarding the role of the constraints in gases and solids. Even
though an atom can be distributed over all the space inside the glass in a statistical sense,
the real situation is that a particular atom j can migrate only within a tiny space vj. The
latter situation is expressed by the first term of Eq. (16). When we speak of ergodicity, the
range which particles can visit must be stipulated. For a gas in a container, the ergodicity
holds only within the container: V restricts the range of the validity of ergodicity. For
glasses, only those microstates in which the instantaneous position Rj(t) is close to the mean
position R¯j are allowed. Thus, TCs characterize the range in which the ergodicity holds.
Penrose points out that, for non-ergodic systems, the energy manifold can be partitioned
into invariant submanifolds [67] (p. 1947). The second term of Eq. (16) is yielded when
there is a multiplicity in configurations. In statistical mechanics, this is the idea of mixing
between different configurations [67]. The mixing is not a real mode of atom motions, so
that there is no reason to expect for the ergodicity to hold in real transitions.
Highlights
• The thermodynamic coordinates of a solid are the mean values of all the atom positions
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of the solid together with the internal energy.
• There is a one-to-one correspondence between a constraint and a thermodynamic co-
ordinate.
• The dependence of the properties of a given glass on the structure can be described
by a full set of the atom positions.
• Configuration entropy of solids is a consequence of the degeneration in the state space.
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