A brief sketch of processability theory

The wider context
Learnability is defined as a purely logico-mathematical problem (e.g. Berwick and Weinberg 1984) . Such a perspective ignores the fact that this problem has to be solved, not by an unconstrained computational device, but by a mind that operates within human psychological constraints.
In this section I will sketch out a theory which adds to learnability theory the perspective of processability; i.e. "processability theory" (Pienemann in press) . In my view, the logicomathematical hypothesis space in which the learner operates is further constrained by the architecture of human language processing. Structural options that may be formally possible, will be produced by the language learner only if the necessary processing resources are available that are needed to carry out, within the given minimal time frame, those computations required for the processing of the structure in question. Once we can spell out the sequence in which language processing routines develop in the learner, we can delineate those grammars that are processable at different points of development.
The architecture of human language processing therefore forms the basis for processability theory. In this perspective the language processor is seen with Bresnan and Kaplan (1982) as the computational routines that operate on (but are separate from) the native speaker's linguistic knowledge. Processability theory primarily deals with the nature of those computational routines and the sequence in which they become available to the learner. It will be argued that language acquisition incorporates as one essential component the gradual acquisition of those very computational routines. In other words, the task of acquiring a language includes the acquisition of the procedural skills needed for the processing of the language. It follows from this that the sequence in which the target language 1 (TL) unfolds in the learner is determined by the sequence in which processing routines develop which are needed to handle the TL's components.
In the rationalist tradition, learnability analyses have in the past been based on four components that must be specified in any learnability theory (e.g. Wexler and Culicover 1980, Pinker 1979): (1) the target grammar, (2) the data input to the learner, (3) the learning device that must acquire that grammar, and (4) the initial state.
The idea behind this is that a learnability theory must specify how a learner develops from an initial state to the target grammar with the available input and the given learning device. 2 The rationale for assuming these components, is rooted in the way in which learnability theory has been formulated in response to the 'logical problem' in language acquisition (cf. Wexler 1982) . The logical problem basically describes the following paradox: children acquire in a relatively short period of time and on the basis of limited linguistic input the basic principles of their native language, and many of these principles cannot be inferred from the observations made by the learner.
It has been noted by several rationalist researchers (e.g. Felix 1984 Felix , 1991 Clahsen 1992; Gregg 1996 ) that besides linguistic knowledge, a theory of language acquisition must explain also what causes the development of the TL to follow a describable route. This explanatory issue has been referred to as the 'developmental problem' (cf. for instance Gregg 1996) .
It is the developmental problem that processability theory is focussed on. Indeed, this is its sole explanatory objective; it is not designed to contribute anything to the question of the innate or learnt origin of linguistic knowledge or the inferential processes by which linguistic input is converted into linguistic knowledge. Instead, it is the objective of processability theory to determine the sequence in which procedural skills develop in the learner. The issues of epistemology and inferencing would have to be dealt with in other theoretical components that processability theory can interact with.
Key psychological factors in language processing
It is the aim of this paper to hypothesise, on the basis of the general architecture of the language processor, a universal hierarchy of processing resources which can be related to the requirements of the specific procedural skills needed for the TL. In this way, predictions can be made for language development which can be tested empirically. Before I describe the architecture of the hypothesised hierarchy of processability and the model of language production on which it is based it will be useful to sketch out briefly a number of key psychological factors in language processing so as to characterise the processing environment within which the learning of language takes place. The framework that follows from this will then be used to establish a hierarchy of processing prerequisites. The formal system adopted for the description of the processing hierarchy will be shown to reflect key properties of language processing.
The view on language production followed in this paper is that described by Levelt (1989) , which overlaps to a large extent with the computational model of Kempen and Hoenkamp (1987) and emulates much of Merrill Garrett's work (e.g. Garrett 1976; . The basic premises of that view are the following:
(1) Processing components are relatively autonomous specialists which operate largely automatically;
(2) Processing is incremental; (3) The output of the processor is linear, while it may not be mapped onto the underlying meaning in a linear way; (4) Grammatical processing has access to a grammatical memory store.
Below I will briefly describe each of these premises and highlight some of the empirical research supporting them.
• (1) Processing components are relatively autonomous specialists which operate largely automatically.
The appeal of this proposition is this: it can account for the speed with which language is processed. Levelt shows that the opposite assumption to autonomous and automatic components leads to serious problems: If the processing components were not autonomous, exchange of information between all processing components (or levels of processing) would have to be co-ordinated by a central control and processing would have to be executed in a serial manner which would lead to extremely slow lock-step style processing. However, it has been shown that language processing is not only much faster than would be predicted by such a model, but empirical evidence also shows that different processing components exchange information in a parallel (i.e. non-serial) manner (Levelt 1989 , Engelkamp and Zimmer 1983 , Sridhar 1988 ).
In addition, a central control would imply that the operation of the processing components is consciously attended to, while empirical studies have shown that grammatical information is normally not attended to and can only be memorised if attention is focused on it (Bock 1978 , Kintsch 1974 , Garman 1990 ).
Autonomous specialist processing components can further be characterised as processing devices which are able to accept and pass on only information of a highly specific nature, for instance, only information concerning NPs. The advantage of such task-specificity is a gain in processing speed, since non-attended processes can be executed in parallel. Thus the notion of task-specificity is in line with the observation that grammatical information can only be memorised if it is attended to. Below it will become clear that the notion of automatic unattended processing is closely related to the nature of processing resources.
• (2) Processing is incremental.
This premise basically says that "...the next processor can start working on the stillincomplete output of the current processor..." Levelt (1989, 24) . The idea is that the surface lexico-grammatical form is gradually being constructed while conceptualisation is still ongoing. This feature was highlighted for the comprehension system by Marslen-Wilson's and Tyler's (1980) study which demonstrated that in on-line processing semantic representations are being constructed by the comprehension system before grammatical structures have been "worked off".
Incremental processing is a feature of human language processing. One important implication of this feature for the structure of processing algorithms is that in order to be in line with human processing they must be able to cope with non-linear linguistic form without much "lookahead" (Levelt 1989) . In other words every processing component can "see" only a small section of the current processing event rather than having the complete event displayed.
Incremental processing therefore necessitates the use of storage facilities to allow for nonlinearity in the matching of underlying meaning onto surface form. This has important implications for the concepts will be developed below in relation to the acquisition of language. I will therefore briefly look at the interrelation between non-linearity and memory.
• (3) The output of the processor is linear, while it may not be mapped onto the underlying meaning in a linear way.
One case of non-linearity is the relationship between the natural sequence of events and the order of clauses. As Levelt (1983) points out, propositions do not necessarily have to be produced in language in the natural order of events. Consider the following example:
Before the man rode off, he mounted his horse.
In this example the event described in the second clause happens before the one described in the first clause. In order to produce such sentences, then, the speaker has to store one proposition in memory.
There are similar linearization problems (Levelt 1983 ) which operate at the morpho-syntactic level. Such cases involve the storage of grammatical information. One such example is subject-verb agreement. Consider the following example:
She gives him a book.
The insertion of the verbal agreement marker crucially hinges on the storage of grammatical information which is created before the verb is produced, namely person and number marking of the subject. Note that the nature of the information held in memory is not the same in this example as it was in the above example. In the previous example it was propositional content which had to be stored, while in this example storage of grammatical information is needed.
• (4) Grammatical processing has access to a grammatical memory store Both types of information need to be held only temporarily until incorporated into the generation of the message. However, the difference between the two types of information is this: grammatical information is highly specific, and (conscious or unconscious) attention to it is not necessary; one does not need to be aware of or control the fact that the information concerning "person" and "number" matches between the lexical entries of the verb and the grammatical subject. In fact, it is possible to attend to only a small number of such processes.
With the normal speed of language generation Working Memory would otherwise get "clogged up". On the other hand, attention must be focused on the propositional content, because it reflects the intended conceptualisation the speaker wants to express.
Working Memory is the resource for temporary attentive processes which include conceptualising and monitoring (Baddeley 1990 , Broadbent 1975 . It has a highly limited capacity and is therefore not suited to processing great amounts of grammatical information at high speed. Levelt (1989) and other authors (e.g.. Engelkamp 1974) assume that grammatical information is held temporarily in the grammatical memory store which is highly task-specific and in which specialised grammatical processors can deposit information of a specific nature. In Kempen's and Hoenkamp's (1987) Incremental Procedural Grammar, the locus of the grammatical buffer is the specialised procedures which process NPs, VPs etc.
One can see that the grammatical memory store is a requirement that arises from the automatic (i.e. inattentive) nature of grammatical processing: grammatical processors handle highly specific information which the grammatical memory store can hold temporarily. Empirical evidence for the different nature of the processing of propositional content and grammatical information comes, amongst other things, from the study of aphasia. Cooper and Zurif (1983) , for instance, showed that in Broca's and, to a lesser extent, in Wernicke's aphasia, lexical retrieval and semantic representation are functional while grammatical information cannot be processed. This is true for production as well as for comprehension.
As with other motor and cognitive skills, automatic processes in language production utilise what is known as "procedural knowledge" or "procedural memory", which is contrasted with "declarative knowledge/ memory". The latter "... concerns everything that can be represented at a conscious level, and which groups together what Tulving (1983) called 'episodic' memory, and Penfield termed 'experiential' memory (Penfield and Roberts 1959) " (Paradis 1994, 395) . There is ample empirical evidence for the dissociation of procedural and declarative memory ) from studies of amnesia and aphasia, based on the patients' loss of ability to perform or to learn to perform certain tasks which can be defined according to the procedural-declarative distinction.
Incremental language generation
The process of incremental language generation as envisaged by Levelt (1989) and Kempen and Hoenkamp (1987) is exemplified in Figure 1 which illustrates some of the key processes involved in the generation of the example sentence "a child gives a cat to the mother". First of all, the concepts underlying this sentence are produced in the Conceptualiser. I will ignore the internal structure of this component of language generation for the purpose of this paper except for several features of the output produced by the Conceptualiser.
Insert Figure 1 about here
In the example chosen in Figure 1 , the conceptual material produced first activates the lemma CHILD in the lexicon. The lemma contains the category information N which calls the categorial procedure NP. This procedure can build the phrasal category in which N is head, i.e. NP. The categorial procedure inspects the conceptual material of the current iteration (the material currently being processed) for possible complements and specifiers and provides values for diacritic features, including those from the head of phrase. I will assume that the first referent is marked "-accessible". This ensures that the branch Det is attached to NP, the lemma for 'A' is activated, and that the lexeme 'a' is inserted. Functorization Rules instigate the activation of free grammatical morphemes and the insertion of bound grammatical morphemes.
In the above example, the attachment of Det to the NP-node illustrates a key feature of the language production process, which is crucial in the context of language acquisition: The selection of the lemma for "A" partly depends on the value of a diacritic feature ('singular') of the head being checked against that of the targeted lemma. The value of the diacritic feature is 'stored' by the categorial procedure until it is checked against that of the modifier.
Our production process has proceeded to the point where the structure of a phrase has been created and the associated lemmata are activated. What is missing to make this the beginning of a continuous and fluent utterance is establishing a relation between the phrase and the rest of the intended message. This is accomplished by assigning a grammatical function to the newly created phrase. In fact, it is the categorial procedure itself that chooses its functional destination. This highlights the active nature of syntactic procedures.
Possible functional destinations are defined in a set of so-called Appointment Rules which are also language-specific. The default for NP procedures is 'subject of S'. However, this does not quite solve the problem of allowing the tree created so far to grow into a sentence and to make the production of the sentence continuous. What is missing is the attachment of the NP to a higher node. In the above example NPsubj calls the procedure S which accepts the calling NP as its subject and stores the diacritic features deposited in the NP, namely the values for 'person' and 'number'.
The outcome of all of this is depicted by a tree structure in Figure 1 . And while this structure was produced and the associated lemmata were activated, the next conceptual fragment would have been processed in parallel and the output of the Formulator would have been delivered to the Articulator. This means that new conceptualisation occurs while the conceptual structure of the previous iteration is being produced. The whole process then moves on from iteration to iteration. This is what Kempen and Hoenkamp (1987) and Levelt (1989) mean by incremental production.
In the above summary of the process of grammatical encoding, one aspect was left aside, namely word order. The definition of the acceptable set of word order constellations for configurational languages is carried out by Word Order Rules, which co-ordinate the assembly of phrasal subprocedures. I assume that for non-configurational languages grammatical roles can be specified directly from the semantic roles specified in the conceptual structure.
Language-specific processing resources
It is important to note that this account of grammatical processing and memory applies only to mature users of language, not to language learners. While even beginning second language learners can have recourse to the same general cognitive resources as mature native language users, they have to create language-specific processing routines. For L1 learners there are obviously no pre-existing procedures which can be transferred. L1 learners therefore have to develop all specific L1 procedures. Below I will generate hypotheses as to how languagespecific processing routines develop, given the general architecture of the language processor.
In this context it is important to ensure that Levelt's model can, in principle, account for language processing in bilinguals, since second language acquisition will lead to a bilingual language processor. De Bot (1992) adapted Levelt's model to language production in bilinguals. Based on work by Paradis (1987) he shows that information about the specific language to be used is present in each part of the preverbal message and this subsequently informs the selection of language-specific lexical items and of the language-specific routines in the Formulator. Drawing from Paradis's (1987) research, De Bot concludes that "... the speaker who speaks two closely related languages will for most part use the same procedural and lexical knowledge when speaking either of the two languages, while in the case of languages which are not related an appeal is made to much more language-specific knowledge" (De Bot 1992, 9 ). De Bot further shows that Paradis' (1987) 'Subset hypothesis' about the bilingual lexicon is in line with the overall design of Levelt's model. According to the subset hypothesis, the bilingual lexicon is a single storage system in which links between elements are enforced through continued use. This has the effect that links will be stronger between elements from one language. However, in the case of bilingual communities with a tendency for code-switching, links between elements from different languages may be similar to those in a monolingual lexicon.
De Bot (1992) demonstrates that the extended version of Levelt's model accounts for the majority of the additional requirements a language production model has to meet in a bilingual context. These include the following: The two language systems concerned may be used quite separately from each other or in varying degrees of mixes (code-switching). The two systems may influence each other. Neither system will necessarily slow down in speech rate in comparison with a monolingual speaker, and the bilingual speaker may master the two (or more) systems to differing degrees.
Given the focus of processability theory on the Formulator, the key assumption from De Bot's work for the present context is that in all cases where the L2 is not closely related to the L1, different (language-specific) procedures have to be assumed. Based on our previous discussion, the following language-specific processing devices are the least that L2 learners have to construct to acquire the L2 grammar:
• Word order rules, • Syntactic procedures and their specific stores, • Diacritic features in the lexicon,
• The lexical category of lemmata, • Functorization rules.
Obviously, word order rules are language-specific and for the language learner there is no a priori way of knowing how closely related L1 and L2 are. Learners therefore have to be equipped to bridge maximal typological gaps in their L2 acquisition. Diacritic features of lemmata contain items such as 'tense', 'number', 'gender', 'case' etc. Again it is obvious that the list of diacritic features varies from language to language.
Similarly, syntactic procedures that build constituent structures and store temporarily specific grammatical information such as diacritic features are not the same across languages. Given that diacritic features are language-specific and that these are stored in syntactic procedures, L1 procedures are not equipped to handle the specific storage task required by the L2.
The lexical category of lemmata may also vary from language to language. Again, the language learner is only fit to acquire any of the world's languages if he or she tests the lexical category for every new lexical item.
The reader will recall that Functorization Rules instigate the activation of free and bound grammatical morphemes. And the same is true for grammatical morphemes as what was said about word order rules: these are language-specific and therefore have to be acquired with the L2.
Exchange of grammatical information
In other words, the L2 learner is initially unable to deposit information into syntactic procedures, because (1) the lexicon is not fully annotated and more importantly (2) because even if the L1 annotation was transferred, the syntactic procedures have not specialised to hold the specific L2 syntactic information. For this reason one can predict that the beginning learner is unable to produce any structures which rely on the exchange of specific L2 grammatical information using syntactic procedures, or in LFG terms the 'unification' of lexical features.
One can expand on the principle of grammatical information exchange in line with the architecture of the Formulator. In Figure 1 above I illustrated the flow of grammatical information in the production process and the different temporary stores used in that process. One type of process is the use of grammatical information that proceeds without reliance on temporary storage. An example is the morphological marking of reference to time. The information about tense is contained in the verb lemma with the value 'past' for the diacritic feature 'tense'. This means that the diacritic feature in question is available in the same location where the morpheme for the marking of past (i.e. '-ed') has to occur and that no information has to be deposited into any syntactic procedure to achieve this process. I call the resulting class of morphemes 'lexical'. Since lexical morphemes can be produced without phrasal procedures they can develop before phrasal procedures.
A second type of process is one in which the grammatical information is stored in a phrasal
procedure. An example was given in Figure 1 , namely the NP 'a child'. The lemma CHILD is marked 'singular', and the value of this diacritic feature has to match that of the determiner. To achieve this, the lemma information for CHILD has to be deposited in the NP-procedure and kept there for the activation of the lemma 'A' 3 . In other words, this second type of morpheme is linguistically characterised by agreement between the head of phrase and another phrasal constituent. Its processing characteristic is that of the storage of diacritic features in phrasal procedures. We can infer that this type of process will become available to the language learner once phrasal procedures have been developed for the L2. I call this class of morphemes 'phrasal'.
There is one further type of process which involves the exchange of grammatical information, namely agreement between heads of different phrases as in subject-verb agreement. For SV agreement to occur, the diacritic features 'third person' and 'singular' have to be deposited in the S-procedure until utilised for the activation of the verb lemma. I call this class of morphemes 'inter-phrasal'. This process obviously requires the S-procedure to have developed, and it involves the exchange of grammatical information between phrases.
One can now see that the three classes of morphemes are based on different processes. Lexical morphemes do not require phrasal procedures while phrasal morphemes do. On the other hand, phrasal agreement will mostly occur in one and the same iteration. This is unlikely to apply to inter-phrasal agreement due to the incremental nature of language production. In other words, while one phrase is being produced, the head of the agreeing phrase has not been conceptualised. This means that the relevant diacritic information cannot be stored in the phrasal procedure. Instead, it has to be stored in the S-procedure. However, in order to arrive there the functional destination of the phrase from which it originates has to be determined. This is carried out by a set of language-specific Appointment Rules as discussed above.
A hierarchy of processing resources
The above brief exposition of the processability of different classes of morphemes may serve as an illustration of the fundamental principle of processability: language-specific processing resources have to be acquired to make the processing of the TL possible. These processing resources are interrelated in two ways. (1) They feed into each other in the temporal event of language generation; i.e. one is utilised before the other. (2) The information processed and generated in one is required in the other. In this way these resources form a hierarchy. If one building block of the hierarchy is missing, the top cannot reached. The following processing resources form the hierarchy that underlies Processability Theory 4 :
• clause boundary • Word Order Rules • S-procedure • Phrasal procedures (head)
• category procedure (lexical category) • word/ lemma
The hierarchical nature of this list arises from the fact that the resource of each lower level is a prerequisite for the functioning of the higher level: A word needs to be added to the L2 lexicon before its grammatical category can be assigned. The grammatical category of a lemma is needed before a category procedure can be called. Only if the grammatical category of the head of phrase is assigned can the phrasal procedure be called. Only if a phrasal procedure has been completed and its value returned can Appointment Rules determine the function of the phrase. And only if the function of the phrase has been determined can it be attached to the S-node and sentential information be stored in the S-holder.
What happens when an element is missing in this implicational hierarchy? My hypothesis is that for the learner grammar the hierarchy will be cut off at the point of the missing processing device and the rest of the hierarchy will be replaced by a direct mapping of conceptual structures onto surface form as long as there are lemmata that match the conceptually instigated searches of the lexicon 5 .
Insert Table 1 about here
In other words, it is hypothesised that processing devices will be acquired in their sequence of activation in the production process. The reason for this assumption is that they constitute an implicational hierarchy in the production process. The implicational nature of the hierarchy would make it impossible for processing devices to develop before all other requisite devices have developed. Table 1 shows this hierarchy of processing resources and their hypothetical development. The bottom part of Table 1 lists features of interlanguages in their hypothesised order of development. Please note that the initial word order for configurational TLs is listed as 'canonical'. In other words, it may be SVO or SOV etc. This means that the hypothesised hierarchy allows for a range of structural options.
The above principles for establishing an accessibility hierarchy of processing prerequisites was that of grammatical information exchange. This can be complemented by a nonlinguistic principle, namely perceptual salience. Murdock (1962) (cf. also Sridhar 1988 , Kintsch 1977 established this principle through a number of studies which found persistent primacy and recency effects on the memorisation of any sequence of stimuli. The first and the last stimulus are more marked than the other stimuli and are persistently reproduced and learned better (cf. Kintsch 1970) .
LFG and processability
If the above hierarchy is to be universally applicable to second language acquisition, then it needs to be interpretable in relation to grammatical structures in individual languages. This is achieved by interpreting the processability hierarchy through a theory of grammar which is typologically and psychologically plausible. The theory of grammar I chose for this purpose is LFG which shares three key features with Kempen's and Hoenkamp's procedural account of language generation, namely (1) the assumption that grammars are lexically driven and (2) the assumption that functional annotations of phrases (e.g. 'subject of') assume the status of primitives and (3) the mechanism of feature matching.
The key aspect of operationalising the above hierarchy of processing resources with LFG is the fact that the aspect of procedural memory inherent in IPG can be captured by the process of feature unification in LFG. Above I illustrated the aspect of procedural memory with SV agreement marking and I noted that for SV agreement to occur the diacritic features 'third person' and 'singular' have to be deposited in the S-procedure until it is matched with that of the verb entry. In LFG, this process is modelled by feature unification. 6 I will therefore use feature unification as a comparative metric to evaluate the developmental level of IL forms.
Like Pinker (1984) and Levelt (1989) , I use LFG as a convenient reference point which has been formalised and tested sufficiently to be practical for this purpose. The architecture of LFG coincides with most of the key points made above in relation to language processing. This does not mean, however, that I want to argue the case for LFG as the optimal theory in relation to language processing.
Second language development
The explanatory potential of processability theory will become clearer when the theory is applied to a particular case of language development. In this section I will apply processability theory to explaining the sequence found in the second language acquisition of German word order. This explanation will also constitute a crucial point of reference in the comparison of L1 and L2 development in sections 3 and 4 below. The German L2 sequence is well-documented in the literature and has been the object of much of the debate on explaining developmental phenomena in SLA. The acquisitional sequence in question is based on a series of longitudinal and cross-sectional studies by the ZISA research group 7 (Clahsen 1980 , Clahsen, Meisel and Pienemann 1983 , Meisel, Clahsen and Pienemann 1981 , Pienemann 1980 . Similar findings have emerged in studies of the acquisition of German in formal contexts (Jansen 1991 , Pienemann 1987 , Westmoreland 1983 . In all cases, the basic sequence of acquisition can be summarised as follows: It should be noted that, in the process of L2 acquisition, the learner accumulates these rules.
This means that the structure of a given IL can be described as the sum of all the rules the learner has acquired up to a certain point.
The application of processability theory to this sequence will occur in two steps: first a brief account of the word order phenomena concerned will be given in a somewhat simplified LFG framework, and then I will demonstrate that the process of feature unification required for each of the structures is predicted by the above hierarchy of processability.
In LFG possible word orders of languages are defined through c-structure rules (Bresnan and Kaplan 1982, 175ff.) .
(R1) S -> NP subj V (NP obj1 ) (NP obj2 ) (R1) allows for a basic SVO order (i.e. NP subj V NP obj1 NP obj2 ), as it occurs at stage x.
The occurrence of wh-words, PPs and NPs in focus position, the characteristic of stage x+1, can be accounted for by (R2) which is adapted from Pinker (1984, 278) : Also, note that at stage x+1 structures like "hat-ge-sag-en" (have-past-sag-infinitive) may occur. I analyse this as "PAST-PAST-V" and thus as a single verb entry, which can be inserted into the V-slot in (R1).
Hence (R2) allows for the possibility that the topic position becomes available separately from wh-words, adverbs, etc., because each of these categories requires separate control equations, which may be acquired individually.
The German "split verb" position (i.e. stage x+2 or "PART") can be described as a gradual lexical acquisition process which is based on a number of alterations of the existing cstructure rule as shown in (R3). One alteration concerns the introduction of VP as a constituent, which is necessary to account for a range of phenomena in German, as we will see below. The other alteration is concerned with the position of the verb. VP rewrites alternatively into the structure known from R1, or as V-COMP, and the latter constituent rewrites as (NP obj1 ) (NP obj2 ) V. This ensures that V will only occur in second position unless licensed by a V that takes V-COMP.
Apart from this change in c-structure rules, I assume that the learner gradually re-analyses the verbs of his/her interlanguage, by analysing AUX and V as two separate entries and by adding the feature AUX to the lexical features of V.
To achieve the split verb effect, the newly created auxiliaries and modals are treated as main verbs (with the feature AUX that takes the value '+'), which take VP complements (as in Bresnan 1982, Netter 1987) . Let us take sentence (9) as an example:
(9) er hat ein Bier getrunken he has a beer drunk "he has drunk/drank a beer".
The simplified lexical entries for the verbs in (9) are as shown in Figure 2 .
Insert Figure 2 about here
This set of entries and rules, etc., ensures two things which are of relevance here: (1) that a particular (at this stage not necessarily the correct) morphological form of the main verb is used with the auxiliary to express the intended grammatical function. This is achieved by functional well-formedness conditions which ensure that functional annotations match across related constituents. In this case it is the value PAST in (PARTICIPLE) = PAST and (VComp PARTICIPLE) = PAST which allows a unification of these two functions and thus legitimates these two constituents in this particular sentence.
(2) The second point is that the c-structure rules, in conjunction with the unification processes mentioned under (1), ensure that the two verbs appear in a split position and that only the lexical verb can appear in final position. Figure 2 illustrates why, according to the rule system developed above, only lexical verbs can occur in final position: the PRED value for 'hat' contains V-COMP and SUBJ, while that of 'getrunken' contains SUBJ and OBJ. The SUBJ of 'getrunken' needs to be unified with the SUBJ of 'hat' since it is not directly linked to any argument. Because of these differences in the lexical entries of the verbs, and the way they interact with c-structure, 'hat' cannot be inserted under that V that is dominated by V-COMP, i.e. 'hat' in final position is excluded.
In essence, this means that the positioning of verbs is controlled by the unification of the feature PARTICIPLE. This grammatical system can account for what seems to be an unsystematic behaviour on the part of the learner, who applies PART (= split verb) only in a certain percentage of all contexts. In other words, the rule is applied with some verbs but not with others. This phenomenon can be accounted for by the fact that some AUX-V combinations can continue to be analysed as one lexical entry while others are not. What determines this variational phenomenon, then, is whether the verbs in question have been analysed as single lexical entries and whether the feature AUX has been appended and annotated correctly.
To account for German Subject-Verb INVERSION, c-structure has to be modified further. The modifications suggested here are adaptations from Bresnan and Kaplan's (1982) and Pinker's (1984) treatment of inversion in English, which assumes that there is an optional Verb to the left of S as illustrated below:
'S -> (V) S Pinker adds the constraining equation ROOT = c + to the verb position in this rule to ensure that inversion only applies to matrix sentences (i.e. the feature ROOT is constrained to be + in matrix and as -in embedded clauses). This distinction is also relevant to the analysis of Standard German, where INVERSION is blocked in embedded clauses. Pinker (1984) further adds the constraining equation SENT MOOD = c INV to the verb position in order to be able to allow the rule to constrain INVERSION lexically in elements which can occur in topicalised position (cf. (R2) above). The resulting rule is given in (R4).
(R4) 'S -> (V) S ROOT = c + SENT MOOD = c Inv
In essence, the same rule also operates in German, given that (R1) is specific to German. It is the interaction of (R1) and (R2) which creates the correct word order: a lexical entry for adverbs such as "selten" (seldom) or a lexical redundancy rule for wh-words and prepositional phrases etc. ensures that the filling of the focus position creates the information "sentence MOOD = inv"
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. This information then feeds into the equation in (R2) which licences a verb in a position left of NP subj . In other words, grammatical information is created through the processing of one constituent, and that information is being utilised during the processing of another constituent.
On the basis of the picture that has emerged so far, word order in subordinate clauses has been treated in exactly the same way as in matrix clauses. However, at stage x+5 the learner starts to distinguish between matrix and subordinate clauses. This is evidenced by the final positioning of verbs: [ XV INF= -V INF=+ ] S , where INF = -refers to verbs not marked for person or number and INF = + refers to verbs which are marked for those features. At the same time, INVERSION disappears (sometimes gradually) from subordinate clauses. To account for these facts, the feature ROOT has to be introduced, i.e. the distinction between matrix and subordinate clause. This has the effect that INVERSION would be ruled out in subordinate clauses, assuming that Pinker's constraining equation ROOT =c + is appended to V in (R4) 11 . If one accepts this rough proposal for the treatment of German interlanguage word order, then the next point in my argument will be to show that the hierarchy of processing resources developed in Section 1 can be incorporated into this description and that the combination of the two elements accounts for the orders of acquisition discussed above.
My account of German word order development started with phase 2 of the acquisition process which is characterised by a strict SVO word order. Since grammatical functions are assigned at the level of c-structure, a strict canonical order does not involve any feature unification and therefore corresponds to level 2 of the hierarchy of processing resources developed in Chapter 2. In other words, the LFG account of this structure positions it correctly in the hierarchy of processability and its actual phase of acquisition.
German stage 3 syntax was accounted for by a modification of the stage 2 c-structure rule. This modified rule also does not involve any exchange of grammatical information. From a processing point of view, the difference between SVO and ADV is the following: while SVO is a completely linear structure with NPsubj in a predictable and invariable position, there is a degree of non-linearity in ADV where the sequence of constituents may deviate somewhat from a strictly canonical sequence. In the latter case, the canonical sequence starts after the topicalised phrase. To achieve this process the learner can utilise the general cognitive mechanism of saliency which allows the developing grammatical encoder to process a position that is external to the canonical sequence. However, in contrast to structures which are acquired later, in the structure ADV-SVO, grammatical functions can be read directly off c-structure and no cross-constituent unification is required.
For the German split-verb construction to occur, the PARTICIPLE value of the main verb and that of V-COMP in the auxiliary entry have to be unified. This exchange of information occurs across constituent boundaries and the matching of the PARTICLE value occurs in the VP procedure. Therefore PART requires processing resources which are located higher on the implicational hierarchy than SVO and ADV, i.e. level 4 of the processability hierarchy. Note that the only non-canonical position involved in this process is one that is perceptually salient, namely the lexical verb in final position.
Subject-verb inversion (INV), then, involves a process that depends on the unification of the feature SENT MOOD across XP and V in the S-procedure. Since the S-procedure is hypothesised to become available at level 5 in the processability hierarchy, INV is positioned at that level. Note that this process cannot rely on the saliency principle.
The German structure V-Final is one of the features distinguishing embedded from matrix clauses in the target language. In the above LFG description this structure is accounted for by the introduction of the feature ROOT into the IL grammar and a separate c-structure for embedded sentences. This description accounts for the fact that in the processability hierarchy, features of embedded clauses which distinguish these from matrix clauses are acquired after word order constraints in the matrix clause have been acquired. In other words, the above account of V-Final is in line with the processability hierarchy which predicts that V-Final occurs at level 6. In summary, I characterised the sequence in the acquisition of German L2 word order in terms of unification of lexical features in a modified LFG framework. I showed that the unification processes involved follow the sequence predicted by processability theory. Hence the theory accounts for the observed sequence.
Comparing L1 and L2 acquisition
A number of rationalist approaches to SLA have in common that they assume fundamental differences in first and second language acquisition (Felix 1984; Clahsen 1988 Clahsen , 1990 Meisel 1991; cf. also Bly-Vroman 1989) . They assume that L1 learners have access to UG and L2 learners 12 do not. To account for L2 acquisition, these authors therefore have recourse to a processing-oriented alternative to UG. This position has become known as the Fundamental Difference Hypothesis (Bley-Vroman 1989). Clahsen and Meisel are the scholars who have produced the most explicit accounts of explanations of L2 acquisition which are conceived as learning and processing strategies. Clahsen and Muysken (1986) view the relationship of explanandum and explanans roughly as in Figure 3 .
Insert Figure 3 about here
In this section I will argue for a different relationship. In particular I will argue that the notions of universal grammar and language processing do not form a dichotomy in the context of explaining differences between L1 and L2 acquisition. In section 1, I made the case that the fundamental principles of language processing apply to native and non-native language use. I therefore argue that the architecture of human language processing will have a bearing on any type of language acquisition. In fact, the two explanatory devices, UG and strategies, are on quite a different scale and address different aspects of the acquisition process.
As Gregg (1996) noted, UG has been productive mostly as a property theory, addressing the issue of the origin of linguistic knowledge (i.e. the 'logical problem') and has been far less successful in accounting for the 'developmental problem' (cf. section 1) for which a transition theory is needed. I made the point above that processability theory is designed exclusively to address the developmental problem, and I will show that it accounts for development, not only in the L2 context but also for L1 and that it can interact with other theory modules which do address the logical problem. I therefore view relationship of explanandum and explanans roughly as in Figure 4 where the processability components address the developmental problem while linguistic knowledge is created by a source that I leave unspecified for the time being. Many researchers would see UG in its place. This view allows the Fundamental Difference Hypothesis to be maintained without attributing the L1-L2 differences to a processing factor that applies equally to both types of acquisition.
Insert Figure 4 about here
Before I apply processability theory to L1 acquisition, let us first have a brief look at an account of the key descriptive facts relating to L1 acquisition. Long (1988; presents extensive evidence in support of the view that there are marked differences between L1 and L2 acquisition in ultimate attainment. He demonstrates that age of onset "... is a robust predictor of their [the L2 learners', MP] long-term success ..." (Long 1988, 197) . Remarkable differences between L1 and L2 acquisition also exist in the developmental schedule. In his Quite clearly, this developmental pattern differs markedly from the one observed in the acquisition of German as a second language which was discussed in the previous section.
It is important to note that the differences between L1 and L2 go beyond that of the developmental path to include the following phenomena:
• The virtually error-free learning of the position of the verb in subordinate clauses. Clahsen observed that as soon as the child uses complementisers the position of verbal elements in subordinate clauses is completely in line with the structure of the adult language.
• The interlocking of different rules in the acquisitional process. Clahsen found that in German child language development SV-agreement is acquired exactly at the same point in time as the V-2nd position. This is not the case in the acquisition of German as L2. The two rules were not found to closely interlock. I found the same in a longitudinal study of the acquisition of child GSL (Pienemann 1981 ).
The issue is how to explain these differences. In Clahsen and Muysken's (1986) view, all of these differences are due to the fact that children have access to universal grammar while adults do not. Instead, adults use inductive learning strategies, which enable them to reconstruct the canonical sentence schema of the target language. This implies that L1 learners are able to discover the underlying word order for German, whereas L2 learners simply infer the canonical sentence schema of German which reflects a syntactic feature of the surface structure of the target language. Clahsen (1984) and Clahsen and Muysken (1986) account for the developmental path of L2 acquisition using a set of processing strategies. The latter have been subject to serious criticism of which I will mention only three. White (1989) points out that Bever's (1970) strategies were designed for language comprehension. However, Clahsen applied these to production data. White further demonstrates that the assumed strategies do not contain any information or mechanisms that allow for their further development. This is known as the property of extensibility which any theory of learnability must entail (Pinker 1984) . In addition, Clahsen's strategies were conceptualised as processing constraints on transformations as described in 'transformational grammar'. However, it is now accepted that transformations are psychologically implausible concepts (Altmann 1990 , Horrocks 1987 , Levelt 1989 , cf. also Ingram, 1971 . As a result of this, it is illogical to assume that processing constraints can operate on linguistic structures which have no psychological plausibility. In short, the processing explanation invoked for L2 acquisition by Clahsen in support of the Fundamental Difference Hypothesis is not viable. In the previous section I demonstrated that it can be replaced by processability theory in the L2 context. Clahsen and Muysken (1986) argue that the interlocking of different rules in the acquisitional process can be attributed to the setting of the INFL parameter, which is responsible for the distinction of finite and non-finite verbal elements, the crucial distinction that is the prerequisite for both rules. They further demonstrate that the grammatical systems produced by L2 learners are not possible grammars, and in particular that the rules necessary to derive the above L2 patterns from an underlying SVO order are not possible in terms of UG. This claim has inspired duPlessis et al. (1987) and Schwartz (1988) to propose a re-analysis of the above L2 sequences which is indeed based on an underlying SVO order.
However, Meisel (1991, 237) points out that "... [d]uPlessis et al. (1987) , in order to be able to write a grammar for L2 learners compatible with UG, have to postulate the existence of two more parameters ...". He notes that Schwartz's analysis implies a similar requirement and that in addition, both proposals rely on a poorly defined process of restructuring. Meisel quotes Chomsky (1981) in showing that the ad-hoc nature of these proposals runs counter to the fundamental nature of parameters, which is to form clusters of a number of seemingly unrelated grammatical phenomena. In view of these shortcomings he concludes that the above counter-proposals remain unconvincing.
Let us recoup: Clahsen and Muysken (1986) and Meisel (1991; present evidence in favour of access to UG for L1 acquisition and evidence of limited access for L2 acquisition. I have shown that the developmental problem in SLA can be explained by processability. It is therefore quite logical to ask if processability theory also accounts for the developmental problem in L1 acquisition.
To test this hypothesis it has to be demonstrated that the above L1 sequence is positioned within the constraints of hypothesis space. Formally, this is achieved by showing that the L1 sequence is predictable by the hierarchy of processing resources on which processability theory is based.
Similarly to SVO structures in L2 acquisition, the initial word order hypothesis in L1 acquisition (i.e. SOV -after variable word order) can be accounted for simply by a c-structure rule along the lines of (R-a). Since grammatical functions can be read off c-structure canonical orders and do not involve any transfer of grammatical information, the SOV order is positioned at the lowest level in the processability hierarchy. There is an interesting corollary to the last point: V-2nd, INVERSION and SV-agreement are all processable at the same developmental point. Note that in Clahsen's and Muysken's account the co-occurrence of SV-agreement and V-2nd is explained through the setting of the INFL parameter. We have now found evidence that these structures are positioned at the same level of processability. This is an independent reason for their possible simultaneous emergence.
The sentence-final position of the verb in subordinate clauses can be accounted for by appending the constraint equation ROOT = c + to V in (R-c). Since the feature + ROOT emerges at level 6 of the processability hierarchy, the final stage of the L1 sequence is also in line with processability theory.
In other words, SOV, V2nd and V-Final (as well as SV-agreement) do indeed fall within the constraints of hypothesis space and the L1 sequence is explained by the same hierarchy of processability as the L2 sequence. I hasten to add that this does not imply that the two processes are one and the same thing. To start with, the routes of acquisition are different.
The reader will notice that the rule SEP is absent from the L1 sequence. To explain why this is structurally possible one has to consider the effect of the rules Ra-c: Starting (developmentally) with an SOV c-structure, these three rules have the same effect as the combined application of PART and INVERSION on the basis of an SVO c-structure. Since in (R-a) the verb is in final position, and (R-b) jointly with (R-c) permit the finite verb to appear in second position, the "split verb" position is also permitted.
The rule ADV is also absent from the L1 sequence. This means that L1 learners do not produce the ungrammatical structure X S V Y which is typical for L2 learners. The processability hierarchy allows for ADV to emerge at level 3. However, it does not predict that it will necessarily develop. Table 2 gives an overview of this comparison of grammatical development in the acquisition of German as a second and as a first language, which shows at a glance that both developmental paths fall within the confines of Hypothesis Space. In other words, there are no differences in the temporal order in which processing resources are activated. All grammars are processable at the time they develop, and each grammar builds upon the processing resources acquired at the previous stages in a cumulative fashion. However, the L1 learner achieves this in two key 'moves', SOV and V2nd (with SV agreement) while the L2 learner takes five 'moves', most of which introduce ungrammatical structures which have to be modified in later moves.
Insert Table 2 about here
We now find ourselves in a situation where strikingly different developmental routes in L1 and L2 acquisition have been accounted for within one and the same hierarchy of processing resources. Therefore the formula "UG for L1 and processing factors for L2" no longer holds. And one has to ask oneself what causes the apparent differences between L1 and L2 that exist despite the common basis in language processing.
Developmental dynamics and Generative Entrenchment
My basic thesis is that different outcomes and developmental paths in language development are, at least partly, due to different developmental dynamics, caused by differences in the initial hypotheses and that the process of development can be fundamentally similar, with respect to language processing, despite fundamentally different outcomes and different developmental paths.
The basic mechanism behind developmental dynamics is the principle that developmentally early decisions bias the further development of the interlanguage system. This percolation of structural properties in developmental processes is known in biology and philosophy and has been termed "generative entrenchment" by Wimsatt (1986 Wimsatt ( , 1991 .
The concept of generative entrenchment is exemplified, for instance, by the embryonic development of animals where sections of the fertilised egg take on more and more specialised structures (e.g. Gehring 1985; Coen and Carpenter 1992; Wolpert 1992) . The segmentation of the body plan occurs very early in these processes for all animals. In other words, the position of head, limbs, etc. is determined very early. These structural features are maintained throughout the developmental process, and they do not have to be decided on every time a refinement of parts of the structure is made. One can say that these features are "developmentally entrenched".
We also know that incorrect information on the positioning of segments can have serious consequences for the ultimate shape of the organism ( Gehring 1985; Coen and Carpenter 1992; Wolpert 1992) . This sometimes unfortunate phenomenon illustrates the concept of the depth of generative entrenchment: the earlier a decision is made in structural development, the more far-reaching the consequences for the ultimate stage in structural development. Figure 5 illustrates how development can be understood as a generative process where structures increase in complexity, starting with a minimal number of structural properties to which other properties are added throughout development. Figure 5 displays structural options that exist in development of structure as a tree diagram where each node represents a point at which more specialised structures can develop. The top node contains the initial structural information. The tree allows for different developmental paths. However, once a decision has been made and a new structure has been added, it is very costly, if not impossible, for the developmental process to move to a different developmental path. In effect, changing the developmental path would mean that all developmental steps up to the node that gives access to the alternative path would have to be cancelled. As a result, a great deal of structural information would be lost in such a move. Many physical processes of development are indeed irreversible, as the example of developmentally misformed organisms shows.
Insert Figure 5 about here
Figure 5 also illustrates the notion of depth of entrenchment. The earlier a structural addition to the system is made, the more repercussions this will have and the more costly it will be to change it.
The key explanatory point that can be derived from the concept of generative entrenchment for language acquisition is that a massive computational saving can be made if structural decisions do not have to be revised in the developmental process every time a structural change occurs. In this model, initial structural features propagate in the developing system and thus determine the ultimate structure without being invoked again and again. The basic 'body plan' stays the same. In other words, a computational saving is made by laying structures down and keeping them. The alternative would be a developing system in which all processes of structural refinement have to be orchestrated globally for every developmental step, and this would require far more computational resources than the preservation of structures once they have developed.
The aspect of computational saving inherent in generative entrenchment is captured by Wimsatt (1986 Wimsatt ( , 1991 in his "developmental lock" metaphor which is based on Herbert
Simon's (1962) classic paper, "The Architecture of Complexity". Simon demonstrates that solutions of complex problems can be found more effectively by using the heuristic of factorising sub-problems which are solved independently, and the solutions to sub-problems are strung together to produce the solution to the overall problem.
Wimsatt's developmental lock is an idealised set of complex problems. The lock consists of ten wheels with ten positions each, very much like an extended version of a combination lock. Obviously, the total number of possible combinations in this lock is 10 10 , which, according to Wimsatt, requires 10 9 trials to find the correct combination. In this form of unconstrained hypothesis testing, the lock is referred to as a "complex lock". In the developmental lock, Wimsatt constrains hypothesis testing by allowing the problem solver to factorise the combination problem. Rather than having to get all 10 digits right before the combination can be subjected to an empirical test, each wheel can be tested individually in a left-right sequence. This additional ability to individually test the wheels individually from left to right mimics the cumulative nature of developmental processes: old solutions can be kept.
The computational advantage of factorising the complex problem is remarkable: only 50 trials are necessary to find the solution to the developmental lock problem, provided a strict left-right sequence is followed. In other words, in this metaphor later decisions depend on earlier decisions. If an error is made earlier it will be very costly to recover from it, because all intervening solutions will be lost.
Summing up, the assumption that underlies the notion of generative entrenchment is that, in the course of development, structures are preserved and further refined. The dynamics of this process have a constraining effect on development: because of the preservation constraint, early decisions exclude whole branches on the "developmental tree".
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In other words, generative entrenchment can be understood as a constraint on development that derives from the dynamics of development itself. In this way it complements the notion of processability which also acts as a constraint on language development.
Hence, the concept of generative entrenchment is a general logical-mathematical set of constraints that applies to any continuous developmental process in which structures diversify developmentally. It has been applied to many cases of biological development in ontogenesis and phylogenesis as well as population development. It is also applicable to the development of physical phenomena. Since language acquisition is another case in which structure diversifies developmentally from an initial state, the dynamics of generative entrenchment apply. An anonymous reviewer objected that language acquisition is different from cases of biological and physical development, because the role of input and environment is different in the case of language development. However, this objection missed the point. Generative entrenchment models nothing but the dynamics of cumulative developmental processes, no matter where they occur. All of the non-language cases of development are also placed in an environment, be it the distribution of matter in space or the location of a body segment of the fruit fly embryo in an acidic environment. Generative entrenchment should be seen on the same scale as the logical problem where one looks at the logic of developmental dynamics.
The continuity assumption that underlies the notion of Generative Entrenchment can be verified in the two developmental paths under discussion. Table 3 reveals a great deal of continuity in both developmental paths. The initial word order hypothesis of the L2 learner is maintained and refined in four developmental steps until it is finally modified to reflect the structure of the TL. It is evident from distributional analyses of large bodies of data (c. Clahsen, Meisel and Pienemann 1983 ) that the SVO pattern continues to be produced in tandem with INVERSION and V-End. Looking at the L1 perspective, a similar pattern emerges: the initial SOV pattern is maintained and refined throughout the developmental process.
In other words, pattern conservation is evident in the two developmental paths, and this gives a first indication of the initial hypothesis being a determining factor for the later course of development. However, there is also direct evidence of this: The need for the separate rule PART arises only if the initial syntactic hypothesis is SVO. In order to modify the initial SVO order to match German main clause patterns, two developmental 'moves' are needed: one that ensures that V i is in final position and one that constrains V f into second position. A further developmental saving is made in the acquisition of the verb final position in subordinate clauses. In L1 acquisition, where the initial fixed word order is SOV, the position of the verb does not have to change, when the distinction between main and subordinated clauses is acquired. All that has to happen is that V2 is blocked in subordinate clauses. This allows verb-final positions to be acquired with less effort than in the L2 sequence where every complementiser has to be marked for the feature + ROOT until a lexical redundancy rule is formed for subordinate clauses. And yet again this developmental twist is brought about by the moves that followed from the initial structural hypothesis. This explains why in L1 acquisition the verb-final position is acquired virtually without errors while in L2 acquisition the development of the rule can be traced along the path of an increasing set of complementisers with the effect of an error-ridden acquisition process.
In summary, the initial hypothesis for word order in L1 acquisition renders the acquisition of PART and V-End as separate c-structure rules superfluous and results in a grammatically more correct output during development. Hence, the L1 initial hypothesis is far more economical, and so is the development that follows from it.
One might, of course, hypothesise that L2 learners fundamentally restructure the developing grammar and switch to the assumption that German is an SOV language (e.g. Tomaselli and Schwartz 1990) . However, it is hard to see, in the absence of negative evidence, on the basis of which structural evidence the learner would arrive at such a conclusion, since the SVO structures they produce form a subset of the input data. But even if the learner were able to arrive at such a conclusion by some yet unknown means, a total restructuring of the interlanguage would be computationally very costly since all rules developed until the restructuring would have to be abandoned to start a new developmental path. Neither SVO, nor PART nor INV are compatible with the SOV assumption. In this way, the developmental path known in L1 acquisition becomes inaccessible once the initial syntactic hypothesis has been formed, and the development that follows is determined by the initial hypothesis, because the structure of the target language can be mapped only by the set of rules ADV, PART, INV and V-END, and these rules emerge in this sequence because of their processability.
From the above discussion, we can summarise the following points:
• There are two distinct developmental paths;
• Each of them falls within Hypothesis Space; • One of the paths is superior to the other; • Each is determined by the initial hypothesis.
One can conclude from this that one of the main reasons for L1-L2 differences is the superior initial hypothesis of the L1 learner which propagates through the entire developmental process. This raises the obvious question as to what it is that causes the initial hypothesis. However, this question goes well beyond the developmental problem which I set out to address with processability theory. The source of the initial hypothesis is an epistemological issue which requires not a transition theory (such as processability theory) but a property theory (cf. Gregg 1996) .
Final remarks
The purpose of this paper was two-fold: (1) to give an overview of the theory of processability in language acquisition and (2) to apply this theory to a comparison of developmental dynamics in L1 and L2 acquisition.
I demonstrated that the hypothesised processability hierarchy accounts for the developmental routes found in both types of acquisition even though these routes are fundamentally different. Processability theory affords a new perspective on the L1-L2 comparison in which the architecture of human language processing has a bearing on both types of acquisition.
Processability theory is compatible with the view that L2 learners have limited access to innate linguistic knowledge. L1 and L2 learners produce different initial hypotheses, and the structural effect of these hypotheses biases the subsequent development through the propagation of earlier structural features.
These developmental dynamics account for major aspects of the L1-L2 developmental difference. They do not, of course, settle the issue of which epistemological source L2 learners do have access to and how procedural skills are acquired. Those issues need to be tackled by different theory modules. What processability theory does address is the developmental problem in language acquisition, and there is a wide range of further contexts, such as typological differences and learner variation, in which the theory is productive (cf. Pienemann in press). Table 2 original property modified property after Wimsatt (1986 Wimsatt ( , 1991 Figure 5 
