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Алгоритм оценки неизвестной сетки частот 
источника радиоизлучения 
с псевдослучайной перестройкой рабочей частоты
Предложен алгоритм оценки неизвестной сетки частот источника радиоизлучения с псевдослучайной пе­
рестройкой рабочей частоты по результатам длительного контроля измерений рабочих частот. Алгоритм 
основан на методах регрессионного и дискретного спектрального анализа и может быть использован при ра­
диомониторинге на основе многочастотной панорамной радиопеленгационной системы.
Радиомониториг, псевдослучайная перестройка рабочей частоты, многочастотное пеленгование, 
вторичная обработка, линейная регрессия, метод наименьших квадратов, дискретное 
преобразование Фурье
Рассмотрим задачу оценки неизвестных па­
раметров сетки рабочих частот источника радио­
излучения (ИРИ) с псевдослучайной перестрой­
кой рабочей частоты (ППРЧ) [1], [2] по итогам 
длительного наблюдения за результатами измере­
ний рабочих частот. Под параметрами понимает­
ся охват частотного диапазона сеткой и разнос 
рабочих частот в этом диапазоне.
Указанная задача актуальна при радиомони­
торинге и может быть решена, например, с ис­
пользованием многочастотной панорамной ра- 
диопеленгационной системы [1]—[3]. В подобных 
системах выделение информации производится 
вторичной обработкой потока результатов изме­
рений частотно-пеленгационных панорам (ЧПП) 
вида "частота-пеленг", полученных после пер­
вичной обработки сигналов различных частот, 
принятых с различных пеленгов. При вторичной 
обработке ЧПП выделяется траектория пеленгов 
ИРИ, например фильтром Калмана с заданной 
марковской стохастической моделью движения 
ИРИ [4], [5] (простейш ей из которых является 
модель с неизменным пеленгом). В процессе вы ­
деления траектории с ней связываются результа­
ты  измерений частот, что позволяет идентифици­
ровать ИРИ с ППРЧ и оценить неизвестную сетку 
рабочих частот после длительной вторичной об­
работки потока ЧПП.
Пусть после длительной вторичной обработки 
получено L  результатов измерений частот gk 
( k  = 1, 2, .. . ,  L), связанных с траекторией пелен­
гов ИРИ. Требуется по этим результатам полу­
чить оценку истинной сетки из N  рабочих частот 
Fn (п  =  1, 2  •••, N ) .
Как известно, для ИРИ с "классической" 
ППРЧ справедливо соотношение [1]
Fn = F 1 + (n  -  1)SF ,
где SF  = const -  постоянный разнос соседних 
рабочих частот. П ри этом рабочая частота линей­
но связана с номером на сетке частот (рис. 1).
Кроме того, известно, что вероятность появ­
ления в эфире каж дой из N  рабочих частот одина-
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кова и равна 1/ N . В рамках такой линейной по 
номеру и  равной по вероятности (ЛНРВ) модели 
ИРИ с ППРЧ необходимо оценить параметры N, 
SF  и F  (или, что эквивалентно, N, F  и  F n  ).
Примем модель измерений gk рабочих ча­
стот (ИРЧ) в виде: gk = f k + ^ k , где f k -  рабо­
чая частота, выбранная в момент времени tk с 
вероятностью 1/ N  из множества частот {Fj, F2 , 
.. . ,  F n }; \k  -  значение в момент времени tk нор­
мального шума измерения с нулевым математическим 
ожиданием и стандартным отклонением ст . Величину 
S F /ст будем трактовать как относительную точ­
ность измерения каждой из рабочих частот и далее 
представлять ее в децибелах.
Условие длительной вторичной обработки по­
тока ЧПП может иметь вид L  ^  N. К сожалению, 
при неизвестном N  (которое на практике может 
находиться в достаточно ш ироких пределах, 
например от 10 до 10 000) нет возможности зара­
нее выбрать размер выборки L, достаточный для 
получения статистически надежных результатов 
оценивания. Поэтому для получения таких ре­
зультатов следует иметь сведения о максимально 
возможном числе рабочих частот N max для ИРИ 
с ППРЧ. Если такие сведения имеются, то L  выби­
рается из условия L  ^  N max, что далее и  предпо­
лагается. Это условие означает, что в среднем каж­
дая из неизвестных N  <  N max рабочих частот бу­
дет измерена не менее чем L /N max ^  1 раз при
шуме измерения с дисперсией ст2 .
П р и н ц и п ы  п остроен и я  ал гори тм а. На ос­
нове рассмотренных выше моделей ЛНРВ и ИРЧ 
далее продемонстрированы принципы, лежащ ие в 
основе предложенного алгоритма оценки неиз­
вестной сетки частот, базирующегося на методах 
линейного регрессионного и дискретного спек­
тральных анализов.
Сортировка. Отсортируем выборку g 1, g 2 , 
.. . ,  gL  в порядке возрастания ее элементов, тем
самым получив упорядоченную выборку (вариа­
ционный ряд -  ВР) s  < S2 < Sj < . . .  < s l . На рис. 2
приведены примеры ВР для L =  16 384, N  =  10 и 
трех значений S F /ст. Рисунок иллюстрирует оче­
видный факт, что данные в ВР группируются в N  
кластеров со средним размером Q = L f N  (в рас­
смотренном примере N  =  10, Q =  1638.4). Поэтому
исходная задача может быть переформулирована как 
задача оценки числа кластеров в ВР и вычисления их 
центров тяжести, которые могут служить оценками 
истинных значений рабочих частот ИРИ с ППРЧ.
Линейная регрессия. Вычислим линейный тренд 
ВР. Д ля этого может быть использован, например, 
метод оптимальной линейной регрессии (ЛР) [6], 
[7]. П ри этом оптимальная линия задается двумя 
коэффициентами, которые находятся методом наи­
меньш их квадратов (МНК), т. е. в соответствии с 
критерием минимума суммы из L  квадратов от­
клонений значений ВР от линии регрессии.
Вычисление отклонений от линии регрессии. 
Предположим, что оптимальные коэффициенты 
ЛР найдены и соответствующая им оптимальная
линия представлена L  значениями l j , j  =  1, L. 
Тогда выборка отклонений вида
ej  = sj  -  lj , j  =  1, L,
имеет явно выраженную периодическую составля­
ющую (рис. 3). На представленных зависимостях 
выражена периодичность, причем число периодов в 
анализируемой выборке размера L  равно N .
Дискретный спектральный анализ. Н а осно­
вании изложенного для определения неизвестно­
го числа частот N  предлагается использовать дис­
кретный спектральный анализ выборки e1, e2 , 
. . . ,  eL . Для этого следует выполнить дискретное
преобразование Фурье (ДПФ) размера L  этой вы­
борки и  проанализировать модули значений ДПФ 
(амплитудный спектр -  АС) Aг-, которые соответ­
ствуют целому числу периодов анализа i =  1, N m
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В качестве иллю страции на рис. 4 представ­
лен АС для L =  16 384, N max = 128. АС норми­
рован к значению L / 2 , как это принято при спек­
тральном анализе амплитуд дискретных гармоник, 
входящих в анализируемую выборку. В представ­
ленных спектрах периодическая составляющая, 
имеющая максимальное значение (отмечена тре­
угольным маркером), соответствует целому коли­
честву периодов анализа N ' = N .
Вычисление центров кластеров. После опре­
деления числа кластеров N ' найдем центры тя­
ж ести кластеров Fn (n =  1, 2,..., N ') следующим 
образом.
Пусть Q' -  целая часть величины L /N ' (для 
рассматриваемого примера Q ’ =  1638), а 
L ' = N 'Q' (в общем случае L ' < L; в рассматрива­
емом примере L ' =  16 380). Отсортируем выборку 
g 1, g 2 , ■■■, g L  из L ' измерений в порядке возрас­
тания ее элементов, тем самым получив ВР вида 
s1, s2, •••, SL '. В этом ВР имеется N ’ кластеров 
одинакового размера Q ' , на основании чего можно 
вычислить средние значения (медианы) каждого из 
N ' кластеров. Эти значения и будем считать оцен­
ками Fn (n =  1, 2,..., N ’) их центров тяжести.
Линейная регрессия центров кластеров. Об­
ратим внимание, что оценки Fn (n =  1, 2 ,..., N ’) в
общ ем случае не обязательно должны лежать на 
одной линии, как исходные значения рабочих ча­
стот Fn , n =  1, 2, . . . ,  N  (см. рис. 1). В такой си­
туации к  найденной выборке F ',  F 2, •••, F N ' 
можно применить линейную регрессию (как ранее к 
выборке ^1, ^2 , •••, еЬ ), коэффициенты которой 
находятся на основе МНК. Если оптимальные ко - 
эффициенты найдены, то соответствующая им оп ­
тимальная линия представлена N  значениями Fn 
(n =  1, 2 ,..., N ') ,  которые и принимаются в качестве
окончательных оценок рабочих частот ИРИ с ППРЧ.
Результат. Качество представленного алгоритма 
оценивания неизвестной сетки рабочих частот для 
рассматриваемой модели с линейной зависимостью 
рабочей частоты от номера можно охарактеризовать 
значением коэффициента корреляции:
N
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Анализ показывает, что для рассмотренного 
ранее примера при S F /ст = 10 дБ r  =  0.9997.
Столь высокое значение коэффициента корреля­
ции иллюстрирует рис. 5, где оценки частот (то­
чечные маркеры) почти точно попадают в центры
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i =  1, Nm соответственно для сетки из N  =  600
рабочих частот при S F / ст = 15 дБ, L =  222
Nm =  210. В результате оценивания получено
N ' = N , коэффициент корреляции r  =  0.9995.
В статье предложен и промоделирован алго­
ритм оценки неизвестной сетки частот ИРИ с 
ППРЧ после длительного наблюдения за результа­
тами измерения рабочих частот. Алгоритм исполь-
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кругов, соответствующих истинным значениям 
рабочих частот (см. рис. 1).
С етк а  частот больш его разм ера. Для боль­
шей наглядности рассмотренного алгоритма на
рис. 6 -8  приведены ВР sj ( j ) , j  =  1, L, отклоне­
ние ВР от ЛР e j ( j ) , j  =  1, L  и  АС Ai ( i ),
зует классические методы линейного регрессион­
ного анализа на основе МНК и дискретного спек­
трального анализа на основе ДПФ. Последний ме­
тод используется для определения числа рабочих 
частот сетки ИРИ с ППРЧ.
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Algorithm of an assessment of an unknown grid of frequencies of a source of a radio emission 
with pseudorandom reorganization of working frequency
We propose an algorithm fo r estimating the unknown grid frequency radiation source with 
operating frequency hopping as a result o f long-term observation o f measurement o f operating 
frequencies. The algorithm based on the methods o f regression and discrete spectral analysis. The 
algorithm can be used fo r radio monitoring using multi-frequency panoramic bearing system.
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method, discrete Fourier transform
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