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5Re´sume´
Dans ce travail, nous allons, dans un premier temps, donner une vue d’en-
semble d’une technique de´veloppe´e pour se´curiser le transport des donne´es au
sein d’un re´seau : BGPSec. Ensuite, nous pre´senterons les testbed mis en place
a` la faculte´ d’informatique pour e´tudier ce protocole et les observations ef-
fectue´es. BGPSec permet, par un syste`me de certification, de cre´er des chemins
se´curise´s au sein du re´seau. La mise en place de BGPSec ne´cessite une struc-
ture pre´existante qu’on appelle Ressource Public Key Infrastructure (RPKI).
Nous allons donc commencer ce travail en expliquant comment est organise´ un
RPKI et comment ses composants fonctionnent les uns avec les autres. Nous
nous inte´resserons ensuite aux routes et a` leur origine. Nous verrons comment
certifier que le point de´fini comme origine d’une route est effectivement l’ori-
gine de cette route. En d’autres termes, comment eˆtre suˆr que rien n’a alte´re´
cette donne´e (ni par erreur, ni volontairement). Ensuite, nous expliquerons ou`
BGPSec vient se greffer dans la structure qui a e´te´ mise en place jusque-la` et
comment son fonctionnement peut se´curiser une route. Dans la deuxie`me partie
du travail, nous de´velopperons l’imple´mentation mise en place pour tester BGP-
Sec : le re´seau et ses connexions intra et inter routing ainsi que la structure mise
en place afin de permettre le fonctionnement de BGPSec. Nous pre´senterons,
par la suite, les sce´narios de tests propose´s ainsi que les observations effectue´es
lors de ces tests au niveau du testbed. Enfin, nous terminerons en concluant et
en donnant quelques pistes de travail possibles au vu des observations.
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7Introduction
BGP est un protocole qui permet de de´finir des routes au sein d’un re´seau
permettant ainsi a` un paquet de donne´es d’aller d’un point d’origine a` un point
d’arrive´e via le meilleur chemin. Pour ce faire, BGP fonctionne sur base de
connections semi-permanentes qui de´finissent quels Syste`mes Autonomes sont
voisins les uns des autres. C’est ce qu’on appelle le routage interdomaine [14].
On nomme Syste`me Autonome, un ensemble de noeuds du re´seau (typiquement
un ensemble de routeurs) ayant une politique de routage interne commune.
On peut, de`s lors, facilement se rendre compte que BGP est un proto-
cole fondamental d’un re´seau et qu’un mauvais fonctionnement de ce protocole
peut avoir de lourdes conse´quences sur les transmissions de donne´es. Or, au-
cun me´canisme de se´curisation n’a e´te´ imple´mente´ au sein de BGP lors de sa
conception comme le note S. Murphy [20, p. 1] ”Il n’y a pas de me´canisme in-
terne a` BGP qui prote`ge contre les attaques qui modifient, effacent, contrefont
ou reproduisent les donne´es alors que chacune [de ces attaques] a le potentiel
de perturber l’ensemble du comportement de routage.” En te´moignent d’ailleurs
un RFC inte´gralement de´die´ aux vulne´rabilite´s de se´curite´ de BGP [20] ainsi
que de nombreux articles qui en font part ou sont exclusivement consacre´s a` ces
dernie`res. Citons, par exemple, l’article de Butler et al. [3] ou encore celui de
Yanuzzi et al. [23].
De nombreuses solutions au manque de se´curite´ de BGP ont e´te´ propose´es
parmi lesquelles Secure-BGP (S-BGP) [13], Secure Origin BGP (soBGP) [22]
ou encore Pretty Secure BGP (psBGP). La solution que nous avons de´cide´ de
pre´senter dans ce travail est appele´e BGPSec. Elle se base sur une infrastruc-
ture qu’on nomme Ressource Public Key Infrastructure (RPKI), qui fournit une
premie`re se´curisation du re´seau par un ensemble de certificats. Cette infrastruc-
ture cre´e un arbre hie´rarchise´ dont chaque branche est forme´e par une chaˆıne de
certificats, chaque certificat e´tant signe´ par le certificat qui se trouve directement
au-dessus de lui (en terme de graphe, un certificat fils est signe´ par son certificat
pe`re).
Le RPKI est la base d’un me´canisme qui garantit que le Syste`me Autonome
de de´part de la route a bien le droit d’eˆtre l’origine de cette route, ce me´canisme
est appele´ le Route Origination Authorization (ROA). Mais, malgre´ le renfor-
cement de la se´curite´ que fournissent le RPKI et le ROA lorsqu’ils travaillent
de concert, ils ne sont que de peu d’utilite´ en ce qui concerne les tentatives
d’attaques volontaires contre BGP et ne sont efficaces que lors de proble`mes de
configuration ayant un impact sur le routage du re´seau. Comme nous le ver-
rons, BGPSec est un prolongement du protocole BGP qui tente de pallier les
faiblesses lie´es au ROA en utilisant un syste`me d’encapsulation pour lier les
diffe´rents Syste`mes Autonomes et certifier, a` chaque Syste`me Autonome, que la
route qui a e´te´ parcourue jusqu’a` lui l’a e´te´ de fac¸on se´curise´e.
La section 1 de ce travail sera re´serve´e a` l’e´tude du RPKI. Nous commence-
rons par e´tudier la structure du RPKI puis les e´le´ments qui le composent. Nous
8verrons d’abord l’Autorite´ de De´poˆt qui comprend les Points de Publication, ou`
sont stocke´s notamment les certificats et ROA, et les Caches Locaux qui per-
mettent a` une entite´ de te´le´charger localement tous les certificats et ROA qui
lui sont utiles. Ensuite, nous e´tudierons les Manifestes qui fournissent la liste
des certificats et ROA contenus au sein d’un Point de Publication. Enfin, nous
nous inte´resserons aux diffe´rents types existants de certificats. Nous parlerons
e´galement de la fac¸on dont on re´voque un certificat. Enfin, pour conclure cette
section, nous re´sumerons, a` l’aide d’un exemple, le fonctionnement d’un RPKI.
La section 2, elle, sera consacre´e a` la pre´sentation du Route Origination Autho-
rization (ROA) : sa description, comment il est cre´e´ et comment il est re´voque´.
Nous nous inte´resserons e´galement, a` ce stade, a` l’e´tat de validite´ des routes
BGP. La section 3 de´taillera le me´canisme mis en place par les concepteurs
de BGPSec pour se´curiser le routage BGP. Par la suite, dans la section 4, nous
pre´senterons le testbed qui a e´te´ mis en place pour e´tudier le protocole BGPSec :
sa structure intra-routing, sa structure inter-routing et la structure du RPKI et
de BGPSec ainsi que les limites rencontre´es lors de son imple´mentation et de son
fonctionnement. La section 5, elle, s’occupera de pre´senter les sce´narios de tests
et la section 6, les re´actions du testbed observe´es face aux diffe´rents sce´narios de
tests. Enfin, nous terminerons par quelques conclusions et perspectives sur base
des observations effectue´es.
91 Ressource Public Key Infrastructure
Un RPKI est une infrastructure mise en place pour supporter la se´curisation
du routage interdomaine d’un re´seau. Nous commencerons cette section en don-
nant un exemple de hie´rarchie possible pour un RPKI. Cette hie´rarchie suit la
distribution des ressources IP telle qu’elle se fait sur le re´seau Internet. Nous
verrons ensuite ou` une entite´ qui fait partie du RPKI stocke un certificat ou un
ROA, mais e´galement comment une entite´ qui en a besoin les re´cupe`re. Nous
de´taillerons ensuite les types existants de certificats utilise´s dans une infrastruc-
ture de type RPKI et comment ils sont re´voque´s. Enfin, nous terminerons par
un exemple commente´ montrant le fonctionnement ge´ne´ral d’un RPKI.
1.1 Hie´rarchie d’un RPKI
Selon l’agencement et l’architecture du re´seau dans lequel on se trouve, beau-
coup de solutions sont possibles pour structurer une Infrastructure a` Cle´s Pu-
bliques (PKI). Le lecteur inte´resse´ peut d’ailleurs en retrouver quelques-unes
dans le RFC 4158 [5].
Dans le cas pre´sent (un RPKI), le type d’Infrastructure a` Cle´ Publique qui
nous inte´resse est de´veloppe´ comme support a` la se´curisation du routage d’un
re´seau (en particulier Internet). Il est donc assez logique que la structure la plus
ade´quate pour la mise en place d’un RPKI suive la hie´rarchie d’allocation de res-
sources IP de´ja` existante [16] [12]. Par ressources IP nous entendons les adresses
IP (v4 et v6) ainsi que les nume´ros d’identification de Syste`mes Autonomes.
La distribution de ressources IP est structure´e comme suit : au sommet on
trouve l’Internet Assigned Number Authority (IANA) qui est une branche de
l’Internet Corporation for Assigned Names and Numbers (ICANN). L’IANA est
responsable, entre autres, de la coordination des adresses IP et des nume´ros
d’identification de Syste`mes Autonomes au niveau mondial [1]. Elle est au som-
met de l’arbre de distribution de ressources IP.
L’IANA distribue ces ressources a` des Regional Internet Registries (RIR) qui,
eux, sont charge´s de leur gestion au sein d’une zone ge´ographique donne´e. Ils
sont au nombre de cinq : AfriNIC pour l’Afrique, APNIC pour l’Asie-Pacifique,
ARIN pour l’Ame´rique du Nord, LACNIC pour l’Ame´rique Latine et RIPE NCC
pour l’Europe.
Ces RIR vont, a` leur tour, distribuer ces ressources a` des National Internet
Registries (NIR) ou des Local Internet Registries (LIR) selon la zone ge´ographique
ou` se trouvent les ressources. Ce troisie`me niveau de prise en charge s’occupe,
lui, de distribuer les ressources aux Fournisseurs d’Acce`s Internet (FAI).
La hie´rarchie de l’allocation de ressources IP est donc une structure en arbre
dont la racine est l’IANA et qui aboutit aux FAI. Les niveaux infe´rieurs aux
FAI ne sont pas pris en compte dans cette hie´rarchie. Cela est duˆ au fait que
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la politique de se´curisation du routage internet se de´cide au niveau des FAI.
L’utilisateur final n’a que tre`s peu d’impact.
Figure 1. Hie´rarchie d’un RPKI [12]
Comme le montre la Figure 1, la hie´rarchie du RPKI refle`te bien la structure
pyramidale utilise´e pour distribuer les adresses IP et nume´ros d’identification de
Syste`mes Autonomes.
Le RPKI est base´ sur l’utilisation de Certificats de Ressources. Ces certificats
attestent de l’allocation, par une autorite´ elle-meˆme certifie´e, de ressources IP
a` un sujet de niveau directement infe´rieur. L’autorite´ qui alloue les ressources
IP est appele´e Autorite´ de Certification car elle certifie que le sujet (c’est-a`-dire
celui qui a rec¸u les ressources) a bien autorite´ sur ces ressources. L’Autorite´ de
Certification premie`re, la racine de l’arbre, est appele´e Point d’Ancrage. Elle
signe elle-meˆme son Certificat de Ressources. Les certificats utilise´s par le RPKI
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sont conformes au profil X.509 de´fini dans le RFC 5280 [4] ainsi qu’aux exten-
sions ne´cessaires au transfert du droit d’utilisation d’adresses IP et de nume´ros
de Syste`mes Autonomes de´finis dans le RFC 3779 [19].
L’IANA, au sommet de la pyramide, est conside´re´ comme un Point d’An-
crage, c’est-a`-dire un point de confiance a` partir duquel on peut ve´rifier la va-
lidite´ des certificats des niveaux infe´rieurs. Pour plus de de´tails sur les Points
d’Ancrage, le lecteur est invite´ a` se re´fe´rer aux RFC 5914 [6] et 6490 [11].
Sous ce niveau 0 ou cette racine, on retrouve le niveau 1 qui, comme dans
la hie´rarchie d’allocation des ressources, contient les RIR qui posse`dent tous des
Certificats de Ressources. Ces certificats ont e´te´ valide´s par l’IANA en utilisant
une signature digitale (c’est-a`-dire en liant la cle´ publique du RIR et un nom
unique donne´ au RIR au sein d’une signature faite a` partir de la cle´ prive´e de
l’IANA).
Les niveaux infe´rieurs fonctionnent de la meˆme manie`re, chaque entite´ utili-
sant une signature digitale pour authentifier les certificats des entite´s du niveau
qui lui est directement infe´rieur. Cette chaˆıne de confiance est ce qu’on appelle
le Chemin de Certification c’est-a`-dire le chemin a` travers lequel on peut ve´rifier
que le certificat d’une entite´ donne´e est authentique [4]. De`s lors, lorsqu’une
entite´ doit ve´rifier la validite´ d’un certificat donne´, elle doit retrouver le Point
d’Ancrage du Chemin de Certification du certificat en question et suivre la chaˆıne
qui part de ce point pour arriver au certificat qu’elle cible.
Notons pour terminer que l’IANA et les RIR sont, au sein de la structure
d’un RPKI, de tre`s bons candidats au titre de Points d’Ancrage. Ne´anmoins, au-
cune politique n’est de´finie dans ce domaine et les entite´s qui utilisent un RPKI
ont tout loisir de se´lectionner les Points d’Ancrage de leur choix.
1.2 Autorite´ de de´poˆt
Les diffe´rentes entite´s qui forment la structure d’un RPKI e´ditent des objets
signe´s [15]. Un objet signe´ est une structure de donne´es particulie`re qui n’est
pas un certificat, mais a e´te´ signe´ a` l’aide d’un certificat par une Autorite´ de
Certification.
Pour stocker ces objets signe´s, un RPKI utilise une structure de publication
distribue´e nomme´e l’Autorite´ de De´poˆt [16] [12] [7]. Cette Autorite´ de De´poˆt est
compose´e de deux structures : les Points de Publication et les Caches Locaux.
Points de Publication
Chaque Autorite´ de Certification va, lorsqu’elle signe un objet, envoyer cet
objet ainsi que le certificat a` l’aide duquel elle a signe´ l’objet a` un Point de
Publication. L’Autorite´ de Certification a toute liberte´ dans le choix de l’endroit
qui lui sert de Point de Publication. Une seule restriction s’applique : l’Autorite´
de Certification doit avoir un Point de Publication unique. Comme pre´cise´ dans
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le RFC 6480 [16], l’ensemble des Points de Publication d’un RPKI fournit une
information comple`te (c’est-a`-dire exhaustive) des objets signe´s et certificats au
sein du RPKI dont ils de´pendent.
Nous nous inte´ressons, dans ce travail, a` trois types d’objets signe´s qu’une
Autorite´ de Certification peut publier :
– le manifeste : Il contient la liste des objets signe´s publie´s au sein du point
de publication dont il fait partie.
– la Certification Revocation List (CRL) : Cet objet contient la liste des
certificats qui ont e´te´ re´voque´s par une Autorite´ de Certification. Chaque
CRL est propre a` une et une seule Autorite´ de Certification.
– le Route Origin Authorization (ROA) : il fournit l’autorisation explicite
a` un Syste`me Autonome donne´ d’eˆtre a` l’origine d’une route vers un ou
plusieurs pre´fixes de´termine´s.
Une fois l’objet publie´ au sein du point de publication de l’Autorite´ de Cer-
tification qui l’a e´mis, il peut eˆtre consulte´ par toute Entite´ Utilisatrice qui en a
besoin. On nomme Entite´ Utilisatrice, une entite´ qui utilise le RPKI pour s’as-
surer de l’authenticite´ d’un ensemble de certificats. Dans le cadre d’un RPKI,
une entite´ utilisatrice est typiquement un FAI ou une LIR (voir 1.1).
Tous les objets pre´sents au sein d’un point de publication sont signe´s, ce
qui les prote`ge de modifications illicites. En effet, si un objet modifie´ n’a pas
e´te´ autorise´ par l’Autorite´ de Certification dont il de´pend, ce dernier n’est pas
signe´. Cela permet a` l’Entite´ Utilisatrice de de´tecter que la modification n’est
pas le´gitime.
Du point de vue de la gestion, chaque point de publication posse`de un ma-
nifeste (qui est un objet signe´) [7] qui contient, pour chaque objet du point de
publication, son nom ainsi qu’une valeur de hachage de son contenu. Cela per-
met d’assurer aux Entite´s Utilisatrices qu’elles ont pu consulter l’ensemble des
objets et certificats contenus dans le Point de Publication de´termine´. D’un point
de vue se´curite´, les Points de Publication ne sont pas conc¸us pour prote´ger la
confidentialite´ des objets qu’ils contiennent. De ce fait, ce ne sont pas des en-
droits ou` mettre des donne´es a` caracte`re sensible.
Maintenance du cache local
En paralle`le a` ce syste`me de de´poˆts, chaque Entite´ Utilisatrice va maintenir
un cache local qui va lui permettre de te´le´charger les donne´es qui l’inte´ressent
et de les utiliser. En effet, pour utiliser un objet signe´, une Entite´ Utilisatrice
doit avoir une copie locale du Certificat d’Entite´ Finale inclus dans ledit objet
comme nous le verrons par la suite (voir 1.4). Un Certificat d’Entite´ Finale est
un type de certificat utilise´ pour signer les objets.
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Chaque Entite´ Utilisatrice doit donc re´gulie`rement synchroniser les donne´es
de son cache avec celles du point de publication pour s’assurer qu’elles corres-
pondent. La proce´dure est la suivante :
1. Tout d’abord, l’Entite´ Utilisatrice interroge l’Autorite´ de De´poˆt et copie tous
les certificats, manifestes et CRL e´dite´s au sein du RPKI.
2. L’Entite´ Utilisatrice ve´rifie, pour chaque Certificat d’Autorite´, la signature
correspondante dans le manifeste. Elle s’assure e´galement que la date de la
prochaine mise a` jour du manifeste (indique´e dans le champ nextUpdate) n’a
pas e´te´ atteinte ou de´passe´e.
3. Elle ve´rifie, via l’ensemble des manifestes du point de publication, que les
certificats et la CRL pre´sents correspondent bien aux valeurs de hachage
contenues dans le manifeste ou` ils apparaissent (voir 1.3). Mais e´galement
qu’aucun objet apparaissant dans les manifestes ne manque ou n’a e´te´ ajoute´
dans le point de publication.
4. Enfin, elle doit valider chaque Certificat d’Entite´ Finale en construisant et
en ve´rifiant son chemin de validation. Comme explique´ dans la hie´rarchie du
RPKI (voir 1.1), cela se fait sur base d’un chemin ”topdown” : elle collecte
d’abord les informations lie´es aux Points d’Ancrage choisis et te´le´charge les
Certificats d’Autorite´ de ces Points d’Ancrage. A partir de cet ensemble de
certificats, elle va pouvoir aller chercher tous les certificats valides qui ont e´te´
e´mis par le Point d’Ancrage. Cette ope´ration est re´pe´te´e sur les certificats
ainsi te´le´charge´s et ce jusqu’a` arriver aux Certificats d’Entite´ Finale.
Pour terminer, notons que, comme pre´cise´ dans le RFC 6480 [16], puisque
les Entite´s Utilisatrices synchronisent re´gulie`rement leur cache avec les points
de publication, il est inte´ressant (en termes de performance) de n’effectuer ces
ope´rations que sur les objets mis a` jour depuis la dernie`re synchronisation.
1.3 Manifestes
Un manifeste est un objet signe´ qui contient la liste des objets signe´s (sauf
le manifeste lui-meˆme) qui ont e´te´ e´mis par une Autorite´ de Certification au
sein du point de publication qu’elle utilise [7]. Le manifeste e´tant lui-meˆme un
objet signe´, il contient un Certificat d’Entite´ Finale unique (voir 1.6), signe´ par
l’Autorite´ de Certification qui utilise le point de publication dans lequel il se
trouve. De plus, le champ nextUpdate [2] permet de ve´rifier s’il a e´te´ alte´re´ ou
pas. Un manifeste sera conside´re´ comme ayant expire´ si la date courante est plus
re´cente que la date qui figure dans ce champ.
Lorsqu’une Entite´ Utilisatrice veut construire son cache local ou le synchroni-
ser avec un point de publication [16], elle ve´rifie que chaque objet qu’elle trouve
dans le point de publication apparaˆıt bien dans le manifeste et inversement.
Ensuite, l’Entite´ Utilisatrice ve´rifie que chaque valeur de hachage associe´e a` un
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objet dans le manifeste correspond a` la valeur obtenue en hachant l’objet du
point de publication [2].
L’utilisation de cet objet signe´ permet de limiter les risques de mauvaise
synchronisation suite a` l’effacement d’un objet ou a` son remplacement par une
version plus ancienne, par exemple [16]. Ce me´canisme est tre`s important puisque
les points de publication qui forment le syste`me de de´poˆts du RPKI, sont, eux,
non se´curise´s.
Comme explique´ dans le RFC 6486 [2], la structure du RPKI ne tole`re pas
qu’un point de publication soit vide. De`s lors, lorsqu’un point de publication est
cre´e´, il contient au moins un manifeste dans lequel il y a au moins une entre´e :
la CRL du point de publication (voir 1.5).
1.4 Certificats
Une infrastructure RPKI utilise deux types de Certificats de Ressources :
les Certificats d’Autorite´ et les Certificats d’Entite´ Finale. Ces deux types de
certificats sont conformes au profil de´fini par le groupe Secure Inter Domain
Routing (SIDR) pour ce type de certificats [10].
Certificats d’Autorite´
Le roˆle des Certificats d’Autorite´ est d’attester la le´gitimite´ d’un de´tenteur de
ressources IP, c’est-a`-dire d’adresses IP ou de nume´ros de Syste`mes Autonomes,
a` de´tenir ces ressources. Cette certification se fait en liant une cle´ publique aux
ressources IP alloue´es via une signature digitale [16].
Il existe trois classes de Certificats d’Autorite´ qui correspondent a` trois si-
tuations diffe´rentes [4] :
– Le cross-certificate : ou` l’e´diteur du certificat et l’Entite´ qui rec¸oit les
ressources (que nous appellerons le sujet) sont deux entite´s diffe´rentes mais
toutes deux sont des Autorite´s de Certification. Ici, trois cas de figure sont
possibles :
1. Le sujet est une Autorite´ de Certification qui a le droit de sous-allouer
ses ressources IP. Il va, de`s lors, recevoir un Certificat d’Autorite´ et
sera capable, lui-meˆme, d’e´mettre ce type de certificats. Au sein de la
hie´rarchie du RPKI (voir 1.1) cela se produit par exemple lorsque un
RIR e´met un Certificat d’Autorite´ pour un NIR.
2. Le sujet est une Autorite´ de Certification qui n’a pas le droit de sous-
allouer ses ressources IP. De`s lors, il recevra un Certificat d’Entite´
Finale.
3. Le sujet est une Autorite´ de Certification qui ne peut pas sous-allouer
ses ressources mais doit pouvoir e´mettre des objets (et donc les signer).
Il recevra un Certificat d’Autorite´.
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– Le self-issued certificate : qui correspond au fait que l’e´diteur du certificat
et le sujet sont la meˆme entite´. Ce genre de cas survient s’il y a changement
dans la politique de routage du RPKI ou lorsqu’une Autorite´ de Certifica-
tion effectue une proce´dure de changement de cle´s, c’est-a`-dire lorsqu’elle
met a` jour son couple cle´ prive´e/cle´ publique (voir RFC 6489 [9]).
– Le self-signed certificate : qui est un self-issued certificate dont la signature
peut eˆtre ve´rifie´e a` l’aide de la cle´ publique lie´e au certificat lui-meˆme. Ils
sont ne´cessaires pour commencer les chemins de certification et sont donc
utilise´s par les Points d’Ancrage.
Ainsi, une Autorite´ de Certification, qui de´tient un ensemble de ressources et
veut en allouer une partie a` une entite´ qui de´pend d’elle, va utiliser son Certificat
d’Autorite´ pour ce faire. Elle va e´mettre un certificat, ou` sont mentionne´es les
ressources qu’elle alloue et une cle´ publique, et va lier ces deux informations en
signant le certificat a` l’aide de sa cle´ prive´e. Pour ve´rifier le certificat il ne reste
plus alors qu’a` suivre le chemin a` partir du Point d’Ancrage, la cle´ publique
d’une Autorite´ de Certification de´cryptant les certificats qu’elle a e´mis.
Bien suˆr, chaque certificat atteste de l’allocation d’un ensemble de ressources
a` un de´tenteur de´termine´. Ainsi, si un de´tenteur posse`de des ressources de plu-
sieurs sources diffe´rentes, il aura plusieurs Certificats d’Autorite´.
Pour conclure ce point sur les Certificats d’Autorite´, il nous faut souligner
deux choses :
– Bien que l’Autorite´ de Certification ve´rifie l’identite´ de l’Entite´ a` laquelle
elle alloue ses ressources, son roˆle n’est pas de certifier cette identite´. De ce
fait, le nom utilise´ dans le certificat ne de´crit en rien l’Entite´ pour laquelle
il a e´te´ e´mis. Le Certificat d’Autorite´ est donc un outil d’autorisation mais
pas d’authentification.
– La re´e´dition d’un Certificat d’Autorite´, par exemple pour changer le couple
cle´ publique/cle´ prive´e, n’implique pas de re´e´diter les certificats qui ont e´te´
e´dite´s par lui. En effet, ces derniers ont un champ appele´ Authority Infor-
mation Access (AIA) qui contient l’adresse de l’endroit ou` est publie´ le
Certificat d’Autorite´. Si la cle´ publique est change´e alors il faut re´e´diter
un certificat pour l’Autorite´ de Certification dont le couple cle´ publique/cle´
prive´e a change´ et signer a` nouveau, a` l’aide du nouveau couple de cle´s, la
chaˆıne de certificats partant du Certificat d’Autorite´ re´e´dite´. Il n’est donc
pas ne´cessaire de re´e´diter l’entie`rete´ des certificats composant la chaˆıne de
certification partant de l’Autorite´ de Certification. Si on ne change pas le
couple cle´ publique/cle´ prive´e mais qu’on ne fait que recre´er une nouvelle
cle´ prive´e sur base de la cle´ publique existante, la seule contrainte d’une
re´e´dition de Certificat d’Autorite´ est de conserver le meˆme endroit de pu-
blication.
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Certificats d’Entite´ Finale
Les Certificats d’Entite´ Finale sont e´mis par un de´tenteur de ressources. Il est
donc ne´cessaire pour une entite´ de´termine´e de posse´der un Certificat d’Autorite´
pour pouvoir e´mettre un certificat d’Entite´ Finale [16].
Ces Certificats d’Entite´ Finale permettent a` l’entite´ dont il sont issus de
de´le´guer l’autorite´ qu’elle posse`de sur un sous-ensemble de ses ressources. En
particulier, ce type de certificat est utilise´ pour ve´rifier la validite´ d’objets signe´s
tels que les Route Origin Authorisation (ROA) ou les Manifestes. Le certificat
se trouve dans l’extension certificates de l’objet qu’il ve´rifie [15] ce qui permet
de ne pas devoir envoyer l’objet et son certificat en deux parties distinctes.
La proce´dure de cre´ation d’un objet signe´ a` l’aide d’un Certificat d’Entite´
Finale est la suivante :
– On se´lectionne un sous-ensemble des ressources IP de´tenues par l’Autorite´
de Certification qui e´met le Certificat d’Entite´ Finale. Ce sous-ensemble
devient le sujet du certificat.
– L’Autorite´ de Certification ge´ne`re un certificat d’Entite´ Finale qui reprend
la liste des ressources se´lectionne´es. Cette liste confirme le sous-ensemble
de ressources IP constituant le sujet de l’objet.
– L’Autorite´ de Certification spe´cifie les dates pour lesquelles le Certificat
d’Entite´ Finale est valide.
– Enfin, l’autorisation (c’est-a`-dire l’objet signe´ et son Certificat d’Entite´ Fi-
nale) est publie´e dans le point de publication de l’Entite´ Finale.
Au niveau de la gestion de leurs cle´s, les certificats d’Entite´ Finale ont deux
particularite´s inte´ressantes. D’une part, la cle´ prive´e qui forme un couple avec
la cle´ publique contenue dans le Certificat d’Entite´ Finale est a` usage unique.
D’autre part, un objet n’est signe´ que par une et une seule cle´ prive´e. Cela cre´e
donc une correspondance 1-1 entre un objet et son certificat qui fournit deux
avantages :
1. Pour re´voquer un objet signe´, une Autorite´ de Certification doit simplement
re´voquer le Certificat d’Entite´ Finale contenu dans cet objet (puisque ce
certificat est unique).
2. Puisqu’une cle´ prive´e de certificat d’Entite´ Finale n’est jamais utilise´e pour
signer deux objets diffe´rents, on peut la de´truire apre`s utilisation. Cela per-
met d’alle´ger la gestion des cle´s.
1.5 Re´vocation de certificats
Pour re´voquer un certificat, les Autorite´s de Certification vont utiliser un
type particulier d’objet signe´, la Certification Revocation List (CRL) [4]. Chaque
Autorite´ de Certification e´dite re´gulie`rement une CRL unique qui contient tous
les certificats re´voque´s, et qui est disponible dans son point de publication. La
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fre´quence a` laquelle une CRL est e´dite´e de´pend du cycle de mise a` jour de l’Au-
torite´ de Certification dont elle de´pend (ce cycle est propre a` chaque Autorite´
de Certification). Rappelons que, puisque pour re´voquer un objet signe´ il suffit
de re´voquer son certificat d’Entite´ Finale, le CRL n’a besoin de re´fe´rencer que
des certificats.
Les raisons de re´vocation d’un certificat sont multiples : renouvellement des
cle´s, re´duction de l’ensemble des ressources alloue´es au be´ne´ficiaire du certificat
ou encore fin de l’allocation des ressources [12]. Le processus de re´vocation d’un
certificat donne´ est le suivant [4] :
1. Lors de la mise a` jour suivant l’obsolescence du certificat, l’Autorite´ de Certi-
fication ajoute une nouvelle entre´e dans la CRL correspondant au certificat.
Chaque certificat re´voque´ est identifie´ dans la CRL par son nume´ro de se´rie.
2. Une fois la mise a` jour faite, la nouvelle CRL est uploade´e dans le point de
publication de l’Autorite´ de Certification.
3. Lorsqu’une Entite´ Utilisatrice utilise un certificat, elle ve´rifie la signature
et la validite´ du certificat (c’est-a`-dire les dates pour lesquelles le certificat
est valide). Elle re´cupe`re e´galement la dernie`re version de la CRL du point
de publication et ve´rifie que le nume´ro de se´rie du certificat n’y apparaˆıt pas.
L’avantage de re´voquer un certificat de cette manie`re [4] est que la CRL peut
eˆtre distribue´e de la meˆme manie`re que les certificats c’est-a`-dire via des commu-
nications inter serveurs non se´curise´es. En contrepartie, l’inconve´nient est que
la granularite´ du temps de re´vocation de´pend de la fre´quence de mise a` jour de
son point de publication par l’Autorite´ de Certification. Cela retarde d’autant
la notification du certificat comme re´voque´.
1.6 Exemple commente´ de RPKI
La Figure 2 montre une repre´sentation logique d’un exemple de RPKI. Elle
est base´e sur la Figure 6 du RFC 4158 [5, p. 15] et la Figure 1 du draft sidr-
bgpsec-pki-profiles-03 [21, p. 3].
La partie gauche du sche´ma repre´sente le Chemin de Certification qui permet
de ve´rifier l’authenticite´ d’un certificat ou d’un objet signe´. Dans notre exemple,
le RPKI est forme´ d’un Point d’Ancrage (root), de deux Autorite´s de Certifica-
tion (A et B) et d’une Entite´ Finale (EE). Le Chemin de Certification se traduit,
sur la Figure, par les areˆtes doubles qui relient les entite´s du RPKI entre elles.
Chaque entite´ qui participe au RPKI posse`de un Point de Publication. C’est la`
qu’elle stocke les objets et certificats qu’elle signe.
Sur la Figure, les objets et certificats e´dite´s dans un Point de Publication
sont repre´sente´s dans un cadre en pointille´s. La notation ”Certificat X(Y)” si-
gnifie que le Certificat est e´mis par l’Autorite´ de Certification Y pour certifier
l’Autorite´ de Certification X. L’areˆte en pointille´, qui part du certificat, rejoint
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Figure 2. Sche´ma logique d’un RPKI
la portion du Chemin de Certification sur lequel il a autorite´.
La droite de la Figure montre une Entite´ Utilisatrice ainsi que son Cache
Local. L’Entite´ te´le´charge les objets et certificats contenus dans les diffe´rents
Points de Publication comme en te´moignent les arcs forme´s de points qui ar-
rivent a` son Cache Local. Cela va lui permettre de ve´rifier que le ROA qui se
trouve dans le Point de Publication de l’Entite´ Finale, est bien valide.
Pour ve´rifier l’authenticite´ d’un objet qu’elle a te´le´charge´, l’Entite´ Utilisatrice
va parcourir le Chemin de Certification depuis le Point d’Ancrage jusqu’a` l’objet
cible´. Dans notre exemple (la Figure 2), l’Entite´ Utilisatrice va ve´rifier la validite´
du ROA e´mis par l’Entite´ Finale (EE) :
– L’Entite´ part du Point d’Ancrage et ve´rifie que le certificat e´mis par celui-
ci est authentique en de´cryptant le ”Certificat A(root)” a` l’aide de la cle´
publique du Point d’Ancrage. Ce faisant, elle re´cupe`re la cle´ publique de
l’Autorite´ de Certification A qui se trouvait dans le certificat. Elle peut,
de`s lors, ve´rifier si la cle´ publique annonce´e par l’Autorite´ de Certification
A est bien la meˆme que celle qui se trouve dans le ”Certificat A(root)”.
– Si c’est le cas, l’Entite´ Utilisatrice proce`de de la meˆme manie`re entre les
Autorite´s de Certification A et B puis entre l’Autorite´ de Certification B
et l’Entite´ Finale.
– Enfin, l’Entite´ Utilisatrice de´crypte le Certificat d’Entite´ Finale (contenu
dans le ROA) a` l’aide de la cle´ publique de l’Entite´ Finale (EE). Elle peut,
de`s lors, ve´rifier si les ressources annonce´es par le ROA sont identiques a`
celles annonce´es dans le Certificat d’Entite´ Finale. Si tel est le cas, le ROA
est valide.
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2 Route Origination Authorization
Le Route Origin Authorization (ROA) est un objet signe´ qui confirme la
le´gitimite´ de l’origine d’une route. Il est signe´ a` l’aide d’un Certificat d’Entite´
Finale. Cette section de´crit le ROA et ce qu’il contient, explique comment cre´er
un ROA et le re´voquer. Enfin, elle se termine en faisant le point sur l’e´tat de
validite´ d’une route dans le cadre de l’utilisation de ROA.
2.1 Description d’un ROA
Comme indique´ dans le RFC 6480 [16], les informations fournies par le RPKI
ne sont pas suffisantes pour prendre les de´cisions lie´es au routage. En particu-
lier, le protocole BGP conside`re que si un Syste`me Autonome veut acce´der a` un
ensemble de pre´fixes particuliers, c’est qu’il en a obtenu le droit. Il nous faut
donc un outil capable de ve´rifier qu’effectivement le de´tenteur des pre´fixes IP
auxquels un Syste`me Autonome veut acce´der a donne´ son accord pour cet acce`s.
Cet outil c’est le Route Origin Authorization (ROA), de´crit en de´tail dans le
RFC 6482 [17].
Un ROA comprend deux parties distinctes [16] :
– Le contenu du ROA lui-meˆme, compose´ notamment d’un nume´ro d’identifi-
cation de Syste`me Autonome (le Syste`me Autonome a` l’origine de la route)
ainsi que de la liste des pre´fixes d’adresses IP (les pre´fixes qui constituent
la destination de la route).
– un certificat d’Entite´ Finale qui contient normalement les meˆmes pre´fixes
d’adresses IP que ceux contenus dans le ROA.
Pour que le Certificat d’Entite´ Finale soit valide, il faut que la liste des
pre´fixes qu’il contient soit identique a` celle du ROA qu’il certifie et inverse-
ment. Notons qu’une autre utilisation des ROA est possible dans un cadre de
ve´rification. Un FAI pourrait tre`s bien utiliser les ROA valides pour les pre´fixes
de son re´seau comme donne´es d’entre´e, dans le but de construire des filtres pour
les routes utilise´es par ses routeurs BGP. Pour plus d’informations, voir le RFC
6483 [8].
Notons e´galement que chaque ROA posse`de un seul nume´ro de Syste`me Au-
tonome [16]. Donc, le nombre de ROA vers un pre´fixe donne´ de´pend du nombre
de Syste`mes Autonomes autorise´s a` eˆtre le point d’origine d’une route vers ce
pre´fixe. Autrement dit, si plusieurs Syste`mes Autonomes peuvent eˆtre le point
de de´part d’une route vers un pre´fixe (sce´nario de multi-homing), ils ont chacun
leur propre ROA qui les y autorise.
Comme tout objet signe´ du RPKI, les ROA sont distribue´s a` partir des points
de publication des diffe´rentes Autorite´s de Certification [16] puisque c’est la` que
sont concentre´s tous les outils ne´cessaires a` leur ve´rification (c’est-a`-dire les cer-
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tificats et les CRL).
Pour terminer, signalons l’existence d’un ROA particulier : le ROA qui contient
le nume´ro d’identification de Syste`me Autonome 0. En effet, ce dernier signifie
qu’aucun Syste`me Autonome ne peut eˆtre a` l’origine d’une route BGP vers les
pre´fixes qui figurent sur ce ROA.
2.2 Cre´ation et re´vocation d’un ROA
Pour cre´er un ROA, un de´tenteur de ressources doit avoir le statut d’Au-
torite´ de Certification. En effet, il doit posse´der un certificat de ressources lui
permettant d’allouer le ou les pre´fixes pour lesquels il s’appreˆte a` e´mettre un
ROA [16], c’est-a`-dire un Certificat d’Autorite´.
La proce´dure pour e´mettre un ROA est la suivante :
1. L’Autorite´ de Certification doit cre´er un Certificat d’Entite´ Finale qui contient
les pre´fixes autorise´s a` eˆtre la destination de la route.
2. Ensuite, elle construit la payload du ROA c’est-a`-dire la partie de l’ob-
jet compose´ des informations fondamentales a` transmettre. Cela inclut les
pre´fixes IP du Certificat d’Entite´ Finale et le nume´ro d’identification du
Syste`me Autonome a` l’origine de la route.
3. Elle signe le ROA avec la cle´ prive´e correspondante a` la cle´ publique contenue
dans le Certificat d’Entite´ Finale.
4. Elle uploade le ROA et le Certificat d’Entite´ Finale dans le point de publi-
cation qu’elle utilise.
Pour re´voquer un ROA, comme pour re´voquer tout objet, il suffit de re´voquer
son certificat d’Entite´ Finale. L’Autorite´ de Certification doit donc :
– cre´er une CRL.
– uploader la CRL dans le point de publication qu’elle utilise.
– enlever le ROA re´voque´ ainsi que le Certificat d’Entite´ Finale correspon-
dant du point de publication.
Malgre´ tout, il faut faire attention lorsqu’on re´voque un ROA. En effet, cette
action peut poser un proble`me si aucun autre ROA valide n’existe pour la liste
des pre´fixes IP mentionne´s dans le ROA re´voque´. Si tel est le cas, cela peut en-
traˆıner l’impossibilite´ d’envoyer des paquets de donne´es vers ces pre´fixes IP. Il est
donc pre´fe´rable, pour le de´tenteur des ressources, de ve´rifier avant de re´voquer
un ROA, qu’il existe un autre ROA valide pour ces pre´fixes.
2.3 Validite´ d’une route
La validite´ d’une route de´pend de la correspondance entre les pre´fixes IP et
le nume´ro de Syste`me Autonome contenu dans le ROA, et ceux contenus dans
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le Certificat d’Entite´ Finale qui signe le ROA [8]. Dans le cadre d’une adoption
partielle des ROA, c’est-a`-dire une situation ou` seulement un sous-ensemble des
pre´fixes d’un RPKI sont associe´s a` un ou des ROA, la proce´dure de validation
d’une route est la suivante :
1. on se´lectionne les ROA dont les pre´fixes correspondent aux pre´fixes annonce´s
par la route. Cet ensemble de ROA est appele´ ”ROA candidats”.
2. Si l’ensemble de ”ROA candidats” est vide, alors l’e´tat de validite´ de la route
est conside´re´ comme ”Inconnu”.
3. Si l’ensemble de ROA candidats est non vide et qu’un des ROA a le meˆme
nume´ro de Syste`me Autonome et le meˆme pre´fixe IP que la route, alors la
route est conside´re´e comme ”valide”.
4. Sinon, la route est conside´re´e comme ”non valide”.
Table 1. Etat de validite´ des routes
XXXXXXXXXpre´fixe
nume´ro d’AS
correspond au ROA diffe´rent du ROA
correspond au ROA valide non valide
plus spe´cifique que ROA non valide non valide
non de´crit entie`rement inconnu inconnu
La Table 1 nous montre un re´sume´ des valeurs de validite´ que peut prendre
une route :
– Correspondance : si les de´tails de la route (pre´fixes IP et nume´ro de
Syste`me Autonome) correspondent a` ceux d’un ROA valide, la route est
conside´re´e comme ”valide”.
– Non Correspondance : si le nume´ro de Syste`me Autonome ou les pre´fixes
annonce´s par la route ne correspondent a` ceux d’aucun ROA, alors la Route
est ”non valide” (typiquement c’est le cas si les pre´fixes annonce´s par la
route sont plus spe´cifiques que ceux des ROA valides).
– Correspondance Partielle : si la route a un pre´fixe qui n’est de´crit entie`re
-ment par aucun ROA et que ce pre´fixe n’est pas plus spe´cifique que ceux
de ROA valides, alors son e´tat de validite´ est de´fini comme ”Inconnu”.
Bien suˆr, l’interpre´tation de ces e´tats de validite´ reste une question de po-
litique locale propre aux entite´s en charge du routage sur le re´seau. Notons
toutefois que, dans le cas d’une adoption partielle des ROA, l’e´tat de validite´
”Inconnu” ne devrait pas eˆtre adopte´ par une politique de routage comme argu-
ment de rejet d’une route. En effet, un re´seau qui n’utilise que partiellement les
ROA aura force´ment des pre´fixes non couverts par un ROA. De`s lors, rejeter une
route vers ces pre´fixes (pour ce seul motif) empeˆchera tout transfert de donne´es
vers ces pre´fixes.
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Pour terminer, signalons que la validite´ d’une route n’est valable que pen-
dant un laps de temps de´termine´. Au-dela` de cette limite, la validite´ de la route
incrimine´e doit eˆtre ve´rifie´e.
3 BGPSec
Dans les sections pre´ce´dentes de ce travail, nous avons pre´sente´ le RPKI ainsi
que le ROA et montre´ comment ils travaillent de concert pour fournir un premier
me´canisme de se´curisation du routage interdomaine. Nous allons maintenant, au
sein de cette section, faire part des limites de ce mode`le RPKI-ROA puis montrer
de quelle manie`re BGPSec permet de pallier ces faiblesses.
3.1 Limites du mode`le RPKI-ROA
BGP utilise des connexions semi-permanentes pour de´finir les routes exis-
tantes au travers d’un re´seau. Ces routes sont mises a` jour au travers de messages
de mise a` jour nomme´s messages d’UPDATE. Ainsi, lorsqu’une nouvelle route
est cre´e´e, chaque routeur BGP propage l’information a` ses voisins via un mes-
sage d’UPDATE pour que ces derniers aient connaissance de la nouvelle route
[14] [3]. Pour de´terminer les routes qui seront utilise´es au sein du re´seau, les rou-
teurs BGP doivent conserver une trace des Syste`mes Autonomes traverse´s par la
route pour arriver jusqu’a` eux. Et si un routeur voit que la route est de´ja` passe´e
par lui auparavant, il refuse que la route ne repasse par lui. En effet, si la route
repassait deux fois par le meˆme routeur, cela voudrait dire qu’elle fait une boucle.
L’attribut qui conserve la trace, au sein du message d’UPDATE, du chemin
parcouru s’appelle l’AS PATH. Il est compose´ des nume´ros de se´rie des Syste`mes
Autonomes par lesquels le paquet de donne´es est de´ja` passe´. L’AS PATH se
construit au fur et a` mesure de la propagation de la route, chaque syste`me
autonome ajoutant son nume´ro lorsque le paquet de donne´es est propage´ au
Syste`me Autonome suivant. Donc, si un routeur frontie`re (c’est-a`-dire un rou-
teur se trouvant a` la frontie`re entre un Syste`me Autonome et ses voisins) voit que
l’AS PATH contient de´ja` son nume´ro de Syste`me Autonome, il ne permettra pas
que la route passe une nouvelle fois par lui. Le gros proble`me de BGP, et donc
de la me´canique de routage qu’il met en place, est qu’il n’est pas se´curise´ contre
les e´ventuelles erreurs (au sein du re´seau) provenant de mauvaises configurations
ni, a fortiori, contre les attaques malveillantes qui ont pour but de de´terminer
l’usage d’une route.
Comme explique´ pre´ce´demment, le ROA fournit un premier me´canisme de
se´curisation de BGP (en particulier de l’AS PATH) en validant l’origine d’une
route. Malgre´ tout, si le proce´de´ valide la propagation d’une route a` partir d’un
Syste`me Autonome, il ne garantit pas que le Syste`me Autonome d’origine soit
bien le Syste`me Autonome ou` la route a commence´. Une personne malveillante
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pourrait tre`s bien cre´er une route qui apparaˆıtrait comme venant du Syste`me
Autonome valide alors que ce n’est pas le cas. Un ROA est donc tre`s utile pour
les accidents ou les erreurs de configuration mais n’a que peu d’utilite´ en ce qui
concerne les attaques malveillantes.
La question qui se pose est donc de savoir : est-ce que la se´quence de nume´ros
de Syste`me Autonome correspond bien a` la route qui a e´te´ emprunte´e par le da-
tagramme ? Ou, en d’autres termes, est-ce que quelqu’un est venu s’intercaler a`
un moment et a` un endroit de´termine´ et a change´ les donne´es contenues dans
l’AS PATH.
3.2 BGPSec
Ce que propose BGPSec pour compenser les faiblesses du RPKI est de mettre
en place une nouvelle structure au niveau du routeur via un nouvel e´le´ment de
certification : le certificat de routeur [18] [12].
Le but de ce certificat est de certifier au routeur local la route qui s’e´tend
depuis le Syste`me Autonome d’origine jusqu’a` lui. Cette certification se fait a`
l’aide d’un nouvel attribut nomme´ ”BGPSec Path Signature” qui vient s’ajouter
au message d’UPDATE de´ja` existant. Ce nouvel attribut est une se´quence de
couples signatures/valeurs de hachage de cle´ publique.
Chaque signature peut eˆtre de´crypte´e par la cle´ publique qui l’accompagne
et est compose´e :
– des signatures pre´ce´dentes ou du pre´fixe de destination si le message d’UP-
DATE se trouve a` son point d’origine.
– du nume´ro de Syste`me Autonome local.
– du nume´ro du prochain Syste`me Autonome a` atteindre pour poursuivre la
route.
A chaque propagation de la route, le couple signature et valeur de hachage
est ajoute´ a` la valeur de l’attribut BGPSec Path Attribute.
La Figure 3 montre un exemple de se´curisation du routage BGP via BGPSec.
Comme on peut le voir, la route mise en place part d’un Syste`me Autonome (AS)
nume´rote´ 1 et aboutit a` l’AS 3.
A l’AS 1 (l’AS d’origine), le routeur frontie`re re´cupe`re le pre´fixe d’adresses IP
de de´part, le nume´ro d’AS local, le nume´ro d’AS de destination et la cle´ publique.
Il signe le tout a` l’aide d’une cle´ prive´e de manie`re a` cre´er une signature. Il accole
a` cette signature la valeur de hachage de la cle´ publique (qui se trouve dans la
signature) et met le tout dans l’attribut BGPSec Path Attribute. Puis il envoie
le message d’UPDATE BGP a` l’AS 2.
Lors du passage de l’AS 2 a` l’AS 3 : l’AS 2 re´cupe`re la signature de l’AS 1 et
y accole son nume´ro d’identification, le nume´ro d’identification de l’AS suivant
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Figure 3. Exemple de se´curisation du routage par BGPSec [12]
et une cle´ publique. Il signe le tout, y accole la valeur de hachage de la cle´ pu-
blique, et l’envoie au routeur suivant de la route. Ce processus se re´pe`te de la
meˆme fac¸on jusqu’a` ce que le parcours entier de la route ait e´te´ mis a` jour.
Avec ce syste`me d’authentification des routes, le routeur BGP est, de`s lors,
a` meˆme de ve´rifier :
– si le chemin parcouru par la route correspond bien au chemin contenu dans
l’attribut AS PATH (attribut du protocole BGP).
– si le Syste`me Autonome d’origine de la route est autorise´ a` de´clarer une
route vers les pre´fixes mentionne´s. Cette ve´rification se fait par l’interme´diaire
du ROA (voir section 2).
Enfin, signalons que, dans un mode`le d’adoption partielle de BGPSec, il
est ne´cessaire de ne´gocier son utilisation lors de l’ouverture de la session BGP.
Cette ne´gociation doit eˆtre faite au niveau de chaque routeur pour chaque famille
d’adresses (IPv4 et IPv6). La ne´gociation doit e´galement tenir compte du fait
que le routeur BGP peut envoyer des mises a` jour BGPSec, les recevoir ou les
deux. Une fois la ne´gociation termine´e, les messages d’UPDATE BGP et BGPSec
peuvent eˆtre envoye´s pour mettre a` jour la route.
Notons que BGPSec n’est pas destine´ a` faire du tunneling a` travers les par-
ties du re´seau qui ne supportent pas BGPSec. Ainsi, si au sein de cette route
un routeur BGP se rend compte que le routeur auquel il doit envoyer son mes-
sage ne supporte pas BGPSec, il doit enlever toutes les mises a` jour BGP-
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Sec Path Signatures de ce qu’il envoie a` ce routeur.
4 Pre´sentation du testbed
Le testbed utilise´ pour e´tudier le protocole BGPSec (en collaboration avec
une imple´mentation de RPKI) comprend trois syste`mes autonomes qui commu-
niquent entre eux au travers d’un re´seau full mesh.
Le testbed d’e´tude de BGPSec a e´te´ mis en place a` l’aide de 6 machines :
– une machine travaillant sous Debian 6 et fonctionnant en tant que serveur
de certificat. Cette machine contient l’imple´mentation RPKI et forme ainsi
le de´but de l’arbre de certification.
– deux machines travaillant sous openSUSE 11.2 et fonctionnant comme
pseudo-routeur BGPSec (c’est-a`-dire des routeurs supportant la validation
des routes au travers du protocole BGPSec).
– trois routeurs Cisco 7200 Series qui jouent le roˆle de routeurs ”standards”
(c’est-a`-dire des routeurs qui ne supportent pas la validation des routes au
travers du protocole BGPSec).
La figure 4 montre le re´seau mis en place en tant que testbed pour l’e´tude
du protocole BGPSec. Le serveur RPKI correspond a` la machine tournant sous
Debian 6 et qui forme le de´but de l’arbre de certification. Les routeurs 1, 2 et
5 sont les trois routeurs Cisco 7200 Series et les routeurs 3 et 4, les pseudo-
routeurs BGPSec tournant sous openSUSE 11.2. Nous reviendrons, plus loin,
sur les diffe´rents e´le´ments qui composent ce re´seau ainsi que sur leurs intercon-
nexions.
4.1 La structure intra-routing
La structure intra-routing du testbed comprend trois syste`mes autonomes
respectivement nomme´s ”AS1”, ”AS2” et ”AS3”. La figure 5 montre la de´coupe
logique de la structure du re´seau local imple´mente´ pour construire le testbed.
AS1 et AS2
Les syste`mes autonomes ”AS1” et ”AS2” sont tous deux compose´s de deux
machines :
– une machine (ordinateur) fonctionnant sous openSUSE 11.2 qui joue le roˆle
de pseudo-routeur BGPSec et est utilise´ comme Entite´ Utilisatrice. Cette
machine re´cupe`re les informations BGP qui permettent de mettre a` jour
sa table de routage. Ces informations sont accompagne´es des statuts de
validite´ des routes. Le pseudo-routeur peut ainsi de´terminer quelle route
est valide, quelle route est non valide et quelle route a un statut de validite´
non de´termine´.
26
Figure 4. Sche´ma ge´ne´ral du testbed d’e´tude BGPSec
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Figure 5. De´coupe logique du re´seau
– la seconde machine utilise´e au sein des syste`mes autonomes ”AS1” et
”AS2” est un routeur Cisco 7200 Se´ries qui, lui, ne supporte pas le proto-
cole BGPSec. Ces routeurs ont e´te´ mis en place au sein du testbed pour
permettre une circulation intra-domaine des paquets.
Comme le montre la figure 5, ”AS1” est responsable des adresses IP de´finies
par le sous-re´seau 10.1.3.0/24. A l’inte´rieur de ce sous-re´seau :
– le pseudo-routeur BGPSec communique via l’interface 10.1.3.2.
– le routeur Cisco 7200 Series communique via l’interface 10.1.3.1.
”AS2” est responsable des adresses IP de´finies par le sous-re´seau 10.2.5.0/24.
A l’inte´rieur de ce sous-re´seau :
– le pseudo-routeur BGPSec communique via l’interface 10.2.5.2.
– le routeur Cisco 7200 Series communique via l’interface 10.2.5.1.
AS3
Le syste`me autonome ”AS3”, lui est uniquement compose´ d’un routeur Cisco
7200 Series. Il a e´te´ mis en place pour permettre une meilleure circulation inter-
domaine des paquets au sein du re´seau.
”AS3” est responsable des adresses IP de´finies par le sous-re´seau 10.3.1.0/24. A
l’inte´rieur de ce sous-re´seau, il posse`de l’adresse 10.3.1.1.
4.2 La structure inter-routing
Au sein du re´seau imple´mente´ pour le testbed, plusieurs sous-re´seaux ont e´te´
de´finis pour le routage inter-domaine des paquets. Ces sous-re´seaux cre´ent :
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– un re´seau de communication de type full mesh entre les diffe´rents syste`mes
autonomes pre´sents.
– un re´seau de communication en e´toile entre le serveur RPKI et les autres
dispositifs hardware du testbed. Ces communications permettent les mises
a` jour des statuts de validite´ des ROA.
Figure 6. Sche´ma logique des liens de communications entre le serveur RPKI et les
composants du re´seau
Comme le montre la figure 6, les communications entre le serveur RPKI et
les autres machines du re´seau se font via le sous-re´seau 10.0.8.0/24 :
– le serveur RPKI utilise l’interface 10.0.8.6.
– le routeur Cisco 7200 Series de ”AS1” utilise l’interface 10.0.8.1.
– le routeur Cisco 7200 Series de ”AS2” utilise l’interface 10.0.8.2.
– le pseudo-routeur BGPSec de ”AS1” utilise l’interface 10.0.8.3.
– le pseudo-routeur BGPSec de ”AS2” utilise l’interface 10.0.8.4.
– le routeur Cisco 7200 Series de ”AS3” utilise l’interface 10.0.8.5.
Comme le montre la figure 7, les communications entre les machines du re´seau
full mesh imple´mente´ utilisent les sous-re´seaux suivants :
– le sous-re´seau 10.0.6.0/24 relie le pseudo-routeur BGPSec de ”AS1” (qui
utilise l’interface 10.0.6.1) au pseudo-routeur BGPSec de ”AS2” (qui utilise
l’interface 10.0.6.2).
– le sous-re´seau 10.0.4.0/24 relie le pseudo-routeur de ”AS1” (qui utilise
l’interface 10.0.4.2) au routeur Cisco 7200 Series de ”AS2” (qui utilise
l’interface 10.0.4.1).
– le sous-re´seau 10.0.1.0/24 relie le routeur Cisco 7200 Series de ”AS1” (qui
utilise l’interface 10.0.1.1) au routeur Cisco 7200 Series de ”AS2” (qui
utilise l’interface 10.0.1.2).
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Figure 7. Sche´ma logique du re´seau full mesh du testbed BGPSec
– le sous-re´seau 10.0.2.0/24 relie le routeur Cisco 7200 Series de ”AS1” (qui
utilise l’interface 10.0.2.1) au routeur pseudo-routeur BGPSec de ”AS2”
(qui utilise l’interface 10.0.2.2).
– le sous-re´seau 10.0.14.0/24 relie le routeur Cisco 7200 Series de ”AS1” (qui
utilise l’interface 10.0.14.1) au routeur Cisco 7200 Series de ”AS3” (qui
utilise l’interface 10.0.14.2).
– le sous-re´seau 10.0.15.0/24 relie le pseudo-routeur de ”AS2” (qui utilise
l’interface 10.0.15.1) au routeur Cisco 7200 Series de ”AS3” (qui utilise
l’interface 10.0.15.2).
La figure 8 montre la de´coupe physique du re´seau local configure´ pour conte-
nir le testbed telle qu’elle apparaˆıt au sein du laboratoire de la faculte´ d’in-
formatique. Comme le montre cette figure, toutes les communications, au sein
du re´seau du testbed, passent par le switch ge´ne´ral du laboratoire de la faculte´
d’informatique qui est en charge de diriger les paquets vers leur destination.
4.3 La Structure du Testbed
Le serveur RPKI joue le roˆle de Point d’Ancrage ainsi que d’Autorite´ de
Certification pour le re´seau local mis en place et forme ainsi le de´but du chemin
de certification.
L’imple´mentation du RPKI utilise´e sur cette machine est une imple´mentation
opensource te´le´chargeable sur le site ”http ://rpki.net”. Comme le montre la
figure 9, le parame´trage du RPKI sur le serveur RPKI comprend les entite´s
suivantes :
– Un noeud racine appele´ ”trust anchor” jouant le roˆle de point d’Ancrage.
C’est ce noeud racine qui cre´e et e´dite le certificat de Point d’Ancrage a`
partir duquel tous les autres certificats vont eˆtre cre´e´s.
– Une Autorite´ de Certification appele´e ”rir1”, fils du noeud racine, qui est
responsable de l’allocation des ressources IP de´finies par le sous-re´seau
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Figure 8. De´coupe physique du re´seau
10.1.0.0/16. On trouve au sein de ce sous-re´seau, le Syste`me Autonome
”AS1” a` qui rir1 a de´le´gue´ le sous-re´seau 10.1.3.0/24 et pour qui il a e´mis
un ROA.
– Une Autorite´ de Certification appele´e ”rir2”, fils du noeud racine, qui est
responsable de l’allocation des ressources IP de´finies par le sous-re´seau
10.2.0.0/15. On trouve au sein de ce sous-re´seau les Syste`mes Autonomes
”AS2” et ”AS3” a` qui ”rir2” a de´le´gue´ respectivement les sous-re´seaux
10.2.5.0/24 et 10.3.1.0/24.
Certificat racine
Le certificat racine a e´te´ cre´e´ automatiquement a` l’aide de l’imple´mentation
openssl fournie par l’imple´mentation RPKI installe´e sur le serveur. C’est sur
base de ce certificat racine que le RPKI cre´e les certificats d’autorite´ des deux
autorite´s de certification (rir1 et rir2). Ces certificats certifient les sous-re´seaux
utilise´s pour le routage des paquets BGP au sein du re´seau local mis en place.
Sur base des certificats d’autorite´, le RPKI cre´e les ROA utilise´s pour certifier
les points de de´part des routes de´finies au sein du re´seau local mis en place.
Une fois l’arbre de certification mis en place, le RPKI a besoin de pouvoir
transmettre les donne´es vers les Entite´s Utilisatrices. Le programme utilise´ pour
effectuer cette taˆche est le logiciel RIPE NCC Validator 2.11. Ce logiciel permet
aux Entite´s Utilisatrices (les pseudos-routeurs BGPSec) de re´cupe´rer les donne´es
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Figure 9. Sche´ma des chemins de certification cre´e´s au sein testbed
pre´sentes au sein du Point de Publication du RPKI et de les conserver au niveau
de leur cache local. Ce sont ces donne´es qui permettent, en suivant le chemin de
certification, de valider le de´part d’une route.
Lorsqu’ils ont re´cupe´re´ les informations transmises par le validateur RIPE, les
pseudos-routeurs BGPSec doivent ve´rifier si les routes contenues dans leur table
de routage sont valides, non valides ou si leur validite´ est non de´termine´e. Pour
ce faire, deux logiciels sont installe´s sur les pseudos-routeurs BGPSec, Quagga
0.99.16 et Srx 0.2.0 :
– Quagga est un logiciel permettant de router des paquets sur des re´seaux
TCP/IP. Il permet le routage interne et externe via l’imple´mentation des
protocoles RIP, OSPF et BGP.
– Srx est un composant additionnel qui ge`re la validation de l’origine ainsi
que la validation du chemin (permettant ainsi a` un routeur d’utiliser BGP-
Sec). Ce module fonctionne a` la manie`re d’un serveur proxy qui s’interface
avec le logiciel du routeur (en l’occurence Quagga) via une API.
A titre d’exemple, la figure 10 montre la configuration du routeur Quagga de
”AS1” ainsi que la configuration du serveur proxy qui lui est associe´.
Enfin, pour permettre cette e´tude d’un RPKI et du protocole BGPSec as-
socie´, un outil de monitoring appele´ ”BGPmon” a e´te´ mis en place. Cet outil
re´cupe`re les paquets BGP e´mis par un ou plusieurs routeurs et les renvoie sous
forme d’un flux XML. Il est alors possible de re´cupe´rer ces paquets en clair pour
voir l’e´volution chronologique de la situation.
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Figure 10. Configuration du pseudo routeur Quagga ainsi que de son proxy Srx
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BGPmon comprend e´galement un module appele´ ”BGPmon Archiver” qui,
une fois configure´, permet de re´cupe´rer les paquets et de les classer dans des
fichiers horodate´s. D’autre part, afin de faciliter la recherche d’e´le´ments en par-
ticulier dans les donne´es envoye´es par BGPmon, un parseur a e´te´ mis en place. Ce
dernier permet de parser les informations envoye´es dans le stream par BGPmon
et d’envoyer ces donne´es dans une table MySQL.
4.4 Les limites du testbed
Nous nous sommes heurte´s a` deux limites avec le testbed mis en place pour
e´tudier BGPSec. La premie`re est la tentative de validation de la structure du
testbed a` l’aide du testeur RPKI/BGPSec BRITE ; cette tentative n’a pas fonc-
tionne´. La seconde est l’impossibilite´ au vu des logiciels utilisables pour BGPSec
de mettre en place un re´seau comple`tement virtualise´ via le simulateur GNS3.
Validation BRITE
BRITE (BGPSec/RPKI Interoperability Test & Evaluation) est un framework
web-based permettant de tester diverses imple´mentations de se´curisation du pro-
tocole BGP via le RPKI et BGPSec. Ce framework a e´te´ de´veloppe´ par l’ANTD
(Advanced Network Technologies Division) qui est une division de la NIST (Na-
tional Institute of Standards and Technologies).
Dans le but d’observer si notre imple´mentation du RPKI et BGPSec re´agissait
correctement, c’est-a`-dire atteignait le re´sultat escompte´ par les sce´narios de
tests propose´s par BRITE, nous avons tente´ d’exe´cuter plusieurs sce´narios de
tests de la plate-forme BRITE. Il n’a ne´anmoins jamais e´te´ possible d’obtenir les
re´sultats des tests passe´s puisque, une fois lance´s, les sce´narios de test tentent
de se connecter au testbed sans jamais y arriver.
Comme le montre la figure 11, le proble`me qui se pose au niveau de l’utilisa-
tion de la plate-forme BRITE pour tester notre imple´mentation de RPKI/BGP-
Sec est double :
– tout d’abord, comme le montre le cadre ”Configuration Instructions”, il
semble que la plate-forme BRITE attende certaines configurations tre`s
pre´cises tel que des nume´ros de syste`mes autonomes de´finis (ici le routeur
BGP doit porter le nume´ro d’AS 3000). De plus, certaines options (comme
les ve´rifications multihop eBGP) doivent eˆtre de´sactive´es.
– le second proble`me pose´ par la plate-forme BRITE est que le serveur
RPKI de l’imple´mentation a` tester doit eˆtre accessible puisqu’il doit eˆtre
connecte´ a` BRITE (dans l’exemple pre´sente´ sur la figure 11 a` l’adresse
129.6.100.10 :50000). Or, le testbed mis en place a` la faculte´ d’infor-
matique ne permettait pas d’acce´der directement au serveur RPKI de-
puis l’exte´rieur. En effet, l’unique acce`s exte´rieur vers le testbed se situe
au niveau du pseudo routeur BGPSec de ”AS1” (l’adresse WAN e´tant
138.48.33.221).
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Figure 11. Capture d’e´cran de la plate-forme BRITE lors de l’exe´cution d’un test
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Sachant que la plate-forme BRITE fonctionne sur le principe d’une black-
box, il est difficile d’affirmer que les proble`mes e´voque´s ci-dessus soient les seules
causes de l’impossibilite´ de valider l’imple´mentation du testbed. Malgre´ tout,
ces proble`mes semblent tout de meˆme eˆtre a` l’origine de la non compatibilite´ de
BRITE et du testbed BGPSec.
GNS3
GNS3 est un logiciel permettant de cre´er des simulations de re´seau (que ce soit
au niveau des technologies utilise´es comme au niveau de la structure du re´seau).
Ce logiciel, qui supporte une se´rie de technologies (routeur, switch,...) permet
de de´finir une topologie re´seau. Pour que cette topologie fonctionne, ne´anmoins,
il est ne´cessaire d’installer pour chaque dispositif une version de son syste`me
d’exploitation.
Le proble`me pose´ par GNS3 pour cre´er une topologie BGPSec est que le support
des validateurs RPKI par le syste`me d’exploitation Cisco IOS n’est assure´ qu’a`
partir de la version 15.2, et cette version de Cisco IOS ne´cessite l’utilisation, au
minimum, de routeurs Cisco se´rie 7600. Or, GNS3 ne supporte pas les routeurs
Cisco de la se´rie 7600. Cela nous a donc empeˆche´ de cre´er une topologie qui
nous aurait permis de tester une autre imple´mentation et voir si cette dernie`re
fonctionnait correctement.
5 Sce´narios de test
Le but poursuivi lors de la mise en place du testbed e´tait d’e´tudier les prises
de risques associe´es aux pre´fixes annonce´s. Il e´tait donc pre´vu, dans un premier
temps, d’identifier le fonctionnement du protocole BGPSec lors d’un certain
nombre de cas limites afin de de´terminer si certaines de ces situations amenaient
a` un comportement errone´ de validation de routes.
D’autre part, il e´tait e´galement pre´vu de faire une e´tude des performances
de BGPSec. L’e´tude devait porter sur les e´ventuelles pe´riodes de latence lors
desquelles les objets du RPKI ont e´te´ mis a` jour sans que les routeurs n’aient
encore eu le temps de mettre a` jour la validation des routes concerne´es. Le but
de cette seconde partie e´tait d’avoir une ide´e du temps ne´cessaire a` un routeur
pour mettre a` jour sa table de routage avec les nouvelles informations lie´es aux
objets du RPKI et a` la validation par le protocole BGPSec. Cette deuxie`me e´tude
avait pour but de de´finir si le fonctionnement de BGPSec permettait un niveau
de performance suffisant ou bien si la complexite´ des objets utilise´s amenait un
risque d’attaque. En d’autres termes, il nous fallait ve´rifier si les temps de latence
ne´cessaires aux routeurs pour mettre a` jour leur table de routage sur base des
nouvelles informations des objets du RPKI ainsi que de BGPSec auraient permis
une attaque sur une route non mise a` jour.
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5.1 Statuts diffe´rents des routes valide´es et non valide´es
Ce sce´nario de test avait pour but de de´terminer si l’imple´mentation BGP-
Sec du testbed ge´rait correctement les diffe´rents statuts de validation des routes.
Les re´sultats attendus sont repre´sente´s au sein du tableau suivant :
Table 2. Matrice des e´tats de validite´ supporte´s par Quagga/Srx
PPPPPPPROA
chemin
valide non valide non de´termine´
valide valide non valide non de´termine´
inconnu non valide non valide non valide
non valide non valide non valide non valide
non de´termine´ non de´termine´ non valide non de´termine´
Comme le montre le tableau 2, Quagga/Srx utilise 4 valeurs pour valider le
statut d’un ROA et 3 valeurs pour de´terminer le statut du chemin qui part du
ROA et arrive a` destination :
– le statut d’une route est ”valide” si son point d’origine est certifie´ par un
ROA valide et que son chemin est correctement valide´ par le protocole
BGPSec.
– le statut d’une route est ”non de´termine´” si le ROA validant son point
d’origine est lui-meˆme ”non de´termine´” mais que le chemin est valide, si
au contraire le ROA est ”valide” mais le chemin ”non de´termine´” ou si
ROA et chemin sont ”non de´termine´s”. Signalons que ce statut est utilise´
par Quagga/Srx comme statut temporaire lorsque la validation du ROA,
du chemin ou des deux n’a pas encore eu lieu.
– enfin, tous les cas qui ne sont pas repris ci-dessus ame`nent a` des routes
”non valides”.
5.2 Update BGP a` la suppression d’un ROA
Ce sce´nario de test avait pour but de ve´rifier que lorsqu’une route est inva-
lide´e suite a` la suppression d’un ROA, Quagga/Srx met correctement a` jour les
donne´es de sa table de routage.
Comme le montre le tableau 2, le re´sultat attendu pour la route concerne´e
est la mise a` jour de son statut de validite´ depuis un statut ”valide” vers un
statut ”non valide”.
5.3 Update BGP a` l’expiration d’un certificat
Ce sce´nario de test avait pour but de ve´rifier que lorsqu’une route est inva-
lide´e suite a` la l’expiration d’un certificat, Quagga/Srx met correctement a` jour
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les donne´es de sa table routage.
Comme le montre le tableau 2, le re´sultat attendu pour la route concerne´e
est la mise a` jour de son statut de validite´ depuis un statut ”valide” vers un
statut ”non valide”.
6 Observations
Depuis la mise en place du testbed, nous avions de´ja` pu observer un manque
total de re´action du testbed aux diffe´rents tests re´alise´s. Les observations consigne´es
alors, ont donc, dans un premier temps, cherche´ a` savoir dans quelle partie du
testbed se situait la cause de ce manque de re´action.
Lors de la phase finale de la re´daction du pre´sent document (plus pre´cise´ment
le 14 aouˆt 2014), nous avons remarque´ un proble`me avec la configuration des
ROA tels qu’il avaient e´te´ configure´s de`s la mise en place du testbed. Les obser-
vations ont donc duˆ eˆtre revues et adapte´es.
En effet, comme pre´cise´ dans la sous-section 2.1, un ROA est un objet signe´
qui autorise un Syste`me Autonome a` eˆtre a` l’origine d’une route vers une desti-
nation donne´e. De`s lors, le contenu d’un ROA comprend :
– un nume´ro de Syste`me Autonome (le Syste`me Autonome d’origine de la
route)
– une liste de pre´fixes (les pre´fixes qui constituent la destination de la route)
Or, si nous analysons les ROA qui ont e´te´ de´finis au sein du testbed, nous
remarquons que le pre´fixe contenu dans ces ROA (qui doit normalement de´finir
la destination de la route) correspond, a` chaque fois, au pre´fixe de sous-re´seau
du Syste`me Autonome d’origine de la route contenu dans ce meˆme ROA.
Autrement dit, nous avons cre´e´ trois ROA qui, chacun, certifient un Syste`me
Autonome comme origine valide d’une route a` destination de lui-meˆme :
– ”AS1” (dont le sous-re´seau est 10.1.3.0/24) est un point d’origine valide
pour une route a` destination du pre´fixe 10.1.3.0/24.
– ”AS2” (dont le sous-re´seau est 10.2.5.0/24) est un point d’origine valide
pour une route a` destination du pre´fixe 10.2.5.0/24.
– ”AS3” (dont le sous-re´seau est 10.3.1.0/24) est un point d’origine valide
pour une route a` destination du pre´fixe 10.3.1.0/24.
Ce proble`me n’a e´te´ releve´ que tre`s tardivement car le testbed affichant les
routes attendues comme valides, nous n’avons pas pense´ que la configuration des
ROA pouvait eˆtre lie´e au proble`me de non re´action du testbed.
Cette observation soule`ve donc une question : Comment le testbed a-t-il pu
valider des routes dont le point d’origine n’e´tait pas certifie´ par un ROA ?
Dans les pages qui suivent, nous allons donc faire part des observations que
nous avions effectue´es (avant la de´couverte de cette erreur de configuration) a` la
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lumie`re de ce nouvel e´le´ment. Il ne s’agit, ici, bien suˆr, que d’une approche tout
a` fait the´orique puisque aucun nouveau test n’a pu eˆtre effectue´ sur le tesbed
depuis la de´couverte de ce proble`me (faute de temps).
6.1 Validite´ des routes malgre´ la mauvaise configuration des ROA
A la lumie`re de l’erreur de configuration des ROA qui ont e´te´ mis en place au
sein du testbed, on peut se demander pourquoi le syste`me a conside´re´ comme va-
lides les routes BGP annonce´es au sein des tables de routage des pseudo-routeurs
BGPSec.
En effet, la configuration des ROA telle qu’elle a e´te´ re´alise´e permet de valider
les Syste`me Autonome comme point d’origine d’une route vers eux-meˆme. Deux
cas de figure sont donc possibles pour les routes :
– la route a une longueur 0.
– la route a une longueur N et forme une boucle.
Or, aucun de ces deux cas ne peut expliquer la validation par Quagga et Srx
des routes.
En effet, si la route a une longueur 0, il est e´vident qu’elle ne peut eˆtre
conside´re´e comme ”valide” puisqu’elle ne passe par aucun autre Syste`me Auto-
nome que celui de son point de de´part. Ce type de route est d’ailleurs visible dans
la table de routage du pseudo-routeur BGPSec (voir figure 16) en tant que route
conside´re´e (selon la matrice des e´tats de validite´ supporte´s par Quagga/Srx, voir
table 2) comme ”non de´termine´e”, le ROA ayant un statut ”non de´termine´” et
le chemin BGPSec ayant e´galement un statut ”non de´termine´. Ces routes appa-
raissent e´galement avec un poids de 32768 pour e´viter qu’elles ne soient prises
en compte lors du routage des paquets.
En ce qui concerne le cas d’une route de longueur N et formant une boucle,
aucune route de ce type n’apparaˆıt au sein des tables de routage des pseudo-
routeurs BGPSec. Et cela est tout a` fait logique. En effet, d’une part, comme
pre´cise´ au point 3.1, BGP posse`de un attribut nomme´ AS PATH qui re´pertorie
les nume´ros de Syste`me Autonome par lesquels la route est de´ja` passe´e. C’est
cet attribut qui est utilise´ pour ve´rifier que la route n’effectue pas de boucle (un
Syste`me Autonome refusant a` une route de passer deux fois par lui). Il est donc
impossible qu’une route formant une boucle pour revenir a` son point de de´part
soit de´finie au sein d’une table de routage. On peut en conclure que les trois
ROA de´finis au sein du testbed ne peuvent valider aucune route puisque aucune
route d’un point A vers lui-meˆme ne peut eˆtre de´finie par BGP.
En ce qui concerne la validation du chemin par BGPSec, le protocole BGPSec
utilise un attribut nomme´ BGPSec Path Signatures qui comprend un couple
(valeur de hachage de cle´ publique/signature) pour chaque routeur par lequel est
passe´e la route. Chaque routeur de la route de´finie re´cupe`re le couple du routeur
pre´ce´dent, y ajoute ses propres informations et ajoute le couple ainsi forme´ a` la
suite des signatures pre´sentes dans l’attribut BGPSec Path Signatures. Ce n’est
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qu’arrive´ a` destination que le processus de de´cryptage des diffe´rentes signatures
est re´alise´, ce qui permet a` l’entite´ de destination de ve´rifier que les paquets
n’ont pas de´vie´ de la route annonce´e. Ce processus et le ROA qui certifie le
point d’origine de la route travaillent de concert ; il faut que l’endroit ou` se
trouve le paquet lorsqu’il est arrive´ a` destination et la destination de´finie au sein
du ROA de cette route soient identiques. Il est donc the´oriquement impossible
que des routes soient conside´re´es comme ”valides” si l’endroit d’arrive´e et la
destination de´finie dans le ROA ne correspondent pas.
En conclusion, trois me´canismes auraient duˆ empeˆcher les routes d’eˆtre conside´re´es
comme valides :
– BGP qui ne permet pas a` une route d’effectuer une boucle.
– le ROA qui ne certifie pas les Syste`mes Autonomes comme origine valide
pour les pre´fixes de destination des routes note´es comme ”valides” au sein
des tables de routage des pseudo-routeurs BGPSec.
– BGPSec qui, une fois le paquet arrive´ a` destination, a besoin d’un ROA
avec le pre´fixe de destination correct pour valider le chemin.
Le flux de donne´es Pour mieux comprendre la fac¸on dont les mises a` jour des
tables de routage des pseudos-routeurs BGPSec sont re´alise´es, nous pre´sentons
ici le flux de donne´es qui correspond a` ces mises a` jour (la situation pre´sente´e
ici est poste´rieure a` la suppression du ROA de ”AS1”, voir point 6.3).
Comme en te´moignent les figures 12 ainsi que 13, les ROA de´finis au sein du
RPKI sont les suivants :
– un ROA validant ”AS2” (sous-re´seau 10.2.5.0/24) comme point d’origine
valide d’une route.
– un ROA validant ”AS3” (sous-re´seau 10.3.1.0/24) comme point d’origine
valide d’une route.
Figure 12. Les ROA de´finis au sein du RIR 1 (capture d’e´cran re´alise´e en date du
28/01/2014)
Comme le montre la figure 12, les ressources alloue´es a` l’entite´ ”rir1” sont bien
”AS1” qui est en charge du sous-re´seau 10.1.3.0/24. Nous pouvons e´galement re-
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marquer que dans la partie ”Unallocated Ressources”, l’interface web du RPKI
mentionne que ces ressources n’ont pas e´te´ alloue´es a` un fils de ”rir1” et n’appa-
raissent pas non plus dans un ROA. La situation pre´sente´e au sein de la figure 12
est donc poste´rieure a` la suppression du ROA qui validait ”AS1” comme point
d’origine d’une route vers lui-meˆme (voir point 6.3).
Figure 13. Les ROA de´finis au sein du RIR 2 (capture d’e´cran re´alise´e en date du
28/01/2014)
Comme le montre la figure 13, les ressources alloue´es a` l’entite´ ”rir2” sont
bien ”AS2” et ”AS3” respectivement en charge des sous-re´seaux 10.2.5.0/24 et
10.3.1.0/24. L’interface web du RPKI ne mentionne aucune ressource non alloue´e
dans la partie ”Unallocated Ressources”. Les ROA cre´e´s pour ”AS2” et ”AS3”
(qui les certifie comme point d’origine valide d’une route vers eux-meˆmes) sont
toujours bien en place.
Figure 14. ROA valide´s par le validateur RIPE (capture d’e´cran re´alise´e en date du
28/01/2014)
41
La figure 14 nous montre que le validateur RIPE (qui permet de valider
les objets e´mis par un RPKI) re´percute correctement la situation puisqu’il a
re´cupe´re´ les deux ROA :
– le ROA de ”AS2” dont le point d’origine (”ASN”) est bien ”AS2” et la
destination (”Prefix”) est 10.2.5.0/24.
– le ROA de ”AS3” dont le point d’origine (”ASN”) est bien ”AS3” et la
destination (”Prefix”) est 10.3.1.0/24.
Figure 15. log d’envoi des messages d’update des objets valide´s par le validateur RIPE
(capture d’e´cran re´alise´e en date du 28/01/2014)
La figure 15, elle, nous montre que le validateur RIPE envoie les messages
d’update vers les diffe´rents routeurs Quagga-Srx correctement. Il envoie bien :
– un message certifiant ”AS3” comme un point de de´part valide vers le pre´fixe
de destination 10.3.1.0/24. Ces informations sont envoye´es lors des phases
”Add IPv4 Prefix”.
– un message certifiant ”AS2” comme un point de de´part valide vers le pre´fixe
de destination 10.2.5.0/24. Ces informations sont envoye´es lors des phases
”Add IPv4 Prefix”.
Figure 16. Capture d’e´cran de la table de routage du pseudo-routeur BGPSec d’”AS2”
Enfin, comme le montre la figure 16, la table de routage du pseudo-routeur
BGPSec d’”AS2”, posse`de deux routes conside´re´es comme valides :
– une route vers le pre´fixe 10.1.3.0/24
– une route vers le pre´fixe 10.3.1.0/24
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L’attribut permettant de voir si une route est valide ou non au sein des tables
de routage des pseudos-routeurs BGPSec est l’attribut ”SrxVal”. Cet attribut
est forme´ d’un triplet c(a,b) dont ”a” de´finit l’e´tat de validite´ du ROA associe´ a`
la route et ”b” l’e´tat de validite´ du chemin BGPSec partant du point d’origine et
arrivant a` destination. La valeur ”c” de´termine, suivant la matrice d’e´tat de vali-
dite´ des routes BGPSec (voir table 2), la validite´ de la route. Ces deux routes ne
devraient normalement pas eˆtre ”valides” puisque aucun ROA certifiant ”AS2”
comme point d’origine valide pour ces destinations n’existe.
Il semble donc, apre`s examen de la situation, qu’un comportement errone´
de la part de Quagga/Srx valide des routes qui normalement ne devraient pas
l’eˆtre. La cause de ce comportement peut eˆtre cherche´e a` plusieurs endroits.
Il peut s’agir d’un mauvais fonctionnement du serveur Srx. En effet, si le
serveur Srx ge`re la mise a` jour des routes dans sa base de donne´es de fac¸on
errone´e, il envoie alors de mauvaises informations au routeur Quagga qui cre´e
une table de routage errone´e.
Il peut s’agir d’un proble`me de communication entre le serveur Srx et le
routeur Quagga. En effet, si le serveur Srx ge`re correctement les mises a` jour
dans sa base de donne´es mais les re´percute de fac¸on errone´e au routeur Quagga,
le re´sultat est le meˆme : le routeur Quagga cre´e une table de routage errone´e.
Enfin, il peut s’agir d’un proble`me d’interpre´tation des messages du serveur
Srx par le routeur Quagga. Le serveur Srx ge´rant bien les mises a` jour de routes
et envoyant les bonnes donne´es au routeur qui lui les interpre`te d’une fac¸on
errone´e.
6.2 Absence de re´action a` l’expiration des certificats
Les premiers certificats qui avaient e´te´ e´mis pour cre´er le chemin de certifica-
tion du RPKI, avaient une pe´riode de validite´ d’un mois. Une fois ces certificats
expire´s, et malgre´ la mauvaise configuration des ROA, la mise a` jour depuis le
serveur RPKI aurait duˆ avoir pour conse´quence de changer le statut de toutes
les routes du testbed, faisant passer leur statut de validite´ de ”valide” a` ”non
valide”.
Or, ce comportement ne s’est pas pre´sente´ puisque les validite´s de toutes
les routes du testbed ont toujours garde´ leur statut ”valide” quelle que soit la
situation.
6.3 Validite´ des routes malgre´ la suppression d’un ROA
Avant de se rendre compte de l’erreur commise dans la configuration des
ROA, et afin de ve´rifier le bon fonctionnement du testbed, le ROA validant
”AS1” a e´te´ volontairement supprime´. Cette action n’a toutefois amene´ aucun
changement dans les valeurs de validation des routes pre´sentes au sein du testbed.
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Dans le cadre d’un testbed correctement configure´, la suppression de cet
objet du RPKI aurait donc duˆ amener la route dont le point de de´part est le
sous-re´seau 10.1.3.0/24 a` changer de statut en passant du statut ”valid” a` celui
de ”invalid”. Or, les routes partant de ”AS1” ont continue´ a` eˆtre ”valid” malgre´
la non-existence d’un ROA certifiant ”AS1” comme point de de´part d’une route
valide. Mais, au regard de l’erreur de configuration commise, il est difficile de
de´terminer quelle re´action aurait duˆ avoir le testbed face a` ce cas de figure.
6.4 Proble`mes avec le validateur RIPE
Suite a` un proble`me technique inconnu, la premie`re version du validateur
RIPE a e´te´ alte´re´e et il n’a donc plus e´te´ possible d’acce´der a` son interface et
donc de ve´rifier s’il fonctionnait toujours correctement ou pas.
Nous avons d’abord cru, que l’alte´ration du validateur pouvait eˆtre la cause
du mauvais fonctionnement du testbed. De`s lors, suite a` cet incident, une nou-
velle version du validateur a e´te´ mise en place, version qui a tre`s bien fonctionne´
re´percutant les mises a` jour de fac¸on tout a` fait correcte. Le proble`me ayant per-
dure´ malgre´ la mise en place d’une nouvelle version du validateur, nous en avons
conclu que la cause du proble`me du mauvais fonctionnement du testbed devait
se trouver en aval du validateur, c’est-a`-dire au niveau de l’imple´mentation de
Quagga/Srx.
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Conclusions et perspectives
A la lumie`re des nouveaux e´le´ments venus e´clairer tre`s tardivement la situa-
tion, les conclusions de ce me´moire sont assez courtes.
Comme spe´cifie´ dans la section 6, une mauvaise configuration des ROA rend
quelque peu caducs les re´sultats des tests re´alise´s sur le tesbed. Ne´anmoins, un
proble`me lie´ a` Quagga/Srx et plus particulie`rement a` la liaison qui s’ope`re entre
le serveur Srx et le routeur Quagga (via l’API de connexion) nous a induit en
erreur quant au ve´ritable e´tat de validation des routes BGPSec du testbed. Il
est e´vident que, dans un premier temps, il serait inte´ressant de reproduire les
tests re´alise´s sur le testbed avec des ROA correctement configure´s afin d’observer
comment le testbed re´agit lorsqu’il est correctement configure´.
Les perspectives futures quant a` l’e´tude du protocole BGPSec et de Quagga
sont, quant a` elles, nombreuses. Au vu du proble`me pose´ par le logiciel Quag-
ga/Srx, il serait inte´ressant de tester plusieurs configurations afin de pouvoir
appre´hender les limites de cette imple´mentation et voir plus pre´cise´ment dans
quel cadre cette imple´mentation peut eˆtre mise en de´faut par des cas limites.
Il serait e´galement inte´ressant de se pencher sur le code de Quagga/Srx afin
de pouvoir pointer les parties du code qui auraient pu poser proble`me dans le
cadre de l’imple´mentation mise en place pour la re´alisation de ce me´moire et
voir si une adaptation serait possible afin d’e´viter qu’un cas de figure similaire
ne se reproduise.
D’autre part, en ce qui concerne BGPSec a` proprement parler, il existe un
draft de l’IETF nomme´ ”Route-leaks & MITM Attacks against BGPSec”. Ce
draft explique comment, au travers d’une ”leak-attack”, il est possible de mettre
en place une attaque de type Man in the Middle (MITM) et ainsi mettre a` mal
la se´curisation de BGP par l’encapsulation propose´e par le protocole BGPSec.
Il serait inte´ressant d’e´tudier cette faiblesse dans le syste`me de se´curisation de
BGPSec et cela pourrait faire l’objet d’un travail futur.
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