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Abstract
In a multi-desktop environment, where users are required to access separate desktops to 
use different systems due to security requirements, the redundant desktop computers present a 
gross inefficiency in relation to power consumption even if each individual system is thoroughly
examined and overhauled for energy efficiency. Several organizations require the use of separate 
networks and computer systems to perform different functions or access different data. The 
separation of networks is often the consequence of the need for security between the information 
and data on each individual system. The military is an excellent example of this situation. The 
need to separate classified, secret, and top-secret information has resulted in the need for access 
to several separate networks.  This case study will measure the power savings through
consolidating multiple desktop computers into one multi-level security client. 
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Introduction 
In a multi-desktop environment, where users are required to access separate desktops to 
use different systems due to security requirements, the redundant desktop computers present a 
gross inefficiency in relation to power consumption even if each individual system is thoroughly
examined and overhauled for energy efficiency. Several organizations require the use of separate 
networks and computer systems to perform different functions or access different data. The 
separation of networks is often the consequence of the need for security between the information 
and data on each individual system. For instance, a system used to access the internet can present 
vulnerabilities that often results in the use of a second system to store and process highly-
sensitive information such as personal records and data. The military is an excellent example of 
this situation. The need to separate classified, secret, and top-secret information has resulted in 
the need for access to several separate networks. 
Many studies have been conducted on power savings in computing environments. These studies 
have covered possible technology implementations from the facilities aspects of datacenter, 
down to component specific sleep states.
The Environmental Protection Agency’s Report to Congress on Server and Data Center 
Energy Efficiency Public Law 109-431 presented in August of 2007 provided projections for 
possible energy consumption of data centers based on historical trends. According to the report, 
if efficiencies were not improved the power consumption of data centers would double from 
2006 to 2011 (U.S. Environmental Protection Agency ENERY STAR Program).
The study titled “No Power Struggles: Coordinated Multi-Level Power Management for 
the Data Center” studies the need to manage different power saving technologies to prevent them 
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from rendering each other useless or interfering with each other operationally (Raghavendra,
Ranganathan, Talwar, Wang, & Zhu, 2008). This study details a method to allow efficiency
controllers, server managers, enclosure managers, and group managers to work together to 
achieve the same goal of reducing power consumption.
In the study titled “Desktop Energy Consumption: A Comparison of Thin Clients and 
PCs” the benefits are quantified for replacing the traditional computing environment with a 
virtual environment and replacing the Personal Computers with Thin Clients. This paper details 
the client-side power savings through measuring the power consumption of thin clients, PCs, and 
various types of monitors (Greenburg & Anderson). 
The Paper titled “FEDEX’s Monitor and PC Power Management Initiative Saves $1 
million A Year” is posted on www.EnergyStar.gov detailing the savings estimates based on 
FEDEX implementing the built-in Windows operating system’s sleep functions
(EnergyStar.gov). Although this study was loosely conducted, the points to consider remain 
valid; organizations want to save money through energy efficiency and computer power 
consumption is an ideal place to implement efficiency measures.  
Studies addressing the use of Power saving technologies are posted on Virtualization 
Vendors websites such as VMware and Citrix. Although these studies are sales documents as 
much as studies, the point remains valid that reducing the amount of hardware that is providing
an equal amount of processing results in less energy consumption. 
The study titled “ClientVisor: Leverage COTS OS Functionalities for Power 
Management in Virtualized Desktop Environments” studies the results of power saving
technologies for client computers being negatively affected by Virtual Desktop Infrastructures 
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(VDI). In summary, a VDI does not have access to the power management features that a normal 
client OS would. This results in client computer not being able to benefit from the stand-by and 
sleep settings offered by traditional client Operating Systems (Chen, Jin, Shao, Yu, & Tian).
These are only a sample of the vast amount of information available in relation to saving
power in information systems. All of the studies mentioned are addressing each system or 
network as a silo. Just as server consolidation through the use of virtualization can reduce 
required hardware, the consolidation of client hardware could offer improvements in energy
efficiency.  The separation of networks has long been considered necessary to ensure security of
networks. New technology that enables systems to be consolidated into one client has been 
developed and offers the same security as air-gap separation. Organizations presently bound to 
multiple desktops to access different networks or systems could realize power efficiency through
the use of a consolidated, multi-level security (MLS) client. Addressing the systems as a silo is 
no longer necessary.
This study could provide a quantified result to client consolidation in the form of 
power consumption reduction. The organizations that are bound to multiple desktops could use 
the results of this study as a justification for implementing their own MLS solution. This case 
study can also provide another valuable path for further research in the push for organizations 
and governments to be more energy efficient.  The purpose of this study is to provide quantified 
energy savings through the implementation of a MLS client to replace the presently inefficient, 
but tradtional computing architecture of a multi-desktop environment. 
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Literature Review
Power savings in information technology systems has been the focus of several studies 
due to the huge impact energy consumption can have on an organization’s spending. Since many
systems were moved from the mainframe computer of the past, to the distributed computing
environments that are prevalent today, ways to save energy have become necessary to control 
costs. Cost analysis and studies have been performed with the focus being on datacenter, servers, 
clients, virtualization technology, stand-by modes, monitor power and many others. 
Data center studies have been the topic of numerous research projects and the lessons 
learned are available for others to use. As explained on their website, “Green Grid is a global 
consortium of IT companies and professionals seeking to improve energy efficiency in data 
centers and business computing ecosystems around the globe” (The Geen Grid, 2009).The Green 
Grid offers several calculators that help with datacenter modeling and efficiency calculations. 
The importance of data center design and configuration has been realized, studied and the best 
practices for data center efficiency have been well documented. For datacenters, the power 
savings can be divided into two main aspects; facilities and processing equipment. The facilities 
aspect addresses cooling and heating inefficiencies, space reconfiguration, and the best practices 
for addressing these issues. For the processing equipment, these studies are less standardized and 
not as easily modeled. Datacenters are all used to house computing equipment in an acceptable 
environment. However, the systems within each of these datacenters are much more unique. 
These systems have to be addressed with the system processing considered.  However, with the 
introduction of Virtualization technologies, systems are beginning to have a standard avenue for 
power savings; system virtualization.  
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In a white paper on Dell’s website titled “Improving Efficiency through Virtualization”, 
Dell works with the City of Austin’s water utility to virtualize forty servers. The end result is 
these servers being consolidated from forty physical machines to four. The whitepaper provides 
an excellent example of a common trend today; virtualizing servers to allow multiple virtual 
servers to run on one physical machine. In this case study, Austin’s Water utility estimates the 
savings in power and cooling cost to be approximately $350,000 over a five-year period (Dell, 
2010). 
Actual studies, with no bias are hard to find about power savings with virtualization 
because many times the virtualization vendor will provide free or discounted products in return 
for quantified savings. Regardless of the vendor, virtualized systems do provide a common 
outcome; less physical servers, doing the same amount of processing, resulting in fewer 
machines plugged-in and consuming power. This simple concept has driven several
organizations to implement a virtual environment. 
System virtualization led to technology innovation to further conserve power within these 
infrastructures. The study titled “No Power Struggles: Coordinated Multi-Level Power 
Management for the Data Center” offers an approach to energy efficiency using multiple 
solutions, in conjunction. The paper demonstrates a way to implement an efficiency controller, 
server manager, enclosure manager, group manager, and VM manager to work together for
efficiency. An efficiency controller optimizes per-server average power consumption. A server 
manager implements a thermal power capping at the server level. An enclosure manager 
implements thermal power capping at the blade enclosure level. A group manager implements 
thermal power capping at the rack or datacenter level.  All of these technologies share a common 
goal of decreasing energy consumption. However, this paper discusses the proper approach to 
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implementing these technologies together without one rendering the other useless (Raghavendra, 
Ranganathan, Talwar, Wang, & Zhu, 2008).
The paper titled “vGreen: A System for Energy Efficient Computing in Virtualized 
Environments” addresses a problem with virtual infrastructures. Specifically, certain VMs being
collocated on the same physical machine can cause under-utilization of one physical machine 
(PM) while another PM’s workload is well above levels that fall within optimum energy
consumption ranges. vGreen works by linking workload characteristics to VM scheduling. The 
results of this paper are that VMs, being managed by the work they are performing, can increase 
efficiency. By moving the VMs from one PM to another, processing can be evenly distributed 
resulting in the elimination one physical server working at capacity while another sits near idle
(Dhiman, Marchetti, & Rosing, 2009). 
The paper titled “Power and Performance Management of Virtualized Computing
Environments Via Lookahead Control” studies the power saving with implementing a limited 
lookahead control (LLC) to move VMs and turn physical machines on and off as necessary. The 
paper is comparing savings versus a reactive controller that provisions machines reactively based 
on monitoring aspects such as resource usage. The LLC studied is able to produce a 22% saving
versus a reactive controller in this study. In this paper, the research team implements a controller 
that takes into account historic factors for computing and uses the information to turn on and 
move VMs prior to resource exhaustion which is often times set as a trigger mechanism to move 
or power on VMs (Kusic, Kephart, Hanson, Kandasamy, & Jiang, 2008).
The research performed in the study titled “Client Visor: Leverage COTS OS 
Functionalities for Power Management in Virtualized Desktop Environments” examines the 
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power savings associated with using a Virtual Machine OS to supply power information to the 
hypervisor in a virtual desktop environment. This information can then be used to scale-back 
server processing resources when several VMs may be running, but not actually processing. This 
study is addressing the issue of VMs not being able to access the physical hardware which, 
historically, has been the method that a client OS decides when to reduce power states and
eventually transition into sleep mode or shut-off the hardware. With a Virtual Desktop 
Environment, the client VM has no control over the client hardware. This study introduces a 
“client visor” which can monitor the states of the virtual client desktops, then adjust the host 
server resources when processing on the client machines have decreased collectively due to idle 
states (Chen, Jin, Shao, Yu, & Tian). 
The study titled “Energy Management for Hypervisor-Based Virtual Machines” identifies 
a problem with virtual machine environments. Power management features such as sleep modes 
are rendered useless in systems that use virtual machines where the OS does not have full control 
of the underlying hardware. In this paper, the research group offers a host-level solution. The 
paper offers the idea of a VM with the ability to monitor resources of the host and adjust 
resources as necessary (Stoess, Lang, & Bellosa). This study does not address the client machine 
that may not have an OS installed. For instance, network booting of a client machine into a 
Virtual Desktop Environment would eliminate this proposed solution because the host is the 
server that it is simply presenting the desktop to the client machine via the network connection. 
These studies related to power conservation within virtual environments are not the only
path explored in an effort to reduce energy consumption. There have also been many studies 
addressing the client side of these systems. In a virtual desktop infrastructure (VDI), the client 
machine is unaware of the operating system. Historically, a client OS will put the client hardware
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into a sleep state, hibernation mode, or even shut the client hardware off after a certain set 
period. The sleep state of client hardware has also been effective in power conservation. A paper 
provided on the EPAs website details an energy saving study by the IT team at FedEX. In this 
case study, FedEx implements a policy on a test group of computers. First the research team 
measures the power consumption of the test computers without the sleep mode enabled. Next the 
team measures the power consumption of the computers where a sleep mode is enabled on the 
computers after 45 minutes of being idle and 20 minutes on the monitors. Their measured values 
went from 85 watts of power overnight to between 2 and 4 watts overnight. Multiplying the 
savings in the test group with the overall computer inventory, the FedEx research team 
concluded the savings would equate to $49 per computer annual, or an overall savings of roughly
$1 million per year (EnergyStar.gov). 
In a whitepaper titled “Dell on Dell; Energy Efficiency” Dell details the steps taken to 
reduce client computer power consumption without risking the loss of data. By implementing a 
third-party monitoring and control tool, Dell was able to cut power consumption on client 
computers by approximately 40%. The tool monitors the client workstations attached to the 
network and put them into a sleep mode after a period of inactivity and shut the client computers 
off after a longer period of inactivity. The energy consumption savings of Dell’s roughly 50,000 
desktop computers translates into an estimated $1.8 million savings annually (Dell). 
Saving energy through information system technology has focused on the datacenters, 
server virtualization, desktop virtualization, client sleep modes, managing virtual servers, and 
many other aspects. Even backbone hardware research has been conducted to address possible 
power saving solutions. In a study titled “Reducing Network Energy Consumption via Sleeping
and Rate-Adaption” a team of researchers study the power saving possibilities through 
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implementing sleep states for networking equipment when there is no traffic on the equipment 
and changing networking equipment to pass packets in burst as opposed to the normal rates. The 
tradeoff for these savings could be an increase in transmission times while equipment wakes-up 
after receiving a packet. This study concludes that the savings could be beneficial, but a sleep
state similar to that available in client computers and operating systems would need to be 
provided within the networking hardware (Nedevschi, Popa, Iannaccone, Ratnasamy, &
Wetherall). 
These studies have proven beneficial in each applied domain. However, many
organizations today have multiple systems. These systems are on separate networks, and 
installed on separate hardware. The reason for this is mostly due to security. Some research has 
even been performed addressing the use of hypervisors and virtual environments to allow 
systems that are sometimes separated to be installed on the same physical machine. One group of 
researchers published a study titled “A Layered Approach to Simplified Access Control in 
Virtualized System” that centered on security layering in a Virtual environment. This study
discusses adding Mandatory Access Controls (MAC) into the hypervisor layer. More 
specifically, this study is an in-depth look at having a guard that ensures information cannot pass
from one VM to another without having the pre-defined rights to do. This study suggests having
a guard on the hypervisor that works with a guard VM. The hypervisor as well as the guard VM 
assigns labels to data to ensure integrity. This research is very unique in the concept of 
implementing a hypervisor guard. Although this study is more centered on having different VMs 
to perform certain applications and then guarding the data between the applications, the guard 
design is aligned with the research in this study (Payne, Sailer, Caceres, Perez, & Lee). This 
study is relevant for situations where security is the determining factor in system separation, but 
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what if the reason for separation is due to aspects such as organizations working jointly or 
different operating system platforms?
In an environment where employees use more than one system to perform a function, 
even if every possible avenue is explored as a way to conserve energy, redundancy still exist that 
present gross inefficiencies. These redundancies are a result of addressing each system as a silo 
that requires separation from all others. This separation exists from the backbone and processing
servers, all the way up until the actual user sitting at a desk in front of multiple computers. 
Providing the separation of data up-to the user, but consolidating the desktop is unexplored 
territory to my knowledge. I have been unable to find any research that addresses the 
consolidation of a client. One study titled “Virtualization, Virtually at the Desktop” discusses 
creating a virtual desktop environment where students can access applications that run on a 
server for processing power, but can be displayed to a laptop. The applications discussed are
used in a College of Art and are graphics intensive. The paper discusses challenges with graphics 
in a VDI, but the ability to process the graphics applications on servers allows for older or low-
end laptops to be sufficient for the end-user (Miller & Pegah, 2007). 
These studies have produced great results in terms of energy conservation and have also 
explored some possible security scenarios that could further allow server consolidation while 
maintaining integrity. The client computer technologies used for energy conservation have been 
rendered useless by other technology. By disconnecting the client OS from the client hardware, 
sleep states which produce significant results when used, become non-functional. This study will 
introduce a new opportunity for power savings. By leveraging new technology, that enables 
combining client connections into one-wire, this study will quantify power consumption savings 
through client consolidation. 
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Methodology
This case study was conducted in a joint operation facility (JOF) where several
government agencies from different countries, contractor companies, and each branch of the 
military work together for a common mission. Due to the presence of multiple organizations, 
several networks and systems exist independent of each other. These networks are funded 
through different budgets, have independent support personnel, and several different 
configurations in relation to security and software. Some of these systems are housed in separate 
datacenters to ensure physical security. Although the systems are separated, employees within 
the JOF normally require access to multiple systems. This result is each employee having several 
personal computers under their desk, multiple keyboards and mice, or the need for a Keyboard, 
Video, and Mouse (KVM) switch. This configuration also requires a separate network 
connection to be installed at each location for each system.
In order to start this case study, the population to be involved was identified. The 
personnel at this JOF were organized into 2 main groups in relation to work hours; shift workers 
and business workers. The shift workers work 12 hour shift that rotate 4 days at work and 4 days
off. These workers share a workspace. When one shift is starting, the other shift is ending and 
these workers share a common work area. The workstations in these areas are on and in-use 24 
hours a day, seven days a week and are normally only rebooted during shift change if patch 
installation for applications and operating system updates are necessary. All of the 12 hour 
positions are equipped with eight personal computers (PCs). 
The business workers work Monday through Friday, eight hours a day. Workers in this 
category rarely share a computer or workspace. The computers in these positions are normally
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in-use eight or nine hours a day and although the computers are not in-use at night, these PCs are 
left on to allow system maintenance. 
Workers were then categorized in relation to the number of displays in-use during their 
shift. These categories correspond to the hardware to be used in this case study. This will be 
discussed in further detail. The resulting categories were then used to examine the JOF
workforce for a sample population. The total number of multi-level security clients funded for
this case study was 25, therefore to capture a sample that properly reflects the JOF population the 
total percentages were used to select appropriate work areas. For example, 20% of the JOF
population work 12 hours shifts and use 8 displays, therefore 20% of the MLS clients will be 
installed in these locations. The categories and related selections are organized in table 1.  
Table 1
Client Allocation 
Work Area Type Number of
displays
% of JOF population 
(rounded)
Number of work areas to
test 
12 Hour 8 20% 5 
8 hour 5-8 55% 14 
8 hour 3-4 15% 4 
8 hour 2 or less 10% 2 
Using this population information, work areas were selected for monitoring. To perform a 
before and after measurement of the power usage, the first step was to monitor the existing
equipment in use. 
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An inexpensive, plug-in power meter was used for testing the present configuration. The 
meter is plugged into an electrical outlet and then the equipment to be monitored is plugged into 
the meter. This in-series circuit connection is then able to monitor the amount of power 
consumed over a period of time. The meter displays total time and total power consumed. Table 
2 contains the list of computers at each work area. Monitors were not evaluated as they would 
remain in-place both before and after. All of the computers within the JOF are connected via 
CAT5 Network Interface Cards (NIC).  However, fiber optic fabric is used for the infrastructure 
backbone. For this reason, each workstation within the JOF requires the use of a media converter 
to change the transmission medium from fiber to copper before being plugged into the network. 
The power consumption of these media converters was evaluated for the case study as they do 
require a separate power supply and a media converter is required for each network connection.  
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Table 2
Pre-MLS Work Area Equipment
Area Normal Hours 
Operational 
Normal Hours 
Non-
Operational
xw4600 Xw4400 GX620 Total 
PCs
Total 
Monitors
1 24 0 5 2 1 8 8 
2 24 0 7 1 8 8 
3 24 0 5 2 1 8 8 
4 24 0 6 1 7 8 
5 24 0 6 1 1 8 8 
6 9 15 4 1 5 5 
7 9 15 4 1 5 6 
8 
9 
10
11
12
13
14
15
16
17
18
19
20
21
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
15
15
15
15
15
15
15
15
15
15
15
15
15
15
3 
3 
3 
4 
2 
6 
6 
6 
7 
5 
3 
7 
1 
1 
1 
1 
2 
1 
2 
1 
1 
1 
1 
1 
1 
1 
1 
1 
2 
1 
1 
1 
1 
2 
1 
1 
1 
5 
5 
6 
6 
5 
8 
8 
7 
8 
7 
5 
8 
3 
3 
7 
7 
6 
5 
5 
6 
8 
6 
6 
8 
4 
8 
2 
2 
22 9 15 2 1 1 4 3 
23 9 15 2 2 4 4 
24 9 15 1 1 2 4 
25 9 15 1 1 2 3 
As the power consumption was being monitored for each type of computer being used, 
the system to replace the present configuration was built. The system engineering team had 
previously been involved in two important projects prior to this case study which essentially
paved the way for this study to occur with minimum funding.  First, a project to virtualize 
servers was completed. The results of this project were newer, better performing servers 
replacing several, older, underutilized servers. This project was a successful implementation of a 
virtual server environment. Next, a study to reduce the amount of money spent on refreshing old 
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hardware was conducted. The teams had implemented a Virtual Desktop Infrastructure (VDI) on 
several of the systems that could use old computers to simply display the virtual desktop onto the 
old system. In these environments the client workstation performs a network boot. The VDI
servers then present an operating system through the network connection. The goal of this study
was to increase the life of the workstations by only updating the servers that provision the virtual 
desktops. The desktops actually need memory, but no hard drive to operate. This study was 
successful for users with low-end graphics need as it displayed the desktop using Remote 
Desktop Protocol, which was designed for remote administration and not necessarily graphics-
intensive processing. This project was left dormant due to the poor graphics rendering. Graphic-
intensive applications such as Google Earth were displayed with choppy movement, and a great 
deal of lag. Also, RDP did not support multiple displays per workstation. If the user required two 
monitors on one system, this configuration was inadequate.
The back-end VDI infrastructure was left untouched prior to this case study. This case 
study was made possible by the release of VMware’s vSphere 4.0, which included the ability to 
work with a remote graphics protocol from Teradici called Personal Computer over Internet 
Protocol or PCoIP (Teradici).  After installing the newest version of vSphere and setting the 
graphics protocol, the graphics at the client were well above the previously viewed results. This 
remote graphics improvement was a crucial beginning to the study.
Next, Trusted Computer Solutions (TCS) released the latest version of their operating
system named “Secure Office Trusted Thin Client” (SOTTC) which included the addition of the 
PCoIP.  The SOTTC operating system is a low-overhead operating system design to deliver 
multiple networks through a single connection, securely (Trusted Computer Solutions). Through 
speaking with the site security personnel and TCS representatives, we found that TCS operating
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systems were rated at Protection Level 4 (PL4) by the Director of Central Intelligence Directive 
or commonly referred to as the DCID 6/3 (Pentagon.mil).  The TCS system is essentially a plug-
and-play configuration as it can be installed with little reconfiguration to a VDI. In order to 
implement the TCS system, a distribution console (DC) must be installed and the client OS 
SOTTC must be installed on the client machines. Unlike most servers required for each cloud, 
the DC must be a physical machine as it resides independent to each cloud. For each network, 
the common components remain such as DNS servers and Domain Controllers for a Windows 
Domain. All client communications are then routed through the TCS DC prior to communicating
with the client. Figure 1 illustrates the common components in each of the independent Windows 
networks. Figure 2 is a high level overview of the interconnectivity created by the TCS system.
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Figure 1
 
Typical Windows Domain
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Figure 2
 
SOTTC Configuration
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The client machines were determined based on graphical needs of the users and the 
limitations of the client hardware. The FX-160 thin client was used for users with the need for
two or less monitors. The Optiplex 960 was used for users with a need for three to four monitors 
and the T-3500 was used for users with as need for five to eight monitors.  The FX-160 was 
factory-equipped with a 2GB SSD instead of a traditional hard drive. The Optiplex 960s and the 
T3500s were modified upon arrival. The hard drive was removed and a 2 GB SSD card from 
Transcend was installed (transcendusa.com). 
The primary participants in this case study were two technical consultants employed by
two different government agencies. The technical consultants’ normal job duties include 
researching new technology, evaluating the technology and deciding if it would enhance 
operations within the facility. The two participants are trusted to evaluate technology normally
associated with the end-user experience and make a recommendation accordingly. The 
technology previously evaluated includes, streaming video tools, head-sets, 3-D glasses and 
software, touch-screen monitors, joy-sticks, chat engines and software, and input devices such as
keyboards, mice, and voice recognition software and devices. In order to get an approval for 
system implementation, our first obstacle was satisfying the system operation evaluation 
performed by these two individuals. 
The secondary participants of this case study were system users performing their 
normal job duties. The secondary participants were aware of the study, but were instructed to 
continue with normal job functions and schedules. This would provide a more accurate power 
measurement for the equipment. The work areas of these participants were used for the pre and 
post MLS client implementation.  
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The first two MLS clients, which were the eight-monitor, T-3500s, were installed in the 
technical directors’ work areas for testing. The directors based their recommendations on two 
main factors; graphics and ease of use. Just as the power measurements are based on a before and 
after scenario, the technical directors decided to judge performance based on the present 
configuration. After an initial 10 day evaluation period, the graphics testing proved successful 
with the improved performance of PCoIP versus the previous VDI study using RDP.
 Two issues in relation to ease of use were addressed. The first issue was losing the 
mouse pointer. With an eight screen set-up, the mouse pointer was hard to find if the user looked 
away for a while or forgot which system he had been working on. The previous configuration 
allowed the user to glance at the KVM console to determine which system was in use. If the 
keyboard and mouse was being used on “network A”, a light on the KVM face illuminated under 
the “network A” label.  
This complaint was addressed by TCS implementing a color-coded border system. Each 
network was given a colored border. The SOTTC menu bar, which resides along the bottom of 
the entire 8 monitor display, was set to change to the same color of the system that the pointer 
was located in. Therefore, if the pointer was in the window with the green outline, the entire
bottom border would be green. This would allow users to locate the mouse pointer easier. 
Diagram 3 illustrates the new feature. In this diagram the work area has 8 monitors running four 
networks. Each network is represented by a different color. The bottom bar, which is green in the 
diagram, signals the user that the mouse pointer is located in the green network display area. As 
a user scrolls across the displays, the bottom bar will change colors accordingly.
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Figure 3
 
Eight Monitor Client Display 

The next change was the implementation of groups within the TCS system. Prior to 
testing, the SOTTC treated all users the same. This was causing issues for users who interact 
with the system infrequently, but monitor the system for long periods of time. These users were 
being locked-out and the computer screen going blank after 15 minutes. A new group scheme 
was added to the SOTTC that allows screen lock-out times to be assigned per group. This 
allowed users with infrequent interaction the ability to monitor their computer systems without 
having to move the mouse to avoid the screen-lock activating.
After a secondary, 10-day evaluation period, we gained the final approval for testing
from the technical director team. The 25 test systems were moved into place and connected to 
the new MLS LAN. 
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From a user perspective, the system is very simple. The user will be given a SOTTC 
login. Once the user logs into to SOTTC, a list of computer systems is displayed on the primary
monitor. The user then double-clicks on the first system he or she would like to login to. A 
normal Windows desktop login will then appear. The user inputs the normal system credentials 
for that domain and is logged into the system. Next the user can drag the display to accommodate 
desired height and width. For each system the user has access to, this is the process for gaining
access. Once the user has logged into each system and arranged the displays, the operation are
very similar to the previous environment.
Due to operational requirements, and time limitations, every work area was not 
monitored individually for power consumption. Instead, the type of hardware listed in Table 2 
was monitored at different areas for extended periods and the power consumption was recorded 
while in-use and not in-use. These figures were then used to calculate the power consumption of 
the traditional configuration. Next, the power consumption of the new type of hardware was 
monitored to establish average power consumption of the new hardware both in-use and not in-
use. Just as Table 2 listed the hardware configuration prior to the MLS installation, Table 3 lists 
the new hardware plan. The R710 server is not included in the table, but will be used in the final 
calculations as it was a necessary, power consuming part of the new system. 
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Table 3
MLS Client Locations
Area Normal Hours Operational Normal Hours Non-
Operational 
Client Model
1 24 0 T3500
2 24 0 T3500
3 24 0 T3500
4 24 0 T3500
5 24 0 T3500
6 9 15 T3500
7 9 15 T3500
8 9 15 T3500
9 9 15 T3500
10 9 15 T3500
11 9 15 T3500
12 9 15 T3500
13 9 15 T3500
14 9 15 T3500
15 9 15 T3500
16 9 15 T3500
17 9 15 T3500
18 9 15 Optiplex 960 
19 9 15 T3500
20 9 15 FX 160 
21 9 15 FX 160 
22 9 15 Optiplex 960 
23 9 15 Optiplex 960 
24 9 15 Optiplex 960 
25 9 15 Optiplex 960 
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Results 
This new MLS system was in-place for over 30 days before the final analysis was 
completed. This allowed time for the power meter to be moved and the results recorded in 
several of the designated areas, and on each piece of the designated computing equipment. 
Table 4 is the list of computing equipment used both before the MLS client implementation and 
after with the resultant power consumption figures for each piece of equipment. These figures 
were derived from the power logs in Appendix A.
Table 4
Average Power Consumption 
Model Number Description Power 
Consumption in-
use (w/hour)
Power 
Consumption not
in-use (w/hour)
Old or New
Configuration
Total 
Number
Optiplex GX620 Workstation 72 70 Old 25
XW4400 Workstation 138 100 Old 22
XW4600 Workstation 110 98 Old 98
Milan MIL­
C2112
Media Converter 6 6 Old 145
Milan MIL­
C2112
Media Converter 6 6 New 32
Optiplex 960 Workstation 78 70 New 5 
T 3500 Workstation 180 136 New 18
FX 160 Thin Client 57 51 New 2 
R710 Server 312 312 New 1 
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For each test work area, the total power consumption of the old and new systems was 
calculated as follows: 
1.	 For each computer model:

Number of workstations x in-use watts/hour x in-use hours/week = total 1
 
Number of workstations x not in-use watts/hour x not in-use hours/week = total 2
 
total 1 + total 2 = total watts for that particular model
 
2.	 Add the results for each model in a work area for a total computers watt/hour. 
3.	 Number of network connections x media converter watts/hour x 168 (hours in a week)
4.	 Total computer watts/hour + total media converter watts/hour = total workspace power 
consumption for one week.
The results of each work area were then added together for a total power consumption figure. 
The new system was calculated with the new server consumption also added. Table 5 details the 
results of the power calculations of the old configuration and Table 6 is with the MLS client 
installed. 
 
 
 
 
 
 
 
     
  
  
    
    
  
   
   
   
   
    
    
    
    
    
    
    
    
    
    
    
    
    
    
    
    
             
 
 
 
Energy Savings Through Multi-Level Security Clients 32
 
Table 5
 
Pre-MLS Power Consumption by Work Area
 
Area #
1 
2 
3 
4 
5 
6 
7 
8 
9 
10
11
12
13
# of xw4400s
2 
0 
1 
1 
0 
0 
1 
1 
2 
1 
2 
0 
#of xw4600s 
5 
7 
5 
6 
6 
4 
4 
3 
3 
3 
4 
2 
6 
# of GX620s 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
2 
# of Converters 
8 
8 
6 
7 
8 
5 
5 
5 
5 
6 
6 
5 
8 
In-Use Hours
168
168
168
168
168
40
40
40
40
40
40
40
40
Not In-Use hours
0 
0 
0 
0 
0 
128
128
128
128
128
128
128
128
Power Consumed/Week in KW
150.91
141.50
104.53
134.11
146.21
79.65
79.65
81.02
81.02
99.35
97.97
82.40
125.39
14 1 6 1 8 40 128 131.87
15 0 6 1 7 40 128 113.55
16 0 7 1 8 40 128 130.50
17 1 5 1 7 40 128 114.92
18 0 3 1 4 40 128 62.70
19 0 7 2 9 40 128 142.34
20 1 1 1 3 40 128 47.12
21 1 1 1 3 40 128 47.12
22 1 2 1 4 40 128 64.07
23 2 2 0 4 40 128 70.55
24 1 0 1 2 40 128 30.17
25 1 0 1 2 40 128 30.17
Total Consumption 2388.79
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Table 6
 
Post-MLS Power Consumption per Work Area
 
Area #
1 
2 
3 
4 
5 
6 
7 
8 
9 
10
Client Type
T3500
T3500
T3500
T3500
T3500
T3500
T3500
T3500
T3500
T3500
# of xw4600s
1 
1 
1 
1 
1 
0 
0 
0 
0 
0 
# of Converters 
2 
2 
2 
2 
2 
1 
1 
1 
1 
1 
In-Use Hours
168
168
168
168
168
40
40
40
40
40
Not In-Use hours
0 
0 
0 
0 
0 
128
128
128
128
128
Power Consumed/Week in KW
48.73
48.73
48.73
48.73
48.73
24.61
24.61
24.61
24.61
24.61
11 T3500 1 2 40 128 41.56
12 T3500 0 1 40 128 24.61
13 T3500 0 1 40 128 24.61
14 T3500 0 1 40 128 24.61
15 T3500 0 1 40 128 24.61
16 T3500 1 2 40 128 41.56
17 T3500 0 1 40 128 24.61
18 Optiplex 960 0 1 40 128 12.09
19 T3500 0 1 40 128 24.61
20 FX 160 0 1 40 128 8.81
21 FX 160 0 1 40 128 8.81
22 Optiplex 960 0 1 40 128 12.09
23 Optiplex 960 0 1 40 128 12.09
24 Optiplex 960 0 1 40 128 12.09
25 Optiplex 960 0 1 40 128 12.09
R710 168 0 52.42
Total Consumption 728.02
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Comparing the total consumption listed on the bottom of Table 5 and Table 6, the power 
saving was 1660.77 kilowatts per week for the 25 work areas listed in this case study. The client 
hardware necessary for normal operations was reduced from a total of 143 client computers to 32 
client computers with the addition of one server. 
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Discussion 
The results of this research are a power savings estimate of 1660.77 kilowatts per week or
roughly 86,360 kilowatts per year for the sample population. These findings could have been 
significantly better if the SOTTC OS had a feature to shut-off the MLS client after a period of 
inactivity. TCS has agreed to implement a power-saving feature into the next version of SOTTC, 
but was unable to do so within the time constraints of this case study. Even without a set shut-off 
period, this case study provides a strong argument for the possibility of substantial savings 
associated with a MLS client implementation site-wide. According to the power rates published 
in Excel Energy’s Electric Tariff Index, using the lowest schedule C rates, which are commercial 
rates, these power savings would equate to a monetary savings of approximately $8519 per year 
for this sample (Xcel Energy). These results do align with previous virtualization studies 
discussed during the literature review. The ability to replace several physical machines with one 
physical machine results in less power supplies using energy and costing money.
One limitation of this study was the inability to include the workstations running RedHat 
Enterprise Linux (RHEL) operating systems. There is currently no VDI that will run a RHEL
OS. I discussed this with the VMware representative onsite during testing. The inclusion of
RHEL into the VDI environment is on VMware’s roadmap, but according to the VMware
representative, it still will not be available with VMware vSphere 4.5. In Table 6, the work areas 
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that still have an xw4600 listed, were running RHEL and therefore could not be replaced with 
the MLS.
Another limitation of this study was the inability to measure each device for power 
consumption. Each type of device was measured to calculate an average for a particular piece of 
equipment, but not every single piece of equipment was measured. When comparing the 
consumption of like computers models in different locations, the differences were minimal and 
therefore simply providing adequate samples from each model number seemed sufficient for 
establishing averages. 
Another limitation of this study was the small population sample. The actual workforce 
within the JOF is roughly 4000 people. The workspaces could have been better categorized by
using more groups or more workspaces. Due to the limit of 25 MLS clients, the sample was only
about 1% of the workspaces within the JOF. The ability to sample a larger percentage of the 
work areas could have provided a more accurate account of overall power consumption of work 
areas both before and after the MLS implementation. 
Regardless of the limitations involved with this study, this study was a successful attempt 
to quantify the power savings that can be realized through a MLS. Server consolidation through 
virtualization has become a mainstream means of saving power through the simple but logical 
assumption that fewer physical machines performing the same computing, resulted in less 
hardware consuming energy.  This case study was performed under the assumption that being
able to consolidate several desktops into one Multi-Level Security desktop would result in power 
savings due to the same basic principal; less hardware equals less energy consumption. The 
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results of this case study were physical machines being reduced from 143 to 33 with a power 
saving of 1660.77 kilowatts over a one week period.  
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Appendix

Baseline Power Log
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Post MLS Power Log
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