The iterative computation of singular points in parametrized nonlinear BVPs by so-called extended systems requires good starting values for the singular point itself and the corresponding eigenfunction. Using path-following techniques such starting values for the singular points should be generated automatically. However, pathfollowing does not provide approximations for the eigenfunctions. We propose a new modification of this standard technique delivering such starting values. It is based on an extended system by which singular as well as nonsingular points can be determined.
Introduction
Consider the parametrized two-point boundary value problem (BVP) for a system of n nonlinear ordinary differential equations x (t) − f (t, x(t); λ) = 0, a < t < b,
subject to n nonlinear boundary conditions r(x(a), x(b); λ) = 0,
where x(t) ∈ R n , f : Ω 1 → R n , Ω 1 ⊂ (a, b) × R n × R, r : Ω 2 → R n , Ω 2 ⊂ R n × R n × R, and λ ∈ R is a control parameter. Assume that f and r are sufficiently smooth.
In order to generate parts of the solution manifold of (1), (2) and to draw the associated bifurcation diagram, three problems have to be considered (see, e.g. [4, 8, 9] ):
(1) tracing the solution curves numerically, (2) recognizing and determining singular points (bifurcation and/or turning points), and (3) branch switching at the bifurcation points.
In this paper we will deal with the second problem, namely the determination of singular points by so-called augmented or extended systems.
Let (x, λ) be a solution of (1), (2) . We define the matrices A(t, x(t), λ) ≡ f x (t, x(t); λ), B a (x, λ) ≡ r x(a) (x(a), x(b); λ),
is called a singular point of (1), (2) if the corresponding variational problem
has a nontrivial solution ϕ. Hence, a nonsingular point is a solution q which is not singular. Now, let us assume that a nonsingular point p ≡ (x (0) , λ 0 ) of (1), (2) is given. This means that a point on a (a priori unknown) solution curve of the BVP is known. Starting from that point, pseudo-arc-length continuation (see, e.g. [4, 5, 8] ), which is a kind of arc-length continuation, is usually used to compute further nonsingular points on this solution curve. The continuation method is also referred to as path-following technique. In our code RWPKV [4] the pathfollowing is realized on the basis of Seydel's predictor-corrector algorithm [7] and the multiple shooting algorithm RWPM (see, e.g. [2] ). Observing a testfunction (e.g. the determinant of the simple-shooting matrix) avoids jumping over a singular point, say q ≡ (x (1) , λ 1 ). To simplify the representation, let us here assume that there exists a so-called simple solution curve (consisting of nonsingular points only) between p and q and that q is a simple turning point. The determination of q by extended systems is representative for the numerical treatment of other types of singular points like bifurcation points.
The following extended system [6] is appropriate to determine simple turning points of the given problem (1), (2):
For the solutions of (5) the following theorem holds.
Theorem 1
The triple (x (1) , λ 1 , ϕ (1) ) is an isolated solution of (5) if and only if the point q = (x (1) , λ 1 ) is a simple turning point of (1), (2) .
PROOF. See e.g. [6, 9] .
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If standard solvers like the multiple shooting code RWPM [3] are applied to (5), then good starting-values for all components of the exact solution (x (1) , ϕ (1) , ξ (1) , λ 1 ) are required. Obviously, the path-following method provides approximations for x (1) and λ 1 . Moreover, ξ(t) = (t − a)/(b − a) seems to be a sufficiently good choice for ξ (1) (t). The difficulty is to determine an approximation of ϕ (1) , because the differential equations and the corresponding boundary conditions (5,b) are satisfied by a nontrivial solution only when (x, λ) is a simple turning point. Our new strategy, presented in the next section, overcomes this difficulty by inserting a special inhomogeneity v into the differential equations (5,b).
A new extended system
In the previous section we assumed, that the path between p = (x (0) , λ 0 ) and q = (x (1) , λ 1 ) is a simple solution curve. Moreover, we suppose that p belongs to the path and the simple turning point q lies outside. It follows from the Implicit Function Theorem, that the simple solution curve, consisting of solutions {(x(t), λ), λ ∈ [λ 0 , λ 1 )}, can be parametrized by the parameter λ. Thus we can write x = x(t, λ) and the matrices (3) are of the form
Let us now consider the following modification of the linear BVP (5,b):
Under our assumptions the BVP (7) has a unique solution for every given v. The problem is now to determine a function v such that
and the corresponding solutions ϕ(t, λ) tend to an approximation of ϕ (1) . Let us assume that such a v is known. Then, (7) can be solved by the simple shooting technique for linear BVPs which is based on the following steps:
(1) Compute a fundamental matrix X(t, λ) which is defined by the homogeneous matrix-IVP
(2) Compute a particular solution g(t, λ) which is defined by the IVP
as the uniquely determined solution of the n-dimensional linear algebraic system
Obviously, the vector d(λ) and the function v(t, λ) are interrelated. In a first step we will demonstrate how d(λ) has to be chosen that
and the solutions c(λ) of (9) converge to a vector c = 0 which satisfies M (λ 1 ) c = 0. Later on we will show how a function v satisfying (8) can be determined on the basis of d. The choice of d follows from the following theorem.
Theorem 2 Let the continuous matrix function M (λ) ∈ R n×n be invertible for λ ∈ [λ 0 , λ 1 ). Furthermore, assume that the null space N (M (λ 1 )) is onedimensional and that the vector s ∈ R n does not belong to R(M (λ 1 )). If c(λ) denotes the solution of the linear algebraic system
then the limit lim 
be the column partition of the matrix M (λ) ∈ R n×n . The j-th entry of the vector c(λ) ∈ R n is determined by Cramer's rule as
Since M and the determinant are continuous functions of λ the following limit exists:
The assumptions imply that c j = 0 for at least one j ∈ {1, ..., n}.
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As we have seen, the conclusion above is based on the fact that the vector s ∈ R n is not an element of R(M (λ 1 )). It is well-known that a vectors belongs to R(M (λ 1 )) if and only ifs is orthogonal to the null space N (M (λ 1 ) T ). The orthogonal complement of this null space is a one-dimensional subspace of R n . Therefore, if the components of s are chosen as uniformly distributed numbers in the interval [−1, 1], the probability of s belonging to a specific one-dimensional subspace is zero. Thus, an arbitrary s will satisfies the assumptions of Theorem 2 with the utmost probability.
Let us now return to the question how a function v(t, λ) can be found which satisfies the relation (8). From the theory of linear BVPs we know that a function v
(1) (t, λ) exists for which the BVP (7), with λ = λ 1 and v = v (1) as right hand side, has no solution. Such an inhomogeneity v (1) leads to a vector s = −B b (λ 1 )g(b, λ 1 ), with M (λ 1 ) c = s is not solvable, i.e. s ∈ R(M (λ 1 )). Obviously, the choice v(t, λ) ≡ det(M (λ))v
(1) (t, λ) leads to
From Theorem (2) and Gronwall's Lemma it now follows
Computing ϕ(t, λ 1 ) from the ODE ϕ (t, λ 1 ) − A(t, λ 1 ) ϕ(t, λ 1 ) = 0 and the known initial vector ϕ(a, λ 1 ) yields the required approximation for ϕ (1) .
The algorithm
The approximation of ϕ (1) described in Section 2 can be realized by the following algorithm. Here, instead of the simple shooting method the more stable multiple shooting method is used. The corresponding multiple shooting matrix M (m) k (λ) of the k-th iteration step has the same determinant as the matrix M k (λ) of the simple shooting method (see [2] ). Therefore, the shooting matrix M (m) final (λ) computed with the code RWPM in the last iteration step is again denoted by M (λ).
Algorithm
(1) Choose a fixed value λ 0 of the control parameter λ and compute with the multiple shooting code RWPM a starting solution x (0) (t) of the nonlinear BVP (1), (2) at m + 1 shooting points a = τ 0 < τ 1 
which have been computed in Step (1). Set
(5) Compute the solutions (x, λ, ϕ) of the extended system
by a path-following technique (e.g. with the code RWPKV [4] ), starting with the known solution (
Here, λ denotes the value of λ at the previous continuation step. However, in the first and second stepλ should be set to λ 0 . (6) If an appropriate test function identifies a simple turning point in the immediate vicinity of λ =λ, the corresponding functionsφ(t),x(t) and λ can be used as starting approximations for the computation of the turning point q = (x (1) (t), λ 1 ) by the augmented system (5).
Remark 3 Since det(M (λ)) → 0 for λ → λ 1 , the same is true for det(M (λ)).
Remark 4
The algorithm can also be used in the case of simple bifurcation points. However, the augmented system (5) has to be replaced by an appropriate augmented system for bifurcation points (see, e.g. [9] ).
We report in this section on the results of two numerical experiments we have performed to illustrate some of the results given here. As one example, we solved the Bratu-Gelfand equation for the stationary temperature distribution in a beam x 1 (t) = x 2 (t), x 2 (t) = −λ exp(x 1 (t))
It is well-known (see, e.g. [1, 9] ) that a simple solution curve begins at the point λ = 0, x 1 (t) ≡ 0, x 2 (t) ≡ 0 and reaches a simple turning point q near by λ = 3.51382988. In
Step (3) of our algorithm we have chosen the vectorfunction u(t) = (t 2 − t, 2t) T . As a test function we used det(M (λ)). During the execution of
Step (5) of the algorithm the parameter value λ =λ = 3.51383 has been determined where the absolute value of the test function is 3.75348·10 −5 . The small value indicated us that a turning point must be in the neighborhood ofλ. Therefore, we usedλ and the corresponding functionsx(t),φ(t) computed by the algorithm andξ(t) = t as starting approximations for the iterative solution of the augmented system (5). With these values the multiple shooting code RWPM required only 5 iteration steps to compute a solution of (5), i.e. the turning point, with an accuracy of 6 significant digits.
The second test problem was
2 ),
Obviously, x 1 (t) ≡ 0 and x 2 (t) ≡ 0 is a solution of (14) for all λ ∈ R. It is well-known (see e.g. [9] ) that this parametrized BVP has simple primary bifurcation points at λ (k) = −(kπ) 2 , k = 1, 2, . . . The corresponding eigenfunctions are ϕ (k) (t) = C (sin(kπt), kπ cos(kπt)) T , k = 1, 2, . . . In our algorithm we used again u(t) = (t 2 − t, 2t) T . Then, the function h(t) in Step (4) of this algorithm is h(t) = (−1, t 2 − t + 2) T . We have set λ = λ 0 = −1 and the corresponding solution of (14) is x For the detection of singular points we have used the same test function as in the first example, namely det(M (λ)). During the execution of Step (5) the parameter value λ =λ = −9.86964 has been determined where the absolute value of the test function is 5.14494 · 10 −5 . The small value indicated us the existence of a singular point in the neighborhood ofλ (the known bifurcation point with λ = λ (1) ). Sincex(t) ≡ 0 and the computed approximation ϕ(t) agrees with the exact eigenfunction ϕ (1) (t), with C = −2.91813, up to 6 significant digits it was not necessary to improve the result by solving an augmented system for primary bifurcation points.
