In this paper, we describe a sentence position based summarizer that is built based on a sentence position policy, created from the evaluation testbed of recent summarization tasks at Document Understanding Conferences (DUC). We show that the summarizer thus built is able to outperform most systems participating in task focused summarization evaluations at Text Analysis Conferences (TAC) 2008. Our experiments also show that such a method would perform better at producing short summaries (upto 100 words) than longer summaries. Further, we discuss the baselines traditionally used for summarization evaluation and suggest the revival of an old baseline to suit the current summarization task at TAC: the Update Summarization task.
Introduction
Document summarization received a lot of attention since an early work by Luhn (1958) . Statistical information derived from word frequency and distribution was used by the machine to compute a relative measure of significance, first for individual words and then for sentences. Later, Edmundson (1969) introduced four clues for identifying significant words (topics) in a text. Among them title and location are related to position methods, while the other two are presence of cue words and high frequency content words. Edmundson assigned positive weights to sentences according to their ordinal position in the text, giving more weight to the first sentence in the first paragraph and last sentence in the last paragraph.
Position of a sentence in a document or the position of a word in a sentence give good clues towards importance of the sentence or word respectively. Such features are called locational features, and a sentence position feature deals with presence of key sentences at specific locations in the text. Sentence Position has been well studied in summarization research since its inception, early in Edmundson's work (1969) . Earlier, Baxendale (1958) investigated a sample of 200 paragraphs to determine where the important words are most likely to be found. He concluded that in 85% of the paragraphs, the first sentence was a topic sentence and in 7% of the paragraphs, the final one.
Recent advances in machine learning have been adapted to summarization problem through the years and locational features have been consistently used to identify salience of a sentence. Some representative work in 'learning' sentence extraction would include training a binary classifier (Kupiec et al., 1995) , training a Markov model (Conroy et al., 2004) , training a CRF (Shen et al., 2007) , and learning pairwise-ranking of sentences (Toutanova et al., 2007) .
In recent years, at the Document Understanding Conferences (DUC 1 ), Text Summarization research evolved through task focused evaluations ranging from 'generic single-document summarization' to 'query-focused multi-document summarization (QFMDS)'. The QFMDS task models the realworld complex question answering task wherein, given a topic and a set of 25 relevant documents, the task is to synthesize a fluent, well-organized 250-word summary of the documents that answers the question(s) in the topic statement. Recent focus in the community has been towards query-focused update-summarization task at DUC and the Text Analysis Conference (TAC 2 ). The update task was to produce short (~100 words) multi-document update summaries of newswire articles under the assumption that the user has already read a set of earlier articles. The purpose of each update summary will be to inform the reader of new information about a particular topic.
The rest of the paper is organized as follows. In Section 2, we describe a Sub-optimal Position Policy (SPP) based on Pyramid Annotated Data, then we derive a simple algorithm for summarization based on the SPP in Section 3, and show evaluation results. Next, in Section 4, we explain the current baselines and evaluation for Multi-Document Summarization and finally in Section 5, we discuss the need for an older baseline in the current context of the short summary task of update summarization.
Sub-Optimal Sentence Position Policy
Given a large text collection and a way to approximate the relevance for a reasonably large subset of sentences, we could identify significant positional attributes for the genre of the collection. Our experiments are based on the work described in (Lin and Hovy, 1997) , whose experiments using the ZiffDavis corpus gave great insights on the selective power of the position method.
Sentence Position Yield and Optimal
Position Policy (OPP) Lin and Hovy (1997) provide an empirical validation for the position hypothesis. They describe a method of deriving an Optimal Position Policy for a collection of texts within a genre, as long as a small set of topic keywords is defined for each text. They defined sentence yield (strength of relevance) of a sentence based on the mention of topic keywords in the sentence.
The positional yield is defined as the average sentence yield for that position in the document. They Their experiments grounded on the assumption that abstract is an ideal representation of central topic(s) of a text. For their evaluations, they used the abstract to compare whether the sentences found based on their Optimal Position Policy are indeed a good selection. They used precision-recall measures to establish those findings.
At our disposal we had data from pyramid evaluations that provided sentences and their mapping to any content units in the gold standard summaries. The annotations in the data provide a unique property that each sentence can derive for itself a score for relevance.
Documents
There are a wide variety of document types across genre. In our case of newswire collection we have identified two primary types of documents: small document and large document. This distinction is made based on the total sentences in the document. All documents that have the number of sentences above a threshold should be considered large. We experimented on thresholds varying from 10 to 35 sentences and figured out that documents' distribution into the two categories was acceptable when threshold-ed at 20 sentences. This decision is also well supported by the fact that the last sentences of a document were more important than the others in the middle (Baxendale, 1958) .
Sentence Position Yield (SPY) is obtained separately for both types of documents. For a small document, sentence positions have values from 1 through 20. Meanwhile, for a large document we compute SPY for position 1 through 20, then the last 15 sentences labeled 136 through 150 and 'any other sentence' is labeled 100. It can be seen in figure 3 that sentences that do not come from leading or trailing part of large documents do not contribute much content to the summaries. 
Pyramid Data
Summary content units, referred as SCUs hereafter, are semantically motivated, sub-sentential units that are variable in length but not bigger than a sentential clause. SCUs emerge from annotation of a collection of human summaries for the same input. They are identified by noting information that is repeated across summaries, whether the repetition is as small as a modifier of a noun phrase or as large as a clause. The weight an SCU obtains is directly proportional to the number of reference summaries that support that piece of information. The evaluation method that is based on overlapping SCUs in human and automatic summaries is described in the Pyramid method (Nenkova et al., 2007) .
The University of Ottawa has organized the pyramid annotation data such that for some of the sentences in the original document collection (those that were picked by systems participating in pyramid evaluation), a list of corresponding content units is known (Copeck et al., 2006) . We used this data to identify locations in a document from where most sentences were being picked, and which of those locations were being most content responsive to the query.
A sample of SCU mapping is shown in figure 1. Three sentences are seen in the figure among which two have been annotated with system IDs and SCU weights wherever applicable. The first sentence has not been picked by any of the summarizers participating in Pyramid Evaluations, hence it is unknown if the sentence would have contributed to any SCU. The second sentence was picked by 8 summarizers and that sentence contributed to an SCU of weight 3. The third sentence in the example was picked by one summarizer, however, it did not contribute to any SCU. This example shows all the three types of sentences available in the corpus: unknown samples, positive samples and negative samples.
For each SCU, a weight is associated in pyramid annotations. Thus a sentential score could be defined as sum of weights of all the contributing SCUs of the sentence. For an unknown sample and a negative sample, sentential score is 0. For example, in the second sentence in figure 1 the score is 3, contributed by a single SCU. While the same for the first and third sentences is 0.
For each sentence position the sentential score is averaged over all documents, which we call Sentence Position Yield. SPY for small and large documents is shown in figures 2 and 3. Based on these values for various positions, a simple Position Pol- {s1, S1, {s2, S2, s3} , {S3, s4, s5, s6, s7, s8, s20} , {S4, s9} . . . } In the above position policy, sentences from small documents and large documents are represented by si and Sj respectively.
The position policy described above provides an ordering of ranked sentence positions based on a very accurate 'relevance' annotations on sentences. However, there is a large subset of sentences that are not annotated with either positive or negative relevance judgment. Hence, the policy derived is based on a high-precision low-recall corpus 3 for sentence relevance. If all the sentences were annotated with such judgements, the policy could have been different. For this reason we call the above derived policy, a Sub-optimal Position Policy (SPP).
SPP as an algorithm
The goal of creating a position policy was to identify its effectiveness as a summarization algorithm. The above simple heuristic was easily incorporated as an algorithm based on simple scoring for each distinct set in the policy. For instance, based on the policy above, all s1 get the highest weight followed by next best weight to all S1 and so on.
As it can be observed, only the first sentence of each document could end up comprising the summary. This is okay, till we don't get redundant information in the summary. Hence we also used a simple unigram match based redundancy measure that doesn't allow a sentence if it matches any of the already selected sentences in at least 40% of content words in it. We also dis-allow sentences greater than 25 content words.
We applied the above algorithm to generate multidocument summaries for various tasks. We have applied it to Query-Focused Multi-Document Summarization (QF-MDS) task of DUC 2007 and QueryFocused Update Summarization task of TAC 2008.
Query-Focused Multi-Document Summarization
The query-focused multi-document summarization task at DUC models the real world complex question answering task. Given a topic and a set of 25 relevant documents, this task is to synthesize a fluent, well-organized 250 word summary of the documents that answers the question(s) in the topic state-ment/narration. The summaries from the above algorithm for the QF-MDS were evaluated based on ROUGE metrics (Lin, 2004) . The average 4 recall scores are reported for ROUGE-2 and ROUGE-SU4 in Table 1 . Also reported are the performance of the top performing system and the official baseline(s). This algorithm performed worse than most systems participating in the task that year and performed better 5 than only the 'first x words' baseline and 3 other systems. 
Update Summarization Task
The update summarization task is to produce short (~100 words) multi-document update summaries of newswire articles under the assumption that the user has already read a set of earlier articles. The initial document set is called cluster A and the next set of articles are called cluster B. For cluster A, a queryfocused multi-document summary is expected. The purpose of each 'update summary' (summary of cluster B) will be to inform the reader of new information about a particular topic. Summaries from the above algorithm for the Query Focused Update Summarization task were evaluated based on ROUGE metrics. This algorithm performed surprisingly better at this task when compared to QF-MDS. The rouge scores suggest that this algorithm is well above the median for cluster A and among the top 5 systems for cluster B.
It must be noted that consistent performance across clusters (both A and B) shows the robustness of the 'SPP algorithm' at the update summarization task. Also, it is evident that such an algorithm is computationally simple and light-weight.
These surprisingly high scores on ROUGE metrics prompted us to evaluate the summaries based on Pyramid Evaluation (Nenkova et al., 2007) . Pyramid evaluation provides a more semantic approach to evaluation of content based on SCUs as discussed in Section 2.3. The average 6 modified pyramid scores of cluster A and cluster B summaries is shown in Table 2 , along with the average recall scores for ROUGE-2, ROUGE-SU4 scores. The pyramid evaluation 7 suggests that this algorithm performs better than all other automated systems at TAC 2008. Table 3 shows the average performance (across clusters) of 'first x words' baseline, SPP algorithm and two top performing systems (System ID=43 and ID=11). System 43 was adjudged best system based on ROUGE metrics, and system 11 was top performer based on pyramid evaluations at TAC 2008. 
ROUGE-2 ROUGE-SU4 pyramid

Discussion
It is interesting to observe that the algorithm that performs very poorly at QF-MDS, does very well in the Update Summarization task. A possible explanation for such behavior could be based on summary length. For a 250 word summary in the QF-MDS task, human summaries might provide a descriptive answer to the query that includes information nuggets accompanied by background information. Indeed, it has been earlier reported that humans appreciate receiving more information than just the answer to the query, whenever possible (Lin et al., 2003; Bosma, 2005) . Whereas, in the case of Update Summarization task the summary length is only 100 words. In such a short length humans need to trade-off between answer sentences and supporting sentences, and usually answers are preferred. And since our method system ROUGE-2 ROUGE-SU4 pyramid 'first x words' baseline 0. identifies sentences that are known to be contributing towards the needed answers, it performs better at the shorter version of the task. Another possible explanation is that as a shorter summary length is required, the task of choosing the most important information becomes more difficult and no approach works well consistently. Also, it has often been noted that this baseline is indeed quite strong for this genre, due to the journalistic convention for putting the most important part of an article in the initial paragraphs.
Baselines in Summarization Tasks
Over the years, as summarization research followed trends from generic single-document summarization, to generic multi-document summarization, to focused multi-document summarization there were two major baselines that stayed throughout the evaluations. Those two baselines are:
1. First N words of the document (or of the most recent document).
2. First sentence from each document in chronological order until the length requirement is reached.
The first baseline was in place ever since the first evaluation of generic single document summarization took place in DUC 2001. For multi-document summarization, first N words of the most recent document (chronologically) was chosen as the baseline 1. In the recent summarization evaluations at Text Analysis Conference (TAC 2008) , where update summarization was evaluated; baseline 1 still persists. This baseline performs pretty poorly at content evaluations based on all manual and automatic metrics. However, since it doesn't disturb the original flow and ordering of a document, linguistically these summaries are the best. Indeed it outperforms all the automated systems based on linguistic quality evaluations.
The second baseline had been used occasionally with multi-document summarization from 2001 to 2004 with both generic multi-document summarization and focused multi-document summarization. In 2001 only one system significantly outperformed the baseline 2 (Nenkova, 2005) . In 2003 QF-MDS however, only one system outperformed the baseline 2 above, while in 2004 at the same task, no system significantly outperforms the baseline. This baseline as can be seen, over the years has been pretty much untouched by systems based on content evaluation. However, the linguistic aspects of summary quality would be compromised in such a summary.
Currently, for the Update Summarization task at TAC 2008, NIST's baseline is the baseline 1 ('first x words' baseline). And all systems (except one) perform better than the baseline in all forms of content evaluation. Since the task is to generate 100 word summaries (short summaries), based on past experiences, there is no doubt that baseline 2 would perform well.
It is interesting to observe that baseline 2 is a close approximation to the 'SPP algorithm' described in this paper. There are two main differences that we draw between 'baseline 2' and SPP algorithm. First, 'baseline 2' picks only the first sentence in each document, while 'SPP algorithm' could pick other sentences in an order described by the position policy. Second, 'baseline 2' puts no restriction on redundancy, thus due to journalistic conventions entire summary might be comprised of the same 'information nuggets', wasting the minimal real-estate available (~100 words). On the other hand, in our 'SPP algorithm' we consider a simple unigram-overlap measure to identify redundant information in sentence pairs that avoids redundant nuggets in the final summary.
Discussion and Conclusion
Baselines 1 and 2 mentioned above, could together act as a balancing mechanism to compare for linguistic quality and responsive content in the summary. The availability of a stronger content responsive summary as a baseline would enable steady progress in the field. While all the linguistically motivated systems would compare themselves with baseline 1, the summary content motivated systems would compare with the stronger baseline 2 and get better than it.
Over the years to come, the usage of 'baseline 1' doesn't help in understanding whether there has been significant improvement in the field. This is because almost every simple algorithm beats the baseline performance. Having a better baseline, like the one based on the position hypothesis, would raise the bar for systems participating in coming years, and tracking progress of the field over the years is easier.
In this paper, we derived a method to identify a 'sub-optimal position policy' based on pyramid annotation data, that were previously unavailable. We also distinguish small and large documents to obtain the position policy. We described the Sub-optimal Sentence Position Policy (SPP) based on pyramid annotation data and implemented the SPP as an algorithm to show that a position policy thus formed is a good representative of the genre and thus performs way above median performance. We further describe the baselines used in summarization evaluation and discuss the need to bring back baseline 2 (or the 'SPP algorithm') as an official baseline for update summarization task.
Ultimately, as Lin and Hovy (1997) suggest, the position method can only take us certain distance. It has a limited power of resolution (the sentence) and its limited method of identification (the position in a text). Which is why we intend to use it as a baseline. Currently, as we can see the algorithm generates a generic summary, it doesn't consider the topic or query to generate a query-focused summary. In future we plan to extend the SPP algorithm with some basic method for bringing in relevance.
