Fusion of hyperspectral and multispectral imagery data is utilized to reconstruct a superresolution image with high spectral and spatial resolution, which plays a significant role in remote sensing image processing. Conversely, hyperspectral and multispectral data can be modeled as two low-dimensional subspaces by respectively spatially and spectrally degrading the desired image. A representative method is called coupled non-negative matrix factorization (CNMF) based on a Gaussian observation model, but it is an ill-posed inverse problem. In addition, from the perspective of matrix factorization, the matrixing process of hyperspectral and multispectral cube data generally results in the loss of structural information and performance degradation. To address these issues, this article proposes a proximal minimum-volume expression to regularize the convex simplex, enclosing all reconstructed image pixels instead of lowdimensional subspace data. Then, we incorporate sparse and proximal regularizers into the original CNMF to reformulate the fusion problem as a dynamical system via proximal alternating optimization. Finally, the alternating direction method of multipliers is adopted to split the variables for the closed-form solutions that are further reduced in computational complexity. The experimental results show that the proposed algorithm in this paper performs better than the state-of-the-art fusion methods in most cases, which verifies the effectiveness and efficiency of this proposed algorithm in yielding high-fidelity reconstructed images.
I. INTRODUCTION
Multi-sensor data fusion has been regarded as an effective and economical approach to obtain high-spatial-resolution hyperspectral images (HSIs), which are of vital importance for remotely sensed data exploitation [1] - [4] . As is well known, compared with panchromatic (PAN) and multispectral images (MSIs), HSIs have high spectral resolution, but low spatial resolution. Generally, data fusion is employed to enhance the spatial resolution of HSIs with the corresponding components of MSIs or PAN images, but the fusion of HSIs and MSIs has been a more challenging issue.
Pan-sharpening methods can be adapted to handle the fusion of HSIs and MSIs through the classical information processing method [5] , [6] , which are divided into component The associate editor coordinating the review of this manuscript and approving it for publication was Sudhakar Radhakrishnan . substitution, multi-resolution analysis, and hybrid methods, etc. For example, component substitution approaches were developed to replace the spatial information of HSIs with the corresponding components of MSI or PAN image data after spatial-spectral separation for the reconstructed images, in which typical algorithms include principal component analysis (PCA) [7] and Gram-Schmidt Adaptive (GSA) [8] , etc. The multi-resolution analysis-based pansharpening methods [9] were designed to cluster the MSIs or PAN images for more details by a spatial filter to synthesize high-resolution HSIs, in which the spatial information can be extracted in the wavelet or Laplacian Pyramid domain. Such representative algorithms are the smoothing filter-based intensity modulation (SFIM) [10] , generalized Laplacian pyramid (GLP) [11] , and so on. Guided Filter PCA (GFPCA) is the typical hybrid fusion method by applying a guided filter in the PCA domain, which won the best paper award in 2014 IEEE data fusion contest [12] . However, this method ignores the intrinsic relationship between spectral and spatial components, resulting in serious spectral distortion and performance degradation.
Data fusion aims to reconstruct the super-resolution images with high spatial and spectral resolution from the observed low-spatial-resolution HSIs and high-spatialresolution MSIs. Conversely, the high-spatial-resolution HSI can be degraded spatially and spectrally to obtain the observed hyperspectral and multispectral data, respectively, which is named as observation model. The image is assumed to be polluted by white Gaussian noise and is then degraded to yield the observed images with a Gaussian kernel, which is called Gaussian observation model. In addition, a Poisson observation model was proposed by Zou and Xia [13] , in which a de-noising method was developed to remove the Poisson noise from hyperspectral images. And a superresolution method based on Bayesian dictionary learning was brought forward in an environment with mixed Poisson-Gaussian noise [14] . From this perspective, data fusion can be considered an inverse problem, using the observed HSI and MSI data to reconstruct the super-resolution image. Generally speaking, the inverse problem of data fusion is ill-posed. To address the issue, the prior distribution (i.e. Guassian prior) was utilized to design the Bayesian-based method for the fusion of HSIs and MSIs in the principal component subspace [15] . One popular approach is called hyperspectral super-resolution (HySure) [16] , in which convex data fitting terms were redefined by imposing vector-total-variation regularization, and the problem was solved by the split augmented Lagrangian shrinkage algorithm. A Bayesian-based sparse representation (BSR) method was proposed by Wei et al. [17] , using a proper posterior distribution based on a decomposition of the image in a set of dictionaries. However, these methods often occupy high computations, so a Sylvester equation-based fast algorithm was proposed to reduce the large complexity of Bayesian fusion methodology [18] .
Another kind of state-of-the-art fusion method is based on tensor decomposition, such as canonical polyadic decomposition (CPD) and Tucker decomposition, in which the cubic data of HSIs and MSIs can be directly employed to avoid the loss of structure information caused by data matrixing. For example, a CPD-based coupled tensor factorization framework was developed by Kanatsoulis et al. [19] to fuse the HSIs and MSIs and discuss the identifiability of the reconstructed image under mild conditions.Moreover, the method could yield better performance when the degradation operator was unknown. Li et al. [20] proposed a Tucker decomposition-based fusion method with sparsity regularization to alternatively iterate the core tensor and threedimensional dictionaries, which was called coupled sparse tensor factorization (CSTF). Zhang et al. [21] put forward a method based on spatial-spectral-graph-regularized lowrank tensor decomposition, by utilizing the low-rank property to redefine the image fusion problem, with due consideration of two graphs for the spatial consistency and spectral smoothness, respectively. The above analysis shows that tensor decomposition can maintain the structural information of high-dimensional remote sensing data and achieve the fusion of HSIs and MSIs. However, such tensor-based fusion methods also have some limitations, although they have the above advantages. For instance, CPD is usually suitable for describing linear local features in the image (i.e. urban road extraction) rather than complex features, which can be considered the rank-1 version of Tucker decomposition [22] . Different from matrix decomposition-based hyperspectral unmixing, the physical meaning of the decomposed tensor is not exact, so that the spectral signature (i.e. Craig's minimumvolume criterion [23] ) cannot be exploited more effectively. In addition, unlike the rank of a matrix, the calculation of the rank of a tensor is a non-deterministic polynomial (NP) problem. Therefore, the tensor decomposition-based fusion method usually suffers from the non-uniqueness of decomposition due to the uncertainty of accurate rank. For example, the accurate rank of tensors by Tucker decomposition cannot be determined easily when the observed images are disturbed by severe noise, which may result in the performance degradation of fused images.
Another category of the data fusion approach is based on spectral unmixing, among which the representative method is called CNMF [24] . According to the Gaussian observation model, CNMF is usually an ill-posed problem, which can be solved by regularization methods of spectral signature and/or fractional abundance. Furthermore, from the perspective of matrix decomposition, the cubic data of HSIs and MSIs should be converted to two-dimensional matrices, which often results in the loss of cube structure information. To address the ill-posedness and the loss of structure information, the regularizers of spatial signature matrix can be integrated into the original fusion method, such as pixelbased image smoothing [25] , sparsity [26] etc. Thus, it is indispensable to incorporate the regularization into the illposed inverse problem for the fusion of HSIs and MSIs. However, it is found that the sparsity-based regularization of abundance signature itself was not enough to enhance the performance of the original CNMF [26]- [28] , while joint spatial and spectral regularization can improve the quality of reconstructed images. The research work of [29] developed a CNMF-based fusion method regularized by the volume of signature vectors' simplex, in which the heuristic solver did not yield very high-quality performance. A convex optimization-based CNMF was proposed by Lin et al. [30] , in which the expression of the simplex volume was employed to yield significant improvements in fusion performance. Zou and Xia [31] proposed a fusion method based on double regularization unmixing for hyperspectral image super-resolution by using the spatial structure information of endmember and abundance. Yang et al. [32] proposed a fusion method by incorporating anisotropic total variation and signature-based regularization to reformulate the original CNMF method as a bi-convex problem, in which the horizontal and vertical smoothing were handled separately via variable splitting. Following the Craig's criterion [23] , there should be a minimum-volume simplex enclosing all the image pixels, whose vertices are the endmember vectors. That is, the minimum-volume simplex spanned by the endmembers (i.e. spectral signature) contains the spatial information of all pixels. Thus, incorporating the regularizer of minimum volume may fully exploit the information of both spectral and spatial signatures. In this article, we propose an expression of a proximal minimum-volume regularizer based on the distance between endmember vertices and the iterative mass center for each iteration, which is employed to regularize the fusion method. At the same time, proximal alternating optimization is exploited to obtain the closed-form solutions that are then conducted by complexity reduction. Another advantage of proximal regularization is to speed up the convergence of the algorithm. The experimental tests suggest that the proposed method based on sparse and proximal regularization yields better performance than the benchmark methods in most cases, which not only eliminate the illposedness of the original CNMF method, but also mitigate the impact of the loss of structure information for high-fidelity fusion performance.
The remainder of this paper is organized as follows. Section II gives the observed models and problem formulation. Section III proposes the ADMM-based fusion algorithms and complexity reduction measures. Section IV conducts semi-real dataset experiments and tests to evaluate the performance of fusion methods. Conclusions and further research are presented in Section V. In order to understand the procedure of this article, some notations are summarized in Table 1 .
II. PROBLEM FORMULATION
LetZ ∈ R W ×H ×M be the desired hyperspectral data cube, with M spectral bands and W × H high spatial resolution for each band, which can be regarded as a three-order tensor. Using mode-n (i.e. n = 3) productZ (3) [22] , [33] , the hyperspectral data cube is then reshaped into a matrix, denoted as Z Z (3) . That is, Z ∈ R M ×L is the desired highspatial-resolution hyperspectral data with M spectral bands and L = W × H pixels for each band. The matrix form of hyperspectral data Z is the target image in this article.
A. SIGNAL MODELS
Following linear mixed model (LMM), the hyperspectral data Z can be decomposed into the product of two matrices, i.e.
where A 0 M ×N is the endmember signature matrix with M spectral bands and N endmembers; S 0 N ×L is the abundance matrix, in which each column represents the fractions of substances contained in a pixel [2] . Furthermore, according to the observation model, the desired data Z can also be degraded spatially and spectrally to yield the observed hyperspectral data Y h ∈ R M ×L h and multispectral data Y m ∈ R M m ×L , respectively, where L h denotes the number of pixels in Y h and M m represents the number of spectral bands in Y m . By substituting equation (1) into the observation model, we have
where E h and E m are the data fitting residuals. The matrix F ∈ R M m ×M , derived from a uniform spectral response function, degrade the hyperspectral bands of Z to obtain the observed MSI data Y m . The matrix G = I L h ⊗ g ∈ R L×L h , representing the point spread function (PSF), blurs and downsamples the desired data Z to produce the observed HSI data Y h , in which g ∈ R r 2 is a Gaussian vector with a blurring factor of r √ L/L h [24] , [32] , [34] . In this article, F and G can be estimated from the dataset for the fusion method [24] , [30] .
From equations (2) and (3), the objective function of the illposed CNMF proposed in [24] is formulated as two coupled data fidelity terms,
To address the ill-posedness of inverse problem and the loss of structure information, this article incorporates the joint sparse and proximal minimum-volume regularizers into the original CNMF. Thus, the regularized problem is reformulated as
where λ a > 0 and λ s > 0 are the regularization parameters;
In the objective function of the problem (5), besides two data fidelity terms, S 1 is to promote the sparsity of abundance signature. The other term N i=1 a i − µ 2 2 , as the surrogate of minimum volume regularizer [35] , makes each endmember (i.e. a i representing the ith column of A) as close to the center value µ as possible. Generally, the term µ can be expressed in two forms, each with a different meaning. One form is derived from a pure-pixel-based algorithm, i.e. µ = 1 N N i=1 a i , which denotes a column vector containing the mean of each row of endmember matrix A. This article focuses on the other form, in which µ represents the mass center of hyperspectral data, i.e. a column vector containing the mean of each row of the hyperspectral data matrix. Generally, the mass center refers to the observed HSI data, comprising a low-dimensional subspace degraded from Z. However, because the desired image data Z cover all the information without spectral and/or spatial degradation, the minimumvolume simplex based on high-resolution images is considered in this paper instead of low-dimensional spatial data. As shown in Fig.1 , all the red triangles represent the simplexes enclosing the pixels (i.e. black dots) of the desired data Z, and the blue triangle shows the simplex containing the elements (i.e. rings) of the subspace data Y h . According to Craig's criterion [23] , the minimum-volume simplex enclosing all the pixels of the reconstructed image should be the solid red triangle with index k +1 in Fig.1 , while the other red triangles represent the simplexes generated by the k − 1st and kth iterations before convergence. Thus, this article proposes the proximal minimum-volume regularizer based on the distance between endmember vertices and the iterative mass center to redefine the fusion method.
B. PROBLEM REFORMULATION VIA PAO
From the perspective of the CNMF framework, this article incorporates sparse and proximal regularization into the CNMF-based data fusion (called SPR-CNMF) to solve the problem (5) efficiently. If this method is regarded as an alternating dynamical system [36] , then proximal alternating optimization (PAO) method is utilized to reformulate (5) into the following two bi-convex subproblems below and alternatively iterate each other until convergence.
S k+1
∈ arg min
A k+1 ∈ arg min
where k is the number of the PAO iterations (also called outer loop); λ p is the weight; S p and A p denote the estimated values of S and A in the previous iteration, respectively. As shown in (6) and (7), S − S p 2 F and A − A p 2 F are the variable regularizers added to the PAO algorithm, which are also part of the proximal regularization of the proposed fusion method. In addition, the iteration order of these two variables is S before A, which requires an initial value A 0 obtained by the successive projection algorithm (SPA) [37] before the first iteration.
Besides two proximal regularization S p and A p , the point is to highlight that µ p represents the mass center of the reconstructed data Z = A k S k+1 (due to the iteration order), instead of the mass center µ of low-dimensional observed HSI Y h . Furthermore, as displayed in Fig.1 , the red solid triangle is closer to the actual minimum volume of reference data Z than the dotted triangles. Given the initial value (S 0 , A 0 ), the alternating dynamical system we study can be guaranteed to converge in that order [36] 
Because all the regulars are convex, subproblems (6) and (7) are both convex optimization problems to alternatively iterate until convergence, as shown in Algorithm 1. In this way, two ADMM-based algorithms are proposed to solve these convex subproblems efficiently in the following subsections. Step1 update S k+1 by (6); 5: Step2 update A k+1 by (7); 6: Step3 k := k + 1; 7: end while 8 
III. ADMM-BASED DATA FUSION ALGORITHM
To handle subproblems (6) and (7) efficiently, the vectormatrix operator is firstly employed to combine the data fidelity terms C(A, S) into a vector-based expression separately and vectorize the corresponding regularizers. In this way, ADMM-based algorithms are carefully designed to yield the closed-form solutions, which are further simplified using the structure matrices for low complexity.
A. SOLVING ABUNDANCE MATRIX VIA ADMM
For the subproblem (6), we can reformulate two Frobeniusnorm terms into an 2 -norm form by vectorizing the matrix S. Simultaneously, the primal variables can be split into several separable blocks by introducing different equality constraints. We have min s,u
where function I + (x) is defined as
The augmented Lagrangian function of (8) is given by
where h s is the dual variable, and η is the Lagrangian wight. Then, ADMM iteratively updates the primal and the dual variables in step by
where j stands for the iteration number of ADMM-based algorithms (also called inner loop). Furthermore, (10a) and (10b) can be conveniently given in the following scaled forms as
where the initial values of all variables, including u 0 and h 0 s , can be set to zero vectors with proper sizes or warm start [38] . As an unconstrained quadratic problem, it is easy to obtain the closed-form solution of (11a)as below. Because of the non-negativity constraint, the term λ s u 1 in (11b) is represented as λ s 1 T NL u to obtain the closed-form solution via Karush-Kuhn-Tucker condition [39] , which is then projected onto the non-negative orthant R NL + by the indicator function I + (u). From the above analysis, the closed-form solutions of the subproblems are listed as
Generally speaking, the optimized solution can be gained by alternatively iterating the closed-form expressions above. It is found that the bottleneck of (12a) lies in the heavy computations of B 1 . Especially, with the increase in image size L, the computational complexity of (12a) increases rapidly, in which the inverse matrices of B T 1 B 1 involves the complexity of O L h (NL) 2 ξ (ξ max{M , M m r 2 , Nr 2 }). It is indispensable to conduct complexity reduction for (12a).
Using the tensor structure of degradation operator G, (12a) can be simplified [32] as
×L h is a matrix reshaped from the vector λ p s p +η u j −h j s . After being processed by the matrix-vector operator, the computational complexity of (13) is no more than O(((Nr 2 ) 2 + NL)ξ ), which is much lower than that of (12a). The complete ADMM-based algorithm is shown in Algorithm 2. Step1 update s j+1 by (13); 6: Step2 update u j+1 by (12b); 7: Step3 update h j+1 s , by (10c); 8: Step4 update j := j + 1; 9: end while. 10 : Output S k+1 .
B. SOLVING ENDMEMBER SIGNATURE MATRIX VIA ADMM
In the same way as described above, subproblem (7) can be reshaped as a vector-based quadratic optimization with nonnegativity constraint. After splitting the variables by ADMM, we have min a,x∈R MN 
where 
where h a ∈ R MN is the dual variable, and η is the penalty parameter. Thus, ADMM is employed to alternatively iterate the primal and dual variables until convergence [40] as follows.
a j+1 ∈ arg min
x j+1 ∈ arg min
where x 0 and h 0 a are initialized by 0 MN or warm start. We can observe that (15a) can be represented as an unconstrained quadratic optimization, and (15b) with non-negativity constraint is a projection onto the non-negative orthant. So the closed-form solutions are presented as 
where
which is much less than that of (16a). This ADMM-based algorithm is summarized in Algorithm 3. Step1 update a j+1 by (17); 6: Step2 update x j+1 by (16b); 7: Step3 update h j+1 a by (15c); 8: Step4 update j := j + 1; 9: end while 10: Output A k+1 .
IV. EXPERIMENTS AND PERFORMANCE ANALYSIS
In this section, simulations and experiments are designed to evaluate the performance of the proposed SPR-CNMF and benchmark methods. Initially, three datasets we used are introduced briefly, and then the performance metrics and parameter settings are presented. Finally, we discuss the performance of the fusion method in detail.
A. DATASETS
Three real datasets are employed to conduct the experiments for the performance evaluation, acquired by different sensors. The first dataset was provided over Pavia University [41], northern Italy, with 1.3 meter resolution and 103 bands from 430 to 860 nm, by the reflective optics system imaging spectrometer (ROSIS) sensor. The second dataset was taken over Moffett Field by Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) sensor in 1997 [42] . This has 183 bands from 400 to 2500 nm after removing the parts corrupted by water-vapor and heavy noise etc. The third dataset was collected over Washington DC mall by the hyperspectral digital imagery collection experiment (HYDICE) sensor [43] , in which 191 spectral bands (from 400 to 2500 nm) are retained after processing, corresponding to the Landsat TM bands 1-5 and 7. As is well known, Wald's protocol is widely used to design performance tests [5] , [24] , [44] , regarding the real datasets as the reference data Z instead of input images, which not only generate the observed HSIs and MSIs from Z, but also achieve the co-registration of two observed images. Four state-of-the-art fusion approaches are taken as the benchmark for comparison, including the original CNMF [24] , BSR [17] , HySure [16] and CSTF [20] , which are based on data coupling. In addition, several typical pan-sharpening fusion methods based on classical algorithms are adopted to test the performance, such as SFIM [10] , GLP [11] , (PCA) [7] , GSA [8] , and GFPCA [12] . All the methods are tested on a laptop equipped with Intel CPU Core-3210 with 2.5 GHz speed and 16 GB RAM, using Mathworks Matlab R2015a. To drop the effect of randomness, the average of several tests is taken as the whole performance in the experiments.
B. QUALITY METRICS
There are many widely used quality metrics in literature [5] , [17] , [24] , [26] , [45] to quantitatively evaluate the similarity between the reconstructed image Z and the reference data Z,
• Degree of distortion (DD) is an indicator to estimate the spectral quality, defined as
• Root mean squared error (RMSE) evaluates the global quality by
• ERGAS (erreur relative globale adimensionnelle de synthèse) is to quantize the relative dimensionless global VOLUME 7, 2019 error, defined as
where r is the blurring factor, µ Z (m) 1 L Z (m) 1 L is the mean of the row vector Z (m) , and RMSE m denotes the RMSE of the mth band. • Universal image quality index (UIQI) evaluates the average similarity, defined as
where UIQI m measures the similarity between the mth band images from two multi-band images. UIQI m is given as
) are the sample means and variances of Z (m) and Z (m) , and σ 2 Z (m) Z (m) is the sample covariance of ( Z (m) , Z (m) ). Generally, the higher the value of UIQI in their respective ranges, the better the evaluated performance. However, the lower the value of DD, RMSE, ERGAS and SAM, the less the distortion. In addition, the runtime T (in seconds) is regarded as the metric of computation complexity.
C. CONVERGENCE CRITERION AND ANALYSIS
As for the convergence of the algorithm, the regularized problem (5) with sparse and proximal regularization is decoupled into two convex subproblems, creating what is essentially an alternating dynamical system. Considering the iterative order of S before A in Algorithm 1, according to the convergence criterion of the dynamical system [36] , the alternating iterations we study can converge in the following order: (S k , A k ) → (S k+1 , A k ) → (S k+1 , A k+1 ). Moreover, the stopping criterion satisfies that the difference of successive iterations of the objective function F 0 (A, S) is less than 0.001 [46] , that is,
Theoretically, two ADMM-based subproblems can also follow the similar stopping criterion above for convergence. It is found, however, that the stopping criterion is not necessary to run ADMM exhaustively, for varying these parameters does not have much effect on the convergence of the whole algorithm [47] . Furthermore, the proximal regularization can speed up the convergence with the increase in the iterations. Thus, the iterations of outer and inner loops are both fixed to 50 for Algorithm 1 and two ADMM-based algorithms.
D. PARAMETER SETTINGS
Following Wald's protocol [44] , the observed hyperspectral and multispectral images as the input data can be degraded spatially and spectrally from the reference image. Thus, spectral response transform matrices from the hyperspectral sensor to the multispectral detector needs to be constructed. For Pavia University, the spectral range from 430 to 860 nm of the hyperspectral sensor corresponds to Landsat TM bands 1-4. So we can get the spectral response transform matrix F 1 ∈ R 4×103 to degrade the reference data Z for the MSI data Y m [16] , [17] , [30] . Moreover, owing to the ranges from 400 nm to 2500 nm (corresponding to Landsat TM bands 1-5 and 7), the spectral response matrices F 2 ∈ R 6×183 and F 3 ∈ R 6×191 are generated to obtain the observed Y m for the Moffett and Washington DC datasets [30] , [31] , [48] , respectively.
To obtain the observed HSI, we select widely-used subscenes of size L = 200 × 200 from three real datasets as the respective reference data [17] , [30] , [49] , whose color versions composed of the 20th, 50th, and 90th bands are shown in the top row of Fig.2 . Then, by virtue of a Guassian filter with a blurring factor r = 5 and variance 2 [24] , [34] , [47] , the spatial spread transform matrix G ∈ R 40000×1600 degrades the reference data Z to yield the observed hyperspectral data Y h [34] , [50] , which are presented in the bottom row of Fig.2 . Considering the effect of noise in remote sensing environment, Y m and Y h are assumed to be corrupted by the additive Gaussian white noise, in which one set of SNRs is 35 dB and 30 dB, and the other set is 30 dB and 25 dB. In addition, the weights λ a , λ s and λ p of problem (5) are to balance the data-fitting terms and the regularization, which depend on the noise levels of the observed data and how they interact with one another. For the sake of simplicity, the weights in this article are set to the same value as λ a = λ s = λ p = 0.005, although they are worthy of further study in future.
The number of endmembers N is estimated as 4, 10 and 10 as the ground-truth by VD algorithm [51] , [52] for the Pavia University, Moffett and Washington DC datasets, respectively. As we know, the original CNMF method has a property that the number of endmembers can be set to no less than the true value the ground-truth, which can be interpreted as the effect of shade and mixed endmembers [24] . That is, the value of N is robust and does not require an exact value. As displayed in Fig.3 , the proposed SPR-CNMF still maintains this property and yields better performance than the original CNMF algorithm. No further significant performance improvement occurred when N was greater than 10 for three datasets. Therefore, N is fixed to 10 in the subsequent experiments.
E. PERFORMANCE COMPARISON AND DISCUSSION
Under the condition of all the aforementioned parameter settings, the fused images of three datasets are displayed in Fig.4 . By comparing the images in Fig.4 and Fig.2 , we can see that these reconstructed images are very similar to their respective reference data, and they all have higher spatial resolution than their own observed HSI images. Although the difference between the fused images is difficult to distinguish visually, they can be seen in detail from the subsequent performance curves or tables.
The performance results of the proposed algorithm and four benchmark methods in two different noise environments are summarized in Table 2 , 3 and 4 for the Pavia University, Moffett and Washington DC datasets, respectively. The boldface numbers in these tables represent the best performance (i.e., the highest UIQI, or the lowest DD/RMSE/ERGAS/SAM) of all fusion methods under test. From these three tables, one can observe that the proposed SPR-CNMF outperforms all benchmark methods in all the performance metrics for the three datasets. For the Pavia University dataset only, with the increase in noise levels, the performance of all fusion methods decreases to some extent. For example, in terms of RMSE, the performance of SPR-CNMF is at least 25 lower than that of the second one (CNMF and CSTF for two noise cases, respectively), and the other metrics display similar trends. Especially, the difference between the proposed SPR-CNMF and the original CNMF is from 20 to 34 with the increase in noise levels. The same trend applies to the Moffett and Washington DC datasets, in which the performance of the proposed SPR-CNMF has obvious advantages over other benchmark methods. According to the analysis above, the proposed SPR-CNMF has good noise adaptability or anti-noise performance.
In order to estimate the change rule of performance with respect to spectral bands (wavelength), the ERGAS and RMSE curves of all fusion methods are shown in Fig.5 , where the noise levels are set to be Y m = 30 dB and Y h = 25 dB. For three datasets, the performance curves of ERGAS and RMSE vary with the spectral band (wavelength), except for the removed bands in the Moffett and Washington DC datasets. It is important to emphasize that the ERGAS and RMSE performance of the proposed SPR-CNMF is significantly better than that of the benchmark methods, except for the spectral bands from 1900 nm to 2500 nm in the Washington DC dataset. From the figures and tables, we can see that the proposed SPR-CNMF performs better than the state-ofthe-art benchmark methods in most cases for three datasets, which also verifies the validity of proximal regularization of the proposed SPR-CNMF method.
In terms of computational complexity, there are two bottlenecks in the ADMM-based Algorithms 2 and 3, i.e. the computation of s j+1 and a j+1 . Since both involve large-scale matrix computation that usually run out of memory, complexity reduction is conducted to simplify (12a) and (16a) as (13) and (17), respectively. As shown in Table 5 , the theoretical complexity and runtime are presented, in which order of magnitude (OM) and per-iteration runtime (PRT) are the metrics of estimated performance. One can observe that the theoretical complexity and per-iteration runtime of s j+1 drops by 8 and 4 OMs, respectively, while a j+1 decreases by 1 and 4 OMs. Although three datasets have the same theoretical complexity, the runtime may be quite different, which may be explained as the difference of sparsity, measure value and convergence, etc. If the bottlenecks are not reduced in computational complexity, the naive SPR-CNMF algorithm would take more than 2000 seconds.
As shown in Table 6 , the complexity of SPR-CNMF has been greatly improved after optimization. For the Pavia University and Washington DC datasets, the origninal CNMF has the best performance of runtime, followed by the proposed SPR-CNMF, while the BSR method consumes the longest runtime. However, for the Moffett dataset, the proposed SPR-CNMF performs the best, followed by CSTF and CNMF. In the simulations, as the iterations of outer loop (in Algorithm 1) increases, each inner loop (in Algorithm 2 and 3) reaches the convergence condition within several iterations without running exhaustively. In a word, the proximal regularization can promote the convergence speed of ADMM-based algorithms by the iterative update of the minimum volume simplex, which verifies the effectiveness of proximal regularizers.
In addition, the pan-sharpening methods can be adapted to fuse hyperspectral and multispectral images, when the panchromatic data are replaced with a multispectral image. The quantitative results are listed in Table 7 and 8. We can find that the performance of pan-sharpening methods is far worse than that of the proposed SPR-CNMF, whereas their runtime is much lower than that of the data coupling-based methods, especially the SFIM and GSA methods. It can be seen that the fusion methods based on classical algorithms do not yield good performance due to spectral distortion or spatial-spectral separation processing, but the runtime achieves the best.
V. CONCLUSION
To address the ill-posedness of CNMF and the loss of cubic structure information, this paper proposes a proximal minimum-volume regularizer based on the distance between endmember vertices and iterative mass center, to redefine the fusion method. Proximal alternating optimization and ADMM algorithms are employed to design the solvers. The experimental tests show that, compared with the benchmark methods, the performance of the proposed SPR-CNMF algorithm has obvious advantages. Moreover, in terms of computational complexity, the proximal regularization of minimum-volume and sparsity can accelerate the convergence speed of alternative iterations. So we can draw a conclusion that minimum-volume and sparsity based SPR-CNMF method not only yield the high-fidelity reconstructed images, but also improve the anti-noise performance. However, the current research focuses on the fusion algorithm under the condition of known degradation operators, leading to the limited universality in practical applications. Therefore, the fusion method with unknown degradation matrices needs to be further studied. YANWEI WANG received the B.S. degree in communication engineering from the Binhai College, Nankai University, Tianjin, China, in 2018. He is currently pursuing the master's degree with the School of Electronic and Information Engineering, Liaoning Technical University, Huludao, China. He is a Visiting Student with the School of Software, Tsinghua University, Beijing, China. His research interests include hyperspectral imaging, radar signal processing, and convex optimization. VOLUME 7, 2019 
