This paper proposes a delayed fractional-order model of glucose-insulin interaction in the sense of the Caputo fractional derivative with incommensurate orders. This fractional-order model is developed from the first-order model of glucose-insulin interaction. Firstly, we investigate the non-negativity and the boundedness of solutions of the fractional-order model. Secondly, the stability and the bifurcation of the model are studied by separating the associated characteristic equation of the model into its real and imaginary parts and taking a time delay as the bifurcation parameter. The asymptotic stability and the Hopf bifurcation are discussed via the condition of creation of the bifurcation. Furthermore, it is shown that the onset of the bifurcation is related to the fractional orders of the model. Finally, some numerical simulations of the model using the Adam-Bashforth-Moulton predictor corrector scheme are demonstrated to support our obtained theoretical results.
Introduction
Several mathematicians have developed mathematical models describing the relationship between insulin and glucose in human beings. Such models have been restricted to integer-order ordinary differential equations and delay differential equations [1] [2] [3] [4] [5] . The most widely used model in physiological research on the metabolism of glucose is the socalled minimal model. In 1981, Bergman et al. [6] proposed a three-compartment minimal model to analyze and estimate insulin sensitivity and pancreatic responsivity to the glucose tolerance of human subjects. In 1986, Pacini and Bergman [7] applied the model to MINMOD, which is a computer program for the identification of model parameters for each individual. Gaetano and Arino [8] modified the minimal model by incorporating the insulin dynamics. Their modified model consists of the following three state variables: G(t) denotes the plasma glucose concentration at time t, I(t) represents the insulin concentration at time t, and X(t) is an auxiliary function describing insulin-excitable tissue glucose uptake activity. The modified minimal model can be expressed as
with the initial conditions G(0) = p 0 , X(0) = 0, I(0) = p 7 + I b . The meaning of the parameters in the model, i.e., p 0 , p 1 , p 2 , . . . , p 7 , G b , and I b are defined in [8] . The term (G(t) -p 5 ) + is taken to be (G(t) -p 5 ) if G(t) > b 5 , otherwise it is taken to be zero. However, there are three drawbacks for minimal model (1) as mentioned [8, 9] . The first disadvantage of system (1) is that it does not admit an equilibrium point and its solutions may not be bounded. Since the minimal model cannot conduct a single-step parameter fitting process, then erratic estimates of insulin sensitivity definitely occur. This is considered as the second defect of the model. The final drawback of system (1) is that it does not have an explicit time delay to impede the action of insulin on glucose, but it performs an artificial delay via the variable X(t) instead. Therefore, the authors in [8] introduced the dynamical model to solve the mentioned problems of the minimal model. However, the physiological hypotheses underlying Eq. (1) are still maintained; in other words, the disappearance of glucose from plasma may be explained as a first-order process of the rate which is both dependent and independent upon insulin concentration. The new model takes the form of . . , b 7 , G b , and I b , are described in [8] . However, the dynamical model gives a few assumptions that may not be necessary or realistic [9] as follows. For instance, the interaction term b 4 
dG(t) dt = -b 1 G(t) -b 4 I(t)G(t)
+
I(t)G(t) is too restrictive so it can be replaced by the more general and realistic term b 4 I(t)G(t) (αG(t)+1)
, where 1 α denotes the half-saturation constant. Moreover, the approach used to introduce the delay b 5 in Eq. (2) is quite restrictive because it depends on only one subjective assumption that the effective pancreatic secretion of insulin at time t is considered to be proportional to the average value of glucose concentration in the b 5 minutes preceding time t. Other possible ways of incorporating the time delay should be brought to fix this problem. Moreover, the model is always globally asymptotically stable. The main objective for a use of the above two models is only to study metabolism of glucose via the medical experiment called the intra venous glucose tolerance test (IVGTT) [7, 10] .
Later on, Li and Kuang [9] thus generalized the dynamical model using some techniques, e.g., finding an appropriate way of incorporating time delay so that the new models can have unstable positive steady states and generate sustainable oscillatory solutions. In general, diabetic patients can exhibit intrinsic glucose oscillation [11] . Obtaining sustained insulin and glucose oscillations depends on two essential factors [9, 11, 12] , i.e., (i) a time delay of 30-45 min for the effect of insulin on hepatic glucose production and (ii) an inert effect of insulin on glucose utilization because insulin performs from a compartment remote from plasma. Obviously, both minimal model (1) and dynamical model (2) do not account for the delayed influence of insulin on the hepatic glucose production and are Apparent first-order disappearance rate constant for insulin a 3 Constant measuring the insulin-dependent glucose disappearance rate per unit [pM] of plasma insulin concentration a 4 Reciprocal of the half-saturation constant of plasma glucose a 5 Second-phase pancreatic insulin release rate constant in mg/dl of the average plasma glucose concentration throughout the previous τ minutes a 6 Constant increase rate in plasma glucose concentration due to constant baseline liver glucose release τ Number of minutes of the past period whose plasma glucose concentrations influence the current pancreatic insulin secretion not designed to explain insulin oscillation. Hence, these two models cannot produce unstable steady states. This is confirmed from the clinic data reported in [8] . Renaming the parameters of the specific model proposed by Li and Kuang with the ordered new parameters, the convenient model, which is the special case of their delay differential models of glucose-insulin interaction, can be written as follows [9] :
where τ ≥ 0 and the initial conditions are 6 , and τ are given in Table 1 . They provided two important differences of model (3) comparing with model (2). First, they used the more general and realistic Michaelis-Menten form
I(t)G(t) (a 4 G(t)+1)
for insulindependent net glucose tissue uptake instead of I(t)G(t). This is because of the capacity of insulin's ability for digesting glucose and the limit of time. Second, they assumed that the effective pancreatic secretion at time t is affected by the value of glucose concentration in the τ minutes preceding time t instead of the average amount in that period. Performing extensive simulations using the clinic data in [8] , they successfully obtained periodic solutions in model (3). They concluded that even without hepatic glucose production, their model can give oscillatory solutions.
Recently, fractional-order differential equations, which are used to model complex phenomena, have been extensively applied in many fields [13] [14] [15] [16] . This is because the behaviors of many biological systems have memory or hereditary properties which can be better described using fractional-order derivatives [17] . Hence, fractional-order differential equations, which use fractional-order derivatives such as the Caputo fractional derivative [18] and the Grünwald-Letnikov derivative [19] , can be used to model real problems better than using integer-order differential equations for some particular problems. In consequence, several mathematicians and scientific researchers have introduced many fractional-order differential equation models developed from their original integer-order differential equation models.
There have been some articles describing the use of fractional-order differential equations to model real-world problems in mathematical biosciences. For example, Ertürk et al. [20] proposed and solved numerically the fractional-order differential system for a giving up smoking model using the multi-step generalized differential transform method (MSGDTM). Cho et al. [21] developed a fractional-order version of the minimal model for glucose-insulin dynamics. They also investigated local stability of the model. Carvalho and Pinto [22] proposed a delay fractional-order model for co-infection of malaria and HIV/AIDS while personal protection and vaccination against malaria are considered. Huang et al. [23] studied a bifurcation control for a novel incommensurate fractionalorder predator-prey system with a time delay. Lekdee et al. [24] solved a fractional-order model of the glucose-insulin homeostasis in rats, obtaining analytical and numerical solutions using the Laplace-Adomian-Padé method and the Adams-Bashforth-Moulton type predictor-corrector scheme. They also found all exact solutions of this fractionalorder model using the Laplace transform. More recent applications of fractional-order differential equations in biological studies can be found in [25] [26] [27] [28] .
In particular, many glucose-insulin interactions have been investigated using first-order differential equation models (see, e.g., [8, 11, [29] [30] [31] [32] [33] [34] [35] ). However, there were some recent research evidences of the significant usefulness of fractional-order derivatives in constructing glucose-insulin models. For instance, in 2017, Sakulrang et al. [36] verified that deterministic fractional-order models could provide better fits than first-order differential equation models to continuous glucose monitoring (CGM) data from subjects with type 1 diabetes. They also concluded that for physiologic plausibility, their fractional-order models provide a reasonable rate of movement of glucose from the blood into the environment. In 2015, Kim et al. [21] proposed a generalized MINMOD Millennium model using the Caputo fractional-order derivative of order α ∈ (0, 1]. They discovered from the model that the value of β 1-α is inversely proportional to the value of S I , where β is a fractional time constant for preserving units and S I is the insulin sensitivity. This can be biologically interpreted as meaning that the concentrations of glucose and insulin in the system can be balanced by increasing the active rate β 1-α and decreasing S I , or vice versa. This is because the value of β 1-α (e.g., β 1-α = 1 represents normal subjects while β 1-α = 2 is for diabetic patients) can be physiologically considered as the effect of the rheological behavior in enhancing the muscular and liver sensitivity to the action of insulin [6, 37] . Hence, fractionalorder differential equations currently play a significant role in generalizing integer-order mathematical models for glucose-insulin dynamics so that some mentioned advantages of fractional-order derivatives are carried on with the classical models. Motivated by the significance and importance of fractional-order derivatives and the advantages of the generalized dynamical model (3) as described above, we will convert the first-order delay differential equations for glucose-insulin interaction in Eq. (3) into a delayed fractional model in the sense of the Caputo fractional derivative with incommensurate orders. We will find a positive equilibrium point of the resulting system and analyze asymptotic stability of the system. In addition, we will establish conditions for which the fractional-order system undergoes a Hopf bifurcation at the equilibrium point. Finally, the Adams-Bashforth-Moulton type predictor-corrector method will be used to obtain numerical solutions of this model to confirm the theoretical analysis.
The paper is organized as follows. In Sect. 2, we present some preliminaries including the definition of Caputo fractional derivative and its properties and the asymptotic stability theorem for a delayed fractional differential system. The description of the modified Adams-Bashforth method for solving delayed fractional differential equations is con-tained in this section. In Sect. 3, the transformation from Eq. (3) to an incommensurate fractional-order differential system for glucose-insulin interaction is obtained. The nonnegativity and boundedness of solutions of the proposed model are proved in Sect. 4 . The stability analysis of a positive equilibrium point of the resulting model is discussed in Sect. 5. The existence of a Hopf bifurcation for the model is established in this section. In Sect. 6, numerical simulations are provided. Finally, the conclusions are given in the last section.
Preliminaries
Frequently, real-world problems can be mathematically modeled using differential equations equipped with some initial conditions. Thus, Caputo's definition of fractional-order derivative is appropriate to replace the classical derivative used in the original models. In addition, the Laplace transform of Caputo's derivative can be written in terms of the given initial conditions of the problems and Caputo's derivative of a constant is equal to zero. Hence, we will reasonably use this fractional-order derivative for our delayed fractionalorder glucose-insulin interaction model.
A function f (t) (t > 0) is said to be in the space C q (q ∈ R) if it can be expressed as
The function is also said to be in the space [17, 38] and the references cited therein for further details).
Definition 2.1 ([17])
The Riemann-Liouville fractional integral operator of order q > 0 of a function f ∈ C q with a ≥ 0 is defined as
where
Definition 2.2 ([17])
For a positive real number q, the Caputo fractional derivative of order q with a ≥ 0 is defined in terms of the Riemann-Liouville fractional integral, i.e.,
where t ≥ a, f ∈ C m -1 , and m ∈ N. In particular, when 0 < q ≤ 1, we have 
. Then x(t) ≤ y(t).
The Laplace transforms of the Caputo fractional derivative and some types of the Mittag-Leffler functions are as follows.
Lemma 2.2 ([17]) The Laplace transform of the Caputo fractional derivative of order m
where F(s) = L {f (t)}.
Definition 2.3 ([17]) The single parameter Mittag-Leffler function is defined by
and the two parameter Mittag-Leffler function can be defined by
It is not difficult to see that E q,1 (t) = E q (t).
Lemma 2.3 ([17]) The Laplace transforms for several Mittag-Leffler functions are given by
provided that s > |λ| 1/q , where λ is a constant parameter.
Definition 2.4
Consider the following fractional-order system:
Consider a general delayed fractional-order system
where τ > 0 is a time delay and X(t) = (x 1 (t), x 2 (t), . . . , x n (t)) T ∈ R n . The equilibrium point X * of system (13) is the solution of the equation F(X, X) = 0. The associated linearized system of system (13) at an equilibrium point X * can be written as
where A, B ∈ R n×n . The characteristic equation of system (14) is
where I ∈ R n×n is the identity matrix. If τ = 0, the linearized system (14) is reduced to
where the coefficient matrix
In [23, 41] , the Hopf bifurcation conditions were investigated for the general delayed fractional-order system (13) . Suppose that the following conditions hold, then system (13) encounters a Hopf bifurcation at the equilibrium X * when τ = τ 0 .
(1) All the eigenvalues λ i , i = 1, 2, 3, . . . , n, of the coefficient matrix M of the linearized system of Eq. (13) ] τ =τ 0 = 0, where Re(·) denotes the real part of a complex number. Next the algorithm for solving a delayed fractional-order differential equation is briefly discussed as follows. Bhalekar and Daftardar-Gejji have modified the Adams-Bashforth method to solve delay differential equations of fractional order (FDDE) [42] . The method is described below. Consider the FDDE
For convenience, we use the starting point a = 0. Then the Volterra integral equation of (17) can be written as
Similarly, we obtain a uniform grid for the delayed problem as {t n = nh : n = -k, -k + 1, . . . , -1, 0, 1, . . . , N}, where k and N are integers such that h = T/N and h = τ /k. For the sake of simplicity, we let
and note that
We assume that the approximations y h (t j ) ≈ y(t j ) for j = -k, -k + 1, . . . , -1, 0, 1, . . . , n have been calculated, and we want to calculate y h (t n+1 ) using the formula
Applying the product trapezoidal quadrature formula to approximate the integral in (22) , by substituting approximations y h (t n ) for y(t n ), we obtain
The product rectangle rule is then applied in (23) to evaluate the following predictor term:
3 Fractional-order model description
In this section, we develop a delayed fractional-order glucose-insulin interaction model, which is based on the generalized dynamical model (3), using the Caputo fractional derivative. Since model (3) is the delay differential system in which the derivative of I(t) at time t is given in terms of the value of glucose concentration in the τ minutes preceding time t, i.e., G(t -τ ). The Caputo fractional-order derivative, which will be inserted into each equation of Eq. (3), contains the accumulated information of weighted ordinary derivatives from the starting point to the present time depending upon the value of its fractional order. Replacing the integer-order derivative in a classical delay differential system with the Caputo fractional-order derivative, we can utilize accumulative information of the rate of change of unknown functions appearing in the system besides only the values of the unknown functions at the current and previous times. Hence, the mathematical models constructed using fractional-order derivatives can express memory, history, or nonlocal effects. Furthermore, the theoretical and numerical results contained in [9] confirmed that the first-order model (3) can perform the following behaviors: asymptotically stable steady state, oscillatory solutions converging to the steady state, and sustainable oscillatory solutions when the values of the parameter a 4 and the delay τ are adjusted. In particular, if a 4 > 0 and τ is small, then the positive steady state becomes stable, while if a 4 is relatively small but τ is large, then oscillatory solutions, i.e., periodic solutions, may occur. This consequently invites us to study a fractional-order version of the generalized dynamical model (3) so that we can investigate whether fractional orders of the new model are an additional factor affecting the appropriate delays, which are required for the existence of a stable equilibrium or periodic solutions of the fractional model. If stability regions of the fractional-order model can be changed by its fractional orders, then by a mathematical point of view we can utilize this benefit for certain purposes. For example, calculating the suitable time delay τ depending on fractional orders of the system such that the concentrations of glucose and insulin in diabetic patients exhibit their asymptotically stable or sustainable oscillatory behaviors. In terms of physiological aspects, the fractional-order model of (3) could influence the delay action between insulin in plasma and its effect on the hepatic glucose production and also on a period range of oscillation in human insulin secretion. These cannot be obtained from using the first-order system (3). Therefore, this motivates us to develop a fractional-order version of the generalized dynamical model. Replacing the first-order derivatives in Eq. (3) by the Caputo fractional derivatives of orders q 1 , q 2 ∈ (0, 1], respectively, the resulting equations still have the problem in which the units of the left-hand side and the right-hand side of the resulting system mismatch, i.e., the units of the left-hand side are time q 1 and time q 2 while the units of the right-hand side of the system have the dimension time -1 . Hence, we must preserve units as described in [21, 43] on both sides of each equation in the resulting system by adjusting some of the original parameters or multiplying some original parameters by a fractional time constant β. After taking care of the units for both sides of the equations, we obtain the delayed fractionalorder model of glucose-insulin interaction with incommensurate orders as follows:
For convenience, we set
Then system (27) becomes
where t ∈ [-τ , T), τ ≥ 0 and T is some positive number. The initial conditions of system (29) are the same as those of system (3). It can be noticed that all new parameters, except α 4 , depend significantly on the fractional orders q 1 , q 2 and the fractional time constant β. These new parameters maintain the biological meaning of the old parameters which they are associated with. However, their values can be varied via the values of q 1 , q 2 , and β as set above. Especially, we call the parameters α 1 and α 2 the fractional tissue glucose uptake rate and the fractional disappearance rate constant for insulin, respectively. As mentioned in the generalized MINMOD Millennium model [21] , the terms β 1-q 1 and β 1-q 2 can be physiologically considered as the parameters describing the rheological behavior in enhancing the muscular and liver sensibility to the action of insulin. Roughly speaking, the new fractional-order model (29) is the generalization of the first-order system (3). The fractional-order system (29) will be used as our model for analysis and simulation in the following sections. In order to find equilibrium points of system (29), we set C D where
) ,
In the following sections, the investigation of non-negative and bounded solutions of system (29) will be provided. Furthermore, the issue of a Hopf bifurcation for the proposed fractional-order system will be carried out when the time delay τ is used as a bifurcation parameter.
Non-negative and bounded solutions
In this section, we show the non-negativity and boundedness of the solutions of system (29) with some initial conditions. Denoting R 2 + = {(x, y) ∈ R 2 |x, y ≥ 0}, we have the following theorem. (29), we have
Theorem 4.1 All solutions of the initial value problem, which is given by system (29) and the initial conditions G(t) ≡ G
This contradiction shows that G(t) > 0 for all t > t 1 by Corollary 2.1. Similarly, we assume that there exists a first time t 2 such that I(t 2 ) = 0 and C D (29), we then obtain
Since G(t 2 -τ ) > 0, this contradiction shows that I(t) > 0 for all t > t 2 using Corollary 2.1. Hence, the solution of system (29) stays in R As for the boundedness of G(t), by the first equation of model (29), we have
a G 1 (t) = -α 1 G 1 (t) + α 6 and G 1 (0) = G(0). Consider the following fractional differential equation:
Taking the Laplace transform of Eq. (32) by using Eq. (7), we then obtain
Taking the inverse Laplace transform of Eq. (33), we then have
Applying Eqs. (10) and (11) to Eq. (34), we have
where E q 1 ,β (z) is the two-parameter Mittag-Leffler function defined in Eq. (9) . By Lemma 2.1, we now have 
It is not difficult to see that as t → ∞, E q 1 (-α 1 t q 1 ) in Eq. (37) 
and it follows that there exists a constant M > 0 such that ||G(t)|| ≤ M. From the second equation of model (29), we have
Let C D q 2 a I 1 (t) = -α 2 I 1 (t) + α 5 M and I 1 (0) = I(0). Applying the same approach as used above to the resulting fractional differential equation, we then obtain
and
The
boundedness statements for G(t) and I(t) imply that the solution (G(t), I(t))
exists for all t > 0. This completes the proof.
Main results
In this section, some explicit conditions for the occurrence of a Hopf bifurcation for Eq. (29) will be established. Using the transformation
Eq. (29) can be converted to
Then the linearization of system (43) at the origin leads to
The characteristic equation of system (44) can be obtained as
or equivalently as
Assume that s = iω = ω(cos
) is a root of Eq. (47) when ω > 0. Substituting s into Eq. (47) and then separating the real and imaginary parts of it, we obtain m 2 α 5 cos(ωτ ) + ω q 1 +q 2 cos (q 1 + q 2 )π 2
Utilizing Eq. (48) and through direct calculation, we get the following relations:
Using Eq. (49) with the fact that cos 2 ωτ + sin 2 ωτ = 1, we then have
It is assumed that Eq. (50) admits at least one positive real root, denoted by ω 0 , and we call it the critical frequency. From cos ωτ = G 1 (ω), we define
Therefore, the bifurcation point of the system, associated with ω 0 , is
To derive the condition for the occurrence of a Hopf bifurcation, we announce the following hypothesis:
where 
Proof Differentiating both sides of Eq. (47) with respect to τ , we attain
Then we have
By straightforward computation, we can deduce
where R Proof If there is no delay, i.e., τ = 0, Eq. (47) becomes
The roots of the above characteristic equation are
It is not difficult to see that Re(λ ± ) < 0. Hence, the positive equilibrium point (G * , I * ) of fractional-order system (29) is locally asymptotically stable when τ = 0. In other words, near τ = τ 0 , there is a branch of periodic solutions bifurcating from the equilibrium point (G * , I * ).
Numerical results
In this section, we will provide four numerical examples to verify our theoretical results obtained in Sect. 5. The numerical solutions for system (29) presented in this section are simulated using the Adams-Bashforth-Moulton type predictor-corrector scheme described in Sect. 2 with the step-size h = 0.01. In addition, the parameter values and the initial conditions [8, 9] 
but the values of α 1 and α 2 , which depend upon the fractional orders q 1 and q 2 , will be computed later. In order to see the impact of the time delay τ on the dynamics of system (29), the bifurcation point τ 0 is required to be calculated. We employ four sets of the fractional orders q 1 and q 2 as shown in Table 2 to perform the dynamics of the system. Also, the values of α 1 , α 2 , ω 0 , and τ 0 , which can be computed using Eqs. (28), (50), (51), and the values of q 1 , q 2 from the mentioned sets are included in Table 2 . The following four numerical simulations using the information in Table 2 are discussed below.
Case I: We use the values of q 1 , q 2 , α 1 , and α 2 from Set 1 in Table 2 and the information (58) to simulate system (29) . The system is reduced into the regular integerorder system. From (30) , the positive equilibrium point of the system for this case is (G * , I * ) = (650.592, 381.488). From Table 2 , we have ω 0 = 0.002825 and τ 0 = 607.919.
This value of τ 0 for this integer-order case is in the acceptable range for obtaining sustainable oscillatory solutions as mentioned in [9] . Using Eq. (56), we easily obtain Re[
ds dτ
] τ =τ 0 ,ω=ω 0 = 0.000001695 = 0. Hence, by means of Theorem 5.1, the positive equilibrium point (G * , I * ) is asymptotically stable when τ = 400 < τ 0 , which is demonstrated in Fig. 1 for t ∈ [0, 12,000]. While τ = 700 > τ 0 , this equilibrium point is unstable, and there occurs a Hopf bifurcation at the equilibrium point as illustrated in Fig. 2 for t ∈ [0, 12,000]. Case II: We utilize the values of q 1 , q 2 , α 1 , and α 2 from Set 2 in Table 2 and the information (58) to numerically solve system (29) . The system is reduced into the commensurate one with q 1 = q 2 = 0.92. From (30) , the positive equilibrium point of the system for this case is (G * , I * ) = (722.65, 359.07), and from ] τ =τ 0 ,ω=ω 0 = 3.238532623 × 10 -7 = 0. Hence, by Theorem 5.1, the equilibrium point for this case is asymptotically stable when τ = 1000 < τ 0 , which is illustrated in Fig. 3 for t ∈ [0, 40,000]. While it is unstable and a Hopf bifurcation emerges when τ = 1600 > τ 0 , as simulated in Fig. 4 ] τ =τ 0 ,ω=ω 0 = 3.650184 × 10 -7 = 0. Thus, by Theorem 5.1, the positive equilibrium point for this case is asymptotically stable when τ = 900 < τ 0 , which is shown in Fig. 5 for t ∈ [0, 40,000]. However,it is unstable and a Hopf bifurcation occurs when τ = 1500 > τ 0 , as displayed in Fig. 6 for t ∈ [0, 40,000]. Case IV: Employing the values of q 1 , q 2 , α 1 , and α 2 from Set 4 in Table 2 and the information (58) for system (29), we perform numerical solutions of the obtained incommensurate fractional-order system with q 1 = 0.92q 2 = 0.72. From (30) , the positive equilibrium point of the system for this case is (G * , I * ) = (1018.09, 334.39), and we obtain ω 0 = 0.000903 and τ 0 = 2089.425 as expressed in ] τ =τ 0 ,ω=ω 0 = 1.373511 × 10 -7 = 0. According to Theorem 5.1, the positive equilibrium point for this case is asymptotically stable when τ = 1400 < τ 0 . The graphical result is shown in Fig. 7 for t ∈ [0, 40,000]. Actually, this equilibrium point is asymptotically stable when τ ∈ [0, 2089.425). However,it is unstable and a Hopf bifurcation emerges when τ = 2400 > τ 0 , as displayed in Fig. 8 for t ∈ [0, 40,000].
In the following part, we will discuss the different effects of each of the fractional orders on bifurcation for system (29) . The parameter values, which are used in our experiments, can be calculated using relation (28) with the fractional time constant β = 1. For the sake of convenience, we fix one of the fractional orders and vary the other one to investigate the effects of the altered one on the bifurcation of the system. Here the experiments are as follows.
Experiment I: We set q 1 = 0.92, then we observe the effects of q 2 on bifurcation for system (29) . In this case, we easily calculate the corresponding critical frequency ω 0 and bi- Table 3 . It can be easily concluded from Table 3 and Fig. 9 that the bifurcation occurs in advance as q 2 increases. Experiment II: We set q 2 = 0.95, then we study the effects of q 1 on bifurcation for system (29) . In this case, we can compute the corresponding critical frequency ω 0 and bifurcation Table 4 . It can be easily observed from Table 4 and Fig. 10 that the bifurcation emerges ahead of time as q 1 increases.
Conclusion
In this article, we have proposed the delayed fractional differential equation model for glucose-insulin interaction using the Caputo fractional derivative with incommensurate orders. The unique positive equilibrium point of the system has been discovered. We have also established the conditions for stability of the equilibrium point and Hopf bifurcation. It has been found from the stability analysis that the time delay τ in the system has significant influence on the stability. In fact, stability regions of fractional-order model (29) can be adjusted by varying the fractional orders of the model as simulated in experiments I and II of Sect. 6. Furthermore, the Hopf bifurcation has occurred prematurely as one of the fractional orders increases while the other is fixed. The numerical examples obtained using the Adams-Bashforth-Moulton type predictor-corrector scheme have verified our main theoretical results.
