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ABSTRACT 
Necessary and sufficient conditions are given for the C-numerical range of a 
matrix A to be a subset of the real axis. In particular, it is shown that both A and C 
must be translates of hermitian matrices. 
1. INTRODUCTION 
Let C and A be n-square complex matrices, and let c = a + ib be a 
complex n-tuple. The c-numerical range of A [l] is the subset of the complex 
plane 
,xk)xl ,..., ~,o.n. 
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In (1) the standard inner product is used and x1,. . . , x,, run over all sets of 
orthonormal (o.n.) bases. The C-numerical range of A [l] is the set of 
numbers 
W(C, A) = { tr(CU*AU))U unitary}. (2) 
In (2) U runs over all n-square unitary matrices. 
There are a number of elementary facts about W,(A) and W(C, A) that 
we require. First note that if c = ek, where ek is the n-tuple whose kth 
component is 1 with the remaining components 0, then W,(A) is the classical 
Toeplitz-Hausdorff numerical range (field of values) W(A) [ 12,4,11,6,7,3]. If 
U and V are arbitrary unitary matrices, then 
W,(U*AU) =W,(A), (3) 
and 
Also 
W(U*CU,V*AV) = W(C, A). (4) 
W(C,A)=W(AC), (5) 
and if C is normal with eigenvalues cr, . . . , c,, then 
W(C, A) = W,(A). (6) 
If A = H + iK is the hermitian decomposition of A, then the reality of 
W(A), i.e., the condition 
W(A)cR, (7) 
implies that K = 0 and hence that A is hermitian. The converse is equally 
obvious. The purpose of this paper is to obtain necessary and sufficient 
conditions on c, A, C in order that 
and 
W(C,A)clW. (9) 
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Interest in the geometric structure of the numerical range and its generaliza- 
tions dates to the original Toeplitz-Hausdorff theorem, in which W(A) is 
proved convex. Later W,(A) was proved convex for real c [13], and the 
relation between algebraic properties of A and geometric properties of the 
generalized numerical ranges of A was studied. An example of this kind of 
result states that if W(A) is a subset of the unit disk and every eigenvalue of 
A has modulus 1 then A is unitary [9]. Another result of this type shows that 
although W(A) is the convex polygon spanned by the eigenvalues of A when 
A is normal, the converse is true only for n < 4 [5]. However, if several of the 
higher numerical ranges of A are convex polygons, then A is normal [8]. In 
[2] it is proved that if 
r,(A) = max IzI, 
; E W(C,A) 
then if C is not a scalar matrix and tr( C) # 0 then rc( A) = 0 implies A = 0. 
In other words, if W(C, A) is the origin, then A = 0 under these conditions. 
Various proofs of this result subsequently appeared in [lo]. 
Suppose that c = ye, where y is a complex number and e is the n-tuple 
with every component equal to 1. Then 
W,(A) = ytr(A), 
a single point. Similarly, if C is a scalar matrix, C = yl,, then 
W(C, A) = ytr(A) 
and either of the conditions (8) and (9) collapses to y tr( A) E R. Of course, if 
A is scalar, then W,(A) and W(C, A) again collapse to a single point. 
Henceforth we shall assume that c is not a multiple of e and that neither A 
nor C is a scalar matrix. 
2. STATEMENTS 
In the present section we state the main results of this paper, and in 
Section 3 the supporting lemmas and proofs appear. 
THEOREM 1. Zf W(C, A) is contained in a fixed line parallel to the real 
axis, then at least one of C and A must be normal. 
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THEOREM 2. The inclusion 
Y(A)cR (10) 
holds iff one of the following two independent sets of conditions is satisfied: 
I. There exist p, r, p in R and a hermitian matrix L such that 
b and e are linearly irukpendent , 
a+pb=pe, 
A=d,+(p+i)L, 
T i b,+ptr(L)=O. 
k=l 
01) 
(12) 
(13) 
(14) 
II. There exist p and p in R and a hermitian matrix L such that 
b =pe, 
A = ipl, + L, 
p i a,+j3tr(L)=O. 
k=l 
(15) 
(16) 
(17) 
THEOREM 3. The inclusion 
W(C,A)cR (18) 
holds iff both C and A are rwrmul and one of the two independent sets of 
conditions is satisfied: 
I’. There exist p, 7, p in R and hermitian matrices L and T such that 
T is not scalar, (19) 
c = pz, + (i - p)T, (20) 
A=TZ,+(p+i)L, (21) 
tr( 7T + pL) = 0. (22) 
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II’. There exist p and p in Iw and hermitian matrices L and S such that 
C = ipZ, + S, (23) 
A = ipl, + L, (24) 
tr( /IL + pS) = 0. (25) 
Note that in I’ the imaginary part of C is not scalar, whereas in II’ it is. 
Recall from Section 1 that we have assumed neither C nor A is scalar, and 
hence neither L nor S in I’ and II’ above can be scalar. 
For the purpose of the final result we drop the conditions that neither C 
nor A is scalar. 
TrrEorzrzM 4. The clussical numerical range satisfies 
W( CU*AU) c II3 (26) 
for all unitary U iff at least one of C and A is scalar and their product is 
hermitian. 
3. PROOFS 
We begin with two lemmas necessary for the proof of Theorem 1. 
LEMMA 1. Zf A is not normul, then there exists a unitary matrix R such 
that R*AR is upper-triangular (u. t.) and the 1,2 entry satisfies ( R*AR)12 # 0. 
Proof. If A is 2square, then the conclusion is clear, since the 1,2 entry 
in any u.t. unitary transform of A is not 0. Henceforth, assume A is n-square, 
n > 3. By Schur’s [7] theorem bring A to ut. form, and if there are any 
multiplicities among the eigenvalues hi,. . . , X n of A, assume that they occur 
among h, ,..., An-i, i.e., assume that if any multiplicities occur, at least two 
of the eigenvalues A i, . . . , X n _ 1 are equal. If the upper left (n - lksquare 
principal submatrix in A is not diagonal, then it is not normal, and a simple 
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induction on n completes the proof. Thus we may assume A has the form 
0 i 
a1 
a2 
a n-1 
(27) 
If some aP, p < n - 1, in (27) were 0, then interchange rows 1 and p and 
columns 1 and p, a unitary similarity on A, so that we may assume under 
these circumstances that 
0 
a2 
a n- 
--- 
L 
(2% 
The lower right (n - l>square principal submatrix in (28) is not normal (since 
A is not normal), and hence by induction on rr this submatrix is unitarily 
similar to an u.t. matrix with 1,2 entry not 0. We could then perform a block 
permutation to place this submatrix in the upper left position with X, in the 
n, rr position, to complete the proof. Thus we can assume in (27) that none of 
a l,. . . , an _ 1 is 0. Moreover, if there are any multiplicities among Xi, . . . , x n ~ 1, 
we can also assume that X, = ha = A, so that A has the form 
A= 
x I 
hi 0 p a2 
_____+------__-----;---__ 
I A, 0 I a3 
0; *. I . * (29) I * 
1 * 
I 0 A,_, I a,_, 
_____+----________ 
0; 0 
_;_____ 
; An 1 
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Since a, and a2 are not 0, choose a unitary 2-square matrix W such that 
W*[z:]= [E], a#O. (30) 
Let U=W/Z,_,, and we compute from (29) and (30) that U*AU has the 
same form as (28) and the proof can be completed as before. 
Thus we can assume that A has the form (27) with h,, . . . , A, distinct and 
a,,...,a,_, different from 0. We prove that any such matrix cannot have an 
eigenvector corresponding to h n whose nth component is 0. For, suppose that 
Ax = X,x (31) 
and X, = 0. Then componentwise the equation (31) becomes 
&x, = &pt, t=1,...,n-1. (32) 
But X,#X, andhencex,=O, t=l,..., n - 1, a contradiction. Let T denote 
the lower right principal (n - l)-square submatrix of A in (27). Since T has 
precisely the same form as A, we may apply the preceding remark to 
conclude that any eigenvector of T corresponding to h, must have its last 
coordinate .z not 0. Choose a unitary (n - l>square W so that W*TW is ut. 
with X, in the 1,l position. Then the first column of W is an eigenvector of 
T corresponing to X,. Let V = 1 i W, and compute that 
(33) 
Note that 
[o ... 0 a,]w=[qz * ... *I, 
in which a 1z # 0. This completes the proof. n 
LEMMA 2. For n = 2, if W(C, A) is contained in a fixed line parallel to 
the real axis, then at least one of C and A must be nmmul. 
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Proof. From (4) we may assume that 
c$ Q], A=[“;’ 111. 
Now let 
UC 0 
[ 
,i+ 
1 _e-i+ 0 ’ 
and compute that 
I 
-iZc#a 
CU*A(J= cllu22 - c12ay;+ C12Ull 
- c22a 12e c22a 11 I 
Thus 
tr(CU*AU) = - c12u12e-i2+ + (c,~u~~ + ~~~uii). (34) 
If neither C nor A is normal, ci2ui2 # 0, and since $ is arbitrary, the 
numbers (34) do not lie on a line parallel to the real axis. n 
Proof of Theorem 1. If we assume that neither C nor A is normal, then 
by Lemma 1 we may assume that 
(35) 
in which M and Q are 2-square with M,,Q,, f 0, and both C and A are u.t. 
Let U be an n-square unitary matrix of the form 
U=R/Z,_, 
in which R is 2-square unitary. We compute that 
CU*AU = 
MR*QR MR*F+LG 
0 1 NG ' (36) 
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and hence 
tr( CU*AU) = tr( MR*QR) + tr( NG) (37) 
We are assuming that tr(CU*AU) lies on a fixed line parallel to the real axis. 
Since tr(NG) is a constant, we conclude from (37) that 
tr( MR*QR) (38) 
1ies:on a fixed line parallel to the real axis as R varies over all e-square unitary 
matrices. But then Lemma 2 implies that at least one of M or Q is normal 
and hence M,,Q,, must be 0, a contradiction. n 
LEMMAS. lf M and N are n-square hermitian then 
(39) 
for all 0.n. x1, x2 iff 
Case I (n = 2): 
M+N=hZ, where X=trM=trN. 
Case 2 (n 2 3): 
M=N=Xl,, X real. 
Proof. Case I (n = 2): Replace x1 and x2 in (39) by 
sxr + tx, (40a) 
and 
- tx, + SX, (4Ob) 
respectively, where s and t are complex numbers satisfying 1~1’ + 1 t I2 = 1. 
The equation (39) then becomes 
(M(sx,+t~,),sx,+tx,)=(N( -tx,+Sx,), -tx,+Sx,), 
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which, using (39), simplifies to 
Rest((M+N)x,,x,)=O (41) 
for all 1sl2 + jtl2 = 1 and o.n. x1 and x2. Since st can have any argument, it 
follows that (41) holds iff 
((M + N)x,, 4 = 0 (42) 
for all x1, x2 o.n. We now use the following general fact: 
WY)=0 
for all x and y for which (x, y) = 0 iff R is a multiple of I,. Hence we can 
conclude 
M+N=XI,. (43) 
For rr = 2, 
t’(M) = (Mx,, xr)+(Mx,, x2) 
= (Nr,, ~a)+ (Nr,, q) 
= tr( N). 
Then 
and similarly 
tr(M+N)=2A, 
tr(M) = A, 
tr(N) = A. 
Conversely, if M + N= XI, and X = tr M= trN, then 
(Mx,,r,)= tr( M)-(Mx,,r,)=A-( Mx,,x,) 
= ((AI, - M)x,, 4 
= (Nx2.3 x2). 
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Case 2 (n > 3): Let u be an arbitrary unit vector. Then since rr > 3, we 
may choose v and w such that the triple u, v, w are o.n. Then 
(Nx,r)=(Mv,v) for all unit vectors x E (v) ‘. (44) 
Thus letting c, = (Mu, v) we can conclude from (44) that 
PNx = c,x, l-E(v)? (45) 
where P is the orthogonal projection into (v) I. Similarly 
QNx = c,x, xqwy, (46) 
where Q is the orthogonal projection into (w) I. Now replace x by u in (45) 
and (46) to obtain 
PNu = cou, (47) 
QNu = c,u. (48) 
If we set y = Nu, then we can write 
y=aw+bv+cu+z, ZE(U,v,W)L. 
Then from (47) 
c,u = Py = aw + cu + z 
and hence a = 0 and .z = 0, so that 
From (48) 
y=bv+cu. 
cWu = Qy = bv + cu, 
and hence b = 0. But then y = cu, and thus 
Nu E (u). 
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But u was arbitrary, so that N must be a multiple of the identity, say 
N = XI,. Similarly M is a multiple of the identity and 
M=N=XZ, 
follows from (39). 
As a consequence of Lemma 3 we have the following result. 
m 
COROLLARY. ZfMishermitianand (Mx,,x,)=(Mxs,xs) foraZ1o.n. x1 
and x2, then M = AZ,. 
We are now in a position to prove Theorem 2. 
Proof of Theorem 2. We compute that 
f: c,(Ax,,x,)= f: (a,+ib,){(Hk,Xk)+i(KXk,Xk)} 
k=l k=l 
+ i t ((b,H + a$)x,, xk). 
k=l 
(49) 
Hence (49) is real iff 
(50) 
where M, = b,H + a,K, k = 1,. . , , n. If the left-hand side of (50) is evaluated 
for the ordered sequence of o.n. vectors 
x17 x 2,..., Xi-l, Xi, Xi+l,..., xj-1' xiT xj+lT"'7 ‘n’ (51) 
then from (50) 
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or 
((“i-Mj)ri,xi)=((lCI,-Mj)zj,xj) (52) 
in which xi and xj are arbitrary o.n. vectors. Applying the Corollary, it 
follows that 
Mi - Mi = AjjZ,, (53) 
where Xii E Iw, and (53) holds for all i < j. Now 
or 
Mi-Mj=(b,-bj)H-(ai-aj)~=A,j~,, 
(b,-bj)H=Xijz,+(ai-aj)K. (54) 
There are two distinct cases to consider: 
I. There exists a pair p < 9 such that b, - b, f 0, i.e., b and e are 
linearly independent. 
II. b = /3e. 
Case I: We can write 
x 
H = b, yqbq ‘7,+ aP-aY bp-bq K’ 
or 
H=rZ,+pZZ, (55) 
where r, p E (w. Replace H in (50) by the expression in (55) to obtain 
t (M,x,,x,)=r i b,+ i (a,+,d,)(Kx,,x,)=O (56) 
k=l k=l k=l 
Evaluating (56) on the n-tuple of o.n. vectors (51) and subtracting the result 
from (56) yields 
{(ai-aj)+~(bi-bj)}{(K~i,xi)-(K~j,~j)}=O (57) 
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for all 0.n. pairs of vectors xi, x j. If 
were to vanish for all o.n. pairs of vectors xi, x j, it would follow that K would 
be scalar and hence from (55) that H, and finally A, would be scalar. But this 
case was dealt with before, and we are assuming that A is not scalar. Hence 
the first factor in (57) is 0 for any pair of integers i < j. Thus for any pair 
i<j 
or 
a, + phi = aj + pb,, (56) 
a+pb=pe. 
Substituting (59) into (56) results in 
(59) 
r f: b,+ptr(K)=O. (60) 
k=l 
Also note from (25) that 
A=H+iK=TZ,+(p+i)K. (61) 
The conditions (59), (60), and (61) are precisely (12) (14) and (13) respec- 
tively with the generic L replacing the letter K. Conversely we can easiIy 
confirm that the conditions I immediately imply that 
Case ZZ (b = Be): 
that for some p E R 
W,(A)cR. 
Since we are assuming that c # ye, it follows from (54) 
K = pZ, 
and so 
A=H+iK=H+ipZ,. (62) 
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Thus 
k=l k=l 
=kgluk( Hx,~k)- nPp 
Ptr(H)+p f: ak 
k=l 
From (10) we have that 
Ptr(H)+p ? k=lak=o. (63) 
Thus if W,(A) c R and b = be, then the conditions (62) and (63) hold for 
appropriate real numbers p and p and an hermitian matrix L [H is to be 
replaced by L in (62) and (63)]. Th e conditions (62) and (63) are then 
precisely (16) and (17). Conversely if (15), (16) and (17) hold, then we 
compute that 
? ‘-k(A%Xk)= 5 (~,+@){(Lx,,x,)+ip} 
k=l k=l 
= k+k( Lxk, xk) - nh 
+i /$(Lxk i k=l (64) 
The imaginary part of (64) is 
PtrcL)+p t uky 
k=l 
which by (17) is 0. 
We proceed to the proof of Theorem 3. 
n 
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Proof of Theorem 3. Recall that we are assuming that neither C nor A is 
scalar. By Theorem 1 the inclusion (18) implies that at least one of C or A 
must be normal. Assume initially that C is normal and that the eigenvalues of 
C are ck = ak + ib,, k = l,..., n, i.e., 
c=a+ib. (65) 
Then since W(C, A) is invariant under unitary similarity, choose a unitary V 
such that 
V*CV=diag(c,,...,c,) (88) 
W( C, A) = W( V*CV, A) 
= W(diag( cr,. . . C”)J) 
An element of W(C, A) has the form 
and observe that 
tr(diag( cr,. . . , c,) U*AU) = i ck(U*AU)kk 
k=l 
n 
= c ck( U*AUek, ek) 
k=l 
= k~lck~Auek~uek) 
= k&dAxk, xk)> (87) 
where x1,..., x, run over all 0.n. sets of n vectors as U runs over all unitary 
matrices. 
Thus 
W(C, A) = W,(A), 
and the condition (18) becomes (lo), and we are able to apply Theorem 2 
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once we now that c is not a multiple of e. But since C is normal and not a 
scalar, this follows immediately. Hence by Theorem 2 one of the following 
sets of conditions must hold: 
I. There exist real numbers p, r, p in R and a hermitian matrix L such 
that 
b and e are linearly independent, (68) 
a + pb = pe, (69) 
A=rL,+(p+t)L, 
r f b, + ptr( L) = 0. 
k=l 
(70) 
(71) 
II. There exist /I and p in R and a hermitian matrix L such that 
b=pe, 
A = ipl, + L, 
p f a,+ptr(L)=O. 
k=l 
(72) 
(73) 
(74) 
Assume first that I holds. Write 
C=S+iT. (75) 
Then the eigenvalues of C are c, and the normality implies that the 
eigenvalues of S are a and those of T are b. The statement (68) then 
becomes: T is not scalar and 
S+pT=pZ,. (76) 
Thus substituting (76) in (75) results in (19) and (20). Also (70) is precisely 
(21). Similarly (71) becomes 
Ttr(T)+ptr(L)=O, 
the condition (22). 
Conversely the conditions (19), (20), (21) and (22) imply that 
W(A,C)=W,(A)cR. (77) 
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For, a typical element of W(C, A) is 
tr(CU*AU)=tr([pZ,+(p-_)T]U*[rZ,+(p+i)L]U) 
=prn+p~tr(L)-~rtr(T)-(~z+l)tr(TU*LU) 
+itr(rZ,+pL). (78) 
Thus (77) holds iff (22) holds. 
Assume now that II [i.e., (72), (73), (74)] holds. Then (72) implies that 
T = PI,. The condition (73) is precisely (24) and (74) becomes 
tr( j3L + pS) = 0, 
precisely (25). 
We have proved that (18) implies I’ or II’ holds. We have also shown in 
(78) that I’ implies that W(C, A) c R. It remains to show that II’ implies that 
(18) holds. Again we compute that a typical element of W(C, A) is 
tr(CU*AU) = tr(($Z, + S)U*(ipZ, + L)U) 
= - r$P + tr( SU*LU) 
+itr(PL+pS). (79) 
The condition (25) in II’ guarantees that (18) holds. 
Observe that had we assumed initially that A were normal, the argument 
could have proceeded exactly as above with the roles of A and C inter- 
changed. n 
Proof of Theorem 4. As was previously mentioned, the numerical range 
of an n-square matrix is real if and only if that matrix is hermitian and so it 
follows from (26) that if either A or C is scalar, then their product must be 
hermitian. We will henceforth assume that neither A nor C is scalar, in order 
to obtain a contradiction. The hypothesis (26) implies that 
(CU*AUx, X) E R 
for all unit vectors x and unitary matrices U, and so 
tr( CU*AU) E R 
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for all such U. But then Theorem 3 implies that both A and C are normal 
matrices. Write C = VDV*, D = diag( X r, . . . , X ,), and note that 
W(CU*AU) = W(VDV*U*AU) 
= W(D(UV)*A(UV)) 
= W( DR*AR) 
is always real (here R = UV is unitary). Therefore 
(DR*ARe,, ek) = (R*ARe,, D*e,) 
= (R*ARe,, X,e,) 
= (XkARe,, Re,) 
is always real for all unitary matrices R, and thus X, A is hermitian, 
k=l,...,n. 
Since we are assuming that C is not scalar, we can conclude that for some 
nonzero eigenvalue X of C 
A=XH, H hermitian. 
A similar argument shows that 
C=pK, K hermitian, 
for some ~1 f 0. Thus we have that 
W(CU*AU)=XpW(KU*HU)cIW, 
for all unitary U. To abbreviate the notation set [k] = diag(k,, . . . , k,), 
[h]=diag(h,,..., h,). Then writing K = X[k]X* and H =Y*[h]Y with 
h,k, # 0, we have 
W(CU*AU)=ApW(X[k]X*U*Y*[h]YU) 
=x,uW([k](YUX)*[h](YUX)) 
=X/.LW([~]R*[~]R)~IW, 
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and so it follows that Xpk,h, E R. Thus Xp E R and so 
W(KU*HU) c R, 
which implies that KU*HU is hermitian for all U, i.e., 
KU*HU = U*HUK. (80) 
As we indicated above, both H and K may be assumed diagonal in (80). 
Since we are assuming that neither H nor K is scalar, we may also assume 
that 
H= [ h, 0 0 h, 1 -1, 
K= [ k, 0 
0 k, 
1 -i- K,, 
in which (h 1 - h,)( k 1 - k 2) # 0 and H, and K 1 are (n - 2>square diagonal 
matrices. If we take U to be 
and apply (80), we conclude that 
&(h, - h,)(k, - k,) = 0. 
But 117 can be chosen not 0, and hence the assumption that (h, - h,)( k, - 
k,) # 0 (i.e., that both H and K are not scalar matrices) is contradicted. Thus 
at least one of H and K is scalar, and the proof is complete. W 
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