Abstract. Let H denote a nite dimensional Hopf algebra with antipode S over a eld |. We give a new proof of the fact, due to Oberst and Schneider OS], that H is a symmetric algebra if and only if H is unimodular and S 2 is inner. If H is involutory and not semisimple, then the dimensions of all projective H -modules are shown to be divisible by char| . In the case where |is a splitting eld for H , we give a formula for the rank of the Cartan matrix of H , reduced mod char| , in terms of an integral for H . Explicit computations of the Cartan matrix, the ring structure of G 0 (H), and the structure of the principal indecomposable modules are carried out for certain speci c Hopf algebras, in particular for the restricted enveloping algebras of completely solvable p-Lie algebras and of sl(2; |).
Introduction
This article is a study of representations of nite dimensional Hopf algebras H in the spirit of Larson's \Characters of Hopf Algebras" L], but with the emphasis on the non-semisimple case. Thus particular attention is given to the properties of projective modules. To a large extent, we work inside the Grothendieck groups G 0 (H) and K 0 (H) of the categories of nitely generated H-modules and nitely generated projective H-modules, respectively, and the various connections between G 0 (H) and K 0 (H) are among our main focal points: The comultiplication of H causes G 0 (H) to be a ring and K 0 (H) to be a module over G 0 (H); there is a canonical duality between K 0 (H) and G 0 (H) which has a very natural interpretation in terms of Hattori-Stallings ranks (for K 0 (H)) and ordinary characters (for G 0 (H)); and, of course, there is the Cartan map c : K 0 (H) ! G 0 (H).
Here are the main results of the article. Throughout, H denotes a nite dimensional Hopf algebra over a eld |of characteristic p 0, and S is the antipode of H. Theorem 1. If H is involutory (that is, S 2 = Id) and not semisimple, then p divides the dimension of every projective H-module.
The next result determines the rank of the map e c = Id | c : | Z K 0 (H) ! | Z G 0 (H). This is a lower bound for the rank of c, and the two ranks are identical for p = 0. We let C denote the Cartan matrix, that is, the matrix of the Cartan map with respect to the canonical Z -bases of G 0 (H) and K 0 (H) that are a orded by the irreducible H-modules and their projective covers, respectively. Here t is any nonzero left integral of H and / denotes the right adjoint action of H on itself. Moreover, if S 2 is inner, then H is semisimple i C = Id i p does not divide det C.
The article also contains explicit computations of the Cartan matrix C and of the ring structure of G 0 (H) for a number of speci c Hopf algebras H that are of interest, in particular for the restricted enveloping algebras of completely solvable p-Lie algebras and of sl(2; | ). These algebras display features that contrast sharply with the classical case of nite group algebras: C is always singular, and the ring G 0 (H) is not semiprime for the restricted enveloping algebra of sl(2; | ).
A brief summary of the contents of the individual sections is as follows. x1 reviews the basic pertinent material on Grothendieck groups in the more general setting of nite dimensional associative algebras. This section is, to a large degree, a summary of parts of Ba2], specialized to nite dimensional algebras.
x2, on symmetry and dimensions, is independent of Grothendieck groups and is entirely based on a few simple observations about duality and traces. Theorem 1 is proved in x2.3 and, in x2.5, unimodularity of H is shown to be equivalent with self-duality of the projective cover of the \trivial" H-module. As a consequence, one obtains that H is a symmetric algebra if and only if H is unimodular and S 2 is inner.
x3 takes up the material of x1 in the context of Hopf algebras and contains the proof of Theorem 2 (in x3.4). The main emphasis is on the ring and module structures that are now carried by the various objects of x1. This section also contains an analysis of the special case where the Jacobson radical of H is a Hopf ideal.
x4 is devoted to a detailed discussion of some explicit examples: the Sweedler algebra H 4 , a class of algebras that were constructed by Radford R3] (based on earlier examples due to Taft T] ), and the restricted enveloping algebras of completely solvable p-Lie algebras and of sl(2; | ). In each case, the ring G 0 (H), its module K 0 (H), the principal indecomposable modules, and the Cartan matrix are determined.
The author would like to thank Susan Montgomery for her thorough reading of the rst version of this article which lead to a number of improvements, clari cations, and proper accreditations. In particular, she pointed out to us that the aforementioned characterization of symmetry was rst observed by Oberst and Schneider OS] . The present proof is a simpli cation of our original argument which incorporates a suggestion of hers and H.-J. Schneider. After the rst version of the article was circulated, the author learned from Jim Humphreys that most of the features of the sl(2; | )-example exhibited in x4.4 have previously been discovered by Pollack Po] and have been rederived by Humphreys in H]. There is also previous work of Humphreys on symmetry H2]. Related material on representations of nite dimensional cocommutative Hopf algebras, phrased in the language of ( nite) algebraic groups, can be found in V].
Notations and conventions. All algebras, Hopf and otherwise, considered in this article are nite dimensional over a commutative base eld |of characteristic p 0, and all modules are left modules and are assumed to be nite dimensional over | . Finally, stands for | and : = Hom | ( : ; | ) denotes the linear dual. Further assumptions will be explicitly stated at the beginning of each section.
1. Background from the theory of finite dimensional algebras Throughout this section, A will denote a ( nite dimensional) algebra over |and J = rad A is the Jacobson radical of A. We x a full set of nonisomorphic irreducible A-modules V 1 ; : : : ; V t and we let P i = P (V i (e.g., P], p. 56), and hence C(A) reg = ff 2 A : f(a) = 0 for all a 2 A with a p n 2 A; A] for some n 0g : Explicitly, writing P = A n e for some idempotent matrix e = (e i;j ) 2 M n (A), we have r P = P T(e i;i ).
In particular, if P is free of rank n over A then r P = T(n). Since each P i has the form P i = Ae i for some primitive idempotent e i 2 A, the image of the Hattori-Stallings rank map is exactly the additive subgroup of A= A; A] that is generated by the (primitive) idempotents of A. Finally, we de ne
where the last map is the canonical epimorphism A= A; A] A= ( A; A] + J), and we put i = ( P i the nonzero e i 's are independent over K, and hence the nonzero i 's are independent over | .
(c) The proof of (c) is dual to the rst part of the proof of (b). which is associative and symmetric, that is, (ab; c) = (a; bc) and (a; b) = (b; a) holds for all a; b; c 2 A. We recall some well-known facts about symmetric algebras:
(1) Group algebras of nite groups and all nite dimensional semisimple algebras are symmetric.
(2) If A is symmetric then, for any irreducible A-module V , the socle of P(V ) is isomorphic to V . In particular, it follows that P(V ) = P(V ) as (right) A-modules. (In case A is a Hopf algebra, the switch from left to right modules is unnecessary, because the side of the action is preserved for duals by means of the antipode. See x2.1 below.) (3) If A is symmetric then the matrix C 0 = (c 0 i;j ) of x1.2 is symmetric and, consequently, the form f : ; : g is symmetric.
Facts (1) and (2) Lemma. Let A is a symmetric algebra with form . Then: and, consequently, (u ?1 bu; a) = (u ?1 bua; u). Finally, using associativity and symmetry of , one computes (u ?1 bua; u) = (u; u ?1 bua) = (bu; a) = (a; bu) = (ab; u) which entails the claimed identity (a; b) = (u ?1 bu; a).
Dimensions and Symmetry
Throughout this section, H denotes a nite dimensional Hopf algebra over | , with counit ", antipode S, and comultiplication . The latter will be written (h) = P h 1 h 2 for h 2 H. Recall that all H-modules are left modules and are assumed to be nite dimensional over | .
2.1 Homomorphisms. Let V and W be H-modules. Then Hom | (V; W) can be made into an Hmodule by de ning
In the special case where W = |= | " is the trivial H-module, so H acts on |via the counit ", this simpli es to the following formula describing the H-action on V = Hom | (V; | ):
Viewing tensor products of H-modules as H-modules by means of the diagonal map , the canonical isomorphisms (cf. Bou], p. II.77 and II.80)
are in fact an H-module isomorphisms. Finally, the space of H-invariants Hom | ( Thus ( : ) becomes an exact contravariant automorphism of the category of nite dimensional Hmodules. Clearly, ( : ) respects direct sums, and some power of ( : ) is equivalent to the identity, because S has nite order ( R3]). In particular, V is irreducible (resp., indecomposable) if and only if V is. The H-module V is called self-dual if V = V . The trivial H-module |= | " and the regular left H-module H are self-dual, the former as a consequence of the identity " S = ", the latter by Sw], Theorem 5.1.3. Consequently, projectivity also transfers between V and V .
2.3 Theorem. Assume that H is involutory (that is, S 2 = Id).
(a) ( L] Proof. Both parts follws from the observation that, for any H-module V , the trace map tr V=| :
End | (V ) ! |= | " of x1.4 is an H-module map. Indeed, identifying End | (V ) with V V as in x2.1, it su ces to check H-linearity of the map : V V ! | ; v f 7 ! f(v). Using the identity
as required. (b) Now let P be a projective H-module and assume, by way of contradiction, that p does not divide dim | P. Then the trace map tr P=| splits via : | " ! End | (P) ; k 7 ! (dim | P) ?1 k Id P . Therefore, | " is isomorphic to a direct summand of End | (P) . Inasmuch as End | (P) = P P is projective, by the Fundamental Theorem of Hopf Modules ( Mo] , Theorem 1.9.4.), we conclude that | " is projective as well. This forces H to be semisimple, contrary to our assumption.
Remarks. The semisimplicity hypothesis in (a) is de nitely necessary. Indeed, the restricted enveloping algebra H = u(g) of the restricted p-Lie algebra g = sl(2; | ) over a eld |of characteristic p > 2 has an irreducible module of dimension p. See x4.4 below for a detailed discussion of this example.
Part (b) implies in particular the known result ( L] 
Lemma. P(| " ) = P(| ). In particular, P(| " ) is self-dual if and only if H is unimodular.
Proof. Put Q = P(| " ) , an indecomposable projective H-module, by x2.2. It su ces to show that Q maps onto | . But Q = He for some primitive idempotent e 2 H, and He contains a nonzero left integral t of H, because | " = | " embeds into Q. Thus t = te = (e)t, and so (e) 6 = 0 and Q = ?! He ?! | is epi. Proposition ( OS] ). H is a symmetric algebra precisely if H is unimodular and S 2 is inner. Proof. The conditions are su cient. For, if 2 H is a nonzero right integral then, putting (h; k) = (hk) for h; k 2 H, one obtains an associative bilinear form ( : ; : ) : H H ! |which is well-known to be nondegenerate ( LS] , Theorem or R], Cor. 2(b)). Moreover, since H is unimodular, the form also satis es (h; k) = (S 2 (k); h) for h; k 2 H ( LS], Proposition 8 or R], Theorem 3(a)). Thus, choosing a unit u 2 H so that S 2 (h) = uhu ?1 holds for all h 2 H, we can de ne : H H ! |by (h; k) = (uh; k)
to obtain the required symmetric form. Conversely, assume that H is symmetric. Then P(V ) = P(V ) holds for all irreducible H-modules V , by x1.7 (2). In particular, the above Lemma implies that H is unimodular. (For a more elementary proof of this implication, see H2], Theorem 2.) Thus the associative nondegenerate form (h; k) = (hk) used in the rst paragraph of the proof satis es (h; k) = (S 2 (k); h). On the other hand, by Lemma 1.7(b), (h; k) = (u ?1 ku; h) for some unit u 2 H. Consequently, S 2 (k) = u ?1 ku which shows that S 2 is inner. Remarks and Examples. (1) Finite dimensional commutative Hopf algebras are symmetric, since they are unimodular and involutory. Cocommutative Hopf algebras are symmetric precisely if they are unimodular which is not generally the case (cf. (4) This condition is certainly satis ed if g is nilpotent or if g = g; g] and so, in particular, if g is simple.
The condition is also satis ed for the diamond algebra, for example, but not for the 2-dimensional solvable p-Lie algebra (cf. x4.3).
The Grothendieck ring
The notations introduced at the beginning of x2 remain in e ect. Furthermore, as in x1, V 1 ; : : : ; V t denotes a full set of nonisomorphic irreducible H-modules, P i = P (V i Recall also that the form f : ; : g has matrix C 0 , and it is symmetric if H is symmetric. 3.2 Semiprimeness. Recall a subgroup X of K 0 (H) is said to be isotropic with respect to form f : ; : g if fX; Xg = 0. In case f : ; : g is symmetric, this condition is equivalent with fx; xg = 0 for all x 2 X.
Proposition. K 0 (H) contains no nonzero -invariant isotropic G 0 (H)-submodules if and only if G 0 (H) is a semiprime ring and the Cartan map c is injective.
Proof. First assume that K 0 (H) contains no nonzero -invariant isotropic G 0 (H)-submodule. Then, in particular, Ker(c) = 0 and so c is injective. Let N denote the nilpotent radical of the (Noetherian) ring G 0 (H) and suppose, by way of contradiction, that N 6 = 0. Choose n so that I = N n 6 = 0, but I 2 = 0, and note that I is -invariant, because N certainly is. Also, since c is injective, c Z Q is bijective, and so I \ Im(c) 6 = 0. Consequently, letting X denote the preimage of I in K 0 (H) under c, we have I c(X) and X is a nonzero -invariant G 0 (H)-submodule of K 0 (H). Since I 2 c(XI), we deduce that c(XI) = 0, and hence XI = 0. On the other hand, hXI; 1i = hX; Ii fX; Xg 6 = 0, by assumption on the form f : ; : g. This contradiction shows that we must have N = 0, and so G 0 (H) is semiprime.
Conversely, assume that G 0 (H) is a semiprime ring and the Cartan map c is injective. If X is a nonzero -invariant isotropic G 0 (H)-submodule of K 0 (H), then I = c(X) is a nonzero -invariant right ideal of G 0 (H) (and so I is actually a two-sided ideal of G 0 (H)). Moreover, 0 = fX; Xg = hX; Ii = hXI; 1i = hXIG 0 (H); 1i = hXI; G 0 (H)i, and hence the orthogonality relations imply that XI = 0. Therefore, I 2 = c(XI) = 0, contradicting semiprimeness of G 0 (H).
Examples.
(1) Semisimple Hopf algebras H: In this case, C is the identity matrix and C 0 is a diagonal matrix with positive entries. Therefore the quadratic form Q(x) = fx; xg is positive de nite and no nonzero isotropic submodules of K 0 (H) can exist. Therefore, G 0 (H) is semiprime if H is semisimple. | More generally, this shows that G 0 (H) is a semiprime ring if J is a Hopf ideal of H, because G 0 (H) = G 0 (H=J) holds in this case.
(2) Group algebras over su ciently large elds: For group algebras | G of nite groups G, the Grothendieck ring G 0 (| G) can be explicitly described in terms of (Brauer or ordinary) characters, and semiprimeness is evident from this description. However, it also follows from the Proposition, in view of the fact that the Cartan matrix C (= C 0 , because |is assumed large) is known to be invertible and to have the form C = D T D, where D is an integer matrix, the so-called decomposition matrix But (3) implies that J (W V ) JW V , and similarly for Q, because V is semisimple. Thus, comparing dimensions, we obtain (5). (5) ) (4) and (6): We write head X = X=JX for all H-modules X. Now let V , W be H-modules, with V semisimple. Then head P(W) = head W, a general property of projective covers, and (5) implies that head(P(W) V ) = (head P(W)) V . Thus (head W) V = head(P(W) V ) is semisimple, and so head(W V ) canonically maps onto (head W) V . On the other hand, the canonical epimorphism
So (head W) V and head(W V ) are in fact isomorphic which proves (4). For (6), consider the composite epimorphism
where the rst two epimorphisms are the canonical ones and the last isomorphism was established above. Using the Nakayama Lemma we deduce that P(W V ) maps onto P(W) V . Similarly, the canonical epimorphism P(W) V W V implies that P(W) V maps onto P(W V ). Inasmuch as P(W) V and P(W V ) are both nite dimensional, the latter two epimorphism are in fact isomorphisms, thereby proving (6).
(6) ) (7) is trivial. (7) ) (2): Let V and W be semisimple H-modules and put X = W V . By two applications of (7), P(X) = P(W) V = P(| " ) X : On the other hand, by general properties of projective covers, P(X) = P(head X), and (7) applied to head Xfurther implies that P(X) = P(| " ) head X. Therefore, P(| " ) X = P(| " ) head X. Comparing dimensions, we conclude that the canonical map X head X is an isomorphism and so X is semisimple.
Since (4) clearly implies (5), the proof is complete.
Corollary. Assume that J = rad H is a Hopf ideal of H. Then, for any H-module V , the projective cover P(V ) is given by P(V ) = P(| " ) (V=JV ). Consequently, K 0 (H) is a free G 0 (H)-module of rank 1 with generator P(| " )]. Furthermore, dim | P(| " ) is an eigenvalue of the Cartan matrix C, and hence a divisor of det C in Z .
Proof. In view of the general isomorphism P(V ) = P(V=JV ), the isomorphism P(V ) = P(| " ) (V=JV ) follows from (7) in the Lemma applied to V=JV .
In particular, we have P i = P(| " ) V i for i = 1; : : : ; t which can be written as a matrix equation over G 0 (H) as follows:
. . . (2) If H = | G is a nite group algebra then J is a Hopf ideal precisely if G has a normal Sylow p-subgroup ( M] ). Furthermore, Brockhaus ( Br] ) has shown that if P(V ) = P(| " ) V holds for all semisimple | G-modules V then J is a Hopf ideal of | G. This is a substantial strengthening of the implication (6) ) (1) where t is any nonzero left integral of H. Moreover, if S 2 is inner then the following are equivalent.
(1) H is semisimple; (2) C = Id; (3) p does not divide det C.
Note that, for p = 0, condition (3) just says that det C 6 = 0. 
where * is de ned by (h * f)(k) = f(kh) for h; k 2 H and f 2 H . Furthermore, is a free H-basis of (H ; *) ( LS] , p. 83 or R], Corollary 2). Therefore, rank( : ) t = dim | (H / t), as claimed.
The implications (1) ) (2) ) (3) are trivial. For (3) ) (1), note that (3) says that f c H is injective, and hence so is the map ( : ) t in the above diagram. Now suppose that S 2 is inner, say S 2 (h) = uhu ?1 for some unit u 2 H. Since "(u) 6 = 0, we have u] 6 = 0 in T(H) reg , and so ( u]) t 6 = 0. Therefore, by the above formula for ( : ) t , u / t 6 = 0. The computation u / t = X S(t 2 )ut 1 = X S(t 2 )S 2 (t 1 )u = S( X S(t 1 )t 2 )u = "(t)u now shows that "(t) 6 = 0, and so H is semisimple. 1) ), or if H = | G is the group algebra of a nite group G ( CR] , Theorem 7.10), or if H = u(g) is the restricted enveloping algebra of a \classical" p-Lie algebra g ( Se] , p. 101). I am not aware of an example where H=J is not separable. is based on an earlier construction due to Taft T] . Fix n > 1 and assume that |contains a root of unity ! of order n. Then H is generated by elements x, y, g subject to the relations g n = 1; x n = y n = 0; xg = !gx; gy = !yg; xy = !yx : Furthermore, g is group-like, and x and y are g; 1-primitive. The Hopf algebra has | -basis fg`x r y s : 0 `; r; s < ng, H is unimodular, and S 2 (h) = ghg ?1 holds for all h 2 H (see R3]). Thus H is symmetric. The radical of H is J = xH + yH, a Hopf ideal of H, and H=J = | hgi. Consequently, the radical J = rad H has nilpotence index 3. This could of course also be checked using the explicit generators e p?1 (h + 1) and (h + 1)f p?1 for J that are given in Se], p. 99.
