Abstract. Discrete-time linear periodic single-input/single-output (SISO) systems having uniform relative degree are considered. A closed-form expression of the blocking input is derived and exploited to obtain a computationally advantageous characterization of the structural zeros. Indeed, it suffices to compute the eigenvalues of a suitably defined (n • n) matrix, where n is the system order. It is shown that, in contrast to the general case studied in previous papers, the number of zeros of linear periodic SISO systems with uniform relative degree is always time invariant and equal to the difference between the system order and the relative degree. The new characterization is also used to provide a simple expression for the zeros of linear periodic systems described by input-output difference equations.
Introduction
In the last decade, linear periodic systems have been the object of several studies concerning both theoretical and applicative issues. On the theoretical side, the major advancements have regarded the clarification of notions such as controllability, reachability, and stabilizability (see, e.g., [2] , [1] ). This has opened the way to the introduction of the four-part Kalman canonical decomposition [12] , [3] and the study of the properties of periodic Lyapunov [4] and Riccati [6] equations arising in optimal control and filtering problems.
At the same time, it has become clear that periodic systems play a central role in important applications including multirate digital control systems [8] , the design of generalized sample-and-hold functions [22] , [21] , the study of cyclostationary processes [11] , and the design of periodic digital filters [20] .
A theoretical notion with significant practical applications (e.g., system inversion, disturbance rejection, and robust control tracking) is the concept of zero that was first introduced in [7] for single-input/single-output (SISO) reachable and observable discrete-time linear periodic (DLP) systems. More precisely, by referring to a time-invariant (also called "lifted") representation of th~ original periodic system, the zeros were defined as the zeros of the associated time-invariant system. The general MIMO case has been studied in [15] , where it has been shown that the same notion of zero can be recovered (without resorting to any time-invariant reformulation) by means of a geometric approach that extends the well-known controlled invariant subspace algorithm to the periodic case. The geometric approach has also been fruitfully exploited in the study of the structure at infinity of DLP systems [9] . A peculiarity of the zeros of DLP systems is that their number is, in general, a periodic function of time. In particular, as shown in [15] , the locations and number of the nonzero zeros are time-independent, whereas the number of zeros in the origin can be time-varying.
The main contribution of this paper is the derivation of a new method to find the zeros of SISO DLP systems having uniform relative degree. More precisely, having suitably defined the relative degree of a DLP system (Section 2), an explicit formula for the blocking input is derived under the uniform relative degree assumption (Section 4). This leads to characterization of the zeros as the unobservable eigenvalues of a suitable time-invariant pair, whose closed-form expression is given. Thanks to the uniform relative degree assumption, the number and location of zeros is time independent, and their number equals the difference between the system order and the relative degree. This novel characterization is used to provide a simple expression for the zeros of DLP systems described by means of input-output models (Section 5).
The results of the paper, besides providing some new insights, are also valuable on the computational side. Indeed, the calculation of the zeros is reduced to the computation of the eigenvalues of an n-dimensional matrix. This is a clear advantage with respect to lifting techniques [7] , [15] where, depending on the length of the period, very large matrices may be involved. Compared to the geometric approach, our contribution yields a direct way to obtain the V*-subspace without need of resorting to the V*-algorithm of [14] .
Finally, in Section 6 the potential application of the theory to two signal processing problems is sketched. The first problem concerns the design of a feedback device for the rejection of an arbitrary periodic disturbance (of known shape but unkonwn amplitude) by means of a first-order periodic filter. The second problem involves the prediction of cyclostationary (CS) processes, a topic of great interest in the signal processing community, see [10] , [11] . With reference to the Wold decomposition of a CS signal into its predictable and purely stochastic components, our results on periodic zeros are used to characterize the general structure of the predictable component.
Preliminaries
Consider the single-input/single-output (SISO) discrete-time linear periodic (DLP) system
x(t + 1) = A(t)x(t) -t-B(t)u(t)
(la)
where t c Z, x(t) ~ ~n is the state, u(t) E IR is the input, and y(t) ~ R is the output. We suppose that A(.), B(.), C(.) are periodic of period T 6 Z +. The transition matrix of system (1) In the following, we will make use of the operators L~ and LA, i > 0 [17] , defined as
For brevity, LlAh(t) will be denoted by Lah(t). Note that Lia C(t) = C(t-q-i)~a (tqi, t). The operator LA can be used to give a compact definition of the k-step observability matrix [ 13] :
It is easy to see that the subspace of states that are unobservable over [t, t + k -1] coincides with the null space of Ok (t). In an analogous way, the k-step reachability matrix is defined as
The range of Rk (t) yields the states that are reachable over the interval It -k + 1, t]. The remaining part of this section extends to the discrete-time periodic case definitions and results worked out by Pinzoni in the context of generally timevarying continuous-time systems [ 19] . Definition 1. If there exists an index r(t), r(t) > 1, such that
then r ----r(t) is said to be the relative degree of I] at time t. If such an r does not exist, the system is said to have infinite relative degree, r(t) = ~.
Note that point (i) can be equivalently written as Or-1 (t + 1)B(t) = 0. It is easy to see that ifr(t) is finite and u(t) is the unit impulse at time t, with x(t) = 0, then y(k) = O, k = t, t + 1 ..... t + r(t) -1, and y(t + r(t)) = y(t). In other words, the relative degree is just the delay between the input and the output of the system.
In general, r(t) is a T-periodic function of time. When r(t) = r < cx~ is independent of t, the system is said to have uniform relative degree. Note that, if E has uniform relative degree, then B(t) # 0, C(t) # 0, Yt; moreover, if B(t) =-0 or C(t) --O, the relative degree of E is infinite. Later, the following technical result will be useful. 
hij(t) ---(LiAC(t)) tL~B(t)) .

Then, the thesis follows by observing that rank [Hr (t)] < rain(rank [ Or (t), rank [Rr (t)]) , and recalling that rank [Rr(t)] <_ min(r, n), rank [Or(t)] < rain(r, n).
[]
Zeros of linear periodic systems
Bolzern et al. [7] (reachable and observable SISO systems) and Grasselli and Longhi [15] (general MIMO case) defined the invariant zeros of the periodic system E by making reference to a time-invariant (lifted) reformulation of ~. The main drawback of such a characterization is of computational type, because the dimension of the system matrix of the lifted time-invariant system may be large even when the periodic system is low dimensional. A different approach to the study of zeros of DLP systems is pursued in [15] where the structural zeros are defined in a geometric way that relies on the properties of periodic invariant subspaces. In [ 15] it is also shown that the set of structural zeros coincides with the set of invariant zeros. For ease of reference, the basic notions and the main results of the geometric approach are summarized here.
Definition 2. A T-periodic subspace V(t) ___ R n, Vt, is said to be (A(.), B(.)) invariant [A(.) invariant] ifA(t)V(t) c_ V(t-4-1)+Im[B(t)] [A(t)V(t) c V(t-4-t)], Vt eZ.
Definition 3. A T-periodic (A(-), B(.)) invariant subspace V(t) _ ]~n, Vt, is said to be a reachability subspace if, for any integer t and for any v ~ V(t), there exist h c Z + and a control function u(.) that transfers x(t -h) = 0 to x(t) = v and guarantees that
x(k) ~ V(k), Vk ~ [t -h, t -1].
Proposition 1. (i) A T-periodic subspace V(t) _ R n, Vt, is ( A (. ), B (. ) )-invariant iff there exists a T-periodic feedback F(.) such thatV(t) is (A(.) + B(.)F(.)) invariant, i.e., (A(t) + B(t)f(t)) V(t) __ V(t + 1), Vt.
(ii) Given a T-periodic subspace W(t) c IR n, Vt, the class C of (A(.), B(.))-invariant subspaces contained in W(t) admits the supremal element, hereafter denoted V*(t), containing every subspace of the class C. In what follows, for a T-periodic A(.)-invariant subspace V(t) _ R n, we will denote by A (.)IV(.) the restriction of A (t) to V(t), having V(t + 1) as codomain, and with A (t) (mod V(.)) the induced map from the quotient space R n (mod V(t)) to the quotient space R ~ (mod V(t + 1)).
Proposition 2. Let W(t) = ker[C(t)], Vt, and V*(t) and V~e(t) be defined as in Proposition 1. Consider the linear map R(t) = A(t) + B(t)F(t), where F(.) is such that V*(t) is (A(.) + B(.)F(.)) invariant. Then the linear map R(.) = R(.)IV*(.) (modV~e(')) is independent ofF(.), Vt ~ Z.
Definition 4 (Structural Zeros). The characteristic multipliers at time r of k (.) are called structural zeros at r.
Associated with every structural zero z there exists a vector w # 0, called zero direction, such that qbk(r + T, r)w = zw. In the following, we will refer simultaneously to a structural zero and this associated zero direction, by saying that the pair (z, w) is a zero of ~. An important issue concerns the possible dependence of the location and number of zeros on the time index r. In this respect, it has been shown that, in the reachable and observable SISO case, the zeros are independent of ~ [7] . In the general MIMO case, the time independence is restricted to the nonzero zeros, as proven in [15] .
According to the geometric approach, the calculation of zeros requires the computation of the subspaces V*(t) and Vre(t), which can be done by means of the V*-algorithm [14] . However, no direct and explicit formula for the zeros is available.
The definition of structural zero is justified by the following fundamental blocking theorem.
Theorem 1 [7] [15]. A necessary and sufficient condition for an input u(t) = p(t)~ ~z p(t + T) = p(t) Vt > r to yield a state motion of the type t--T x(t) = h(t)cr T , h(t + T) = h(t) , Yt > r ,
and to be such that y(t) = O, Vt > r, is that (~r, x(r)) be a structural zero of I].
An alternative characterization of zeros for DLP systems
In this section, with reference to SISO DLP systems having uniform relative degree, we will introduce a novel and computationally advantageous characterization of zeros. For this purpose, we will first obtain a state-feedback description of the inputs yielding an identically null output. Then, a direct link with the geometric theory of Section 3 will be established. In particular, we will give an explicit characterization of the subspace V* (t) and a closed-form expression for the periodic feedback F(.) that renders V* (-) an (A(.) + B(.)F(.))-invariant subspace. Throughout the rest of the paper, the following assumption will be made.
Assumption A. The DLP system has uniform relative degree r(t) = r, gt.
Lemma 2. Under Assumption A, y(t) = O, Yt > r, iff the following conditions simultaneously hold." (i) u(t) = -~LrAC(t)x(t),
Vr
(ii) Or(r)x(v) = O.
Proof.
Observe that the Lagrange formula takes on the form t--1 . Because x (t) = 9 n (t, r)x (r), the thesis follows.
Lemma 3. Assume that Assumption A holds and let R(t) = A(t) + B(t)F(t), where F(t) = --y-~LrAC(t). Then
(ii) It is obvious that ker[Or(t)] _ ker[C(t)], 'v't. Moreover, by Proposition 1, ker[Or (t)] is an element of the class C. Now assume by contradiction that there exists a T-periodic subspace Q(t) and a T-periodic feedback F(t) such that
ker[C(t)] _ Q(t) ~ ker[Or(t)] and O(t) is (A(.) -F B(.)F(.)) invariant. Then, there exists ~(t) ~ Q(t), Yc(t) ~ ker[Or(t)] such that C(t)Yc(t) = O, Yt. Hence, by applying Lemma 2 for r = t, we obtain Y(t) 6 ker[Or(t)], a contradiction. (iii) This immediately follows from Lemma 1. []
Now we are in a position to state the main result of the paper.
Theorem 2. Under Assumption A, the structural zeros at r of ~ coincide with the unobservable eigenvalues of the time-invariant pair (~R(r + T, r), Or(t)), where R(t) = A(t) -B(t)UAC(t) (4) Lrz-lC(t + 1)B(t)
Moreover, their number is equal to n -r, Vt, and their location is independent of the time instant r.
Proof. In order to use Definition 4, we need to find the expression of the periodic matrix function/~(.). In view of Lemma 3, R(.) = A(-) + B(.)F(.) and V*(.) = ker[Or(-)]
. Therefore, we only need to characterize Vr*e(. ). Next, it is shown that Vr*e(t) = {0}, Vt. Indeed, assume by contradiction that v 6 V~'e(t), v # 0. Then there exists h c Z + and a control function u(.) that transfers x(t -h) = 0 to
x(t) = v and guarantees that x(t) ~ V~'e(t ) _ V*(t). In view of Lemma 2(i), if u(t -h) ~ F(t -h)x(t -h) = 0, then, for any possible choice of the values of u(s), s > t -h, there exists i > t -h such that y(i) 5~ 0. Hence, by Lemma 2(ii), ifu(t -h) ~ 0, then x(t -h + 1) ~ ker[Or (t -h + 1)] = V*(t -h + 1), a contradiction. Therefore, u(t -h) = 0. In the same way it is shown that u(s) = O, t-h+l
<s <t-l, sothatv=0.
Because Vr*e(t) = {0}, it follows that V*(.)(mod V~'e(.)) = V*(.). Now, observe that the characteristic multipliers of R(.) are a subset of those of R(.). If ~. is an unobservable eigenvalue of the pair (r + T, r), Or(r)), there exists v # 0 s.t.
qbR(r + T, r)v = ~.v (5)
Or(r)O = 0 .
Because v 6 V*(r) iff (6) is satisfied, it is clear that (5) and (6) From a practical point of view it is most remarkable that one need not check the observability of the eigenvalues of ~R (r + T, r) because, as stated in the next lemma, the observable eigenvalues of (~R (r + T, r), Or ('~)) are concentrated at the origin.
Lemma 4. Under Assumption A, the observable eigenvalues of the pair ( ~ R (r+ T, "r), Or(v)) are all equal to zero.
Proof. We first show that Or (r) q)R (r +n T, r) = 0. Indeed, in view of the uniform relative degree assumption,
{ L~+IC(t) , i < r-1 L~C(t+l)R(t)=
O, i>r-1.
Therefore,
Or(r)~R(r + nT, r)
l-C(r) 1
= [ LAG(r)
kL~-| C(r) 
Theorem 3. Let Assumption A hold and let q be the number of null eigenvalues of OPR(T, 0), where R(.) is as in Theorem 2. Then, the periodic system E has q -r structural zeros in the origin and n -q structural zeros equal to the nonzero eigenvalues of ePR(T, 0).
We conclude the section observing that the novel characterization of the zeros together with Lemma 2 can be used to give a closed-form expression of the blocking input and the corresponding state trajectory in Theorem 1.
Corollary 1. Let Assumption A hold. With reference to Theorem 1, u (.) is a blocking input associated with cr ~ 0 if
LrA C(t) p(t) --y(t) --OPR(t,
r)x(r)cr-~ Yt > r .
Moreover, the corresponding state trajectory is x(t) = h(t)cr L:~ ,
h(t) = ~R(t, r)X(Z)cr L:i~ Vt > Z .
Remark. In the previous statement only one zero at a time is considered. It is clear that the most general blocking input is a linear combination of the blocking inputs associated with the single zeros, i.e., n--r t-r u(t) = ~ ojpj(t)~j -r . 
Zeros of periodic input-output models
In this section, the novel characterization of zeros (Theorem 2) is applied to periodic systems defined by means of input-output difference equations with periodically varying coefficients. For this purpose it is useful to recall the notion of observable canonical form.
Definition 5 [16] . The periodic system I3 is said to be an observer canonical form
where ai(t), bi (t), i = 1 ..... n, are T-periodic, real-valued scalar functions 9
Note that not all periodic systems are algebraically equivalent to an OCF system 9 As a matter of fact, it can be shown that a DLP-SISO system is algebraically equivalent to an OCF system iff it is n-step observable [17] . The next lemma characterizes the zeros of an OCF system. Lemma 
Suppose that ~ is an OCF and there exists r < n such that bj (t) = O, Vt, 1 < j <_ r -1, and br(t) 5 ~ O, Vt. Then, Assumption A holds and, if r < n, the structural zeros of Z are the eigenvaIues of @R1 (T, O) E R <n-r)• where R|(t) =
[i br (t) 9 9 9 0 bn l(t)
br(t)
. 9 9 1 _ br+!(t)
Conversely, if r = n, ~ has no invariant zeros.
Proof. By a direct calculation it is easy to verify that L~ C (t) takes on the partitioned form
LiAC(t) = [0 l ui(t)] E ][~ lxn ,
Then, because bj (t) =--0, 1 < j < r -1, it is seen that E has uniform relative degree equal to r. Suppose now that r < n. Then,
R(t) = A(t) B(t)LrAC(t) -Rl(t)
where R1 (t) is as defined previously. Furthermore,
[dPR, (T'O)
~R2 (T'O) ] c~R(T, O) = , cbi~, (T, O) ~ ~n-r)x~n-r) ,
(~)R3 (T, O)
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and by (8) To complete the proof, we recall that if r = n the system E does not have any zero (Theorem 2) .
The preceding result will be used to characterize the zeros of periodic input-output (PIO) models 9 A PIO model of order n is described by the difference equation n
y(t) = Z ai(t -i)y(t -i) + flo(t -r)u(t -r)
i=r+l where u(t) is the scalar input of the system, y(t) is the scalar output, and eli(t), fli (t), are T-periodic scalar functions of time. Models of this type arise in the modeling of seasonal economic and natural time series as well as in the design Of periodic and multirate digital filters 9 It is easily verified [5] that the process (9) admits the OCF realization (7), where ai (t) = ~i (t) and 9 --1 _/~l(t)
~o(t)
We conclude remarking that a PIO model with ~i(t) = 0, i = 1 ..... n -1, does not posses any zero because it has uniform relative degree equal to n.
Applications
Rejection of a periodic disturbance.
Consider the scheme of Figure 1 , where S represents the SISO discrete-time LTI system x(t + 1) = Ax(t) + Bu(t) We assume that d(t) = ap(t), where a is an unknown scalar and p(t) is a known function having period T (integer). The aim is to design a feedback disturbance rejector R so as to ensure that y asymptotically goes to zero. If R is constrained to be LTI, it must contain unit-modulus poles located in correspondence of the harmonics of d(t). However, if the profile of p(t) is known, we show that it is possible to achieve disturbance rejection by using the following first-order LP regulator:
~(t + 1) = ~(t) + y(t) v(t) = cp(t)~(t) .
If (A, B, C) is asymptotically stable, closed-loop stability can be ensured by choosing a value of c of appropriate sign having a sufficiently small absolute value. In view of the theory developed (Theorem 1), the annihilation of y(t) subject to the periodic input d(t) is related to the existence of a unit-modulus zero of the closed-loop system: Proof. It is easily seen by inspection that (A, B, C) and (A(t),/7, C') have the same relative degree r and the same high-gain feedback F (t) = F = CAr-1 B, which turns out to be time invariant. The matrix/?(t) associated with (.4(t),/7, C) is
2(t q-1) = A(t)2(t) + Bfi(t)
where R is as in (4) and * denotes a submatrix that we are not concerned with. The observability matrix Or (~) associated with ( A (t), C) takes on the partitioned form
where Or (r) is the observability matrix associated with (A, C). It is therefore immediately seen that a = 1 is an unobservable eigenvalue of the pair (~I, k (T + r, r), ~)r(r)) with associated eigenvector [0 ... 0 1 ]. By Corollary 1, a simple computation shows that d(t) = p(t) is the blocking input. As for the asymptotic rejection property, observe that, under the periodic input d(t), the stability of (10) implies that all its states converge to a unique periodic movement JT(t) (a formal proof of this expected result can be obtained by means of the lifting representation [7] of the periodic system). On the other hand, the state movement
fc(t) = [ 0 a/c ]T is a periodic solution of (10) compatible with d(t) = ap(t).
Therefore, k(t) = ~(t), thus proving the thesis.
[] An interesting development of the periodic disturbance rejection would be the introduction of adaptivity by introducing the on-line estimation of p(t), thus eliminating the necessity of knowing the periodic waveform in advance. Potential applications could be in the field of vibration control and noise suppression.
Predictable cyclostationary processes.
In the theory of stationary processes a fundamental result is the Wold decomposition, which states that any stationary process can be decomposed into the sum of a predictable (deterministic process) and a purely stochastic component. As reported in [18] , a similar result applies for cyclostationary (CS) processes (processes whose statistics are invariant with respect to a time translation multiple of an integer period T [11] ). More precisely, a CS process v(.) is said to be predictable if there exist T-periodic functions 0k(t) = ~/k(t + T), k ~ N + s.t.
- [-co 
v(t) = ~ rh(t -i)y(t -i).
i=1
In the following, a CS process y(.) is said to be mth-orderpredictable if
v(t) = s Oi(t -i)y(t -i).
(
It is shown here that the results on the zeros of periodic systems can be exploited to characterize the structure of ruth-order predictable CS processes.
Theorem 6. If v(.) is an mth-order predictable CS process, then u(t) = v(t) is a blocking input of the system
In particular, Proof. Note that (12) is a PIO model satisfying the assumptions of Theorem 4, with r = 1. The fact that v(-) is a blocking input of (12) is an immediate consequence of (11), which implies that, for u(t) = v(t), the right-hand side of (12) is equal to zero. Being a blocking input, v(t) can be written as (13) 
y(t + 1) = u(t) -~ rli(t -i)u(t -i) .
Concluding remarks
It has been shown that DLP-SISO systems having uniform relative degree admit very simple formulas for the calculation of the structural (and invariant) zeros. As a matter of fact, it is only necessary to compute the eigenvalues of an ndimensional matrix whose closed-form expression is provided. The specialization of this computational technique to the time-invariant case is already available in the literature (see [23] ), where it is shown that the zeros of a SISO linear, timeinvariant system are a subset of the eigenvalues of a suitably defined matrix. As for the possible extension of the results of this paper to the MIMO case and to systems whose relative degree is time dependent, a careful examination of Lemma 2 reveals that this is far from being trivial.
