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ω-RECURRENCE IN SKEW PRODUCTS1
JON CHAIKA AND DAVID RALSTON2
Abstract. The rate of recurrence to measurable subsets in a conservative,
ergodic infinite-measure preserving system is quantified by generic divergence
or convergence of certain sums given by a function ω(n). In the context of skew
products over transformations of a probability space, we relate this notion
to the more frequently studied question of the growth rate of ergodic sums
(including Lyapunov exponents). We study in particular skew products over
an irrational rotation given by bounded variation Z-valued functions: first
the generic situation is studied and recurrence quantified, and then certain
specific skew products over rotations are shown to violate this generic rate of
recurrence.
1. Introduction3
In the study of transformations T : X → X which are ergodic with respect4
to a probability measure µ, the rate of recurrence to a set of positive measure is5
completely governed by the Birkhoff ergodic theorem: if A ⊂ X is of measure6
µ(A) = α > 0, then for almost every x ∈ X we have that the sequence {n : T n(x) ∈7
A} is of density α (we write #A for the number of elements in a set A):8
(1) lim
i→∞
#{n = 0, 1, . . . , i− 1 : T n(x) ∈ A}
i
= α.
If, however, µ(X) =∞ and T is conservative and ergodic, then for any set A of9
measure 0 < µ(A) <∞, for almost every x the sequence {n : T n(x) ∈ A} is infinite10
but the limit in (1) is zero. To quantify a generic rate of recurrence in this setting,11
we follow [Kre67] and let ω : R+ → R+ be nonincreasing and regularly varying12
(ω(kx) ≍ ω(x) for all k ∈ R+). For each x ∈ X we define13
ζkj (x) =
k−1∑
i=j
χA(T
ix)ω(i), ζ(x) = lim
n→∞
ζn0 (x)
and through the assumption that T is ergodic and conservative we have that ζ(x)14
either converges almost everywhere or diverges almost everywhere, and furthermore15
this convergence or divergence does not depend on the choice of the set A of positive,16
finite measure. If ζ(x) =∞ for almost every x, the system is said to be ω-recurrent,17
while if ζ(x) <∞ for almost every x the system is called ω-nonrecurrent.18
In this work we will concern ourselves with the following situation: let {Y, ν} be19
a probability space and S : Y → Y an ergodic measure-preserving transformation.20
Let f : Y → G be a function into a countable discrete group G, and denote the21
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identity element of G by e. Let X = Y × G and µ be the product of ν and the22
counting measure on G. Define the skew transformation23
(2) T (y, g) = (S(y), g · f(y)),
and assume that {X,µ, T } is ergodic. Then the sequence of ergodic products of y24
is given by25
e, f(y), f(y) · f(S(y)), f(y) · f(S(y)) · f(S2(y)), . . . ,
n−1∏
i=0
f(Si(y)), . . .
We then have the cocycle identity for n,m ≥ 026
(3)
n+m−1∏
i=0
f(Siy) =
n−1∏
i=0
f(Siy) ·
m−1∏
i=0
f(Sn+iy).
In §2 we will introduce notation and the central result of this work (Theorem 2.5).27
This machinery will be applied in §3 to skew products over irrational rotations; let28
Y = R/Z and S be rotation by α /∈ Q, and let f : Y → Z be of bounded variation.29
In the particular case that30
(4) f(y) = χ[0,1/2)(y)− χ[1/2,1)(y),
this skew product is called the infinite staircase.31
We will study in §3 the question of generic ω-recurrence in skew products into32
Z over irrational rotations: for almost-every choice of α, any such ergodic skew33
product with fixed f of bounded variation is 1/n-recurrent (Theorem 3.2). We will34
also apply our results to a particular class of interval exchange transformations as35
another example of how the results of §2 may be applied in general. Furthermore,36
using techniques developed in [Ral12], we will show in §4 that for any ω(n) ∈ o(nǫ)37
with ǫ < −1/2 there is an uncountable set of α for which the infinite staircase is not38
ω-recurrent (Theorem 4.4). Finally, the proof of a technical lemma in the theory39
of continued fractions (Lemma 3.1) is given in §5.40
2. ω-recurrence, ergodic sums and Lyapunov exponents41
Let {Y, ν} be a probability space and S : Y → Y be an ergodic measure-42
preserving transformation. Let f : Y → G be a function into a countable discrete43
group G with identity element e. Let {Nk} be an increasing sequence of positive44
integers for k = 1, 2, . . ., and for each y ∈ Y let45
rk(y) = #
{
g ∈ G : g =
n−1∏
i=0
f(Siy), n = 1, 2, . . . , Nk
}
Fixing some ǫ1 ∈ (0, 1], let ρk(ǫ1) = ρk be such that46
ν {y ∈ Y : rk(y) ≤ ρk} ≥ ǫ1,
and then denote47
(5) Ak = {y ∈ Y : rk(y) ≤ ρk} .
Fixing some choice of k, let y ∈ Ak be arbitrary (but fixed), and let ǫ2 ∈ (0, 1).48
Then a particular g ∈ G will be called ǫ2-crowded if49
Nk∑
n=1
χg
(
n−1∏
i=0
f(Siy)
)
≥ ǫ2
Nk
ρk
.
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Define G′k(y, ǫ1, ǫ2) = G
′
k(y) to be the set of all ǫ2-crowded values of y. Then the50
following is immediate:51
Lemma 2.1. For each k and any y ∈ Ak,52
#
{
n = 1, 2, . . . , Nk :
n−1∏
i=0
f(Si(y)) ∈ G′k(y)
}
≥ (1− ǫ2)Nk.
Let ǫ3 ∈ (0, 1). With k and y ∈ Ak fixed, m ∈ {1, . . . , Nk} will be called53
ǫ3-predicting if54
#
{
n = 1, 2, . . . , Nk :
m+n∏
i=0
f(Siy) =
m∏
i=0
f(Siy)
}
≥ ǫ2ǫ3
Nk
ρk
.
Define N ′k(y, ǫ1, ǫ2, ǫ3) = N
′
k(y) to be the set of ǫ3-predicting times.55
Lemma 2.2. For each k and any y ∈ Ak, #N ′k(y) ≥ (1− ǫ2)(1 − ǫ3)Nk − ρk.56
Proof. Fix y and enumerate G′k(y) = {g1, g2, . . . , gm}, where m ≤ ρk. Let ji be the57
number of ergodic products with value gi, so that by Lemma 2.1 we have j1+ . . .+58
jm ≥ (1 − ǫ2)Nk. For each i, then, at least [(1 − ǫ3)ji] = (1 − ǫ3)ji − {(1 − ǫ3)ji}59
times are ǫ3-predicting, where [x] denotes the integer part of x and {x} = x − [x].60
Then the number of ǫ3-predicting times is at least61
m∑
i=1
[(1− ǫ3)ji] ≥ (1− ǫ3)(1− ǫ2)Nk −
m∑
i=1
{(1− ǫ3)ji} > (1− ǫ3)(1− ǫ2)Nk − ρk. 
Note that from (3) it follows that if y ∈ Y , τ , m ∈ N,62 (
τ−1∏
i=0
f(Siy) =
τ+m−1∏
i=0
f(Siy)
)
=⇒
(
m−1∏
i=0
f
(
Si(Sτy)
)
= e
)
.
Finally, define Bk(ǫ1, ǫ2, ǫ3) = Bk by63
(6) Bk =
{
y ∈ Y :
Nk∑
m=1
χe
(
m−1∏
i=0
f(Siy)
)
≥ ǫ2ǫ3(Nk/ρk)
}
,
the set of points which have at least ǫ2ǫ3Nk/ρk ergodic products equal to the64
identity in the first Nk times.65
Proposition 2.3. If ρk ∈ o(Nk), then66
lim inf
k→∞
ν(Bk) ≥ ǫ1(1− ǫ2)(1 − ǫ3) > 0.
Proof. Recall the sets Ak from (5), and let Ci = S
i(Ak), C˜i = (Ci ∩Bk) for67
i = 0, 1, . . . , Nk − 1. Combining lemma 2.2, ν(C0) = ν(Ak) ≥ ǫ1 and the fact that68
S preserves ν, we obtain69
Nk−1∑
i=0
ν(C˜i) ≥ ǫ1 ((1− ǫ2)(1 − ǫ3)Nk − ρk) ,
so the measure of the union70
Nk−1⋃
i=0
C˜i
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is at least this quantity divided by the number of sets, Nk. Finally, we trivially71
note that this union of the C˜i is contained within Bk, and the conclusion follows72
from the assumption that ρk ∈ o(Nk). 73
Lemma 2.4. Suppose that i1 < i2 < . . . < im and let74
y ∈
m⋂
j=1
Bij ,
with Bk defined as in (6). Assume that there is some δ > 0 so that for j =75
1, 2, . . . ,m we have76
Nij
ρij
≥ δ
j−1∑
ℓ=1
Niℓ
ρiℓ
.
Then if we set δ′ = δ/(1 + δ),77
(7) ζ
Nim
1 (y) ≥ δ
′ǫ2ǫ3
m∑
j=1
ω(Nij )
Nij
ρij
.
Proof. The quantity δ′ satisfies for all j = 1, 2, . . . ,m78
(8)
Nij
ρij
− δ′
j∑
ℓ=1
Niℓ
ρiℓ
≥ δ′
Nij
ρij
.
For any y ∈ B′, first note that as y ∈ Bi1 , there are at least ǫ2ǫ3(Ni1/ρi1) ergodic79
products equal to the identity before time Ni1 , so using the fact that ω is non-80
increasing and δ′ < 1,81
ζ
Ni1
1 (y) ≥ δ
′ǫ2ǫ3ω(Ni1)
Ni1
ρi1
.
Next, as y ∈ Bi2 , there are at least ǫ2ǫ3(Ni2/ρi2) such times before Ni2 . At least82
ǫ2ǫ3(Ni1/ρi1) of these times occur before Ni1 - perhaps even all of them do. Again83
using that ω is non-increasing, however, we may elect to only replace δ′ǫ2ǫ3(Ni1/ρi1)84
of these times with the smaller value ω(Ni1), and then replace the rest with the85
even smaller ω(Ni2):86
ζ
Ni2
1 (y) ≥ ǫ2ǫ3
(
ω(Ni1)
δ′Ni1
ρi2
+ ω(Ni2)
(
Ni2
ρi2
−
δ′Ni1
ρi1
))
≥ δ′ǫ2ǫ3
2∑
j=1
ω(Nij )
Nij
ρij
,
where the last inequality follows from (8). Proceeding in this manner we obtain87
(7). 88
Theorem 2.5. Suppose that ρk ∈ o(Nk), and that there is a δ > 0 such that the89
inequality90
(9)
Nk
ρk
≥ δ
k−1∑
i=1
Ni
ρi
holds for sufficiently large k, and assume that {X,µ, T } is conservative and ergodic.91
Then the system is ω-recurrent for all ω such that92
∞∑
k=1
ω(Nk)
Nk
ρk
=∞.
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Proof. Assume without loss of generality that (9) holds for all k, and again set93
δ′ = δ/(1 + δ). Recall the sets Bk defined in (6), and suppose that i1 < i2 < . . . im94
and j1 < j2 < . . . jM with jM ≥ im, so that that we may find95
B ⊂
m⋂
ℓ=1
Biℓ , B
′ ⊂
M⋂
ℓ=1
Bjℓ .
Assume that µ(B) = µ(B′) and B ∩ B′ = ∅. Denote by t1 < t2 < . . . < tτ the96
enumeration of {i1, i2, . . . im} ∪ {j1, j2, . . . , jM} in increasing order.97
Then using the same technique for estimating ζNk1 from Lemma 2.4, we find that∫
B∪B′
ζ
NjM
1 (x)dµ ≥
∫
B
ζ
Njm
1 (x)dµ +
∫
B′
ζ
NjM
1 (x)dµ
≥ δ′ǫ2ǫ3µ(B)
(
m∑
ℓ=1
ω(Niℓ)
Niℓ
ρiℓ
+
M∑
ℓ=1
ω(Njℓ)
Njℓ
ρjℓ
)
≥ δ′ǫ2ǫ3µ(B)
τ∑
ℓ=1
ω(Ntℓ)
Ntℓ
ρtℓ
.
From Proposition 2.3 we know that lim inf ν(Bk) = β > 0, so let D ⊂ Y be an98
arbitrary set such that ν(D) > 1− β/2. Then for sufficiently large k we have99
ν (D ∩Bk) >
β
2
.
Without loss of generality assume that the above inequality holds for all k. Assume100
further that the various Bi ∩ D coincide; the above computation shows that our101
estimate for this case is no larger than the general case.102 ∫
D
ζNk0 (y)dν ≥ δ
′ǫ2ǫ3
β
2
k∑
ℓ=1
ω(Niℓ)
Niℓ
ρiℓ
.
It follows from our assumptions, then, that for any set D ⊂ Y of measure103
ν(D) > 1− β/2, we have104 ∫
D×{e}
ζ(y, g)dµ =
∫
D
ζ(y)dν =∞,
which implies that ζ(y, g) =∞ on a set of positive µ-measure. 105
If G is a discrete metric group, we will say that G is at most d-dimensional if106
# {g ∈ G : ‖g‖ ≤ n} ∈ O(nd).
Corollary 2.6. Assume that {Y, ν, S} is ergodic, with f : Y → G, where G is107
discrete and at most d-dimensional. Denote108
(10) λ = lim sup
n→∞
log
(
ess supy∈Y ‖
∑n−1
i=0 f(S
iy)‖
)
logn
,
the principal Lyapunov exponent. If 1/d > λ and the skew product is ergodic (recall109
(2)), then for any 1/d > λ′ > λ, the skew product is n(dλ
′−1)-recurrent.110
Proof. Between the dimension d and the principal Lyapunov exponent λ, we may111
set Nk = γ
k for some γ > 1 and (for sufficiently large k) ρk = γ
kdλ′ . We apply112
Theorem 2.5; the verification of (9) is direct. 113
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3. ω-recurrence in skew products into Z over rotations114
We now set Y = R/Z, ν as Lebesgue measure, S(y) = y + α mod 1 for some115
α ∈ (0, 1)\Q, and f : Y → Z to be of bounded variation. We use standard continued116
fraction notation, where:117
α = [a1, a2, . . .] =
1
a1 +
1
a2 +
1
.. .
.
The ai = ai(α) are called partial quotients of α. Beginning with q0 = 1 and q1 = a1,118
recursively define qn+1 = an+1qn + qn−1, and let119
an(α) = an =
n∑
i=1
ai.
The Denjoy-Koksma inequality states120
(11) ∀n ∈ N, ∀y ∈ [0, 1),
∣∣∣∣∣
qn−1∑
i=0
f(y + iα)− qn
∫ 1
0
f(t)dt
∣∣∣∣∣ < Var(f).
The proof of the following Lemma is postponed until §5:121
Lemma 3.1. For almost every α, there is a δ > 0 such that for all k122
qk
ak
≥ δ
k−1∑
i=1
qi
ai
.
Theorem 3.2. Let f be a Z-valued function of bounded variation and zero mean123
such that for almost every α the corresponding skew product over rotation by α is124
conservative and ergodic. Then for almost every α the corresponding skew product125
over rotation by α is (1/n)-recurrent.126
Proof. Set Nk = qk, and via (11) we let ρk = 2Var(f)ak, and ω(n) = 1/n. Apply127
Theorem 2.5, justified by Lemma 3.1, disregarding the constant 2Var(f), and the128
known fact (see e.g. the final Corollary in [Khi35]) that for almost-every α we have129
∞∑
i=1
1
ai
=∞. 
Remark. It follows that for almost-every α and any bounded-variation function130
f : R/Z → Z, the principal Lyapunov exponent (recall (10)) is zero; this result is131
already known and follows via (11): see for example [Con09, §2].132
Remark. The sequence ai(α)/(i log i) converges to 1/ log 2 in measure ([Khi35, §4]).133
So for generic α it is possible to strengthen this recurrence to any ω of the form134
(for sufficiently large n)135
ω(n) =
1
n · log(3) n · log(4) n · · · log(j) n
,
where log(i) n is the i-th iterated logarithm and j is arbitrary; approximating ai >136
i log i for all but a zero-density sequence of i and qi > (K − ǫ)
i (where K is the137
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Khintchine-Levy constant) for all sufficiently large i and ǫ > 0 arbitrary, we see138
that for some C > 0139
ω(qk)
qk
ak
≥
C
k · log k · log(2) k · · · log(j−1) k
along a sequence of k whose complement (in N) is of zero density.140
A natural generalization of a rotation on R/Z is an interval exchange transforma-141
tion, or IET, defined on finitely many intervals. We are not particularly concerned142
with the definition or properties of IETs; an excellent survey on the subject is143
[Via06]. For T an IET of periodic type (again, we are not concerned with the144
specific definition here), we have for all n ∈ N [CF11, Theorem 2.2]:145
(12) sup
x∈[0,1]
∣∣∣∣∣
n−1∑
i=0
f ◦ T i(x)
∣∣∣∣∣ ≤ C · (logn)M+1 · nθ2/θ1 · V (f),
where f : [0, 1) → R, V (f) is the variation of f , 0 ≤ θ2 < θ1 are the two largest146
Lyapunov exponents, M is an explicit positive integer not larger than the number147
of intervals exchanged and C is a constant not dependent on n.148
Lemma 3.3. Let T is an interval exchange of periodic type, ergodic with respect149
to Lebesgue measure, f : S1 → Z be of bounded variation, and define for some fixed150
γ > 1151
Nk = γ
k, ρk = Ck
M+1γ
k
θ2
θ1 ,
where the constant C is 2Var(f) times the constant given by (12) and does not152
depend on k. Then there is some δ > 0 such that (9) holds:153
Nk
ρk
≥ δ
k−1∑
j=1
Nj
ρj
.
Proof. We will show that Ck are bounded, where154
Ck =
ρk
γk
k−1∑
i=1
γi
ρi
.
Denote ǫ = γ1−θ2/θ1 > 1, so that
Ck =
kM+1
ǫk
[k/2]∑
i=1
ǫi
iM+1
+
kM+1
ǫk
k−1∑
i=[k/2]+1
ǫi
iM+1
≤
kM+1
ǫk
[k/2]∑
i=1
ǫi +
kM+1
ǫk · [k/2]M+1
k−1∑
i=[k/2]+1
ǫi
If we set n ≥ 1− log(ǫ − 1), we may bound155
k∑
i=1
ǫi ≤ ǫk+n,
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so we have (recall M and n are constants)
Ck ≤
kM+1ǫk/2+n
ǫk
+
2M+1ǫk+n−1
ǫk
≤
kM+1ǫn+1
ǫk/2
+ 2M+1ǫn−1
lim sup
k→∞
Ck ≤ 2
M+1ǫn. 
Then we may obtain a result stronger than that implied solely by Corollary 2.6:156
Theorem 3.4. Let T be is an ergodic IET of periodic type defined on M intervals,157
with f : S1 → Z of bounded variation, and assume further that the skew product158
given by f is ergodic. Then the skew product is (log n)Mn(θ2/θ1−1)-recurrent.159
Proof. The proof is direct in light of Theorem 2.5, Lemma 3.3, and divergence of160 ∑
1/(n logn). 161
Remark. It is no more difficult to expand the result of Theorem 3.4 to ω(n) of the162
form163
ω(n) =
(logn)
M
n
θ1−θ2
θ1 · log(2) n · log(3) n · · · log(j) n
,
where log(i)(n) represents the i-th iterated logarithm, and ω(n) is defined for suffi-164
ciently large n.165
4. Non ω-recurrence in the infinite staircase166
We now turn our attention to the problem of specific α, and the rates of ω-167
recurrence in the associated infinite staircase (recall (4)). We will restrict the form168
of α, the rotation on R/Z:169
(13) α = [2r1, s1, 2r2, s2, . . .] (ri, si ∈ Z
+).
A substitution is a homomorphism from the free monoid on a finite set (the alphabet170
of the substitution) to itself, and may be extended to also act on infinite sequences171
on this set. Elements of the free monoid are referred to as words, and infinite172
sequences are frequently referred to as infinite words. The concatenation of two173
(finite) words ω1, ω2 is their product ω1ω2, and if ω = ω1ω2, then ω1 is called a left174
factor of ω, and ω2 is called a right factor. If ω
′ is a factor of ω and ω′ 6= ω, then175
ω′ is called a proper factor. The space of infinite words is compact in the product176
topology (the alphabet is finite), and if finite words are equated with open cylinder177
sets in this space, one may refer in the natural manner to the limit of a sequence178
of finite words. In any dynamical system {X,µ, T }, we may partition X into a179
finite number of sets indexed by an alphabet, and the orbit of any point x ∈ X180
corresponds to a sequence {ω0, ω1, . . .} in this alphabet, with ωn being given by the181
symbol corresponding to the partition element containing T n(x). This sequence is182
called the symbolic encoding of the orbit of x with respect to the given partition.183
Fix the alphabet {A,B,C} and define the substitutions σi to be the homomor-184
phisms determined by185
σi :


A→ A
(
AriBri−1C
) (
AriBri−1C
)si−1
B → A
(
Ari−1BriC
) (
AriBri−1C
)si−1
C → A
(
Ari−1BriC
) (
AriBri−1C
)si
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For convenience denote σ(n) = σ1 ◦ σ2 ◦ · · · ◦ σn.186
Proposition 4.1. The symbolic coding of the orbit of 0 under rotation by α, whose187
continued fraction expansion is of the form (13), with respect to the partition188
A = [0, 1/2) , B = [1/2, 1− α) , C = [1− α, 1) ,
is given by the infinite word189
W = lim
n→∞
σ(n)(A).
Furthermore, the encoding of any point y ∈ [0, 1) may be presented as beginning with190
the concatenated word W1(y)W2(y), where W2(y) ∈ {σ(n)(A), σ(n)(B), σ(n)(C)},191
and W1(y) is a proper right factor (possibly empty) of one of these words. Finally,192
the word σ(n)(A) is of length q2n, and both σ
(n)(B) and σ(n)(C) are of length193
q2n + q2n−1.194
Proof. That the coding of the origin takes the form given is [Ral12, Thm. 1.1,195
Prop. 4.3]. That the orbit of any y may be realized through the concatenation196
given follows from [Ral12, Prop. 4.1]. Finally, the lengths of all the words are197
computed in [Ral12, Lem. 5.4]; we let198
Mn =
[
(2rn − 1)sn + 1 sn
(2rn − 1)sn + rn sn + 1
]
,
and then we have199
Mn ·Mn−1 · · ·M1
[
1
1
]
=
[ ∣∣σ(n)(A)∣∣∣∣σ(n)(B)∣∣ = ∣∣σ(n)(C)∣∣
]
.
First note that σ1(A) is of length q2 = 2r1s1+1, and similarly σ1(B) and σ1(C)
are of length q2 + q1 = 2r1(s1 + 1) + 1. Assume, then, that σ
(n−1)(A) is of length
q2n−2 and σ
(n−1)(B) and σ(n−1)(C) are of length q2n−2 + q2n−3. Then using the
matrix product formula above, we inductively find
|σ(n)(A)| = ((2rn − 1)sn + 1)q2n−2 + sn (q2n−2 + q2n−3)
= 2rnsnq2n−2 − snq2n−2 + snq2n−2 + snq2n−3 + q2n−2
= sn(2rnq2n−2 + q2n−3) + q2n−2
= sn(q2n−1) + q2n−2 = q2n.
Similarly |σ(n)(B)| = |σ(n)(C)| = q2n + q2n−1. 200
Given a word P = p1p2 . . . pn of length n in this alphabet, we define201
g(P ) = #{i ≤ n : pi = A} −#{i ≤ n : pi = B} −#{i ≤ n : pi = C}.
If P is the coding of the length (n− 1) orbit of some point y, then g(P ) is the n-th202
ergodic sum of y. Further denote for k ∈ Z203
g(P, k) = #{i ≤ n : g(p1p2 . . . pi) = k}.
Lemma 4.2. Suppose α is of the form given by (13) and the si are bounded. Then204
there is a constant τ such that for all n we have205
max
{
g(P, k) : k ∈ Z, P ∈ {σ(n)(A), σ(n)(B), σ(n)(C)}
}
≤ τq2n−2.
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Proof. As the substitutions σi are homomorphisms, it is direct to show inductively206
that for our substitutions σi, we have for all n207
g(σ(n)(A)) = 1, g(σ(n)(B)) = g(σ(n)(C)) = −1;
see also [Ral12, Prop. 5.1]. Consider, then, the example of
σ(n)(A) = σ(n−1)(σnA)
= σ(n−1)(A(ArnBrn−1C)sn)
= σ(n−1)(A)
[(
σ(n−1)(A)
)rn (
σ(n−1)(B)
)rn−1 (
σ(n−1)(C)
)]sn
.
Using that our sums are an additive cocycle,208
g(σ(n)(A), k) = g(σ(n−1)(A), k) + sn

 rn∑
j=1
g(σ(n−1)(A), k − j)+
rn+1∑
j=2
g(σ(n−1)(B), k − j) + g(σ(n−1)(C), k − 1)

 .
(14)
Regardless of how large we choose to make rn, we must have209
rn∑
j=1
g(σ(n−1)(A), k − j) ≤ q2n−2,
as q2n−2 is the length of the word σ
(n−1)(A) (Prop. 4.1) and each term in the word210
is accounted for at most once in the sum. Similarly we have211
rn+1∑
j=2
g(σ(n−1)(B), k − j) ≤ q2n−2 + q2n−3, g(σ
(n−1)(C), k − 1) ≤ q2n−2 + q2n−3.
As the si are bounded, we may find τ , independent of n, so that via (14) g(σ
(n)(A), k) ≤212
τq2n−2. Similar arguments apply to σ
(n)(B) and σ(n)(C). 213
Corollary 4.3. For any y ∈ [0, 1), if we denote Rn(y) to be the symbolic encoding214
of the q2n-length orbit of y, then there is a constant τ (independent of both y and215
n) such that216
max{g(Rn(y), k) : k ∈ Z} ≤ τq2n−2.
Proof. From Proposition 4.1, Rn(y) is a left factor of W1(y)W2(y), where W2(y) ∈217
{σ(n)(A), σ(n)(B), σ(n)(C)} is of length at least q2n (andW1(y) is a proper right fac-218
tor of one of these words). Considering the wordsW1(y) and W2(y) independently,219
we need only double the constant τ from Lemma 4.2. 220
Note that if the si are bounded, then for some τ
′ (independent of n) we have221
(15) 2rn+1q2n < q2n+2 < τ
′rn+1q2n.
Theorem 4.4. Let ω(n) ∈ o(1/nǫ) for some ǫ > 1/2 and be monotone decreasing222
and regularly varying, and let f be given by (4). Then there is an uncountable set223
of α such that the infinite staircase is not ω-recurrent. In fact, for A = Y × {0}224
any fixed δ > 0, there is an uncountable set of α for which225
ζ(y) ≤ ω(0) + δ.
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for all y ∈ Y .226
Proof. Let A = Y × {0} and δ > 0. We have via the cocycle identity (3)227
ζ
q2n+2
0 (y) ≤ ζ
q2n
0 (y) +
2rn+1sn+1+1∑
l=1
(ζq2n0 (y + (l − 1)q2nα) .
By Corollary 4.3, monotonicity of ω, and (15) we have228
(16) ζ
q2n+2
0 (y) ≤ ζ
q2n
0 (y) +
τ ′rn∑
l=1
τq2n−2ω(lq2n).
By the assumption that ω(n) ∈ o(1/nǫ) and (15), we have that
τ ′rn∑
l=1
τq2n−2ω(lq2n) ≤
τ ′rn∑
l=1
τq2n−2
lǫ(2rnq2n−2)ǫ
<
τq1−ǫ2n−2
(2rn)ǫ
τ ′rn∑
l=1
1
lǫ
<
τq1−ǫ2n−2
(2rn)ǫ
(τ ′rn)
1−ǫ − ǫ
1− ǫ
,
where the final line follows from elementary calculus (the so-called “integral compar-229
ison” for sums). As q2n−2 does not depend on rn, and ǫ > 1/2, with r1, s1, . . . , rn−1, sn−1230
fixed, we are free to set rn large enough so that231
τq1−ǫ2n−2
(
(τ ′rn)
1−ǫ − ǫ
)
(2rn)ǫ(1 − ǫ)
<
δ
2n
,
so letting n → ∞, via (16) we have ζ(x) ≤ ω(0) + δ. As the choice of rn is not232
specific (just some lower bound depending on prior partial quotients), the set of233
such α that we may construct in this manner is uncountable. 234
5. Proof of Lemma 3.1235
Proof. Denote for k ∈ Z+236
Ck =
ak
qk
k−1∑
i=1
qi
ai
;
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we will show that the Ck are bounded for generic α. Then
Ck+1 =
ak+1
qk+1
k∑
i=1
qi
ai
=
ak + ak+1
ak+1qk + qk−1
(
qk
ak
+
k−1∑
i=1
qi
ai
)
<
ak + ak+1
ak+1qk
(
qk
ak
+
k−1∑
i=1
qi
ai
)
=
(
1
ak+1
+
1
ak
)
+
Ck
ak+1
+
Ck
ak
=
(
1
ak
+
1
ak+1
)
(Ck + 1)
For any α we have ak ≥ k, so for sufficiently large k,237
(17) Ck ≥ 4, ak+1 ≥ 2 =⇒ Ck+1 <
2
3
Ck.
If α only has finitely many ai = 1, then clearly from (17) the Ck remain bounded.238
So let ak+i = 1 for i = 1, 2, . . . ,m. In this case we have ak+i = ak + i and239
qk+i = ϕiqk + ϕi−1qk−1, where ϕi is the i-th Fibonacci number (beginning with240
ϕ0 = ϕ1 = 1). Then for m, k > 0241
Ck+m =
ak+m
qk+m
k+m−1∑
i=1
qi
ai
<
ak +m
ϕmqk
(
k−1∑
i=1
qi
ai
+
m−1∑
i=0
ϕiqk + ϕi−1qk−1
ak + i
)
.
As qk−1 < qk and ϕk−1 + ϕk = ϕk+1, we have242
(18) Ck+m <
ak +m
akϕm
Ck +
ak +m
ak
m−1∑
i=0
ϕi+1
ϕm
.
On the one hand, if m = 1 we have243
Ck+1 ≤
k + 1
k
Ck + 2
k + 1
k
,
which if ak+2 ≥ 2, Ck ≥ 10, and k is sufficiently large (k > 44 suffices), then using244
(17), Ck+2 < Ck.245
On the other hand, it is direct to verify for m ≥ 2 both246
ak +m
akϕm
≤ 1,
m−1∑
i=0
ϕi = ϕm+1 − 1,
so that (18) may be replaced with247
Ck+m < Ck +
(
1 +
m
k
) ϕm+2
ϕm
< Ck + 3
(
1 +
m
k
)
.
Our interest then turns to establishing a reasonable bound on m/k for generic248
α. We discard the null set of α for which only finitely many ai 6= 1, so for generic249
α we may define an infinite sequence of ni, mi such that250
ak = 1 ⇐⇒ k = ni + j, j ∈ {1, 2, . . . ,mi}.
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It is an elementary fact in the theory of continued fractions that for generic α,251
lim
k→∞
#{aj = 1 : j = 1, 2, . . . k}
k
=
log 4− log 3
log 2
<
1
2
.
On the other hand, if there were infinitely many mi > ni, we would have252
lim sup
k→∞
#{aj = 1 : j = 1, 2, . . . k}
k
≥
1
2
.
So for generic α, we eventually have mi ≤ ni, so for sufficiently large i we have253
(19) 0 ≤ j ≤ mi =⇒ Cni+j < Cni + 6.
We then have ani+mi+1 ≥ 2, so using (17)254
(20) Cni ≥ 12 =⇒ Cni+mi+1 <
2
3
(Cni + 6) ≤ Cni .
Therefore, combining (17), (19), and (20), for generic α the sequence Ck remains255
bounded. 256
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