ABSTRACT Phasor Measurement Units (PMUs) are becoming intrinsic components of modern power systems. The synchrophasor estimation algorithms in PMUs pose stringent computational demands, which makes the application of Field Programmable Gate Arrays (FPGA) highly attractive. Previous works reported the implementation of PMU algorithms on specific FPGA-targets using a particular PMU design. This paper explores the implementation of different PMU designs on multiple FPGA targets using Xilinx and NI software and hardware infrastructures and toolsets. In this process, a metric has been formulated to predict FPGA-target hardware requirements. The metric allows predicting if an FPGA-target meets the needs to deploy a given PMU design resulting in significant engineering design time savings. Since the compilation/synthesis on FPGAs is a time-consuming job, this metric can reduce the implementation time for FPGA-based PMUs drastically and can help in determining if additional functionalities can be added.
I. INTRODUCTION A. MOTIVATION
Field Programmable Gate Arrays (FPGA) have become a very appealing hardware platform for algorithm implementation and embedded controls in various electrical engineering applications. Authors in [16] have explored that
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FPGAs provide a better throughput when compared to high-performance DSPs. It is also important to note that, FPGAs can typically provide a sampling frequency upto 100 Mhz. i.e. for Xilinx Spartan 6 family of FPGAs the primary clock frequency is 100 MHz. For more advanced FPGAs (e.g. Xilinx Ultrascale Virtex 7 family) the maximum frequency can be as high as 500 MHz [26] . In the current architecture though, the voltage and current sensing is executed via NI C-series modules, which have a maximum voltage and current sampling rate of 50000 samples/second [27] . Because, the computing hardware is capable of functioning at much higher frequency, it is possible to generate data seamlessly in the current setup, without the need of any further optimization at the hardware level. In power system engineering, Phasor Measurement Units (PMU) are used for real-time synchronized measurement of various power system quantities. Given the computational demands of PMU algorithms and their functionalities, the use of FPGAs for PMU implementation has become of recent interest.
Currently, to the knowledge of the authors, there are only a few available implementations for FPGA-based PMUs in the literature. The notable implementations are the Reason MU320 from General Electric [22] , the National Instruments' Advanced PMU Development System which is also used in [16] , and another NI based design reported in [2] which is commercialized by Zaphiro Technologies. This paper is limited to the National Instruments (NI) based implementations only. The default National Instruments implementation uses the real-time compact-RIO 9068 with a Xilinx Artix-7 FPGA for their PMU. However, the possibility of implementing the same PMU design across other FPGAs has not been reported, and no guideline for multiple-target hardware implementations is available. This paper investigates the possibility of using the same PMU design on other real-time targets with FPGAs from different families. The same is performed for the PMU in [2] .
In this work, a new metric has been formulated to determine the requirements to deploy the two different PMU designs in terms of hardware consumption. These metrics can help to quantify hardware specifications for these PMUdesigns, and reduce the design time and effort drastically.
B. RELATED WORKS
The major advantages of using FPGAs for complex system implementation are listed and described in [1] . With the configurable hardware architecture, FPGAs are extremely efficient for implementing high-speed, data-intensive applications. With the inherent re-programming features of the hardware, they can be programmed for any particular application at a much lower level. Hence, as a platform FPGAs provide much better real-time performance. Available research where FPGAs were used to design PMU functions are discussed in [2] - [6] . The implementation in [2] was carried out by National Instruments technologies similar to [3] , [4] , [6] , [14] - [16] where some applications and observations for single-platform FPGA-based PMUs are described. Because [2] uses a similar infrastructure as described in this paper, the same PMU design is used herein while characterizing various FPGA platforms. However, none of these previous works, discusses the challenges related to single-design-multiple-platform implementations.
[7], [9] and [25] present an extension of the design in [2] , in terms of analysis, estimation and decision making in a power system. In [8] , the challenges of protocol implementation for FPGA based PMUs using open source software are reported. [12] and [13] , on the other hand, presented the application of FPGAs to implement real time control hardware. A recent report on using the similar infrastructure for PMU implementation has been published by the processor industry-leaders in [16] .
Some standard methodologies for bench-marking FPGA cores are described extensively in [28] . In [29] , FPGA cores are characterized in relevance to DSP algorithms. In [30] , Xilinx Virtex-1 to Virtex-5 families are reviewed in terms of their applicability in critical operations.
C. CONTRIBUTIONS OF THIS PAPER
The main contributions of this paper are:
• To describe methods to deploy PMU designs (implemented using National Instruments' infrastructure) on multiple FPGA targets. This single-design-multipleplatform infrastructure allows easier implementations of real-time PMUs on FPGAs.
• To derive a metric that helps to predict if a PMU design can be implemented and executed on a certain FPGA target. It needs to be noted that this metric is specific to existing PMU implementations only, and not expected to work for any generic FPGA-based digital system.
• The proposed metric is then validated using different FPGA targets for different PMU designs. Both physical hardware and virtual FPGA emulation were used for this validation process.
• Finally, comments are made regarding the costeffectiveness FPGA based PMU implementations in light of the experimental results along with some of the recent developments in this field by the industry.
D. STRUCTURE OF THE PAPER
In the next section the overall infrastructure of the FPGA based PMU implementation is discussed. The detailed description of the PMU software, hardware, and overall work-flow for hardware implementation are described. 
II. PMU SOFTWARE, HARDWARE, AND DESIGN FLOW
This section describes the PMU designs (software), hardware and the design flow methodology used in this study. The generic PMU-implementation provided by National Instruments as a part of their Advanced PMU Development System and the implementation in [2] are used. The PMU designs used are only supported by proprietary Compact Reconfigurable I/O (cRIO) devices. It is important to note that all the experiments and observations presented in this paper were based on M-class PMU designs.
A. SOFTWARE IMPLEMENTATION OF THE PMU
The PMU design was implemented in the LabVIEW Virtual Instrumentation (VI) environment. The organization of each design block is shown in the block diagram in Figure 1 . Software components are divided into the host PC and the client compact RIO device. The compact RIO houses a RT-microprocessor and an FPGA. The FPGA target is used to implement the PMU design, whereas the rest of the cRIO runs the TCP/IP communication interfaces and performs other auxiliary functions. The overall execution on the cRIO depends on LabVIEW libraries (Electrical Power Library) and DLLs. The cRIO chassis contains the physical FPGA device. The FPGA device incorporates the PMU design, along with FPGA-specific library files from National Instruments, and all the instantiations of the C-series modules for analog to digital signal acquisition. The host PC communicates with the cRIO (running the PMU and TCP communication), via NI drivers, and uses NI library functions for this communication. The PMU design described so far is supported by the latest LabVIEW release of NI [26] , and will be referred as NI PMU from here on. The PMU design from [2] will be referred as Beta PMU.
B. REVIEW OF THE EXISTING PMU-HARDWARE
NI provides a PMU implementation for the cRIO-9068 device (Figures 2 and 3) . A cRIO-9068 houses a Xilinx Artix-7 FPGA and an ARM Cortex A9 processor as its real-time processing unit. The 3-phase voltage and current inputs were taken using NI-9225 and NI-9227 C-series modules that are capable of obtaining 50 K samples/second, with 24-bit resolution. The master time is specified by the NI-9467 GPS synchronizer module. When used together with an FPGA, this module synchronizes the internal 40 MHz FPGA time keeper clock within (+/−)100 ns to the GPS 1 PPS received from GPS satellites. All the outputs from these modules are used by the PMU algorithm running on the FPGA hardware.
The FPGA-based PMU communicates with the real-time unit running on the cRIO, which handles initialization, real-time communications, and broadcasting of the PMU output. The PMU output follows the IEEE C37.118-2005 protocol, and is broadcasted through an Ethernet port using TCP/IP.
Similar hardware configurations were used in 4 different compact RIO platforms, with different specifications as listed in Table 1 . For all of them, the detailed synthesis results provided by the Xilinx Vivado tools were studied and analyzed. One of the PMU hardware platforms used, is shown in Fig 3. 
C. HARDWARE DESIGN FLOW METHODOLOGY
In this subsection, the process for designing FPGA based hardware is described. The design flow methodology adopted in this work is described in the flow-chart shown in Figure 4 . Note that the flow contains software infrastructure from both National Instruments (LabVIEW libraries) and Xilinx (Vivado synthesis tools). It can be observed that the PMU design is carried out in the LabVIEW Virtual Instrumentation environment from NI. The design is then converted into intermediate HDL (Hardware Description Language) files by NI libraries. Those files are converted into a bit-stream by Xilinx Vivado synthesis tools. This is a lengthy process, and it utilizes the libraries provided by Xilinx. This part of the design-flow consists of four steps: analysis, synthesis, mapping, and place & route. The Xilinx framework is designed to generate a report (pre-synthesis) after analysis, a report after synthesis (post-synthesis) and a last report for the place & route process (post place & route report).
These reports were analyzed to develop the design metrics for two different PMU designs. Note that, for some families of FPGAs, the pre-synthesis report is not generated. Because, this part of the work is time-consuming and computationally intense, National Instruments' online Cloud Compile Service (a high-performance-computing cluster) was used.
The same flow was used for all FPGAs studied and the reports were analyzed to develop metrics that can determine if a PMU design can be put on a certain FPGA. Because the pre-synthesis report takes the least amount of time, the developed metric analyzes the pre-synthesis report for one specific FPGA. Once the metric derived allowed the prediction of the hardware resource requirements, further experiments were conducted using the FPGA emulation for verification.
1) OBSERVATIONS REALTED TO THE NI CLOUD COMPILE SERVICE
As mentioned before, the National Instruments high performance computing cluster service (Cloud Compile Service) was used for compilation and synthesis of the designs. It is to be noted that, theoretically this entire procedure can be executed offline. However, the compilation time is usually 6-7 times more in a standard work-station (Intel i7, Gen 3 processor with 16 GigaBytes of RAM) when compared to the Cloud Compile Service. Because, the procedure is computationally demanding, sometimes the resources of standalone PCs are not enough to complete the compilation. Hence, it was recommended by NI to always use their compile service for this part of the job. Usually, compilation time on such servers depends on the number of jobs it is handling at a given time. However, in this particular infrastructure, the compilation time was always similar, but the queuing time/ waiting time used to vary depending on the number of compilation jobs it was handling at the given time.
III. CASE-STUDIES AND EXPERIMENTS
The experiments performed were classified in two categories, which are described in subsections B and C below. The test specimens are described in subsection A. The design flow in Fig. 4 , was carried out for several targets using the re-designed PMU software and reports were regenerated.
A. TEST SPECIMENS/DESIGNS
Three test-specimens were used to characterize hardware requirements. Two of them were the PMU implementations (NI PMU and Beta PMU described in Section II.(a). Additionally, a simple 64-point FFT design was used across all the platforms for additional validation of the proposed hypothesis. A short description of these specimens is given below.
• Dummy Design: A 64-point FFT algorithm that was expected to be synthesized successfully in all available platforms. It is to be noted that, there is no direct relation between this design and the actual PMUs implemented in the cRIO devices. The results for this design is reported only to infer the fact that even though smaller designs can be synthesized on lower cost hardware with less resources, larger real-life applications such as a PMU requires stronger hardware for implementation. As it will be shown in Section 4, the two PMU designs cannot be implemented on some of the targets due to insufficient hardware resources. For those targets it was necessary to use a simpler design (FFT Algorithm) to compare reports generated in all the different platforms.
• NI PMU: The latest PMU design provided by NI, which incorporates all the latest LabVIEW libraries. This design is implemented and released by NI as a part of their Advanced PMU Development System. Their implementation used a ZYNQ-7020 Artix-7 FPGA along with a NI-9068 cRIO and was modified for synthesis in other platforms.
• Beta PMU: This particular implementation [2] was developed for the NI-9076 with a Spartan 6 LX45 FPGA. Although, it has similar functionalities, the hardware requirements are different from the NI PMU design.
It is to be noted that, even though the two PMUs share the same functionalities, the phasor estimation algorithm used was different. The NI PMU utilizes a recursive DFT algorithm for frequency estimation which is well documented by NI in [32] . The Beta PMU, however, utilizes a recently published algorithm -iterative Interpolated DFT (i-IPDFT) for estimating the frequency [2] . As the i-IPDFT algorithm is iterative, and the DFT is recursive, the FPGA hardware requirements are expected to be sufficiently different.
B. IN VIVO EXPERIMENTS ON PHYSICAL FPGA DEVICES
The test specimens described in Section 3.1, were used to synthesize the functions for the physical hardware. The hardware platforms, which were used for this purpose are listed in the Table 1. cRIO displays the detailed results for all the synthesis-jobs carried out. In column 6, the number of LUTs used are displayed, and column 5 displayed the number of available LUT-s in that specific FPGA core. In the case of the cRIO 9082, the FPGA core is a Spartan 6 LX150T which contains 92152 LUTs, each having 6 inputs. Out of those 92152 LUTs, 28826 were used as shown in column 6. Column 10 shows the number of available Block RAMs in that FPGA core. This number is 268 for the Spartan 6 LX150T FPGA. Out of these BRAMs, only 23 were used. As shown in Table 3 , the Beta PMU design stresses the Block-RAM (BRAM) demand and the NI PMU stresses the LUT (Look Up Table) demand of the FPGAs. Experiments based on the Dummy (FFT) design were performed to establish that the proposed metric in Section 4 can be extrapolated for different algorithms other than PMUs.
C. IN SILICO EXPERIMENTS USING FPGA EMULATION
National Instruments provides tools to virtually implement a design on an FPGA, without the need to access the physical FPGA hardware. This process is known as FPGA emulation. In this process, Xilinx Intellectual Property(IP) is used to emulate the actual behavior of an FPGA. FPGA emulation was used to predict whether or not the PMU designs can be executed on the other cRIO devices with different FPGA targets and results were compared against the proposed metric. As seen from Table 6 (second row), it predicted and verified that for the Spartan 3 XC3S2000 FPGA, the available LUTs are not sufficient to host the PMU design. Based on the proposed metric, it was successfully predicted whether the PMU would fit in for other FPGA cores as well.
D. CHARACTERIZATION
As seen from the flow chart in Figure 4 , Xilinx provides important information in different stages of the overall process. The first set of reports is generated after the analysis stage, and requires relatively lower time to generate because it does not involve time consuming stages, i.e. synthesis, place & route and mapping. However, this report only gives a rough estimate of the actual device utilization. Regardless, the entire procedure tends to take hours. It is observed in Table 3 that for a Spartan 6 LX-150T the time for place & route increases by 13.5 fold, and for a Spartan 6 LX-75T it increases 15.6 fold as compared to generating pre-synthesis results. However, pre-synthesis reports are not certain and they do not guarantee that the identified requirements at this stage will remain the same when proceeding with the subsequent stages. The results in Table 2 show that it is extremely inefficient to run a complete synthesis job resulting in unsuccessful execution due to hardware constraints. Therefore the metric proposed in this work uses the pre-synthesis report to predict whether or not a certain design can be implemented and executed on a certain FPGA target as shown next.
IV. EXPERIMENTAL RESULTS

A. RESULTS ON PHYSICAL FPGA HARDWARE 1) HYPOTHESIS AND METRIC DERIVATION
As mentioned before, three designs were implemented on four physical hardware platforms. The final hardware consumption by these designs across the 4 different FPGA devices are reported in Table 3 .
It is to be noted that, the cRIO 9068 is the only device, for which the NI PMU implementation was originally developed and the cRIO 9076 in the case of the Beta PMU. It was observed from the synthesis reports, that the two determining factors that decide whether a design can be implemented on a certain FPGA target are the number of available Look-UpTables (LUT-s) and number of available Block-RAM units. The functional blocks such as adders, multipliers, multiplexers, are all implemented using LUTs and BRAMs through the synthesis process. Hence, the number of LUTs and number of BRAMs should be the most important metric to quantify the hardware consumption on FPGAs for PMU implementation. However, the most interesting observation across all the different platforms was that the same PMU design consumed different amount of hardware in terms of LUTs in different FPGA targets, which contradicts the previous assumption to take number of available LUTs as the metric to quantify the hardware consumption.
To address this issue, together with cRIO, detailed specifications of various FPGA families were studied revealing that the size of a single LUT is different among those families. For example, the Spartan 3 family of FPGAs have LUTs of width 4, whereas Spartan 6 FPGAs have LUTs of width 6. Another interesting observation was that the product of the LUT size and the number of consumed LUTs for synthesis, were similar across different FPGA-targets for the same design. Consequently, the metric in equation (1) (LUTs × LUT-size) was observed to be the determining factor on whether a design would fit into a certain FPGA. For the NI PMU design, noting the results in column 9 of Table 3 , the base value of 175000 was selected as the lower bound to develop the design metric. This choice was made based on the fact that the maximum observed value of (N LUT × N LUT-Size ) was 174545 (for Artix 7) across all the tested/emulated hardware (discarding Artix 7, the maximum bound would be 172956). This value was determined by computing the nearest round number above the highest reported hardware consumption (of Artix 7), while determining the exact value of N Max . However, it is not recommended to use this proposed However, as discussed, Artix 7 has configurable LUT blocks, and hence its synthesis process is more complicated. For such FPGA cores, where pre-synthesis reports are not generated, synthesis reports are considered for our proposed decision making process. Even using synthesis reports, one can save significant amount of time savings by avoiding the time consuming P & R (Place and Route) steps, and post P & R report generation during the hardware selection process. For the Beta PMU, the Block-RAM was the determining factor as it consumes very little space in terms of LUT-s.
It is to be noted that the architecture of Xilinx Artix family is significantly different from the other families. The LUTs of the Artix 7 are re-configurable in nature and can be of size 5 or 6 according to [21] . In fact, a careful evaluation of the reports from Fig. 4 reveals that the synthesis tools actually configures quite a few of those LUTs with smaller (of size 1-4) size. Hence, the proposed metric is perfectly consistent for every target, except when using Artix 7 family of FPGAs. Note that, the Artix 7 implementation is also reported and documented by National instruments in their PMU Development system in [21] . In order to maximize the savings in terms 1 Where N LUT is the number of available LUT-s and N LUT-size is the number of inputs in each LUT. N max = 175000 57532 VOLUME 7, 2019 of computational effort and time-consumption, the earliest estimations of device utilization were used to construct the upper bound N max for the proposed metric. For Artix family, it was provided during the synthesis for all other tested FPGAs.
To better incorporate scenarios where the post-synthesis resource allocation is more than the pre-synthesis resource allocation, a pessimistic adjustment to the margin is be proposed. [31] specifies that the accuracy for resource allocation for pre-synthesis analysis by Xilinx has a ±15% error. Keeping that in mind, the proposed metric can be scaled by a factor of 1.15. As a result, equation (1) is modified to
However, this will lead to a conservative estimate of the ability of the target being analyzed, and reduction in cost/performance analysis; see Section IV.C.
2) CROSS-VERIFICATION OF THE PROPOSED METRIC WITH HDL DESIGNS
To investigate the validity of the proposed metric without the need to use National Instruments software tools, two simple digital designs written in Synthesizable Verilog were considered:
• Square-root finder: This was a successive approximation circuit that calculates the square root of an 8 bit number.
• 64 bit Arithmetic Logic Unit: This was a 64 bit ALU, with basic arithmetic and logical operations with two 64 bit inputs and one 128 bit output.
Columns 4 and 7 of Table 5 , show that the hardware consumption based on the proposed metric is valid for a single digital design across different FPGA cores. Thus, it can be concluded that the proposed metric is legitimate, since it holds for completely different code-generation work-flows with or without the usage of National Instruments' libraries. It needs to be noted, that Verilog codes are at a much lower level of abstraction than LabVIEW VIs, which results in overall much lower hardware consumption.
3) ERRORS IN DIFFERENT STAGES FOR PHYSICAL PMU IMPLEMENTATION
This section analyzes the accuracy of the intermediate reports depicted in Figure 4 . More specifically it is of interest to determine the accuracy of the pre-synthesis report as it takes substantially less time, it will be used by the design metric (1). The time taken by the NI-cloud compile service to complete different stages of synthesis and generate the report is given in Table 2 . The NI PMU design was used for the observations. From Table 2 , it is seen that the use of the proposed metric can provide drastic time savings. This is relevant because one can take decisions based on pre-synthesis results, instead of running the entire compilation and synthesis job until completion. In Figure 6 , the results of pre-synthesis and synthesis stage are summarized with respect to the actual post place & route results. This figure is key to understand the need for the proposed metric. The four groups displayed in this bar graph represents 4 physical FPGA cores tested in the experiments. However, it can be seen that for the Artix 7 family, there is no pre-synthesis column, as the compilation procedure for Artix family is entirely different. For Spartan-3 device, the postmap results are not reported because the synthesis job failed during synthesis due to lack of hardware resources.
The bar chart of Figure 6 shows the percentage LUT consumption, the available number of LUTs in each FPGA device is taken in percent. For the second bar chart, the final compilation results (post-map for successful compilations) are taken as the base value. In general, the LUT-consumption varies slightly between pre-synthesis, synthesis and postmap, because of the additional optimizations carried out by the Xilinx tools in each stage. It was observed that, during synthesis, the design is flattened out (resulting into a larger design), optimized and packed, resulting in a reduction of the hardware consumption of the flattened design. In the case of a failed synthesis, the packing and optimization steps are skipped and the reported post-synthesis resource allocation is based on the larger flattenned out design, which is larger than the pre-synthesis resource estimate. This can be observed for the case of Spartan 3 XCS2000 device. (Column 4, in Fig 6) .
4) VERIFYING THE FUNCTIONALITIES OF THE PMU IMPLEMENTATION
It is obviously necessary to verify that the designed PMU functions still operate as desired in a cRIO after compilation. Hence, the PMU implementation along with the TCP/IP communication protocol reporting the synhrophasor was tested. For this verification, a three phase voltage source along with a balanced star connected load, was used. NI-9263 C series module was used to implement a configurable 3 phase supply, which is fed to the NI-9225 module that is already a part of the hardware implementation of the NI PMU as mentioned in Section 2. The inputs of the current sensing NI-9227 module are connected to the balanced star load designed on a simple circuit board. In this way, both voltage and current phasors are expected to be balanced. It is to be noted that the frequency for all the phasors should be fixed at 50 Hz when in steady state.
The most important metric to characterize the PMU measurements is the Total Vector Error (TVE). For a given complex variable, X (n) the TVE is given by the following expression:
where the variables X re M and X im M denote the real and imaginary part of that complex variable as measured by the PMU. It can be seen from Figure 7 (a) that in steady state, the computed TVE for the implemented PMU was less than the specified limit (in [20] ). In fact, the TVE was always observed to be within 0.5 times the maximum permissible (by [20] ) limit.
The implemented PMU was able to compute the signals' frequency and broadcast that information to a workstation connected to the network. An important index to analyse the quality of these measurements is the Frequency Error (FE), which is given by the following expression (a) (b) For the test-case, Frequency Error (FE) is computed and plotted based on the instantaneous frequency measurements and shown in Figure 7 (b). It can be seen that FE is in the range of 10 −2 order, which is well within the permissible limits set in [20] .
The results presented in Fig. 7 clearly shows that the implemented FPGA based PMU works well under steady state. To test it further, the standard compliance tests were performed on it, using the same cRIO hardware.
In table 8, the Frequency Errors, ROCOF Errors, and Total Vector Errors are reported for steady state tests and all the dynamic compliance tests suggested by [24] . The dynamic compliance tests as suggested in the literature are (a) Step Increase in Magnitude and Phase, (b) Sinusoidal Modulation 
B. FPGA EMULATION RESULTS
With the actual compilation results from four physical FPGA targets, the metric described previously was developed. It was quite successful in predicting if the FPGA targets were capable of supporting different designs. For further verification, the metric needs to be tested using a few other FPGA cores. However, it is costly to test the same design on every other physical hardware.That is why FPGA emulation was used to further test the metric. Before beginning this verification, it is necessary to determine the accuracy of the FPGA emulation tool. Table 4 clearly exhibits that FPGA emulation tools were sufficiently accurate in mimicking the performance of a real FPGA target. In fact, the detailed synthesis results for FPGA emulation matched perfectly with the synthesis results of the physical FPGA targets, when the synthesis was run for the same device.
Using the proposed metric it was now possible to predict the prospective synthesis results for other FPGA targets, for which physical hardware were not available. It can be seen from Table 6 , that in each of the test cases the proposed metric was successful in determining whether the PMU design can be implemented on the test-FPGA target.
In Table 6 , the last two rows suggest that, the compilation job, when applied to the same FPGA hardware across different compact RIO hardwares, produces exactly same results. In this particular case results, from cRIO 9035 and cRIO 9036 (both of them contain the same Kintex 70T FPGA) are reported.
C. FPGA SELECTION
In this subsection, Xilinx FPGA devices are compared in terms of their cost and projected resource consumption based on the proposed metric. This set of results is an example of how this metric can be used in practice for FPGA selection. The graph in Fig. 9 shows how the cost and projected resource consumption for PMU implementation varies across various FPGA devices of the same family. This particular test case shows results from all the devices of Spartan 6 family.
It is to be noted, that the price of only the FPGA IC is reported in this paper. Similar FPGA ICs are also available, embedded in a development board (manufactured by both Xilinx and other third party vendors) with multiple connectivities at significantly higher prices, which are not reported in this paper. 
V. CONCLUSION
In this paper, the methods for deploying the same PMU design on different FPGA targets were discussed. That makes the single-design-multiple-target infrastructure easier to implement. In that process, a metric was developed to predict the FPGA-hardware requirements for different PMU implementations.
It is clear that, the metric proposed in the current work gives accurate prediction of the FPGA hardware requirement with satisfactorily lower effort. The experimental results show that the usage of the metric can drastically reduce the implementation time for FPGA-based PMU-s, specially in low to medium capacity FPGA targets. In the case of the cRIO 9036, it was predicted using the metric that the PMU can be implemented in the hardware and it would approximately consume 175000/244000 = 71% of the hardware. Where as, the experimental results in Table 6 shows that the PMU was successfully implemented in the hardware, and it utilized 69.1% of the hardware. This implies that, if a new function requiring the FPGA and consuming up to 29% of the resources was added, the target would be able to support the function. Finally, it can be concluded that the methodology proposed, provides a systematic way to chose FPGA targets for PMU implementations considering the tradeoff between cost and hardware resources.
