e identification and classification of faults in chemical processes can provide decision basis for equipment maintenance personnel to ensure the safe operation of the production process. In this paper, we combine long short-term memory neural network (LSTM) with convolutional neural network (CNN) and propose a new fault diagnosis method based on multichannel LSTM-CNN (MCLSTM-CNN). e primary methodology here includes three aspects. In the initial state, the fault data are input into the LSTM to obtain the output of the hidden layer, which stores the relevant temporal and spatial domain information. Due to the diversity of data features, convolutional kernels with different sizes are utilized to form multiple channels to extract the output characteristics of the hidden layer simultaneously. Finally, the fault data are classified by fully connected layers. e Tennessee Eastman (TE) chemical process is used for experimental analysis, and the MCLSTM-CNN model is compared with the LSTM-CNN, LSTM, CNN, RF and KPCA + SVM models. e experimental results show that the MCLSTM-CNN model has higher diagnostic accuracy, and the fault classification results are superior to other models.
Introduction
With the continuous improvement of science and technology, great changes have taken place in chemical processes. Many industries, such as chemical, metallurgy, and electric power, are becoming more intelligent and automated. As a consequence, chemical processes become more and more large-scale and complicated. e fault of equipment or module may affect the safety and reliability of the entire production process. However, if the fault cannot be detected in time, it may lead to chemical accidents, resulting in severe property loss, casualties, environmental pollution, and other hazards. In this case, the fault diagnosis of chemical processes is essential, for which timely and accurate fault identification and effective measures can ensure operation safety during the production process.
At present, scholars have conducted a series of research studies on fault diagnosis of chemical process, including knowledge-based, model-based, and data-driven methods.
Among them, knowledge-based and model-based methods are limited in application scope due to the difficulty in modeling and strong dependence on expert experience. erefore, the data-driven method has become a hot research topic. is method mainly uses statistical analysis, machine learning, and deep learning to build a fault diagnosis model. Common statistical methods include principal component analysis (PCA) [1, 2] , partial least squares (PLS) [3, 4] , independent component analysis (ICA) [5, 6] , and linear discriminant analysis (LDA) [7, 8] . However, they have great limitations in dealing with nonlinear dynamic and non-Gaussian process. Deng introduced the kernel function into PCA and proposed the fault diagnosis method of KPCA. It can transform variables from nonlinear input space to linear feature space and solve the nonlinear problem of chemical process data [9] . To solve the dynamic problem of non-Gaussian process, Stefatos proposed a dynamic ICA method [10] , connecting the current data matrix with the previous data matrix to form the enhanced data matrix. DPCA is a method similar to the dynamic ICA method [11] .
Although it can reduce the dimensionality of high-dimensional data and perform well in fault detection, the separation effect on faults is poor. In order to effectively separate faults, machine learning methods such as the support vector machine (SVM) [12, 13] , K-nearest neighbor (KNN) [14, 15] , Bayes [16, 17] , and decision tree (DT) [18, 19] are used for fault diagnosis. Zhang used KPCA to reduce the data dimension and then classified fault data by using the SVM [20] . Random forest (RF) is composed of multiple decision trees. Zhang et al. used the RF for fault diagnosis of rolling bearings and compared it with the diagnosis results of traditional classifiers (SVM, KNN, ANN, and DT) and found that the accuracy of the RF was the highest [21] . Besides, there are various combinatorial methods such as ICA-PCA [22] , KICA-SVM [23] , and PCA-ANN [24] . Although these methods have their advantages, they have limited expression in some complex tasks and are prone to dimensional disasters.
In the past few years, deep learning [25, 26] has developed rapidly and has performed well in many fields. Deep learning has a deep network structure, which can transform raw data into more abstract and higher-level data expression through the combination of a series of nonlinear functions, so it can effectively process complex process data. Deep learning has made some research achievements in the field of fault diagnosis. Sun et al. extracted the data features using a sparse self-encoder and then trained the network to complete the fault classification [27] . In view of the traditional fault diagnosis, methods are mostly studied from the spatial domain, and the temporal domain features have been hardly studied; Zhang and Zhao proposed a fault diagnosis model of an extensible deep belief network (DBN). DBN subnet extracts spatial and temporal domain features of data and then classifies faults. e average diagnostic accuracy of TE is 82.1% [28] . Zhang et al. utilized a variational auto-encoder (VAE) to learn the higher-level abstract features of the original data and then input them into DBN to diagnose the fault [29] . Considering that the fault data are time series, Zhao et al. presented a long short-term memory neural network (LSTM) method which can adaptively learn the dynamic information of the original data, and the results show that the model has good fault diagnosis performance [30] . Wu and Zhao applied convolutional neural network to fault diagnosis of chemical processes, which can effectively extract fault features and classify them [31] .
ere are abundant research achievements on fault diagnosis of chemical process. However, the accuracy of fault diagnosis is still not high enough, and there is a certain gap from the practical application, so further research is needed. is paper proposes a fault diagnosis method for MCLSTM-CNN. By constructing a multichannel deep network model, we can effectively extract features of data in the temporal and spatial domains, thus achieving classification diagnosis of fault data. is model was applied to the TE dataset, and the classification effects of LSTM-CNN, LSTM, CNN, RF, and KPCA + SVM models were compared.
e results reveal that this model has higher diagnostic accuracy and good reliability.
Relevant Theory

LSTM.
e recurrent neural network (RNN) is a network structure used to process sequence data. Its characteristic is that the current output depends not only on the current input information but also on the previous output information. Although this network has certain advantages, when the information that the RNN needs to learn is far away from the current predicted value, the gradient disappearance or gradient explosion phenomenon is prone to occur. LSTM is a variant of the RNN. It can realize the self-circulating weight change through a structure called gate unit, which can effectively alleviate the problem of gradient disappearance and gradient explosion. erefore, it is more suitable for processing time series data. e basic structure of LSTM is shown in Figure 1 . Figure 1 presents the LSTM architecture, which contains four neural network layers and interacts in a special structure. It selects information mainly through three gate structures: input gate, forget gate, and output gate. Suppose the shape of the input data is {X 1 , X 2 , X 3 , . . ., X m }. Taking the t th sample as an example, X t is the input data at the current moment. To select valid data information, we need to discard the data of the cell state selectively. e forget gate controls the current retain of the amount of previous cell state. e formula is expressed as follows:
where f t is the forget value, h t− 1 is the data output at the previous moment, W and b are the corresponding weight coefficient matrix and the offset term, and σ is the sigmoid activation function. e implementation process of the input gate mainly includes three parts. Initially, the sigmoid function is used to determine the data to be updated; then, the tanh function is used to generate candidate value vectors; eventually, the cell state updates. e calculation is expressed in the following equations:
where i t is the information to be updated, C t ′ is the alternative content to be updated, tanh is the hyperbolic tangent activation function, C t− 1 is the old cell state, and C t is the updated cell state. e output gate determines the output value. e sigmoid function is used to determine the output portion of the cell state, and then the cell state is processed by the tanh activation function. Finally, the output value is obtained by multiplication. e formulas are expressed by
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where O t is the information to be output and h t represents the output value at time t.
CNN.
Convolutional neural network (CNN) is a deep neural network, which can effectively extract data features and achieve great success in image recognition and detection. It mainly consists of a convolutional layer, pooling layer, and fully connected layer.
Convolutional
Layer. e convolutional layer, which is the core of the convolutional neural network, mainly convolves the input features through a set of weighted convolutional kernels. Each convolutional kernel can only extract one feature, and the information obtained is limited. erefore, it is necessary to use multiple convolutional kernels for calculation, and the weights and parameters between the input features and each convolutional kernel are shared. Convolutional layers have two main benefits: firstly, for some input features, users need not perceive all of their information, and only need to extract some key features, which makes it more efficient to deal with problems; secondly, the convolutional operation can greatly reduce the number of parameters, thereby reducing the amount of calculation and improving the calculation efficiency. Figure 2 shows a typical convolutional operation. e process of convolutional operation includes the following steps:
Step 1: the data are processed into a two-dimensional matrix. e specific operation is to reorganize the data into a two-dimensional matrix by calling the reshape function to perform dimensional transformation.
Step 2: the convolutional kernel and input data are used to perform the operation of matrix inner product, and then a bias is added to calculate an eigenvalue. e aforementioned calculation steps are repeated, moving the convolutional kernel from left to right and from top to bottom on the input data to calculate the next value. e distance to slide once is called step size. Taking Figure 2 as an example, the input feature size is 5 × 5 while the convolutional kernel is 3 × 3 with the step size of 1.
e first element of the output feature can be calculated by 1
. e calculation of the second output element after sliding step size 1 is similar to the first element. erefore, we can use equation (4) to calculate the output features of the l th layer:
where x l− 1 i represents the i th input feature, k l ij are the corresponding weights of i th input feature and convolutional kernel j, the symbol * represents the convolutional operation, b l j is the bias of j th convolutional kernel, x l j is the j th output feature, and f is the activation function.
Step 3: the number of convolutional kernels are set to obtain multiple features.
Pooling Layer.
e pooling layer, also known as the sampling layer, is usually connected to the convolutional layer to pool the output of the convolutional layer. ere are two types of pooling operations: max pooling and average pooling. e max pooling operation is used to calculate the maximum value of each pooling area as an output, and the average pooling operation is used to calculate the average value of each pooling area as an output. After the convolutional operation, the dimension of the data will increase. Meanwhile, the pooling operation can reduce the feature dimension, simplify the calculation, and prevent overfitting. In addition, the pooling layer can integrate similar chemical features, making the test results more reliable. Figure 3 shows the calculation process of the pooling layer, where the input feature has a size of 4 × 4, a kernel size of 2 × 2, and a step size of 2.
Dropout Layer.
e dropout layer is a mechanism used in deep learning to prevent overfitting. During the training process, the dropout layer makes the neuron stop working according to a certain probability, namely, setting its output value to 0. is allows neurons to work with other randomly
Neural network layer
Pointwise operation
Vector transfer Copy Concatenate selected neurons, thereby reducing the complex coadaptation between neurons. Also, the dropout layer avoids the situation that some features only work when influenced by other specific features. It forces the network to learn more robust features and improve the generalization ability of the model.
Fully Connected Layer.
e fully connected (FC) layer can map the feature representations learned by the convolutional layer and pooling layer to the sample mark space so as to realize data classification. e basic structure is shown in Figure 4 . Each neuron in the FC layer is connected with all neurons in the previous layer to integrate the extracted features. Finally, the activation function is used to nonlinearly transform the input so that the network has a nonlinear learning ability. Assuming that the number of input neurons is P and the number of output neurons is Q, the output value can be calculated by the following equation:
where x l j is the output value of the j th neuron, x l− 1 i represents the i th input neuron, and w l ij are the corresponding weights of i th input neuron and j th output neuron, b l j represents the bias of the j th output value, and f represents the activation function.
It can be seen from Figure 4 that the input of the FC layer must be a one-dimensional array. However, the data processed by the convolutional layer are a multidimensional array, so they cannot be directly input into the FC layer for classification. e flatten layer can flatten the data, that is, processing the multidimensional input into one dimension to meet the input requirements of the FC layer.
Fault Diagnosis Method Based on MCLSTM-CNN
Feature extraction has a great influence on the final classification results of faults. How to extract more effective features becomes an important factor in improving the accuracy of diagnosis. LSTM can effectively deal with the long-term dependence of time series, and CNN has a strong ability to extract features from multidimensional data. In view of the time-varying and high-dimensional characteristics of chemical process data, this paper uses LSTM to process the fault data, and the hidden layer output obtained contains the spatial and temporal information of the original data. However, chemical process data have abundant spatial features, and it is difficult to express the spatial features accurately by LSTM alone. To this end, multiple parallel convolutional layers are used to extract the output features of the hidden layer simultaneously. Generally, the convolutional kernel size of each convolutional layer is the same, so the generated features are relatively single. However, the convolutional kernels of parallel convolutional layers have different sizes, and the extracted feature types are different, thus increasing the diversity of output features of the hidden layer. Figure 5 shows the method framework, which mainly includes two stages: offline modeling and online monitoring.
Offline Modeling Stage
Step 1: obtain fault data of chemical process and divide the training set and testing set
Step 2: preprocess data including standardizing data, converting data into a two-dimensional matrix, and encoding labels Step 3: define the network structure, including the number of nodes and layers of the network layer, the size of the convolutional kernel, the dimension of the input data, and the activation function
Step 4: set training parameters, such as epoch, batch_size, and optimizer
Step 5: input the training set into the MCLSTM-CNN model for training and adjust the network weight and bias continually
Step 6: determine whether the loss value is less than the threshold; if it is less than the threshold, the training is completed; if it is greater than the threshold, the training is continued
Online Monitoring Stage
Step 1: perform the same data preprocessing process for the test data
Step 2: input the test data into the trained MCLSTM-CNN model
Step 3: complete the classification of fault data and analyze the results Figure 6 shows the specific architecture of the MCLSTM-CNN network. Firstly, the preprocessed fault data are input into LSTM to obtain the hidden layer outputs and reshaped into a two-dimensional matrix to serve as the input of the convolutional layer. We choose different sizes of convolutional kernels Conv 1 , Conv 2 , . . ., Conv i (i is the number of parallel convolutional layers) to convolve the output data of LSTM simultaneously. e output of the aforementioned convolutional layers is then merged using the concatenated function. is is done, on the one hand, to connect to the next neural network layer, and on the other hand, to increase the diversity of features by merging them because the features extracted from the convolutional kernel of different sizes are different. Next, the pooling layer is introduced to compress the features so that the main features of the network layer are preserved while reducing the number of dimensions and parameters. e features are further extracted by using the Conv layer. e input data of the FC layer are required to be one-dimensional array, so the multidimensional output data of the Conv layer need to be flattened into one-dimensional data by the flatten layer. e dropout layer can randomly select neurons according to a certain probability to make them stop working during training, which can reduce the dependence between neurons and increase the generalization ability of the model. e FC layer is equivalent to the classifier in the model. e FC layer carries out a series of nonlinear operations on the feature values learned by the aforementioned network layer. e output results are the corresponding probability values of different classes, among which the largest probability value is the classification result.
Simulation Experiment and Analysis
TE Chemical Process.
e TE (Tennessee Eastman) chemical process was first proposed at the American Chemical Society, which is a simulation of an actual chemical process. e TE chemical process has been widely utilized in research fields such as process control, optimization, monitoring, and fault diagnosis. e flow diagram is shown in Figure 7 . In addition to normal data, the TE dataset also includes 21 preset different types of faults, including 16 known faults and 5 unknown faults [16] [17] [18] [19] [20] . Each fault has 52 process variables, including 22 continuous process measurements, 19 compositions, and 11 manipulated variables. e data chosen for the experiment were all from public TE datasets. Mathematical Problems in Engineering be deformed according to sample size, timestep, and feature number to meet the input requirements of LSTM. Here, five time series are taken as a group to predict the output value at the next moment, so one input data is 5 × 52, where 5 represents the time length of the sample and 52 represents the process variable. Because chemical process data have various dimensions, if the difference is too large, the parameters in the model cannot learn other characteristics normally, which will have a great impact on the model results. erefore, it is necessary to standardize the data according to formula (9) . Figure 8 Mathematical Problems in Engineering
Diagnostic Model
where x i is the sample data, μ is the sample mean, σ is standard deviation, and x * are the normalized data. When solving the problem of multiclassification, the label needs to be processed with one-hot encoding. e specific operation is to convert it into an array, where the column in the corresponding label is 1, and the rest is 0, such as the one-hot encoding of the fault 3, 21 shown in equation (7) . 
Construct Model.
Parameter adjustment has always been a challenge in deep learning. When constructing the model, the number of neurons, convolutional kernels, parallel convolutional layers, and other parameters will have a great impact on the results of fault classification. In order to determine the appropriate parameters, 2 to 5 parallel convolutional layers were tried. We use the control variates method to change one model parameter at a time and show some structures in Table 1 , comparing the diagnostic performance of different models and selecting the best performing models.
Training Model.
After the model is built, the training set is input into the model for training. In the training process, categorical_crossentropy is used as the loss function. It can avoid the problem that the update weight is slower and is beneficial to model convergence. e calculation formula is as follows:
where i is the correct class and q (x i ) is the probability of predicting the correct class. Adam is an optimization algorithm, which is very suitable for solving the optimization problems with large data or parameters and has high computational efficiency. Adam updates the network weight mainly through the following steps. For more details, refer to [32] . e formula for calculating exponential moving averages of the gradient and the square gradient is as follows:
where g t is the gradient of timestep t, m t is the exponential moving average of the gradient, v t is the exponential moving average of the square gradient, and β 1 and β 2 are the exponential decay rates.
Since m 0 and v 0 are initialized to 0 at the beginning of training, the exponential moving average will be biased towards 0. erefore, it is necessary to perform deviation correction for m t and v t , and the calculation is expressed in the following equations:
where m t is the deviation correction of m t and v t is the deviation correction of v t . en, the weight update can be calculated by the following equation:
where θ t is the weight of timestep t, θ t+1 is the weight updated of timestep t + 1, η is the learning rate, and ε defaults to 10 − 8 . e accuracy is used as an index to measure the quality of the model. e number of epochs is set to 40, and the batch size is set to 6. By adding EarlyStopping, the training is stopped when the monitoring value is no longer improved to prevent overfitting due to overly training epochs. Finally, we use the testing set to evaluate the performance of different MCLSTM-CNN models, and the results are shown in Figure 9 .
It can be seen from Figure 9 that the fault classification accuracy of model 8 is the highest, so we finally choose model 8 as the research model. e model includes three parallel convolutional layers, and its network parameters are as follows. e input size of the sample data is 5 × 52, and the number of neurons in the LSTM is 50. Conv 1 , Conv 2 , and Conv 3 all contain 128 convolutional kernels, whose sizes are 6, 4, and 2, respectively. e neurons generated by the concatenated function are 50, and the number of channels is 384. e rejection rate of the dropout layer is 0.1, and the kernel of the pooling layer is 2. en, the generated data size is 25 × 384. Conv has 256 convolutional kernels of size 2, and the generated data are 24 × 256. rough the flatten layer processing, the size is 6144. e output length of the FC 1 layer is set to 300, and the output length of the FC 2 layer is 22. e activation function before the FC 2 layer uses the Rectified Linear Unit (Relu), and the activation function of the FC 2 layer uses softmax. Figure 10 shows the accuracy of model 8 in training process. We can see that the accuracy converges faster in the early stage and keeps improving. With the increase of training epochs, accuracy gradually tends to be stable and eventually reaches 96.74%.
Since the output of each layer of the MCLSTM-CNN is high-dimensional data, it cannot be visualized. In order to understand its feature learning and classification process, a method of t-distributed stochastic neighbor embedding (t-SNE) is adopted. is method is a derivative of SNE, which can project high-dimensional data into a two-dimensional plane for visualization. Figure 11 shows the learning process of training data, where each point is a sample, and the actual class of each data is marked on the point. To make the classification effect more intuitive, each fault uses a different color. It can be observed from Figures 11(a)-11(g) that the raw sample data are mixed but are gradually separated by the processing of the MCLSTM-CNN.
Analysis of Results.
In order to visualize the fault classification results of the MCLSTM-CNN model, we introduce a confusion matrix. Due to space constraints, 21 faults are split into two parts. Figure 12(a) shows the fault classification results of 1-10, and Figure 12(b) shows the fault classification results of 11-21. In the confusion matrix, the row is the class of the prediction, and the column is the actual situation. e diagonal in the figure is the class where the true value is equal to the predicted value, and the rightmost column is the corresponding classification accuracy.
We found that the classification accuracy of different faults varied greatly. e accuracy of faults 3 and 9 is lower than 80%, the accuracy of fault 15 is lower than 70%, and the accuracy of faults 10, 16, and 20 is less than 90%. In addition, the classification accuracy of other faults is above 90%, among which the classification accuracy of faults 1, 5, 6, 7, and 14 is 100%. erefore, most faults can be effectively separated by MCLSTM-CNN, and only a few faults perform poorly. By analyzing the data in the table, it is found that the lower accuracy of the faults 3, 9, and 15 is caused by the higher degree of confusion between them. For example, for fault 3, 22 samples are misclassified to fault 9, and 16 samples are misclassified to fault 15. It is found that both faults 3 and 9 are related to the temperature change of material D. e difference is that the type of fault 3 is a step, while fault 9 is a random variable. Fault 15 is a condenser cooling water valve, which is also related to the material temperature change of fault 3 and fault 9.
To verify the effectiveness of the proposed method, six different models of LSTM-CNN, LSTM, CNN, RF, KPCA + SVM, and MCLSTM-CNN are established, respectively, and their fault diagnosis classification performance in the TE process is compared. e test accuracy of the MCLSTM-CNN model is as high as 92.06%, while the test accuracy of LSTM-CNN, LSTM, CNN, RF, and KPCA + SVM is 89.05%, 85.12%,75.84%, 87.8%, and 64.2%, respectively. e ROC curve is widely applied as a metric to evaluate the classification effect. e horizontal coordinate is FPR (false-positive rate), and the vertical coordinate is TPR (truepositive rate). e samples are classified by setting a threshold value. e closer the ROC curve is to the upper left corner, the better the diagnostic effect will be. In order to more intuitively indicate the overall classification results of the four models, the ROC curve is shown in Figure 13 Figure 13 that although six models have different diagnostic performances for various faults, the overall diagnosis results based on the MCLSTM-CNN model is the best. ere is no significant difference between LSTM-CNN and RF, followed by LSTM, and the diagnostic results of CNN and KPCA + SVM are worst.
Precision and recall can evaluate the diagnostic performance of the model for a single fault, but in general, they are often contradictory. High precision leads to low recall, while high recall leads to low precision, so it is difficult to compare different models. F1 score considers both the precision and the recall and can evaluate different models more effectively. e calculation formulas are as follows:
where R is the recall, P is the precision, F is the F1 score, TP is the sample for which the predicted label matches the real label, FN is the sample for which the actual label is mispredicted, and FP is the sample for which the predicted label is wrong. Figure 14 shows the F1 Score of the six models. e average F1 scores of MCLSTM-CNN, LSTM-CNN, LSTM, CNN, RF, and KPCA + SVM models are 92.03%, 89.06%, 85.09%, 76.23%, 88.18%, and 65.37%, respectively.
is indicates that MCLSTM-CNN has the best overall diagnosis effect. For the MCLSTM-CNN model, the F1 scores of faults 3, 9 and 15 are less than 80%, and the F1 scores of faults 10, 16 are less than 90%. In addition, the F1 scores of other faults are higher than 90%. However, the F1 score of LSTM-CNN, LSTM, CNN, RF, and KPCA + SVM models for single fault is mostly lower than that of the MCLSTM-CNN model. erefore, MCLSTM-CNN can separate individual faults more effectively than other models. Also, we found that for faults 3, 9, and 15, the F1 score of different models is quite different. However, the MCLSTM-CNN model has the highest F1 score, which significantly improves the diagnostic accuracy of these three faults. Based on the above analysis results, we can see that the MCLSTM-CNN model is more suitable for diagnosing faults in chemical process. is constructed with the LSTM, convolutional layer, pooling layer, dropout layer, and FC layer, which can effectively extract the time domain and spatial features of data. is method is applied to the fault diagnosis of the TE chemical process, and the fault classification results of LSTM-CNN, LSTM, CNN, RF, and KPCA + SVM are compared. e experimental results show that the diagnostic accuracy of MCLSTM-CNN is 92.06%, which is obviously superior to other methods. And for faults 3, 9, and 15, which are difficult to diagnose, MCLSTM-CNN has been greatly improved. e MCLSTM-CNN fault diagnosis method proposed in this paper has high fault diagnosis accuracy and good reliability, and it is easier to separate different fault types. It can effectively monitor the production process so as to reduce or even avoid accidents. erefore, the MCLSTM-CNN model is preferably applied for fault diagnosis of chemical process. In this work, there are still some limitations. As far as the model is concerned, the changes of any parameters in the network will affect the quality of the model, and it is difficult to find the optimal model. In addition, when the parameters are constant, the result of each training may also have errors.
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