














































































































































m且　　λ 0 4 8 12・ 16 20
1 ．954 952 951 ．950 950 ．950
3 960 957．954 ．952 ．951 ．950
5 963 961 957 954 952．951
7 966 ．964 ．960 957 ．954 953
10 968 966 963 960 957．955
表3　カバレッジ確率Pr（θ∈il，）Io＝IE（mo，no）＝（10，6）
mI　　λ o 4 8 ！2 16 20
1 ・　950 ．950 ．950 ．950 ．950 950
3 952 ．951 950 950 950 950
5 ．953 953 951 951950 950
7 955 ．954 ．952 951 ．951 950




m玉　　λ o 4 8 12 16 20
1 ．95ユ ．951 ，950 ．950 ．950 ．950
3 ．954 ．953 ．951 ．950 ．950 ．950
5 ．957 ．955 ．953．951 ．950 ．950
7 ．959 ．957．954 ．952 ．951 ．951
10 ．961 ．959 ．956 ．954 ．952．951
表5　カバレッジ確率Pr（θ∈1，〕　Ig＝IE　（ma，na）＝＝（IO，20）
m1　　λ 0 4 8 12 16 20
1 ．953 ．952．950 ．950 ．950．950
3 ．957 ．955 ．952 ．951 ．950 ．950
5 ．961 ．958 ．955．952 ．951 ．950
7 ．963 ．961 ．957 ．954 ．952．951
10 ．966 ．964 ．960 ．957 ．954 ．953
表6　カバレッジ確率lPr（θ∈ll）　Io＝1ε　（m。，ne）＝（10，0Q）
m1　　λ 0 4 8 12 16 20
1 ．957 ．954 ．95／ ．950 ．950 ．950
3 ．963 ．960 ．955 ．952 ．951 ．950
5 ．968 ．964 ．959 ．954 ．952．95！
7 ．970 ．967 ．962 ．957 ．954 ．952
10 ．973 ．971 ．966 ．962 ．958 ．954
表7　カバレッジ確率Pr（θ∈11）　Io＝IE　（mo，nD）＝（20，10）
m1　　λ o 4 8 12 16 20
1 ．950 ．950 ．950 ．950 ．950 ．950
3 ．951 ．950 ．950 ．950 ．950．950
5 ．952 ．951 ．950 ．950．950 ．950
7 ．952 ．952．951 ．950 ．950 ．950
















mI　　λ 0 4 8 12 16 20
1 ．873 974 995．999 1，0001，000
3 ．803 922 972．990 ．997 999
5 ．763 ．878 ．940 972 987994
7 ．735 ．842 909 949 972 985
10 ．705 ．8DO．867 ．913 944 ．965
表9　平均区間幅の相対効率R　I。＝IE　（m。，n。）＝（10，6）
mi　　λ 0 4 8 12 16 20
1 ．975 998 1，0001，0001，0001，000
3 ．922 978 ．995 ．999 1，0001，000
5 ．891 957 ．985 995 998 1，000
7 ．870 ．938 972 988 995998




mL　　λ 0 4 8 12 16 20
1 945 992 ．999 LOOO1，0001，000
3 ．898 ，968 991 998 LOOO1，000
5 ，870 945 979992 997．999
7 ．850 925 965 984993 997
！0 ．828 900 ．944 970 ．984 992
表11平均区間幅の相対効率R　Io＝IE（m。，no）＝＝（10，20）
m1　　λ 0 4 8 12 16 20
1 923 ．986 ．998 LOOO1，000LOOO
3 ．883 961 988 997999 1，000
5 ．859 ．938 ．975 ．991．997 ．999
7 ．841 919 961 ．982 992 997
10 ．821 ．895 940 967 983 991
表12　平均区間幅の相対効率R　Io＝IE　（m。，n。）；（10，。。）
m且　　λ 0 4 8 12 16 20
1 908 981 997 1，0001，0001，000
3 ．880 959 988　　　． 997 999 1，000
5 。864 942 977991 997 999
7 ．854 928 ．966 985 994 997
10 ．843 911 ．952 975 987 ．994
表13平均区間幅の相対効率R　Io＝IE　（m。，n。）＝（20，10）
mL　　λ 0 4 8 12 16 20
1 ．995 1，0001，000 1，000 1，0001，000
3 970 993999 LOOO1，0001，000
5 ．954 ．985 ．996 999LOOO1，000
7 943 978 992 997 999LOOO























ml　　λ 0 4 8 ！2 16 20
1 ．952 ．951 950 ．950 ．950 950
3 ．957 ．955 952 ．951 ．950 950
5 ．960 ．958 955 ．953 ．951 ．951
7 ．963 961 958．955 ．953．952




m…　　λ 0 4 8 12 16 20
1 ．951 ．951 ．950 ．950 ．950 ．950
3 ．953 ．952．951 ．950 ．950．950
5 ．955 ．954 ．952．951 ．950 ．950
7 ．957 ．955 ．953 ．952 ．95！ ．950
10 ．958 ．957 ．955 ．953 ．952．951
表16が・レ。ジ麟P，（θ∈≡1且） Io＝IMR　（mo，no）＝（10，20）
mi　　λ 0 4 8 12 16 20
1 ．951 ．951 ．950 ，950 ．950 ．950
3 ．955 ．954 ．951， ．950 ．950 ．950
5 ．958 ．956 ．953 ．951 ．951 ．95G
7 ．960 ．958 ．955 ．953 ．951 ．951
10 ．963 ．961 ．958 ．955 ．953 ．952
表17　カバレッジ確i率Pr（θ∈1，）　Io＝IMR　（mo，no）＝（10，0。）
ml　　λ 0 4 8 12 16 20
1 ．952 ．951 ．950 ．950 ．950 ．950
3 ．957 ．955 ．952 ．951 ．950 ．950
5 ．960 ，958 。954 ．952．951 ．950
7 ．962 ．960．957 ．954 ．952．951
10 ．964 ．963．960 ．957 ．954．952
表18　カバレッジ確i率Pr（θ∈1，）　Ie＝IMR　（mo，na）＝（20，10）
ml　　λ o 4 8 ！2 16 20
1 ．950 ．950．950 ．950 ．950．950
3 ．952 ．951 ．950 ．950 ．950 ．950
5 ．953 ．952．951 ．950 ．950，950
7 ．954 ．953．952 ．951 ．950 ．950
? 10 ．955 ．954 ．953 ．951 ．951 ．950
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　次に，IEに対する改良度（表2～7）とIMRに対する改良度（表14～18）を
比べてみると1つの興味深い事実が観察できる。それはm。〈n。であるとき
はIEに対する11の改良度の方がIMRに対するものより大きく，mo＞n。のとき
は逆となる。（mD＝n。のときはもちろん同じである。）1つの分散に対する改
良の場合はn。→∞であったから，いつもIEに対しての方が改良度が大きかっ
たが，2標本における分散比についてはやはりn。の大きさが重要に関わって
きている。
　平均区間幅については，1．，がその規準により導かれたものではないから数
値結果を与えない。
　2．4　最短信頼区間IM。に対する改良
　IMLで用いるcb　c2は（3）でm－1，n－1をそれぞれm。，　n。でおきかえた
ものである。この場合は（3）の2つ目の条件式より
　（ID　no　（ceV一　1　）／｛moci　（co－coV）｝　＝　1
ただし，
　（1　3）　v　＝　（mo十　2　）／（mo十no）
が得られる。定理1の条件“b＞1”が満たされるためには（8）と⑬で定義さ
れたkとvについてk＞vの成り立つことが必要であり，これはmユ＞2
（m。＋n。）／（n一2）であれぽよい。n。がm。に比べて十分大きいならこの条件
はml＞2となることに注意しておこう。
　2．5　系列型改良信頼区間
　2．1節で述べた結果の1つの拡張を以下に与えておく。
　So，　Toは2．1節と同様とし，　s，（i＝1，2，＿，　p）がそれぞれ互いに
独立に自由度mi，虚心パラメータλ、の非訟カイ2乗分布のσ　i2倍に従ってい
るとする。そこで（5）の1。で用いられるCl，　c2を用いて次のような定i義を行
う：
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（④　b。＝！
　⑮　bj＝no（cok（1し1）／｛moc1（crcok〔j〕）｝
　　　　　　　　さ　　　　　　さ　（16）　k（j）＝Σmi／（ΣmL十no）
　　　　　　　i＝O　　　　i＝0　　　　　　　（10　Zj　＝＝ΣSi／bj
　　　　t＝0
　（18）　δj・＝min（Z。，　Z，，．．．，Zj）　　　（j＝0，1，．．．，　P）
　⑲　Ij＝［｛（δj／mo）／（TD／no）｝／c2，｛（δJ／mo）／（To／rlo）｝／cl］
このとき，次の定理が成り立つ。
定理2
　（i）　i＜jならll，1≧Il」1
　（ii）　i＜jで，　bj＞1ならPr（θ∈L）＜Pr（θ∈1，）
　この定理の証明は定理1の証明を参考にしてGelfand　and　Dey［4］と同
様に行えばよい。（15），・（16）よりbjはjについて単調増加であるから，bj＞
1の条件はjが大きくなれぽ満たされやすくなる。また，11　1，II＝c2／c1（j＝
0，1，．．．，p）であることにも注意しておこう。
　一般線形模型においてある特定の分散成分と誤差分散の比を区間推定する
場合，効果がないと見なされる要因平方和を順次誤差平方和にプールして，
このフ．一ルされた誤差平方和を用いて推測するが，このときが定理2を適用
できる状況となる。ただし，（17），（18）からも分かるようにプールする平方
和の順序が前もって決っていないといけないので，階層的なモデルに限られ
ることになる。
　　3．総括的な議論
　Nagata［7］で示された分散比の改良区間推定手法の数値的性能を検討p
てきた。ここでミスリーディングが生じないようにいくつかの注意を述べて
一93一
280
おきたい。まず，そもそも分散比の区間推定についてはIM、とIMRのどちらが
妥当なのであろうか？数理統計の理論家はIM。の方だというであろう。それ
はいまの問題では尺度母数を取り扱っているから，“長さが短い”という概
念はそぐわないという理由からである。そして，IM。は不偏検定ともつながっ
ていて合理性が更に補強されている。一方，データ解析者にはIM。の方がア
ピールするであろう。著者はやはり“論理的には”IM。の方が妥当だと思って
いる。したがって，定理1や定理2でのそれぞれの命題（i）は付録的であると
いってもよい。すると，ここで述べた改良信頼区間Ilはll　1，　11＝11　IMR　11で
あったから，カバレッジ確率がIMRよりどれくらい大きくなるかだけを検討
すれぽよいということになる。しかし，次にIMRが実際によく使われている
だろうかということを考えるととてもそのようには思えない。それは1．，を
用いるためには特別な数表が必要とされるからである。そこで，通常用いら
れているIEを特別な数表なしにもつとよい手法でおきかえることができない
かという観点が生じる。そしてその場合は“区間の長さ”についてもデータ
解析老にアピールする要素として検討しておく価値があると考え，2．2節
でそれを行った。IM。については数表が存在しないようであるので，以上に述
べた理由も含めて数値的な性能の検討をする必要性を見い出せなかった。
　改良の程度はm。，mt，　n。，λの値に依存し，　m。，　Ml，λについての依存の
様子は1つの分散の対応する場合と同様であった。しかし，2標本問題とし
て新たに考慮する必要となったn，と改良度との関わりについては新たな知
見が得られた。特に，n。の大きさによりIEとIMRとに対する改良の程度が逆
転しうることは興味をひく。
　nDがm、に比べて小さ、いと，1標本の場合に対するよりも推測問題として
の情報が少なく，小さな自由度mlのSiによる情報回復が困難になるものと
思われる。それに対して，m。が小さくn。が大きいときは，　Ml＝1程度で
あっても数少ない情報を補うためにS、が有効に使われるということを示唆
している。
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　1節の最初に述べた内容に戻ると，なぜラも情報として取り込まないのか
という疑問が生じるであろう。ラをうまく取り込んで更によい手法を見い出
すことはまだ未解決である。点推定においてもすっきりした定理の形では得
られていない。（このことについてはGelfand　and　Dey［5コを参照せよ。）
　1標本での分散の区：間推定については，Brown［2コやBrewster　and
Zidek［1］の点推定に基づく一般化ベイズ手法等も提案されている。（Coh－
en［3］，　Shorrock［10］，　Maatta　and　Casella［6］を参照せよ。）これらは
数理的によい性質をもつことが予想でき，改良度もなかなかよいようである
が，構成が複雑であり実務的でない。データ解析の過程において通常用いら
れる形の中でうまく構成されているのがNagata［7〕の手法であり，これを
2標本の場合に考えたのが2．1節の1，である。他の手法についても2標本
問題へと拡張できると思われ，その性質を明らかにしていくことは数理的に
は興味がある。
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