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Abstract The aim of the present manuscript is to derive an expression for
the lower bound of the modulus of the Dirichlet eta function on vertical lines
ℜpsq “ α. An approach based on a two-dimensional principal component anal-
ysis matching the dimensions of the complex plane, which is built on a para-
metric ellipsoidal shape, has been undertaken to achieve this result. This lower
bound, which is expressed as @s P C s.t. ℜpsq ě 1
2
, |ηpsq| ě 1 ´
?
2
2α
where η
is the Dirichlet eta function, has implications for the Riemann hypothesis as
|ηpsq| ą 0 for any s P C such that ℜpsq P s 1
2
, 1r.
Keywords Dirichlet eta function, Principal component analysis, Riemann
hypothesis
1 Introduction
The Riemann zeta function is an extension of the zeta function introduced
by Bernhard Riemann to study the distribution of prime numbers [7]. The
location of the zeros of the Riemann zeta function in the critical strip ℜpsq P
s0, 1r, which are also called the non-trivial zeros, is key information in number
theory. For example, the Riemann-von Mangoldt explicit formula, which is an
asymptotic expansion of the prime-counting function, involves a sum over the
non-trivial zeros of the Riemann zeta function [5]. The Riemann hypothesis,
which states that all non-trivial zeros lie on the critical line ℜpsq “ 1{2, has
many implications including for the accurary of the error estimate of the prime-
number theorem and also for a number of conjectures such as the Lindelo¨f
hypothesis [2], the study of modular L-functions [6], and the inverse spectral
problem for fractal strings [4].
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Let us introduce below the Riemann zeta function and its extension to the
critical strip with the Dirichlet eta function. The Riemann zeta function is
expressed as follows:
ζpsq “
8ÿ
n“1
1
ns
, (1)
where s is a complex number and ℜpsq ą 1.
The extension of the Riemann zeta function to the critical strip ℜpsq P s0, 1r
is accomplished by multiplying ζpsq by the factor `1´ 2
2s
˘
, leading to the
Dirichlet eta function:
ηpsq “
ˆ
1´ 2
2s
˙
ζpsq “
8ÿ
n“1
p´1qn`1
ns
, (2)
where ℜpsq ą 0.
The factor
`
1´ 2
2s
˘
has an infinity of zeros on the line ℜpsq “ 1 given by
sk “ 1` 2kpiiln 2 where k P Z˚. As
`
1´ 2
2s
˘
has no poles nor zeros in the critical
strip ℜpsq P s0, 1r, the Dirichlet eta function can be used as a proxy of the
Riemann zeta function for zero finding in the critical strip.
The Dirichlet eta function can also be expressed as follows:
ηpsq “
8ÿ
n“1
p´1qn`1 e´i β lnpnq
nα
, (3)
where s “ α` i β is a complex number and α and β are real numbers.
Eq. (3) follows from 1
ns
“ 1
nα exppβi lnnq “ 1nαpcospβ lnnq`i sinpβ lnnqq . We then
multiply both the numerator and denominator by cospβ lnpnqq ´ i sinpβ lnpnqq
and after a few simplifications we get ηpsq “ ř8n“1 p´1qn`1rcospβ lnnq´i sinpβ lnnqsnα .
In the remaining sections of the manuscript, whenever ℜpsq ď 1, the Riemann
zeta function refers to its analytic continuation.
2 Mathematicals
2.1 Elementary propositions
Proposition 1 Given z1 and z2 two complex numbers, we have:ˇˇˇ
z1 ` z2
ˇˇˇ
ě
ˇˇˇ
|z1| ´ |z2|
ˇˇˇ
, (4)
where |z| denotes the modulus of the complex number z.
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Proof Let us write the complex numbers in polar form and set z1 “ r1ei θ1
and z2 “ r2ei θ2 . We get:
ˇˇˇ
z1 ` z2
ˇˇˇ
“
ˇˇˇ
r1e
i θ1 ` r2ei θ2
ˇˇˇ
“
b
pr1 cospθ1q ` r2 cospθ2qq2 ` pr1 sinpθ1q ` r2 sinpθ2qq2
“
b
r21 ` r22 ` 2r1r2 cospθ1 ` θ2q .
(5)
The trigonometric identities 2 cospaq cospbq “ cospa ´ bq ` cospa ` bq and
2 sinpaq sinpbq “ cospa ´ bq ´ cospa ` bq were used in (5), see [1] formulas
4.3.31 and 4.3.32, page 72. In addition, we have:
ˇˇˇ
|z1| ´ |z2|
ˇˇˇ
“
ˇˇˇ
r1 ` r2ei pi
ˇˇˇ
“
b
r21 ` r22 ´ 2r122 .
(6)
Eq. (4) follows from (5) and (6).
Proposition 2 Let us consider an ellipse pxt, ytq “ ra cosptq, b sinptqs where a
and b are respectively positive real numbers corresponding to the lengths of
the semi-major and semi-minor axes of the ellipse (a ě b) and t P r0, 2pis is
the angle between the x-axis and the vector pxt, ytq.
Let us set t such that the semi-major axis of the ellipse is aligned with the
x-axis, which is the angle which maximizes the objective function defined as
the modulus of pxt, ytq. When |pxt, ytq| is maximized, we have:
|pxt, ytq| “ xt ` yt “ a . (7)
Note that by maximizing xt ` yt, we would get |pxt, ytq| ă xt ` yt, as the
expression xt`yt is maximized when t “ arctanpb{aq, leading to maxpxt`ytq “?
a2 ` b2.
Proof Principal component analysis is a statistical method for reducing the
dimensionality of the variable space by representing it with a few orthogonal
variables that capture most of its variability. In our context, the rationale is
to introduce a two-dimensional principal component analysis matching the di-
mensions of the complex plane on a parametric ellipsoidal shape. An ellipse
centered at the origin of the coordinate system can be parametrized as fol-
lows: pxt, ytq “ ra cosptq, b sinptqs where a and b are respectively positive real
numbers corresponding to the lengths of the semi-major and semi-minor axes
of the ellipse (a ě b) and t P R is the angle between the x-axis and the vector
pxt, ytq. As the directions of the x-axis and y-axes are orthogonal, the objective
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function is maximized with respect to t when the major axis is aligned with the
x-axis. When |pxt, ytq| is at its maximum value, we get |pxt, ytq| “ xt ` yt “ a
where a is the length of the semi-major axis. The modulus of X “ pxt, ytq is as
follows: |X | “
b
a2 cos2ptq ` b2 sin2ptq ď a,@t P R. By analogy with principal
component analysis, xt represents the first principal component and yt the
second principal component. If xt and yt were not orthogonal, there would be
a phase shift ϕ between the components, i.e. xt “ a cosptq and yt “ b sinpt`ϕq.
Proposition 3 Given a vector νpx, yq “ rupx, yq, vpx, yqs where upx, yq and
vpx, yq are two real functions defined on RˆRÑ R and where x and y are two
real paramaters corresponding to coordinates on the x and y-axes, we have:
|νpx, yq| “ upx, yq ` vpx, yq , (8)
if and only if upx, yq ˆ vpx, yq “ 0 and upx, yq ` vpx, yq ě 0.
Note this occurs at the maximum value of |νpx, yq| whenever upx, yq and
vpx, yq are orthogonal functions and the non-zero component among upx, yq
and vpx, yq is the one which carries most of the variance of upx, yq ` vpx, yq,
see proposition 2.
Proof By the identity of the square of a sum, we have: pupx, yq ` vpx, yqq2 “
upx, yq2 ` vpx, yq2 ` 2upx, yqvpx, yq. As the modulus of the vector νpx, yq is
expressed as |νpx, yq| “
a
upx, yq2 ` vpx, yq2, we get |νpx, yq| “ |upx, yq `
vpx, yq| if and only if upx, yq vpx, yq “ 0.
Proposition 4 Given a circle of radius r P R` parametrized as follows:
pxt, ytq “ rr cosptq, r sinptqs where t is a real variable in r0, 2pis, we construct
a function fptq “ a cosptq ` b sinpt ` ϕq where a and b are two positive real
numbers and ϕ a real number which can be positive or negative such that:
r cosptq ` r sinptq “ a cosptq ` b sinpt` ϕq . (9)
Let us set ut “ a cosptq and vt “ b sinpt` ϕq.
If a ě b, the first component ut carries most of the variance of fptq and we
have:
|pxt, ytq| ď maxpvtq ď maxputq . (10)
for any t P r0, 2pis where maxputq is the maximum value of ut and maxpvtq is
the maximum value of vt.
If a ď b, the component vt carries most of the variance of fptq and we have:
maxputq ď |pxt, ytq| ď maxpvtq . (11)
for any t P r0, 2pis.
If the functions ut and vt are orthogonal, we have ϕ “ 0 and a “ b “ r.
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Proof We have pr ` δq cosptq ` pr ´ δ2q sinptq “ r cosptq ` r sinptq ` δ cosptq ´
δ2 sinptq. Hence, we want that δ cosptq ´ δ2 sinptq “ 0. Thus, δ2 “ δ cotptq.
Therefore we get: r cosptq ` r sinptq “ pr ` δq cosptq ` pr ´ δ cotptqq sinptq. As
r sinptq ´ δ cosptq “ ?r2 ` δ2 sinpt ` ϕq where ϕ “ ´ arctan δ{r, we get @t P
r0, 2pis, r cosptq`r sinptq “ pr`δq cosptq`?r2 ` δ2 sinpt`ϕq. We set a “ r`δ
and b “ ?r2 ` δ2, leading to (9). If δ ě 0, we have r ď ?r2 ` δ2 ď r ` δ,
leading to (10). If δ ď 0, we have r ` δ ď r ď ?r2 ` δ2, leading to (11).
Proposition 5 Let us consider an alternating series Sm constructed on a real
sequence tanu where n P N˚, which is strictly decreasing with respect to the
index n with an ą 0 and limnÑ8 an “ 0:
Sm “
8ÿ
n“m
p´1qn`1 an , (12)
where an ą 0 and m is an integer. Hence, we have the below upper bound
inequality on the absolute value of the series:
ˇˇˇ
ˇˇ 8ÿ
n“m
p´1qn`1 an
ˇˇˇ
ˇˇ ă am . (13)
Proof According to Leibniz’s rule, the series Sm is convergent as tanu is strictly
decreasing and limnÑ8 an “ 0. Let us define the series L “
ř8
n“1p´1qn`1an
and its partial sum Sk “
řk
n“1p´1qn`1an. The odd partial sums decrease as
S2pm`1q`1 “ S2m`1´a2m`2`a2m`3 ă S2m`1. The even partial sums increase
as S2pm`1q “ S2m ` a2m`1 ´ a2m`2 ą S2m. As the odd and even partial sums
converge to the same value we have S2m ă L ă S2m`1 for any finite m P N.
When m is odd:
Sm “ am `
8ÿ
n“m`1
p´1qn an “ am ` pL´ Smq ă am . (14)
When m is even:
Sm “ ´am `
8ÿ
n“m`1
p´1qn an “ ´am ` pL´ Smq ą ´am . (15)
Hence:
|Sm| ă am . (16)
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2.2 The lower bound of the modulus of the Dirichlet eta function
Let us set the complex number s “ α` i β where α and β are real numbers.
Note the zeros of the Dirichlet eta function are also the zeros of its complex
conjugate. For convenience, let us use the conjugate of the Dirichlet eta func-
tion which is expressed as follows:
sηpsq “ 8ÿ
n“1
p´1qn`1 e
i β lnn
nα
, (17)
where ℜpsq ą 0. By applying proposition 1 to (17), we get:
|sηpsq| ě ˇˇˇˇˇ1´ « 8ÿ
n“2
p´1qn`1 e
i β lnn
nα
ffˇˇˇˇˇ . (18)
For notation purposes rzs denotes the modulus of the complex number z. The
square brackets are used to to make it easier to read.
First, let us analyze the expression
ˇˇˇ
ˇ 8ř
n“2
p´1qn`1 ei β lnn
nα
ˇˇˇ
ˇ. The components zn “
p´1qn`1
nα
eiβ lnn can be represented as vectors where β lnn ` pn ` 1qpi is the
angle between the real axis and the orientation of the vector and 1
nα
is the
modulus of the vector. The idea is to apply a rotation by the angle θ to
all the component vectors simulateously, resulting in a rotation of the vector
of their sum. The resulting vector of their sum after applying the rotation θ
expressed as a complex number is vθ “
8ř
n“2
p´1qn`1
nα
eipβ lnn`θq. Let us denote by
v0 “
8ř
n“2
p´1qn`1
nα
eipβ lnnq the resulting vector expressed as a complex number
before rotation θ is applied.
Let us introduce the objective function w, defined as the sum of the real and
imaginary parts of vθ, i.e. w “ vx ` vy where vx “ ℜpvθq and vy “ ℑpvθq. We
get:
w “
8ÿ
n“2
p´1qn`1
nα
pcospβ lnn` θq ` sinpβ lnn` θqq
“
8ÿ
n“2
p´1qn`1
?
2
nα
cos
´
β lnn` θ ´ pi
4
¯
.
(19)
The trigonometric identity cospxq ` sinpxq “ ?2 cos `x´ pi
4
˘
which follows
from cospaq cospbq ` sinpaq sinpbq “ cospa ´ bq with b “ pi
4
is used in (19), see
[1] formulas 4.3.31 and 4.3.32, page 72.
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In the remaining portion of the manuscript, orthogonality between functions
has to be defined. While orthogonality between two vectors is defined such
that the scalar product between the vectors is equal to zero, for functions
we usually define an inner product. Let us say we have two functions f and
g defined on R Ñ R which are square integrable on ra, bs where the inner
product between f and g is given by:
xf, gy “
ż b
a
fpxq gpxqdx . (20)
For sinusoidal functions such as sin and cos, it is common to say ra, bs “ r0, 2pis,
which interval corresponds to one period. The condition for the functions f
and g to be orthogonal is that the inner product as defined in (20) is equal to
zero.
The objective function w was constructed by adding together the real and
imaginary parts of vθ. We note that the real and imaginary parts of vθ are
orthogonal due to the Euler formula. Hence, ℜpv0q is maximized in absolute
value when ℑpv0q “ 0, which occurs for example when β “ 0. As w “
?
2ℜpv0q
when θ “ pi
4
, the objective function is maximized when θ “ pi
4
and β “ 0. We
get:
maxt|w|u “
ˇˇˇ
ˇˇ 8ÿ
n“2
p´1qn`1
?
2
nα
ˇˇˇ
ˇˇ , (21)
which is a maximum of the objective function. Note this is not the global
maximum as all component vectors are collinear.
By applying proposition 5 to (21), we get:
maxt|w|u “ ˇˇvθ“pi
4
,β“0
ˇˇ ă ?2
2α
, (22)
when β “ 0. There could be other values of β where ℑpv0q “ 0, leading to
larger values of maxt|w|u.
As
?
2
2α
“ max
ˇˇˇ
ei pβ ln 2`θq
2α
ˇˇˇ
, which is the component with the largest modulus in
vθ, using propositions 2 and 3, we can infer that:
@s P C s.t.ℜpsq ą 0,
ˇˇˇ
ˇˇ 8ÿ
n“2
p´1qn`1 e
i β lnn
nα
ˇˇˇ
ˇˇ ď ?2
2α
. (23)
We proceed with the decomposition of the objective function w into the two
principal components w1 and w2 expressed as follows:
w1 “ ´
?
2
2α
cos
´
β lnp2q ` θ ´ pi
4
¯
, (24)
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and
w2 “
8ÿ
n“3
p´1qn`1
?
2
nα
cos
´
β lnn` θ ´ pi
4
¯
, (25)
where we suppose that most of the variance of w comes from the first compo-
nent w1.
By construction w is the sum of the real and imaginary parts of vθ which
are orthogonal. In addition, for a given β when θ varies, the complex number
vθ describes a circle in the complex plane. Hence w can be written as w “
r cosptq ` r sinptq. The principal components w1 and w2 can be expressed as
w1 “ a cosptq and w2 “ b sinpt ` ϕq where t is a real variable in r0, 2pis. By
proposition 3, |pw1, w2q| “ w1 ` w2 if and only if w1 w2 “ 0 where w1 ` w2 ě
0. As we suppose that w1 carries most of the variance of w, the modulus
|vθ| is smaller or equal to the maximum value of |w1|, see proposition 4. The
maximum value of |vθ| with respect to β is equal to maxpw1q only if w1 and
w2 are orthogonal; otherwise, it is strictly smaller than maxpw1q.
We now apply a rotation by an ange θ to maximize the objective function
|pw1, w2q|. As w1 carries most of the variance of w, if we suppose that w1 and
w2 are orthogonal, at the maximum value of |pw1, w2q|, w1 “
?
2
2α
and w2 “ 0.
Hence, we get maxt|pw1, w2q|u “
?
2
2α
. If we suppose that w1 and w2 are not
orthogonal, we would get
ˇˇˇř8
n“2p´1qn`1 e
i β lnn
nα
ˇˇˇ
ă
?
2
2α
by proposition 4 and
|ηpsq| would be strictly larger than zero when α “ 1{2 in (26). This would
imply that the Dirichlet eta function does not have zeros on the critical line
ℜpsq “ 1{2, which we know is false. Hence, we can say that the functions
w1 and w2 are orthogonal. If we suppose that w2 carries most of the variance
of w, we fall on eq. (11) of proposition 4, thus we get: |vθ“pi
4
,β“0| ě
?
2
2α
which
contradicts (22). Hence, (23) is always true.
A further observation is that the second term of the Dirichlet eta function is
orthogonal with the vector comprised of the remaining terms of the series of
index larger than 2 at zeros of the function. Actually, the angle between the
second component of the Dirichlet eta function and the vector comprised of
the remaining components of index larger than 2 is in the range rpi
2
, pis.
When α ě 1
2
, (18) and (23) imply that:
|ηpsq| ě 1´
?
2
2α
. (26)
When α “ 1{2, |ηpsq| ě 0 means the Dirichlet eta function can have some
zeros on the critical line ℜpsq “ 1{2, which we know is true.
@α P s 1
2
, 1r, |ηpsq| ą 0 means the Dirichlet eta function has no zeros in the strip
ℜpsq P s 1
2
, 1r. As the Dirichlet eta function and the Riemann zeta function share
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the same zeros in the critical strip, the Riemann zeta function has no zeros in
the strip ℜpsq P s 1
2
, 1r.
Let us recall proposition 8 in [3]: Given s a complex number and s¯ its complex
conjugate, if s is a complex zero of the Riemann zeta function in the strip
ℜpsq P s0, 1r, then we have: ζpsq “ ζp1 ´ s¯q.
By reflection with respect to the axis ℜpsq “ 1
2
(cf. proposition 8), there are
no zeros in the strip ℜpsq P s0, 1
2
r. It follows that all non-trivial zeros of the
Riemann zeta function lie on the critical line ℜpsq “ 1{2.
3 Conclusion
The lower bound of the modulus of the Dirichlet eta function of the present
manuscript was derived with a two-dimensional principal component analysis
built on a parametric ellipsoidal shape. We obtained that @s P C s.t. ℜpsq ě 1
2
,
|ηpsq| ě 1´
?
2
2α
on any given line ℜpsq “ α ě 1{2 where η is the Dirichlet eta
function. As the Dirichlet eta function is a proxy of the Riemann zeta function
for zero finding in the critical strip ℜpsq P s0, 1r, it follows that the Riemann
zeta function does not have any zeros in the strip ℜpsq P s 1
2
, 1r. Further obser-
vations are made, such as the orthogonality between the second component of
the Dirichlet eta function and the vector comprised of the remaining elements
of the series of index larger than 2 at zeros of the Dirichlet eta function.
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