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Abstract
This paper presents a sound and complete procedure with respect to the 3-valued stable model
semantics. The procedure is regarded as an extension of Eshghi and Kowalski abductive proof
procedure, involving 4nite or countably in4nite SLD resolution, as well as 4nite or countably
in4nite negative recursion caused by negation as failure. The procedure makes use of the set of
negative literals (the set of abducibles) for the negation as failure to be implemented. The set
of abducibles is not only applicable to the extraction of explanations for abduction as in Kakas
et al. (J. Logic Comput. 2 (1992) 719–770) but also speci4ed for what stable model is now
computed in the procedure, because a 3-valued stable model is not always the least (that is,
the well-founded model). The procedure also contains nondeterminism in the choices of what
ground negative literals are used for negation as failure. By the assumptions of some adequate
choices, the procedure is well-de4ned inductively. c© 2001 Elsevier Science B.V. All rights
reserved.
Keywords: General logic program; 3-valued stable model; Extension of Eshghi and Kowalski
procedure
1. Introduction
This paper proposes an extended version of Eshghi and Kowalski abductive proof
procedure [10], with respect to the 3-valued stable model [22]. There are three major
backgrounds:
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(1) The relation between SLDNF resolution and the well-founded model [12] is well
established, by introducing in4nite failure [21, 23]. Because SLDNF resolution
makes use of the negation as failure:
←∼ A succeeds if ← A fails, and
←∼ A fails if ← A succeeds,
it may involve in4nite negative recursions. It may also contain in4nite positive
recursion caused by resolution. To cope with in4nity, there are re4ned techniques
such as the negative context to avoid in4nite negative loop, the resolution to avoid
both positive and negative loops, the treatment of function-free programs, and so on
[2, 3, 5]. Even for the generalized class of programs, similar methods are established
[4]. Note that the well-founded model is the least 3-valued stable model. When
we deal with a 3-valued stable model (which is not always the least), we have a
question of what procedure is expected to be sound and complete with respect to
the 3-valued stable model.
(2) Eshghi and Kowalski abductive proof procedure (E–K procedure, for short) is in-
vented, based on SLDNF resolution. The procedure is essentially signi4cant in
the construction of abduction framework as in [16]. For a given general logic
program as a theory with a query, some set of negative literals (that is, some
set of abducibles) is extracted such that the theory should satisfy the given con-
straint with the abducibles. The set of abducibles is provided as the set by which
negation as failure can be executed. The 2-valued stable model [13] was 4rstly
a candidate for the abductive procedure to be sound with. However, E–K pro-
cedure is not always sound with respect to the 2-valued stable model, nor to
the generalized stable model [16]. It is essentially concerned with the 3-valued
logic and sound with respect to the preferred extension (Dung’s semantics) [6, 8].
Through the soundness proof by [8] and=or the relations among model theories
as in [17, 27], we see that E–K procedure is sound with respect to the 3-valued
stable model. In [14] a 4nite-failure stable model is presented with respect to
which a modi4ed version of E–K procedure is not only sound but also complete.
Pereira et al. [20] presents a top-down derivation procedure for the 3-valued sta-
ble model semantics, equipped with loop checking techniques, where a grounded
program is dealt with. It is a complete procedure for the case that the procedure
terminates. However, the ways for the in4nite positive and negative recursions are
implicit.
(3) Kakas and Toni [18] proposes an abstract computational framework where
various argumentation semantics can be computed via diJerent parametric abstract
proof theories. The abstract proof theory is required to be a concrete top-down
proof procedure for query evaluation. Our procedure can be coherent with the
concretization of the abstract procedure with respect to the 3-valued stable model.
When we take the 3-valued stable model from denotational semantics viewpoint
rather than from the argumentation theory, we can have a concrete procedure to
compute the model. We prefer to a concrete, complete procedure, with respect to
the 3-valued stable model de4ned as a denotation.
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Based on the backgrounds, we construct a sound and complete procedure except the
&oundering case, in which countable in4nity may be caused by resolutions as well as by
negative recursions (applications of negation as failure). It consists of two derivations,
a succeeding derivation and a failing derivation. It is an extension of E–K procedure
in two aspects:
(i) The extended procedure can realize the eJect of the alternating operator [1, 11].
(ii) A failing derivation is recursively de4ned on the basis of a 4nite or an in4nite
sequence of goal sets, where the sequence is enumerated with some choices in
selections of literals and in selections of resolution derivations for applications of
negation as failure. A succeeding derivation is a 4nite sequence of goals, where
failing derivations are recursively called for.
The paper is organized as follows. In Section 2, terminologies about the model the-
ories of general logic programs are re-organized. Section 3 presents a new procedure,
which is expected to be sound and complete in non-&oundering derivations with respect
to the 3-valued stable model. Section 4 is concerned with the soundness of the proce-
dure. In Section 5, we have the completeness of the procedure. In Section 6, we give
remarks on the presented procedure in the &oundering cases and on the implementation
techniques concerning the procedure.
2. Preliminaries
In this section, fundamental de4nitions are introduced as well as model theories of
general logic programs in 3-valued logic approach, including the alternating 4xpoint
[11] and 3-valued stable model [22].
2.1. General logic programs
A general logic program is a set of rules (clauses) of the form A0←A1 : : : Am ∼
Am+1 : : : ∼ An (n¿m¿0), where A0; A1; : : : ; Am are atoms (positive literals) and ∼
Am+1; : : : ;∼ An are negations of atoms (negative literals). A literal is a positive literal
or a negative literal. The rule is also expressed as A0←L1 : : : Ln, where L1; : : : ; Ln are
literals. The rule containing no negative literals is said to be a de4nite clause, while
the set of de4nite clauses is called a de4nite program. In the rule A0←A1 : : : Am ∼
Am+1 : : : ∼ An, A0 is the head and A1 : : : Am ∼ Am+1 : : : ∼ An the body. The goal (that
is, the query) is an expression of the form ←L1 : : : Ln, where L1; : : : ; Ln are literals.
The goal containing only negative literals is said to be a negative goal. The empty
clause containing no head nor body is denoted by . The empty clause is regarded as
a negative goal.
A substitution (see [9] for detailed algebraic properties) is a function from the set
of variables Var to the set of terms Term. A substitution ’ may be expressed as
{x1 | t1; : : : ; xn | tn}, where ti =’(xi), 16i6n, and ’(x)= x if x = xi (16i6n). We
assume that {y |’(y) is de4ned such that ’(y) = y} is 4nite. The empty substitution
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is denoted by . That is, (x)= x for any x∈Var. An application of a substitution 
to an expression E (say, a literal, a term, a rule or a goal), E, denotes the expression
obtained by substituting all the variables in E for terms according to . E is said to
be an instance of E. If E contains no variables, E is called a ground instance.
The composition of substitutions  and ’ (denoted by ’) is de4ned by letting
(’)(x)= (x)’ for x∈Var. It is easy to see (’ )=’( ) for substitutions ’;  ; .
Note = = . Also we see (E)’=E(’) for an expression E and substitutions
; ’.
For a substitution ’ and an expression E, we de4ne a restriction of ’ with respect
to E; ’|E , to be
’|E(x)=
{
’(x) if x occurs in E;
x otherwise
for x∈Var.
An expression containing no variables is said to be a ground expression. Pgr stands
for the set of all ground instance rules obtained from a rule of P. For a general
logic program P, the Herbrand base BP is the set of ground atoms constructed by the
function and predicate symbols occurring in P. To refer to the set of negative literals
constructed by function and predicate symbols occurring in P, we de4ne
B∼P = {∼ a | a∈BP}:
We also de4ne K+ = {a | ∼ a∈K} for K ⊆B∼P .
2.2. 3-Valued Herbrand models
We take the 3-valued logic in which t (true), f (false) and u (unde4ned) are truth
values, and the following truth value table is de4ned. t; f and u are also used to denote
atoms whose values are t; f and u, respectively.
Denition 2.1. Given a general logic program P, a 3-valued Herbrand interpretation
of P is (IT; IF)∈ 2BP × 2BP such that IT ∩ IF = ∅.
Note that a 3-valued Herbrand interpretation of P, (IT; IF), is a 2-valued Herbrand
interpretation if IT ∪ IF =BP .
For a 3-valued Herbrand interpretation I =(IT; IF), the truth value of a ground ex-
pression is de4ned recursively as follows:
(1) A ground atom a is true in I if a∈ IT , and false in I if a∈ IF . Otherwise its truth
value is unde4ned.
(2) A ground literal ∼ a is true in I if a∈ IF , and false in I if a∈ IT . Otherwise its
truth value is unde4ned.
(3) A ground body a1 : : : am ∼ am+1 : : :∼ an of a rule is true in I if a1; : : : ; am ∈ IT
and am+1; : : : ; an ∈ IF , and false in I if ai ∈ IF for some ai (16i6m) or aj ∈ IT
for some aj (m+ 16j6n). Otherwise its truth value is unde4ned.
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Table 2.1
Truth value table
∧ t f u
t t f u
f f f f
u u f u
∼
t f
f t
u u
← t f u
t t t t
f f t f
u f t t
↔ t f u
t t f f
f f t f
u f f t
(4) The value of the ground rule a← a1 : : : am ∼ am+1 : : : ∼ an is de4ned by means of
“←” in Table 2.1.
(5) A set of ground rules is true in I if each rule is true in I , and false in I if some
rule is false in I .
If a set of ground rules is true in a 3-valued (2-valued) Herbrand interpretation I ,
then I is said to be a 3-valued (2-valued) Herbrand model of the set.
6k ⊆(2BP × 2BP)× (2BP × 2BP) is de4ned to be
(IT1; IF1)6k(IT2; IF2) iJ IT1⊆ IT2 and IF1⊆ IF2:
6t ⊆(2BP × 2BP)× (2BP × 2BP) is de4ned to be
(IT1; IF1)6t(IT2; IF2) iJ IT1⊆ IT2 and IF2⊆ IF1:
We have the well-founded model, following [7, 12].
Denition 2.2. A set S of ground atoms is an unfounded set of P with respect to a
3-valued Herbrand interpretation I if each atom a∈ S satis4es the following conditions:
For each rule a← a1 : : : am ∼ am+1 : : : ∼ an ∈Pgr, either
(1) the body a1 : : : am ∼ am+1 : : : ∼ an is false in I , or
(2) some positive literal b of the body a1 : : : am ∼ am+1 : : : ∼ an occurs in S.
Because the union of unfounded sets is also an unfounded set, there is the greatest
unfounded set of P with respect to I . It is denoted by GU (I).
Denition 2.3. VP : 2BP × 2BP → 2BP × 2BP is de4ned to be
VP(I)= (T+P (I); GU (I));
where
T+P (I) = {a | ∃(a← a1 : : : am ∼ am+1 : : : ∼ an) ∈ Pgr:
[a1 : : : am ∼ am+1 : : : ∼ an is true in I ]}:
Note that VP is monotonic with respect to 6k , and thus has the least 4xpoint. The
least 4xpoint of VP is denoted by lfp(VP). lfp(VP) is referred to as the well-founded
model.
An alternating 4xpoint is presented in relation with the well-founded model [1, 11].
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Denition 2.4. Let K ⊆BP for a general logic program P. We de4ne
P[K] = {a← a1 : : : am Pam+1 : : : Pan | a← a1 : : : am ∼ am+1 : : : ∼ an ∈ Pgr}
∪{Pb← | b ∈ K}:
SP is de4ned to be
SP(K) = UP[K] ↑ ! ∩ BP;
where UQ ↑!=
⋃
i∈! UQ ↑ i for a de4nite program Q, de4ned by
UQ ↑ i =
{ ∅ (i = 0);
UQ(UQ ↑ (i − 1)) (i ¿ 0)
such that
UQ(J ) = {a | ∃(a← a1 : : : an) ∈ Qgr : [a1; : : : ; an ∈ J ]}
for J ⊆BQ.
Denition 2.5. Let P be a general logic program. Then we de4ne )P : 2BP → 2BP to
be )P(K)= SP(SP(K)).
Note that )P is the same operator as AP in [11], being monotonic with respect to
⊆ , so that there is a 4xpoint of )P . We call )P to be an alternating operator. Also
there is a least 4xpoint of )P , which is denoted by lfp()P). It is essentially concerned
with the well-founded model. Let lfp()P) be )∗, and SP()∗) be )+.
Theorem 2.6 (Van Gelder [11]). Let (WT;WF) be the well-founded model of a gen-
eral logic program P. Then )+ =WT and )∗=WF .
We now review a 3-valued stable model of a general logic program in terms of 6t .
Denition 2.7 (Giordano et al. [14], Przymusinski [21,22]). Let I =(T; F) be a 3-
valued Herbrand interpretation. For a general logic program P, a program P=I is a
set of rules obtained from Pgr by performing the following three operations:
(1) Removing from Pgr all rules which contain a negation of an atom ∼ a in their
bodies such that a∈T ,
(2) Replacing in all remaining rules those negations of atoms ∼ a such that a ∈T ∪F
by u,
(3) Removing from all the remaining rules those negations of atoms ∼ a such that
a∈F .
Because P=I does not involve any negation of an atom, it has the least 3-valued
Herbrand model with repect to 6t , which is denoted by +(P=I).
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Denition 2.8 (Przymusinski [22]). A 3-valued Herbrand interpretation I is a 3-valued
stable model of a general logic program P iJ +(P=I)= I .
Note that the 2-valued stable model [13] is a 3-valued stable model (T; F) such that
T ∪F =BP . The following theorem is primary [22].
Theorem 2.9. Each general logic program has the least 3-valued stable model with
respect to 6k ; and is equal to its well-founded model.
The following theorem is equivalent to Theorem 3:2 of [27].
Theorem 2.10. Assume that I =(SP(F); F) is a 3-valued Herbrand interpretation of
a general logic program P. Then F =)P(F) i> I is a 3-valued stable model of P.
3. Extension of Eshghi and Kowalski procedure
We now present an extension of Eshghi and Kowalski abductive procedure, which
is sound and complete with respect to the 3-valued stable model semantics.
As an illustration for the extended procedure, assume
P = {p(x)←∼ q(x); q(y)←∼ p(f(y))};
where p, q are predicate symbols, f is a 1-place function symbol and x, y are variables.
({q(fi(a)) | i∈!}; {p(fi(a)) | i∈!}) is a 3-valued stable model, where fi stands for
i times applications of f and a is a 0-place function symbol not in P. For a failing
goal ←p(a), an in4nite negative recursion
← p(a); ←∼ q(a); ← q(a); ←∼ p(f(a)); ← p(f(a)); : : :
occurs so that ∼p(f(a)), ∼p(f(f(a))); : : : should be dealt with as abducibles in the
procedure for completeness. The E–K procedure does not deal with such an in4nite
set of abducibles, however, we need extend it to a complete procedure with respect to
the 3-valued stable model.
The (extended) procedure contains succeeding and failing derivations, where:
(1) The in4nite sequence caused by negative recursive calls are admitted as well as
the in4nite sequence caused by SLD resolution.
(2) The in4nite sequence is enumerated on the basis of nondeterministic choices, where
the eJect of the sequence may be expressed by the alternating operator )P .
3.1. In?nite resolution derivation
We deal with the set of all goals derived by SLD resolution, which may be in4nite.
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resolP(F) denotes the set of goals derived from a goal set F by using a general
logic program P. That is,
resolP(F) = { g′ | g′ =← L1 : : : Li−1L′1 : : : L′kLi+1 : : : Lm
for some ← L1 : : : Li−1ALi+1 : : : Lm ∈ F;
for some A′ ← L′1 : : : L′k ∈ P; and
for some most general uni4er  of A and A′ }:
To describe the whole behaviour caused by SLD resolution for a goal set F , we
make use of the set ResP(F):
ResP(F) =
⋃
i∈!
resoliP(F);
where resoliP(F) is de4ned recursively:
resoliP(F) =
{
F (i = 0);
resolP(resoli−1P (F)) (i ¿ 0):
We say that g is derivable from F if g∈ResP(F). The derivation denoted by ResP(F)
is concerned with the mapping SP in the following sense:
UQ ↑! denotes the success set caused by SLD resolution for Q. Therefore SP(K)
represents the success set for P on the assumption that ∼ a is already derivable for
a∈K .
We have relations between the derivation ResP and the mapping SP , which we
can see by means of soundness and completeness of SLD resolution. (See [19] for
soundness and completeness of SLD resolution with respect to UQ ↑!.)
(1) By soundness of SLD resolution,
←∼ b1 : : : ∼ bn ∈ ResP({← a}) for a ground negative goal ←∼ b1 : : : ∼ bn
⇒ a ∈ SP({b1; : : : ; bn}):
(2) By completeness of SLD resolution,
a ∈ SP(1+)⇒ ∃(←∼ B1 : : : ∼ Bm) ∈ ResP({← a});∃2 : [{B12; : : : ; Bm2}⊆1+]:
3.2. A procedure for the 3-valued stable model
We extend the failing derivation of Eshghi and Kowalski abductive procedure in two
respects:
(1) The in4nite failure caused by SLD resolution is taken.
(2) The negative recursion for the failing derivations through succeeding derivations
is arranged so that an in4nite sequence of goal sets is extracted.
The structure of the failing derivation is illustrated: Take an arbitrary negative goal
←∼B1 : : : ∼Bn derivable from a goal set F . For F to fail, ←∼B1 : : : ∼Bn must
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fail such that there is a succeeding derivation from some ground goal ←Bi. The
choice of Bi from ←∼B1 : : : ∼Bn is nondeterministic. For some ground negative goal
←∼C1 : : : ∼Cm derivable from ←Bi, each ←Cj must fail, where each ∼Cj should
be in memory. The choice of ←∼C1 : : : ∼Cm among derivable negative goals from
←Bi is nondeterministic. We then regard
{← C1; : : : ;← Cm}
as an acquired candidate subset to the next goal set. (If m=0 then none is acquired.)
These acquisitions may form the sequence of goal sets. When no more goal set is to
be acquired, the sequence is regarded as completed.
The failing derivation is constructed by means of a completed sequence of goal sets,
while the succeeding derivation may involve failing derivations.
GoalS stands for the power set of a set Goal of goals, namely 2Goal, NegG for
a set of negative goals and Ab for a set of ground negative literals, that is, a set of
abducibles. (As in abduction framework [16], we call a set of ground negative literals
to be a set of abducibles.) Given a goal g and a set 1⊆Ab, we denote the goal
obtained by deleting the literals in 1 from g, by g− 1.
The following procedure involves nondeterministic choices. The choices are implic-
itly made so that the procedure represents a relation.
Fail⊆GoalS × 2Ab × (GoalS ∪ {error; fl})× (2Ab ∪ {⊥})
is de4ned as follows.
procedure Fail(F; 1; F ′; 1′);
begin
F ′ := ∅;
1′ :=1;
if ResP(F)∩NegG = ∅ then
for each g∈ResP(F)∩NegG
begin
g := g− 1;
if g= then begin F ′ := error; 1′ :=⊥; exit end;
choose some ∼A in g;
if A contains some variable
then begin F ′ :=fl; 1′ :=⊥; exit end;
choose some g′ ∈ResP({←A})∩NegG;
g′ := g′ − 1;
if g′ contains some variable
then begin F ′ :=fl; 1′ :=⊥; exit end;
F ′ :=F ′ ∪{←B | ∼B is contained in g′};
1′ :=1′ ∪{∼B | ∼B is contained in g′}
end
end
498 S. Yamasaki, Y. Kurose / Theoretical Computer Science 266 (2001) 489–512
If we have got Fail(F; 1; fl;⊥), then we encounter a case of &oundering in a deriva-
tion. When we have Fail(F; 1; error;⊥), the failing derivation is never constructed,
because  is obtained. In the procedure Fail, for any negative goal g derived from
the given goal set, if some ground negative goal g′ is obtained in a succeeding deriva-
tion from a goal ←A, where ∼A appears in the goal g, then the negative literals
included in the negative goal g′ can be added as new abducibles.
We now de4ne the succeeding and failing derivations recursively.
(1) A succeeding derivation:
Assume (g0; 10)∈Goal× 2Ab. A succeeding derivation is a sequence
(g0; 10; 0); : : : ; (gn; 1n; n);
where
(i) g0; : : : ; gn are goals,
(ii) 10⊆11⊆ : : : ⊆1n⊆Ab,
(iii) 0 =  and 1; : : : ; n are substitutions such that gi+1, 1i+1 and i+1 are obtained
from gi and 1i by one of the following rules.
(a) gi+1 ∈ resolP({gi}) by means of a most general uni4er  such that i+1 = ,
and 1i+1 =1i.
(b) gi+1 = gi − 1i, 1i+1 =1i, and i+1 = .
(c) gi+1 = gi−{∼A}; 1i+1 =1′, and i+1 = , if ∼A is a ground literal such that
∼A ∈1i and there is a failing derivation:
({← A}; 1i ∪ {∼A}) Fail 1′:
(See this notation in the failing derivation.)
Notation: If, for the succeeding derivation
(g0; 10; 0); : : : ; (gn; 1n; n);
gn = and =(012 : : : n)|g0 , then we denote the derivation by (g0; 10)  Suc
1n.
(2) A failing derivation:
Assume (F0; 10)∈GoalS × 2Ab. A failing derivation is
(F0; 10); : : : ; (F6; 16);
where
(i) F0; : : : ; F6 ∈GoalS,
(ii) 10; : : : ; 16 ∈ 2Ab such that (F7; 17) is de4ned by means of the procedure Fail
(de4ned as above) and induction:
Fail(Fn; 1n; Fn+1; 1n+1) if 7 is a successor ordinal n+ 1;
(F7; 17)=
( ⋃
8¡7
F8;
⋃
8¡7
18
)
if 7 is a limit ordinal:
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Notation: If, for the failing derivation (F0; 10); : : : ; (F6; 16), we have 16+1 =16,
where
Fail(F6; 16; F6+1; 16+1);
then the derivation is denoted by (F0; 10) Fail 16. Note that F6+1 = ∅ by the procedure
Fail.
Pereira et al. [20] demonstrates a procedure to compute the 3-valued stable model
of a grounded program. As an illustration, assume a grounded general logic program
P = { p← q ∼ s;
q ←∼ r;
r ←∼ q;
s ← s };
where ({p; q}; {r; s}), ({r}; {p; q; s}) and (∅; {s}) are diJerent 3-valued stable models.
We see a derivation for p:
(1) p⇒ q∼ s (by resolution with p← q∼ s), followed by the subderivation of con-
secutive sequences:
(2) q⇒∼ r (by resolution with q←∼ r); ∼ r⇒ q (by resolution with r←∼ q), which
reach the loop for q and incorporate the derivation to be continued:
(3) ∼ s⇒∼ s (by resolution with s← s), which reaches the loop for ∼ s.
It follows from the derivation for p that p should be included in {p; q} of the
3-valued stable model ({p; q}; {r; s}). The method has the characteristics of loop
checking techniques for a grounded program.
We now have an example, where an in4nite expansion of abducibles may occur.
Even if such a case is involved, our procedure is well de4ned.
Example 3.1. Let
P = { p(x)← q(a);
q(y)←∼ r(y);
r(z)←∼ q(f(z)) };
where p; q; r are predicate symbols, x; y; z are variables, and a; f are 0-place, 1-place
function symbols, respectively. For the goal set
F0 = {← p(x′)} (x′ : a variable)
with the set of negative literals ∅, the goal sets
F1 = {← q(f(a))} and F2 = {← q(f(f(a)))}
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are provided, where some derivations from ← r(a) and ← r(f(a)) are taken. It is
easy to see that
←∼ q(f(a)) ∈ ResP({← r(a)}) ∩ NegG; and
←∼ q(f(f(a))) ∈ ResP({← r(f(a))}) ∩ NegG; respectively:
Hence we have
Fail({← p(x′)}; ∅; {← q(f(a))}; {∼ q(f(a))}):
As well, we have
Fail({← q(f(a))}; {∼ q(f(a))}; {← q(f(f(a)))}; {∼ q(f(a));∼ q(f(f(a)))}):
Taking
F! = {← p(x′);← q(f(a));← q(f(f(a))); : : :};
1! = {∼ q(f(a));∼ q(f(f(a))); : : :};
we have
Fail(F!; 1!; ∅; 1!):
That is
({← p(x′)}; ∅) Fail 1!:
With a modi4cation of &oundering as in [19, 21], we re-formulate the notion of
&oundering for our procedure.
Denition 3.2. Given a general logic program P, a failing derivation
(F0; 10); : : : ; (F6; 16)
&ounders if the derivation is not to be followed up, owing to “fl” caused by Fail(F6; 16;
fl, ⊥). A succeeding derivation
(g0; 10; 0); : : : ; (gn; 1n; n)
&ounders if the derivation is not to be followed up, taking a nonground negative literal
in gn, or reaching a &oundering failing derivation from {←A} for some ground negative
literal ∼A in gn, owing to the rule (c).
4. Soundness of procedure with respect to 3-valued stable model semantics
In this section, we have proofs for soundness of the presented procedure with respect
to the 3-valued stable model. We show that the failing derivation could be at most
!-sequence under some condition.
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4.1. Alternating mapping in relation to succeeding and failing derivations
By the relation of SP(1+)=UP[1+] ↑!∩BP to the derivability of ResP from a general
logic program P with a set of ground negative literals 1, we represent the eJects of
succeeding and failing derivations in terms of the mapping SP .
Lemma 4.1. Assume that (←L1 : : : Ln; 10) Suc 1. Then
∀Li;∀2 :[[(Li)2 = a ∈ BP ⇒ a ∈ SP(1+)] ∧ [(Li)2 =∼ a ∈ B∼P ⇒ a ∈ 1+]]:
Proof. It is proved by induction on the steps k of the derivation.
(1) In case that k =0, n=0 and it obviously holds.
(2) Assume that the lemma holds for the case that k6l. Suppose that k = l + 1.
←L1 : : : Ln is reduced to some
← L11 : : : Li−11M11 : : : Mm1Li+11 : : : Ln1 ∈ resolP({← L1 : : : Ln})
or to ←L1 : : : Lj−1Lj+1 : : : Ln, where Lj =∼ a is a ground negative literal. In the latter
case, the induction step is easily completed by the induction hypothesis for←L1 : : : Lj−1
Lj+1 : : : Ln, while we see that a∈1+. In the former case, by applying the induction
hypothesis, we have
∀Lj (= Li);∀2 : [[(Lj1)′2 = a ∈ BP ⇒ a ∈ SP(1+)]
∧ [(Lj1)′2 =∼ a ∈ B∼P ⇒ a ∈ 1+]]
∧∀Mk;∀< : [[(Mk1)′< = b ∈ BP ⇒ b ∈ SP(1+)]
∧ [(Mk1)′< =∼ b ∈ B∼P ⇒ b ∈ 1+]];
where ′=(23 : : : k) |(← L11 ::: Li−11M11 :::Mm1Li+11 ::: Ln1). For j=1; : : : ; i−1; i+1; : : : ; n,
(Lj1)′2 = Lj2 = a∈BP ⇒ a∈ SP(1+); and
(Lj1)′2 = Lj2 =∼ a∈B∼P ⇒ a∈1+:
Note that (Lj1)′2=(Lj)2. As well, it is easy to see that if (Li)<=(Li1)′<∈BP
then (Li)<∈ SP(1+), because
∀Mk;∀< : [[(Mk1)′< = a ∈ BP ⇒ a ∈ SP(1+)]
∧ [(Mk1)′< =∼ a ∈ B∼P ⇒ a ∈ 1+]]:
This completes the induction step.
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Lemma 4.2. Assume that (F0; 10) Fail 16. Then
∀g ∈ F0 : [g =← L1 : : : Ln ⇒
∀2;∃ Li : [[Li2 = a ∈ BP ⇒ a =∈ SP(SP(1+6 ))]
∧ [Li2 =∼ a ∈ B∼P ⇒ a ∈ SP(1+6 )]]]:
Proof. Assume that for some g=←L1 : : : Ln ∈F0,
∃2;∀Li : [[Li2 = a ∈ BP ∧ a ∈ SP(SP(1+6 ))] ∨ [Li2 =∼ a ∈ B∼P ∧ a ∈ SP(1+6 )]]:
Because Li2= a∈ SP(SP(1+6 )), or Li2=∼ a such that a∈ SP(1+6 ), by the completeness
of SLD resolution, ResP({g}) contains a negative goal ←∼A1 : : : ∼Am such that
∃;∀ Ai : [Ai ∈ SP(1+6 )]:
In the procedure Fail(F0; 10; F1; 11), there may be two cases.
(1) In case that ResP({g})∩NegG= ∅; ResP({g}) contains no negative goal, which is
a contradiction to the assumption.
(2) In case that ResP({g})∩NegG = ∅, some ground negative literal ∼Ai =∈10 is cho-
sen such that some ground negative goal g′ is derivable from {←Ai}, because we
are now with the non-&oundering derivation. Assume that g′−10 =←∼ b1 : : : ∼ bl.
Then we have
{∼ b1; : : : ;∼ bl}⊆11:
It follows that Ai ∈ SP(1+1 ). By monotonicity of SP , Ai ∈ SP(1+6 ). It contradicts
that Ai =Ai∈ SP(1+6 ). Therefore, the lemma holds.
4.2. Soundness of succeeding and failing derivations
We have basic lemmas to present the preservation of consistency in succeeding and
failing derivations, when the initial set of abducibles is empty.
Lemma 4.3. Assume that (F0; 10) Fail 16; where 10 = ∅. Then
(1) SP(1+6 )∩1+6 = ∅.
(2) 1+6 ⊆)P(1+6 ).
Proof. (1) Assume the failing derivation (F0; 10); : : : ; (F6; 16). By the de4nition of the
failing derivation, for 16766,
a ∈ 1+7 ⇔ ∃7′ : [[167′67] ∧ [← a ∈ F7′ ]]:
Suppose that a∈ SP(1+6 )∩1+6 . Because a∈1+6 implies ← a∈F7 for some 16766,
[a∈ SP(1+6 )] ∧ [← a∈F7].
(i) In case that 6= 7: Because a∈ SP(1+6 ), for some ground negative goal g∈ResP
({← a})∩NegG, g − 16 = as long as we have a non-&oundering derivation.
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That is, the empty clause  is got with 16. It contradicts that ← a∈F7, where F7
is a goal set for the failing derivation.
(ii) In case that 7 ¡ 6:
(a) Assume that 6 is 4nite. Because a∈ SP(1+6 ), we see that
←∼ B1 : : : ∼ Bn ∈ ResP({← a}) ∩ NegG
such that {B1<, : : :, Bn<}⊆1+6 for some substitution <. On the other hand, owing to
the failing derivation not providing fl, some ground negative goal is derivable from
some ground ←Bi such that Bi is in SP(1+7+1)⊆ SP(1+6 ), but not in 1+7 . That is,
Bi ∈ SP(1+6 ) ∩ 1+7′ and ← Bi ∈ F7′
for some 7′ such that 7¡7′. It follows that
[b ∈ SP(1+6 )∧ ← b ∈ F8]⇒ ∃8′ : [[8 ¡ 8′] ∧ ∃c : [c ∈ SP(1+6 )∧ ← c ∈ F8′ ]]:
By induction,
∃d : [d ∈ SP(1+6 )∧ ← d ∈ F6];
which is reduced to the case of (i).
(b) Assume that 6¿!: For some limit ordinal 6′ and some 4nite ordinal k, 6= 6′+k.
(b-1) If 7¿6′, then the proof is completed for the same reason as in (a).
(b-2) If 7 ¡ 6′, then ← a∈F7⊆F6′ . This case is reduced to the case of (a).
(2) Assume that a∈1+6 . It follows that ← a∈F7 for some 16766. Because (F7; 17)
 Fail 16, by Lemma 4.2, a =∈ SP(SP(1+6 )). That is, a∈)P(1+6 ) so that 1+6 ⊆)P(1+6 ).
Lemma 4.4. Given a general logic program P; assume that (g0; ∅) Suc 1. Then
(1) SP(1+)∩1+ = ∅.
(2) 1+⊆)P(1+).
Proof. The succeeding derivation (g0; ∅) Suc 1 contains at most 4nitely many failing
derivations. We list l failing derivations in order by
(Fn0 ; 1
n
0); : : : ; (F
n
6n ; 1
n
6n);
where 06n6l− 1 and
Fn0 = {← an};
1n0 = 1n ∪ {∼ an}(∼ an =∈ 1n);
1n6n = 1n+1
for 10 = ∅ and 1l =1.
(1) We show by induction that SP(1+n )∩1+n = ∅.
(i) In case that n=0, it is trivial, since 1+0 = ∅.
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(ii) Assume that SP(1+n )∩1+n = ∅ for n6k. Now assume that b∈ SP(1+k+1)∩1+k+1.
b∈1+k+1 implies ← b∈Fn7 for some goal set Fn7 , where 06766n and 06n6k. Since
b∈ SP(1+k+1), there is
←∼ D1 : : : ∼ Dm ∈ ResP({← b}) ∩ NegG
such that {∼D1<; : : : ; ∼Dm<} ⊆1k+1 for some substitution <. Because ← b is in some
goal set Fn7 , some ground negative goal ←∼ e1 : : : ∼ em′ is derivable from some ground
goal ←Di such that Di =∈1n7, where {e1; : : : ; em′}⊆1+n+1. It follows that Di ∈ SP(1+n+1).
(i) In case that n6k − 1 and Di ∈1+k , Di ∈ SP(1+k ). It is a contradiction to the
induction hypothesis that SP(1+k )∩1+k = ∅.
(ii) In case that n= k or Di ∈1+k+1 − 1+k :
(a) If n= k then ← b∈Fk7 .
(b) If Di ∈1+k+1 − 1+k then ←Di ∈Fk7′ for some 7′.
In both cases, there is b′ such that b′ ∈ SP(1+k+1) and ← b′ ∈Fk8 for some 8. As in the
proof of Lemma 4.3, we see that
∃c : [[← c ∈ Fk6k ] ∧ [c ∈ SP(1+k+1) = SP(1k+6k )]]
which will lead to the contradiction as in Lemma 4.3. That is, we have an illegal
assumption that b∈ SP(1+k+1)∩1+k+1. This completes the induction step.
(2) For any a∈1+, there is some goal set Fk7 such that ← a∈Fk7 for 06k6l−1 and
06766k . By Lemma 4.2, a =∈ SP(SP(1+k+1)). It follows that a∈)P(1+k+1)⊆)P(1+).
Hence 1+⊆)P(1+).
The following lemma is to state that any failing derivation preserving consistency
can be de4ned as at most !-sequence.
Lemma 4.5. Assume a failing derivation (F0; 10)  Fail 16; where SP(1+6 ) ∩ 1+6 = ∅.
Then 6 could be at most !.
Proof. If 6 is 4nite or !, the lemma is trivial. Now assume that 6 ¿ !. Let
F! =
⋃
k
Fk ;
1! =
⋃
k
1k :
For any negative goal g∈ResP(Fi) ∩ NegG, there is a ground negative literal ∼A in
g−1i such that some ground negative goal ← ∼ B1 : : :∼Bn is derivable from {←A},
where
{∼ B1; : : : ;∼ Bn}⊆1i+1:
Note that ∼A =∈ ⋃k 1k . Otherwise, A∈ ⋃k 1+k ⊆1+6 and A∈ SP(1+i+1)⊆ SP(⋃k 1+k )⊆
SP(1+6 ). It follows that SP(1
+
6 ) ∩ 1+6 = ∅, which contradicts the assumption of this
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lemma. Therefore, ∼A is included in g − 1!. Because 1i+1⊆1!, {B1; : : : ; Bn}⊆1+!
so that
g′ − 1! = for some g′ ∈ ResP({← A}) ∩ NegG:
Hence
Fail
(
Fi;
⋃
k
1k ; ∅;
⋃
k
1k
)
:
Note that ResP(
⋃
i Fi)=
⋃
i ResP(Fi). Also ResP(
⋃
i Fi)∩NegG=(
⋃
i ResP(Fi))∩NegG.
We thus have
Fail(F!; 1!; ∅; 1!):
For the failing derivation (F0; 10) Fail 16 with 10 = ∅, SP(1+6 )∩1+6 = ∅ by Lemma
4.3, so that Lemma 4.5 is applicable. That is, the failing derivation sequence could be
at most !.
The following lemma is concerned with the preservation of consistency under the
operator of )P .
Lemma 4.6. Given a general logic program P and 10; we de?ne 16(6¿1) as follows.
1+6 =


)P(1+6−1) if 6 is a successor;⋃
7¡6
1+7 if 6 is a limit ordinal :
We denote the set of ground negative literals by Ab. For X ⊆Ab; let Q(X+) be a
predicate to represent that SP(X+) ∩ X+ = ∅, where we assume a complete lattice
(Ab+; ⊆).
(1) Q is preserved under )P.
(2) Q is inclusive; that is; ∀H ⊆Ab+(chain): [∀Y7 ∈H : [Q(Y7)] implies Q(∪H)]:
Proof. (1) By monotonicity of SP , we have
Q(1+6 )⇔1+6 ⊆ SP(1+6 )
⇒ SP(1+6 )⊆ SP(SP(1+6 ))
⇒1+6+1 = SP(SP(1+6 ))⊆ SP(1+6 )
⇒ SP(1+6+1)⊆ SP(SP(1+6 ))
⇒1+6+1 = )P(1+6 )⊆ SP(1+6+1) = SP()P(1+6 ))
⇒Q()P(1+6 )):
This concludes the preservation of Q under )P .
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(2) Assume that Q(∪H) does not hold for some chain H , even if
∀Y7 ∈ H : [Q(Y7)]:
It follows from the de4nition of SP for a suQciently large set Y7 that
∃a : [a ∈ SP(∪H) and a ∈ ∪H ]⇒ ∃Y7 ∈ H : [a ∈ SP(Y7) and a ∈ Y7]:
This contradicts Q(Y7). Therefore, Q(∪H) for any chain H ⊆Ab+.
It is shown in [27] that for the 4xpoint 1f of )P such that SP(1+f )∩1+f = ∅, we have
a 3-valued stable model (SP(1+f); 1
+
f). Collecting above lemmas together, we have the
soundness theorem with respect to the 3-valued stable model.
Theorem 4.7. Given a general logic program P; the succeeding and failing derivations
are sound with respect to the 3-valued stable model. That is;
(1) If (g0; ∅) Suc 1 for g0 = ←L1 : : : Lm; then there exists a ?xpoint 1f of )P such
that
(i) 1+⊆1+f ;
(ii) SP(1+f) ∩ 1+f = ∅; and
(iii)
∀Li;∀2: [[(Li)2 = a ∈ BP ⇒ a ∈ SP(1+f)]
∧[(Li)2 = ∼ a ∈ B∼P ⇒ a ∈ 1+f ]]:
(2) If (F0; ∅) Fail 16 for F0 =
⋃
i{←Li1 : : : Limi}, then there exists a ?xpoint 1f of
)P such that
(i) 1+6 ⊆1+f ,
(ii) SP(1+f) ∩ 1+f = ∅; and
(iii)
∀i;∀2;∃Lik : [[Lik2 = a ∈ BP ⇒ a ∈ 1+f ]
∧ [Lik2 = ∼ a ∈ B∼P ⇒ a ∈ SP(1+f)]]:
Proof. (1) (i) By Lemma 4.4(2), 1+⊆)P(1+). Since )P is monotonic, there is a
4xpoint 1f of )P such that 1+⊆1+f = 1+6 for some ordinal 6, where 16 is de4ned
as in Lemma 4.6 for 10 =1.
(ii) By Lemma 4.4(1), SP(1+) ∩ 1+ = ∅. Using Lemma 4.6 and 4xpoint induction,
we see that SP(1+f) ∩ 1+f = ∅.
(iii) This is straightforward from Lemma 4.1 and monotonicity of SP . This concludes
the proof.
(2) Replacing 1 in the proof of (1) by 16, Lemma 4.1 by Lemma 4.2 and Lemma 4.4
by Lemma 4.3, respectively, we have the proof.
S. Yamasaki, Y. Kurose / Theoretical Computer Science 266 (2001) 489–512 507
5. Completeness of procedure with respect to 3-valued stable model semantics
This section presents the completeness of the procedure in the non-&oundering
derivation with respect to the 3-valued stable model semantics.
For the empty set, we have the well-founded model (SP()6P(∅)); )6P(∅)) of a general
logic program P, where )6P(∅) is a least 4xpoint of )P for some ordinal 6. On the
other hand, for some set 1+ = ∅ such that 1+⊆)P(1+) and SP(1+) ∩ 1+ = ∅, we
have (SP()
7
P(1
+)); )7P(1
+)) as a 3-valued stable model, where )7P(1
+) is a 4xpoint
of )P for some ordinal 7. That is, based on the alternating 4xpoint approach, some
nonempty set is needed for the 4xpoint which is a 3-valued stable model, but not with
the well-founded model.
Our derivations can begin with the empty set as the set of abducibles, even with
respect to 3-valued stable models. The set of abducibles is recognized both as im-
plementations of negations as failure, and as requirements for the denotation of the
alternating 4xpoint.
We have an example, where
(1) the failing derivation starts with the empty set of abducibles,
(2) the failing derivation contains a 4nite sequence of goal sets, and
(3) the failing derivation provides an abducible set for which we have a 3-valued stable
model in terms of an alternating 4xpoint.
Example 5.1. Consider a general logic program
P = { fail(a) ← ∼ q(x) term(x);
q(x) ← ∼ p(x);
p(f(x)) ← ∼ r(x);
r(x) ← ∼ p(x);
term(f(x)) ← term(x);
term(a) ← };
where fail, p, q, r, term are predicate symbols, x is a variable, and a, f are 0-place,
1-place function symbols, respectively. For 1 = {∼p(a)},
)!P (1
+) = {fail(fn+1(a)) | n ∈ !} ∪ {p(fn(a)) | n ∈ !};
)!+1P (1
+) = {fail(fn(a)) | n ∈ !} ∪ {p(fn(a)) | n ∈ !};
where fi stands for i times applications of f. )!+1P (1
+) is the least 4xpoint such that
(SP()!+1P (1
+)); )!+1P (1
+)) is a 3-valued stable model.
On the other hand, for the goal set {← fail(a)} with the empty set of abducibles,
Fail({← fail(a)}; ∅; {← p(fn(a)) | n ∈ !}; {∼ p(fn(a)) | n ∈ !});
Fail({← p(fn(a)) | n ∈ !}; {∼p(fn(a)) | n ∈ !}; ∅; {∼ p(fn(a)) | n ∈ !}):
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That is,
({← fail(a)}; ∅) Fail {∼ p(fn(a)) | n ∈ !}:
By applying )P to the set of abducibles {∼p(fn(a)) | n ∈ !}, we have
)P({p(fn(a)) | n ∈ !}) = )!+1P (1+):
We next consider the case that we suJer from the &oundering:
Example 5.2. Assume a general logic program
P = { p(a)←∼ q(x)∼ s(a);
q(a)←∼ r(a);
r(a)←∼ q(a);
s(a)←∼ s(a) };
where p, q, r, s are predicate symbols, x is a variable and a a 0-place function symbol.
We can see that ({q(a)}; {p(a); r(a)}) is a 3-valued stable model such that
SP(SP({p(a); r(a)})) = {p(a); r(a)}; and
SP({p(a); r(a)}) = {q(a)}:
Now we take 10 = ∅. By SLD resolution,
←∼ q(x)∼ s(a) ∈ ResP({← p(a)}) ∩ NegG:
Note that
SP(∅) = ∅;
SP(SP(∅)) = {p(a); q(a); r(a); s(a)}:
For the 3-valued stable model ({q(a)}; {p(a); r(a)}), ←p(a) cannot fail, as long as
(1) we have a negative goal
←∼ q(x) ∼ s(a)
derivable from ←p(a), and
(2) we have the ground negative literal ∼ s(a) in the goal, where we have not got
(← s(a); ∅) Suc 1 for any 1:
On the other hand, it does not &ounder, since ∼ s(a) should be chosen in the goal
← ∼ q(x)∼ s(a). Note that ∼ s(a) can be deleted from the goal ←∼ q(x)∼ s(a),
when s(a) =∈ SP(SP(∅)) such that ← s(a) fails. However, if s(a) ∈ SP(SP(∅)), then we
could not have got
({← s(a)}; {∼ s(a)}) Fail 1′
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for any 1′. It is desirable to have the &oundering derivation from ←p(a) in this
situation. For the &oundering derivation, we present De4nition 3.2.
We assume the de4nition of &oundering in De4nition 3.2. We can get the complete-
ness of the presented procedure with respect to the 3-valued stable model semantics.
Theorem 5.3. For a given general logic program P; assume that )P(1+f) = 1
+
f and
SP(1+f)∩1+f = ∅. If {a1; : : : ; al}⊆1+f and 10⊆1f, then ({← a1; : : : ; ← al}; 10) Fail
16 for some 16⊆1f, or there is some Coundering derivation for {← a1; : : : ; ← al}.
Proof. Assume that {a1; : : : ; al}⊆1+f , that is, a1; : : : ; al =∈ SP(SP(1+f )).
(1) In case that ResP({← a1; : : : ;← al}) ∩ NegG = ∅:
Fail({← a1; : : : ;← al}; 10; ∅; 10)
so that there is a failing derivation from ({← a1; : : : ← al}, 10). That is, {← a1; : : : ;
← al}, 10) Fail 10.
(2) In case that ResP({← a1; : : : ; ← al})∩NegG = ∅: For any g ∈ ResP({← a1; : : : ;
← al})∩NegG such that ←∼B1 : : :∼Bn = g−10, in the non-&oundering derivation,
there is some ground negative literal ∼Bi such that
Bi =∈ SP(1+f);
because a1; : : : ; al =∈ SP(SP(1+f)). That is, Bi ∈ SP(1+f) so that in the non-&oundering
derivation, there is some ground negative goal g′ ∈ ResP({←Bi}) ∩ NegG and
g′ − 10 =←∼ C1 : : : ∼ Cm;
where C1; : : : ; Cm ∈ 1+f . If some Ci contains some variable, there is a &oundering
derivation. In the non-&oundering case, we have Fail({← a1; : : : ; ← al}; 10; F1; 11)
such that
{← C1; : : : ;← Cm}⊆F1 and {∼ C1; : : : ;∼ Cm}⊆11⊆1f:
For this reason, we can construct
Fail({← a1; : : : ;← al}; 10; F1; 11);
Fail(Fi; 1i; Fi+1; 1i+1) (i¿1);
where 1i⊆1f (i¿ 1). Note that for ← b∈Fi, b∈1+f . By induction, we have a se-
quence
(F0; 10); (F1; 11); : : : :
Since the cardinality of 1f is at most !, with good choices in the procedure Fail, we
have a 4nite or in4nite sequence such that
({← a1; : : : ;← al}; 10) Fail 16 for some 16⊆1f:
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Because SP(1+f )∩1+f = ∅, SP(1+6 )∩1+6 = ∅. It follows from Lemma 4.5 that 6 could
be at most !.
By Theorem 5.3, we have:
Corollary 5.4. For a given general logic program P; assume that )P(1+f )=1
+
f and
SP(1+f )∩1+f = ∅. If a∈1+f ; then ({← a}; ∅) Fail 16 for some 16⊆1f; or there is
some Coundering derivation for {← a}.
Proof. Let l=1 and 10 = ∅ in Theorem 5.3. Then we have this corollary.
Theorem 5.5. Assume for a given general logic program P that )P(1+f )=1
+
f and
SP(1+f )∩1+f = ∅. If a∈ SP(1+f ); then (← a; ∅) Suc 18 for some 18⊆1f; or there is
some Coundering derivation for ← a.
Proof. Since a∈ SP(1+f ), some ground negative goal ←∼ c1 : : :∼ cn is derivable from
← a such that {c1; : : : ; cn}⊆1+f , or there is a &oundering derivation for ← a. By
Theorem 5.3, for 1i⊆1i+1⊆1f, we have
({← ci}; 1i) Fail 1i+1 (16i6n);
or there is some &oundering derivation for {← ci}. Hence, the consecutive failing
derivations can be included in a succeeding derivation. This concludes the proof.
6. Concluding remarks
Based on the standpoint of taking the 3-valued stable model as a denotation, which
is not always the least, we present a sound and complete procedure with respect to the
model. The procedure is a concretization of abstract proof procedure in argumentation
theory as in [18]. It might involve not only positive and negative loops for grounded
programs as in [20], but also in4nite derivations caused by both positive and negative
recursions in non-&oundering derivations even for non-ground programs.
We give some remarks of the presented procedure.
(1) Two kinds of choices are needed for the construction of failing derivations, while
they are in relation with the &oundering problems. As regards the implementations of
the choice functions, it is better to have a way to exclude non-&oundering ground
negative literals (that is, negative subgoals) of each negative goal. Finite failure and=or
in4nite failure in failing derivations may be allowable, for us to erase the subgoals.
As shown in Example 5.2, we may encounter the goal like
←∼ q(x) ∼ s(a)
in some failing derivation for a general logic program P. ∼ s(a) should be chosen
for non-&oundering derivations in this case, however, ←∼ q(x)∼ s(a) cannot fail, be-
cause (← s(a); ∅)  Suc 1 for any 1. If s(a) ∈ SP(SP(∅)) by means of the mapping SP ,
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then we can con4rm that ← s(a) fails so that ∼ s(a) can be erased from the goal
←∼ q(x)∼ s(a) for further failing derivations. Unless s(a) ∈ SP(SP(∅)), we cannot de-
termine, without any other means, whether or not
({← s(a)}; {∼ s(a)}) Fail 1′
for some 1′. In this case, we cannot cut ∼ s(a) oJ from the goal, to conclude that the
goal &ounders in the sense of &oundering as introduced in [19]. That is, the exclusion of
any ground negative literal from a goal, which is not needed for the failing derivation,
is relevant to a &oundering problem.
(2) The presented procedure takes a safeness condition for negation as failure, that is,
just ground negative literals can be used for negation as failure, while the &oundering
problem is not avoidable. By taking the semantics as in [15, 24–26], we might have
an extended version of the procedure with respect to the 3-valued non-ground stable
model and the non-ground alternating 4xpoint semantics.
(3) There are practical problems on the implementation of the present procedure.
The in4nite derivations of both positive and negative recursions are required as long
as we are concerned with the completeness for the 3-valued stable model semantics.
Selecting one ground negative literal in a negative goal, and selecting one derivation
of a negative goal are means for the procedure to be well-de4ned inductively. In
case of treating SLS resolution [21, 23] as an extension of SLDNF resolution with
in4nite failure and negative recursion, we can have XOLDTNF resolution [2], for the
computation of the well-founded model, by making use of memoing of positive loop,
the negative context to regard the negative literal as unde4ned, and bounded-term-size
property for terminations. Chen and Warren [5] presents the methods of delaying the
treatments for negative literals to be interpreted in a 3-valued model, as well as of
terminating computations by bouded-term-size property. When we apply some variant
of memoing techniques to our derivation, it will be an interesting problem to see some
relations between bounded-term-size property and the termination of our procedure.
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