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ABSTRACT 
A new bound on the “size” of the variation of the solution of the normal 
Lyapunov equation under variation of the data is derived. In contrast to a first order 
bound for differential perturbation, the new bound is exact and still holds under large 
data variation. It is shown that the new bound is less conservative than those currently 
available, especially in the case of a highdimensional Lyapunov equation. 
1. INTRODUCTION 
Needless to say, the Lyapunov equation 
AHX+XA= -0, (1) 
x = XH E cnxn, 
Q = Q” E CnXn, A E CnXn, Rehi(A)<O, i=l,..., n, 
plays a central role in many mathematical system theory problems. Under the 
assumption of a stability matrix A, a solution is guaranteed to exist, and 
admits a simple, well-known analytical representation. While this is theoreti- 
cally satisfactory, the implementation of the Lyapunov equation in the real 
world of uncertain data and finite precision arithmetic [ 1, 3, 141 requires some 
knowledge about the sensitivity of the solution X to variation of the data A 
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and Q. More concretely, consider the perturbed Lyapunov equation 
(A+AA)H(X+AX)+(X+AX)(A+AA)= -Q-AQ, (2) 
AX = AX”, 
AQ = AQ”. 
The problem this paper is concerned with is the determination of a new, 
tighter upper bound on the size of AX given the perturbations AA and AQ of 
the problem data. The results are derived under the assumption that A is a 
normal matrix, i.e., AHA = AAH. While this is a restriction, the normal 
problem includes a large class of flexible body aerospace systems [6], and this 
is the driving motivation of this paper. 
The mathematical notation used herein is fairly standard. C nX” is the set 
of n x n matrices with complex entries. ( .)H denotes the conjugate transpose, 
or Hermitian, of a matrix. A i( A) denotes the i th eigenvalue. Re( .) and (. )* 
denote the real part and the complex conjugate, respectively. ]I MI] is the 
spectral norm of the matrix M, i.e., sup{ IIMxjI: llxll = l}. IIMIIE denotes the 
Euclidean norm [ll, 1.2.8.21, i.e., (xi, j]mij] ) ’ 1/2. M @ N denotes the Kronecker 
product [ll, 1.1.91 of the matrices M and N. M * N denotes the Schur or 
Hadamard product [ll, 11.4.51 of the matrices M and N, i.e., the (i, j) entry of 
M * N is defined as mijnij. 
2. PREVIOUS BOUNDS ON SENSITIVITY 
In the case of a non& matrix A, several simple bounds (in terms of the 
matrix A, rather than the matrix AH@Z + Z@AH as for the nonnormal case) 
have been derived: 
(i) hub’s bound [8, 1V.D; 9, Section 51. Laub found the condition 
number ]]3]] ]]3-‘]] of the Lyapunov operator 3: X e TX: = AHX + XA in 
the normal case to be 
(3a) 
Hence, using a standard result on the differential sensitivity of the solution of 
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a linear equation [5, p. 1231, we get 
(3b) 
for any differential perturbation dA. 
(ii) Hammarling’s bound [4, $9; 14, $91. Using a completely different 
argument, Hammarling found, for the normal case, 
IIAXII IWII zh 
IIX + W ’ II4 
sup{lxi(A)I:i} 
inf(lA:(A)+hj(A)I:i,j) 
@Q=O) (4) 
for a variation AA of arbitrary size. 
Clearly, Hammarling’s bound is more conservative than Laub’s, but it has 
the advantage that it holds under large variations of A. 
3. NEW BOUND ON SENSITIVITY 
Here we derive a new bound, for large data variation, yet this bound is 
about as tight as the differential bound of Laub. We state the main result of 
this paper: 
THEOREM 1. Let A be normal and stable. Then 
]]Ax’] < ]]AA]]2 
1 
IX + WI X;(A)+Xj(A) 
(hQ=0). (5) 
({ mij} denotes the matrix whose (i, j) entry is mij.) 
To prove this main result, we will need the following lemmas: 
LEMMA 1. Let M and N be two Hermitian, equally sized matrices with 
M >, 0. Then 
IIM * 9 d IIMII IIW 
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Proof of Lemma 1. M * N is obviously Hermitian. Choose s = f 1 such 
that the largest eigenvahre of M * sN in magnitude is positive. Obviously 
I/M * Nil = IIM * sN[l = sup{ h,(M * sN): i}. (6) 
Following [ll, 11.4.5.11, M * sN is a principal submatrix of M@sN. Let 
w c {1,2,..., n2 } denote the set of indices of M * SN in MB sN. Hence we 
write M * SN = M@sN[wlw]. Following the Cauchy inequality [ll, 11.4.4.71, 
we have 
sup{Ai(M@sN[w]w]):i} <sup{Aj(M@sN):i}. (7) 
Combining (6) and (7) yields 
Following [ll, 1.2.15.111, A,(M@sN)= h,(M)X,(sN) for some appropriate 
indices k and 1. Then 
IIM*NII < sup{ X,(MCGSN)A} 
= A,(Mh(sN) G VW IINIL 
LEMMA 2. Let Re hi(A) < 0, i = 1,. . . ,n. Then 
Proof of Lemma 2. This result was apparently proved for the first time 
by Lur’ye [lo] and Rakhimov [ 131. For a more recent proof, see Kalman [7, 
Main Lemma]. For the deeper stability interpretation of this result, see Mazko 
WI. n 
Proof of Theorem 1. Combining (1) and (2) for AQ = 0 yields 
AHAX+AXA= -AAH(X+AX)-(X+AX)AA. (6) 
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If A is normal, A = Udiag{ Xi( A) : i } UH for some unitary matrix U; hence (8) 
can be easily resolved for AX to yield 
1 
* 
I +(A)-Ai ’ 
Using Lemmas 1 and 2, it follows that 
< 21lAAll Ilx + WI. 
which is essentially (5). n 
It remains to see how the new bound (5) competes with Laub’s bound and 
Hammarling’s bound. On the one hand, the new bound is more conservative 
than Laub’s; this is not surprising, since the new bound holds for large 
variations, while Laub’s is only true under differential perturbations. On the 
other hand, the new bound is less conservative than Hammarling’s. More 
precisely, 
THEOREM 2. Let A be norm& and stable. Then 
Y(Z) Q Wll. 
1 
X;(A)+Xj(A) 
<2& sup{ I&(A)I: i} 
inf(lA;(A)+Aj(A)i:i,j) * 
(9) 
The following lemma is needed. 
62 EDMOND A. JONCKHEERE 
LEMMA 3. Let M = MH > 0. Then 
SUP{ Imijl: i, j} G I/MI/. 
Proof of Lemma 3. Consider the spectral decomposition M = VAVH, 
with A diagonal and V unitary. It follows that mij =Ck(vikXk)v$ By the 
Cauchy-Schwartz inequality, it follows that lmijl < (CkIvik12X~)1/2 < 
sup{ Xk: k} = IIMII. Hence the result follows. n 
Proof of Theorem 2. To prove the first inequality in (9), observe that 
sup((A:(A)+Xj(A)I: i, j} d 2sup{Ixi(A)I: i,j} = 2llAll; (IO) 
the last equality stems from the normality of A. Further, applying Lemmas 2 
and 3 yields 
1 
inf(lA;(A)+hj(A)l:i,i) =sup 
Combining (10) and (11) yields the first inequality in (9). 
To prove the second inequality in (9), observe that 
1 
X;(A)+Aj(A) E 
<6 
inf(~~~(A)+:I(X)~: i, j> ’ 
(11) 
from which the result follows. n 
As a final remark, observe that the requirement that A be stable and 
normal does not preclude A + AA going unstable and/or nonnormal. At no 
stage have we put some restrictions on AA. All that has been implicitly 
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assumed is that the perturbed Lyapunov equation (2) has a solution X + AX, 
possibly many of them, possibly a solution diverging to infinity. In either case, 
the bound (5) still applies. [In the case of a nonunique solution to the 
perturbed Lyapunov equation (2), the bound (5) applies to all of the 
solutions.] This considerably enlarges the domain of applicability of the main 
result. 
Remember that the perturbed Lyapunov equation (2) has a unique, finite 
solution if AT(A + AA)+ hj (A + AA) # 0 Vi, j; see, e.g., [4, Introduction]. 
Should this condition fail, then (2) has either a nonunique solution or a 
solution diverging to infinity. 
The above leads to a new interpretation of the main result. Take the real 
case, with A stable and normal, Q >, 0, AQ = 0, (A + AA, Q) observable, 
Rehi(A+AA)~O~i,andReXi(A+AA)=Oforsomei.Inthiscase,itis 
easily proved that the solution X + AX to the perturbed Lyapunov equation 
(2) diverges to an infinitely large, positive definite matrix, in which case the 
bound (5) yields 
This gives an indication about the “margin of stability” of the matrix A: 
COROLLARY 1. Let A be real, normul and stable. Then, for any perturba- 
tion 
A + AA is guaranteed to be stable. 
4. CONCLUDING REMARKS 
A new bound on the sensitivity of the solution of a Lyapunov equation has 
been derived. While the matrix A is restricted to be stable and normal, the 
perturbation AA is completely arbitrary. This freedom broadens the range of 
potential applications of the main result, as examplified by the “stability 
margin” result of Corollary 1. 
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Although it has several advantages, the drawback of the new bound is that 
it is not a very easy number to compute. Laub’s and Hammarling’s bounds 
are easier to compute. 
It has been conjectured at several different places [2; 8, IV.D] that the 
conditioning of the algebraic Riccati equation should boil down to the 
conditioning of the Lyapunov equation of the “closed-loop A” matrix. Whether 
the approach developed here can be carried over to the Riccati equation is an 
issue currently being addressed. 
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