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Abstract
Let [mu] be a nonnegative Borel measure on the boundary T[unit circle] of the unit
disc and dene '[phi mu] to be the harmonic function
'(z) =
Z
[integral]T
1  jzj2[square]
j[zeta]  zj2 d():
The harmonically weighted Dirichlet space D() is dened as the space of all analytic
functions on the unit disc D[unit disc] such that
Z
D
jf 0(z)j2'(z)dA(z)
is nite. When  is the Lebesgue measure on T, then D() is the Dirichlet space
D.
The harmonically weighted Dirichlet spaces were introduced by Richter in [50] as he
was studying analytic two-isometries. These spaces have been studied extensively
throughout the years, see e.g. [3], [21], [22], [23], [24], [52], [53], [62], [63], [64], [66]
and [67].
The weak product of D denoted by D D[DdotD] is the following set:
D D = fh 2 [in]Hol(D) : h =
X
[sum]figi;X
kfikkgik <1[innity]; fi; gi 2 Dg:
v
The dual of DD has been characterized in 2010 by Arcozzi, Rochberg, Sawyer and
Wick [9] as the space X [script X](D) of analytic functions b on D such that jb0j2dA
is a Carleson measure for the Dirichlet space.
In this dissertation we show that for functions f in proper weak*-closedMz[M sub z]
-
invariant subspaces of X (D), the functions (zf)0 are in the Nevanlinna class of D and
have meromorphic pseudocontinuations in the Nevanlinna class of the exterior disc.
We then use this result to show that every nonzeroMz-invariant subspace N [script N]
of D D has index 1, i.e. satises dimN =zN = 1.
In the second part of this dissertation, we study the corona theorem for the
D() spaces when  is a nitely atomic measure. If  is a nitely atomic
measure, we use the observation from Richter and Sundberg [52] that M(D()) =
D() \ [intersection]H1(D) to show that the set of multiplicative linear functionals
consisting of evaluations at points of D is dense in the maximal ideal space of
M(D()). Furthermore, we obtain the corona theorem for innitely many functions
in M(D()).
vi
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Chapter 1
Introduction
In this introduction we will establish the denitions and background results that
are necessary for our main theorems. In Section 1.1 we will talk about weak product
spaces, how they arose and have been used in the literature and why we are interested
in them at this time. Our new main theorems about weak product spaces will be
presented in Chapter 2. In Section 1.3 we will introduce another main topic of this
dissertation, namely maximal ideal spaces and the corona theorem. In Chapter 3
we will prove our generalization of the corona theorem to some of the harmonically
weighted Dirichlet spaces.
1.1 Weak products of Hilbert spaces
Let d  1;
  Cd be a nonempty set, and let H be a Hilbert space on 
. Suppose
that for each point z 2 
, evaluation at z is continuous. Therefore there is an element
kz 2 H with the property
hf; kziH = f(z); 8f 2 H:
1
The vector kz is called the reproducing kernel at z, and H is called a reproducing
kernel Hilbert space (see [11] for a detailed discussion of reproducing kernel Hilbert
space). Suppose ffigi2I is an orthonormal basis for H, then by Parseval's identity,
we have
k(z) =
X
i2I
fi()fi(z);
and k(z) = hk; kziH = kz(), i.e. k is symmetric.
Considered as a function on 

, the kernel function kz is positive denite, i.e. for
any nite set fz1;    ; zng  
 and any complex numbers fa1;    ; ang, we have
nX
i;j=1
aiajkzi(zj) = h
nX
i
aikzi ;
nX
j
ajkzjiH
= k
nX
i
aikzik2H  0:
Conversely we can start with a kernel and construct a Hilbert space that has the
given kernel as its reproducing kernel.
Theorem 1.1.1 (Moore [46]). Suppose k is a symmetric, positive denite kernel on
a set 
. Then there is a unique Hilbert space of functions on 
 for which k is a
reproducing kernel.
Let d > 1;
  Cd be an open, connected, and nonempty set, and let H  Hol(
) be
a reproducing kernel Hilbert space with kernel kz, the weak product of H denoted by
HH is dened as
HH = fh 2 Hol(
) : h =
1X
i=1
figi;
1X
i=1
kfikHkgikH <1; fi; gi 2 Hg:
2
If h 2 H H, the norm of h in HH is dened to be
khk = inff
1X
i=1
kfikHkgikH : h =
1X
i=1
figi; fi; gi 2 Hg: (1.1.1)
Weak products rst appeared in the work of Coifman, Rochberg and Weiss [25].
They arise in connection with the Hankel operators and they are used to establish
the duality between L1a(D) and the Bloch space and the duality ofH1(@Bd) and BMO.
Later Ferguson and Lacey [31], Lacey and Terwilleger [37] studied the weak product
of H2(Dd), they showed that a Hankel form with symbol b is bounded on H2(Dd) if
and only if b is in BMO(Dd).
Let D be the Dirichlet space of holomorphic functions f for which
Z
D
jf 0j2dA

<1;
and let Dh be the harmonic Dirichlet space, which consists of functions of the form
f + g for f; g 2 D.
In 2010, Arcozzi, Rochberg, Sawyer and Wick [9] characterized the dual space of the
space of weak products of Dirichlet functions D  D. their result also involves the
boundedness of the Hankel operators and it implies the characterization of the dual
of Dh  Dh. The characterization of Dh  Dh also follows from results of Maz'ya
and Verbitsky [44]. This was observed by Richter and Sundberg [55], and they also
studied the space of weak products systematically:
note that from (1.1.1) we have
jh(z)j  kkzk2Hkhk;
and it was shown in [55] thatHH is a Banach space of analytic functions, thusHH
is a Banach space of analytic functions such that point evaluations are bounded.
3
If Hol(
 ) is densely contained in H, dene
X (H) = fb 2 H : 9C > 0; jh' ; bij  Ck'kk k;8';  2 Hol(
 )g:
If b 2 X (H) write kbkX for the inmum of all C > 0 such that jh' ; bij  Ck'kk k
for all ';  2 Hol(
 ). It is clear that X (H) is a Banach space (see [55]).
For a vector subspace L  H let
LbL = f nX
i=1
figi : f1;    ; fn; g1;    ; gn 2 L; n 2 Ng
be the set of nite sums of products of elements in L and dene a norm on LbL
by
khkL = inff
nX
i=1
kfikHkgikH : h =
nX
i=1
figi; fi; gi 2 Lg:
Under mild assumptions on H, the space H H always has X (H) as a dual space,
and indeed we have the following theorem (see [55]):
Theorem 1.1.2 (Richter, Sundberg). Let Hol(
 ) be dense in H, and suppose there
is a linear subspace L  Hol(
 ) which is dense in H and which satises k'k =
k'kL for all ' 2 LbL. Then (H H) = X (H). This means if for b 2 X (H), we
dene Lb on H by
Lb(h) = hh; biH
then Lb extends to be bounded on H H, and the map b ! Lb is a conjugate linear
isometric isomorphism of X (H) onto (HH).
We can also embed HH into some Hilbert space.
4
Theorem 1.1.3 (Richter, Sundberg). If H = H(k)  Hol(
) has reproducing kernel
k, then
HH  H(k2);
with khkH(k2)  khk for all h 2 H  H, where H(k2) is the Hilbert space with the
reproducing kernel k2.
In Chapter 2, we consider weak products of dierent spaces, and we also have the
following theorem:
Theorem 1.1.4. If H = H(kH)  Hol(
), L = L(kL)  Hol(
) have reproducing
kernel kH and kL respectively, then
HL  H(kH  kL);
with khkH(kHkL)  khk for all h 2 HL, where H(kH  kL) is the Hilbert space with
the reproducing kernel kH  kL.
Let H satisfy the conditions in Theorem 1.1.2. Then for each b 2 X (H), the rule
Hb(';  ) = h' ; biH , ';  2 Hol(
 ) extends to be a bounded bilinear form onHH.
This bilinear form denes a bounded operator Hb, the Hankel operator with symbol
b. More precisely, if we let H = ff : f 2 Hg; kfkH = kfkH, then for b 2 X (H), we
have Hb : H ! H; hHb';  iH = Hb(';  ) = h' ; biH for all ';  2 Hol(
 ).
If f 2 H, we let [f ] be the smallest invariant subspace of the operator of multiplication
by z. A function f 2 H is called a cyclic vector if [f ] = B.
For the Dirichlet space D, we show in Chapter 2 that every nonzero Mz-invariant
subspace M of D is the kernel of a Hankel operator, and then we use this fact to
prove that if f 2 D, then f is cyclic in D if and only if f is cyclic in DD. We will
give a few motivations in the next section.
5
1.2 Mz-Invariant Subspaces
Let 
  C be nonempty, open and connected. Let B ba a Banach space of analytic
functions on 
 such that point evaluations are continuous, and B is Mz-invariant, i.e.
for every f 2 B, we have Mzf = zf 2 B. If for every  2 
;Mz  is bounded below
on B, then for every Mz- invariant subspace M of B we dene the index of M to be
the dimension of M=zM, i.e.
indM = dimM=zM:
If f 2 B, we let [f ] be the smallest invariant subspace of the operator of multiplication
by z. Thus [f ] is the closure of the polynomial multiples of f . A function f 2 B is
called a cyclic vector if [f ] = B.
For p > 0, let Hp(D) be the Hardy space of analtytic functions f on D such that
kfkpHp = sup
r<1
Z
T
jf(r)jp jdj
2
<1;
let L2a(D) be the Bergman space of holomorphic functions f(z) =
P1
n=0 f^(n)z
n such
that
Z
D
jf j2dA

=
1X
n=1
jf^(n)j2
n+ 1
<1:;
and let D be the Dirichlet space of holomorphic functions f(z) =
P1
n=0 f^(n)z
n for
which
Z
D
jf 0j2dA

=
1X
n=1
njf^(n)j2 <1:
It can be shown that for every  2 D;Mz  is bounded below on Hp(D), L2a(D) and
D.
6
By the factorization theorem, every function f in Hp(D) can be written as f =
BSF , where B(z) =
Q1
i=1
i
jij
i z
1 iz is the Blaschke product, i's are the zeros of f ,
S(z) = exp(  RT eit+zeit zd(t)) is the singular inner function for some measure  which is
singular with respect to the Lebesgue measure, and F (z) = exp(
R
T
eit+z
eit z log jf(eit)j dt2 )
is an outer function.
The Beurling's famous theorem says that every nonzero Mz-invariant subspaceM in
the Hardy space H2(D) is singly generated, and it has the form M = 'H2(D) = ['],
where ' = BS is an inner function with B a Blaschke product and S a singular inner
function (see [59, Page 348]). Beurling's theorem fully characterizes the Mz-invariant
subspaces in H2(D), it also tells us that indM = 1 for every Mz-invariant subspace
M in H2(D) and f 2 H2(D) is cyclic if and only if f is an outer function.
Since then there have been a lot of articles in the literature studying theMz- invariant
subspaces in the Banach space of analytic functions, see e. g. [8], [16], [18], [29], [30],
[34], [35], [36], [48], [49] and [53]. One of the surprising facts is that in the Bergman
space L2a(D), if n 2 N[f1g, then there is anMz-invariant subspaceM in L2a(D) such
that indM = n (see [8], the authors in [8] proved this fact using abstract theory).
Later, Hedenmalm ([35]) constructed an invariant subspace in L2a(D) with index 2
using the span of zero set based invariant subspaces.
It turns out that for the Dirichlet space D, we have similar result as in the Hardy
space H2(D): every nonzero Mz-invariant subspace M in D is singly generated, and
it has the formM = 'D(m') = ['], where dm'(z) = j'(z)j2 jdzj2 and ' is a multiplier
of D (see [49], [53]). But there is still an open question about the cyclic vectors in
D:
Conjecture 1.2.1 (Brown-Shields [16]). Let f 2 D, f is cyclic in D if and only if
f is an outer function and its boundary zero set is of capacity zero.
Some authors have studied this conjecture and they obtained some partial results,
see e.g. [29], [30], [34] and [53].
7
Recall that D D is the space of weak products of functions of D, i.e.
D D = fh 2 Hol(
) : h =
1X
i=1
figi;
1X
i=1
kfikDkgikD <1; fi; gi 2 Dg:
Note that by the Riesz factorization theorem, every function in H1(D) is a product
of two H2(D) functions, we have H1(D) = H2(D)  H2(D) = H2(D)  H2(D). Thus
we can think of DD as an analogue of H1(D) and it may be needed for a complete
theory of the Dirihclet space.
The dual of D  D has been characterized in 2010 by Arcozzi, Rochberg, Sawyer,
and Wick [9] as the space X (D) of analytic functions b on D such that jb0j2dA is a
Carleson measure for the Dirichlet space.
In Chapter 2, we use the tools Cauchy dual, pseudocontinuation to study the index of
Mz-invariant subspaces inDD (see section 2.3 for the denitions, see also [27] for the
background on pseudocontinuations). We show that for functions f in proper weak*-
closed Mz -invariant subspaces of X (D), the functions (zf)0 are in the Nevanlinna
class of D and have meromorphic pseudocontinuations in the Nevanlinna class of
the exterior disc. We then use this result to show that every nonzero Mz-invariant
subspace N of D D has index 1, i.e. satises dimN =zN = 1.
Note that for functions f 2 D  D, we don't necessarily have (zf)0 are in the
Nevanlinna class of D. Also when a function f is in the Nevanlinna class of D, it
doesn't necessarily have a pseudocontinuation in the Nevanlinna class of the exterior
disc. We attack those diculties in section 2.3.
8
1.3 Corona Theorem
By the Gelfand theory every abelian Banach algebra A is isomorphic to a subspace of
C(), where  is a compact Hausdor space. It is called the maximal ideal space of
A. In the following we denote the maximal ideal space of A byMA. If A = H1(D),
then the open unit disc D is homeomorphic to a subset of MH1 and for f 2 H1(D)
the identication of f jD with its image in C(MH1) is just the identity. Thus we will
just write D  MH1 and H1(D)  C(MH1). Carleson's famous corona theorem
(see [19]) says that D is dense in MH1 . It is well-known that this theorem has an
analytical reformulation which is as follows: If f'1; :::; 'ng is a nite set of functions
in H1(D) satisfying
nX
j=1
j'j(z)j2   > 0; z 2 D; (Corona condition): (1.3.1)
then there are functions ff1; :::; fng  H1(D) with
nX
j=1
fj(z)'j(z) = 1; z 2 D; (Bezout equation): (1.3.2)
Carleson's proof of the corona theorem was very complicated. He introduced what
are now know as Carleson measures. They are an important tool in complex and
harmonic analysis.
In 1979 Thomas Wol gave a simplied (but unpublished) proof of the corona theorem
using the @-technique (see [32]).
If H(k) is a reproducing kernel Hilbert space of analytic functions on some region

  Cd, d  1, then the multiplier algebra M(H(k)) is dened by
M(H(k)) = f' 2 H(k) : 'f 2 H(k);8f 2 H(k)g:
9
For ' 2M(H(k)), we denote it by M', the multiplication operator by ', and let M'
be the adjoint of the operator M'. Then for any f 2 H(k), z 2 
 we have
hM'kz; fiH(k) = hkz;M'fiH(k) = '(z)f(z) = h'(z)kz; fiH(k);
thus M'kz = '(z)kz, which implies j'(z)j  kM'k = kM'k. Taking the supremum
over all z 2 
, we have k'kH1  kM'k, therefore M(H(k)) is always contained in
H1(
).
NoticeM(H(k)) is always an abelian Banach algebra and thatH1(D) is the multiplier
algebra of H2(D) and L2a(D). On the other hand if H(k) = D or H(k) = H2d , then
M(H(k)) 6= H1(D). Here H2d is the reproducing kernel Hilbert space with kernel
k(z) =
1
1 Pdi=1 zii on the unit ball of Cd. It is called the Drury-Arveson space. Thus
for our understanding of the function theory on the spaces where M(H(k)) does not
equal H1(D) it becomes an interesting question whether or not a corona theorem
holds for such a multiplier algebra.
It was shown that the corona theorem also holds for many other function algebras,
such as M(D) (see Tolokonnikov [69], Xiao [76]), M(H2d) (see Costea, Sawyer and
Wick [26]) and so on. In all of these cases the algebra is the multiplier algebra of a
space with a complete Nevanlinna-Pick kernel (see Agler and McCarthy [2], also the
denition below).
Denition 1.3.1. Let Bd be the unit ball in Cd. A reproducing kernel k on Bd is
called a complete Nevanlinna-Pick kernel if k0(z) = 1 for all z 2 Bd and if there exists
a sequence of analytic functions fbng1n=1 on Bd such that
1  1
k(z)
=
1X
n=1
bn(z)bn() for all ; z 2 Bd:
10
Thus since Shimorin [67] showed that for any Borel measure  on T, D() has a
complete Nevanlinna-Pick kernel, one wonders whether the corona theorem holds for
M(D()).
Also the corona theorem has been generalized to innitely many functions in H1(D)
and M(D) (see Rosenblum [58], Tolokonnikov [69] and Trent [73]). The innite
version, given by Rosenblum [58] and Tolokonnikov [69], can be formulated as follows
(see Trent [72]):
Theorem 1.3.2. Let f'jg1j=1  H1(D). Suppose that
0 < 2 
1X
j=1
j'j(z)j2  1; for all z 2 D:
Then there exists fejg1j=1  H1(D) such that
P1
j=1 'jej = 1 and supz2D
P1
j=1 jej(z)j2 
C0
2
ln 1
2
, where C0 is a constant.
In this dissertation, we study the corona theorem for the D() spaces when  is a
nitely atomic measure. Fix  = k, a nitely atomic measure, we observe that by
[52, Lemma 5.3] we have M(D(k)) = D(k) \ H1(D). We will see that a corona
theorem holds for M(D(k)) if and only if every ' 2 MM(D(k)) extends to some
 2MH1 (see Theorem 3.1.12 which is due to Sundberg), we only need to show that
every ' 2MM(D(k)) has an extension to some  2MH1 .
As to innitely many functions in M(D(k)), we consider Dl2(k), or 11 D(k),
which can be considered as l2-valued D(k) space. If F = (f1; f2; : : :) 2 11 D(k),
then the norm is dened by
kFk211 D(k)
=
Z 2
0
kF (eit)k2l2
dt
2
+
Z
T
Z 2
0
kF (eit)  F ()k2l2
jeit   j2
dt
2
dk()
=
1X
j=1
kfjk2D(k):
11
Given f'jg1j=1  M(D(k)), we let (z) = ('1(z); '2(z); : : :). We use M to denote
the (column) operator from D(k) to 11 D(k) dened by
M(f) = f'jfg1j=1 for f 2 D(k):
Note that the pointwise hypothesis
P1
j=1 j'j(z)j2  1 in Theorem 1.3.2 implies that
the operator T dened on H
2(D) in analogy to that of M is bounded and kTk =
supz2D(
P1
j=1 j'j(z)j2)
1
2 . Since M(D(k)) = D(k) \ H1(D), the pointwise upper
bound hypothesis will not be sucient to conclude that M is bounded from D(k)
to 11 D(k). Thus, we will replace the assumption
P1
j=1 j'j(z)j2  1 for z 2 D by
the condition kMk  1, and we have the following theorem:
Theorem 1.3.3. Let f'jg1j=1 M(D(k)). Suppose that
kMk  1 and 0 < 2 
1X
j=1
j'j(z)j2 for all z 2 D:
Then there exists fbjg1j=1 M(D(k)) such that
(i) (z)B(z)> = 1 for all z 2 D, and
(ii) kMBk  1"

2 + 16kMBk 1k2
1=2
, where Bk 1 is the solution for the corona
theorem in M(D(k 1)).
12
Chapter 2
Weak Products and Index
2.1 Weak Products
We will follow the general theory in [55, section 2].
Let d  1;
  Cd be a non-empty open connected set. Suppose B; E  Hol(
) are
Banach spaces such that point evaluations in 
 are bounded, let B; E be the dual
spaces of B; E respectively. For z 2 
, let kBz 2 B be the point evaluation map from
B to C, i.e kBz (f) = f(z);8f 2 B. Similarly we let kEz be the point evaluation map
from E to C.
We dene B  E to be the weak products of functions in B and E as follows
B  E = fh =
1X
i=1
figi : fi 2 B; gi 2 E ;
1X
i=1
kfikBkgikE <1g:
The norm in B  E is dened by
khk = inff
1X
i=1
kfikBkgikE : h =
1X
i=1
figig; h 2 B  E :
13
Lemma 2.1.1. If B; E  Hol(
) are Banach spaces such that point evaluations in

 are bounded, then (B  E ; k  k) is a Banach space of analytic functions such that
point evaluations in 
 are continuous.
Proof. As in [55], we note that jh(z)j  khkkkBz kBkkEz kE for all h 2 B  E , and
z 2 
. This implies that if khk = 0, then h = 0. The proof of completeness is the
same as in [55].
We only show that the norm in BE satises the triangle inequality. Let h; k 2 BE ,
8" > 0, we can nd fi; ai 2 B; gi; bi 2 E such that h =
P1
i=1 figi; k =
P1
i=1 aibi with
khk 
P1
i=1 kfikBkgikE   "; kkk 
P1
i=1 kaikBkbikE   ". then
h+ k =
X
i;j
figi + ajbj;
thus kh + kk  khk + kkk + 2", letting " ! 0, we see that the norm satises the
triangle inequality.
Remark 2.1.2. (1) Let B = E = H1(D), then H1(D)  H1(D) is a Banach space,
and H1=2(D)  H1(D)H1(D).
(2) Of course, one could dene a weak product for some other Banach spaces. If B =
lp = f = (i) : kkplp =
P1
i=1 jijp < 1g; p  1, then lp  l1 with kkl1  kklp.
For p; q  1, and  = (i) 2 lp;  = (i) 2 lq, let    = (ii), then we dene
lp  lq = f =
1X
j=1
j  j :
1X
j=1
kjklpkjklq <1; j 2 lp; j 2 lqg
the norm is dened by
kk = inff
1X
j=1
kjklpkjklq :  =
1X
j=1
j  jg:
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Then for every i, jij  kk, thus kk = 0 if and only if  = 0. Therefore lp  lq
is a Banach space, p; q  1.
Similarly, we have l1=2  l1  l1.
Let A  B;L  E be vector subspaces, we dene
A^L = fh =
nX
i=1
figi : fi 2 B; gi 2 E ; n 2 Ng;
and the norm is dened by
khk = inff
nX
i=1
kfikBkgikE : h =
nX
i=1
figig; h 2 A^L:
Then A^L  B  E and khk  khk for every h 2 A^L. If we use (A^L) to
denote the completion of A^L with respect to the norm k  k, then the inclusion of
A^L into B  E extends to be a contraction V : (A^L) ! B  E .
The following three results are the Banach space analogues of Hilbert space results
that were proved in [55]. The same proofs will establish the following Lemma and
Theorems.
Lemma 2.1.3. If A  B;L  E are dense vector subspaces, then A^L is dense in
B  E in the k  k norm and
khk = inff
1X
i=1
kfikBkgikE : h =
1X
i=1
figi; fi 2 A; gi 2 Lg; h 2 B  E :
Theorem 2.1.4. If A  B;L  E are dense vector subspaces, then V is onto and
the induced map ~V : (A^L)= kerV ! B  E is isometric.
For d  1, let Bd denote the open unit ball in Cd, for 0  r < 1; z 2 Bd, let
fr(z) = f(rz). Write Hol(B d ) for the algebra of all functions f on Bd such that f
extends to be analytic in a neighborhood of the closure of Bd.
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Theorem 2.1.5. Let B; E  Hol(Bd) be Banach spaces of analytic functions which
satisfy the following conditions
(a) Point evaluations in Bd are bounded and B is reexive.
(b) B contains Hol(B d ).
(c) If fn; f 2 Hol(B d ) such that fn ! f uniformly in some open neighborhood of
Bd, then fn ! f in B.
(d) There is a C > 0 such that if 0 < r < 1 and if f 2 B, then fr 2 B and
kfrkB  CkfkB.
Then Hol(B d ) is dense in B  E and
khk = khk = inff
nX
i=1
kfikBkgikE : h =
nX
i=1
figi; fi; gi 2 Hol(B d )g
for all h 2 Hol(B d ).
Let d = 1;
  C be open, connected and nonempty set. Let H  Hol(
) be a
reproducing kernel Hilbert space, i.e. point evaluations in 
 are bounded. If H is
Mz-invariant, let
K = (zH)0 = f(zf)0 : f 2 Hg;
and the norm in K is dened by h(zf)0; (zg)0iK = hf; giH.
If Hol(
 ) is densely contained in H, we dene
X (H;K) = fb 2 H : 9C > 0; h'(z )0; (zb)0iK  Ck'kHk kH;
8';  2 Hol(
 )g;
for b 2 X (H;K), write kbkX (H;K) for the inmum of all C > 0 such thath'(z )0; (zb)0iK  Ck'kHk kH for all ';  2 Hol(
 ).
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Lemma 2.1.6. If H  Hol(
) is a reproducing kernel Hilbert space, and if Hol(
 )
is densely contained in H, then X (H;K) is a Banach space of analytic functions on

 such that
jb(z)j  kbkX (H;K)kkHz kHk1kH:
Proof. Note that Hol(
 ) is dense in H and b(w) = hb; kHw iH = h(zb)0; 1  (zkHw )0iK,
the inequality follows.
Also
kbk2H = k(zb)0k2K = h1  (zb)0; (zb)0iK  k1kHkbkHkbkX (H;K);
thus kbkH  k1kHkbkX (H;K).
The completeness follows from the same argument as in Lemma 2.2 in [55]. It is clear
that k  kX (H;K) is a norm in X (H;K).
Theorem 2.1.7. Let Hol(
 ) be dense in H, let K = (zH)0, and suppose there is a
linear subspace A  Hol(
 ) which is dense in H and which satises k'k = k'k
for all ' 2 A^(zA)0. Then (HK) = X (H;K), this means if b 2 X (H;K), dene
Lb on K by
Lb(k) = hk; (zb)0iK;
then Lb extends to be bounded on H  K and the map b 7! Lb is a conjugate linear
isometric isomorphism of X (H;K) onto (HK).
Proof. We will follow the argument in [55, Theorem 1.3].
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Let b 2 X (H;K), h 2 A^(zA)0  Hol(
 )  K. Then h = Pni=1 fi(zgi)0 for some
fi; gi 2 A, i = 1; : : : ; n, and
jLb(h)j = jh
nX
i=1
fi(zgi)
0; (zb)0iKj 
nX
i=1
jhfi(zgi)0; (zb)0iKj

nX
i=1
kbkX (H;K)kfikHkgikH;
thus jLb(h)j  kbkX (H;K)khk = kbkX (H;K)khk. By Lemma 2.1.3 it follows that Lb
extends to be bounded on HK with kLbk  kbkX (H;K).
If L 2 (HK), then for (zf)0 2 K we have
jL((zf)0)j  kLkk(zf)0k  kLkkfkHk1kH;
thus 9(zb)0 2 K, such that L((zf)0) = h(zf)0; (zb)0iK := Lb((zf)0).
If ';  2 Hol(
 ), then
jh'(z )0; (zb)0iKj = jL('(z )0)j  kLkk'(z )0k
 kLkk'kHk kH;
thus b 2 X (H;K), and kbkX (H;K)  kLk = kLbk.
Remark 2.1.8. If H is a reproducing kernel Hilbert space satisfying the four
conditions (a)   (d) in Theorem 2.1.5. If H is Mz-invariant, then K = (zH)0
also satises the four conditions (a)   (d) in Theorem 2.1.5, and so by Theorem
2.1.5, we have k'k = k'k for all ' 2 Hol(
 ). Thus, in this case we have
(HK) = X (H;K).
Proof. It is clear that K satises conditions (a)  (c) in Theorem 2.1.5.
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For any (zf)0 2 K, suppose f(z) =P1n=0 f^(n)zn, then
[(zf)0]r(z) =
1X
n=0
(n+ 1)f^(n)rnzn = (zfr)
0(z);
thus [(zf)0]r 2 K and
k[(zf)0]rkK = k(zfr)0kK = kfrkH  CkfkH
= Ck(zf)0kK
If H  Hol(
) is a reproducing kernel Hilbert space such that Hol(
 ) is densely
contained in H, dene
X (H) = fb 2 H : 9C > 0; h' ; biH  Ck'kHk kH;
8';  2 Hol(
 )g;
and for b 2 X (H), write kbkX (H) for the inmum of all C > 0 such that
h' ; biH 
Ck'kHk kH for all ';  2 Hol(
 ).
If H  Hol(
) is a reproducing kernel Hilbert space, we say a positive Borel measure
 on 
 is a Carleson measure for H,  2 CM(H), if there is a C > 0 such that for all
f 2 H,
Z


jf j2d  C2kfk2H:
The smallest such C is the Carleson measure norm of .
Remark 2.1.9. (a) It is shown in [55] that X (H) is a Banach space of analytic
functions and it is the dual of HH, that is (HH) = X (H).
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(b) Let  2 [0; 1], D = ff 2 Hol(D) : kfk2D =
P1
n=0(n+ 1)
jf^(n)j2 <1g. Let
C(D) = ff 2 D : jf 0j2(1  jzj2)1 dA is a Carleson measure for
Dg:
It is shown in [75] that (D  (zD)0) = C(D).
(c) If H = H2 is the Hardy space, then H2  H2 = H1, and by the well known
Feerman's theorem (see [32]), (H1) = BMOA, thus X (H2) = BMOA. By the
result in [75], we have H2  (zH2)0 = @H1, and X (H2; (zH2)0) = BMOA = X (H2).
(d) If H = D is the Dirichlet space, then by the result in [9], we have (DD) = C(D),
thus X (D) = C(D). By the result in [75], we have D  (zD)0 = @(D  D), and
X (D; (zD)0) = C(D) = X (D).
(e) In (c) and (d), we see that for  = 0; 1, X (D; (zD)0) = X (D). Then we have
the following question:
Question 2.1.10. For  2 (0; 1), is X (D; (zD)0) = X (D)?
The following Theorem can be derived from Theorem 3.1 in [55].
Theorem 2.1.11. If H = H(kH)  Hol(
), L = L(kL)  Hol(
) have reproducing
kernel kH and kL respectively, then
HL  H(kH  kL);
with khkH(kHkL)  khk for all h 2 HL, where H(kH  kL) is the Hilbert space with
reproducing kernel kH  kL.
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2.2 Hankel Operators and Cyclicity
In this section, we prove that every nonzero Mz-invariant subspace M of D is the
kernel of a Hankel operator, and then conclude that: If f 2 D, then f is cyclic in D
if and only if f is cyclic in D D. This is a joint work with Stefan Richter.
Recall that if H  Hol(
) is a reproducing kernel Hilbert space such that Hol(
 )
is densely contained in H,
X (H) = fb 2 H : 9C > 0; h' ; biH  Ck'kHk kH;
8';  2 Hol(
 )g:
The following Theorem is in [55] and it is stated as Theorem 1.1.2 in the introduction,
we include it here for the convenience of the reader.
Theorem 2.2.1. Let Hol(
 ) be dense in H, and suppose there is a linear subspace
L  Hol(
 ) which is dense in H and which satises k'k = k'kL for all ' 2 LbL.
Then (HH) = X (H). This means if for b 2 X (H), we dene Lb on H by
Lb(h) = hh; biH
then Lb extends to be bounded on H H, and the map b ! Lb is a conjugate linear
isometric isomorphism of X (H) onto (HH).
Let D be the open unit disc with boundary T and let  be a nonnegative Borel
measure on the closed unit disc, dene
D() = ff 2 H2(D) :
Z
D 
D(f)d() <1g;
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where D(f) =
R
T jf() f()  j2 jdj2 is the local Dirichlet integral of f at  2 D . The
norm of f in D() is dened by
kfk2D() = kfk2H2 +
Z
D 
D(f)d():
For  supported in T, D() spaces were introduced by Richter in [51] as he was
studying analytic two-isometries, and then they were generalized by Aleman [3] to
the  on the closed unit disc. When  = dt
2
, D( dt
2
) is the Dirichlet space D (see
[50], [52]). We can verify that D() spaces satisfy all the conditions in Theorem
2.2.1.
Let H satisfy the conditions in Theorem 2.2.1. Recall that H = ff : f 2 Hg; kfkH =
kfkH, then for b 2 X (H), we have Hb : H ! H; hHb';  iH = Hb(';  ) = h' ; biH
for all ';  2 Hol(
 ).
Also recall that M(H) is the multiplier algebra of H, i.e.
M(H) = f' 2 H : 'f 2 H;8f 2 Hg:
Lemma 2.2.2. Suppose Hol(
 ) is densely contained in H, and Hol(
 ) M(H).
If b 2 X (H) and f 2 H, then for every ' 2 Hol(
 ) we have
hHbf; 'iH = h'f; biH = hf;M'biH: (2.2.1)
Thus kerHb = ff 2 H : hf;M'biH = 0; 8' 2 Hol(
 )g = [b]? , where [b] denotes the
smallest subspace that contains b and is invariant under M' for every ' 2 Hol(
 ).
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Proof. Let  n 2 Hol(
 ) and  n ! f in H, as n ! 1, then for ' 2 Hol(
 ) we
have
hHbf; 'iH = lim
n!1
hHb n; 'iH
= lim
n!1
h' n; biH = h'f; biH
= hf;M'biH;
thus f 2 kerHb if and only if f 2 [b]? and the lemma follows.
Remark 2.2.3. If for  2 
 we have k 2 Hol(
 ), then
Hbf() = hHbf; kiH = hfk; biH:
Furthermore, if f 2 Hol(
 ), then
Hkzf() = hfk; kziH =Mf kz()
= f(z)kz();
thus Hkzf = hf; kziHkz is a rank one operator.
If B is a Banach space, and T 2 B(B), we let LatT be the lattice of T -invariant
subspaces of B. The following Theorem is in [50].
Theorem 2.2.4. Let H be a Hilbert space and T 2 B(H) satisfy
\
n>0
T nH = (0); (2.2.2)
kxk2 + kT 2xk2  2kTxk2; 8x 2 H: (2.2.3)
If M 2 LatT , then [ker(T jM)]T = M, where [ker(T jM)]T is the smallest T -
invariant subspace of H that contains ker(T jM).
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The following Theorem is known to experts, but we cannot locate a reference, we
include a proof here for completeness.
Theorem 2.2.5. Let H be the D() space and let T = Mz, then T satises (2.2.2)
and (2.2.3) in Theorem 2.2.4 (see [3]). 80 2 D, let T0 := (T   0)(I   0T ) 1,
then T0 also satises (2.2.2) and (2.2.3), and ker(T0 jM) = ker((T  0)jM). Thus
8M 2 Lat(Mz; D());M = [ker(T0 jM)]T0 = [ker((T   0)jM)]T .
Proof. 80 2 D, let 20 = T 0T0   I, and 2 = T T   I.
Note that (T )  D  (see [50]), where (T ) is the spectrum of T . 8x 2 D(), let
y = (1  0T ) 1x, then x = (1  0T )y and we have
kT0xk2   kxk2 = k(T   0)yk2   k(1  0T )yk2
= (kTyk2   2RehTy; 0yi+ j0j2kyk2)
  (kyk2   2Rehy; 0Tyi+ j0j2kTyk2)
= (1  j0j2)(kTyk2   kyk2)
= (1  j0j2)

kT (1  0T ) 1xk2   k(1  0T ) 1xk2

;
this implies 20 = (1  j0j2)(I   0T ) 12(1  0T ) 1.
Note that we have the following equivalent relationships:
T 0
2
0
T0  20
, (T    0)20(T   0)  (I   0T )20(I   0T )
i:e: T 20T   0T 20   020T + j0j220
 20   0T 20   020T + j0j2T 20T
, (1  j0j2)T 20T  (1  j0j2)20
i:e: (1  j0j2)(I   0T ) 1T 2T (1  0T ) 1
 (1  j0j2)(I   0T ) 12(1  0T ) 1;
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by the assumption, we have T 2T  2, thus T 020T0  20 . Also
T
n>0
T n0H =
(0).
Therefore, the conclusion follows from Theorem 2.2.4.
Lemma 2.2.6. M(D())  X (D()).
Proof. Note that by Theorem 1.9 in [3, p74], we have
Z
D 
D(f)d() =
Z
D
jf 0(z)j2U(z)dA(z);
where U(z) =
R
D log
1 wzz w  d(w)1 jwj2 + RT 1 jzj2jw zj2d(w).
If ' 2 M(D()), then ' is bounded and f'0 = (f')0   f 0'. Hence the measure
j'0j2UdA is a Carleson measure for D(). This property implies that ' 2 X (D()).
Theorem 2.2.7. Let H be a Hilbert space, suppose polynomials are multipliers and H
has the following wandering subspace property: If N is a non-zero multiplier invariant
subspace, then dimN 	 zN = 1 and [N 	 zN ] = N . Let k0 denote the reproducing
kernel for 0. If M is a multiplier invariant subspace such that 0 is not a common
zero of all functions in M, then
M? = [PM?k0]:
Proof. Since PM?k0 2 M? we have [PM?k0]  M?. For the reverse inclusion we
let N = [PM?k0]? . ThenM N , and N is a nonzero multiplier invariant subspace.
Thus by the hypothesis it suces to show that M	 zM = N 	 zN .
Since 0 is not common zero of all functions inM we have that PMk0 is a basis for the
1-dimensional space M	 zM. We have to show that PMk0 2 N 	 zN . We clearly
have PMk0 2 N , thus it suces to show that hPMk0; zfi = 0 for all f 2 N . Since
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Mz k0 = 0 we have M

zPMk0 =  MzPM?k0 2 N?. Thus
hPMk0; zfi = hMzPMk0; fi = h MzPM?k0; fi = 0:
Proposition 2.2.8. If H is a reproducing kernel Hilbert space on D with a complete
Nevanlinna-Pick kernel k, then 80 2 D, PMk0 2 M(H), where M  H is a
multiplier invariant subspace.
Proof. If k is a complete Nevanlinna-Pick kernel, then for any multiplier invariant
subspace M  H, we have l(z) := PMk(z)k(z) is positive denite. Then by a Theorem
of McCullough and Trent ([45]), we have 80 2 D, l0 2M(H). Also by [33, Lemma
2.2], we have k0 2M(H), thus PMk0 = l0k0 2M(H), 80 2 D.
Proposition 2.2.9. If ' 2M(D), then so is Mz'.
Proof. Note that Mz z
n = n+1
n
zn 1 = zn 1 +
R 1
0
(tz)n 1dt; n > 0.
Let Lf = f f(0)
z
be the backward shift, then 8f 2 D;Mz f = Lf +
R 1
0
(Lf)tdt, where
ft(z) := f(tz).
If ' 2M(D), then L' 2M(D), also 9C, such that 8f 2 D, k'tfkD  Ck'fkD, the
result follows.
Now we show that every nonzero Mz-invariant subspace M of D() is the kernel of
some Hankel operator with symbol b 2 X (D()).
Proposition 2.2.10. Suppose M2 Lat(Mz; D());M 6= 0, then there is a function
b 2M(D()) \M?, such that [b] =M? and kerHb =M.
Proof. Suppose z0 =2 Z(M), and ' 2M	 (z   z0)M, k'k = 1.
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Note that kz0 = PMkz0+PM?kz0 , PMkz0 = c', where c is a constant, let b = PM?kz0 ,
we konw that by Shimorin's result ([67]), D() has a complete Nevanlinna-Pick kernel,
then by Proposition 2.2.8, we have b 2M(D()). We will show that [b] =M?.
Let g = (Mz   z0)', then for any p polynomial, hg; p'i = h'; (z   z0)p'i = 0, which
implies g 2M?, so [g] M?.
Let L = [g]? , then M L. Note that for any f 2 L, h'; (z   z0)fi = hg; fi = 0, by
Theorem 2.2.5, M = ['] = L, thus [g] =M?.
From (Mz   z0)b = (Mz   z0)(kz0   c') = 0  c(Mz   z0)' =  cg, we get
M?  Spanfb; (Mz   z0)b; : : :g  Spanfg; (Mz   z0)g; : : :g
= [g] =M?;
therefore [b] =M?, and kerHb =M by Lemma 2.2.2.
Remark 2.2.11. (a) If M 2 Lat(Mz; D());M 6= 0 and 0 62 Z(M), then b :=
PM?k0 = 1 '(0)', where ' 2M	zM is the extremal function. Then the conclusion
of Proposition 2.2.10 follows from Theorem 2.2.7.
(b) If  is the Lebesgue measure on T, then D() = D. Note that by proposition
2.2.9, If ' 2 M(D), then Mz' 2 M(D). In this case, we can let b = (Mz   z0)' in
Proposition 2.2.10.
Lemma 2.2.12. Let M be a multiplier invariant subspace of D(), let M be its
closure in D()  D(). Let N = M \ D(), then N is closed in D() and
N =M.
Proof. Let fn 2 N ; fn ! f in D(), then fn 2 M, and note that kfn   fk 
kfn   fkD() ! 0 as n!1, thus f 2M, and so f 2 N .
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Note that M  M \ D() = N , we have M  N. On the other hand, let
f 2 N, there exist fn's in N , such that fn ! f in D()  D() as n ! 1, note
that fn 2M, thus f 2M.
Corollary 2.2.13. Let M;N be multiplier invariant subspaces of D(), M 6= N ,
and let M and N be their closures in D()D(). Then M 6= N.
It follows that for any M we have M =M \D().
Proof. Without loss of generality we suppose that there is an f 2 N such that
f 62 M. By Proposition 2.2.10 we pick b 2 X (D()) such that kerHb = M. Then
the functional that b denes in the dual of D()D() annihilates M and hence it
annihilates M. However, since f 2 Nn kerHb we have Hbf 6= 0. Then there is a
' 2 Hol(D ) such that h'f; biD() = hHbf; 'iD() 6= 0. Thus b does not annihilate all
of N.
Theorem 2.2.14. Let f 2 D(). Then f is cyclic in D() if and only if f is cyclic
in D()D().
Proof. Since for any polynomial p, kpf   1k  kpf   1kD(), it is clear that cyclic
vectors in D() are cyclic in D()D().
If f is not cyclic in D(), then we can take M = [f ] and N = D() and apply the
previous Corollary to conclude that f is not cyclic in D()D().
We see that in Proposition 2.2.10, for any M 2 Lat(Mz; D());M 6= 0, there is
a b 2 M(D()), such that kerHb = M. But in general, for an Hilbert space H,
and M 2 Lat(Mz;H), M 6= 0, we may not nd a function b 2 X (H), such that
kerHb =M.
Example 2.2.15. Consider H2(D2), the Hardy space on the bidisc,
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(i) If M = ff 2 H2(D2) : f(0; 0) = 0g = [fz; wg] = zH2(z) P1n=1wnH2(z), then
M? = spanf1g, where spanf1g is the space spanned by 1. Let b = 1; Hb : H2(D2)!
H2(D2), then kerH1 = [1]? = ff 2 H2(D2) : hfg; 1i = 0;8g 2M(H1(D2))g =M.
(ii) If M = z2H2(z) P1n=1wnH2(z), then M? = spanf1; zg. Let b = z, then
kerHz = [z]
?
 =M.
Let H be a Hilbert space, T1; T2 2 B(H). For a subset E of H, we denote by [E ]T1;T2
the smallest invariant subspace of H for both T1 and T2 containing E . If [E ]T1;T2 = H,
then E is called a generating set for operators T1 and T2. The minimum number of
elements in generating sets is called the rank of H for T1; T2, and we denote it by
rank fT1;T2gH.
(iii) Let f'n(z)g be a sequence of inner functions in H1(z) such that 'n(z)='n+1(z) 2
H1(z)(n  0), and functions in f'n(z)g have no nonconstant common inner divisors.
Let M =P1n=0wn'n(z)H2(z), then M? =P1n=0wn(H2(z)	 'n(z)H2(z)).
When '0(z) is a Blaschke product, it is shown in [38] that rank fMz ;Mwg M? varies
from 1 to 1:
rank fMz ;MwgM? = sup
2D
#fn : n() = 0; n  0g;
where n(z) =
'n(z)
'n+1(z)
.
If n(z) is mutually prime (i.e., there are nonconstant common inner divisors of n(z)
and i(z) with n 6= i), then rank fMz ;MwgM? = 1 (see [39]). It is also shown in [39]
if fang is a positive sequence and fang 2 l1, then b =
P1
n=0anwnMz'n(z) 2 M?,
and [b] =M?. In this case, it is easy to see that b 2 H1(D2)  BMOA(H2(D2)) =
X (H2(D2)) (where X (H2(D2)) is the dual space of H2(D2)H2(D2)), and kerHb =
[b]? =M.
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But if rank fMz ;MwgM?  2, since kerHb = [b]? , there is no b 2 X (H2(D2)) such that
kerHb =M.
For the Bergman space L2a(D), we have a similar result.
If M2 Lat(Mz; L2a(D)), we write
Mz =
0@MzjM B
0 PM?MzjM?
1A
with respect to the decomposition L2a(D) =MM?.
The following Lemma is in [5].
Lemma 2.2.16. Let M2 Lat(Mz; L2a(D));M 6= L2a(D);  2 D. Then Mz jM?    is
a semi-Fredholm operator, and indM = 1  ind(Mz jM?   ).
Theorem 2.2.17. There exists an M 2 Lat(Mz; L2a(D)), such that kerHb 6=M for
all b 2 X (L2a(D)).
Proof. Let M 2 Lat(Mz; L2a(D)) with indM  3 (see [8], [36]). Suppose that there
exists a function b 2 X (L2a(D)) such that kerHb = M, then from Lemma 2.2.2, we
have M = [b]? . Thus M? = [b], and so indMz jM?  f 1; 0; 1g, which contradicts
Lemma 2.2.16. Therefore the conclusion follows.
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2.3 Index of Invariant Subspaces in D D
Recall that the Dirichlet space D is the space of holomorphic functions f(z) =P1
n=0 f^(n)z
n for which
Z
D
jf 0j2dA

=
1X
n=1
njf^(n)j2 <1:
The norm on D is given by kfk2D = kfk2H2 +
R
D jf 0j2 dA =
P1
n=0(n+ 1)jf^(n)j2. When
f; g 2 D,
hf; giD = hf; giH2 +
Z
D
f 0g0
dA

=
1X
n=0
(n+ 1)f^(n)g^(n):
A positive Borel measure  on D is a Carleson measure for D,  2 CM(D), if there
is a C > 0 such that for all f 2 D,
Z
D
jf j2d  C2kfk2D:
The smallest such C is the Carleson measure norm of .
In this section we show that every nonezero Mz-invariant subspace in D  D has
index one. A part of this is a joint work with Stefan Richter.
Denition 2.3.1. (a) Let D be the open unit disc with boundary T and De = C1nD 
be the exterior disc, where D  is the closure of D and C1 is the Riemann sphere.
(b) Let N(D) and N(De) be the set of Nevanlinna functions (i.e., the quotients of two
bounded analytic functions) on D and De respectively.
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(c) For p > 0, let Hp(D) be the Hardy space of analtytic functions f on D such that
kfkpHp = sup
r<1
Z
T
jf(r)jp jdj
2
<1:
(d) A function F 2 N(De) is called a pseudocontinuation of f 2 N(D) across T, if
f(eit) = F (eit) a.e..
By Privalov's uniqueness Theorem ([41, p. 82-84]), whenever a pseudocontinuation
exists, it is unique.
By Lemma 2.1 in [55], DD is a Banach space of analytic functions such that point
evaluations at points of D are continuous, and it is clear that DD is Mz invariant.
Moreover, we have
Lemma 2.3.2. If h 2 DD and h() = 0 for some  2 D, then there is a function
g 2 D D such that (z   )g = h.
Proof. Suppose h 2 DD and h() = 0. Note that the norm of h in DD is dened
by (??), and
fg = (
f + g
2
)2   (f   g
2
)2:
Thus we have 8" > 0, 9f 0is 2 D, such that h =
P
i
f2i , with khk 
P
i
kfik2D   ".
Then h() =
P
i
f2i () = 0 and
h
z    =
X
i
f2i   f2i ()
z    =
X
i
fi   fi()
z    (fi + fi()):
Note that kfi fi()
z  kD  C1()kfikD, k(fi + fi())kD  kfikD + jfi()j  C2()kfikD
for some constants C1() and C2().
Thus k h
z k  C1()C2()(khk + "), which shows hz  2 D D. Let g = hz  , then
(z   )g = h.
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From Lemma 2.3.2, we see that for  2 D, there is a constant C() such that k(Mz 
)hk  C()khk for any h 2 D  D. Thus for any Mz-invariant subspace N of
DD, we have (Mz )jN is a semi-Fredholm operator, and by the Fredholm theory,
dim(N =(z   )N ) does not depend on  2 D (see [48]). We then dene
ind(N ) = dim(N =zN ):
2.3.1 Duality
It is shown in [9] that (D  D) = X (D) (see also [20]), the dual pairing is with
respect to the Dirichlet pairing, and
X (D) = fb 2 Hol(D) : jb0j2dA is a Carleson measure for Dg;
and the norm in X (D) is kbk2X (D) = jb(0)j2 + kjb0j2dAkCM(D).
Let Y = f(zb)0 : b 2 X (D)g, the norm in Y is dened by
k(zb)0kY = kbkX (D):
Let S = f(zh)0 : h 2 D Dg, the norm in S is dened by
k(zh)0kS = khkDD:
By Corollary 1.4 in [9], S = (@D)D = @(D D).
Let V : X (D) ! Y , V b = (zb)0, then V is an isometry. Similarly, U : D  D ! S,
Uh = (zh)0 is an isometry.
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Lemma 2.3.3. Y is the dual space of D  D realized by the H2 pairing, i.e., for
h 2 D D; (zb)0 2 Y,
hh; (zb)0i(DD;Y) := lim
r!1 
Z 2
0
h(reit)(zb)0(reit)
dt
2
:
Proof. Note that hp; qiD = hp; (zq)0iH2 for all polynomials p and q.
Let (zb)0 2 Y , then b 2 X (D), and hh; (zb)0i(DD;Y) = hh; biD for h 2 D D. Then
hh; (zb)0i(DD;Y) = hh; biD
 khkkbkX (D)
= khkk(zb)0kY ;
thus (zb)0 2 (D D).
Let T 2 (D D), then there is a b 2 X (D), such that T (h) = hh; biD; h 2 D D.
Then (zb)0 2 Y , and T (h) = hh; (zb)0i(DD;Y); h 2 D  D. It is clear that the map
T 7! (zb)0 from (D D) to Y is bounded and one-to-one, and so we can identify T
with (zb)0 2 Y .
Because of Lemma 2.3.3, we call Y the Cauchy dual of D D, see [4, section 5] for
a detailed discussion of Cauchy dual.
Let L2a(D) = ff 2 Hol(D) : kfk2L2a(D) =
R
D jf j2 dA < 1g be the Bergman space, then
we have
Lemma 2.3.4. Y is the dual space of S realized by the L2a pairing, i.e., for (zh)0 2
S; (zb)0 2 Y,
h(zh)0; (zb)0iL2a(D) :=
Z
D
(zh)0(z)(zb)0(z)
dA(z)

:
Proof. Note that hp; qiD = h(zp)0; (zq)0iL2a(D) for all polynomials p and q.
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Let (zb)0 2 Y , by the same arguments as in Lemma 2.3.3, we have (zb)0 2 S.
Let T 2 S, then by [75, Theorem 1], there is a b 2 X (D) with b(0) = 0, such that
T ((zh)0) =
R
D(zh)
0b0(z)dA(z)

, where (zh)0 2 S.
Let c = b
z
, then T ((zh)0) =
R
D(zh)
0b0(z)dA(z)

=
R
D(zh)
0(zc)0(z)dA(z)

.
It is easy to see that c 2 X (D), and the map T 7! (zc)0 from S to Y is bounded and
one-to-one, and so we can identify T with (zc)0 2 Y .
Let h 2 D D; b 2 X (D), and let H = (zh)0; B = (zb)0, then
hMzh; biD = hh;Mz biD = hh; (zMz b)0i(DD;Y)
= hh; V Mz bi(DD;Y)
= hH; VMz biL2a(D);
and
hzh; biD = hzh;Bi(DD;Y)
= lim
r!1 
Z 2
0
(zh)(eit)B(reit)
dt
2
= hh; LBi(DD;Y)
= hH;LBiL2a(D)
= hH;LV biL2a(D);
where LB(z) = B(z) B(0)
z
is the backward shift, therefore VMz = LV , which says
Mz jX (D) is isometrically isomorphic to LjY .
Note that X (D) is continuously embedded in D, which implies Y is continuously
embedded in L2a(D). It is clear that Y is Mz invariant, and 1 2 Y .
Lemma 2.3.5. Y satises the following three conditions:
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(i) 8 2 D; LY  Y, where Lf = f f()z  ,
(ii) Y = fg 2 Hol(D) : 9C > 0; for all f 2 D; RD jfgj2dA  Ckfk2Dg,
(iii) (MzjY) = D .
Proof. (i) Since D  D is Mz invariant and VMz = LV , we have LY  Y , where
Lf = f f(0)
z
.
Note that for any  2 D,Mz  is not onto onDD, which implies (MzjDD)  D .
8h 2 D D; 2 D, we have 1
1 zh 2 D D, thus (MzjDD) = D .
Therefore (Mz jX (D)) = D , which implies 8 2 D; (I L) 1 exists. An elementary
calculation shows that (I   L) 1Lf = f(z) f()
z  = Lf . Thus 8f 2 Y ; Lf 2 Y .
(ii) It is clear that (ii) is true, we include a proof here for completeness.
Note that if b 2 X (D), then b 2 D and there is a C such that for all f 2
D;
R
D jfbj2dA  Ckfk2D. Thus if g = (zb)0 = b + zb0 2 Y , applying the triangle
inequality, there is a C such that for all f 2 D; RD jfgj2dA  Ckfk2D.
On the other hand, suppose g 2 Hol(D) and there is a C such that for all f 2
D;
R
D jfgj2dA  Ckfk2D. Then g 2 L2a(D).
Let b 2 Hol(D) be (zb)0 = g, then b 2 D and b0 = g b
z
. Let f 2 D with f(0) = 0,
then
Z
D
jf g   b
z
j2dA  C
Z
D
jf
z
gj2dA+
Z
D
jf
z
bj2dA

 Ckf
z
k2D
 Ckfk2D;
thus for f 2 D,
Z
D
jfb0j2dA =
Z
D
jf g   b
z
j2dA  Ckfk2D;
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and so b 2 X (D) which implies g 2 Y .
(iii) If  2 D; g 2 Y , then j 1
1 z j  11 jj for all z 2 D. Thus for f 2 D,Z
D
jf 1
1  zgj
2dA  C
(1  jj)2kfk
2
D;
this implies 1
1 z b 2 Y , therefore (MzjY)  D .
Note that, 1 2 Y implies 8 2 D;Mz    is not onto, thus (MzjY) = D .
From Lemma 2.3.5, we see that (LjY) = D , and so
8M 2 Lat(L;Y); (LjM)  D ;
where Lat(L;Y) is the lattice of L-invariant subspace of Y .
2.3.2 Pseudocontinuation method 1
In this subsection we show that if M is a weak*-closed L-invariant subspace of Y
with M 6= Y , then every f 2 M is contained in the Nevanlinna class N(D) and has
a pseudocontinuation in N(De).
First, we introduce the Cauchy transform.
For  2 C,  2 M(D ), the complex regular Borel measures with support in D ,
dene the Newtonian potential U() =
R
D 
djj(z)
jz j . Then U 2 L1loc(dA). Let E =
fr 2 (0;1) : U(r) 2 L1(T; jdj)g, then by Fubini's Theorem, E has full measure
in R+ (see [4, p. 239]).
Since U 2 L1loc(dA), we can (at least [dA]   a:e:) dene the Cauchy transform of 
by C() =
R
D 
d(z)
z  . It is clear that C() is analytic o the support of . In fact,
it is well-known that the Cauchy transform of any measure with support in T is in
Hp(D) and Hp(De) for all p < 1 (see [28, p. 39]). Let  2M(D ), by considering the
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sweep of  into T, we see that C 2 Hp(De) for any 0 < p < 1. This also follows from
the following Lemma. Let C+ () be the nontangential limit values of this function
which exists a.e.  2 T.
The following Lemma is the Lemma 3.2 in [4].
Lemma 2.3.6. Let  2M(D ). Then for each 0 < p < 1, there is a constant cp > 0
with
Z
jj=r
jC()jp jdj
2r
1=p
 cp
r
kk; 8r 2 E:
Lemma 2.3.7. The polynomials are weak* dense in X (D).
Proof. Let M be the weak* closure of the polynomials in X (D). Let f 2 D  D,
f 2 ?M = fg 2 D  D; hg; biD = 0;8b 2 Mg, and suppose f(z) =
1P
n=0
anz
n, then
0 = hf; ziiD = (i+ 1)ai; i = 0; 1;    , thus f = 0 and so M = X (D).
Recall S = f(zh)0 : h 2 D  Dg, and the norm in S is dened by k(zh)0kS =
khkDD.
Lemma 2.3.8. Let f 2 Y ;  2 S, then ; f 2 L1(D), where L1(D) = ff : RD jf jdA <
1g.
Proof. Let  2 S, then there exists an h 2 DD, such that  = (zh)0. Suppose h =
1P
i=1
f2i ; fi 2 D with
1P
i=1
kfik2D <1. Since fi; f 0i 2 L2a(D), we have  = (zh)0 2 L1(D).
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By Lemma 2.3.5, if f 2 Y , we have
Z
D
jfjdA =
Z
D
jf(zh)0jdA =
Z
D
jf
1X
i=1
(f 2i + 2zfif
0
i)jdA
 C
1X
i=1
Z
D
jff 2i jdA+
Z
D
jffif 0i jdA

 C
1X
i=1
h
(
Z
D
jffij2dA)1=2(
Z
D
jfij2dA)1=2
+ (
Z
D
jffij2dA)1=2(
Z
D
jf 0i j2dA)1=2
i
 C
1X
i=1
kfik2D <1:
Proposition 2.3.9. Let f 2 Y ;  2 S. Let d1 = fdA; d2 = dA, where dA is the
area measure on D. Then Ci() =
R
D
di(z)
z  is continuous on D, i = 1; 2.
Proof. Note that if g 2 L1(dA) has compact support, then RD g(z)z dA(z) is continuous
on D.
Let  2 D, suppose jj < r < 1, then
Z
D
d1(z)
z    =
Z
D
f(z)(z)
z    dA(z)
=
Z
jzj<r
f(z)(z)
z    dA(z) +
Z
r<jzj<1
f(z)(z)
z    dA(z)
:= I1 + I2;
I1 is continuous at  since fjzj<r 2 L1(dA). By Lemma 2.3.8, f 2 L1(D), we
have I2 is also continuous at . Thus C1() =
R
D
f(z)(z)
z  dA(z) is continuous on D.
Similarly, C2() =
R
D
(z)
z dA(z) is continuous on D.
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We now prove the main Theorem about the pseudocontinuations of the functions in
the proper weak*-closed L-invariant subspace of Y . The proof is similar to Theorem
4.8 in [4], the main dierence being that we need to work with weak* continuous linear
functionals instead of continuous functionals. Also, there are certain simplications
in our case, because the authors in [4] consider more general measures.
Theorem 2.3.10. Let M be a weak*-closed L-invariant subspace of Y with M 6= Y.
Then every f 2 M is contained in the Nevanlinna class N(D) and has a
pseudocontinuation in N(De).
Proof. Note that ?M = fh 2 D D : hh; fi(DD;Y) = 0;8f 2Mg. Let
A = U(?M) = f 2 S :  = (zh)0; h 2 ?Mg; (2.3.1)
where U : D D ! S, Uh = (zh)0 is isometric. Then ?M = U 1A, and for  2 A,
there is an h 2 ?M, such that  = (zh)0,
h; fiL2a(D) = hh; fi(DD;Y) = 0; f 2M: (2.3.2)
Let f 2 M, note that when jj < 1; f f()
z  = (I   LjM) 1LjMf 2 M. Thus for
nonzero  2 A, by (2.3.2), we have hf f()
z  ; iL2a(D) = 0 for all jj < 1.
By Proposition 2.3.9, we have for each r 2 (0; 1) and jj = 1
f(r)
Z
D

z   r dA(z) =
Z
D
f
z   r dA(z): (2.3.3)
For r 2 (0; 1), jj < 1 dene r() =
R
jzj<r
(z)
z r=dA(z).
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By Lemma 2.3.8, f 2 M;  2 S implies f;  2 L1(D), and by Lemma 2.3.6, r 2
Hp(D) for all 0 < p < 1 and
krkHp  cp
Z
D
jjdA; 8r 2 (0; 1): (2.3.4)
Moreover r()! () :=
R
D
(z)
z 1=dA(z) uniformly on compact sets as r ! 1 . By
Fatou's Lemma and (2.3.4) 8s < 1
Z 2
0
j(seit)jp dt
2
 lim inf
r!1
Z 2
0
jr(seit)jp dt
2


cp
Z
D
jjdA
p
; (2.3.5)
thus  2 Hp(D).
Using power series we have () =  
1P
n=0
n
R
D z
n(z)dA(z). Since the polynomials
are weak* dense in X (D) and hh; zn
n+1
iD = h; zniL2a(D), we have
R
D z
n(z)dA(z) =
0; 8n implies  = 0. But M 6= Y , we conclude that  6 0 whenever  6= 0.
Note that if s < 1; jzj < r < 1, then
 z r=z r=(s)   2. An application of the dominated
convergence theorem shows that the non-tangential boundary values of r are given
[jdj]-a.e. by r() =
R
jzj<r
(z)
z rdA(z).
Now we show that for any 0 < p < 1
Z
jj=1
jf(r)r()jpjdj (2.3.6)
is uniformly bounded for r 2 (0; 1).
Note that since  is analytic, we have
R
jzj>r
(z)
z rdA(z) = 0, then
jr()j = jr()j =
 Z
jzj<r
(z)
z   r dA(z)
 =  Z
D
(z)
z   r dA(z)
:
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By (2.3.3), we get for any 0 < p < 1
jf(r)r()jp =
f(r) Z
D
(z)
z   r dA(z)
p
=
 Z
D
f(z)(z)
z   r dA(z)
p;
thus for any 0 < p < 1
Z
jj=1
jf(r)r()jpjdj =
Z
jj=1
 Z
D
f(z)(z)
z   r dA(z)
pjdj
 cp
Z
D
jfjdA by Lemma 2.3.6;
therefore (2.3.6) is uniformly bounded for 0 < p < 1 and r 2 (0; 1).
Now we can show that f 2 N(D).
The uniform boundedness of (2.3.6) implies that f(r)r() is uniformly bounded
on compact subsets of D (see e.g [28, p. 36]). Hence by a normal family argument
f(rn)rn() ! H() uniformly on compact sets for some sequence rn ! 1 with
rn 2 (0; 1). By Fatou's Lemma, H 2 Hp(D). Note that r() ! () uniformly on
compact sets as r ! 1  and  2 Hp(D); 6 0, we have f = H with  6 0 and so
f = H= is a Nevanlinna function.
Now, we show that f has a pseudocontinuation across T.
Let d1(z) = f(z)(z)dA(z); d2(z) = (z)dA(z), where  2 A, then by Corollary
3.4 in [4], Ci(r) ! C+i() in measure [jdj] as r ! 1 , i = 1; 2, where C+i() are
the nontangential limit values of CijDe ; i = 1; 2.
Note that by (2.3.3), for jj < 1, f() RD z dA = RD fz dA, therefore C+2()f(r)!
C+1(); a:e:[jdj], as r ! 1 .
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When jj > 1, C2() =
R
D

z dA =
 1

1P
n=0
1
n
R
D z
n(z)dA(z), then C2() 6 0 in
De. Note that by Lemma 2.3.6, Ci 2 Hp(De); i = 1; 2 for any 0 < p < 1, thus
C1 ()
C2 ()
jDe is a pseudocontinuation of f .
2.3.3 Pseudocontinuation method 2
In this subsection we use the idea in [54] to show that if M is a weak*-closed
L-invariant subspace of Y with M 6= Y , then every f 2 M is contained in the
Nevanlinna class N(D) and has a pseudocontinuation in N(De).
Lemma 2.3.11. Let g 2 Hol(D), then jg0j2dA is a Carleson measure for D if and
only if Z
T
jf(z)j2Dz(g) jdzj
2
 Ckfk2; 8f 2 D;
where Dz(g) =
R
T
jg(z) g(w)j2
jz wj2
jdwj
2
is the local Dirichlet integral of g at z.
Proof. Note that Dz(g) =
R
D jg0(w)j2 1 jwj
2
j1 zwj2
dA(w)

(see [52]), we have
Z
T
jf(z)j2Dz(g) jdzj
2
 
Z
D
jf(w)j2jg0(w)j2dA(w)

=
Z
D
jg0(w)j2(
Z
T
jf(z)j2 1  jwj
2
j1  zwj2
jdzj
2
  jf(w)j2)dA(w)

=
Z
D
jg0(w)j2(Pw(jf j2)  jf(w)j2)dA(w)

 kfk2Dkgk2D;
where in the second to the last inequality we used f 2 D implies f 2 BMOA, the
conclusion follows.
Lemma 2.3.12. Let h 2 D D; b 2 X (D), then D(h; b) 2 L1(T) andZ
T
D(h; b)
jdj
2
=
Z
D
h0(z)b0(z)
dA(z)

;
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where D(h; b) =
R
T
(h(w) h())(b(w) b())
j wj2
jdwj
2
.
Therefore hh; biD =
R
T h(z)b(z)
jdzj
2
+
R
TD(h; b)
jdj
2
.
Proof. Let P = fp : p is a polynomialg, then P is dense in D and P  Hol(D ). By
Theorem 1.3 in [55], we have P bP is dense in D D.
If h 2 P bP ; h = nP
i=1
figi, then
D(h; b) =
Z
T
(h(w)  h())(b(w)  b())
j   wj2
jdwj
2
=
Z
T
nX
i=1
(fi(w)gi(w)  fi()gi())(b(w)  b())
j   wj2
jdwj
2
=
nX
i=1
(
Z
T
fi(w)
(gi(w)  gi())(b(w)  b())
j   wj2
jdwj
2
+
Z
T
gi()
(fi(w)  fi())(b(w)  b())
j   wj2
jdwj
2
)
If b 2 X (D), then apply Holder's inequality,
Z
T
jD(h; b)j jdj
2

nX
i=1
(
Z
T
jfi(w)j(Dw(b)) 12 (Dw(gi)) 12 jdwj
2
+
Z
T
jgi()j(D(b)) 12 (D(fi)) 12 jdwj
2
)

nX
i=1
[(
Z
T
jfi(w)j2Dw(b) jdwj
2
)
1
2 (
Z
T
Dw(gi)
jdwj
2
)
1
2
+ (
Z
T
jgi()j2D(b) jdj
2
)
1
2 (
Z
T
D(fi)
jdj
2
)
1
2 ]

nX
i=1
CkfikDkgikD;
where in the last inequality we used Lemma 2.3.11.
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For any h 2 D D, using Fatou's Lemma, we have RT jD(h; b)j jdj2 <1.
Note that
Z
T
Z
T
fi(w)
(gi(w)  gi())(b(w)  b())
j   wj2
jdwj
2
jdj
2
=
Z
T
fi(w)
Z
D
g0i(z)b0(z)
1  jzj2
j1  wzj2
dA(z)

jdwj
2
=
Z
D
g0i(z)b0(z)
Z
T
fi(w)
1  jzj2
j1  wzj2
jdwj
2
dA(z)

=
Z
D
fi(z)g
0
i(z)b
0(z)
dA(z)

;
we have for any h 2 P bP , RTD(h; b) jdj2 = RD h0(z)b0(z)dA(z) . Thus, RTD(h; b) jdj2 =R
D h
0(z)b0(z)dA(z)

holds for any h 2 D D and b 2 X (D).
Lemma 2.3.13. Let h 2 D D; b 2 X (D), then
sup
0<r<1
Z
T
j
Z
T
reitz
(1  reitz)2 (h(z)  h(re
it))(b(z)  b(reit)) jdzj
2
j dt
2
<1:
Proof. For r 2 (0; 1), let
Ir =
Z
T
j
Z
T
reitz
(1  reitz)2 (h(z)  h(re
it))(b(z)  b(reit)) jdzj
2
j dt
2
:
45
Suppose h =
1P
j=1
fjgj, where fj; gj 2 D, then
Ir =
Z
T
j
Z
T
reitz
(1  reitz)2
1X
j=1
(fj(z)gj(z)  fj(reit)gj(reit))
(b(z)  b(reit)) jdzj
2
j dt
2
=
Z
T
j
Z
T
reitz
(1  reitz)2
1X
j=1
h
fj(z)(gj(z)  gj(reit))
(b(z)  b(reit)) + gj(reit)(fj(z)  fj(reit))
(b(z)  b(reit))
i jdzj
2
j dt
2

1X
j=1
h Z
T
jfj(z)j(
Z
T
jgj(z)  gj(re
it)
z   reit j
2 dt
2
)
1
2
(
Z
T
jb(z)  b(re
it)
z   reit j
2 dt
2
)
1
2
jdzj
2
+
Z
T
jgj(reit)j(
Z
T
jfj(z)  fj(re
it)
z   reit j
2 jdzj
2
)
1
2
(
Z
T
jb(z)  b(re
it)
z   reit j
2 jdzj
2
)
1
2
dt
2
i

1X
j=1
h
(
Z
T
jfj(z)j2
Z
T
jb(z)  b(re
it)
z   reit j
2 dt
2
jdzj
2
)
1
2
(
Z
T
Z
T
jgj(z)  gj(re
it)
z   reit j
2 dt
2
jdzj
2
)
1
2
+ (
Z
T
jgj(reit)j2
Z
T
jb(z)  b(re
it)
z   reit j
2 jdzj
2
dt
2
)
1
2
(
Z
T
Z
T
jfj(z)  fj(re
it)
z   reit j
2 jdzj
2
dt
2
)
1
2
i
;
note that b(z) exists a.e. on T, and for a.e. z 2 T, b(z) b(w)
z w 2 H2(D), thusZ
T
jb(z)  b(re
it)
z   reit j
2 dt
2

Z
T
jb(z)  b()
z    j
2 jdj
2
= Dz(b):
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Also by Lemma 3.3 in [52], for any f 2 H2(D);  2 D,
kf(z)  f()
z    k
2
H2  CD(f); where  =

jj :
Thus
Ir 
1X
j=1
h
(
Z
T
jfj(z)j2Dz(b) jdzj
2
)
1
2kgjkD+
C(
Z
T
jgj(reit)j2Deit(b) dt
2
)
1
2kfjkD
i

1X
j=1

CkfjkDkgjkD + Ckgj;rkDkfjkD


1X
j=1
CkfjkDkgjkD;
where in the second to the last inequality we used Lemma 2.3.11, and gj;r(z) = gj(rz).
Therefore sup
0<r<1
Ir <1.
Using Lemma 2.3.12, we have the following corresponding Lemma as the Lemma 2.1
in [54].
Lemma 2.3.14. Let h 2 D D; b 2 X (D);  2 D, and ;  2 C. Then
h 1
1  zh; biD =
Z
T
1
1  z (h(z)b(z) +Dz(h; b))
jdzj
2
+
Z
T
z
(1  z)2h(z)b(z)
jdzj
2
;
and
Z
T
z
(1  z)2h(z)b(z)
jdzj
2
=
Z
T
z
(1  z)2 (h(z)  )(b(z)  )
jdzj
2
+b0():
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Now we can prove the following pseudocontinuation Theorem.
Theorem 2.3.15. Let N 2 Lat(Mz; D D);N 6= 0 and b 2 N?  X (D), then
(a) (zb)0 2 N(D). In fact, 8h 2 D D; h(zb)0 2 Hp(D) for any p < 1,
(b) (zb)0 has a pseudocontinuation B across T, BjDe 2 N(De).
Proof. Note that by Theorem 3.1 in [55], D  D  D  H2(D), and X (D)  D.
Apply Lemma 2.3.12 and Lemma 2.3.13, using the calculation in Theorem 2.2 of [54],
the result follows. We sketch an outline here.
(a) Let h 2 N . Then hb 2 H1, thus it is enough to show that the function
h()b0();  2 D, is in Hp for every 0 < p < 1.
Since b 2 N?, we have by Lemma 2.3.14, for  2 D,
0 = h 1
1  zh; biD
=
Z
T
1
1  z (h(z)b(z) +Dz(h; b))
jdzj
2
+
Z
T
z
(1  z)2h(z)b(z)
jdzj
2
:
Thus for  2 D,
jh()b0()j  jh()b0() 
Z
T
z
(1  z)2h(z)b(z)
jdzj
2
j
+ j
Z
T
1
1  z (h(z)b(z) +Dz(h; b))
jdzj
2
j:
The function h(z)b(z)+Dz(h; b) 2 L1(T), hence the complex conjugate of
R
T
1
1 z (h(z)b(z)+
Dz(h; b))
jdzj
2
is in Hp; 0 < p < 1 (see P39 in [28]). Also, note that if we use
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 = h();  = b() in Lemma 2.3.14 to obtain
jh()b0() 
Z
T
z
(1  z)2h(z)b(z)
jdzj
2
j
= j
Z
T
z
(1  z)2 (h(z)  h())(b(z)  b())
jdzj
2
j;
apply Lemma 2.3.13, we conclude that h()b0() 2 Hp; 0 < p < 1.
(b) Let h 2 N ; h 6= 0. For  2 D dene
H() =
Z
T
z
1  z (h(z)b(z) +Dz(h; b))
jdzj
2
: (2.3.7)
Then H is the Cauchy transform of a nite measure, hence H 2 Hp; 0 < p < 1. As
inTheorem 2.2 of [54], H has nontangential limit H() = h()b0(); a:e: 2 T.
Thus the function B() := H(1=)=h(1=) is the pseudocontinuation of (zb)0 to
De.
2.3.4 Index
In this subsection we show that every nonezero Mz-invariant subspace in D D has
index one.
For M 2 Lat(L;Y), we write (LjM); p(LjM) and ap(LjM) for the spectrum of
L on M, point spectrum of L on M and the approximate point spectrum of L on
M.
In the following Lemma, we use the L2a pairing.
Lemma 2.3.16. Let M be a weak* closed L-invariant subspace in Y with M 6= Y,
if jj > 1, then for every f 2M, the quantity
c(f; ) = h zf
z   ; i=h

z   ; i
49
is independent of the choice of  2 A with h 1
z  ; i 6= 0, where A is the same as in
(2.3.1).
Proof. Method 1:
From the proof of Theorem 2.3.10, we have for f 2 M,  2 A, C1()
C2()
jDe is a
pseudocontinuation of f , where C1() =
R
D
f
z dA, C2() =
R
D

z dA. And by
Privalov's uniqueness Theorem, the pseudocontinuation of f is unique, thus it is
independent of  2 A. Note that
h zf
z   ; i=h

z   ; i
= hf; i=h 
z   ; i+ h
f
z   ; i=h

z   ; i
= 0 + C1()=C2();
therefore h zf
z  ; i=h z  ; i is the evaluation of the pseudocontinuation function of f
at , and so it is independent of  2 A with h 1
z  ; i 6= 0.
Method 2:
We verify directly that for any f 2 M, c(f; ) = F (), where F is a pseudocontin-
uation of f .
Suppose f = (zb)0 2 M; b 2 X (D);  = (zh)0 2? M; h 2 D  D with h 1
z  ; i 6= 0,
then
h 
  z ; iL2a(D) = h

  z ; hi(Y(D);DD) = h(1=);
50
and
h f
  z ; iL2a(D) = h
(zb)0
  z ; hi(Y(D);DD)
= h( zb
z   )
0   zb
(z   )2 ; hi(Y(D);DD)
= h b
  z ; hiD  
Z
T
z
(  z)2 b(z)h(z)
jdzj
2
:
Note that if we replace  by 1= in Lemma 2.3.14, we have
h b
  z ; hiD =
Z
T

  z (b(z)h(z) +Dz(b; h))
jdzj
2
+
Z
T
z
(  z)2 b(z)h(z)
jdzj
2
;
thus
h f
  z ; iL2a(D) =
Z
T

  z (b(z)h(z) +Dz(b; h))
jdzj
2
:
Replacing  by 1= in (2.3.7), we have h f
 z ; iL2a(D) = H(1=), therefore
h zf
z   ; i=h

z   ; i = H(1=)=h(1=):
From the proof in Theorem 2.3.15, we have the right hand side is the evaluation at 
of the pseudocontinuation of (zb)0 = f , and so c(f; ) is independent of the choice
of  2? M S with h 1
z  ; i 6= 0.
The following Theorem is basically the Proposition 2.8 in [4]. The dierence is that
in our case, we consider the functions  2 ?M instead of M?, we include a proof
here for completeness.
Theorem 2.3.17. Let M be a weak* closed L-invariant subspace in Y with M 6= Y.
Then ap(LjM) \ D = (LjM) \ D.
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Proof. Let jj > 1 with 1= =2 ap(LjM), since L( 1z ) = 1 1z  , there exists  2? M
with h 1
z  ; i 6= 0. For f 2 Y(D), dene Rf = zf c(f;)z  , where c(f; ) is the same
as in Lemma 2.3.16.
Since Y(D) satises the ve conditions (1.1)-(1.5) in [4], RY(D)  Y(D), by the
closed graph Theorem, R is bounded. We show that RMM.
Let  2? M, note that h 1
z  ; i 6= 0, there exists an ! 0 such that (   an)jM = 0
and h 1
z  ;    ani 6= 0, then
hRf;    ani = h zf
z   ;    ani   c(f; )h

z   ;    ani
= h zf
z   ;    ani   c(f;    an)h

z   ;    ani
= 0;
where in the last equlity we used Lemma 2.3.16. Now let an ! 0, we get that
hRf;  i = 0, thus RM (?M)? =M.
By a calculation, we see that R(I   L)jM = (I   L)jMR = I, therefore 1= =2
(LjM).
Now we can prove that ap(LjM) \ D = (LjM) \ D is a Blaschke sequence.
Theorem 2.3.18. Let M be a weak* closed L-invariant subspace in Y with M 6= Y.
Then ap(LjM) \ D = p(LjM) \ D = (LjM) \ D is a Blaschke sequence.
Proof. By Proposition 2.1 in [4], ap(LjM)\D = p(LjM)\D = f 2 D : 11 z 2Mg.
IfM 6= Y ,M is weak* closed, then there exists f 6= 0; f 2 DD, such that f jM = 0.
If f(z) =
1P
n=0
anz
n, then
g() := hf; 1
1  z i(DD;Y) =
1X
n=0
an
n 2 D D;
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thus ap(LjM) \ D = p(LjM) \ D = f 2 D : 11 z 2 Mg  f 2 D : g() = 0g is a
Blaschke sequence.
Now we can prove the index one result in D D.
Theorem 2.3.19. Let N 6= (0) be an Mz-invariant subspace of D  D. Then
dimN =zN = 1.
Proof. Let N 6= (0) be anMz-invariant subspace of DD. LetM = VN? = f(zb)0 :
b 2 N?g, where V : X (D) ! Y , V b = (zb)0 is isometric. Then M 6= Y and M is
weak* closed.
SinceMz jX (D) is isometrically isomorphic to LjY , we haveM2 Lat(L;Y) andMz jN?
is isometrically isomorphic to LjM, thus by Theorem 2.3.18, (Mz jN?)\D is discrete.
The conclusion follows from Theorem 4.5 in [48].
Remark 2.3.20. The simplest proof of the index one result for D uses the fact that
every non-zero Mz-invariant subspace contains a non-zero multiplier, but we don't
know whether that is true for D D, thus we can ask the following question:
Question 2.3.21. Does every non-zero Mz-invariant subspace of D  D contain a
non-zero multiplier of D D?
As in [4], for any weak* closedM2 Lat(L;Y);M 6= Y , we also have ap(LjM)\T =
(LjM)\T = Tnf1=: every f 2M extends to be analytic in a neighborhood of g.
In order to show this, we need one Lemma.
Lemma 2.3.22. Let f 2 Y be analytic in an neighborhood of a point  2 T, then
zf   wf(w)
z   w !
zf   f()
z    in the weak* topology of Y (2.3.8)
as w ! (w 2 D).
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Proof. Suppose that U is a ball with center at  2 T and radius r such that f is
analytic in U . Let  2 S, then
jhzf   wf(w)
z   w ; iL2a(D)   h
zf   f()
z    ; iL2a(D)j
= j
Z
D
zf   wf(w)
z   w (z) 
zf   f()
z    (z)dA(z)j

Z
DnU
jzf   wf(w)
z   w (z) 
zf   f()
z    (z)jdA(z)
+
Z
D\U
jzf   wf(w)
z   w (z) 
zf   f()
z    (z)jdA(z)
:= Iw;1 + Iw;2
For Iw;1, note that if jw   j < r2 , then 9C
jzf   wf(w)
z   w (z) 
zf   f()
z    (z)j
 jf j+ C
r=2
j(z)j+ jf j+ C
r
j(z)j 2 L1(D);
thus Iw;1 ! 0 as w ! .
For Iw;2, note that
zf wf(w)
z w is analytic in U
   U , by Dominated Convergence
Theorem, Iw;2 ! 0 as w ! . The conclusion follows.
Using [4, Proposition 2.6] and Lemma 2.3.22, we conclude that:
ap(LjM) \ T = (LjM) \ T = Tnf1=: every f 2 M extends to be analytic in a
neighborhood of g.
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2.4 Some Calculations in D D
In this section, we embed the space D  D into some other function spaces, and
calculate the exact norm of the monomials zn; n 2 N.
For  2 D, let '(z) = z 1 z .
Proposition 2.4.1. Let h 2 D D, then
kh  'k  2
p
3
3
k'hk:
Proof. Let  = 0, 8" > 0, then 9fi 2 D, zh =
P
i
f 2i with kzhk 
P
i
kfik2   ". We
have
h =
X
i
f2i   f2i (0)
z
=
X
i
fi   fi(0)
z
(fi + fi(0)):
Thus,
khk 
X
i
kfi   fi(0)
z
kkfi + fi(0)k
 kfi   fi(0)kkfi + fi(0)k
=
X
i
p
kfik2   jfi(0)j2
p
kfik2 + 3jfi(0)j2
=
X
i
kfik2
s
1  jfi(0)j
2
kfik2
s
1 + 3
jfi(0)j2
kfik2

X
i
2
p
3
3
kfik2  2
p
3
3
(kzhk + "):
Hence khk  2
p
3
3
kzhk:
If  6= 0, let 8" > 0, then 9fi 2 D, 'h =
P
i
f 2i with k'hk 
P
i
kfik2   ", then
z(h  ') =
P
i
(fi  ')2, by the same calculation as above, we have
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kh  'k 
X
i
kfi  '   fi  '(0)kkfi  ' + fi  '(0)k
 2
p
3
3
kfi  'k2
=
X
i
2
p
3
3
kfik2  2
p
3
3
(k'hk + "):
Thus kh  'k  2
p
3
3
k'hk.
This Proposition is not satisfying. For example, from the above Proposition, we only
get the estimate of the norm of z in D  D:
p
3
2
 kzk 
p
2. But we have the
following estimate.
Theorem 2.4.2. Let h 2 D, then p2jh(0)j  kzhk 
p
2khkD. In particular,
kzk =
p
2.
Proof. 8" > 0, there exist fi 2 D, such that zh =
1P
i=1
f 2i , with
1P
i=1
kfik2D  kzhk + ".
Then h(0) = (zh)0(0) =
1P
i=1
2fi(0)f
0
i(0), this implies
jh(0)j2  4
1X
i=1
jfi(0)j2
1X
i=1
jf 0i(0)j2;
thus
1X
i=1
jf 0i(0)j2 
jh(0)j2
2
1P
i=1
jfi(0)j2
;
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and so
kzhk + " 
1X
i=1
kfik2D 
1X
i=1
jfi(0)j2 + 2
1X
i=1
jf 0i(0)j2

1X
i=1
jfi(0)j2 + jh(0)j
2
4
1P
i=1
jfi(0)j2

p
2jh(0)j;
the other inequality is clear.
In [10], it was shown that for n 2 N, kznk 
p
n+ 1. We show in the following
theorem that kznk =
p
n+ 1.
Theorem 2.4.3. Let h 2 D  D. Then for n 2 N, kznhk 
p
n+ 1jh(0)j. In
particular, kznk =
p
n+ 1.
Proof. Suppose h(0) = 1. 8" > 0, there exist fi 2 D, such that znh =
1P
i=1
f2i , with
1P
i=1
kfik2D  kznhk + ".
Suppose fi(z) =
1P
j=0
aijz
j, then
znh =
1X
i=1
f 2i =
1X
i=1
1X
j;k=0
aijz
jaikz
k
=
1X
k=0
(
kX
j=0
1X
i=1
aijai(k j))zk:
Let Aj = (a1j; a2j;    ) = (f
(j)
i (0)
j!
)i, Aj  Ak j = hAj; Ak ji, and kAjk2 = hAj; Aji.
Then znh =
1P
i=1
f 2i =
1P
k=0
kP
j=0
(Aj  Ak j)zk, this implies 1 = 2
nP
j=0
Aj  An j. When n is
odd, we have 1 = 2
n 1
2P
j=0
Aj An j, when n is even, we have 1 =
n 2
2P
j=0
Aj An j+An=2 An=2.
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Note that
1P
i=1
kfik2D =
1P
i=1
k
1P
j=0
aijz
jk2D =
1P
i=1
1P
j=0
(j+1)jaijj2 =
1P
j=0
(j+1)kAjk2, we have
kznhk + " 
nP
j=0
(j + 1)kAjk2.
When n is odd, we have j1  Bnj := j1  2
n 1
2P
j=1
Aj  An jj = 2jA0  Anj  2kA0kkAnk,
thus
kznhk + " 
nX
j=0
(j + 1)kAjk2

n 1X
j=0
(j + 1)kAjk2 + (n+ 1) j1 Bnj
2
4kA0k2
 pn+ 1j1 Bnj+
n 1X
j=1
(j + 1)kAjk2
note that Bn = 2
n 1
2P
j=1
Aj An j; jBnj 
n 1
2P
j=1
jkAjk2+jkAn jk2, where j = j+1pn+1 ; j =
n j+1p
n+1
; j = 1; 2; :::; n 1
2
, therefore
p
n+ 1jBnj 
n 1P
j=1
(j + 1)kAjk2, and so
kznhk + " 
p
n+ 1j1 Bnj+
n 1X
j=1
(j + 1)kAjk2 
p
n+ 1:
In a similar way, for n even, we also have kznhk + " 
p
n+ 1, since " is arbitrary,
we conclude that kznhk 
p
n+ 1jh(0)j.
From the calculation in the above Theorem, we also have kzn+ zn+1hk  kznk; h 2
D D, and kzn + zkk  kznk; k 6= n.
Remark 2.4.4. The above Theorem tells us the norm of zn in DD, but in general,
we don't know how to calculate the norm for the simple functions like 1 + az; a 2 C,
using the same calculation as in Theorem 2.4.3, we only have the estimate:
p
2jaj 
k1 + azk 
p
1 + 2jaj2.
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Using the idea in Theorem 2.4.3, we have
Theorem 2.4.5. Let h 2 D  D. Then kzhk 
p
n+ 1jh(n 1)(0)
(n 1)! j, khk p
n+ 1jh(n)(0)
n!
j.
Proof. We sketch an outline here.
As in Theorem 2.4.3, 8" > 0, there exist fi 2 D, such that zh =
1P
i=1
f 2i =
1P
n=0
nP
j=0
(Aj 
An j)zn, with
1P
i=1
kfik2D  kzhk + ", where Aj = (a1j; a2j;    ) = (f
(j)
i (0)
j!
)i.
Suppose h(z) =
1P
n=0
anz
n; an =
h(n)(0)
n!
, then an 1 =
nP
j=0
Aj  An j, then we can use the
same estimats as we did in Theorem 2.4.3.
Let l1a (
p
n+ 1) = ff(z) =
1P
n=0
anz
n 2 Hol(D) : sup
n
p
n+ 1janj < 1g, for
f 2 l1a (
p
n+ 1); f =
1P
n=0
anz
n, the norm of f is dened by kfkl1a (pn+1) :=
sup
n
p
n+ 1janj.
By Theorem 2.4.5, if h 2 D  D, then h 2 l1a (
p
n+ 1), and the embedding is a
contraction, i.e., khk  khkl1a (pn+1). Thus D D  l1a (
p
n+ 1).
In fact, more is true. Let
c0;a(
p
n+ 1) = ff 2 l1a (
p
n+ 1) : lim
n!1
p
n+ 1an = 0g:
8h 2 DD; 8" > 0, there exists a polynomial pN with degreeN , such that kpN hk <
". If f 2 Hol(D), let an(f) be the n-th coecient of f , then
sup
n
p
n+ 1jan(h  PN)j  kpN   hk < ";
note that when n > N , an(h   pN) = an(h), therefore h 2 c0;a(
p
n+ 1). Thus we
have
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Theorem 2.4.6. D D  c0;a(
p
n+ 1) with
khkc0;a(pn+1)  khk; h 2 D D:
By Theorem 3.1 in [55], H  H  H(k2) with khkH(k2)  khk; h 2 H  H, where
H = H(k) has reproducing kernel k.
If H = D, then k(z) =
1P
n=0
1
n+1

n
zn, so k2(z) =
1P
n=0
n
n+1

n
zn with n =
nP
k=0
2
k+1

log(n+ 1). Then 8f 2 H(k2D); f(z) =
1P
n=0
bnz
n, kfkH(k2D) 
1P
n=0
n+1
log(n+1)
jbnj2.
Proposition 2.4.7. H(k2D) 6 c0;a(
p
n+ 1) and c0;a(
p
n+ 1) 6 H(k2D).
Proof. Let h =
1P
n=0
bnz
n 2 Hol(D) satisfy
bn =
8<: 1pn+1 ; : n = 2k
2
; k 2 N;
0; : otherwise:
Then h 2 H(k2D), but h 62 c0;a(
p
n+ 1).
On the other side, for any K 2 N, let h =
1P
n=0
bnz
n 2 Hol(D) satisfy
bn =
8<: 1pn+1 ; : n  K;0; : otherwise:
Then khkc0;a(pn+1) = 1, but khkH(k2D) 
KP
n=0
n+1
log(n+1)
jbnj2 =
KP
n=0
1
log(n+1)
diverges, thus
c0;a(
p
n+ 1) 6 H(k2D).
The following Proposition is in Page 33 of [77].
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Proposition 2.4.8. If X; Y are Banach spaces, then the space X \ Y is a Banach
space with norm
kzkX\Y = maxfkzkX ; kzkY g;
and the space X + Y is a Banach space with norm
kzkX+Y = inffkxkX + kykY : z = x+ y; x 2 X; y 2 Y g:
By the above Proposition, we have
Theorem 2.4.9. D D  H(k2D) \ c0;a(
p
n+ 1) with
khkH(k2D)\c0;a(pn+1)  khk; h 2 D D:
Let l1a(
p
n+ 1) = ff(z) =
1P
n=0
anz
n 2 Hol(D) :
1P
n=0
p
n+ 1janj <1g, and its norm is
dened by kfkl1a(pn+1) :=
1P
n=0
p
n+ 1janj.
Theorem 2.4.10. c0;a(
p
n+ 1);D = l1a(
p
n+ 1) under the pairing
hf; giD =
1X
n=0
(n+ 1)anbn;
where f(z) =
1P
n=0
anz
n 2 c0;a(
p
n+ 1); g(z) =
1P
n=0
bnz
n 2 l1a(
p
n+ 1).
Proof. Let L 2 c0;a(
p
n+ 1);D, then for f 2 c0;a(
p
n+ 1), we have
f(z) =
1X
n=0
anz
n; with
p
n+ 1janj ! 0; as n!1;
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and
L(f) =
1X
n=0
anL(z
n);
thus
jL(f)j 
1X
n=0
p
n+ 1janj 1p
n+ 1
jL(zn)j
 kfkc0;a(pn+1)
1X
n=0
1p
n+ 1
jL(zn)j;
and so kLk P1n=0 1pn+1 jL(zn)j.
Fix i  0, let
n =
8<:
sgnL(zn)p
n+1
; : 0  n  i;
0; : n > i;
where
sgnw =
8<: wjwj ; : w 6= 0;0; : w = 0:
Then f0 =
Pi
n=0 nz
n 2 c0;a(
p
n+ 1) with kf0kc0;a(pn+1) = 1, and
jL(f0)j =
iX
n=0
1p
n+ 1
jL(zn)j  kLk;
therefore
P1
n=0
1p
n+1
jL(zn)j  kLk and so kLk =P1n=0 1pn+1 jL(zn)j.
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Let (n+ 1)bn = L(z
n); g(z) =
P1
n=0 bnz
n, then
kgkl1a(pn+1) =
1X
n=0
p
n+ 1jbnj
=
1X
n=0
1p
n+ 1
jL(zn)j
= kLk;
thus
L(f) =
1X
n=0
anL(z
n)
=
1X
n=0
(n+ 1)anbn
:= hf; giD:
The other part is clear.
It is shown in [9] that (D  D) = X (D) (see also [20]), where X (D) = fb 2
Hol(D) : jb0j2dA is a Carleson measure for Dg, and the norm in X (D) is kbk2X (D) =
jb(0)j2 + kjb0j2dAkCM(D). By Theorem 2.4.10, we see
X (D) = (D D)  c0;a(
p
n+ 1);D = l1a(
p
n+ 1):
Let H(k2D);D = ff 2 Hol(D) : jhf; giDj  CkgkH(k2D); 8g 2 H(k2D)g, then H(k2D);D =
ff =
1P
n=0
anz
n 2 Hol(D) :
1P
n=0
(n + 1) log(n + 1)janj2 < 1g, and so H(k2D);D 
(D D) = X (D) (see Theorem 4 of [10], also Proposition 18 of [16]).
Proposition 2.4.11. H(k2D);D 6 la1(
p
n+ 1) and la1(
p
n+ 1) 6 H(k2D);D.
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Proof. Let f =
1P
n=0
anz
n 2 Hol(D) satisfy an = 1(n+1) log(n+1)3=2 , then f 2 H(k2D);D,
but f 62 la1(
p
n+ 1).
On the other side, let f =
1P
n=0
anz
n 2 Hol(D) satisfy
an =
8<:
1p
(n+1) log(n+1)
; : n = 2k
3
; k 2 N;
0; : otherwise:
Then f 2 la1(
p
n+ 1), but f 62 H(k2D);D.
If we use an equivalent norm in X (D):
kfkX (D) = sup
khk1
jhh; fiDj; f 2 X (D); (2.4.1)
then we have
Theorem 2.4.12. H(k2D);D + l1a(
p
n+ 1)  X (D) with
kfkX (D)  kfkH(k2D);D+l1a(pn+1); f 2 X (D):
It is shown in Theorem 2 of [10] that for n 2 N; kznkX (D) 
p
n. If we use the
equivalent norm in X (D) dened by (2.4.1), then indeed the norm of zn in X (D) is
p
n+ 1.
Theorem 2.4.13. For n 2 N; kznkX (D) =
p
n+ 1.
Proof.
kznkX (D) = sup
khk1
jhh; zniDj = sup
khk1
jh^(n)j(n+ 1)
 pn+ 1;
in the last inequality, we used
p
n+ 1jh^(n)j  khk  1.
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Let h = z
np
n+1
, then by Theorem 2.4.3, khk = 1, therefore from the above equations
we get kznkX (D) =
p
n+ 1.
We can also use the observation: n+1 = hzn; zniD  kznkkznkX (D), and kznkX (D) 
kznkl1a(pn+1) =
p
n+ 1 to conclude that kznkX (D) =
p
n+ 1.
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2.5 H(k2D) space
2.5.1 H(k2D) space
In this subsection, we study the index of the Mz-invariant subspaces in H(k2D), where
kD is the reproducing kernel for the Dirichlet space D and H(k2D) is a Hilbert space
with reproducing kernel k2D.
Recall thatD is the Dirichlet space with reproducing kernel k(z) =
P1
n=0
1
n+1

n
zn, so
k2(z) =
P1
n=0
n
n+2

n
zn with n =
Pn
k=0
2
k+1
. Then 8f 2 H(k2D); f(z) =
P1
n=0 bnz
n,
kfkH(k2D) =
P1
n=0
n+2
n
jbnj2. We can calculate the rst few n's: 0 = 2; 1 = 3; 2 =
11
3
; 3 =
25
6
;    . By checking the conditions in Theorem 7.33 of [2, Page 88], we see
that k2(z) is not a complete Nevanlinna-Pick kernel.
It is clear that H(k2D) is a Hilbert space of analytic functions such that point
evaluations at points of D are continuous, and it is clear that H(k2D) is Mz-invariant.
Now we show that H(k2D) has the following property:
() If f 2 H(k2D) and f() = 0 for some  2 D, then there is a function g 2 H(k2D)
such that (z   )g = f .
First, let's show that Mz on H(k2D) is expansive, i.e., kzfkD(k2)  kfkH(k2D), f 2
H(k2D).
Lemma 2.5.1. For any n 2 N,
n+ 3
n+1
  n+ 2
n
 0;
and when n  4,
n+ 3
n+1
  n+ 2
n
 n+ 4
n+2
  n+ 3
n+1
:
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Proof. When n = 0, then 3
1
  2
0
= 3
3
  2
2
= 0. When n  1,
(n+ 3)n   (n+ 2)n+1 = (n+ 3)
nX
k=0
2
k + 1
  (n+ 2)
n+1X
k=0
2
k + 1
=
nX
k=1
2
k + 1
= n   2  0:
(
n+ 3
n+1
  n+ 2
n
)  (n+ 4
n+2
  n+ 3
n+1
) =
n   2
nn+1
  n+1   2
n+1n+2
=
(n   2)n+2   (n+1   2)n
nn+1n+2
=
(n   2)(n+2   n)  2n+2n
nn+1n+2
=
2
n+3
(n   2)  4n+2
nn+1n+2
;
and the last expression is nonnegative when n  4.
Note that if f 2 H(k2D), f =
P1
n=0 bnz
n, then zf =
P1
n=0 bnz
n+1 with norm
kzfkH(k2D) =
P1
n=0
n+3
n+1
jbnj2, thus from the above Lemma, we conclude that Mz on
H(k2D) is expansive, and so for every  2 D, Mz    is bounded below. If f 2 H(k2D)
with f() = 0, let g = f=(z   ), then
kfkH(k2D) = k(z   )gkH(k2D)  C()kgkH(k2D);
therefore the space H(k2D) satises the property ().
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Also note that by the above Lemma when n  4, let Hn = ff 2 H(k2D) : f(0) =
f 0(0) =    = f (n 1)(0) = 0g, then Mz on Hn satises,
\
k>0
MkzHn = (0);
and
kfk2 + kM2z fk2  2kMzfk2; 8f 2 Hn:
Thus, by Theorem 2.2.4, if M 2 Lat(Mz;Hn), then [ker(MzjM)]Mz = M. But we
can verify that Mz on Hn is not Dirichlet type in the sense of Aleman ([3]).
Now we can study the index for Mz invariant subspaces in H(k2D). For M 2
Lat(Mz;H(k2D)), the index of M is dened by
ind(M) = dim(M=zM) = dim(M\ (zM)?):
We use the Cauchy duality to study the index for any Mz invariant subspace in
H(k2D).
If H is a reproducing kernel Hilbert space of analytic functions, then the Cauchy dual
H0 of H consists of analytic function of the form
f() = hg; (1  z) 1iH;  2 D;
where g 2 H and kfkH0 = kgkH (see [6]).
In our case, the Cauchy dual of H(k2D) is H(!) = fg 2 Hol(D) : kgk2H(!) =1P
n=0
jg^(n)j2 n
n+2
<1g, where ! = ( n
n+2
)n0 is nonincreasing by Lemma 2.5.1.
Let !n =
n
n+2
, it is pointed out in [1] that if !n+1
!n
is nondecreasing with n then the
norm on H(!) is equivalent to a Bergman norm with a radial weight and the norm
satises (1.9) in [6].
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In the Cauchy dual H(!) of H(k2D), !n+1!n =
(n+2)n+1
(n+3)n
and
!n+2
!n+1
  !n+1
!n
=
(n+ 3)n+2
(n+ 4)n+1
  (n+ 2)n+1
(n+ 3)n
=
(n+ 3)2nn+2   (n+ 2)(n+ 4)2n+1
(n+ 3)(n+ 4)nn+1
=
 2n+4
n+3
n+1   4n+4n+3 + nn+2
(n+ 3)(n+ 4)nn+1
;
when n = 0, the above expression is negative, thus !n+1
!n
is not nonincreasing with n,
but we show that H(!) satises (1.6) in [6], which is the following condition:
(?) There is a c > 0 such that k z 
1 zFkH(!)  ckFkH(!) for all F 2 H(!) and all
 2 D,
and this will imply the index of any invariant subspace in H(k2D) is 1.
Note that ! = ( n
n+2
)n0 is nonincreasing, we have kzfkH(!)  kfkH(!) for each
f 2 H(!). This also follows from a general fact of the Cauchy dual (see [6]):
Lemma 2.5.2. Let H be a Hilbert function space, H0 is the Cauchy dual of H. Let
U : H ! H0; UG = g, where g() = hG; 1
1 z iH with kgkH0 = kGkH. Then
(i) LjH0 is unitary equivalent to Mz jH, where L is the backward shift, Lf = f f(0)z .
(ii) If Mz is an bounded expansive operator on H, then Mz is a contractive operator
on H0.
Proof. (i) Note that if F 2 H; g 2 H0, then
hzF; gi(H;H0) = lim
r!1 
Z
T
(zF )(reit)g(reit)
dt
2
= hF;Lgi(H;H0):
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Thus
hF;LUGi(H;H0) = hzF; gi(H;H0) = hzF;GiH = hF;MzGiH
= hF;UMzGi(H;H0);
this implies LU = UMz , and so LjH0 is unitary equivalent to Mz jH.
(ii) Since kgkH0 = sup
F2H;kFkH1
jhF; gi(H;H0)j, we have
kzgkH0 = sup
F2H;kFkH1
jhF; zgi(H;H0)j
 sup
F2H;kFkH1
jhzF; zgi(H;H0)j
= sup
F2H;kFkH1
jhF; gi(H;H0)j
= kgkH0 ;
where in the second inequality, we used that Mz is an bounded expansive operator
on H.
Now we verify that for each  2 D, Mz    is bounded below in H(!). Note that
n  lnn, we have the following Lemma follows from [65, Theorem 4, Page 66]. We
include a dierent proof here.
Lemma 2.5.3. (MzjH(k2D)) = D .
Proof. Note that for  2 D, Mz    is not onto, thus (MzjH(k2D))  D .
For the converse inclusion, we will use the idea in [42].
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If f 2 H(k2D); jj > 1, then 11 zf =
1P
n=0
nP
k=0
f^(k)n kzn,
1X
n=0
n+ 2
n
 nX
k=0
f^(k)n k
2

1X
n=0
n+ 2
n
nX
k=0
k + 2
k
jf^(k)j2(n  k)jjn k
nX
k=0
k
k + 2
1
n  k jj
n k

1X
n=0
Cn
nX
k=0
k + 2
k
jf^(k)j2(n  k)jjn k
 sup
n
fCngkfkH(k2D)
1X
j=0
jjjj;
where Cn =
n+2
n
nP
k=0
k
k+2
1
n k jjn k 
nP
k=0
jjk  1
1 jj .
Thus 1
1 zf 2 H(k2D) and so (MzjH(k2D)) = D .
Lemma 2.5.4. If F 2 H(!), and F (0) = 0 for some 0 2 D, then there is a function
G 2 H(!) such that (z   0)G = F .
Proof. Suppose f 2 H(k2D) such that F () = hf; (1  z) 1iH(k2D), then
F ()  F (0)
  0 = hf;
1
1 z   11 0z
  0
iH(k2D)
= hf; z
(1  z)(1  0z)
iH(k2D)
= h(I   0Mz ) 1Mz f;
1
1  z iH(k2D) 2 H(!);
where in the last equality, we used Lemma 2.5.3.
Let G = F ()
 0 , then G 2 H(!) and (z   0)G = F .
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Since for any  2 D, Mz    is one to one, Mz    is bounded below if and if Mz   
has closed range. By the above Lemma,
ran (Mz   ) = ff 2 H(!) : f() = 0g;
therefore Mz    is bounded below on H(!) (see also Lemma 2.1 of [48]).
As in [6], let  (!) = lim inf
n!1
(n + 1)(1  !n+1
!n
), +(!) = lim sup
n!1
(n + 1)(1  !n+1
!n
),
then
Lemma 2.5.5.  (!) = +(!) = 1.
Proof.
1  !n+1
!n
= 1  (n+ 2)n+1
(n+ 3)n
=
(n+ 3)n   (n+ 2)n+1
(n+ 3)n
=
n   2
(n+ 3)n
;
hence lim
n!1
(n+ 1)(1  !n+1
!n
) = 1.
Thus H(!) satises the conditions in Corollary 4.3 in [6], and so it satises (1.6) in
[6], which is the condition (?).
Let L be the backward shift on H(!), i.e., Lf = f(z) f(0)
z
; f 2 H(!). Then by
Theorem 2.2 in [6], for N 2 Lat(L;H(!)), (LjN ) \ D is discrete. Note that LjH(!)
is unitarily equivalent to Mz jH(k2D), we conclude that
Theorem 2.5.6. Let M2 Lat(Mz;H(k2D)), then indM = 1.
Proof. This follows from Theorem 4.5 in [48].
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2.5.2 Other spaces
In this subsection, we study the index of Mz-invariant subspaces in D  D and
H(kk), where for  2 R, D = ff 2 Hol(D) : kfk2D =
P1
n=0(n+1)
jf^(n)j2 <1g,
D has reproducing kernel k
, and H(k  k) is the Hilbert space with reproducing
kernel k  k.
D D space
For  2 R, let
D = ff 2 Hol(D) : kfk2D =
1X
n=0
(n+ 1)jf^(n)j2 <1g;
then D is a Hilbert space of analytic functions such that point evaluations in D are
bounded, we denote the reproducing kernel of D by k
.
For  =  1; 0; 1, we have D 1 = L2a(D) is the Bergman space, D0 = H2(D) is the
Hardy space, D1 = D is the Dirichlet space.
For  < 0, the norm in D is equivalent toZ
D
jf(z)j2(1  jzj2) 1 dA(z)
see [68, Lemma 2], therefore D = L
2
a((1  jzj2) 1 ), where
L2a((1  jzj2) 1 )
= ff 2 Hol(D) :
Z
D
jf(z)j2(1  jzj2) 1 dA(z) <1g:
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For  > 1, D is an algebra (see [42, Theorem 3]), thus M(D) = D, where M(D)
is the multiplier algebra of D, i.e.
M(D) = f' 2 D : 'f 2 D;8f 2 Dg:
For   , D  D and M(D) M(D) (see [68, Page 233]).
Recall that DD is the space of weak products of function in D and D, i.e.,
D D = fh =
1X
i=1
figi : fi 2 D; gi 2 D;
1X
i=1
kfikDkgikD <1g:
Therefore if  > 1;   , we have D  D = D, in this case the index of Mz-
invariant subspace in D is well-known (see [4], [8], [35] and [36]).
Denition 2.5.7. A set  2 D is called dominating for T if sup2 jf()j =
kfkH1(D) for every f 2 H1(D).
It was shown in [17] that  is dominating for T if and only if a.e. point  of T is the
limit of a sequence of points from  that approach  nontangentially.
To study the index for Mz-invariant subspaces in D D, we need to consider the
interpolating sequences (see [43] for the background on interpolating sequences).
Denition 2.5.8. (1) A sequence fngn1  D is called interpolating for D if the
linear transformation dened by
Tf = f f(n)kkkD
g
maps D into and onto l
2.
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(2) A sequence fngn1  D is called interpolating for D  D if the linear
transformation dened by
Tf = f f(n)kkkDkkkD
g
maps D D into and onto l1.
For a sequence  = fngn1  D, write
I() = ff 2 D D : f(n) = 0 for all ng;
where we mean that if  occurs in fngn1 n times, then f has a zero at  of order
at least n. If M is an Mz-invariant subspace in D D, write Z(M) = fzn 2 D :
f(zn) = 0; 8f 2Mg =
T
f2M Z(f).
The following Proposition can be derived from [5, Proposition 7.3].
Proposition 2.5.9. Let  = fngn1  D be interpolating for D  D. Then the
following are equivalent:
(a).  is dominating for T;
(b). there is an invariant subspace M of (Mz; D  D) such that I()  M and
indM > 1.
Theorem 2.5.10. If ;  < 0, then there is an Mz-invariant subspace M DD
with indM > 1.
Proof. Without loss of generality, suppose    < 0, then D  D. Let N 
Lat(Mz; D) with Z(N ) dominating for T. Let  = Z(N ), as in [5, Corollary 7.4],
we can choose a subsequence 0 such that 0 is dominating for T and for all ;  2 0,
(; ) =
  
1 
  r for some r 2 (0; 1), where r depends on  and  so that 0
is interpolating for D and D (see [57]). Thus 
0 is interpolating for D  D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and dominating for T, and so by Proposition 2.5.9, we conclude that there is an
Mz-invariant subspace M D D with indM > 1.
If  =  = 0, then D0 D0 = H2(D) H2(D) = H1(D), in this case every nonzero
Mz-invariant subspace in H
1(D) has index one.
If  =  = 1, then D1 D1 = D D, and we have proved in section 2.3 that every
nonzero Mz-invariant subspace in D D has index one.
Question 2.5.11. (1) If  < 0    1, what is the index for Mz-invariant subspace
in  DD? Especially, what is the index for Mz-invariant subspace in  L2a(D)
D?
(2) If ;  2 [0; 1] except  =  = 0 and  =  = 1, what is the index forMz-invariant
subspace in  D D?
H(k  k) space
Note that if  < 1, then D has reproducing kernle k
(z) = 1
(1 z)1  . For ;  < 1,
let  = +    1, then
k(z)  k(z) = 1
(1  z)1  
1
(1  z)1 
=
1
(1  z)2  
=
1
(1  z)1  ;
in this case H(k  k) = D and the index of Mz-invariant subspace in D is well-
known (see [4], [8], [35] and [36]).
Theorem 2.5.12. If  = 1;  = 0, then there is an Mz-invariant subspace M 
H(k  k) with indM > 1.
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Proof. If  = 1;  = 0, then k1(z) =
P1
n=0
1
n+1
zn = 1
z
log( 1
1 z ) is the kernel for the
Dirichlet space D, k0(z) =
P1
n=0 z
n = 1
1 z is the kernel for the Hardy space H
2(D),
thus
k1(z)  k0(z) = 1
z
log(
1
1  z ) 
1
1  z
=
1X
n=0
nX
k=0
1
k + 1
zn:
Let an =
Pn
k=0
1
k+1
, then an is increasing. For f 2 H(k1  k0), we have kfk2H(k1k0) =P1
n=0
1
an
jf^(n)j2, therefore kzfkH(k1k0)  kfkH(k1k0).
Note that
k1(z)k
0
(z)
k0(z)
= k1(z) is a positive denite kernel, thus
H1(D) =M(H2(D)) M(H(k1  k0))  H(k1  k0):
Also limjj!1(1   jj2)k1()k0() = limjj!1 k1() = 1, therefore by [7, Theorem
4.1], there is a sequence   D that is interpolating for H(k1  k0) and dominating
for T, and so by [5, Proposition 7.3] (also see Proposition 2.5.9), we have there is an
Mz-invariant subspace M H(k  k) with indM > 1.
By a similar argument, we have
Theorem 2.5.13. If  > 1;  < 0, or  = 1;   0, then there is an Mz-invariant
subspace M H(k  k) with indM > 1.
Theorem 2.5.14. If ;  > 1, then every nonzero Mz-invariant subspace M 
H(k  k) has index 1.
Proof. We show that H(k  k) is an algebra, and then the conclusion follows.
Note that k(z) =
P1
n=0
1
(n+1)
zn, we have
k(z)  k(z) =
1X
n=0
nX
k=0
1
(k + 1)
1
(n  k + 1) z
n:
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Let an =
Pn
k=0
1
(k+1)
1
(n k+1) , then
1  (n+ 2)  an =
nX
k=0
(n+ 2)
(k + 1)(n  k + 1)
=
nX
k=0
 1
k + 1
+
1
n  k + 1

 21+
nX
k=0
1
(k + 1)
 21+
1X
k=0
1
(k + 1)
:= c <1:
Similarly, let bn =
Pn
k=0
1
(k+1)
1
(n k+1) , then
k(z)  k(z) =
1X
n=0
nX
k=0
1
(k + 1)
1
(n  k + 1) z
n =
1X
n=0
bnz
n;
and 1  (n+ 2)bn  c for some constant c depending only on .
For f 2 H(k  k), we have
kfk2H(kk) =
1X
n=0
 nX
k=0
1
(k + 1)
1
(n  k + 1)
 1
jf^(n)j2

1X
n=0
 nX
k=0
akbn k
 1
jf^(n)j2;
thus f 2 H(k  k) if and only if f 2 H((k  k)2).
Note that if f; g 2 H(k k) with kfkH(kk); kgkH(kk)  1, then fg 2 H((k k)2)
with kfgkH((kk)2)  1, thus H(k  k) is an algebra.
If  =  = 1, then k1(z) =
P1
n=0
1
n+1
zn = 1
z
log( 1
1 z ) is the kernel for the Dirichlet
space D, therefore H(k1  k1) = H(k2D) and we have proved in section 2.5 that every
nonzero Mz-invariant subspace in H(k2D) has index one.
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Question 2.5.15. (1) If  > 1; 0    1, what is the index for Mz-invariant
subspace in H(k  k)?
(2) If  = 1;  > 0 except  =  = 1, what is the index for Mz-invariant subspace in
 D D?
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Chapter 3
Corona Theorem and Bass Stable Rank for
M(D())
3.1 Corona theorem for M(D(
Pk
i=1 aii))
Let D = fz 2 C : jzj < 1g be the unit disc. Let  be a nonnegative Borel measure on
the boundary T of the unit disc. Let ' be the harmonic function
'(z) =
Z
T
1  jzj2
j   zj2d():
The Dirichlet type space D() is dened as the space of all analytic functions on D
such that Z
D
jf 0(z)j2'(z)dA(z)
is nite. For any f 2 D(), kfk2D() := kfk2H2(D) +
R
D jf 0(z)j2'(z)dA(z). When
 = dt
2
, D( dt
2
) is the Dirichlet space D.
Dirichlet type spaces were introduced by Richter in [50] as he was studying analytic
two-isometries. Let D(f) = kf f()z  k2H2(D) be the local Dirichlet integral of f at .
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In [52], Richter and Sundberg showed that if f 2 D(), then
D(f) =
Z
D
jf 0(z)j2 1  jzj
2
j   zj2dA(z);  2 T:
Thus for any f 2 D(), kfk2D() = kfk2H2(D) +
R
TD(f)d() = kfk2H2(D) +R
T kf f()z  k2H2(D)d(). D(f) turns out to be a convenient tool in studying these
spaces.
In this section, we prove the corona theorem for M(D()) when  =
Pk
i=1 aii :=
k, where ai's are positive numbers, i's are in T. Let M(D(k)) be the space of
multipliers of D(k), that is
M(D(k)) = f 2 D(k) : f 2 D(k);8f 2 D(k)g:
First, we consider that k = 1 and 1 = 1, the unit point mass at 1. To prove the
corona theorem for M(D(1)), we need the following two Lemmas (see [52]).
Lemma 3.1.1. Let f 2 D(1). Then
(i) f = f(1) + (z   1)g for some g 2 H2(D) and D1(f) = kgk2H(D).
(ii) limr!1  f(r) = f(1).
(iii) jf(1)j  CkfkD(1) (see [63]).
Lemma 3.1.2. Let ' 2 H1(D) and f 2 D(). Then 'f 2 D() if and only if
f() = 0 or ' 2 D(). Furthermore,
D('f)  2(jj'jj21D(f) + jf()j2D('))
and
jf()j2D(')  2(jj'jj21D(f) +D('f)):
If f() = 0 then one even has D('f)  jj'jj21D(f), while the second inequality can
be replaced with the trivial observation that the right-hand side is nonnegative.
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Thus, by Lemma 3.1.2, we haveM(D(k)) = D(k)\H1(D), where k =
Pk
i=1 aii .
The norm in D(k) \H1(D) is dened by
jjf jjD(k)\H1(D) = jjf 0jjL2('kdA) + jjf jj1; f 2 D(k) \H1(D);
where jjf 0jj2L2('kdA) =
R
D jf 0(z)j2'k(z)dA(z).
We will use an idea which is similar to Lemma 2.1 of [47] to prove the corona theorem
for M(D(1)).
For ease of notation, we let K := M(D(1)) = D(1) \ H1(D), and K0 := ff 2
K; f(1) = 0g. Note that K0  K, and K0 is a Banach algebra without identity.
Note that evaluation at z 2 D [ f1g is a multiplicative linear functional on K0 (if
z = 1, then it is a trivial one). We have the following lemma.
Lemma 3.1.3. The set of multiplicative linear functionals consisting of evaluations
at points of D is dense in the set of all multiplicative linear functionals on K0.
Proof. Let m be a non-zero multiplicative linear functional on K0, then there exists
a function g0 2 K0, such that m(g0) 6= 0.
If f 2 H1(D), dene M(f) := m(fg0)
m(g0)
.
Claim: M is well-dened, and M is a non-zero multiplicative linear functional on
H1(D).
If we assume that the claim holds, then by Carleson's corona Theorem, there exists
a net (i)i2I of point evaluations in D that converges to M in the weak* topology of
the maximal ideal space of H1(D). Note that m is the restriction of M to K0:
M(f) =
m(fg0)
m(g0)
=
m(f)m(g0)
m(g0)
= m(f); f 2 K0:
Also the restriction of (i)i2I gives a net of point evaluations in D that converges to
m in the weak* topology of the dual space of K0.
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We are left to prove the claim: f 2 H1(D), g0 2 K0, so fg0 2 K by Lemma 3.1.2.
Also (fg0)(1) = 0, so fg0 2 K0, which implies M is well-dened.
Clearly M is linear, when f 2 H1(D),
jM(f)j = jm(fg0)
m(g0)
j  kfg0kKjm(g0)j
=
kfg0k1 + kfg0kD(1)
jm(g0)j 
kfk1kg0k1 + kfk1kg0kD(1)
jm(g0)j
=
kg0kK
jm(g0)jkfk1;
so M is a bounded functional on H1(D).
When f; h 2 H1(D), m(fhg0)m(g0) = m(fhg0g0) = m(fg0)m(hg0), thus we get
M(fh) =
m(fhg0)
m(g0)
=
[m(fg0)m(hg0)]=m(g0)
m(g0)
=M(f)M(h):
Therefore the claim is proved.
Now, we can prove the following Theorem.
Theorem 3.1.4. The set of multiplicative linear functionals consisting of evaluations
at points of D [ f1g is dense in the maximal ideal space of K.
Proof. Suppose M is a non-zero multiplicative linear functional on K.
Let m = M jK0 , then m is a multiplicative linear functional on K0. If f 2 K, then
f   f(1) 2 K0, so M(f) = f(1) +m(f   f(1)).
Case 1. If m = 0, then M(f) = f(1), so M is the point evaluation at 1.
Case 2. If m 6= 0, the by Lemma 3.1.3, there exists a net (i)i2I of point evaluations
in D that converges to m in the weak* topology on the dual space of K0. Therefore,
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for all f 2 K,
M(f) = f(1) +m(f   f(1)) = f(1) + (lim
i2I
i)(f   f(1))
= f(1) + lim
i2I
(f(i)  f(1))
= lim
i2I
f(i) = (lim
i2I
i)(f):
Thus M = lim
i2I
i, and this completes the proof.
Remark 3.1.5. For any f 2 K; 0 < r < 1, let Er(f) = f(r), then from Lemma
3.1.1 we have f(r) ! f(1) as r ! 1. Thus Er ! E1 in the weak star topology of
K as r ! 1, which implies the set of multiplicative linear functionals consisting of
evaluations at points of D is dense in the maximal ideal space of K.
Now we consider general k  1. Let  2 T,  be a Borel measure in T with () = 0,
and suppose that D is dense in the maximal ideal space of M(D()). Let H :=
M(D()) \D() and H0 := ff 2 H; f() = 0g. The norm in H is dened by
kfk = kfkM(D()) + kf 0kL2(' dA); f 2 H;
then we have:
Lemma 3.1.6. H is a Banach algebra, H0  H and H0 is a Banach algebra without
identity.
Proof. We only need to verify that H is an algebra. Suppose f; g 2 H =M(D()) \
D(), then fg 2M(D()). Also f   f() 2 H implies f f()z  g 2 H2(D), thus
fg = (z   )
f   f()
z    g

+ f()g 2 D();
and so fg 2 H.
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Lemma 3.1.7. The set of multiplicative linear functionals consisting of evaluations
at points of D is dense in the maximal ideal space of H0.
Proof. Let m be a non-zero multiplicative linear functional on H0, then there exists
a function g0 2 H0, such that m(g0) 6= 0.
If f 2M(D()), dene M(f) := m(fg0)
m(g0)
.
Claim: M is well-dened, and M is a non-zero multiplicative linear functional on
M(D()).
The proof of the claim is similar to the argument in Lemma 3.1.3. Then there exists
a net (i)i2I of point evaluations in D that converges to M in the Gelfand topology
of the maximal ideal space of M(D()). Note that m is the restriction of M to H0.
Also the restriction of (i)i2I gives a net of point evaluations in D that converges to
m in the weak* topology on the dual of H0.
By the same argument as in Theorem 3.1.4 we have the following Proposition:
Proposition 3.1.8. The set of multiplicative linear functionals consisting of evalua-
tions at points of D is dense in the maximal ideal space of H.
Now we can prove the corona theorem for M(D(k)).
Theorem 3.1.9. The set of multiplicative linear functionals consisting of evaluations
at points of D is dense in the maximal ideal space of M(D(k)).
Proof. This clearly follows from Proposition 3.1.8 and induction.
Remark 3.1.10. If we let d = dt
2
, then D( dt
2
) is the Dirichlet space D. By
Tolokonnikov [69], Xiao [76] we have the corona theorem holds in M(D), then by
Proposition 3.1.8 we also have the corona theorem holds in M(D) \ D() for any
 2 T.
By the standard Gelfand theory of Banach algebras Theorem 3.1.9 implies:
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Corollary 3.1.11. The following are equivalent:
(i) '1; :::; 'n 2M(D(k)) and there exists a  > 0 such that
nX
j=1
j'j(z)j2   > 0; z 2 D:
(ii) There are functions b1; :::; bn 2M(D(k)) such that
nX
j=1
'j(z)bj(z) = 1; z 2 D:
We can generalize the proof of the corona theorem for M(D(k)) to the following
theorem which is due to Carl Sundberg.
Theorem 3.1.12 (Sundberg). Let A  H1(D) be a Banach algebra, then a corona
theorem holds for A if and only if every ' 2MA extends to some  2MH1.
Proof. Suppose every ' 2 MA extends to some  2 MH1 . By Carleson's corona
theorem, there exists a net z, such that lim f(z) =  (f); 8f 2 H1. Note that
 jA = ', thus lim f(z) = '(f);8f 2 A.
On the other hand, suppose a corona theorem holds for A. Let ' 2 MA, then there
exists a net z, such that lim f(z) = '(f); 8f 2 A. Also z has a subnet converging
to some  2MH1 , thus '(f) =  (f);8f 2 A.
The following results are due to Stefan Richter.
Lemma 3.1.13. Let A  H1(D) be a Banach algebra. Suppose kfk1  kfkA for all
f 2 A, then A\D() is also a Banach algebra with norm kfk = kfkA+kf 0kL2(' dA),
where  2 D.
Theorem 3.1.14 (Richter). Let A  H1(D) be a Banach algebra that contains 1.
Suppose kfk1  kfkA for all f 2 A. If ' 2 MA\D(), then ' extends to some
 2MA.
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Proof. Let B = ff 2 A \D() : f() = 0g.
Case 1. There exists g 2 B with '(g) 6= 0. If f 2 A, then fg = (z   )f g
z  2
A \D(), thus fg 2 B.
Set  (f) = '(fg)
'(g)
, then  2MA and  jB = 'jB.
If f 2 A \D(), then f   f() 2 B, therefore
 (f) = f() +  (f   f())
= f() + '(f   f()) = '(f);
and so  jA\D() = '.
Case 2. If 'jB = 0. Note that for any g 2 A \D(), we have g = a + (z   )f for
some a 2 C; f 2 H2(D), then '(g) = a = g().
Let rk ! 1 ; I = ff 2 A : f(rk) ! 0 as k ! 1g, then I  A is an ideal. Thus
9 2 MA, such that I  ker . If g 2 A \ D(), then g   g() 2 I  ker ,
therefore  (g) = g() = '(g) and so  jA\D() = '.
3.2 Innite version for M(D(
Pk
i=1 aii))
The corona theorem for H1(D) and M(D) has been generalized to innitely many
functions (see Rosenblum [58], Tolokonnikov [69] and Trent [73]). The innite version,
given by Rosenblum [58] and Tolokonnikov [69], can be formulated as follows (see also
Uchiyama [74], Trent [72]):
Theorem 3.2.1. Let f'jg1j=1  H1(D). Suppose that
0 < 2 
1X
j=1
j'j(z)j2  1; for all z 2 D:
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Then there exists fejg1j=1  H1(D) such that
P1
j=1 'jej = 1 and supz2D
P1
j=1 jej(z)j2 
C0
2
ln 1
2
, where C0 is a constant.
In this section, we consider Dl2(k), or 11 D(k), which can be considered as l2-
valued D(k) space, where k =
Pk
i=1 aii . If F = (f1; f2; : : :) 2 11 D(k), then the
norm is dened by
kFk211 D(k)
=
Z 2
0
kF (eit)k2l2
dt
2
+
Z
T
Z 2
0
kF (eit)  F ()k2l2
jeit   j2
dt
2
dk()
=
1X
j=1
kfjk2D(k):
Given f'jg1j=1  M(D(k)), we let (z) = ('1(z); '2(z); : : :). We use M to denote
the (column) operator from D(k) to 11 D(k) dened by
M(f) = f'jfg1j=1 for f 2 D(k):
Note that the pointwise hypothesis
P1
j=1 j'j(z)j2  1 in Theorem 3.2.1 implies that
the operator T dened on H
2(D) in analogy to that of M is bounded and kTk =
supz2D(
P1
j=1 j'j(z)j2)
1
2 . Since M(D(k)) = D(k) \ H1(D), the pointwise upper
bound hypothesis will not be sucient to conclude that M is bounded from D(k)
to 11 D(k). Thus, we will replace the assumption
P1
j=1 j'j(z)j2  1 for z 2 D by
the condition kMk  1.
First, we consider M(D(1)).
The following Lemma can be derived from [73, Lemma 6] (see also [60]), we include
a proof here for completeness.
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Lemma 3.2.2. Let fajg1j=1 2 l2 and A = (a1; a2; : : :) 2 B(l2;C). Then there exists an
11 matrix QA, such that the entries of QA belong to the set f0;aj : j = 1; 2; : : :g
and QA satises
(a) range of QA  kernel of A.
(b) (AA)I   AA = QAQA.
(c) If fdjg1j=1 2 l2 and D = (d1; d2; : : :), then
(AD>)I  D>A = QAQ>D:
Proof. For k = 1; 2;    ; let Ck =
0BBBBBBBBBBBBBBB@
0 0 0   
...
...
...
. . .
ak+1 ak+2 ak+3   
 ak 0 0   
0  ak 0   
0 0  ak   
...
...
...
. . .
1CCCCCCCCCCCCCCCA
where the rst k   1 rows of Ck have only 0 entries.
Then
CkC

k =
0BBBBBBBBBBBBBBB@
0    0 0 0 0   
... 0
...
...
...
...   
0    0 0 0 0   
0    0 P1j=k+1 jajj2  akak+1  akak+2   
0    0  akak+1 jakj2 0   
0    0  akak+2 0 jakj2   
...
...
...
...
...
...
. . .
1CCCCCCCCCCCCCCCA
thus
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1X
k=1
CkC

k =
0BBBBBB@
P
k 6=1 jakj2  a1a2  a1a3   
 a2a1
P
k 6=2 jakj2  a2a3   
 a3a1  a3a2
P
k 6=3 jakj2   
...
...
...
. . .
1CCCCCCA
= AAI   AA:
Let QA = [C1; C2;    ] 2 B(11 l2; l2), then AAI   AA = QAQA.
We need one lemma before we prove the corona theorem for innitely many functions
in M(D(1)).
Lemma 3.2.3. Let f'jg1j=1 M(D(1)). Then
(i) M is a bounded operator if and only if
P1
j=1 k'jk2D(1) and supz2D
P1
j=1 j'j(z)j2
are nite.
(ii) If kMk  1 and 0 < 2 
P1
j=1 j'j(z)j2 for all z 2 D, then
(1) = ('1(1); '2(1); : : :) 6= 0:
(iii) If kMk  1 and f =
P1
i=1['i 'i(1)]'i(1), then f 2M(D(1)) and f(1) = 0.
Proof. (i): Suppose that M is bounded from D(1) to 11 D(1) with kMk  1,
then supz2D
P1
j=1 j'j(z)j2  1 (see [73]). Let f = 1 2 D(1), then
1X
j=1
k'jk2D(1) = kMfk211 D(1)
 kMk2k1kD(1)  1:
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Conversely suppose supz2D
P1
j=1 j'j(z)j2  1 and
P1
j=1 k'jk2D(1)  1. Let f 2 D(1),
suppose f = f(1) + (z   1)g for some g 2 H2(D), then D1(f) = kgk2H2(D) and
kMfk211 D(1) =
1X
j=1
k'jfk2D(1)
=
1X
j=1
k'jfk2H2(D) +
1X
j=1
k'jf   ('jf)(1)
z   1 k
2
H2(D)
 kfk2H2(D) +
1X
j=1
h
2k'jf(1)  ('jf)(1)
z   1 k
2
H2(D) + 2k
'jg(z   1)
z   1 k
2
H2(D)
i
 kfk2H2(D) + 2jf(1)j2
1X
j=1
D1('j) + 2kgk2H2(D)
 2kfkD(1) + 2jf(1)j2:
Since jf(1)j  CkfkD(1) (see [63]), we conclude that M is bounded from D(1) to
11 D(1).
(ii): Suppose fgjg1j=1  H2(D) such that
'j(z) = 'j(1) + (z   1)gj(z); and D1('j) = kgjk2H2(D); j = 1; 2;    :
Note that
j'j(z)j2  j'j(1)j2 + jz   1j2jgj(z)j2 + 2j'j(1)jjz   1jjgj(z)j
 (1 + )j'j(1)j2 + (1 + 1

)jz   1j2jgj(z)j2;
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where  is any positive number. Then we have
2 
1X
j=1
j'j(z)j2 
1X
j=1
(1 + )j'j(1)j2 + (1 + 1

)jz   1j2jgj(z)j2

1X
j=1
(1 + )j'j(1)j2 + (1 + 1

)
jz   1j2
1  jzj2
1X
j=1
k'jk2D(1)

1X
j=1
(1 + )j'j(1)j2 + (1 + 1

)
jz   1j2
1  jzj2 for all z 2 D;
where in the last inequality we used part (i). Let z = r ! 1  we get
2 
1X
j=1
(1 + )j'j(1)j2 := (1 + )j(1)j2:
Let  ! 0, we have j(1)j2 =P1j=1 j'j(1)j2  2, thus (1) = ('1(1); '2(1); : : :) 6= 0.
(iii) Suppose kMk  1 and f =
P1
i=1['i   'i(1)]'i(1), then f 2 H1(D) and
kfk2D(1) = k
1X
i=1
['i   'i(1)]'i(1)k2D(1)

1X
i=1
k'i   'i(1)k2D(1)
1X
i=1
j'i(1)j2
 2
h 1X
i=1
k'ik2D(1) +
1X
i=1
j'i(1)j2
i 1X
i=1
j'i(1)j2
 4;
where in the last inequality we used part (i).
For any k 2 N, let fk =
Pk
i=1['i   'i(1)]'i(1). Then fk ! f 2 D(1), note that
fk(1) = 0 and point evaluation at 1 is continuous, we conclude that f(1) = 0.
Now we can prove the corona theorem for M(D(1)).
Theorem 3.2.4. Let f'jg1j=1  M(D(1)). Suppose that kMk  1 and 0 < 2 P1
j=1 j'j(z)j2 for all z 2 D. Then there exists fbjg1j=1 M(D(1)) such that
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(i) (z)B(z)> = 1 for all z 2 D, and
(ii) kMBk  1"(2 + 8C02 ln 12 )1=2.
Proof. (i): By Theorem 3.2.1, there exists an E 2 H1l2 (D) such that
(z)E(z)> = 1 for z 2 D;
and
kEk2H1
l2
(D) := sup
z2D
1X
j=1
jej(z)j2  C0
2
ln
1
2
:
Let A = (z); D = E(z) in Lemma 3.2.2, then
I   E(z)>(z) = Q(z)Q>E(z);
thus
I = E(z)>(1) + E(z)>((z)  (1)) +Q(z)Q>E(z): (3.2.1)
Let (1) = ('1(1); '2(1); : : :)>, then j(1)j2 = (1)(1) and
(1) = E(z)>j(1)j2 + E(z)>[(z)  (1)](1) (3.2.2)
+Q(z)Q
>
E(z)(1)
:
By Lemma 3.2.3 we have (1) = ('1(1); '2(1); : : :) 6= 0, then from (3.2.2) we have
(1)
j(1)j2 = E(z)
> + E(z)>
[(z)  (1)](1)
j(1)j2 +Q(z)Q
>
E(z)
(1)
j(1)j2 ;
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therefore,
E(z)> +Q(z)Q>E(z)
(1)
j(1)j2 =
(1)
j(1)j2  
[(z)  (1)](1)
j(1)j2 E(z)
>
=
(1)
j(1)j2  
P1
i=1['i(z)  'i(1)]'i(1)
j(1)j2 E(z)
>:
Let B(z)> = E(z)> +Q(z)Q>E(z)
(1)
j(1)j2 . From Lemma 3.2.2, we have
(z)B(z)> = 1 for z 2 D;
and
bj(z) =
'j(1)
j(1)j2  
P1
i=1['i(z)  'i(1)]'i(1)
j(1)j2 ej(z); j = 1; 2; 3;    :
By Lemma 3.2.3 we have f :=
P1
i=1['i 'i(1)]'i(1) 2M(D(1)) and f(1) = 0. Thus
from Lemma 3.1.2 we have bj 2 H1(D) \D(1) =M(D(1)); j = 1; 2;    .
(ii): Let f 2 D(1), then
1X
j=1
kbjfk2D(1)
 2j(1)j4
h 1X
j=1
k'j(1)fk2D(1) +
1X
j=1
k
1X
i=1
['i   'i(1)]'i(1)ejfk2D(1)
i
 2j(1)j4
h
j(1)j2kfk2D(1) +
1X
j=1
1X
i=1
k['i   'i(1)]ejfk2D(1)j(1)j2
i
=
2
j(1)j2
h
kfk2D(1) +
1X
j=1
1X
i=1
k['i   'i(1)]ejfk2D(1)
i
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Note that
1X
j=1
1X
i=1
k['i   'i(1)]ejfk2D(1) (3.2.3)
=
1X
j=1
1X
i=1
k['i   'i(1)]ejfk2H2(D) +
1X
j=1
1X
i=1
k'i   'i(1)
z   1 ejfk
2
H2(D)
 kEk2H1
l2
(D)
1X
i=1
h
k('i   'i(1))fk2H2(D) + k
'i   'i(1)
z   1 fk
2
H2(D)
i
= kEk2H1
l2
(D)
1X
i=1
k('i   'i(1))fk2D(1)
 2kEk2H1
l2
(D)
h 1X
i=1
k'ifk2D(1) +
1X
i=1
k'i(1)fk2D(1)
i
 2kEk2H1
l2
(D)
h
kMk2 + j(1)j2
i
kfk2D(1)
 4kEk2H1
l2
(D)kfk2D(1):
Thus
1X
j=1
kbjfk2D(1) 
2
j(1)j2
h
kfk2D(1) + 4kEk2H1
l2
(D)kfk2D(1)
i
;
therefore
kMBk 
h 2
j(1)j2 (1 + 4kEk
2
H1
l2
(D))
i1=2
 1
"
(2 + 8
C0
2
ln
1
2
)1=2;
where in the last inequality we used j(1)j  " in the proof of Lemma 3.2.3.
Remark 3.2.5. From equation (3.2.1), we can get another corona solution D(z) =
(d1(z); d2(z);    ; ) such that
1X
j=1
'j(z)dj(z) = 1; z 2 D: (3.2.4)
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Suppose j'1(1)j = maxfj=1;2;:::g j'j(1)j, let d1(z) = 1'1(1)  
'1(z) '1(1)
'1(1)
e1(z), dj(z) =
 '1(z) '1(1)
'1(1)
ej(z); j = 2; 3;    . Then (3.2.4) is satised and we have
kMDk 
h 2
j'1(1)j2 + 4
 k'1k2M(D(1))
j'1(1)j2 + 1
C0
2
ln
1
2
i1=2
;
but in this case the bound of the corona solution depends on the chosen '1. It would
be of interest to determine the best possible bound for the solution B in terms of kMk
and ".
For general k, we have the following theorem.
Theorem 3.2.6. Let f'jg1j=1 M(D(k)). Suppose that
kMk  1 and 0 < 2 
1X
j=1
j'j(z)j2 for all z 2 D:
Then there exists fbjg1j=1 M(D(k)) such that
(i) (z)B(z)> = 1 for all z 2 D, and
(ii) kMBk  1"

2 + 16kMBk 1k2
1=2
, where Bk 1 is the solution for the corona
theorem in M(D(k 1)).
Proof. The idea is the same as in Theorem 3.2.4. We sketch a proof here.
If k = 1, then by Theorem 3.2.4, it is true.
Suppose k = l  1, it is true.
If k = l+1, note that f'jg1j=1 M(D(l+1)) M(D(l)), by induction, there exists
fejg1j=1 M(D(l)) such that
(z)E(z)> = 1 for z 2 D;
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and
kMEk  1
"

2 + 16kMBl 1k2
1=2
;
Following the same argument as in Lemma 3.2.3, we have (l+1) = ('1(l+1); '2(l+1); : : :) 6=
0 and
I = E(z)>(l+1) + E(z)>((z)  (l+1)) +Q(z)Q>E(z): (3.2.5)
Thus
bj(z) =
'j(l+1)
j(l+1)j2  
P1
i=1['i(z)  'i(l+1)]'i(l+1)
j(l+1)j2 ej(z) 2M(D(l));
and (z)B(z)> = 1 for all z 2 D.
Now we estimate kMBk. Let f 2 D(l+1), then
1X
j=1
kbjfk2D(l+1)
 2j(l+1))j2
h
kfk2D(l+1) +
1X
j=1
1X
i=1
k['i   'i(l+1))]ejfk2D(l+1)
i
:
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Suppose l+1 = l + l+1 , note that using inequality (3.2.3) we have
1X
j=1
1X
i=1
k['i   'i(l+1))]ejfk2D(l+1)

1X
j=1
1X
i=1
k['i   'i(l+1))]ejfk2D(l)
+
1X
j=1
1X
i=1
k['i   'i(l+1))]ejfk2D(l+1 )

1X
i=1
kMEk2k['i   'i(l+1))]fk2D(l) + 4kEk2H1l2 (D)kfk
2
D(l+1 )
 kMEk22
h
kMk+ j(l+1)j2)
i
kfk2D(l+1) + 4kEk2H1l2 (D)kfk
2
D(l+1 )
 4kMEk2kfk2D(l+1) + 4kMEk2kfk2D(l+1)
= 8kMEk2kfk2D(l+1):
Thus
1X
j=1
kbjfk2D(l+1) 
2
j(l+1))j2
h
kfk2D(l+1) + 8kMEk2kfk2D(l+1)
i
 1
"2

2 + 16kMEk2

kfk2D(l+1);
and so kMBk  1"

2 + 16kMEk2
1=2
.
3.3 Wol's ideal theorem for M(D(
Pk
i=1 aii))
Carleson's corona theorem states that the ideal generated by nitely many functions
f'jgnj=1  H1(D) is the entire space H1(D) given that
Pn
j=1 j'j(z)j2   > 0 for all
z 2 D and some  > 0. In an eort to classify ideal membership for nitely-generated
ideals in H1(D), Wol ([32]) proved the following theorem.
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Theorem 3.3.1. If f'jgnj=1  H1(D), H 2 H1(D) and
jH(z)j 
 nX
j=1
j'j(z)j2
1=2
for all z 2 D: (3.3.1)
Then H3 2 I(f'jgnj=1), the ideal generated by f'jgnj=1 in H1(D).
It is shown by Rao ([32]) that condition (3.3.1) is not sucient for H to be in
I(f'jgnj=1), also Treil ([71]) has shown that condition (3.3.1) is not sucient for
H2 to be in I(f'jgnj=1).
Recently, Banjade and Trent [12], [13] proved the Wol's ideal theorem for the
multiplier algebra of the Dirichlet space and the multiplier algebra of the weighted
Dirichlet space. Also Banjade, Holloway and Trent [14] proved the Wol's ideal
theorem on certain subalgebras of H1(D).
If we consider the radical of the ideal I(f'jgnj=1),
Rad(f'jgnj=1) = fG 2 H1(D) : 9m 2 N with Gm 2 I(f'jgnj=1)g;
then (3.3.1) gives a characterization of radical ideal membership. That is, G 2
Rad(f'jgnj=1) if and only if there existsm 2 N such that jGm(z)j 
Pn
j=1 j'j(z)j2
1=2
for all z 2 D.
In this section, we consider Wol's ideal theorem for M(D(k)), where k =Pk
i=1 aii .
First, we introduce the harmonic Dirichlet - type spaces.
Denition 3.3.2. The harmonic Dirichlet - type space HD() is the set of all
functions f 2 L2(T) such that D(f) is integrable with respect to , where D(f) :=R 2
0
jf(eit) f()
eit  j2 dt2 is the local Dirichlet integral of f at . Dene the norm by
kfk2HD() = kfk2L2(T) +
R
TD(f)d().
The following Proposition is in [23].
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Proposition 3.3.3. Let f be a harmonic function on D of the form f = f+ + f ,
where f+; f  2 D() and f (0) = 0. ThenZ
T
D(f)d() =
Z
D
(j@f
@z
j2 + j@f
@z
j2)'dA =
Z
D
(jf 0+j2 + jf 
0j2)'dA: (3.3.2)
Remark 3.3.4. For any f 2 HD(), let f(z) = (Pf)(z) be the harmonic extension
of f to D. Then f satises equation (3.3.2), and in the usual way, elements of HD()
can be regarded as functions on T. As pointed out in [23], HD() is a reproducing -
kernel Hilbert space containing D() as a closed subspace.
First we consider k = 1, and we have the following theorem.
Theorem 3.3.5. If f'jgnj=1 M(D(1)), H 2M(D(1)) and
jH(z)j 
 nX
j=1
j'j(z)j2
1=2
for all z 2 D: (3.3.3)
Then H3 2 I(f'jgnj=1).
Proof. Let  j(z) = H(z)'j(z)=
Pn
k=1 j'k(z)j2; j = 1;    ; n, then
j j(z)j  1; and
nX
j=1
'j(z) j(z) = H(z); z 2 D:
Also there exist ajk(z); j; k = 1;    ; n (see Garnett [32, P320]). with
jajk(z)j  C(n); and @ajk(z)
@z
= H(z) j(z)
@ k(z)
@z
; z 2 D:
Let
ej(z) = H
2(z) j(z) +
nX
k=1
 
ajk(z)  akj(z)

'k(z); j = 1;    ; n; (3.3.4)
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then
ej 2 H1(D); and
nX
j=1
'j(z)ej(z) = H
3(z); z 2 D:
Case 1. If (1) = ('1(1);    ; 'n(1)) = (0;    ; 0), then from (3.3.3) we have H(1) =
0. Thus by Proposition 3.3.3 and Lemma 3.1.2 we have ej 2 H1(D) \ D(1); j =
1;    ; n. Let bj(z) = ej(z); j = 1;    ; n, then
ej 2 H1(D) \D(1); and
nX
j=1
'j(z)ej(z) = H
3(z); z 2 D:
Case 2. If (1) = ('1(1);    ; 'n(1)) 6= (0;    ; 0), note that there exist Q(z) and
QE(z) such that
(z)E(z)>I   E(z)>(z) = Q(z)Q>E(z);
thus
H3(z) = E(z)>(1) + E(z)>((z)  (1)) +Q(z)Q>E(z):
Let (1) = ('1(1); '2(1); : : :)>, then j(1)j2 = (1)(1) and
H3(z)(1) = E(z)>j(1)j2 + E(z)>[(z)  (1)](1)
+Q(z)Q
>
E(z)(1)
;
therefore,
E(z)> +Q(z)Q>E(z)
(1)
j(1)j2 = H
3(z)
(1)
j(1)j2
 E(z)> [(z)  (1)](1)

j(1)j2 :
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Let B(z)> = H3(z) (1)

j(1)j2   E(z)> [(z) (1)](1)

j(1)j2 , then
bj = H
3 'j(1)
j(1)j2  
Pn
k=1
 
'k   'k(1)

'k(1)
j(1)j2 ej
2M(D(1)); j = 1; 2;    ; n;
and (z)B(z)> = H3(z).
For general k, let k =
Pk
i=1 aii , where ai's are positive numbers, i's are in T. We
have
Theorem 3.3.6. If f'jgnj=1 M(D(k)), H 2M(D(k)) and
jH(z)j 
 nX
j=1
j'j(z)j2
1=2
for all z 2 D:
Then H3 2 I(f'jgnj=1).
Proof. For simplicity, we consider k = 2 and 2 = 1 + 2 .
Case 1. If (2) = ('1(2);    ; 'n(2)) = (0;    ; 0), we dene ej as in (3.3.4), then
we have ej 2M(D(2)); j = 1; 2;    ; n.
If (1) = (0;    ; 0), then ej is also in M(D(1)), thus ej 2M(D(2)). Let bj = ej,
then
Pn
j=1 'j(z)ej(z) = H
3(z); z 2 D.
If (1) 6= (0;    ; 0), let
bj = H
3 'j(1)
j(1)j2  
Pn
k=1
 
'k   'k(1)

'k(1)
j(1)j2 ej
2M(D(1)); j = 1; 2;    ; n;
then bj 2M(D(2)) and
Pn
j=1 'j(z)bj(z) = H
3(z); z 2 D.
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Case 2. If (2) 6= (0;    ; 0), let
bj = H
3 'j(2)
j(2)j2  
Pn
k=1
 
'k   'k(2)

'k(2)
j(2)j2 fj; j = 1; 2;    ; n;
where fj 2 M(D(1)) such that
Pn
j=1 'j(z)fj(z) = H
3(z); z 2 D, then we have
bj 2M(D(2)) and
Pn
j=1 'j(z)bj(z) = H
3(z); z 2 D.
Corollary 3.3.7. If f'jgnj=1 M(D(k)), H 2M(D(k)). Suppose that there exists
m 2 N such that
jHm(z)j 
 nX
j=1
j'j(z)j2
1=2
for all z 2 D:
Then H 2 Rad(f'jgnj=1).
Now we consider innitely many functions.
Theorem 3.3.8. Let f'jg1j=1 M(D(1)), H 2M(D(1)). Suppose that kMk  1
and
jH(z)j 
 1X
j=1
j'j(z)j2
1=2
for all z 2 D:
Then there exist fbjg1j=1  M(D(1)) such that
P1
j=1 'j(z)bj(z) = H
4(z) for all
z 2 D.
Proof. Case 1. If (1) 6= (0; 0;    ), let
fj = H
3 'j(1)
j(1)j2  
Pn
k=1
 
'k   'k(1)

'k(1)
j(1)j2 ej; j = 1; 2;    ;
where ej 2 H1(D) such that
Pn
j=1 'j(z)ej(z) = H
3(z); z 2 D. Then we have fj 2
M(D(1)) and
Pn
j=1 'j(z)fj(z) = H
3(z); z 2 D. Let bj = Hfj, then bj 2 M(D(1))
and
Pn
j=1 'j(z)bj(z) = H
4(z); z 2 D.
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Case 2. If (1) = (0; 0;    ), then by kMk  1 we have H(1) = 0. Let bj = Hej,
where ej 2 H1(D) such that
Pn
j=1 'j(z)ej(z) = H
3(z); z 2 D. Then we have bj 2
M(D(1)) and
Pn
j=1 'j(z)bj(z) = H
4(z); z 2 D.
Question 3.3.9. Let f'jg1j=1 M(D(1)), H 2M(D(1)). Suppose that kMk  1
and
jH(z)j 
 1X
j=1
j'j(z)j2
1=2
for all z 2 D:
Does there exist fbjg1j=1  M(D(1)) such that
P1
j=1 'j(z)bj(z) = H
3(z) for all
z 2 D?
By induction we have
Theorem 3.3.10. Let f'jg1j=1 M(D(k)), H 2M(D(k)). Suppose that kMk 
1 and
jH(z)j 
 1X
j=1
j'j(z)j2
1=2
for all z 2 D:
Then there exist fbjg1j=1  M(D(k)) such that
P1
j=1 'j(z)bj(z) = H
3+k(z) for all
z 2 D.
3.4 Bass stable rank for M(D(
Pk
i=1 aii))
The notion of stable rank of a ring was introduced by Bass [15] to facilitate
computations in algebraic K-theory.
Denition 3.4.1. Let A be any ring with identity 1. An n-tuple a = (a1; : : : ; an) 2
An is called unimodular or invertible, if there exists an n-tuple b = (b1; : : : ; bn) 2 An
such that
Pn
i=1 aibi = 1. The set of all invertible n-tuples is denoted by Un(A). An
(n+1)-tuple x = (x1; : : : ; xn+1) 2 An+1 is called reducible, if there exists an n-tuple
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y = (y1; : : : ; yn) such that (x1+y1xn+1; : : : ; xn+ynxn+1) is invertible. The Bass stable
rank of A is the least n such that every invertible (n+1)-tuple is reducible.
In recent years, the Bass stable rank has been studied by many authors in the setting
of Banach algebras. Jones, Marshall and Wol [40] showed that the Bass stable rank
of the disc algebra A(D) is one; Treil [70] proved that the Bass stable rank of H1(D)
is one; and in [47], Mortini, Sasane and Wick showed that the Bass stable rank of
C + BH1 and AB are one as well. In this subsection, we show that the Bass stable
rank of M(D(k)) is also one, where k =
Pk
i=1 aii .
First, we prove that the Bass stable rank ofM(D(1)) = D(1)\H1(D) is one.
Lemma 3.4.2. The Bass stable rank of D(1) \H1(D) is one.
Proof. Let (f; h) be a unimodular pair in (D(1)\H1(D))2, i.e., there exists (g1; g2) 2
(D(1) \H1(D))2 such that fg1 + hg2 = 1. Then infz2D jf(z)j+ jh(z)j :=  > 0.
Case 1. If f(1) 6= 0, then we claim (f; (f   f(1))h) is unimodular.
In fact, if z 2 D is such that jf(z)  f(1)j  jf(1)j
2
, then jf(z)j+ j(f(z)  f(1)h(z)j 
jf(z)j+ jf(1)j
2
jh(z)j  minf1; jf(1)j
2
g.
If z 2 D is such that jf(z)   f(1)j  jf(1)j
2
, then jf(z)j = jf(z)   f(1) + f(1)j 
jf(1)j   jf(z)  f(1)j  j jf(1)j
2
j, and so jf(z)j+ j(f(z)  f(1)h(z)j  jf(z)j  j jf(1)j
2
j.
Thus, (f; (f   f(1))h) is unimodular. By Theorem 1 in [70], there is some element
g 2 H1(D) such that f+g[(f f(1))h] is invertible inH1(D). Note that g(f f(1)) 2
D(1)\H1(D), by the corona theorem for M(D(1)), we get that f + g[(f   f(1))h]
is also invertible in D(1) \H1(D).
Case 2. If f(1) = 0, then h(1) 6= 0, since infz2D jf(z)j + jh(z)j :=  > 0. We claim
the pair (f + h; h) is unimodular: By the corona theorem for M(D(1)), there exists
(g1; g2) 2 (D(1) \H1(D))2 such that fg1 + hg2 = 1, so (f + h)g1 + h(g2   g1) = 1,
which implies (f + h; h) is unimodular.
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By Case 1, there exists some g 2 D(1)\H1(D), such that (f + h) + gh is invertible
in D(1)\H1(D). Note that (f+h)+gh = f+(1+g)h, and 1+g 2 D(1)\H1(D),
we are done.
Now we show the Bass stable rank of M(D(1)\D(2)) = D(1)\D(2)\H1(D)
is one.
Lemma 3.4.3. The Bass stable rank of D(1) \D(2) \H1(D) is one.
Proof. Let (f; h) be a unimodular pair in (D(1) \D(2) \H1(D))2.
Case 1. f(2) 6= 0. As in Lemma 3.4.2 we conclude that (f; (f   f(2))h) is
unimodular. Then by Lemma 3.4.2, there exists some g 2 D(1) \ H1(D) such
that f + g[(f   f(2))h] is invertible in D(1) \ H1(D). Note that g(f   f(2)) 2
D(1) \ D(2) \ H1(D), by the corona theorem for M(D(1) \ D(2)), we get
f + g[(f   f(1))h] is also invertible in D(1) \D(2) \H1(D).
Case 2. f(2) = 0. As in Lemma 3.4.2, we consider the pair (f + h; h) and conclude
that the Bass stable rank of D(1) \D(2) \H1(D) is one.
For general k, by induction we obtain that the Bass stable rank of M(D(k)) is
one.
Theorem 3.4.4. The Bass stable rank of M(D(k)) is one.
Topological Stable Rank for M(D(
Pk
i=1 aii))
Denition 3.4.5. Let A be a Banach algebra with identity 1. The topological stable
rank of A (denoted by tsr(A)) is the least n such that Un(A) is dense in An.
It is shown in [56] that bsr(A)  tsr(A).
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Note that z 2M(D(k)), where k =
Pk
i=1 aii , by the maximum modulus Theorem
or Hurwitz Theorem, z can not be uniformly approximated by invertible elements in
D(k). Thus tsr(M(D(k))  2.
Question 3.4.6. Is the topological stable rank of M(D(k)) two?
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