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ABSTRACT 
 
 Due to technological advances in bottom-up and top-down approaches in device 
fabrication, scientists have been able to construct devices that have dimensions on the orders of 
ones or tens of nanometers. Low-dimensional materials are of great interest due to the emergence 
of quantum effects and increased interactions between electrons, which can be exploited to create 
novel electronic devices. In this thesis, transport was studied in a variety of one- and two-
dimensional materials. In graphene, non-equilibrium tunneling spectroscopy was used to show 
that phonon-electron interactions was the mechanism to cool electrons. For InSb nanowires, a 
method of fabricating clean, ordered metallic contacts was found and was extended to create 
superconducting tunnel probes for the purpose of performing superconducting tunneling 
spectroscopy. Non-equilibrium tunneling spectroscopy to demonstrate the quality of the 
superconducting tunneling probes and further experimentation led to the discovery of ideal 
fabrication parameters. Nanowires of La2/3Sr1/3MnO3 were measured to observe the domain-
dominated physics observed in other similar colossal magnetoresistive materials, which 
manifests as multi-level noise. One of the first magnetoresistive measurements of ultrathin films 
of bismuth and bismuth-antimony are also presented, and it is shown that there are transport 
signatures consistent with the quantum size effect. 
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CHAPTER 1: Introduction 
 
Condensed matter physics is the study of the physical properties of matter when a large 
number of particles come together and form a liquid or a solid. Scientists typically study the 
specific properties that fall under categories of physics such as quantum mechanics, 
electromagnetism, and thermodynamics. Gravity is excluded because its effect on particle 
interactions is negligible and the field of particle physics studies interactions that are even more 
fundamental than those of condensed matter. One of the main difficulties of condensed matter 
systems is that the parameter space is colossal since there are myriad combinations of elements. 
The elements contain different properties at the atomic level which can induce a diverse cast of 
behavior. Changing the combination of elements is not the only way to discover new behavior; 
one could change the dimensions of a material or even change the relative composition of some 
combination of elements. 
This thesis will cover the physics of devices that have been bottom-up or top-down 
designed to transport electrons via a low-dimensional pathway. With regards to fundamental 
physics, this is an important problem because the confinement of a bulk material can reveal 
interesting physics. The path of modern technology almost requires that electronic devices shrink 
to its limits so that more information can be stored and processed in a smaller space. Intel uses 
photolithography to produce transistors whose dimensions are as low as 14 nm but practical 
concerns may soon prevent further development. While techniques like this remain dominant 
because of it can mass produce processors, it still is necessary to search out new types of 
architectures and devices to account for the ever-evolving necessities of computational power. 
Even though condensed matter physics is largely a study of interactions between particles, 
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especially interactions that give rise to emergent phenomena, it is also motivated by the fact that 
scientists and engineers must improve current technology to handle modern problems like 
cryptography and the monolithic Big Data. 
The 2004 paper by Geim and Novoselov heralded what one might call the “graphene era” 
[1]. Graphene is a 0.4 nm-thick sheet of carbon atoms arranged in a honeycomb lattice and 
boasts a number of interesting properties such as the emergence of Dirac fermions at low 
energies, which makes it an interesting playground of physics for scientists. Even today, after 
thousands of studies on the material (arXiv suggests that there are at least 12,000 results with a 
query of “graphene”), graphene and related structures still exhibit surprising properties such as 
superconductivity in twisted graphene bilayers [2]. Efforts to mass produce graphene have been 
slow because techniques such as chemical vapor deposition are still liable to produce grain 
boundaries [3], which disrupt the transport properties of perfectly crystalline graphene. Finding 
optimized growth techniques [4] to control such structures en masse would certainly change the 
industry. 
A few years later, Bernevig et al. demonstrated that the HgTe quantum wells could 
transition from a conventional insulator to one that is inverted [5]. Fu and Kane introduced the 
idea of topological insulators as it related to materials with an inversion symmetry in their lattice 
[6]. Soon after that, the idea of topological insulators was extended to include induced 
superconductivity [7], ultimately sparking a search for a Majorana fermion quasiparticle in 
topological insulator materials connected to superconductors. Not only is a Majorana fermion of 
extreme academic interest but it turns out that the Majorana fermion can form the basis of a 
topological computer; the act of braiding a Majorana quasiparticle in a 2+1 spacetime is 
protected against decoherence and could potentially be one of the frontrunners in the field of 
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quantum computing. The push for finding a Majorana quasiparticle in condensed matter systems 
such as InSb nanowires is particularly important because the braiding properties are unique to the 
condensed matter system.  
The study of materials such as these is important to obtaining a better understanding of 
how electrons can move in complicated systems. Identifying unique signatures from electronic 
transport enables scientists to further develop theories and rule out hypotheses. Moreover, 
gaining control over such processes can lead to a cycle of finding more new phenomena or it can 
develop into something scalable and benefit the world outside of academia. This thesis will be 
split into two parts: the first regarding superconducting tunneling spectroscopy work on graphene 
and InSb nanowires. The necessary theoretical concepts will be introduced in Chapter 2. Chapter 
3 will first discuss the basic physics of graphene and the results of similar work previously 
completed on carbon nanotubes; the experimental results of non-equilibrium tunneling 
spectroscopy on micron-sized constrictions of graphene will be presented and compared to 
simulations of a similar system whose scattering mechanism is dominated by electron-phonon 
interactions. Chapter 4 will first discuss initial work on ballistic, hybrid superconductor-InSb 
nanowire devices that was collaboratively performed with Stephen Gill and then present further 
work on the development of tunnel probe technology. The data from the tunneling conductance 
provides hints about the fabrication processes that result in consistent and robust 
superconducting tunnel probes. Majorana physics will not be discussed here because it is not the 
focus of this work. Rather, how this technology can be applied to studying Majorana fermions 
will be discussed. Chapter 5 will summarize the results and conclusions drawn from the 
tunneling spectroscopy performed on the graphene and InSb nanowire samples. The second part 
of this thesis will be split into two chapters. The first will discuss transport measurements on 
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La2/3Sr1/3MnO3 nanowires and its implications given that electrons must travel through magnetic 
domains with special conducting properties; the second one will report on ultrathin films of 
bismuth and bismuth-antimony alloys and demonstrate how the observed properties are 
consistent with the quantum size effect. 
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CHAPTER 2: Theoretical Background 
 
Non-equilibrium tunneling spectroscopy is the main technique to be presented in this 
thesis. A generic description of this experiment is that there is a one-dimensional object (e.g. a 
carbon nanotube or a nanowire grown by molecular beam epitaxy) whose ends are held at 
different chemical potentials and a tunnel probe is deposited at a location somewhere between 
the ends. The goal is to examine the energy distribution of the electrons to observe how electrons 
move and interact when granted some energy in an electric field. Prior to biasing the structure, 
the energy distribution of electrons follows the Fermi-Dirac distribution but biasing the nanowire 
has the effect of changing this distribution in a manner which is not necessarily a shift of the 
distribution in energy. The three shapes of distributions that can be observed are consequences of 
having transport characterized by scattering. To fully explain this, the Fermi-Dirac distribution, 
quantum tunneling, and the Boltzmann transport equation will be discussed.  
What truly permits one to consider real systems to be one-dimensional are factors such as 
confinement, which create potential barriers at the boundaries of the lattice. The number of 
modes, each mode providing a conductance of 𝑒𝑒2/ℎ, is a clue of the type of transport within the 
object and lower numbers of modes suggest that a material is lower in dimension. Mesoscopic 
physics will be introduced to describe the transport of a low number of modes. 
In addition, an overview of superconductivity will be given because it is essential to 
understanding non-equilibrium tunneling spectroscopy. The implementation in this thesis uses a 
superconducting tunneling probe and the reason why it works is because of the shape of the 
density of states of a BCS superconductor. 
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2.1 Superconductivity 
 
In 1957 Bardeen, Cooper, and Schrieffer proposed a new framework that predicted 
superconductivity from a microscopic perspective [8]. Carriers of superconductivity were 
imagined as pairs of electrons whose existence depended upon the exchange of phonons in the 
material, motivated by the isotope effect observed in superconducting mercury [9]. One of the 
main successes of this theory was that it explained the origin of the superconducting “fluid” that 
was assumed in the previous phenomenological theories. The following sections will cover the 
BCS theory of superconductivity while invoking some material from the phenomenological 
theories. Non-equilibrium tunneling spectroscopy requires that one understands the form of the 
BCS density of states. References to previous work in Chapter 4 involve the ideas of Andreev 
processes, which will be covered at the end of this section. 
 
2.1.1 Cooper Pairs 
 
Cooper imagined a simple picture in which a pair of electrons are excited above a Fermi 
sea [10]. The Fermi sea itself does not interact aside from the Pauli Exclusion Principle, which 
precludes more than one electron from occupying the same quantum state. Here, the two excited 
electrons interact via a two-body potential V, the form of which is not assumed. The Hamiltonian 
is given by: 
𝐻𝐻 = �𝜖𝜖𝑘𝑘�⃗ 𝑛𝑛𝑘𝑘�⃗ ,𝜎𝜎 + �𝑉𝑉𝑘𝑘�⃗ ,𝑙𝑙𝑐𝑐𝑘𝑘�⃗ ,↑∗ 𝑐𝑐𝑘𝑘�⃗ ,↓∗ 𝑐𝑐𝑙𝑙,↓𝑐𝑐𝑙𝑙,↑
𝑘𝑘�⃗ ,𝑙𝑙𝑘𝑘�⃗ ,𝜎𝜎  
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It consists of two summations over the wave vectors 𝑘𝑘�⃗ , one describing the energies of electrons 
with wavenumber k and a spin σ and the other describing the potential between electrons, which 
are represented by the field operator 𝑐𝑐𝑘𝑘�⃗ ,𝜎𝜎. 
 There exists a diagonalized matrix of the Hamiltonian H that can yield the eigenenergies 
given the electron interactions. To fully solve for the eigenvalues, an approximation can be made 
where the Vk,l is simply –V for the states whose energies are within ħωc of the Fermi energy. 
Given this, the diagonalized Hamiltonian has an entry: 
 𝐸𝐸 = 2𝜖𝜖𝑘𝑘�⃗ − 2ℏ𝜔𝜔𝑐𝑐𝑒𝑒−2𝑁𝑁(0)/𝑉𝑉 
The proper interpretation is that there exists a bound state, even if the potential is arbitrarily 
small. The assumption that Vk,l = –V suggests that this potential is attractive between electrons. 
Knowing that electrons repel each other via Coulomb interactions, an alternate reason to explain 
the pairing of electrons must be given. 
 
 
Figure 1: A depiction of Cooper pairs in a superconductor. An electron attracts positively-charged 
nuclei. This accumulates a net positive charge in some volume, which is attractive to other electrons. The 
green circle indicates a Cooper pair. 
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2.1.2 Origin of the Attractive Interaction 
 
Classical theories of metals typically encode the effect of the nucleic potential into the 
Hamiltonian. Accounting for differences between experiment and theory requires granting 
electrons an effective mass and assuming that these electrons travel in free space.  By only 
accounting for electrons, a conclusion that could be made is that there is only a repulsive force. 
To “create” an attractive force, one must consider the fact that the lattice itself moves and shifts. 
Here, the simple picture is depicted by Figure 1. Electrons move through the lattice and nuclei 
are attracted towards the negative charges. Concentrating the positively-charged nuclei in certain 
locations has the effect of attracting an electron to that location so it seems like an electron is 
attracted to another one. 
 
2.1.3 BCS Density of States 
 
Given the ground state and the Hamiltonian, the excitation energy of a quasiparticle with 
wavevector 𝑘𝑘�⃗  may be found. The exact details of the calculation may be found in Tinkham’s 
Introduction to Superconductivity [11], and the final expression is given by: 
𝐸𝐸𝑘𝑘�⃗ = �𝜉𝜉𝑘𝑘�⃗2 + �Δ𝑘𝑘�⃗ �2  
The single-particle energy is clearly a function of the superconducting energy gap Δ and the 
single-particle energy ξ relative to the Fermi energy. 
For BCS superconductors, the density of states is a very simple expression. Quasiparticle 
excitations are fermions represented by the γ and naturally should have a one-to-one 
correspondence with the typical fermion creation and destruction operators, c. For this reason, if 
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one were to count the number of states given some differential in energy, then the following 
expression must follow: 
𝑁𝑁𝑆𝑆(𝐸𝐸)𝑑𝑑𝐸𝐸 = 𝑁𝑁𝑛𝑛(𝜉𝜉)𝑑𝑑𝜉𝜉 
The ratio of the density of states must be given by: 
𝑁𝑁𝑆𝑆(𝐸𝐸)
𝑁𝑁(0) = 𝑑𝑑𝜉𝜉𝑑𝑑𝐸𝐸 = 𝐸𝐸√𝐸𝐸2 − Δ2  (if 𝐸𝐸 > Δ; 0 otherwise) 
An assumption here is that the region of interest lies within a small range away from the Fermi 
energy so 𝑁𝑁(𝐸𝐸) = 𝑁𝑁(0) if that value is taken as a constant. Figure 2 demonstrates that the 
density of states for a superconductor looks like, up to an arbitrary constant. 
 
 
Figure 2: The BCS density of states, which has a singularity at 𝜖𝜖 = 𝛥𝛥. The fact that is contains such a 
structure is important for non-equilibrium tunneling spectroscopy because it allows for the amplification 
of small signals. 
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2.1.4 Andreev Reflection and Bound States 
 
Superconductors may be connected to normal metals and can exhibit a phenomenon 
known as Andreev reflection under the correct conditions. This occurs in the limit where there is 
no energetic barrier at the interface between the superconductor and the metal. In other words, 
the interface must not have a scattering center or anything else that could create a potential 
profile. Electrons that are incident from the normal metal may have an energy 𝐸𝐸 < Δ . However, 
one issue is that quasiparticles cannot exist within the gap; quasiparticles only exist in a 
superconductor when 𝐸𝐸 > Δ. For an electron to move through the interface, the electron must 
pair up and a hole must be reflected back from the interface. To be exact, the quasiparticle does 
not immediately transform into supercurrent, but it does so over the distance of the 
superconducting coherence length. This process is energy-preserving because the hole is the 
antiparticle of the electron that pairs up with the incident electron. Additionally, the net effect of 
this process is that a total charge of 2e is transferred across the interface. In systems that show 
quantum point contact behavior (explained in detail later in this chapter), an experimental 
signature of Andreev reflection is the doubling of quantized conductance steps [12]. Andreev 
reflection is the mechanism responsible for phenomena like proximitized superconductivity 
because it allows for the transformation of Cooper pairs into normal particles over the coherence 
length. While the electrons moving away from the interface are still within the coherence length, 
they are still considered paired up and can exhibit superconducting effects. 
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Figure 3: A schematic of Andreev reflection. A normal electron can transform into a Cooper pair if a hole 
of opposite spin is retroreflected. 
 
The superconductor-normal (S-N) metal junction structure may be extended such that a 
normal metal now completely surrounds the superconductor to form an S-N-S structure. 
Additionally, the normal metal must have an energy structure with discrete levels. Instead of 
examining what occurs at a single interface, one must understand how Cooper pairs are formed 
or destroyed at both N-S interfaces. Supposing that the S-N-S structure lies along the x-axis, we 
can understand the formation of Andreev bound states as the creation of standing waves from the 
Andreev reflections that occur at both the left and the right S-N interfaces. In the normal metal 
that links the two superconductors, there must be an electron moving to the right (without loss of 
generality, since the electron could very well move to the left) and a hole of opposite spin 
moving to the left. The left superconductor has a right-moving Cooper pair incident upon the left 
S-N interface, and the right superconductor has a right-moving Cooper pair moving away from 
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the right S-N interface. The creation of the Cooper pair in the right superconductor is simply the 
picture described in the previous paragraph, and the destruction of the Cooper pair in the left 
superconductor can be thought of as a time-reversed process of Cooper pair creation. 
Andreev bound states are, by definition of Andreev-reflected electrons, sub-gap states. 
The criteria that determine where within the gap the bound states form differ from system to 
system, though generally the states form because the material between the superconductors can 
form discrete states, which is the reason why Andreev bound states have been observed in both 
carbon nanotube and graphene systems. The subgap nature of Andreev bound states gives rise to 
the question of its exact relationship to the Majorana bound states. The short answer is that 
Majorana bound states are a very specific type of Andreev bound state [13], though not all 
Andreev bound states are Majorana bound states. 
 
 
Figure 4: A carbon nanotube is used as a junction in an SNS structure. Andreev bound states can be 
thought of as Andreev-reflected electrons and holes that move onto the various levels. The left image 
depicts how electrons and holes are continually reflected back and forth and the right image shows which 
states that the Andreev-reflected particles may inhabit. Reproduced from J.-D. Pillet et al. [14].  
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2.2 Mesoscopic Physics 
 
Mesoscopic physics is a subset of condensed matter physics that is defined as the physics 
of systems of materials that are larger than atoms but not large enough to be considered 
macroscopic. Here, the definition of macroscopic may be given an upper limit around the 
micrometer length scale. Because of the miniaturization of condensed matter systems, quantum 
effects may start to manifest. Particles look less like points and more like waves that can 
interfere with each other. To gain an intuition for why this is true, one can calculate the Fermi 
wavelength, 𝜆𝜆𝐹𝐹 = 2𝜋𝜋/𝑘𝑘𝐹𝐹, where 𝑘𝑘𝐹𝐹 is the Fermi wavevector. Electrons near the Fermi surface, 
where 𝐸𝐸𝐹𝐹 = (ℏ𝑘𝑘𝐹𝐹)2/2𝑚𝑚, contribute the most to the transport properties of a system because 
those electrons are easily excited into empty states. Therefore, if 𝜆𝜆𝐹𝐹~𝑑𝑑, where 𝑑𝑑 is the size of 
some sample, then quantum mechanics start to play a significant role in the transport properties. 
 
2.2.1 Landauer Formula and Quantized Conductance 
 
The model for examining electron transport in 1D nanostructures consists of a few 
components. Reservoirs are defined as locations that may inject electrons into a sample, or 
absorb incident electrons from the sample; the electrons in reservoirs are not coherent, as 
scattering processes completely randomize their phases. The sample under test is contacted on 
either side by reservoirs that have quasi-Fermi energies μ1 and μ2 and is considered to be a 
scattering center for electrons that travel between the reservoirs. The Landauer formula [15] 
provides a clear method to measure transport in such a system. More detail in the derivation may 
be seen in mesoscopic physics books by Ferry [16] and Datta [17]. 
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Mesoscopic systems contain subbands, which are analogous to transverse modes in 
electromagnetic waveguides. It is assumed that in general, electronic dynamics in the conduction 
band can be described by the following: 
�𝐸𝐸𝑐𝑐 + �𝑖𝑖ℏ∇�⃗ + 𝑒𝑒𝐴𝐴�22𝑚𝑚 + 𝑈𝑈(𝑟𝑟)�Ψ(𝑟𝑟) = 𝐸𝐸Ψ(𝑟𝑟) 
Here, 𝐸𝐸𝑐𝑐 is the energy at the bottom of the conduction band. The other energetic terms describe 
the kinetic and the potential energy. Ψ(𝑟𝑟) = exp(𝑖𝑖𝑘𝑘𝑥𝑥𝑥𝑥) exp�𝑖𝑖𝑘𝑘𝑦𝑦𝑦𝑦� exp(𝑖𝑖𝑘𝑘𝑧𝑧𝑧𝑧) are plane waves 
describing electrons that move through a conductor. Supposing that the magnetic field is zero 
and there is a confining potential only in the z-direction, two changes occur. First, the plane 
wave in the z-direction is described by a wave function 𝜙𝜙𝑛𝑛 where n is the number that describes 
the subband. Second, the energy spectrum is changed such that each subband may be described 
as such: 
𝐸𝐸 = 𝐸𝐸𝑐𝑐 + 𝜖𝜖𝑛𝑛,𝑧𝑧 + ℏ22𝑚𝑚  �𝑘𝑘𝑥𝑥2 + 𝑘𝑘𝑦𝑦2� 
The same logic may be applied to a confining potential in the y-direction, as in Figure 5. This 
concept is important for understanding quantized conductance because changing the gate voltage 
dictates where the Fermi level sits; where the Fermi level sits directly determines the 
conductance of the system. 
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Figure 5: (a) A conductor with a current flowing through it has a confining potential in the y-direction. 
(b) As a result of confining the 2D conductor, each subband has its own dispersion relation in k. 
 
Given that there are different subbands that describe the conduction electrons, measuring 
the current is essentially accounting for all the states that participate. Generally, a current is 
described by 𝐼𝐼 = 𝑛𝑛𝑒𝑒𝑛𝑛, where n is the number of electrons per unit length, 𝑒𝑒 is the electron 
charge, and 𝑛𝑛 is the velocity. Because there is only one electron per 𝑘𝑘 state in the conductor of 
length 𝐿𝐿, the current contribution by an electron in state k is given by �1
𝐿𝐿
� 𝑒𝑒𝑛𝑛. A factor of 2 is 
added to account for electron spin. For brevity, the rest of the calculations are skipped and an 
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expression for the current is given (the calculations are detailed in Datta [17]). Given that the 
occupation of a state k is given by 𝑓𝑓(𝐸𝐸), then the current is given by: 
𝐼𝐼+ =
⎩
⎪
⎨
⎪
⎧ 2𝑒𝑒
ℎ
� 𝑓𝑓+(𝐸𝐸)𝑑𝑑𝐸𝐸∞
𝜖𝜖
, single mode2𝑒𝑒
ℎ
� 𝑓𝑓+(𝐸𝐸)𝑀𝑀(𝐸𝐸)𝑑𝑑𝐸𝐸∞
𝜖𝜖
, multiple modes 
In the case of multiple modes, 𝑀𝑀(𝐸𝐸) is the number of modes that are above the cut-off energy. 
Additionally, a similar expression could be made for the current due to –𝑘𝑘 states. To simplify the 
calculations, an assumption of zero temperature could be made, meaning that 𝑓𝑓(𝐸𝐸) could be 
assumed to be a step function. Consequently, the integral is just over the differential 𝑑𝑑𝐸𝐸. The net 
current is given by 𝐼𝐼 = 𝐼𝐼+ − 𝐼𝐼−; assuming that the left and right reservoir are at Fermi levels 𝜇𝜇1 
and 𝜇𝜇2, the number of modes is constant between those Fermi levels, and the current is perfectly 
transmitted between the two reservoirs, the net current is: 
𝐼𝐼 = 2𝑒𝑒
ℎ
𝑀𝑀(𝜇𝜇1 − 𝜇𝜇2) 
For this case, the voltage drop V is across the two contacts (or reservoirs) and the change in 
energy for a single electron moving across the sample is expected to be: 
𝑒𝑒𝑉𝑉 = 𝜇𝜇1 − 𝜇𝜇2 
This is just a statement that the change in energy is simply the difference in energy between the 
two reservoirs. The conductance is given by 𝐺𝐺 = 𝐼𝐼/𝑉𝑉, so with some algebraic manipulation, the 
conductance can be written as: 
𝐺𝐺 = 2𝑒𝑒2
ℎ
𝑀𝑀 = 1
𝑅𝑅
 
This expression demonstrates that even if current can be perfectly transmitted across two 
reservoirs (i.e. no scattering from a sample), there is still a non-zero resistance. In the extreme 
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limit that only a single mode is allowed through, then the resistance measured is approximately 
12.9 kΩ. The origin of this resistance is that some small number of modes is allowed to pass 
through. 
 
 
Figure 6: The gate voltage modulates the number of modes in a quantum point contact. A measurement of 
the conductance is a measurement of the number of modes, where each mode is given by 𝑒𝑒2/ℎ. 
Reproduced from van Wees et al. [18]. 
 
The density of electrons controls the Fermi level within the reservoirs, and ultimately this 
controls the occupation of subbands within the 1D nanostructure itself. An example of this 
control may be seen in Figure 6. Changing the density of electrons moves the Fermi level, and 
moving the Fermi level occupies or removes electrons from subbands. Provided that the 
minimum of a subband is below the Fermi level, then it is still possible for the mode described 
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by that subband to propagate across the device. The effect of changing the Fermi level on 
quantized conductance is described by an equation modified from above: 
𝐺𝐺 = 𝐺𝐺0𝑀𝑀 
M is the number of modes whose minima are below the Fermi level, and 𝐺𝐺0 = 𝑒𝑒2/ℎ . This does 
not take into account all degrees of freedom; the electron spin creates a degeneracy in the 
subbands, so when a single mode propagates along the 1D channel, there are, in fact, two spin 
possibilities. Therefore some data presented shows steps that form every 2𝑒𝑒2/ℎ. This degeneracy 
may be broken by introducing a magnetic field. The magnetic field defines an axis that defines 
where the electron spin projects and become a good quantum number. In terms of energy, the 
electrons have a change in energy defined by the Zeeman energy |𝐸𝐸|  = �𝜇𝜇 ⋅ 𝐵𝐵�⃗ � 
One of the spin subbands move up in energy and the other spin subband moves down relative to 
its original position by the energy given above. Doing so allows for the observation of quantized 
conductance plateaus at half-integer multiples of G0. 
There may arise situations in which although the sample itself is not a source of 
scattering, the contacts may not be entirely transparent, causing electrons to travel back and forth 
through the sample. The sample itself acts like a non-scattering box in which the electron 
interferes with itself to create a standing wave, using the contacts as the boundaries. If such a 
situation arises, then conductance may be exhibit Fabry-Perot oscillations, which has been 
observed in carbon nanotube systems [19]. 
These phenomena are important clues to how well a device will perform because they are 
consequences of the types of scattering present in the system. Some of the devices presented later 
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in this thesis, in particular the nanowire devices, will exhibit these properties, which is an 
indicator of how much disorder was introduced through the nanofabrication processes. 
 
2.3 Quantum Tunneling 
 
2.3.1 Quantum Particles in Classically Forbidden Regions 
 
The reason that quantum mechanical objects do not require extra energy to appear on the 
other side of a classically forbidden region is that objects in quantum mechanics are waves rather 
than point or point-like objects. Classical objects have a well-defined position and momentum, 
but in quantum mechanics the object will always have some degree of uncertainty in the position 
and momentum. The wave nature of quantum mechanical objects turns out to be the feature 
which allows particles to cross typically forbidden regions. Wave functions have two generic 
behaviors: one in classically allowed areas, and another in classically forbidden areas. This can 
be seen by observing the second derivative, or the curvature of the wave function: 
𝑑𝑑2
𝑑𝑑𝑟𝑟2
Ψ = (𝐸𝐸 − 𝑉𝑉)Ψ 
Noting that the sign of the curvature depends on the difference between the total energy and the 
potential energy, it should be obvious from the definition of the classically allowed and 
forbidden areas that there ought to be two types of behavior. This can be summarized by the 
following equation: 
Ψ(𝑥𝑥) = � 𝐴𝐴𝑒𝑒𝑘𝑘𝑥𝑥 + 𝐵𝐵𝑒𝑒−𝑘𝑘𝑥𝑥, for 𝐸𝐸 < 𝑉𝑉
𝐴𝐴 sin(𝑘𝑘𝑥𝑥) + 𝐵𝐵 cos(𝑘𝑘𝑥𝑥) , for 𝐸𝐸 > 𝑉𝑉  
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Wave functions in the classically forbidden regime decay exponentially the further a 
particle is in that region. There is a chance that a particle can appear on the other side of the 
forbidden region (if there is another side) but if it does appear there, its amplitude is 
comparatively smaller (see Figure 7). The second type of behavior is derivative of a negative 
curvature and consists of sinusoidal wave functions. These are the typical eigenfunctions of 
states bound within a potential. 
 
 
Figure 7: A wave with energy E incident from the left may pass through the potential barrier of height V 
but at the cost of losing some of its amplitude. The intuitive explanation is that it is more likely to observe 
the reflected wave than the transmitted one. 
 
Consider the case where the classically forbidden region is not long, which can be on the 
order of a nanometer, in practice. The wave function still should, of course, still decay 
exponentially in the classically forbidden region. If that region is sufficiently short, then the 
wave function on the other side of the classically forbidden region can appear again as a 
sinusoidal wave function with a non-negligible amplitude. Because of the non-zero probability 
that part of the wave incident on the barrier can be reflected, it should be expected that the 
amplitude of the particle appearing on the other side of the barrier should be smaller than that of 
the incident wave, all of which is completely consistent with the amplitude decay described in 
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the classically forbidden region. The transmission probability is related to the ratio of the square 
moduli of the transmitted and incident waves and is given by �𝑇𝑇
𝐴𝐴
�.  
 
2.3.2 Quantum Tunneling as a Spectroscopic Method 
 
Quantum tunneling is a phenomenon which has been applied to various technologies such 
as tunnel diodes and scanning tunneling microscopy. The primary goal of tunneling spectroscopy 
is to measure a current, which is proportional to the local density of states on the sample. To 
correctly write the expression for the tunneling current, one must determine which states 
participate. Consider an experiment that provides a bias V between the sample and the tip, where 
the sign of V simply determines if the electrons will flow from the sample to the tip or vice versa. 
When V is zero, the system is in equilibrium, and in other words, all the available electronic 
states up to the Fermi energy are occupied and there is no expectation of states emptying or 
being filled. Now suppose that V is non-zero such that the electrons at the side of the barrier 
defined as z = 0 gain an energy |eV|. The imbalance caused by the voltage bias results in higher 
energy states wanting to travel across the oxide barrier to lower energy states. A full treatment of 
the theory behind tunneling across a barrier is outside the scope of this thesis but can be found 
elsewhere [20]. In actual experiment, a typical procedure is to use an AC signal with a lock-in 
amplifier because that aids in detecting weak signals in what is possibly a noisy environment. 
Therefore, the actual quantity of interest is the differential conductance, which is given by: 
 
𝑑𝑑𝐼𝐼
𝑑𝑑𝑉𝑉
= 𝑐𝑐 � 𝜕𝜕𝑛𝑛𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
𝜕𝜕𝐸𝐸
(𝐸𝐸) 𝑛𝑛𝑠𝑠𝑠𝑠𝑠𝑠𝑝𝑝𝑙𝑙𝑝𝑝(𝐸𝐸 − 𝑒𝑒𝑉𝑉)�𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠𝑝𝑝𝑙𝑙𝑝𝑝(𝐸𝐸 − 𝑒𝑒𝑉𝑉) − 𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝(𝐸𝐸)� 𝑑𝑑𝐸𝐸∞
−∞
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Mathematically this expression is merely a convolution and may be solved iteratively. 
With respect to interpretation, the expression is simply a statement about the tunneling current 
given that the probe is biased by some amount V with respect to one end of the nanowire. For 
some given V, the conductance is given by the sum of electrons moving from filled electron 
states to empty ones, as in Figure 8. 
 
 
Figure 8: A schematic of electrons tunneling from a probe (in this schematic, it is a superconductor) 
through a tunnel barrier into a nanowire. Given a bias of V, this enables electrons to move from the filled 
states in a superconductor into the nanowire (or with sufficient negative bias, the other way around. The 
red arrow indicates the direction of tunneling. 
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2.4 Electron Energy Distribution Functions 
 
2.4.1 Fermi-Dirac Statistics 
 
All electrons are fermions, meaning that the wave function that describes two electrons is 
antisymmetric under exchange. This symmetry requirement is summarized by the equation: 
Ψ(𝑥𝑥1, 𝑥𝑥2) = −Ψ(𝑥𝑥2, 𝑥𝑥1) 
Here, Ψ is the wave function that represents the two electrons which are described by the 
quantum properties 𝑥𝑥1 and 𝑥𝑥2. What immediately follows from this is the Pauli exclusion 
principle. What the Pauli exclusion principle states is that fermions may not occupy the same 
quantum state. The reason why that statement is true follows by examining the above equation 
when setting the properties of the electrons to the same quantum number. If, for example, the 
both electrons have the same property 𝑥𝑥1 then the wave function must necessarily be zero, 
because there is no possible non-zero value for the real or imaginary parts that can fulfill the 
fermionic requirement. Therefore, the only wave functions that are grounded in reality are ones 
that describe a quantum system where a state, identified by a unique set of quantum numbers, is 
occupied by one electron or no electrons; the distribution of particles bound by this particular 
symmetry are said to follow Fermi-Dirac (FD) statistics. 
The fact that electrons in a given quantum system must occupy unique combinations 
implies that electrons will fill up in a certain fashion distinct from bosons, which are allowed to 
be described by the same quantum numbers. To build up to this idea, start with a zero 
temperature system with no electrons. One electron may be placed on the lowest energy level 
because nothing is preventing its occupation. If we ignore spin, the next electron may be added, 
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but only to the next lowest energy level, because the quantum state defined by the lowest energy 
level is already occupied. This pattern continues until the last electron is added. The Fermi 
energy is defined as the zero temperature energy difference between the highest and lowest 
occupied state, and so it follows that the energy of the final electron is the Fermi energy. At zero 
temperature, the energy distribution of electrons is uniform and can be described as: 
𝑓𝑓(𝐸𝐸) = � 1, if 𝐸𝐸 ≤ 𝐸𝐸𝐹𝐹0, otherwise 
This is valid for E on the range [0,∞]. The function 𝑓𝑓 here is normalized to 1, and the intuitive 
interpretation here is that f is the probability that an electron will be found between the energy E 
and 𝐸𝐸 + 𝛥𝛥𝐸𝐸. Not all systems are at zero temperature and the distribution will look significantly 
different. Below is a treatment of the non-zero temperature case. 
The goal is to find the expected number of electrons in the energy state E. From an 
elementary treatment of statistical mechanics, the expectation value of electrons should be given 
by: 
𝐸𝐸[𝑛𝑛] = � 𝑛𝑛𝑃𝑃𝐸𝐸(𝐸𝐸)𝑑𝑑𝐸𝐸∞
0
 
The definition of a fermion implies that the possible occupation values are simply 0 or 1, so the 
summations simplify as follows: 
𝐸𝐸[𝑛𝑛] = 𝑓𝑓(𝐸𝐸,𝑇𝑇) = � 𝑒𝑒−𝐸𝐸/𝑘𝑘𝐵𝐵𝑇𝑇
𝑍𝑍
∞
0
 
Z is the normalization constant to ensure that the total probability adds to 1. Ultimately, the FD 
distribution takes the form of: 
𝑓𝑓(𝐸𝐸,𝑇𝑇) = 11 + 𝑒𝑒−𝐸𝐸/𝑘𝑘𝐵𝐵𝑇𝑇 
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In general terms, the FD distribution (Figure 9) takes the form of a sigmoid function, 
whose maximum value is 1 and the minimum value is 0, which is exactly what is expected for a 
function to describe the occupation number of a quantum state for fermions. It should be 
emphasized that here, the form of f is for a system of fermions that simply exist in a quantum 
system with a temperature T. The next section will explore what happens if the system were to be 
pushed out of this equilibrium; physically, the system may be pushed out of equilibrium by 
applying an electric field, which naturally leads to the question of how the electron energy 
distribution will change once the system reaches the out-of-equilibrium steady state. 
 
 
Figure 9: A depiction of the probability that an energy state is occupied. The energy axis is normalized to 
the Fermi energy 𝜇𝜇. 
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2.4.2. The Boltzmann Transport Equation 
 
The Boltzmann transport equation [21] describes electron transport within a solid system 
by considering movement from physical processes that involve collisions and unimpeded travel. 
As suggested by the previous section, the non-equilibrium distribution function describes the 
nature of transport, which will be introduced and described here. The distribution function is 
defined as 𝑔𝑔, and must be a function of position, momentum, and time; intuitively, this should 
make sense because electrons at different locations in a solid are subject to the position-
dependent potential and collision events mean that transport characteristics are not necessarily 
identical throughout time. Without the relaxation-time approximation, the non-equilibrium 
distribution function is not necessarily an analytical solution, but can at least be represented by 
𝑔𝑔(𝑟𝑟, 𝑘𝑘�⃗ , 𝑡𝑡). If collisions were independent of the form of 𝑔𝑔, then 𝑔𝑔 ought to be invariant with time, 
but in order to describe 𝑔𝑔 after the time interval 𝑡𝑡 and 𝑡𝑡 +  𝑑𝑑𝑡𝑡, when a collision may have 
affected the form of 𝑔𝑔, there must be some corrections. Accounting for the electrons that collide, 
the non-equilibrium distribution function takes the form: 
𝜕𝜕𝑔𝑔
𝜕𝜕𝑡𝑡
+ ?⃗?𝑛 ⋅ 𝜕𝜕
𝜕𝜕𝑟𝑟
𝑔𝑔 + ?⃗?𝐹 ⋅ 1
ℏ
𝜕𝜕
𝜕𝜕𝑘𝑘�⃗
𝑔𝑔 = �𝜕𝜕𝑔𝑔
𝜕𝜕𝑡𝑡
�
𝑐𝑐𝑝𝑝𝑙𝑙𝑙𝑙
 
This can be changed into a form that is more useful by examining the non-equilibrium 
distribution function as purely a function of the position, the specifics of which can be found in 
an article by Kozub & Rudin [22] and Nagaev [23] [24]. Note here that for the purposes of this 
thesis, which focuses on one-dimensional materials, the dimension of space will reduce to one, 
and the direction along the one-dimensional solid will be defined as x. In this form, the 
differential equation looks like: 
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1
𝜏𝜏𝐷𝐷
𝜕𝜕2𝑓𝑓(𝑥𝑥,𝐸𝐸)
𝜕𝜕𝑥𝑥2
+ 𝐼𝐼𝑐𝑐𝑝𝑝𝑙𝑙𝑙𝑙(𝑥𝑥,𝐸𝐸, {𝑓𝑓}) = 0 
𝐼𝐼𝑐𝑐𝑝𝑝𝑙𝑙𝑙𝑙(𝑥𝑥, 𝑒𝑒, {𝑓𝑓}) is the collision integral which can comprise of a contribution from diffusive 
motion and a contribution from electron-electron scattering. 
In a system in which electrons are moving from high to low potential, there must be 
something external which is supplying a voltage to encourage electrons to move. This external 
factor gives rise to a boundary condition on both ends of the one-dimensional system. The 
boundary condition must consider the form of the energy distribution function where the contact 
meets the system. Here it is assumed that one end of the voltage supply is a ground and the other 
side is at some voltage U such that the energy difference between the two sides is -eU. Of course, 
this affects the Fermi distribution function on either side. On the grounded side, the electron 
energy distribution function is given by 𝑓𝑓(𝑥𝑥,𝐸𝐸) and on the other side, 𝑓𝑓(𝑥𝑥,𝐸𝐸 − 𝑒𝑒𝑈𝑈). Considering 
the distribution functions in energy space, this is simply the translation of the functions by the 
amount eU. 
 In the case of ballistic transport, electrons originate from either the left or right contact. 
Because no scattering necessarily occurs during the ballistic transport of electrons, which means 
the moving electrons begin and end with the same energy. Therefore, the electron energy 
distribution function at every point along the device is simply an average of the distributions 
from either contact. In other words: 
𝑓𝑓(𝑥𝑥,𝐸𝐸) = 12 [𝑓𝑓(𝑥𝑥 = 0,𝐸𝐸) + 𝑓𝑓(𝑥𝑥 = 𝐿𝐿,𝐸𝐸)] 
For diffusive motion, the electron-electron collision integral is assumed to be zero. The 
differential equation for the non-equilibrium distribution function simplifies to: 
𝜕𝜕2𝑓𝑓(𝑥𝑥,𝐸𝐸)
𝜕𝜕𝑥𝑥2
= 0 
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Knowing the boundary conditions as given above, this means that the distribution function as a 
function of position and energy is given by 
𝑓𝑓(𝑥𝑥,𝐸𝐸) = �1 − 𝑥𝑥
𝐿𝐿
� 𝑓𝑓(𝑥𝑥 = 0,𝐸𝐸) + 𝑥𝑥
𝐿𝐿
𝑓𝑓(𝑥𝑥 = 𝐿𝐿,𝐸𝐸) 
which is a statement that the electron energy distribution at some point x is weighted by how 
close that point is to either boundary. The physical picture is that electrons originate from each 
lead and diffuse down the length of the device. Considering the random nature of electron 
movement down a diffusive pathway, on average an electron tends to stay close to whichever 
contact it originates from. However, there is always the chance that an electron from one contact 
ends up at the other one, which means that the electron energy distribution function ought to be 
weighted by how close a point x is to the boundary. 
When electrons strongly interact with each other, it has a thermalizing effect. The 
effective temperature is given by the expression which describes “hot electrons”: 
𝑇𝑇𝑝𝑝(𝑥𝑥) = �𝑇𝑇2 + 𝑥𝑥𝐿𝐿 �1 − 𝑥𝑥𝐿𝐿�𝑈𝑈2ℒ  
The value of 𝓛𝓛 is the Lorenz number and is given by ℒ = 𝜋𝜋2
3
 �𝑘𝑘𝐵𝐵
𝑝𝑝
�
2
. For this particular condition, 
the differential equation can be solved to find the distribution function f such that: 
𝑓𝑓 = 𝑓𝑓𝑋𝑋,𝐸𝐸,𝑇𝑇(𝑥𝑥,𝐸𝐸 − 𝜇𝜇(𝑥𝑥),𝑇𝑇𝑝𝑝(𝑥𝑥)) 
The energy is modified from the typical Fermi-Dirac distribution to take into account the space-
dependent chemical potential, which is given by 𝜇𝜇(𝑥𝑥) = −𝑒𝑒𝑈𝑈𝑥𝑥/𝐿𝐿. 
Finally, in the case of strong electron-phonon interactions, the electrons merely 
thermalize to the bath of temperature T around it. The space-dependent chemical potential is the 
same as in the electron-electron scattering case, but the temperature is that of the bath. 
Consequently, the form that the distribution function f takes is: 
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𝑓𝑓 = 𝑓𝑓𝑋𝑋,𝐸𝐸,𝑇𝑇(𝑥𝑥,𝐸𝐸 − 𝜇𝜇(𝑥𝑥),𝑇𝑇) 
 
 
Figure 10: A summary of the distribution functions that can be measured. x/L is the location of the probe, 
where x is the exact distance from a contact in real space and L is the length of the device. U is the non-
equilibrium voltage applied to the system. Reproduced from Bronn & Mason [25]. 
 
2.4.3 Non-equilibrium Superconducting Tunneling Spectroscopy 
 
The technique presented here is called non-equilibrium superconducting tunneling 
spectroscopy. For this type of experiment, it is assumed in the Boltzmann transport theory that 
the sample to be measured is a one-dimensional structure that can have scattering from electron-
electron interactions, electron-phonon interactions, or neither. Additionally, the one-dimensional 
structure is biased with a voltage U (the “non-equilibrium” part) and has reservoirs of electrons 
attached at either end. “Superconducting tunneling spectroscopy” refers to the fact that this 
experiment works similarly to STM, but instead of a generic metal tip like tungsten, platinum-
iridium, gold, or even carbon nanotubes, superconductors such as lead or aluminum can be used. 
Unlike in STM, the superconductor is absolutely necessary to obtain any information because the 
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expression for 𝑑𝑑𝐼𝐼/𝑑𝑑𝑉𝑉 depends on the gradient of the density of states of the probe; if the probe 
were a metal, then its density of states would be flat and the gradient would be zero. 
 
 
Figure 11: Schematic of the non-equilibrium tunneling spectroscopy experiment. A non-equilibrium 
voltage U is applied across the normal contacts; an a.c. and d.c. voltage are applied to the 
superconducting aluminum probe; a gate voltage changes the Fermi level within the nanowire. 
 
Given the expression: 
𝑑𝑑𝐼𝐼
𝑑𝑑𝑉𝑉
= 𝑐𝑐 � 𝜕𝜕𝑛𝑛𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
𝜕𝜕𝐸𝐸
(𝐸𝐸) 𝑛𝑛𝑠𝑠𝑠𝑠𝑠𝑠𝑝𝑝𝑙𝑙𝑝𝑝(𝐸𝐸 − 𝑒𝑒𝑉𝑉)�𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠𝑝𝑝𝑙𝑙𝑝𝑝,𝑈𝑈(𝐸𝐸 − 𝑒𝑒𝑉𝑉) − 𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝(𝐸𝐸)� 𝑑𝑑𝐸𝐸∞
−∞
, 
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the goal is to extract 𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠𝑝𝑝𝑙𝑙𝑝𝑝,𝑈𝑈(𝐸𝐸 − 𝑒𝑒𝑉𝑉) from the differential conductance signals measured. 
Evaluating this expression properly requires a numerical method, the details of which can be 
found in reference [26]. Unlike in the schematic of Figure 11, this equation does not explicitly 
depend on the gate voltage 𝑉𝑉𝐺𝐺 . Rather, the gate voltage may tune the nanowire to have different 
types of scattering, as was observed in previous studies [27] [25]. The non-equilibrium voltage 
plays a role in changing 𝑓𝑓. For strong electron-electron interactions, 𝑈𝑈 determines a local 
electron temperature; for strong phonon-electron interactions, 𝑈𝑈 proportionally shifts the 
differential conductance; for ballistic motion, 𝑈𝑈 actually does not have any explicit effect on the 
shape of the function except for elongating the step. To review what these shapes look like, refer 
to Figure 10. 
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CHAPTER 3: Non-equilibrium Tunneling Spectroscopy in Graphene 
 
3.1: Introduction 
 
Graphene is a 2-dimensional material whose lattice forms a honeycomb structure and 
which exhibits a variety of interesting behavior, including (but not limited to) unconventional 
superconductivity in angle-mismatched superlattices of graphene [2], an anomalous half-integer 
quantum hall effect due to Dirac fermions [28], micron-scale mean free paths in atomically 
smooth heterostructures [29], and room temperature ballistic behavior [30]. From the viewpoint 
of fundamental physics, graphene has been a fruitful playground for physics in two dimensions 
and relativistic physics and may continue to provide more insight in the future. In graphene 
nanoribbons, the opening of the band gap has been investigated [31] and had been found to be 
consistent with density functional theory calculations that correlate the gap opening with 
electron-electron interactions. 
Such a claim ought to be investigated in-depth, so this chapter will present the first non-
equilibrium tunneling spectroscopy experiments, which can verify the nature of scattering via 
electron energy distributions (see Chapter 2), in graphene. The lattice of graphene and the 
resultant physics are presented first to understand the basic physics and the expected transport 
signatures. Previous work in carbon nanotubes, another carbon material, is then presented to 
motivate the study for graphene. After providing a description of how the devices are made, the 
end-to-end conductance and non-equilibrium tunneling spectroscopy measurements from two 
devices are presented and analyzed. The final section is a discussion on two issues: why no 
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signals of ballistic transport or electron-electron interactions was observed and how fabrication 
could be improved, especially with regards to the dimensionality of the graphene ribbon. 
To find graphene in nature, an adhesive may be used to peel away single crystal, single-
atom layers, which are 4 Å thick, from a crystal of graphite [1]. The adhesive can be as simple as 
one found at an office supply store. The size and quality of exfoliated graphene depends on the 
exfoliation speed [32], so an extremely controlled human or a robot can help in obtaining large, 
single-layer flakes (i.e. on the order of ones or tens of microns). With respect to broad 
applications in industry, this technique is not scalable and too random. As a result, efforts have 
been made to optimize methods of growing graphene with CVD [33] [34] [35]. Unlike the 
exfoliation method, growth methods are generally plagued by grain boundaries and by the fact 
that the graphene sits on another substrate and must be separated by etching. While there are 
issues in obtaining large pieces of graphene, there is still much to learn with regards to 
fundamental physics. 
 
 
Figure 12: Schematics of graphene in real (left) and reciprocal (right) space. Each real lattice point has 
two carbons a distance 𝛿𝛿 away from each other. In reciprocal space, The K and K’ points are the 
locations in k-space where there are low energy Dirac fermions. 
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The electronic properties of graphene are easily understood as a consequence of its 
honeycomb lattice [36]. Graphene has a honeycomb lattice and is typically modeled as a 
triangular lattice with two carbon atoms per lattice site. The lattice and reciprocal vectors are as 
follows: 
𝑎𝑎1����⃗ = 𝑎𝑎2(3𝑥𝑥� + 3𝑦𝑦�); 𝑎𝑎2����⃗ = 𝑎𝑎2(3𝑥𝑥� − 3𝑦𝑦�) 
𝑏𝑏1���⃗ = 23𝑎𝑎 (𝑏𝑏1� + 3𝑏𝑏2�); 𝑏𝑏2����⃗ = 23𝑎𝑎 (𝑏𝑏1� − 3𝑏𝑏2�) 
a is the carbon-to-carbon spacing and is approximately 1.42 Å. No overview of graphene would 
be complete without mentioning the K and K’ points of the Brillouin zone, which are also called 
the Dirac points because the low-energy dispersions relative to those points may be described by 
the Dirac equation, valid for relativistic particles; in this case, these particles are electrons. The K 
and K’ points are given below: 
𝐾𝐾�⃗ = 23𝑎𝑎 �1𝑏𝑏1� + 13 𝑏𝑏2� � ;  𝐾𝐾′����⃗ = 23𝑎𝑎 �1𝑏𝑏1� − 13 𝑏𝑏2� � 
The model for graphene is typically treated with the tight-binding model. The Hamiltonian given 
below describes hopping between nearest-neighbors and next nearest-neighbors: 
𝐻𝐻 = −𝑡𝑡�(𝑎𝑎†𝑏𝑏 + 𝐻𝐻. 𝑐𝑐. )
𝑛𝑛.𝑛𝑛. − 𝑡𝑡′ � (𝑎𝑎†𝑎𝑎 + 𝑏𝑏†𝑏𝑏 + 𝐻𝐻. 𝑐𝑐. )𝑛𝑛.𝑛𝑛.𝑛𝑛.  
As a result, the energy dispersion takes the form: 
𝐸𝐸�𝑘𝑘�⃗ � = 𝑡𝑡3 + 𝑓𝑓�𝑘𝑘�⃗ � − 𝑡𝑡′𝑓𝑓�𝑘𝑘�⃗ � 
where 𝑓𝑓�𝑘𝑘�⃗ � has the form: 
𝑓𝑓(𝑘𝑘) = 2�3𝑘𝑘𝑦𝑦𝑎𝑎� + 4 �32 𝑘𝑘𝑦𝑦𝑎𝑎� + �32 𝑘𝑘𝑥𝑥𝑎𝑎� 
By recasting the energy relative to the K and K’ points, it can be shown that the energy takes the 
form: 
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𝐸𝐸(?⃗?𝑞) = 𝑛𝑛𝐹𝐹|?⃗?𝑞| + 𝑂𝑂 ��𝑞𝑞
𝐾𝐾
�
2 � 
What is particularly interesting about the energy is that it fulfills the 2D Dirac equation: 
−𝑖𝑖𝑛𝑛𝐹𝐹 ▽= 𝐸𝐸(𝑞𝑞) 
Electrons that are close to the K and K’ points have the property of having a well-defined 
helicity, which is a quantity that is related to the projection of the electron momentum along the 
pseudo-spin (to emphasize, not the actual electron spin) direction. 
 
 
Figure 13: The band structure of graphene. The close-up is at the location of one of the K points. Here, 
there is a linear dispersion at low energies whose electrons can be described by Dirac fermions. 
 
3.2: Previous Work 
 
The first application of the non-equilibrium tunneling spectroscopy technique can be seen 
in a study of copper nanowires [37]. In this experiment, aluminum probes were used to probe the 
non-equilibrium distributions in the middle of a nanowire at 25 mK. For the shorter wire, it was 
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found that the non-equilibrium distribution function looked like an average of the Fermi 
distributions at the reservoirs. The longer wires showed different behavior, exhibiting non-
equilibrium distributions that were rounded. A feature of the Boltzmann equation is that it can 
relate the energy distribution function 𝑓𝑓 to the diffusion time of electron quasiparticles 𝜏𝜏𝐷𝐷. The 
rounded distribution function data thus implied that quasiparticles were interacting with each 
other, which is consistent with the idea that a longer nanowire requires a longer diffusion time. 
The non-equilibrium tunneling spectroscopy technique has also been applied to the 
carbon nanotube. These experiments will be discussed in more detail, as they directly motivate 
the experiments in graphene. In the papers described below, the fabrication process is similar to 
the technique described here with the exception of the tunnel barrier creation; in the first paper, 
the barrier is created via atomic layer deposition with silicon oxide and in the second paper, the 
barrier is created by simply waiting for oxides to form.  
Carbon nanotubes are one-dimensional carbon structures that are known to exhibit 
Luttinger-liquid behavior. Bockrath et al. (1999) ran an extremely simple experiment that 
measured the conductance of bundles of carbon nanotubes as a function of temperature and 
voltage bias. The power law dependence of conductance is predicted by Luttinger-liquid theory, 
and while the exponents extracted by the paper do not match exactly, there is still sufficiently 
good agreement between experiment and theory to conclude that the likely explanation that 
electrons constitute a Luttinger-liquid [19]. 
Because non-equilibrium tunneling spectroscopy can differentiate between transport that 
is dominated by ballistic or diffusive behavior or even by electron-electron interactions, it is the 
perfect technique to supplement the transport measurements that were just described. Recall 
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from Chapter 2 the differential equation for the non-equilibrium electron energy distribution 
function: 1
𝜏𝜏𝐷𝐷
𝜕𝜕2𝑓𝑓(𝑥𝑥,𝐸𝐸)
𝜕𝜕𝑥𝑥2
+ 𝐼𝐼𝑐𝑐𝑝𝑝𝑙𝑙𝑙𝑙(𝑥𝑥,𝐸𝐸, {𝑓𝑓}) = 0 
In this equation, 𝐼𝐼𝑐𝑐𝑝𝑝𝑙𝑙𝑙𝑙(𝑥𝑥,𝐸𝐸, {𝑓𝑓}) describes a term that comprises of inelastic scattering processes, 
which includes both electron-phonon interactions and electron-electron interactions 
Chen et al. (2009) had shown that carbon nanotubes exhibit both weak and strong 
inelastic scattering between electron quasiparticles; tuning both the carrier density via the 
universal backgate and the temperature of the electrons yielded different non-equilibrium 
distribution functions, which were either consistent with ballistic transport or with transport that 
is dominated by electron-electron interactions [27]. Interestingly enough, at temperatures below 
1.5 K, electron-electron interactions seemed to be suppressed and ballistic transport dominated. 
Later studies improved this experiment by adding an additional superconducting tunnel 
probe, which allowed for the study of electron transport in carbon nanotube systems with spatial 
resolution. Figure 14 (bottom) shows the electronic energy distribution functions as measured by 
a probe that was located one-third and two-thirds along the length of the carbon nanotube. For 
the probe that was close to the grounded reservoir, an electron energy distribution function with a 
step at 𝑓𝑓 = 0.3 was measured; for the probe that was placed two-thirds the length of the 
nanotube away from the grounded reservoir, 𝑓𝑓 = 0.6 was measured. Additionally, while no 
inelastic scattering from electron-electron interactions were found, gate-tunable inelastic 
scattering (likely due to defect scattering) was inferred from the smearing of the distribution 
function in double-step energy distributions [25]. 
 
   
 
39 
 
 
 
Figure 14: (top left) Tunneling conductances of a Pb probe into a carbon nanotube. (top right) Extracted 
electron energy distribution functions of a carbon nanotube. The observed behaviors suggest that the 
electrons tend to have ballistic motion or motion that is consistent with electron-electron interactions. 
(bottom) Extracted electron energy distribution functions of a carbon nanotube given two different probes 
on the same carbon nanotube. Generally, these behaviors can be tuned with gate voltage and 
temperature. Plots reproduced from Chen et al. (2009) and Bronn & Mason (2013). 
 
The fundamental reason why electron-electron interactions could be observed can be 
framed in terms of Luttinger liquid theory and a simpler picture is as follows. In these papers, the 
carbon nanotubes had diameters on the order of nanometers. Experimentally, the Fermi 
wavelength of electrons in a carbon nanotube have also been found to be ones of nanometers 
[38]. Consequently, by forcing electrons to exist in a space where their wave functions must 
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overlap, this increases their interaction strength which manifests itself in the effects that one 
observes as thermalization. Returning attention back to graphene, one could imagine that 
shrinking the dimensions of graphene could induce a similar situation. The observation of 
ballistic transport, which had been observed with non-equilibrium tunneling spectroscopy in 
carbon nanotubes, could also be observed in graphene nanoribbons, as the fabrication of ballistic 
graphene devices is well-known. With regards to mesoscopic physics, it is necessary that 
graphene nanoribbons are used because a large area between the sample and contacts can 
allowed electrons to be reflected into the reservoirs; this changes the distribution functions 
within the system and ultimately introduces a systematic error. 
 
3.3: Sample Preparation 
 
Graphene was grown in a CVD oven using copper foil. Prior to the growth itself, the 
copper foil was cleaned off in a 30% HCl acid solution for 10 minutes. Afterwards, the copper 
foil was cut into squares slightly larger than 5 x 5 mm2 and placed in a quartz boat. Once the 
quartz boat and the copper is inserted into the CVD oven system, the quartz tube is pumped out 
to a rough vacuum for about 15 minutes to minimize the impurities that may be stuck inside the 
tube. The oven is then heated to 1000 ℃ and held there for 1 hour. While the oven is still at 1000 
℃, a mixture of 17 s.c.c.m of H2 and 58 s.c.c.m. CH4 gas is introduced into the oven to anneal 
the copper foil and to let carbon atoms be adsorbed into the surface. The oven is opened to stop 
the applied heat and is cooled down without assistance until the quartz boat is sufficiently cool to 
handle. The copper foil should have graphene on both sides. One side is protected with a drop of 
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PMMA resist (of any kind, e.g. A2 or A4) and is cured in air for at least 2 hours. The side that is 
not protected by PMMA is etched in a RIE machine with the parameters: 
• 200 mTorr 
• 100 W 
• 50 s.c.c.m. of O2 
• 30 seconds 
After the graphene is removed from the unprotected side, the foil is placed with the side with 
PMMA facing up into a solution of ammonium persulfate. The ammonium persulfate is created 
by mixing a powder of ammonium persulfate with deionized water with the proportion of 200:1. 
The ammonium persulfate solution turns into a blue color if copper is etched away. After all the 
copper is etched away, the ammonium persulfate is replaced with clean, deionized water and a 
silicon chip with pre-patterned alignment marks and a ~300 nm oxide layer can be used to grab 
the floating graphene/PMMA structure from underneath. The chip is left to dry in air and the 
remaining PMMA is lifted off once it is clear most or all the water has left. 
Minimizing the water on the graphene is necessary because it allows for accurate height 
measurements on the AFM and helps to approach idealized behavior in conductance. Water is 
removed from the graphene by annealing at temperatures at least above 100 ℃, the temperature 
at which water evaporates [39]. While annealing at higher temperatures (about 400 ℃ and 
above) can guarantee that water is removed from all around graphene, it also guarantees that 
graphene adheres to the silicon substrate that it sits on. The silicon substrate generally has a 
roughness that is larger than atoms. Because graphene is ideally flat with carbon-carbon lengths 
of about a tenth of a nanometer, allowing graphene to conform to the shape of silicon. With 
regards to the energy bands of graphene, water p-dopes graphene, which shifts the Dirac peak 
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seen in plots of conductance as a function of gate voltage. Unannealed graphene generally shows 
Dirac peaks at high, positive voltages and annealing graphene brings the Dirac peak closer to 
zero. As mentioned, annealing the graphene may introduce strain from the silicon substrate, so a 
temperature of 200 ℃ was chosen as a compromise. This anneal was done in a clean quartz tube 
in an environment of argon and hydrogen with flow rates of 1900 and 1700 sccm for 1 hour. 
With this method, the Dirac points of most devices sat in the 10 – 20 V range. Note that the 
values presented here are specific to the system made in the Mason Group laboratory and it could 
differ in another setup. 
The graphene must be etched away such that only the graphene that is necessary for 
devices remains. PMMA 950 A4 is spun on with a standard 4000 RPM (with a ramp rate of 2000 
RPM per second) for 45 seconds and baked at a temperature of 180 ℃ for 90 seconds. A Raith 
eLine is used to write patterns for an etching mask, and the mask is metallized with 10 nm of 
gold. After liftoff, the graphene is etched away with the same recipe used above to etch away 
graphene on one side of copper. Then the gold mask is etched away using a KI:I2:H2O solution 
for 60 seconds; the chip is washed off in deionized water for 5 seconds and dried off with N2 gas. 
The graphene should remain in the locations of the masks and can be verified with AFM. 
To prepare the normal leads, PMMA 950 A4 is spun on with the standard recipe 
mentioned above. The normal lead patterns are written with EBL and developed. To clean out 
the trench in the resist, the device chip is placed in a chamber to be treated with ozone for no 
more than 1 second. Afterwards, the pattern is metallized with 4 nm of titanium or chromium and 
70 nm of gold. Preparation for the superconducting leads is slightly different, as a bilayer of 
MMA EL9 and PMMA 495K A2 with each spun at 4000 RPM for 45.0 seconds is used to 
achieve a deep undercut for easy lift off. The spin and bake recipe for those two layers is 
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identical to the one used for PMMA 950 A4. 200 nm of lead and a capping layer of 30 nm of 
indium to prevent oxidation from the top was used to metallize the superconducting tunneling 
probe pattern. 
If the tunneling probe resistance is measured just after it lifts off, then the resistance was 
found to be on the order of the resistance between normal leads, which is expected because lead 
and gold are both metals. However, if the sample was left out in air for 24 hours or more, then 
the tunnel probe resistance was measured to be 10 or more times than the resistance between 
normal leads [40]. Over time, the tunnel probes oxidize, which occurs easily due to the porous 
nature of lead. The level of oxidation depends on time and saturates after one to two days. As 
demonstrated by Figure 12, the various room temperature resistances of the probes correspond to 
different low temperature behavior of the tunneling probe. This can be attributed to different 
levels of leakage from the tunnel probe into the sample, which can introduce extra quasiparticles, 
as evidenced by the broadening peaks in the convolved signal. For all probes on graphene, the 
tunnel probes were left out in air until the room temperature resistance reached approximately 1-
5 MΩ. Waiting until this range was necessary to ensure that the bias through the probe creates a 
current that is negligible compared to the current from the non-equilibrium bias U. 
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Figure 15: After the deposition of Pb on top of graphene, the Pb probe resistance is tracked over time. 
The time it takes for the probe resistance to fully saturate is between 1 – 2 days. Reproduced from Li & 
Mason (2012). 
 
 
Figure 16: Given a room temperature probe resistance, the tunneling conductance at near-zero 
temperature can look dramatically different. Reproduced from Li & Mason (2012).  
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3.4: Experimental setup 
 
A schematic of the graphene ribbon device is presented in Figure 17. The graphene was 
fabricated such that the Ti/Au reservoirs sit on top of a large area of graphene to minimize 
scattering at the contacts and the graphene was constricted via the masking and etching process 
described in the previous section. On the scale of microns, there is virtually no roughness, so 
edge scattering effects can be thought to be negligible. 
 
 
Figure 17: Representative device schematic of a graphene ribbon device.  
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The graphene constrictions have lengths of 2 µm and a width of 1 µm, which deviates 
from an ideal experiment in which the graphene would be more wire-like. For graphene to 
approach 1D behavior, it must be narrowed to below 50 nm, which is approximately when a 
band gap opens due to confinement [41] [42] [43]. Due to limitations with the Raith eLine 
electron beam lithography system, it was impossible to define nanoribbons with a width of less 
than 50 nm. Additionally, 1 µm-wide ribbons were chosen because they could reliably conduct. 
Insulating edge states [44] can hamper a ribbon’s ability to conduct, so the micron-wide ribbons 
were chosen as a first step in non-equilibrium tunneling spectroscopy measurements. 
Devices A and B were measured in a pumped 4He system at temperatures that ranged 
between 1.6 and 10 K. A room temperature breakout box served as the electrical interface 
between the devices at low temperature and the room temperature data acquisition setup. To 
record conductance, an SR830 lock-in amplifier provided an alternating voltage at 7.77 Hz and 
measured the output voltage from an Ithaco 1211 current preamplifier. The output voltage from 
the SR830 could be summed up (see Appendix A.1 for the complete circuit) with a constant 
voltage from a Keithley 2400 so that a device received both a d.c. and a.c. signal. The current 
preamplifier converted the current from the device and converted it into a voltage for the SR830. 
This combination of a d.c. and a.c. signal whose output is processed through the preamplifier and 
finally read by the lock-in defines a “standard lock-in measurement” and will be referred to as 
such throughout the thesis. A 3He system was used to measure device C and reached 
temperatures as low as 240 mK. Similar to the measurement of devices A and B, a standard lock-
in measurement was used. 
Controlling the carrier density in graphene required an electrical connection between 
external electronics to the bottom of the substrate. The substrate comprised of conducting silicon 
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and topped off with a 300 nm oxide layer which allows for the application of voltages up to the 
mid- and high-tens of volts before the oxide barrier breaks down. Silver paint was used to adhere 
the substrate to the bottom of a chip carrier which allows the silicon substrate to act as a 
universal back gate for every device. The gold-plated bottom of the chip carrier is bonded to one 
of the gold pads on the perimeter of the chip carrier, which is then connected to the room 
temperature breakout box. Either a Keithley 2400 or a National Instruments DAQ provides a 
voltage for the gate. Generally, a Keithley 2400 provides a large range of voltages (±200 V) but 
can be a noisy source whereas a DAQ has a much smaller range (±10 V) but has noise on the 
order of µV. In this thesis, it will be assumed that the gate was controlled with a Keithley 2400 
unless otherwise specified. 
 
3.5: Results 
 
Sweeps of the graphene ribbon conductance is presented in Figure 18.This minimum in 
conductance is characteristic of graphene devices and is a consequence of the 𝐾𝐾 and 𝐾𝐾’ points 
that reside in the band structure of the material; the density of electrons and holes around those 
points is low, so a low current and conductance should be expected. Ideal graphene devices have 
a Fermi energy which sits exactly at the Dirac point, but here the data show that the Dirac point 
has been moved. This is most likely due to the graphene’s interaction with the substrate and 
contamination from water which could have adhered to the graphene in between fabrication 
steps. 
As expected from going to lower temperature, the modulation of conductance increases 
moving away from the Dirac point [1]. Device A and B change in conductance by a factor of 
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about 1.5 within the range of approximately 10 V. The features found in the gate sweeps were 
reproducible in up and down sweeps, indicating that they are inherent to the fabricated devices. 
Indeed, the graphene ribbons are not perfectly flat because of the grain boundaries from the CVD 
growth and the adherence to the substrate after the annealing step.  
 
 
Figure 18: Gate sweeps across the two normal leads on the graphene devices A & B. The Dirac point sits 
at approximately 5 V for all devices, indicating that there is not too much doping. 
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Figure 19: A model for what the non-equilibrium measurements should look like given a temperature of 
1.6 K and a Pb superconducting tunneling probe that sits halfway across the length of the device. The 
shift from the equilibrium 𝑈𝑈 = 0 plot to another one is half the bias because the probe location is 𝑥𝑥 =
𝐿𝐿/2, where 𝐿𝐿 is the device length. 
 
Non-equilibrium tunneling spectroscopy experiments were then performed on the 
devices. Devices A and B suggested behavior that is consistent with electron-phonon scattering. 
To review the expected behavior, electrons thermalize to the local bath which sits at a 
temperature given by the experiment (i.e. not the electron bath, like in the electron-electron 
scattering case) with a local chemical potential of 𝜇𝜇(𝑥𝑥) = 𝑥𝑥𝑈𝑈, where 𝑥𝑥 is the length normalized 
to the length between the normal leads and 𝑈𝑈 is the energy of an electron at the contact with the 
non-equilibrium bias. Figure 19 demonstrates how the conductance changes with different 𝑈𝑈 
using a probe that is halfway across the device. The differential conductance for non-zero 𝑈𝑈 
should look similar to the differential conductance with 𝑈𝑈 =  0 but with a shift in positive bias 
voltage which is given exactly by the quantity 𝑥𝑥𝑈𝑈. Combining this with the fact that the devices 
have a probe approximately in the middle, then it is expected that the shifts in the differential 
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conductance plots are about Δ𝑉𝑉𝐵𝐵  =  𝑈𝑈/2. For electron-electron scattering, the shape of the peaks 
tends to broaden, but this effect is not observed here. Rather, the shape is preserved, as in Figure 
19. Additionally, no signatures of ballistic behavior show here; it would manifest as a BCS peak 
feature within the gap, which was not observed. 
 
 
 
Figure 20: Non-equilibrium tunneling conductance from device B. The non-equilibrium tunneling 
conductances (blue and yellow) are shifted from the equilibrium tunneling conductance (red) by half the 
bias, which is evidence of electron-phonon scattering in these devices. 
 
The non-equilibrium tunneling spectroscopy measurements here are from device B but 
are representative of similar experiments performed on device A, which was identical to device 
B; the same experiments were additionally performed at a wide variety of gate voltages on both 
A and B. For all the non-equilibrium measurements, the non-equilibrium voltages were output 
from a battery that was attached to a voltage divider. As suggested by the schematic in Figure 17, 
the non-equilibrium voltage source must be floating; if it were grounded with the other 
equipment then the non-equilibrium voltage 𝑈𝑈 would actually not be applied across the graphene 
ribbon. 
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Figure 20 shows the tunneling conductances of the device as a function of 𝑈𝑈. As 
expected, the tunneling conductance is a convolution of the density of states of superconducting 
lead and the graphene ribbon. The model in Figure 19 assumes that the BCS density of states of 
lead was convolved with a generic metal, so the features outside the gap look flat. Figure 20 
looks significantly different because of the various resonances outside of the superconducting 
gap. Oscillations like these have been observed before in exfoliated graphene devices with a lead 
tunnel probe [45] and were attributed to Fabry-Perot-like effects. Other non-equilibrium 
tunneling spectroscopy experiments [27] [25] have observed oscillations above and below the 
gap and suggested that the source could be from resonant tunneling into quantum dot states. 
To calculate the shifts, a feature that appears in all plots was chosen as a reference; the 
obvious choice in these tunneling conductance plots is the peak at the superconducting gap edge, 
as indicated by the red lines, the gap edge for 𝑈𝑈 = 0, in Figure 20. The corresponding points for 
𝑈𝑈 ≠ 0 are chosen with the same procedure, picking the voltage with the maximum value at the 
gap edge. Given the model above, which assumes that the probe is exactly in the middle, a 
comparison can be made between the data and what is expected; a summary is given in the table 
below: 
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Gate Voltage (V) U (mV) Measured difference 
(mV) 
Expected difference 
(mV) 
8.25 0.51 0.24 0.255 
8.25 1.02 0.47 0.51 
0.5 0.22 0.08 0.11 
0.5 0.51 0.2 0.255 
Table 1: Summary of shifts of the peaks in differential conductance for non-equilibrium tunneling 
experiments from Figure 20. 
 
The measurements at 1 K show behavior that is consistent with electron-phonon 
scattering in the graphene ribbon. One important issue to clear up is the degree to which grain 
boundaries play a role in contributing to the signals presented in this thesis. As previously noted, 
the graphene was grown with chemical vapor deposition methods, which is known to create 
grain boundaries. Grain boundaries disrupt the natural crystalline order in materials and therefore 
introduce local defects from which electrons scatter. Because grain boundaries separate single-
crystalline areas, it is possible that tuning gate voltage would be conducive towards electron 
hopping between grain boundary-separated areas. This could explain why the two plots in Figure 
20 look different with respect to the reduction of size of the BCS peaks. Another aspect of the 
data to clear up would be the effect of temperature. For sufficiently low temperatures, it is 
expected that phonons should completely freeze out. Performing this experiment at 20 mK, the 
nominal temperature of a standard dilution refrigerator, could be low enough to be able to 
observe signatures of ballistic transport or even interactions between electrons. 
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3.6: Outlook 
 
Ballistic transport [46] and evidence of electron-electron interactions [31] in graphene 
nanoribbons have indeed been found over the past decade of research. Directly probing the non-
equilibrium electron energy distributions would supplement those studies and further cement the 
body of knowledge regarding graphene nanoribbons. This section will present a few measures 
for improvements on these results. 
In the processes described above, the most obvious problems are that the graphene sits on 
top of silicon and the graphene was grown with chemical vapor deposition, which affects the 
likelihood of observing ballistic motion. It is necessary that the crystallinity of graphene is not 
disrupted by the roughness of silicon, which has a roughness of about 1 nm and affects 
parameters like the carrier mobility. The transfer process used is nearly impossible to accurately 
control so it is nearly hopeless to deterministically place the areas of perfect growths on the 
desired parts of the chip. 
An alternative that should fix both problems simultaneously is to create heterostructure 
devices of exfoliated graphene and hexagonal boron nitride. The use of exfoliated graphene has 
the advantage that there are not domains that are defined by seeds. Instead, exfoliated graphene 
naturally peels off graphite in a single-crystal form, so electrons that move through a graphene 
piece are not scattered by changes in the crystal environment. While that is one improvement that 
could been made, this change does not eliminate scattering due to the roughness of silicon. 
Hexagonal boron nitride minimizes scattering that can occur from surface roughness. It is a 
material that is atomically smooth and whose lattice constant is well-matched to graphene, 
allowing graphene to be supported with almost no strain. 
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The graphene ribbons presented here were not truly nanoribbons because the width was 
still approximately 1 µm. For this reason, the dimensionality of the devices were almost surely 
insufficient in creating conditions necessary to differentiate between electron-electron scattering 
within the nanowire and electron-electron scattering at the contacts. Recent work on hexagonal 
boron nitride/graphene heterostructures demonstrates a technique to create graphene nanoribbons 
without necessarily etching graphene. To wit, a thermal dip-pen technique [47] is utilized to 
deposit polystyrene on top of graphene. A pattern may be drawn on top of the heterostructure 
and may have dimensions as small as tens of nanometers. After defining the nanoribbon, an 
oxygen etch can eliminate the unprotected graphene or a XeF2 treatment can fluorinate the 
unprotected graphene, turning the unprotected graphene into an insulator and allowing electrons 
to move only through the pre-defined area. 
For a piece of graphene sandwiched between hexagonal boron nitride, tunneling through 
thin hexagonal boron nitride have already been studied and showed how electrons can move 
through hexagonal boron nitride down to a monolayer [48]. An easy way to create a structure for 
tunneling spectroscopy would be to stack a monolayer of hexagonal boron nitride on top of the 
graphene nanoribbon and deposit a superconducting tunneling probe on top. According to the 
referenced work, this might not work as well because of the adhesion properties of metals on 
boron nitride so much exploration would have to be done to optimize the parameters for such a 
device. 
Another proposed device would be a structure where a piece of graphene is stacked on 
top of the graphene nanoribbon and hexagonal boron nitride could cap off the top. The topmost 
piece of graphene could be fluorinated by the technique mentioned above and serve as an 
insulating barrier to the graphene nanoribbon below. With this type of architecture, a single piece 
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of graphene (of thickness 0.4 nm) may not suffice to act as a tunnel barrier because one of the 
assumptions in non-equilibrium tunneling spectroscopy experiments is that a current injected 
from the tunnel probe is significantly less than the current from the non-equilibrium bias. Indeed, 
the literature in which non-equilibrium tunneling spectroscopic techniques are used tend to use 
barriers that are approximately 1.5 nm thick. For this reason, it might be necessary to stack 
graphene pieces and fluorinate them layer-by-layer before a sufficiently thick barrier is created. 
During the preparation of this chapter, it has come to the attention of the author that a 
similar study had been released [49]. Here, CVD graphene was used in addition to mono- and 
bilayer hexagonal boron nitride to separate the graphene from a Pd/Pb/In superconducting 
tunneling probe. Both cooling via electron-electron interactions and phonon-electron interactions 
had been observed. 
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CHAPTER 4: Tunneling Spectroscopy in InSb Nanowires 
 
4.1: Introduction 
 
InSb nanowires have garnered much attention in the past decade for their spin-orbit 
coupling [50] and high Lande g-factor [51] [52], which are two important ingredients for the 
observation of Majorana quasiparticles. Majorana quasiparticles are a major topic of interest 
because they are considered to be objects that can encode topological qubits [53] [54], which are 
robust against decoherence. The necessary features for Majorana zero modes have been observed 
in nanowires of InSb coupled to superconductors by Mourik et al. [55]. The main observation of 
the paper is that a zero bias peak has been found to be robust against a wide range of gate 
voltages and magnetic fields. Deng et al. expanded on this work with InAs, similarly known for 
its strong spin-orbit coupling and Lande g-factor, by observing that Majorana bound states are a 
specific type of Andreev bound state in which there exists a subgap excitation at zero energy 
[13]. 
Despite these significant achievements with these materials, there still is some lack of 
understanding of the fundamental nature of electronic transport within the nanowires. This 
chapter will show the first non-equilibrium tunneling spectroscopy experiments on InSb 
nanowires to determine how electrons scatter as they move down the nanowire by measuring the 
electron energy distribution function. To show this, a method to create clean contacts to the InSb 
nanowires is first presented. After that has been established, a method to create tunnel probes is 
demonstrated with the superconductors NbTiN/NbTi, tin, and aluminum. Noting that aluminum 
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seems to work the best among all of these materials, non-equilibrium tunneling spectroscopy 
data that suggest strong electron-electron scattering is shown. 
 
4.2: Contact Characterization 
 
Initial work was done in collaboration with Stephen Gill to characterize hybrid InSb-
superconductor devices [56] and InSb devices with epitaxially-grown aluminum [57]. These 
experiments are important primarily for their demonstration of clean, transparent contacts to the 
nanowire both with TEM imagery and transport measurements. Unlike materials like carbon 
nanotubes, III-V semiconductor materials such as InSb naturally grow an oxide layer that can be 
as thick as 4 – 5 nm, as shown in Figure 21. With respect to a non-equilibrium tunneling 
experiment, the reservoir must have good contact to the nanowire itself so the oxide layer must 
be removed. Figure 22 shows that the InSb nanowires processed in an optimal way can exhibit 
quantum point contact behavior via quantized conductance, which carries the assumption that the 
sample (the InSb nanowire) is connected to ideal reservoirs. In addition to showing that 
conductance plateaus appear at certain integer values of 2𝑒𝑒2/ℎ, this experiment also 
demonstrated one of the first hybrid InSb nanowire-superconductor devices with ballistic 
behavior at zero magnetic field; other work had demonstrated zero field quantized conductance 
but without a superconductor [58]. 
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Figure 21: TEM image of InSb nanowire and native oxide. Image taken by Blanka E. Janicek of Professor 
Pinshane Huang’s group. 
 
 
Figure 22: Even at zero magnetic field, quantized conductance has been demonstrated. The steps evolve 
at higher magnetic fields in a manner that is consistent with splitting spin-degenerate bands. Reproduced 
from Gill et al. (2016). 
 
Further evidence of clean contacts can be seen in a later paper, also in collaboration with 
Stephen Gill, in which superconducting islands are grown on top of InSb nanowires. While the 
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transport data from Figure 22 suggest the cleanliness of the interface, Figure 23 is direct 
evidence of how the atoms of aluminum grow epitaxially and that there is no sign of the oxide on 
the InSb nanowire. 
 
 
Figure 23: A close-up TEM image of the interface between InSb and epitaxially-grown Al. The growth 
directions are indicated by the blue and yellow arrows. Reproduced from Gill et al. (2018). 
 
These experiments establish how to connect the nanowire to a reservoir but the question 
that remains is how to connect an InSb nanowire to a tunnel probe, which is necessary for non-
equilibrium tunneling spectroscopy, and which requires separating the nanowire from the probe 
with a barrier; the barrier is usually an oxide. The image of a nanowire in Figure 21 shows that 
there is an oxide layer, suggesting that perhaps one could simply deposit a superconductor on 
top. However, the native oxide layer is too thick for tunneling measurements; attempting to 
measure conductance across such a barrier would fail because no reasonable current would be 
able to transmit. As it will be demonstrated in a later section of this chapter, the oxide barriers 
that are grown on the nanowire are 3 nm at most. 
Given these data, there is a clear path to creating a device for the purposes of non-
equilibrium tunneling spectroscopy. The method to create clean contacts can be applied to 
depositing a normal metallic reservoir on top of the nanowire. Moreover, because the native 
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oxide layer should not be used as a tunnel barrier for a superconductor, the method to create 
clean contacts will be used to clear off the oxide barrier and grow a tunnel barrier whose 
thickness is customizable. 
 
4.3: Sample Preparation 
 
A 5 x 5 mm2 silicon substrate with a thermally-grown 300 nm-thick oxide layer is diced 
from a commercially available wafer. To prevent bits of silicon from shorting out samples and 
maintaining the cleanliness of the substrate, a thick film of photoresist is spun onto the wafer and 
baked to harden prior to dicing. The chip with photoresist is washed off in a heated ACE bath of 
40 ℃, sprayed with IPA, and finally blown dry with N2 gas. 
After the Si3N4 spacer is deposited, the chip is prepared for bonding pad and alignment 
mark deposition. Two layers of PMMA 950 A4 (Microchem) is spun on the chip at a rate of 
4000 RPM with a 2000 RPM/s ramp. After each spin cycle, the chip is baked at 165 ℃. The first 
layer is baked for 2 minutes and the second layer is baked for 4 minutes to account for the heat to 
travel through the extra thickness and the residual solvents that may still need to travel through 
the second layer. Using a Raith eLine electron beam lithography (EBL) system, we use a 7 nA 
electron beam with an energy of 10 keV moving through a 120 μm aperture with the “high 
current” option turned on to define alignment marks with widths as low as 200 nm and large 
areas for bonding and connecting to the devices. The patterns expose properly with a 200 μC cm-
2 dose and are developed with a solution comprised of one part MIBK to three parts IPA. The 
pattern is metallized with 10 nm of Ti and 70 nm of Au using a Temescal electron beam 
evaporator system. Lift-off is performed either in a room temperature acetone bath for several 
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hours or in a 40 ℃ acetone bath for at least 1 hour. To ensure that there is minimal resist on the 
Si3N4 spacer or on the bare, thermally-grown silicon oxide, a cleaning step using a March RIE is 
performed with 200 mTorr of pressure,100 W of power, and 20 sccm of O2 gas for 7 minutes. 
At this point, the chip is prepared for nanowire deposition. We obtain InSb nanowires 
grown by Professor Erik Bakkers’ group (at TU Eindhoven). The nanowires are grown 
epitaxially on top of a silicon nitride substrate and grown in a direction normal to the substrate 
surface. Even though the nanowires are usually 100 nm in diameter, it is still observable through 
an optical microscope. Some nanowires have been broken off of their growth stem while others 
are still attached. To identify the nanowires that are not lying on the substrate, the focus of the 
optical microscope must be adjusted. Focusing on the substrate obscures the location of the 
nanowires, but adjusting the focus up (or down, due to reflections) can reveal the location of 
individual nanowires, which look like dark dots against the substrate.  
Nanowires were transferred over to the substrate from the growth chip with full control of 
position on the chip. Control over the rotation of the nanowire is not trivial and requires luck or 
the time-consuming process of rotating the target substrate itself so that the nanowire is 
optimally aligned. To implement this, a micromanipulator is attached to a microscope on top of 
an air table (Figure 24). A heater forms the tip by melting the middle of a thin glass tube and 
using gravity to pull apart the top and bottom of the glass tube to form a sharp end capable of 
attracting a single nanowire via van der Waals forces. Nanowires are moved from the growth 
chip to the write field boxes on the device chip, making sure that the nanowires indeed look as 
expected and nothing is strange or off-putting about them (see Appendix for more details). 
 
   
 
62 
 
 
Figure 24: The micromanipulator setup that was used. A microscope sits on an isolation table to 
minimize vibrations. A micromanipulator (orange box) is attached to the side of the microscope, and a 
glass tip picks up the InSb nanowires (red box). 
 
After nanowire deposition, the substrate with the nanowires that will be transformed into 
devices should be cleaned off in ACE and IPA to wash off excess particles and loose nanowires. 
It should then be verified that there are sufficient nanowires for devices and that the objects are 
exactly what you expect. If the growth chip contained single nanowires in a low-density 
configuration, then it is not necessary to verify that the nanowires are isolated with anything 
more powerful than an optical microscope. Conversely, if the growth chip contained high-density 
areas of nanowires, then it is necessary to verify with SEM that the object you deposited is in 
fact a single nanowire because pairs of nanowires that are stacked on each other may look like a 
single nanowire under an optical microscope. In any case, it would still be recommended that the 
chip is examined under SEM at 3 keV in order to check that the nanowire is as you would expect 
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structurally. To clarify what the expected structure is, the nanowires should be more or less 
straight and the radius of the nanowire ought to be more or less constant over its whole length. 
Aside from concerns regarding the structure of the nanowire, one of the advantages of using an 
SEM over a purely optical method is one could verify that the structure is the InSb. Because the 
method of growth for these nanowires is to use InP as part of the template, it is very possible that 
one could accidentally contact the InP stem instead of the InSb nanowire itself, which would lead 
to unexpected results. Optically it might be difficult to differentiate between the two, but using 
an SEM is a surefire method to observe the InP stem or the InSb nanowire because the stem is 
typically less than 50 nm while the InSb nanowires have radii which range from 60 to 100 nm. If 
the chip were observed under an SEM for imaging and nanowire verification, then an extra 
cleaning with RIE can be used to clear the nanowire of carbon contamination. Here, the 
parameters are exactly the same as the parameters mentioned above. 
 
 
Figure 25: (left) The write field before image processing. The corners of the yellow squares are the 
assumed locations of the alignment marks. Ideally, the center of each Ti/Au alignment mark sits exactly at 
a corner of the square. (right) The image after processing so that it aligns perfectly with the CAD design 
file. 
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In this project, nanowires are deposited within the boxes defined by the alignment marks 
mentioned previously. Pictures of those boxes are taken with a camera attached to a microscope. 
The pictures are corrected by using photo manipulation software such as Adobe Photoshop or 
GIMP. Knowing that the pre-patterned alignment marks are in square configurations, we create a 
layer on top of the picture and draw a transparent square. Ultimately, the goal is to match the 
corners of the square with the center of the alignment marks so that the picture matches up with 
the design file in AutoCAD, reducing the uncertainty in pattern placement to tens of nm. 
Focusing on the layer with the unmodified pictures, a series of transformations using rotations, 
translations, and perspective changes can assist in forcing the alignment marks to conform to a 
square shape. This transformed picture should be saved and uploaded into the AutoCAD file, 
where each device can be drawn over the nanowires. 
The sample is prepared for normal metal electrical leads by baking the sample for 5 
minutes at 110 ℃ to ensure the resist adheres to the substrate then spinning two layers of PMMA 
950 A4 (Microchem) at 4000 RPM for 45 seconds with a 2000 RPM/second ramp rate. Each 
layer is baked at 165 ℃, with the first layer baked for 2 minutes and the second layer baked for 5 
minutes to account for the extra thickness from the first layer. A Raith eLine electron beam 
lithography system is used to write the patterns for the normal metal leads, which are 1 μm in 
width and have separation distances varying from 600 nm up to 1.5 μm. Smaller features are 
written with a 25 kV electron beam and a 10 µm beam aperture while larger features are written 
with a 10 kV electron beam and a 120 µm aperture. For the small features with the 25 kV beam 
and 10 μm aperture, the dosage should be around 280 μC cm-2. The dosage for the larger features 
remains the same as before. The sample is developed in a 1:3 MIBK/IPA solution for 90 seconds 
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and then washed in an IPA bath for 30 seconds. To clean off any residual resist left over from 
development, the sample is etched in a March RIE plasma cleaner at 500 mTorr, 50 W, 50 
s.c.c.m. of O2 for 30 seconds. 
Using a recipe developed by Professor Kouwenhoven’s group at TU Delft, the sample is 
then etched with a sulfur passivation technique [59] to remove the native oxide layer on the 
nanowire and n-dope the surface to move the nanowire into a conducting regime. The solution is 
created by first crushing 290 mg of 99.99% pure sulfur (Alfa Aesar) with a pestle in a beaker. A 
small magnetic stirring rod is placed inside of the beaker with the crushed sulfur, and the top of 
the beaker is closed off with a petri dish cover. 3 mL of ammonium sulfide solution (Fisher 
Chemical) is transferred into the beaker, exposing the sulfur/ammonium sulfide mixture to air as 
little as possible. Because the reaction itself is sensitive to light, the room ought to be as dark as 
possible, though the amount of light necessary to see the sample chip seemingly does not harm 
the device. The solution is stirred by the magnetic rod at 100 RPM and must always be covered 
by the dish to prevent the solution from escaping. After the sulfur pieces are fully integrated into 
the solution, the solution is ready to be diluted for the etching process. The next steps ought to be 
performed in quick succession to prevent more unnecessary exposure to air. To perform 
efficiently, 200 mL of deionized water should be measured out in a large beaker and a small 
beaker should be covered on its sides and bottom with thick layers of foil for better thermal 
coupling while its top should be covered with a looking glass to prevent the solution from 
evaporating. Additionally, a heat pad should be set such that the solution measures 65℃. 1 mL 
of the sulfur and ammonium sulfide solution is quickly transferred into the 200 mL of water and 
mixed well. Once the diluted solution (1:200) is completely mixed in, about 10 mL should be 
transferred into a small beaker that had been completely covered by aluminum foil to assist in 
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thermalizing the solution. As before, minimize the solution exposure to air, move the sample into 
the solution, and place the beaker on the heat pad, allowing the sample to etch for 30 minutes. 
Immediately after, the sample is transferred into two different deionized water baths for 2 
seconds each, blown dry with N2 gas, moved into an opaque beaker with IPA, and transferred 
into an evaporator with a vacuum environment on the order of 10-10 torr. 
Prior to evaporating, the sample is ion milled with argon gas for 10 seconds with the 
following parameters: 400 V beam voltage, 60 V acceleration voltage, 40 V discharge voltage, 
15 mA beam current, and a 20 mA neutralizer current in an argon environment of 3 mTorr. 
Normal leads are comprised of 10 nm of titanium and 130 nm of gold. 
Patterning and metallizing the superconducting tunnel probes follows the same basic 
procedure as the one for the normal leads, but there are a few differences. The pattern to write is 
a small, 300 nm-wide probe that is placed in between the two normal leads. For these devices, a 
single probe may be written exactly in the middle of a shorter nanowire, or multiple probes may 
be written, evenly spaced along the length of the nanowire. During the baking steps of the resist-
spinning procedure, the substrate is baked at 110 ℃ instead of the standard 180 ℃ to minimize 
the diffusion of metals across the nanowire. It was found that baking the chip at higher 
temperatures can damage the device and cause an “ideal” nanowire to increase in resistance by a 
factor of 3 or more. To compensate for the lower temperature, the substrate is baked for longer 
periods of time for each layer: 5 minutes for the first layer, and 10 minutes for the second layer. 
After pattern development and the oxygen and argon etching processes, the 
superconducting tunnel probes are evaporated. The puck in the evaporator that holds the sample 
is cooled to liquid nitrogen temperatures. The aluminum oxide is formed in three steps, where 
each step is comprised of the following sequence: cooling down the sample holder with liquid 
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nitrogen for 60/20/0 minutes, evaporating 1 nm, and flooding the sample chamber with oxygen 
for 30 minutes. The first step requires 60 minutes of cooling with liquid nitrogen to guarantee 
that the sample is sufficiently cold to allow for epitaxial growth of aluminum on the nanowire. 
Each subsequent step requires less time because the sample holder should still be relatively cold, 
and each subsequent evaporation deposits metal further from the area of contact on the nanowire. 
After the final layer, the sample puck is slowly warmed up to room temperature. When the 
sample reaches room temperature, 130 nm of aluminum is evaporated to complete the probe. It 
should be noted that there are sets of devices that do not use liquid nitrogen to cool down before 
deposition. 
An alternative style of tunnel probes uses NbTiN as the superconductor with a NbTi 
sticking layer. For this style, the tunnel barrier was created by first depositing 2 nm of aluminum 
on the nanowire after it has been sulfur passivated and argon-etched as per the usual 
prescriptions. The chamber holding the sample was flooded with oxygen for 30 minutes to 
ensure a proper oxidation. When the pressure inside returns to below 2.0 x 10-9 torr, 
approximately 10 nm of NbTi was deposited as a sticking layer followed by 100 nm of NbTiN. 
The numbers are approximated after finding the rate of deposition. While this process does in 
fact work, the tunneling conductance features are not particularly well-suited for the non-
equilibrium tunneling measurements as the peaks seen in the conductance are very broad. 
The process in which the aluminum probe also uses a titanium wetting layer yields 
nanowires with resistances typically between 20 and 60 kΩ (measured with a 10 mV bias) at 
room temperature, measured between the two normal leads that are separated by about 1200 nm. 
At room temperature the resistance between the tunnel probe and the normal lead is typically 1 to 
2 times the resistance between normal leads. Adding up the resistances between both pairs of 
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normal/tunnel probe combinations yields a number that is more than the resistance between 
normal leads, indicating that the tunnel probe contact is not transparent. 
 
4.4: Experimental Setup 
 
The electrical measurements presented here are identical to the ones presented in the 
chapter on graphene. There are two significant differences that should be noted: first, for all bias 
voltages the National Instruments DAQ was used instead of a Keithley 2400 SourceMeter, and 
second, the non-equilibrium tunneling spectroscopy measurements used a voltage divider that 
could output voltages appropriate for the aluminum tunneling probe. One observation to make is 
that non-equilibrium effects tend to appear in the gap at a distance from the coherence peaks at 
equilibrium that is proportional to the non-equilibrium voltage. The superconducting gap of 
aluminum is on the order of a few hundred microvolts, so the non-equilibrium voltages are 
chosen such that they can range from zero to a value on the order of the gap. 
The devices presented were measured in a variety of systems; some devices were 
measured in a pumped 4He cryostat, some in a 3He probe, and others in an Oxford Triton 200 dry 
dilution refrigerator.  
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4.5: Results 
 
4.5.1: Advances in Superconducting Tunnel Probe Technology 
 
Probe 
Material 
Cold 
evaporation 
of barrier 
Ti sticking 
layer 
Barrier 
thickness 
T = 293 K 
probe 
resistances 
Al Y Y 2.1 nm 20-30 kΩ 
NbTi/NbTiN Y Y 2.1 nm 20-40 kΩ 
Al Y Y 2.7 nm 60-80 kΩ 
Al Y N 2.1 nm 100 kΩ-100+ 
MΩ 
Al N N 1.9 nm 5-100+ MΩ 
Table 2: Summary of study of tunnel probes on InSb with various fabrication parameters. 
 
The data presented in Table 2 demonstrates the evolution of the superconducting tunnel 
probe technology with respect to the superconducting material used, whether or not cold 
evaporation was implemented, if a titanium sticking layer was used, and how thick the oxide 
barrier was. The oxide barrier and superconductor were deposited in succession in-situ, so the 
thickness listed is the number as measured by the crystal monitor on the evaporator. The final 
column lists a range of resistances that were measured at room temperature prior to cooling 
down the samples; the resistance is measured between the tunnel probe and one of the Ti/Au end 
contacts. These resistances were recorded to predict how well they would perform at low 
temperatures, similar to the study by Li & Mason [60]. 
The main results of this table are the effect of these parameters on the tunnel resistances. 
Ideally, the tunnel resistances fall in the range of 400 kΩ or more. A previous characterization of 
room temperature probe resistances demonstrated that for tunnel probes with those resistances, a 
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hard gap appears in the tunneling conductance [60]; the peaks characteristic of the BCS density 
of states are sharp and unbroadened; the tunneling conductance additionally shows resonances 
outside the gap, which may be signs of tunneling into a one-dimensional system or Coulomb 
blockade. On the contrary, tunnel probes whose room temperature resistances fall below 400 kΩ 
can exhibit tunneling conductances with broadened peaks, a tunneling conductance that increases 
with |𝑉𝑉𝑝𝑝|, and a soft or non-existent gap. These features seem to indicate a leakage of 
quasiparticles between the probe and sample due to some conducting pathway.  
The first three rows of Table 2, in which the room temperature tunnel probe resistances 
have a mean below 100 kΩ and have a range that deviates no more than 10 – 20 kΩ, show the 
effect of combining both a cold evaporation of the tunnel barrier and the deposition of a titanium 
sticking layer. Controlling for cold evaporation, the presence of a titanium sticking layer seems 
to control the variation of room temperature probe resistances, and therefore if the tunnel probe 
worked at low temperature. Using the titanium sticking layer seems to guarantee that the results 
for the tunnel probes are consistent and that the probes are well-connected. The idea that titanium 
assists in connecting the probes to the nanowire extends to the probe resistance as well. Without 
the use of a sticking layer (Table 2 rows 4 & 5), given a thickness for the oxide barrier (cf. Table 
2 rows 1 & 2), the average room temperature probe resistance increases by at least one order of 
magnitude. 
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Figure 26: (A) A TEM image of an InSb nanowire with epitaxial aluminum on top. During evaporation, 
the InSb was at liquid nitrogen temperatures, providing a requisite condition for epitaxial growth. (B) 
Electron beam evaporation is unidirectional so it is expected that the top three facets will be covered. (C) 
Given the evidence from (A), it is likely there there are direct connections between the superconductor 
and InSb nanowire. (D) Without cold evaporation, this is the expected cross-sectional geometry of the 
tunnel probe. 
 
Comparing rows 4 & 5 in Table 2, removing the cold evaporation step and lowering the 
oxide thickness by 2 Å yielded a set of nanowires whose lowest room temperature probe 
resistance was higher. While it was entirely possible to observe a gap in the tunneling 
conductance, a large bias on the tunnel probe was correlated with an increasing conductance, 
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implying that there could be a conducting channel that passed the oxide barrier to directly 
contact the nanowire. Figure 26a depicts an InSb nanowire with epitaxial aluminum grown on 
top. Even though electron beam evaporation is a unidirectional deposition process, the cold 
evaporation step seems to allow aluminum to only grow only on the topmost facet. The 
superconductor is deposited directly on top of that, but without cooling. Figure 26c depicts what 
that process would look like.  The resistances from Table 2 seem to be consistent with the 
physical picture. Moreover, if evaporating aluminum without cold evaporation covers the top 
three facets, then it would be expected that the resistance should increase, which is exactly what 
is observed in Table 2. 
 The column labeled “probe material” denotes which tunnel probe devices have been 
tested at low temperatures. The results in Table 2 show a summary of results primarily from 
devices with aluminum probes but there were other devices tested. One of the main issues with 
aluminum is that its critical temperature is 1.20 K and its critical magnetic field is 10 mT. For 
these two reasons, non-equilibrium tunneling spectroscopy is limited to dilution refrigerator 
temperatures and a small range of magnetic fields. 
 Tin was a potential candidate because its critical temperature sits at 3.72 K and has a 
slightly higher critical magnetic field of 30 mT. As shown by Figure 27, the cold-evaporated tin 
always broke off where the tin probe meets the nanowire. On top of the nanowire, the tin 
seemingly stuck on well, but the requisite growth condition to connect the tin on top with the tin 
on the substrate could not be found. Warm evaporations of tin on top of the nanowire have also 
been attempted, but it was found that the tin never stuck to the substrate. This eliminated tin as a 
potential superconductor for non-equilibrium tunneling spectroscopy. 
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Figure 27: An SEM image of Sn that was cold-evaporated on top of an InSb nanowire 
 
 Another potential candidate was NbTiN/NbTi because of its high critical temperature (15 
K [61]) and a critical magnetic field of more than 10 T. Such a superconductor could expand the 
accessibility to non-equilibrium tunneling experiments to 4He systems and could provide a 
complete and thorough study on the effect of magnetic field on the non-equilibrium electron 
energy distributions. Figure 28 shows the tunneling conductance of a NbTiN/NbTi probe as a 
function of bias voltage. This plot of conductance definitively shows that there is a hard gap, 
though quasiparticles are present within the gap. Examining the difference in voltage between 
the peaks, the gap Δ is approximately 1.87 mV; the tiny peak around 1.25 mV seems to be some 
noise but is not actually at the gap edge. 
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Figure 28: The tunneling conductance of a NbTi/NbTiN probe with a 2 nm Al oxide barrier. The 
increasing conductance with increasing bias voltage suggests that there could be a leak. Other than that, 
a hard gap appears but the peaks may not be clear (e.g. the peak at the positive bias). 
 
 
Figure 29: A 2D conductance map of the tunnel probe conductance as a function of bias voltage and gate 
voltage. The gap can clearly be seen but high bias features have a much greater conductance than the 
gap edge peaks. 
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 Figure 29 shows the tunnel conductance as a function of both bias voltage and gate 
voltage. Outside the gap, resonances that evolve as a function of gate voltage and bias may be 
seen. These structures suggest the presence of a quantum dot in the nanowire. The diamond-
shaped lines are signatures of resonant tunneling of electrons onto the nanowire. However, the 
resonances near the gap are washed out by the increasing conductance as the bias is increased 
towards 10 mV, which poses a problem for analyzing the energy spectrum of states within the 
nanowire. The 2D plot of Figure 29 demonstrates that this problem is not isolated to a single gate 
voltage but occurs over the range explored. 
 NbTiN/NbTi is a promising material but the data so far have revealed two potential 
problems. The data show that there is a hard gap but NbTiN/NbTi is naturally disordered because 
it is sputtered. This causes the gap edge to broaden and leak into the gap. Figure 28 is one 
example of how the gap could look; in terms of using numerical methods to infer the electron 
energy distribution function, this tunneling conductance data would likely not work because the 
superconducting density of states deviates strongly from that of an ideal BCS superconductor. 
Referring back to Table 2, one other issue is that the NbTiN/NbTi probes have also been tested 
only with the cold evaporated oxide barrier so it is possible that the observed data are related to 
the issue depicted by Figure 26c, where the oxide barrier only covers the top facet of the InSb 
nanowire, exposing the other two to direct contact. 
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4.5.2: End-to-end Transport Characteristics 
 
The measurement of the end-to-end conductance demonstrates that the devices created 
demonstrate coherent transport in the few-mode regime because of the observed Fabry-Perot 
oscillations and the magnitude of conductance, which was of the order 𝑒𝑒2/ℎ.  The data to be 
presented here come from Devices A, B, and C, which all have a reservoir separation of 1.2 𝜇𝜇𝑚𝑚, 
a probe width of 300 nm, and nanowires whose widths are 60 – 80 nm; these devices were 
fabricated with a cold-evaporated oxide layer and a titanium sticking layer for the 
superconducting aluminum. This set was measured in a 3He cryostat at 240 mK and zero 
magnetic field unless otherwise noted. 
 
Figure 30 shows the characteristics of the semiconducting nanowires as a function of both 
bias voltage and gate voltage. One of the first features to examine would be the low conductance, 
gap-like feature centered around -1 mV that has a voltage difference on the order of the 
superconducting gap Δ. Given that this feature was first observed at zero magnetic field, it was 
not clear whether or not this was due to induced superconductivity in the wire. Verifying if this 
was a feature of superconductivity is necessary to ensure that the tunnel probe was properly 
separated. Thus, a magnetic field of 5 T was applied, many orders of magnitude above the 
known critical field of aluminum, 10 mT. The second row of  
Figure 30 reveals that the low conductance feature is robust against field, demonstrating 
that the feature observed at zero magnetic field cannot be attributed to superconductivity. 
For all devices at zero magnetic field, there exist oscillations that are modulated with gate 
voltage. By increasing the magnetic field, these oscillations enhance which is due to the 
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suppression of backscattering with increased field. With the increased field, a diamond-like 
pattern is made more obvious, especially in device C ( 
Figure 30, bottom-right). 
 
 
Figure 30: End-to-end conductance at 0 and 5 T. (top row) Devices A, B, and C exhibit semiconducting 
behavior as expected of InSb. Around 0 voltage bias, there seems to exist a feature whose width in bias 
voltage is on the order of 𝛥𝛥. Additionally, there seems to exist universal conductance fluctuations 
superimposed. (bottom row) To check if the feature in the center is due to superconductivity, the end-to-
end conductances were measured at a magnetic field of 5 T, far above the critical field of Al. The feature 
does not go away and the Fabry-Perot oscillations are enhanced.
 
The diamond pattern seems to be indicative of an open quantum dot. While diamond 
patterns could mean Fabry-Perot, here the diamonds do not form periodic patterns. Moreover, 
reproducible oscillations indicative of universal conductance fluctuations can be observed, which 
implies the existence of scattering centers within the nanowire, likely from the tunnel probe. 
More devices have been studied with improved tunnel probe quality. One of these 
devices, denoted as device D, has a normal contact separation of 1.2 µm and a tunnel probe 
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width of 300 nm, similar to devices A, B, and C; while the oxide barrier was deposited at liquid 
nitrogen temperatures, like A, B, and C, there was no titanium sticking layer. The bottom plot of 
Figure 31 shows the conductance as a function of both bias voltage and gate voltage. Similar to 
devices A, B, and C, there is a feature whose width in bias voltage is on the order of the 
superconducting gap Δ, but as inferred from the data of  
Figure 30, it is not related to induced superconductivity. One of the striking differences 
between device D and the set of devices A, B, and C is that device D very clearly show Fabry-
Perot oscillations. 
 Fabry-Perot oscillations come from the interference of electrons with themselves as they 
create standing waves within the sample. Their confinement leads to the quantization of energy 
levels, which is just the elementary particle-in-a-box problem. The modulation of gate voltage 
determines which energy levels of the confined electrons are accessible to the source and drain, 
which allows electrons to move off and on; this explains the resonant signals. To determine the 
origin of the Fabry-Perot oscillations, an estimation of the resonant cavity length can be made 
[62]: 
𝐿𝐿 = 2𝑒𝑒
𝐶𝐶𝑔𝑔
(𝐿𝐿)Δ𝑉𝑉𝑔𝑔𝐹𝐹𝐹𝐹 
In this equation, 𝐶𝐶𝑔𝑔
(𝐿𝐿) is the gate capacitance per unit length and is estimated to be 1 pF/m [62]. 
The quantity Δ𝑉𝑉𝑔𝑔𝐹𝐹𝐹𝐹 is the difference in gate voltage between maxima in the oscillations. Two 
example sets of the maxima are labeled with black lines in the top plot of Figure 31. For the 
maxima at -6.10 V and -5.60 V, the cavity length is estimated to be approximately 640 nm; 
similarly, for the maxima at -2.82 V and -2.17 V, the cavity length is estimated to be 458 nm. 
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Figure 31: (top) A 2D end-to-end conductance plot of device D. The checkerboard pattern is clearly 
observed here, indicated by the white crossings. (bottom) A 1D plot of end-to-end conductance as a 
function of gate voltage in device D. The oscillations have an amplitude on the order of e2/h and have 
been measured peak-to-peak to show that the Fabry-Perot cavity is approximately 600 nm. 
 
 To explain these numbers, one must consider the geometry of the device. Understanding 
that Fabry-Perot oscillations occur because reflections can cause constructive interference to 
form bound states, there seem to be three possibilities. One possibility is that electrons have 
constructive interference because of confinement underneath the probe, which has a width of 
about 300 nm. Alternatively, electrons may be reflected between the probe and an end contact. 
Because the probe is exactly in the middle, if Fabry-Perot oscillations originated from these 
reflections, it would be expected the cavity length would be about 600 nm. Finally, electrons 
may simply be bound between the two end contacts with no effect from the probe itself. Here, 
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the cavity length would simply be the length of the nanowire between the two end contacts, 
which is 1.2 µm. Given the estimations presented above, the data supports the idea that the 
Fabry-Perot oscillations are due to coherent electrons between the probe and an end contact. 
 
4.5.3: Aluminum probe-to-end Transport Characteristics 
 
 Significant differences can be observed between architectures that use a titanium sticking 
layer on top of the oxide barrier and the ones that do not. Figure 32 depicts representative 
tunneling conductances over various sets. Devices A, B, and C had tunneling conductances like 
in Figure 32a, which has the peaks expected from tunneling from a superconducting tunnel 
probe. The primary flaw in these tunneling probes was that the gap usually did not reach zero 
conductance; changing parameters like gate voltage, however, occasionally enabled the gap to 
reach zero, as will be demonstrated in the presentation of the non-equilibrium tunneling 
spectroscopy data. 
Device D, which did not use a titanium sticking layer, had tunneling conductances as 
shown in Figure 32b. Two of the main differences between D and the set consisting of A, B, and 
C are the sharpness of the peak and the hardness of the gap. Because D was measured in a 
dilution fridge with a nominal temperature of 25 mK, that could be one possible reason why the 
peaks are much sharper. Examining the scale of conductance, it can be seen that device D 
reaches zero conductance in the gap, unlike the tunneling conductance from Figure 32a. One 
final point about device D is that outside the gap, it is relatively featureless. In Figure 29, which 
showed the tunnel conductance across a NbTiN/NbTi tunnel probe, there were features which 
could be controlled with gate and bias; those resonances are characteristic of tunneling into a 1D 
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object. In fact, outside the gap in Figure 32b, the tunneling conductance is flat, which suggests 
that there was tunneling into a normal metal.  
 
 
Figure 32: Tunneling conductances from (a) device C (b), device D, and (c) device E. The different curves 
in E are at the same temperature but with different grounding setups, indicating the importance of 
eliminating ground loops. 
 
Finally, tunneling conductances in device E given different grounding setups are shown 
in Figure 32c. Similar to devices A through D, device E was constructed with the same 
parameters for the normal contact separation and the tunneling probe width. In addition to the 
lack of titanium sticking layer of device D, device E also lacked the cold evaporation of the 
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oxide barrier. Out of all the tunneling probes presented in this chapter, these ones exhibit the best 
features for three reasons. First, the gap is extremely clean and unlike the gap seen for device D, 
there are no extra quasiparticle features. Second, for the devices with a hard gap (devices D and 
E), the modulation in conductance is much greater. Finally, device E shows hints of tunneling 
into a one-dimensional objects, as opposed to a metal, like in device D. 
The experimental setup is extremely sensitive to ground loops. Various tunneling 
conductances in Figure 32c are controlled for every parameter except for the connections to 
ground. Even small changes in the grounding can enact significant changes in the tunneling 
conductance, particularly in the peaks or the center of the gap. More information on controlling 
these problems may be found in the Appendix. 
 
4.5.4: Non-equilibrium Tunneling Spectroscopy 
 
Using non-equilibrium tunneling spectroscopy, we measured data suggesting that there 
could be electron-electron interactions within the nanowire. The data in Figure 33 is from device 
C and shows the tunneling conductance as a function of bias voltage. Each curve is for a 
different non-equilibrium energy. Examining how the peaks move as a function of non-
equilibrium energy, the peaks shift proportionally to the non-equilibrium voltage 𝑈𝑈, as shown in 
Table 3. Additionally, for each curve, the peaks broaden out, which is consistent with a 
thermalization mechanism. 
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Figure 33: Non-equilibrium tunneling spectroscopy on device C at a gate voltage of 5.1 V. The vertical 
lines are guides to the eye to show the evolution of the peak as a function of non-equilibrium bias. 
 
 
Non-equilibrium curve (µeV) Shift from equilibrium (µeV) 
62.3 58.36 
107 101.2 
152.2 148.0 
Table 3: Summary of how the peak features shift in the non-equilibrium measurement. 
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Figure 34: Simulation of what the detection of electron-electron scattering should look like at 250 mK 
with an aluminum superconducting tunneling probe. 
 
Qualitatively, the data is very similar to Figure 34, which shows what the tunneling 
conductance ought to look like for different non-equilibrium biases. For higher biases, the peaks 
look broadened out, which is the expected signal of tunneling conductance when the electrons 
establish a local temperature. On the contrary, there are some clear problems in the data of 
Figure 33. Outside the gap, with a bias not much more than the superconducting gap, the 
tunneling conductance is seen to increase rapidly, indicating that there may be a breakdown of 
the barrier. The main problem that the increased conductance yields would arise in the model-
fitting for the data. Because the entire model assumes that the conductance is purely tunneling, 
there can be unfortunate divergences from a good fit to a non-equilibrium electron energy 
distribution.  
 
   
 
85 
 
4.6: Outlook 
 
The issue of transport through long devices is mostly an engineering challenge, but a 
challenge that is of course worthy of being investigated. Throughout the past decade there have 
been studies regarding ballistic transport through devices and incrementally these studies have 
pushed the boundaries on the length of these devices.  
Future experiments of non-equilibrium tunneling spectroscopy might investigate using a 
different superconductor. One of the primary problems with aluminum is that the 
superconducting gap is extremely small; the gap for aluminum is only 340 µV while metals like 
lead has a gap of 2.73 mV and niobium has a gap of 3.05 mV. Additionally, the critical 
temperatures are drastically different. Aluminum has a critical temperature of 1.2 K whereas lead 
superconducts at 7.19 K and niobium superconducts at 9.26 K. This has important consequences 
in terms of correctly identifying the right signals. 
The sharpness of the superconducting peaks depends strongly on how low the electron 
temperature is relative to the critical temperature of the metal. Ideally, the shape of the density of 
states of the superconductor follows the form described in Chapter 2. Practically, there is always 
some thermal broadening but for sufficiently low temperatures then the peaks at the gap edge can 
be taken to be the ideal case. The sharpness of the peak determines how much of the peak 
structure encroaches upon the gap. A null hypothesis here might state that the non-equilibrium 
signal, which is a subgap signal, would be no different from thermal noise that could be 
observed. Allowing the peak to seep into the gap would qualitatively increase the chances of the 
null hypothesis. This is a problem which hurts aluminum the most because of its small gap. Even 
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a small amount of thermal broadening may hurt the chances of observing a true non-equilibrium 
signal. 
The way to circumvent this issue is to use a superconductor with a larger gap because 
even if the peaks are slightly thermally broadened, it would be much easier to observe subgap 
signals. While there may be noise on the thermally broadened peaks, a non-equilibrium signal 
should be able to reveal itself sufficiently far away that one could easily differentiate that signal 
from noise. 
Fortunately, for superconductors that are described accurately by BCS theory, it turns out 
that the critical temperature and superconducting gap are intimately related. To wit, the 
relationship is as follows: 
Δ = 1.764 𝑘𝑘𝐵𝐵𝑇𝑇𝑐𝑐 
The implication of this equation is that superconductors with a higher critical temperature will 
have a larger energy gap for the quasiparticles. Given the arguments presented, it would make 
sense to attempt using higher 𝑇𝑇𝑐𝑐 superconductors like lead and niobium. The low temperature 
systems for non-equilibrium tunneling experiments would be, at most, 2 K, like in a pumped 
helium-4 system, or at least 20 mK, the typical temperature of a dilution refrigerator. 
Studying the use of a different superconducting material for the tunneling probe ought to 
include an investigation of how well a material can stick on the nanowire. The nanowire 
geometry is non-trivial; a cross-section of the nanowire is hexagonal and has dimensions on the 
order of high tens to about 100 nm at most. Being able to find the correct combination of 
materials to create a superconducting tunneling probe would greatly aid in performing the 
nonequilibrim tunneling spectroscopy technique in a consistent manner. 
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Finding the ideal combination to create superconducting tunneling probes can aid in 
observing topologically nontrivial Andreev bound states. Majorana fermions, which are Andreev 
bound states, should have a 4𝜋𝜋-periodic Andreev energy spectrum [63]. The energy spectrum 
shown in Figure 35a can be found by constructing a superconducting loop that contains a weak 
link defined by the InSb nanowire. On top of the nanowire, as depicted in Figure 35b, lies a 
superconducting tunneling probe which allows for the observation of the Andreev energy 
spectrum. Such an experiment would supplement previous experiments [13] [55] and further 
demonstrate the existence of the Majorana quasiparticle. 
 
 
Figure 35: (a) Theoretical prediction of the Andreev energy spectrum for a topologically nontrivial 
phase. Adapted from [63]. (b) Green: A superconductor that has transparent contacts to the nanotube. 
Red: A superconducting tunneling probe 
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CHAPTER 5: Conclusion 
 
The first part of this thesis discusses the use of superconducting tunneling spectroscopy 
to study the nature of transport graphene ribbons and InSb nanowires. Chapter 2 defined the 
technique of non-equilibrium tunneling spectroscopy, which requires applying a bias across a 
sample while performing superconducting tunneling spectroscopy. 
Chapter 3 demonstrated the application of this technique to graphene. The main result 
was that scattering due to phonon-electron interactions was observed. One possible way forward 
is to lower the temperature of this experiment down to dilution refrigerator temperatures to 
reduce the impact of phonons and observe other possible interactions. The cleanliness of the 
devices was also another important factor because it prevents the observation of the inherent 
properties of single-crystalline graphene. 
The idea of orderly, clean devices was duly noted in Chapter 4. The first part of this 
chapter discusses the optimization of contacts to an InSb nanowire by carefully adjusting 
parameters associated with sulfur passivation and ion milling. This allowed for the observation 
of quantized conductance, associated with ballistic transport, and Fabry-Perot oscillations, which 
implies the existence of coherent transport. Moreover, this technique was extended to the 
creation of superconducting tunnel probes. Ultimately, a technique to show that a hard gap could 
be achieved in the tunneling conductance is shown. 
The general technique of tunneling spectroscopy is extremely useful, as it can be used to 
study the electron distribution functions and even certain bound states within mesoscopic 
systems. Developing this technique on systems in addition to graphene and nanowires can allow 
for a deeper understanding of the fundamental processes within condensed matter systems. 
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CHAPTER 6: Noise in La2/3Sr1/3MnO3 
 
6.1 Background 
 
The manganites are a class of crystalline materials whose chemical composition follows 
the form A1-xBxMnO3. Usually the manganites exhibit interesting magnetic properties that can be 
detected in transport measurements via magnetoresistance. The magnetoresistance effect 
exhibited by manganites is called colossal magnetoresistance to differentiate that from the giant 
magnetoresistance of multilayered structures. The latter effect, observed in [64] [65], is the 
consequence of stacking alternating, conducting ferromagnetic and non-magnetic layers and is 
the mechanism for devices that employ spin valves. On the contrary, the colossal 
magnetoresistive effect, first observed in La2/3Ca1/3MnO3, is explained by considering polarons 
[66], which are quasiparticles comprised of an electron dressed in lattice deformations, and 
superexchange, which will be explained in the next section. Without ferromagnetic ordering and 
double exchange, which will also be explained in the next section, electrons tend to be localized 
by phonons and superexchange. By cooling a manganite perovskite below the Curie temperature 
to spontaneously align spins or by applying a magnetic field, ferromagnetic ordering appears, 
which is necessarily linked to conduction. 
This chapter will present measurements of resistance as a function of both temperature 
and time for nanowires of La2/3Sr1/3MnO3 (LSMO), which provides insight into the domain 
structure and phase transitions of the material. To understand the underlying physics, first, a 
description of the structure of LSMO will be given followed by a discussion of competing 
ferromagnetic, metallic behavior, and antiferromagnetic, insulating behavior.  
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6.2: Lattice and Energy Spectrum 
 
The lattice of LSMO contains cubic unit cells comprised of either a La3+ or Sr2+ cation, 
three oxygen ions, each on the center of a face of the cube, and finally a Mn ion which may have 
a charge of either +3 or +4, as shown in Figure 36. The ratio of the number of Sr ions to La ions 
is defined by the chemical formula La2/3Sr1/3MnO3 and directly affects the charge number on the 
Mn ion because of the number of electrons that the La or Sr can donate and distribute around its 
location; in the undoped limit (with a 0% concentration of Sr) the manganese ions have four 
electrons to distribute in its outermost level. The variable number of electrons turns out to be 
important to understanding the physics of how electrons move between lattice sites or stay on its 
current site. The next section describes how the number of electrons and their spin orientation on 
a manganese ion determines how superexchange or double exchange affects their movement. 
Prior to that, a brief understanding of the energy spectrum of the manganese ion must be 
established. 
 
   
 
92 
 
 
Figure 36: A unit cell of a manganese perovskite. The A ion is either lanthanum or strontium. 
 
By itself, a manganese ion has electrons that reside in the 3d orbitals. With the addition of 
the six surrounding oxygen ions (three from the unit cell of the manganese ion and the remaining 
from three other unit cells), the 3d orbital splits into the triply degenerate t2g and eg orbitals as 
shown in Figure 37. The t2g levels, comprised of the dxy, dyz, and dxz orbitals, all contain lobes 
that point in directions between the electron orbitals of the oxygen ions. The lack of Coulomb 
repulsion is the reason why the t2g levels are lower in energy than the eg levels. The previous 
paragraph alluded to the changes in the manganese ion given the presence of strontium and 
lanthanum ions; the manganese ions will have either three or four electrons, meaning the higher 
energy eg orbital will have either zero or one electron. Given this, the next section will be 
dedicated to understanding how ferromagnetism is correlated with conduction and 
antiferromagnetism is associated with insulating behavior. 
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Figure 37: On the far left, the outermost subshell of Mn is a 3d orbital. Placing it into a unit cell of 
LSMO splits the degenerate 3d orbitals into two separate bands. Electrons conduct if they are in the 
higher eg level. 
 
6.3: Magnetic Behavior and Transport 
 
Double exchange is a mechanism which promotes electronic transport and 
ferromagnetism and exists because of the tendency of an electron to minimize its kinetic energy. 
To start, consider an electron which is localized and may be represented by a gaussian function 
of the form (though any other function may take its place, without loss of generality): 
Ψ(𝑥𝑥) = 𝑒𝑒− 𝑥𝑥22𝜎𝜎2 
The expectation value of the energy operator may be calculated to be: 
𝐸𝐸[𝑇𝑇 = 𝑝𝑝2]~1/𝜎𝜎2 
Upon closer inspection, the kinetic energy has an obvious inverse proportionality to the variance 
of the Gaussian function. This answers why a particle would tend to spread out more, but it still 
does not answer why double exchange promotes ferromagnetism. 
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Ferromagnetism may be induced if the electron energy may be lowered even at the cost 
of changing the spin states in a neighboring manganese ion. From elementary magnetism, if two 
spins are interacting, then their energy is given by: 
𝐸𝐸[𝜖𝜖]  =  −12 𝐽𝐽𝑠𝑠1���⃗ ⋅ 𝑠𝑠2���⃗  
From this equation, it should be clear that there is a gap of energy between the state where the 
spins are aligned and the state where the spins are anti-aligned. Hund’s rules state that electrons 
will fill orbitals with one species of spin at a time and is an alternative way of considering the 
above statements regarding the energy. 
If an electron were to move to a manganese ion whose core t2g spins are anti-aligned, then 
the energy of the system would increase, and in that case it would be preferable for that electron 
to stay in its original position. On the contrary, if an electron were to move to a manganese ion 
where the core spins are aligned, then that would be the preferred action because that energy is 
lower than in the first case, as in Figure 38b. Considering again the fact that electrons that 
delocalize lower their kinetic energy, the movement of these electrons such that the core spins on 
the acceptor ion align with the incoming electron gives an overall lower energy. Hence it must be 
concluded that electron hopping between sites is associated with ferromagnetism. 
 
 
Figure 38: Schematics of possible exchange interactions in LSMO. (a) In superexchange, electrons are 
localized if their neighboring Mn has an opposite spin. (b) With double exchange, if a neighboring Mn 
ion is aligned in spin then an electron may move. 
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Superexchange is the antiferromagnetic mechanism which stabilizes the location of an 
electron because of the coupling between a manganese ion and a neighboring oxygen, as shown 
in Figure 38a and occurs below the Néel temperature; for reference, LaMnO3 has this transition 
around 140 K [67]. The main idea here is that eg spins on neighboring manganese ions couple to 
the p orbital spins on the oxygen that is in the middle. Imagining that the Mn-O-Mn system were 
on the x-axis, if the left manganese had a spin up electron and the right manganese had a spin 
down electron, then those spins will couple with the opposite species on the oxygen ion. The 
exchange interaction favors a strong coupling between those spins. 
Finally, as mentioned before, Millis et al. explain that another mechanism for 
localization, particularly the behavior for temperatures 𝑇𝑇 > 𝑇𝑇𝐶𝐶𝐶𝐶𝑝𝑝𝐶𝐶𝑝𝑝, is due to phonons. The details 
of the derivation may be found in [66] and [68], but the main result ought to be stated here. The 
physics described here is far above the Néel temperature, so antiferromagnetic contributions can 
be assumed to be zero. The main result of [68] is that there is a coupling constant 𝜆𝜆 = 𝑔𝑔2/𝑘𝑘𝑡𝑡, 
where 𝑔𝑔 describes the strength of electron-phonon interactions, 𝑘𝑘 is a force constant related to 
phonon motion, and 𝑡𝑡 is the matrix element describing hopping between lattice sites. Strong 
coupling (𝜆𝜆 > 1) implies that electron-phonon interactions overpower hopping; when the system 
is cooled below the Curie temperature, double exchange may occur because of the spontaneous 
alignment of spins. This explains the existence of the insulator-to-metal peaks in the perovskite 
manganites. 
One more comment should be made to clarify the conditions for both mechanisms. The 
description of double exchange above was simplified to a first-order process, but in reality an eg 
electron on a manganese ion first jumps to a neighboring oxygen ion, and an electron of the same 
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spin species that is on the oxygen ion jumps to the acceptor manganese ion, which only contains 
t2g electrons. For superexchange, the entire process was described, but to clarify, it should be 
mentioned that both manganese ions contain spins up to the eg orbital though their spins should 
be anti-aligned, which is exactly what one expects from antiferromagnetic domains. 
Given the basic physics, the expected behavior is shown in Figure 39. The red line 
indicates what the resistance vs. temperature behavior of a film of LSMO with the 𝑥𝑥 = 1/3 
doping should be. The phase boundary at 350 K that the red line crosses separates the 
paramagnetic phase from the ferromagnetic phase, which means that boundary defines the Curie 
temperature. 
 
 
Figure 39: Phase diagram of bulk La1-xSrxMnO3. The red line indicates the doping used for the samples 
described in this thesis. While the transition temperature between paramagnetism and ferromagnetism 
differ from the bulk described here, the expected signal is still observed, but at a lower temperature. 
Reproduced from [69]. 
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Figure 40: Magnetic force microscopy of LSMO nanowires with a width of 80 nm. Light areas are 
ferromagnetic signals perpendicular to the plane. Red lines are guides to the eye to show the direction of 
the nanowire along the long axis. 
 
To apply these ideas to the LSMO system, consider that LSMO has a doping of 𝑥𝑥 = 1/3. 
Consequently, a lattice site has a probability 𝑝𝑝 = 1/3 of containing a Sr ion instead of a La. Sites 
that contain a Sr ion also have a Mn3+ whereas ones that contain a La ion have a Mn4+ ion. 
Because of the random distribution, both ferromagnetic metallic and antiferromagnetic insulating 
domains should form. Experimentally, this has been observed and is shown in Figure 40. This 
figure shows 80 nm-wide nanowires scanned under magnetic force microscopy. Here, the 
domains shown seem to be able to take up the entire width of a nanowire; this may be seen 
particularly well in the bottommost nanowire. The fact that these domains can dominate a 
nanowire motivates a study on how single magnetic domains affect transport. The next section 
will summarize observations in other perovskite manganites that had been top-down fabricated to 
microns or nanometers. 
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6.4: Previous Work 
 
 Switching between conductive and insulating states has been observed in other micro- or 
nano-sized, lithographically-defined constrictions over the past two decades in PCMO [70], 
LCMO [71] [72], and LPCMO [73] [74]. In the devices presented in these articles, fluctuations 
due to competing states can be observed as a function of both time and temperature as shown in 
Figure 41. However, a systematic study of the time and temperature dependence of resistance in 
LSMO nanowires has not yet been completed. 
 
 
Figure 41: (a) Resistance vs. temperature with a sudden drop in resistance for epitaxially-grown LPCMO 
on MgO. Reproduced from Hattori et al. [74]. (b) Resistance vs. time in constricted LCMO. As 
temperature decreases, multi-level noise appear. Reproduced from Raquet et al. [71]. 
 
 To date, one of the only studies that attempt to study the effect of a single or few domains 
in constricted LSMO is with scanning probe microscopy [75]. In this study, an electric field was 
produced from a probe to deplete electrons within the constriction, which had the effect of 
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creating insulating domains. Figure 42 shows the effect of creating an insulating region within 
the constriction. After creating the insulating domain, the resistance is traced back and forth 
between 300 K and 150 K (black and blue curves). Additionally, heating the LSMO to above the 
Curie temperature (350 K) and cooling the sample, the LSMO exhibits metallic behavior, as if 
the insulating domain were erased. These half-micron bridges provide a good first step in 
understanding the effect of the ferromagnetic metallic and antiferromagnetic insulating domains, 
but as was seen from Figure 40, observing the effect of one or few domains may be easily done 
with nanowires. The next section will discuss their fabrication and measurement. 
 
 
Figure 42: Resistance as a function of temperature in a 500 nm-wide bridge of LSMO. Reproduced from 
Peña et al. [75]. 
 
6.5 Experimental Setup 
 
To explore the domain structure and phase transitions of an LSMO system, nanowires 
were fabricated from 30 nm films. These films were grown with pulsed laser deposition by 
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Professor Lane Martin’s group on top of a substrate of LAO. Constructing the nanowires 
required using electron beam lithography, performed with a Raith eLine system, to define the 
areas where the nanowires and the pads for wire bonding are. The nanowire areas were designed 
such that each wire had a width of about 200 nm and lengths of 5, 10, 20, or 50 µm. Aluminum 
served as a hard mask to protect the nanowire from destruction during an ion milling process. 
The ion mill used a beam voltage of 400 V and a beam current of 60 mA. Because there exist 
differences between ion milling systems, a calibration was performed to find the rate of milling 
for both the titanium mask and the LSMO. All 30 nm of the LSMO thin film is milled after 15 
minutes, and it was found that about 90 nm of titanium would be milled in the same amount of 
time. 
AFM was also used to characterize the LSMO nanowire dimensions. Figure 43 depicts 
the two nanowires which are in a 4-point configuration. Device A has a length of 10 µm, a width 
of 170 nm, and a height of 10 nm; device B has a length of 5 µm, a width of 320 nm, and a 
height of 26 nm. 
All measurements were performed in a Quantum Design PPMS DynaCool with 
electronics controlled by LabVIEW. Both d.c. and a.c. measurements were performed but the 
measurements presented here are d.c. measurements unless otherwise specified. For the 4-point 
d.c. measurements, a Keithley 6221 DC current source provided a constant current through a 
nanowire device and a Keithley 2182A measured the voltage drop across the nanowire. 
Similarly, a.c. measurements were current-sourced by a Stanford Research Systems 830 lock-in 
amplifier and the resulting voltage was measured by the same piece of equipment. A LabVIEW 
programmed interfaced to the DynaCool via a local area network connection and controlled its 
temperature and magnetic field. 
   
 
101 
 
 
 
Figure 43: AFM images of device A (left) and B (right).  
 
6.6: Transport Dependence on Temperature and Time 
 
In Figure 44, the resistances of the nanowires were measured as a function of 
temperature, which ranged from 2 to 400 K. Starting from 400 K and holding the magnetic field 
constant, resistance was measured down to 2 K and back up to 400 K and was reproducible with 
both cooling and warming. Nanowire A makes an insulating-to-metallic transition at around 300 
K while nanowire B stays insulating. Nanowire A has resistances on the order of 100s of kΩ 
while nanowire B has resistances on the order of MΩ. Comparing these values to a study of 
resistivity on LSMO thin films by Yuan et al. [76], the resistivity is estimated to be on the order 
of 10−3Ω ⋅ 𝑚𝑚, which gives the correct order of magnitude of resistance for nanowire A and B. 
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Figure 44: Resistance as a function of temperature for nanowire A (left) and nanowire B (right). While 
similar in dimension, they have different behavior and resistances. The purple boxes show where noise 
exists in both resistance vs. temperature plots. The red circle shows where the jumps in resistance occur 
for nanowire A. 
 
 The behavior in temperature from insulating behavior to metallic behavior is well-
understood to indicate a transition from a paramagnetic state to a ferromagnetic state [69], which 
is consistent with the phase diagram in Figure 39. Moreover, the randomized direction of spins in 
paramagnetic domains should suppress the ability of electrons to move because of the lack of 
neighbors with parallel spins. It should be noted that the behavior that contradicts the bulk phase 
diagram had actually been observed before, again by Yuan et al. in La0.7Sr0.3MnO3 thin films 
[76]. Above a certain temperature, the phase diagram suggests that the LSMO samples should be 
a paramagnetic metal but both device A and B demonstrate that the high temperature state is 
insulating. One possible explanation for this is that the extreme constriction contains insulating 
domains that are pinned. This is corroborated with the magnetic force microscopy image from 
Figure 40 which shows that even though the nanowires are top-down fabricated from 
stoichiometric La2/3Sr1/3MnO3, it is possible to have regions that are not entirely ferromagnetic 
(dark blue) which suggests that there is limited conduction. 
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Unlike device A, device B seems to be stuck in an insulating state, once again 
contradicting the expected behavior of the bulk phase diagram. The fact that B is stuck in an 
insulating state is consistent with the fact that the length of the nanowire, which is measured to 
be twice as much as A, gives a higher probability that a domain, which can be on the order of 
100 nm (Figure 40), inside of the LSMO nanowire will turn insulating (the non-ferromagnetic, 
dark regions of Figure 40) and block transport. Both nanowires decrease in resistance as 
magnetic field is increased, which is consistent with the idea of double exchange. In addition to 
this, device B seems to be recovering some hidden structure as the magnetic field increases. The 
temperature sweep for 6 T reveals that there is a peak structure at 200 K, which is likely related 
to the insulator-to-metal transition peaks observed in device A at 300 K. 
Another major difference between the devices is that device A contains reproducible 
jumps to a higher resistance, denoted by the red circles in Figure 44. This jump always increases 
the resistance as the temperature decreases, suggesting that an insulating state is locking into 
place. Given that device B has a resistance which is about an order of magnitude higher than that 
of device A, it is likely that the domains are already insulating. The jumps in resistance in device 
B occur at higher temperatures as the applied magnetic field increases. These magnetic field-
dependent jumps have been observed before by Hattori et al. (Figure 41) and are consistent with 
the picture of a large metallic region becoming insulating, preventing charge from passing 
through the nanowire. 
The final feature of note on the resistance vs. temperature plots are the noise; device A 
and B both show this noise for temperatures below 100 K (Figure 44, purple boxes). Again, 
considering that the Néel temperature is 140 K for LaMnO3, the spontaneous ordering of 
insulating regions is entirely consistent with the data. The data continuously evolves from a 
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smooth function at high temperature into one with noise at lower temperature and therefore 
occurs naturally. This data agrees with the interpretation that coexisting conducting and 
insulating domains are competing with each other. 
 
 
Figure 45: Noise as a function of time in device A at 2 T and is representative of all noise measurements. 
 
The time-dependent measurements are shown in Figure 45. Across temperatures, it is not 
clear that there is any systematic change to the noise characteristics. The data in Figure 45 depict 
what could appear to be random noise, though it should be noted that some data have obvious 
jumps. Binning the data reveals that there exist two- and three-level noise in which there exists 
one level that dominates. In contrast to data produced by Bronn [77], the data is clearly skewed 
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towards one level, whereas Bronn had observed two- or three-level distributions that were more 
even in terms of distribution. This is likely due to the differences in dimensions of the nanowires. 
The nanowires presented here have widths of over 100 nm but the ones presented by Bronn were 
80 nm in width. One explanation for the differences is that the thicker width provides more 
possible percolative pathways for electrons to travel, so the dominant state tends to be one which 
is less resistive. The fewer counts of higher resistive states are consistent with the idea that it is 
less likely for insulating domains to provide significant blockage to electron pathways. 
 
6.7: Conclusion 
 
 One of the main issues was the lack of systematic data with regards to the nanowire 
length and width. Even combined with previous data taken by Bronn [26], the device behavior 
wildly differs. The issue is likely rooted in the milling of the nanowires, which can introduce 
roughness and increased scattering along the edge. Despite these issues, given the dependence in 
temperature and time, there is enough evidence to suggest that domains play a role in the 
transport across the nanowire.  As previously mentioned this has been observed before in other 
similar manganite perovskites, and only in a 500 nm-wide bridge of LSMO. The data presented 
here improve upon this study by constraining the LSMO down to a width of 170 nm (device A) 
and 320 nm (device B). 
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CHAPTER 7: Ultrathin Bi & Bi0.92Sb0.08 Films 
 
A collaboration was started with Professor Seth Bank’s group at the University of Texas 
at Austin to explore the transport properties of ultrathin bismuth and bismuth-antimony alloys. 
Magnetoresistance measurements on ultrathin films of bismuth were performed at the University 
of Illinois at Urbana-Champaign to compare the performance between bismuth grown on Si(111) 
and bismuth that was dry-transferred to other substrates like Si(100), glass, and YIG [78]. The 
measurements presented in this chapter are further explorations of transport in bismuth materials; 
this chapter characterizes the magnetoresistance, carrier density, and temperature dependence of 
resistance in ultrathin bismuth and bismuth-antimony alloys. In addition to showing some of the 
first magnetoresistive measurements on ultrathin films of bismuth and bismuth-antimony alloys, 
it is also demonstrated that the length scales extracted from models of weak antilocalization 
combined with the numerical values of sheet resistance are evidence of the quantum size effect. 
Bismuth is an element that is known for having millimeter-length mean free paths [6], 
spin diffusion lengths of tens of microns [79], a band structure that transforms from metallic to 
semiconducting with lower thicknesses [80], and Rashba spin-split surface states as the film 
thickness is reduced to below 100 nm [81]. Antimony may be alloyed to bismuth to 
fundamentally change its physics. Specifically, when the composition of a Bi1-xSbx alloy contains 
a concentration of Sb between 7 and 22%, the alloy is a strong topological insulator, which 
means it simultaneously has surface states that are topologically protected and an interior that is 
an insulator [82]. Bi1-xSbx has been studied recently because its properties are well-suited for 
spin-orbit torque applications. Other topological insulators like Bi2Se3 [83], BixSe1-x [84] and 
(Bi0.5Sb0.5)Te3 [85] have a high spin hall angle (𝜃𝜃𝑆𝑆𝑆𝑆 = 𝐽𝐽𝑆𝑆/𝐽𝐽𝑝𝑝) but a low conductivity so spin 
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currents are difficult to generate. A recent study demonstrated that Bi1-xSbx may have a high 
conductivity and spin Hall angle [86]. 
Both bismuth and antimony-doped bismuth have spin-orbit coupling, which couples the 
spin of a charge carrier to its momentum. Consequently, the surface states in the two materials 
are subject to weak antilocalization (WAL) because disorder in the systems are conducive 
towards interference effects. When charge carriers scatter in disordered systems, they may form 
self-intersecting paths. Due to spin-orbit coupling, the spin of a charge carrier moving along one 
pathway will have the opposite spin of a different charge carrier that moves in the opposite 
direction; the net effect is destructive interference, which is manifested as a drop in the net 
resistivity. This effect may be observed in magnetoresistance and is empirically described by a 
correction to the sample conductivity [87]. The standard model for the Hikami-Larkin-Nagaoka 
(HLN) equation assumes that elastic processes and spin-orbit coupling play a role in scattering. 
Considering only low magnetic field data (up to 1 T), one can approximate the HLN equation by 
keeping terms related to phase coherence and elastic scattering because spin-orbit coupling is 
strong in the bismuth family of materials, which causes those terms to go to zero at low field. 
Fits to the data are with a modified HLN equation [88] [89] [90] [91]: 
Δ𝜎𝜎 = 𝜎𝜎(𝐻𝐻) − 𝜎𝜎(0) = 𝛼𝛼2 𝑒𝑒2𝜋𝜋ℎ 𝜂𝜂 �𝐵𝐵𝜙𝜙𝐵𝐵 � + 𝛼𝛼 𝑒𝑒2𝜋𝜋ℎ 𝜂𝜂 �𝐵𝐵𝑝𝑝𝐵𝐵 � − βB2 
The factors of 𝜂𝜂(𝑧𝑧) = ln(𝑧𝑧) − 𝜓𝜓(𝑧𝑧), where 𝑧𝑧 = 𝐵𝐵𝐶𝐶/𝐵𝐵, account for the contributions of scattering 
mechanisms. Additionally, the factors of 𝐵𝐵𝐶𝐶 = ℏ/4𝑒𝑒𝐿𝐿𝐶𝐶2 link the characteristic fields with a length 
scale. 𝐿𝐿𝜙𝜙 can be thought of the distance an electron travels before losing phase coherence while 
𝐿𝐿𝑝𝑝 is the distance that an electron travels before it undergoes an elastic scattering event. Finally, 
the factor of 𝐵𝐵2, derivative of the classical Drude theory of metals, is added in to account for 
remaining contributions there are from bulk carriers. 
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  The bismuth and bismuth-antimony films were grown at the University of Texas at 
Austin and sent here for measurement. For the bismuth-antimony alloy films, a concentration of 
8% antimony was used to enter the topological insulating regime. Both the bismuth and bismuth-
antimony alloy films sit on a 1 x 1 cm2 insulating Si(111) substrate with indium solder contacts 
on each corner so that they were in a van der Pauw configuration, shown in Figure 46. 
Aluminum wires connected the films to a Quantum Design Physical Property Measurement 
System, which could reach temperatures as low as 2 K and magnetic fields as high as 8 T in the 
out-of-plane direction of the film. The PPMS was also connected to a custom breakout box so 
that magnetic field measurements could switch between magnetoresistance and Hall effect 
without thermally cycling the films and reconfiguring the aluminum wires. For each film the 
resistance was measured as a function of temperature during a cooldown from 300 K to 2 K and 
warming back to 300 K. Between cooling and warming, magnetoresistance and the Hall effect 
were measured at 2 K between -1 and 1 T. A SR830 lock-in amplifier sourced a 15 µA current at 
17 Hz and simultaneously read the voltage. 
 
 
Figure 46: The van der Pauw configurations for measuring (a) sheet resistance and (b) Hall resistance. 
Configuration (a) is used for both temperature sweeps and magnetoresistance. 
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 Figure 47 shows a comparison of the sheet resistance characteristics as a function of 
temperature for both the bismuth and bismuth-antimony alloys. Because the films were squares, 
the sheet resistance was calculated using the relation 𝑅𝑅𝑠𝑠ℎ𝑝𝑝𝑝𝑝𝑒𝑒 = 𝜋𝜋𝑅𝑅/ ln 2, where 𝑅𝑅 = (𝑉𝑉+ −
𝑉𝑉−)/(𝐼𝐼+ − 𝐼𝐼−) is the resistance measured in the configuration Figure 46a. The first observation is 
that as a function of thickness, the resistance is not monotonic. For a given temperature, in both 
the bismuth and bismuth-antimony alloy, the resistance of the 8 nm film is always higher than 
the 30 nm film and the resistance of the 30 nm film is always higher than the 20 nm film. This is 
a known property of bismuth and is explained by the quantum size effect [92]. Next, for both 
types of films, the 8 nm-thick ones exhibit metallic behavior, which is consistent with the idea 
that there are surface states on both bismuth and bismuth-antimony in the topological insulating 
regime. On the contrary, the 30 nm-thick films are both insulating, indicating that the bulk of the 
films are playing a significant role in conduction. The metallicity of the 20 nm film is consistent 
with the appearance of surface states [93] around a critical thickness. Finally, upon closer 
inspection of the 20 and 30 nm-thick bismuth-alloy films temperature sweeps of resistance, there 
seems to exist a maximum in resistance. For temperatures below the temperature with the 
resistance maximum, the resistance decreases, which has been observed before in antimony-
doped bismuth and is explained by the existence of the impurity band created by the antimony 
dopants [94]. 
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Figure 47: Resistance vs. temperature sweeps of (left) bismuth and (right) bismuth-antimony (8%) alloys 
as a function of film thickness. 
  
Figure 48 shows the magnetoconductance of the bismuth and bismuth-antimony alloys. 
To obtain the magnetoconductance, the resistance was measured exactly like in the temperature 
sweeps. The conductance is simply the reciprocal of resistance and was adjusted by subtracting 
the conductance at zero magnetic field; this allowed for fitting to the modified HLN equation, 
which was numerically solved by allowing the parameters 𝐺𝐺(0), 𝛼𝛼, 𝐵𝐵𝜙𝜙, 𝐵𝐵𝑝𝑝, and 𝛽𝛽 to find a 
minimum. 
A summary of the extracted values are found in Table 4. Generally the values of 𝛼𝛼 are 
well below 1 with one exception; the 20 nm-thick Bi-Sb alloy film takes on an anomalously high 
value of 1.55, which may be due to unusual shape that the magnetoconductance takes. The 
characteristic magnetic fields for phase coherence and elastic scattering are both on the order of 
mT; the corresponding length scales are on the order of 102 nm. Some of these characteristic 
fields and length scales seem nearly identical, so fits to a model that only considered phase 
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coherence were made. However, it was found that these models did not explain the data well, 
especially as the magnetic field approached 1 T; this validates the model incorporating both 
phase coherence and elastic scattering over the simpler model of phase coherence. The fact that 
the mean free path is much greater than the film thickness can be an explanation for the non-
monotonic behavior of resistance with respect to the thickness; this is the quantum size effect 
[95]. 
The Hall measurements are shown in Figure 49 and the extracted values of the carrier 
density are listed in the final column of Table 4. Most of the films exhibit electron-like transport 
with one exception; only the 8 nm-thick film of bismuth shows hole-like transport, which had 
been detected by Marcano et al. [93] and is related to the dominance of carriers from a Rashba 
spin-split surface states over others. 
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Figure 48: The change in conductance as a function of magnetic field. Blue dots are data and red lines 
are fits to the HLN equation for weak antilocalization. 
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Sample 𝜶𝜶 𝑩𝑩𝝓𝝓 (mT) 𝑳𝑳𝝓𝝓 (nm) 𝑯𝑯𝒆𝒆 (mT) 𝑳𝑳𝒆𝒆 (nm) 𝒏𝒏 (1018/cm3) 
Bi8 0.35 1.87 296 5.21 178 400.31 
Bi20 0.83 2.28 269 2.29 268 -47.67 
Bi30 0.19 1.65 315 1.65 315 -21.58 
BiSb8 1.55 1.97 289 1.97 290 -3067.60 
BiSb20 0.32 6.97 486 0.566 539 -1822.86 
BiSb30 0.65 1.80 302 1.80 302 -31.81 
Table 4: Inferred parameters of the samples. The samples are labeled by the material and the film 
thickness in nanometers. 𝐻𝐻𝑝𝑝 and 𝐿𝐿𝑝𝑝 are the characteristic field and length scale for the sample. 
 
 
Figure 49: Resistance 𝑅𝑅 = 𝑉𝑉𝑆𝑆/𝐼𝐼 as a function of magnetic field for ultrathin films of (left) bismuth and 
(right) bismuth-antimony alloys. 
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 In this chapter, magnetoresistive and Hall measurements on ultrathin film bismuth and 
bismuth-antimony alloys were performed to infer their low temperature behavior. Fitting to weak 
antilocalization models enabled the extraction of the mean free path which was shown to be on 
the order of 102 nm. An examination of the resistance as a function of temperature provides extra 
evidence of quantum size effects. While it is classically expected that the resistance of a device 
should increase as the cross sectional area decreases, Figure 47 provides a counterexample for 
that rule. As previously mentioned, all of these films meet the criterion for exhibiting the 
quantum size effect vis-à-vis the relative size of the mean free path to the film thickness. These 
measurements provide guides for future experiments to more precisely measure the inherent 
properties of ultrathin films of bismuth and bismuth-antimony alloys. Additionally, 
understanding the physics behind these materials, particularly the bismuth-antimony alloys, can 
assist in creating extremely low-dimensional spin-orbit torque devices. 
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APPENDIX A: Electronics in Experiment 
 
A.1: Sum Circuit 
 
Figure 50 is a schematic of the sum circuit used in the experiments of this thesis. In 
principle, the AD622 ICs have an extremely high input impedance, so initial divisions to an 
incoming voltage or current may be made with impunity. To ensure that the inputs are 
completely floating, the A and B inputs are isolated from the aluminum chassis with a polymer. 
Despite the high impedance, resistors are placed in front in case the AD622 is at risk from high 
currents. The resistors in the sum circuit are chosen to divide the output voltage or current for 
proper resolution on the sample. The capacitor was chosen to filter out unwanted high-frequency 
signals. The OP177 amplifier was chosen for its high-quality characteristics with respect to 
noise. The devices presented in this thesis used aluminum and lead in the superconducting 
tunneling probes, which have a superconducting gap of 340 μeV and 270 meV respectively. 
Because of this property, the voltages after the sum circuit typically output DC and AC voltages 
on the order of 10s of uV to capture sufficient resolution in the data. 
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Figure 50: Sum box schematic. 
 
Further steps must be pursued to ensure that the sum circuit outputs what one expects. 
The AD622 and OP177 components are grounded to the chassis or else extra voltages may 
appear in the output of the sum circuit, as the AD622 and OP177 all must reference a common 
ground. Furthermore, the 9 V batteries ought to be checked routinely and replaced if the voltage 
is found to be low. Here, “low” means anything below a value of 7 V, which is clearly arbitrary, 
but is a good rule of thumb. Ignoring this warning can lead to spurious signals in data; this 
typically occurs when an input voltage is approximately the voltage of the battery or higher. 
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A.2: Filtering and Thermalization 
 
Any low temperature experimental work absolutely requires the use of filters for 
electronic signals and the implementation of proper thermalization to minimize the electronic 
temperature. A priori an environment is full of signals at a wide range of frequencies; the source 
can be a mobile phone, a light, a computer, or even an adjacent measurement station. Laboratory 
equipment provides some protection, which is an observation completely supported by 
comparing the conductance of a sample before and after shielding it. The laboratory of Professor 
Nadya Mason performs measurements at frequencies no higher than hundreds of Hertz, so filters 
must be engineered to attenuate signals in the radio (3 kHz to 300 GHz) and microwave (300 
MHz – 300 GHz) spectra. For any system, additional filtering may be applied at the breakout box 
level in the form of commercially available low-pass filters (or “pi” filters), which can be bought 
from companies like Mini Circuits. The pi filters can be purchased with a BNC connection 
already included for easy integration into current experimental setups. 
The 3He probe in the laboratory contains a two-stage filtering system to cut off 
frequencies in the kHz range and above. Outside of the probe, the probe is connected to a room 
temperature breakout box that contains pi filters whose cut off frequencies are between 1 and 2 
kHz. At the level of the probe that reaches near-zero temperatures, Eccosorb was applied to the 
wiring to absorb any microwave signals that may invade. 
For the Oxford Triton dry dilution refrigerator unit used in some experiments, filtering 
occurred at the mixing plate stage and are comprised of single pole filters to attenuate high-
frequency signals. Copper transmission lines were created by patterning copper on top of Kapton 
tape using a SUSS MicroTec MJB4 mask aligner. Photoresist was poured on top of the copper 
   
 
126 
 
(but not spun) and baked at 110 ºC for about 60 seconds, after which the pattern for the 
transmission lines were exposed on the mask aligner system. The time to expose depended on the 
age of the lamp, but generally the exposure times ranged from 15 to 30 seconds. After the 
patterns were exposed, the unprotected copper was etched away in a solution of ammonium 
persulfate for several hours until the copper between the transmission lines disappeared. The 
lines are then adhered to a copper block, and the copper block/transmission lines construction is 
placed in good contact with the mixing chamber plate to ensure thermalization. The wiring is 
then attached such that input signals from “the outside world” travel through the d-sub 
connectors, then through the resistor, copper transmission line, and finally to the sample (and 
output signals, of course, follow the reverse pathway). Here, this change decreases the electron 
temperature closer to the nominal temperature of the mixing chamber plate. The temperature of 
the mixing chamber should be around 25 to 30 mK, but the rounding of the superconducting gap 
and peak features in the traces of tunneling conductance suggests that the electron temperature is 
still higher than the mixing chamber temperature. Currently, there are efforts within the group to 
improve this by changing the architecture of the copper transmission lines at the thermalization 
block. 
 
A.3: Ground Loops 
 
This section discusses ground loops, the dangers they present, and methods to minimize 
their destruction. Arguably, this section could be included with the previous section, but the need 
to document this in its own section would hopefully highlight how important this is to low 
temperature experiment. 
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For ground loops to exist, they must fulfill two criteria: first, that some piece of 
equipment is connected to what is believed to be ground, and second, that the points which are 
believed to be ground have a potential difference. This induces a current and can even induce 
extra magnetic fields because of the current loop. Consequently, a device under test can pick up 
spurious noise and could mask or obscure the true signal. 
Combating the ground loop can be frustrating, but approaching the problem in a 
methodical way will help in discovering the main sources of noise. It is good practice to keep 
track of the voltages and resistances between different pieces of equipment, and forcing one’s 
self to draw out a diagram of the entire experimental setup is helpful. In real laboratories, 
multiple measuring systems and experimental instruments may be next to each other and even 
electrically connected, so the best practice here is to ensure that all the systems completely 
isolated from each other. 
Once the measurement setup is mapped out, then the list below can be followed, not 
necessarily in order, to find the configuration that works best for the experiment: 
1. Bundle together cables so that magnetic fields cancel each other out. 
2. Ensure that the sample is floating by breaking the conducting ground shield, or place a 
small resistor to reduce the current induced by magnetic fields. 
3. Isolate the grounds for each piece of equipment by using an isolator transformer. 
4. Ferrite bead chokes help eliminate high frequency noise, but only if the choker is placed 
just before the sample. 
5. Whenever possible, use a differential measuring scheme. Obtaining input via a single line 
is, of course, convenient, but it will couple the signal to the ground. 
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6. To simply eliminate the potential difference, connect a conductor between two points 
with a non-zero potential difference. 
This is not an exact science nor is this necessarily a consistent method because the noise 
generated from the room is highly dependent on the environment. There may be signals from the 
experiment of another person in the same fridge, in which case it would be wise to ask for 
permission to unplug; a vacuum pump in the same room might be operating at a certain 
frequency which can interfere with data acquisition; other measurement fridges may be 
connected electrically, which would increase the potential for even more ground loops to affect a 
measurement. 
 
A.4: Sample bonding and safety 
 
Those familiar with electronics, and in particular those familiar with electronics on the 
micro- or nanoscale recognize, maybe painfully so, the importance of ensuring that a sample is 
well-grounded when connecting electrical components. Nanoscale devices are easily destroyed, 
most especially by electric charges which may enter a device and cause the current density to 
exceed its limit upon the application of a voltage. The voltages can be applied during obvious 
cases like measuring the resistance with a Keithley sourcemeter or a SR830 lock-in amplifier and 
non-obvious cases like wire bonding. It is completely conceivable that there exists a situation in 
which the ground of the sample is not at the voltage as the ground of the wedge bonding (a 
specific type of wire bonding) system, which means that there can be a potential difference 
between the wedge bonding tip and the sample, which can move whatever excess charge is lying 
around. 
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When wire bonding, electrostatic wrist straps should be worn and polonium sources 
should be placed next to the sample. The electrostatic bracelet will move charge from its wearer 
to ground via conductive fibers and the metal wire connection from the fibers to the ground. The 
polonium source (NRD) emits alpha particles, or positively-charged helium ions, which collide 
with molecules of air and create both negatively charged oxygen ions and positively charged 
nitrogen ions. The end result is neutral and has the potential to mitigate any excess positive or 
negative charges near or on the device. 
A chip carrier is used to hold a substrate with devices and electrically connect the devices 
to measurement equipment outside of the cryogenic system. Before the chip is placed on the chip 
carrier, bonds are made to the gold where the chip will go to establish a connection to a global 
back gate, if the experiment requires one. The topmost terrace of the chip carrier is a layer of 
gold that is connected along the perimeter of the chip carrier. It should be connected to a metal 
block via a screw or clip and should eventually be electrically connected to a ground for the 
wedge bonding system. Bonds should be made from the perimeter of gold to the individual 
bonding pads that sit on the level below it. This ensures that when electrical connections are 
made from the bonding pad on the chip carrier to a bonding pad on the substrate, the device can 
drain any excess charges, if any, and prevent accidental destruction. In other systems, a printed 
circuit boards with copper grounding planes were used to insert a chip inside the fridge. Here, the 
grounding planes could be bonded to the bonding pads themselves to ensure that everything is at 
the same voltage. Once all the devices are connected to a bonding pad on the chip carrier, the 
bonds from the perimeter of gold on the topmost terrace to the bonding pad on the chip carrier 
may be removed. The substrate should then be transported on the grounding block to the system 
where it will be measured. 
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APPENDIX B: Sample Preparation Miscellany 
 
B.1: Silicon Nitride 
 
Some of the chips that were processed were sputter-coated with silicon nitride (Si3N4). 
The silicon nitride has a surface roughness (analyzed with an Asylum AFM in tapping mode) 
that is quantitatively equal to that of the thermally-grown silicon oxide (approximately 1 nm). 
The purpose of using such a material is to either: 
1. Separate the nanowires from the surface which may have residual resist and other 
undesirable materials on it. 
2. Separate the nanowires from a local gate, which can be useful for devices that require a 
high-𝜅𝜅 dielectric for gating purposes. 
The chips for processing are placed in an AJA Sputter Coater for Si3N4 deposition. For 
devices with no fine back gates, a deposition of 15 nm is typically enough to guarantee sufficient 
separation. When there are devices that necessitate fine control with small gates, at least 30 nm is 
required to prevent gate leakage through the silicon nitride. Deposition occurs with 110 W of RF 
power at a rate of approximately 0.1 Å/s, and it should be noted that the depositions occurred 
over 30 minute sessions to prevent the sputtering target from overheating. 
While silicon nitride is useful as a high-𝜅𝜅 dielectric, it has been found that there are 
several problems. Silicon nitride, in combination with one of the processes mentioned in this 
thesis, can crack. It has not yet been discovered which step is the breaking point but it must be 
the oxygen plasma etch or the heated sulfur passivation process. Sputtering silicon nitride to 
separate a device from local gates can contribute to low device yield. By sputtering onto a select 
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area, the edges of the area can have ears which are consequences of a material sticking to the 
side walls of developed resist. AFM analysis revealed that while the center of the area could 
have a height of what is expected, the edges may have a height that is three to five times that. For 
that reason it is necessary to ensure that the metal deposited with electron beam evaporation is 
sufficient to overcome the barrier. 
 
 
B.2: Nanowire Transfer 
 
Method 1: Rip and dip 
This first method described may be used if it is not entirely obvious where the nanowires 
are and one would wish to have a “quick and dirty” way of placing nanowires onto the substrate. 
One clear disadvantage of this method is that the transfer of nanowires is nondeterministic, most 
likely damaging to good nanowire, and in actuality truly dirty because this method tends to pick 
up artifacts from the growth chip which are not the intended nanowires themselves. In a 
cleanroom, a piece of cleanroom tissue is cut with a razor blade that was cleaned in ACE and 
IPA to ensure that there are no extra residues left on the tissue. Using the corner of the tissue that 
was cut by the razorblade (because it is much more likely to be sharper from being freshly cut), 
an area that contains nanowires is wiped with the tissue. The nanowires will be attracted to the 
tissue due to van der Waals forces. We then use that same corner of the tissue to brush nanowires 
onto the target substrate. In principle, the corner of the tissue can be aimed so that it touches and 
dips down onto the substrate in an area approximately where you would like to place nanowires. 
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Aiming the nanowires in the correct place is relatively easy if there are alignment marks on a 
chip to denote where the target “device making” area is. 
 
Method 2: Pick and place 
The set-up, as mentioned in the main text, consists of a micromanipulator and an air 
table. For extra protection, a polonium source may be used to prevent excess charge build-up on 
the nanowires, which can result in nanowire explosions. This technique is much more 
sophisticated and requires some more technology, but it does help with ensuring that nanowires 
are less damaged and additionally suppresses the amount of time required finding nanowires 
worthy of becoming a device. 
On the growth chip, nanowires are generally found in two positions: standing straight up, 
or lying on its side. While both classes of nanowires may be picked up, it is actually much more 
difficult to attract the nanowires already lying on their sides. Those nanowires are also much 
more prone to breaking. Here, it will be assumed that the vertical nanowires will be picked up. 
The vertically-aligned nanowires will look like dots from a top-down view. One easy way 
to definitely tell whether or not the object being looked at is a nanowire is to do the following: 
1. Focus on the substrate. 
2. Bring the focus back and note which dots are in focus. 
The dots that are still clear even when the focus is changed should be nanowires. After a 
nanowire has been found, the focus should be kept the same (i.e. above the substrate, but with 
the nanowire in focus) and the micromanipulator tip should be brought down carefully so that the 
tip does not crash against the growth chip and leave debris everywhere. Once the 
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micromanipulator tip comes into focus, the following steps may be performed to pick up the 
nanowire in a systematic fashion: 
1. Swipe the tip along the xy-plane (where the xy-plane is the plane parallel to the 
substrate). 
2. If the dot on the growth chip disappeared and a nanowire can be clearly seen on the 
tip, then the tip may be brought back up. 
3. If not, the tip should be lowered a miniscule amount and step 1 should be followed 
again until the nanowire has been picked up. 
The proximity of the tip to the nanowire may be inferred by noting how much the nanowire is 
attracted to the tip, or how much the nanowire moves before it springs back to its original 
position (if it is not picked up by the tip). This may vary from nanowire to nanowire and 
generally requires experience to understand what is actually happening. 
While the nanowire position in the xy-plane of the chip may be determined relatively 
easily, obtaining the perfect angle for it is not such an easy task (at least, with the setup in the 
Mason group), yet still doable. Typically the best conditions for placing a nanowire are as 
follows: 
• The nanowire is by itself. No other nanowire or any other piece of junk should be on the 
tip. 
• The nanowire is on the side of the tip closest to the device chip. 
The first condition exists for a couple reasons. First, it is generally undesirable to have 
extra debris on the chip lest the device shows strange transport signatures. Second, the other 
pieces of material may actually be attracted to the nanowire and stick with the nanowire even 
after the nanowire is placed on the device chip. Even if the other piece is simply another 
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nanowire, this may actually ruin how a nanowire is contacted during future fabrication steps. The 
second condition is a guideline for the easiest “stamping” of the nanowire onto the chip. If the 
nanowire is on the side of the tip facing away from the substrate, then there is almost no chance 
for the nanowire to get attracted to the substrate. If the nanowire approaches the substrate while 
in a vertical position, then either it will stay in that vertical position or fall in an undesirable way. 
If the nanowire is picked up and is in a vertical position, then the micromanipulator tip may be 
rotated in place (if that is a capability) such that the nanowire is now in the xy-plane. 
Setting the nanowire down onto the substrate is as easy as moving the tip and nanowire 
down towards the substrate and approaching carefully. The color of the nanowire should change 
once the nanowire is on the substrate (not a chemical change, but a result of how light diffracts), 
which indicates that it is time to move the tip back up. At this point, the nanowire may be moved 
around by simply pushing it around with the micromanipulator tip, but this is an extremely risky 
task because it can cause the nanowire to break or possibly even be picked up again by the 
micromanipulator. 
Setting the nanowire down at a deterministic angle can be done, though it requires the 
rotation of the substrate itself. This rotation may be done manually, though setting the nanowire 
down at a fine angle must be done with a micromanipulator set-up. When the nanowire is picked 
up, the nanowire should be focused on to determine its current angle. After that, the device chip 
should be rotated manually or with the micromanipulator so that the nanowire can be stamped 
onto the surface aligned as desired. 
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APPENDIX C: Python Package “Labdrivers” 
 
Automated data acquisition is a skill valued by many scientists because efficient and 
effective data collection allows for the production of knowledge in the form of scientific 
publications. National Instrument’s LabVIEW is a commonly used program because many 
companies that create scientific equipment also create drivers that allow for interfacing between 
a computer and that piece of equipment. However, LabVIEW is easily abused, particularly by 
new users, in the sense that an experiment in LabVIEW can become confusing due to the visual 
nature of the programming language; the wires that represent the flow of data can quite literally 
become “spaghetti code.” 
Python is a programming language created by Guido van Rossum that is widely used by 
data scientists and software engineers and is easily understood due to the intuitive, English-like 
syntax and the necessary white space to separate blocks of logic. Additionally, Python is free to 
download and can be used on MacOS, Windows, and Linux. To encourage students in our 
laboratory to learn Python and to minimize frustration due to unreadable LabVIEW programs, 
former student Henry Hinnefeld and I wrote the labdrivers Python module to interface between a 
computer and the following pieces of laboratory equipment: 
• Keithley 2400 
• LakeShore 332 
• National Instruments DAQ 
• Oxford ITC 503 
• Oxford Mercury IPS 
• Oxford Triton 200 
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• Quantum Design PPMS, MPMS, VersaLab 
• Stanford Research 830 Lock-In Amplifier 
The drivers for the lab equipment can be combined with a Jupyter notebook [96] to have a user 
interface for real-time data collection. Otherwise, the drivers can simply be used with the 
command line.  
Many of these modules take advantage of the fact that these pieces of equipment utilize 
Ethernet or GPIB, though the National Instruments DAQ has its own special card. To connect to 
instruments with Ethernet, we employ the native “socket” class [97]; GPIB can be connected to 
via a special class named “PyVisa” [98]; the National Instruments DAQ has its own module 
called “PyDAQmx” [99]; the Quantum Design instruments submodule connects to the 
instruments via a Python wrapper for C# modules called “pythonnet” [100]. 
The drivers exploit object-oriented programming so that users do not need to manually 
type out every command for the equipment to recognize; the objects have commands that are 
intuitive for the user to understand without needing to know the exact ASCII characters that the 
equipment requires. For more details on the implementation, please see [101]. Similarly, to see 
the source code, please see [102]. 
