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Abstract
Are Sveriges Riksbank's ination (CPI and KPIX) interval forecasts
calibrated in the sense that the intervals cover realised ination with
the stated ex ante coverage probabilities 50, 75 and 90 percent? In
total 150 interval forecast 1999:Q2{2005:Q2 are assessed for CPI and
KPIX. The main result is that the forecast uncertainty is understated,
but there are substantial dierences between individual forecast origins
and ination measures.
JEL: C53, E31 and E37.
Keywords: Ination, forecast, interval forecast, forecast uncertainty.
1 Introduction
Since 1993 the objective of Sveriges Riksbank (the central bank of Sweden)
has been price stability. In 1995 a self{adopted explicit ination target of a
yearly 2 percent increase in consumer prices with a tolerance band of 1 was
implemented. In order to determine whether a change in mainpolicy rate is
necessary the Bank forecasts the ination rate measured as changes in con-
sumer price index (CPI) and underlaying ination (KPIX; before November
12, 2007 called UND1X) with 2 year forecast horizon. Since 1999 these point
forecasts are accompanied with interval forecasts for 50, 75 and 90 percent
coverage with a forecast horizon of 1   25 months.1 Until 2005:Q2 these
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1Since only sometimes a 26 month horizons was forecasted, these will not be used in
the study.
1forecasts where made four times a year and conditional on an unchanged
policy rate.2
Sveriges Riksbank applies a judgemental ination forecast procedure
which is described in Blix and Sellin (1998, 1999) and briey in Berg (2000).
But whereas the corresponding point forecasts have been evaluated in sev-
eral studies there is hitherto no assessment about the reliability of the in-
terval forecast.3 The purpose of this study is therefore to throw light on the
question whether these interval forecasts are appropriately calibrated. That
is, are the interval forecasts for (say) 50 percent coverage actually contain
actual ination in 50 percent of the cases?
These forecasts consitute a data set consisting of 25 forecast origins with
three interval forecasts at each origin (50, 75 and 90 percent coverage) for
two measures of ination (CPI and KPIX). Each forecast has a horizon of 25.
This sums up to 150 individual forecasts each of which with 25 observations,
or if all forecast origins are pooled 6 forecasts with 625 observations in each.
The most apparent strategy would be to employ the test procedure sug-
gested by Christoffersen (1998). For each forecast an indicator variable is
created, taking the value one when actual ination is inside the forecasted
interval and else zero. Then the following tests are performed: (i) a test for
unconditional coverage, (ii) for independence (serial correlation) and (iii) for
conditional coverage (testing coverage but conditioning on independence).
In this study these three test are performed on each of the 150 interval
forecast series. Since the independence and conditional coverage tests require
that a series of conditional probabilities can be calculated, the corresponding
conditioning events must occur at least once in the data; if not the test
cannot be performed. As a consequence there will be some missing values
on the series of test statistics. This will actually occur, which indicates 25
observations are too few to guarantee that all events actually are observed.
Therefore, even if all events are observed, the number of observations may be
too small for the independence and conditional coverage tests to be reliable;
see Andr es and Tejedor (2003). This is the motivation to pool the forcast
origins into 6 forecast series and only perform the test for unconditional
coverage.
The main result of the present study using pooled data is that the interval
forecats of Sveriges Riksbank have a tendency to understate the forecast
uncertainty. The reason for failing the test is that the forecasted intervals
2For a recent review of forecast based monetary policies see Woodward (2007).
3Recently Lundholm (2010a) showed using the maximum entropy bootstrap for infer-
ence that forecasts for horizons longer than one year tended to have a positive bias. Previ-
ous evaluations, e.g., Blix et al. (2002), Konjunkturinstitutet (2002), Jansson and Vredin
(2003), Bergvall (2005) and Andersson et al. (2007) (where only Konjunkturinstitutet
(2002) and Bergvall (2005) did not formally originate from Sveriges Riksbank although the
sta at the National Institute of Economic Research responsible for Konjunkturinstitutet
(2002) had a professional background at Sveriges Riksbank) showed that Sveriges Riks-
bank was no worse or better than other forecasters in terms of bias.
2are too narrow; Sveriges Riksbank underestimates the forecast uncertainty.
Today there is a small but growing literature assessing dierent type of
uncertainty estimates in the ination forecasts produced by central banks.
Using 2{year{ahead probability forecasts published by Sveriges Riksbank for
a part of the above time period, Dowd (2004) concludes that they understate
the forecast uncertainty. Wallis (2003, 2004) and Clements (2004) assess the
forecasts of the Bank of England's Monetary Policy Committee (MPC) using
the published information about the two{piece normal distribution in the
density forecasts. The main result is that the MPC overstates the forecast
uncertainty.
This paper is organised as follows. In section 2 the data is described.
Section 3 describes the framework for assessment used. In section 4 the
indicator data set used in the study is dened from the original data. Section
5 contains the results and section 6 concludes the paper.
All estimations were performed using R version 2.11.1 (2010-05-31).4
Lundholm (2010d) is a technical documention accompanying this paper. It
contains the econometric code with comments, detailed information about
versions of the econometric software and packages and a more detailed pre-
sentation of the results.
2 Data
Data (interval forecasts and corresponding outcomes) are publicly available
as the R package sifds (Lundholm, 2010b). The package and its availability
as well as the data and its sources are described in greater detail in Lundholm
(2010c).
In package sifds data consists of yearly ination rate point and interval
forecasts from Sveriges Riksbank.5 Ination rates are measured as relative
12 month change in CPI (the standard consumer price index) as well as
KPIX (CPI with temporary eects excluded) for each month during the
forecasted time period 1999:M05{2005:M07; see Figure 1 for the ination
rates during the forecasted period. The forecasts were published with a 3
month interval between the origins during 1999:Q2{2005:Q2.6 The forecast
horizons were from 1 month up to 25 or 26 months.
4See R Development Core Team (2010).
5The package also contains point forecasts, but no interval forecasts, from Konjunk-
turinstitutet (the National Institute of Economic Research).
6The forecasts have continued after 2005:Q2, but the data set does not include these
because Sveriges Riksbank changed (i) a basic assumption underlaying the forecasts and
(ii) the number of forecast origins (i.e. the frequency) from 4 to 3 each year. The basic
assumption that changed in 2005 was that rather assuming that their main policy rate
would remain unchanged over the forecast horizon Sveriges Riksbank started to forecast
its own policy rate.
33 Framework for assessment
The log likelihood test procedure is described in detail in Christoffersen
(1998) and reviewed by Wallis (2003). An interval forecast is an interval
[Lt(p);Ut(p)], where Lt(p) and Ut(p) are the lower and upper limits of the
point forecast for the coverage probability p 2 f0:5;0:75;0:9g, where t =
1;:::;n, is the the date of the forecasted event given the forecast origin.
In the case of pooled data t is an index identifying the forecast origin and
the date of the forecasted event. Let yt be the observed ination at date
t. A sequence of indicators fIt(p)g is then created such that It = 1 if
yt 2 [Lt(p);Ut(p)] and else It = 0.
Let the subsequence of indicators hIt;It 1i be a subset of fItg and let
nij be the number of subsequences such that hIt;It 1i = hj;ii 8i;j = 0;1.
Since we in order to make this denition lose one observation (the rst) we
have n1 = n01+n11 =
Pn
t=2 It as the number of outcomes inside the interval
and n0 = n00 + n10 = (n   1)   n1 as the number of observations outside
the interval. Finally, denote the sample mean of the indicator variable  =
n1=(n0 + n1). Similarly, let ij = nij=ni = nij=(ni0 + ni1).
The denition of correct coverage is then that fIt(p)g
iid  Bern(p) 8t; see
Christoffersen (1998, Lemma 1 and Denition 1). Three tests are performed;
(i) unconditional coverage, (ii) independence and (iii) coverage conditional
on independence.
In the unconditional test we test H0 :  = p against H1 :  6= p. The







If the test statistic is suciently large, i.e, LRuc > 2
0:95(1)  3:84, then we
reject null hypothesis and conclude that the width of the interval forecast
are not appropriately calibrated. This will happen if  deviates too much
from p in either direction. Note that the test is only dened if we have
observations of both types (inside and outside the forecast intervals); i.e.
 62 f0;n   1g.
To control for (rst order) autocorrelation an independence test is made
where we test H0 : fIt(p)g
n
t=1 is independent with the probability of observ-
ing an ination outcome inside the interval  and outside the interval 1  
against H1 : fIt(p)g
n
t=1 is a Markov chain with transition probability matrix











with critical value for the statistic 2
0:95(1)  3:84. Note that the test is only
dened if nij 62 f0;n   1g 8i;j 2 f0;1g.
4Conditioning the coverage test on independence, we test H0 : fIt(p)g
n
t=1
is independent with probability of observing an ination outcome inside
the interval p and outside the interval 1   p against against the alternative












with critical value for the statistic 2
0:95(2)  5:99. Given that we have
conditioned on the rst observation we have LRcc = LRuc + LRind.
4 Indicator data sets
We will construct two dierent types of data sets:
1. Each of the 25 forecast origins (1999:Q2{2005:Q2), for each of the two
ination measures (CPI and KPIX), for each of the three ex ante cov-
erage probabilities (50, 75 and 90 percent) and with forecast horizons
1   25 months is treated as a separate data set. The forecast horizon
26 months ahead is not used since it was not forecasted by Sveriges
Riksbank at all forecast origins and using it would imply consider-
ably less than 25 observations. This means that that there will be
25  2  3 = 150 dierent data sets with 25 observations in each.
2. The above data sets are pooled so that all forecast origins with the
same ination measure and coverage probability are pooled into one
data set. This means that there will be 2  3 = 6 data sets with
25  25 = 625 observations in each.
The test procedure requires that a number of non{zero conditional proba-
bilities can be calculated. If some events do not occur the probabilities are
undened and the tests cannot be performed. If so, this is a clear indication
that the number of observations in each data set (25) is too small. The
problem also exists even if we have non{zero conditional probabilities for
all events since the absolute number of observed outcomes for some events
may be too small for the test to be reliable. For instance, at the 90 percent
coverage level the expected number of observations outside the interval is
less than three (0:1  25 = 2:5) and recent research shows that even the
standard rule of thumb with 5 observations for the two{tailed tests may be
too low (Andr es and Tejedor, 2003). This motivates the use of pooled data
even if only the unconditional coverage test then van be performed.
The means of the indicator variables are plotted in Figure 2. A general
conclusion from these three plots (one for each coverage probability) is that
the mean for the CPI indicator series almost always is below the ex ante
coverage probability. For KPIX the outcome is more mixed. For shorter
5Table 1: Mean of indicators for pooled data.
Ination measure 90% 75% 50%
CPI 75.8 53.6 34.1
KPIX 79.7 65.3 44.5
Table 2: Test statstics for the unconditional coverage test using pooled data.
Critical value 2
0:95(1)  3:84.
Ination measure 90% 75% 50%
CPI 104.46 134.28 63.93
KPIX 59.03 29.56 7.42
forecast horizons the means are below but for longer horizons above the ex
ante coverage probability. For the 75 and 90 percent coverage probabilities
the dierence between short and long horizon in this sense is about one year.
The means of the pooled data are found in Table 1 which conrms the
tendency that the means are below the coverage probabilities. The question
is if they deviate signicantly from the coverage probability?
5 Results
The results for the pooled data are in in Table 2: All series fail the un-
conditional coverage test because the they have too narrow intervals. The
best result is achieved by the KPIX 50 percent coverage where the dier-
ence between observed and expected coverage is only 5 percentage points.
Generally, the CPI intervals do worse than the KPIX intervals.
Results (i.e., the LRcc test statistic) for the 150 individual forecast origins
are reported in Figure 3{5. All numerical values are also available in Lund-
holm (2010d, Tables 3{5). Whenever a conditional probability is undened
the test statistic is not calculated.
The most important series are of course those with a 90 percent coverage
probability. In Figure 3 we see that almost all interval forecast up to a one
year forecast horizon fail the conditional coverage test. Above one year the
result is mixed. For CPI there are several forecasts that pass the test but
for KPIX the test statistic is undened in many cases. For the 75 percent
coverage probability (Figure 4) the results for KPIX are almost the same as
but with more forecasts with longer forecast horizons passing the test. For
CPI the results are in a sense opposite; forecasts passing the test tend to
have short horizon whereas the linger horizons do not pass the test. The
6forecasts with 50 percent coverage probability perform best (Figure 5): The
KPIX forecast tend to pass the test but with mixed results for CPI. In latter
case a number of longer forecast horizons do not pass the test.
The general result is that the interval forecast in very few instances do
not pass the the test and the reason is that the coverage is too low.
6 Conclusions
This study has tested whether the ination interval forecasts of Sveriges
Riksbank are calibrated according to the ex ante stated coverage probabili-
ties. In total 150 dierent forecast series with 25 observations in each were
tested for conditional coverage. Due to limitations in data, observations
from all forecast origins were pooled for each forecasted ination measure
(CPI and and KPIX) and each coverage probability (50, 75 and 90 percent)
and these series were also tested for unconditional coverage.
The general result is that the interval forecast in very few instances do
not pass the the test and the reason is that the coverage is too low. That
is, Sveriges Riksbank tend to underestimate the forecast uncertainty. This
is also what Dowd (2004) but it is opposite the results regarding the Bank
of England (Monetary Policy Committee, MPC) where Wallis (2003, 2004)
conclude that the MPC overstates the forecast uncertainty.
In Lundholm (2010a) the corresponding point forecasts from Sveriges
Riksbank where evaluated in terms of bias. There the conclusion was that
there was a clear dierence between shorter horizons (negative bias) and
longer horizons (positive bias). Such a clear dierence can here only be
seen in the mean of the indicator variable for the 90 percent coverage where
the sample mean is closer to the ex ante for the longer horizon. However,
with only 25 observations the test statistic for conditional coverage in most
cases is undened and no test can be performed. Pooling data over forecast
horizons the tendency from the shorter horizons with too narrow interval
dominates.
One possible explanation for these results are the bias in the point fore-
casts since they position the interval forecasts. Even if the interval forecasts
are well calibrated a downward or upward position of a correct interval may
lead a failure in these tests. Another explanation is that there is a true
underestimation in the point forecast uncertainty due to the variability in
the actual ination during the forecasted period; see Figure 1.
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