Abstract. In this work we extend an inequality of Nehari to the eigenvalues of weighted quasilinear problems involving the p-laplacian when the weight is a monotonic function. We apply it to different eigenvalue problems.
Introduction
In this work we give a lower bound for the first eigenvalue of the following quasilinear problem involving the p-laplacian, −(|u | p−2 u ) = λg(x)|u| p−2 u x ∈ (a, b) u(a) = 0 u(b) = 0.
(1.1) Here, 1 < p < ∞, λ is a real parameter, and g ∈ L 1 ([a, b] ) is a monotonic function. Let λ g and u g be the first eigenvalue and the corresponding eigenfunction. Our main result is the following: Here, π p is defined in terms of the first positive zero of the generalized sine function sin p , see [1] or [2] for details.
Inequality (1.2) was obtained first in the linear case p = 2 by Nehari in [3] . His proof follows by using an integral equation and Green functions. Here we give a different proof, based in the variational characterization of the first eigenvalue of problem (1.1). Let us recall from [4] this variational characterization,
As a direct consequence, we have
for any normalized eigenfunction corresponding to a different weight r, a fact that we will use several times in Section 2 in the proof of Theorem 1.1.
2) is related to Lyapunov inequality, which was extended to nonlinear problems in the last years, with applications to inequalities, oscillation theory, and eigenvalues estimates (see [5, 6, 7, 8, 9] and the references therein). For problem (1.1), Lyapunov inequality gives
and we show in Section 3 some examples where inequality (1.2) improves the eigenvalue bounds obtained by using Lyapunov inequality. Then, we apply it to a singular problem in (0, ∞) studied by Kusano and Naito [2] :
with the boundary conditions
where 2 ≤ p < ∞ and the weight g is a positive continuous function satisfying
This problem goes back to Einar Hille in the linear case [10] , and there are several works devoted to its variants. He obtained the asymptotic behavior of the eigenvalues for p = 2 and decreasing weights g with g 1/2 ∈ L 1 (0, ∞), and a different derivation was given in [11] . Remarkably, in both proofs the monotonicity of g plays a key role. We give here a lower bound of the eigenvalues using inequality (1.2).
We close the paper with some comments about future work and related problems.
2. The Proof of Theorem 1.1
Proof of Theorem 1.1. We divide the proof in several steps.
Step 1: Let us show first that given
Let us prove both claims.
Now, the first integral is bounded above by λ Then, the second integral can be bounded as
Interchanging the roles of g and r j , we obtain
and (i) is proved, since both are bounded away from zero.
(ii) From Minkowski's and Holder inequalities we get:
and the convergence is proved.
Step 1 is finished.
Step 2: Let us show now that given any non negative simple function r, there exists a non negative simple function s with at most one discontinuity, such that By using Jensen's inequality,
where σ is the one which gives the maximum eigenvalue. So, for s = σ p we get
Step 2 is finished.
Step 3: Let us bound the first eigenvalue λ s when s is given by
with α, β non negatives, not both equal to zero. 
Since u s belongs to the Sobolev space
it is admissible in the variational characterization of the first eigenvalue of the following mixed problem
and we obtain
Step 4: From Steps 1 and 2, and the density of simple functions in L 1 , given any ε > 0 arbitrary small, and a monotonic function g ∈ L 1 ([a, b]), there exists a simple function s with a single discontinuity such that
and the bound of Step 3 finishes the proof.
Eigenvalue Problems

3.1.
A comparison with Lyapunov inequality. Let us consider problem (1.1) with a = 0 and b = 1. When g(x) = e αx , α > 0, from Lyapunov inequality (1.4) and inequality (1.2) we get, respectively,
and inequality (1.2) is better for α large.
which gives
and the Theorem is proved.
Final Remarks
Remark 4.1. The asymptotic behavior of the eigenvalues of problem (1.5)-(1.6) can be obtained now as in [11] . The case g 1/p ∈ L 1 (0, ∞) is more subtle, although it is possible to obtain some lower bounds. 1 (a, b) . The case g(x) = x −1 is specially important due to Kolodner result about rotating strings.
Remark 4.3. For unbounded intervals, Lyapunov inequality needs some information on the location of zeros, since the separation between two thems appears in the lower bound. Here, Inequality (1.2) seems to be useful to derive a priori bounds on the location of zeros. Also, it can be reformulated to derive non-oscillation conditions or disconjugacy criteria. We have not explored this line of research.
