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 Abstract 
In an interconnected power system, area load change and abnormal conditions leads to 
mismatches within the system. Also, in recent years, renewable energy systems (RES) such as 
Wind Energy Systems (WES) has become the most popular renewable energy based 
generations. However, output fluctuations of WES can create imbalance between supply and 
demand. This imbalance can cause network frequency variations in power systems and thus 
reduce the power quality.  
 
To alleviate the mentioned problems, a control system is required to suppress the frequency 
fluctuations or oscillations caused by integrations of renewable energy sources and sudden 
load changes. Since, Proportional Integral (PI) controller cannot work under certain operating 
conditions, and due to problems of calculation burdens associated with the algorithms of other 
advance robust controllers such as Model Predictive Control (MPC), it is necessary to 
implement a controller that is simple and reliable. 
 
The standard Coefficient Diagram Method (CDM) developed by Professor Shunji Manabe has 
an advantage because it is simple and robust, and solves the problem of calculation burden 
associated with MPC. But when the CDM is implemented for power system control, then 
problem of parameters’ tuning exist. One important aspect of the CDM is the stability indices. 
When using CDM for power system frequency control, the standard values for the stability 
indices cannot work. Therefore, they must be changed. However, changing the stability indices 
can be done based on experience or by trial and error; and this becomes a problem for new 
power system control designers.  Hence, this work modifies the standard CDM by introducing 
feed forward and feedback compensators to compensate for deficient performances. The 
technique is proposed as a new frequency control scheme using the Coefficient Diagram 
Method as a decentralized robust controller, in various test scenarios; considering varieties of 
power system configurations.  
 
A three area interconnected power system is modelled, and this power system is assumed to 
be similar to the upcoming power system approved by the African development bank; which 
will interconnect Liberia, Guinea and Sierra Leone. These countries utilize hydro and steam 
turbines within their respective areas, but the problem of poor power quality which is highly 
related to frequency control requires attention.  In this work, it is assumed that each country 
represents one area. Then, a three area power system assumed similar to their interconnection 
is modelled. With that, the proposed CDM is then implemented as control strategy to promote 
reliable electric power distributions. 
 
Digital simulations of various case studies are provided to validate the effectiveness of the 
proposed scheme. From the simulation results, it is shown that, considering the overall closed-
loop system performance with the proposed CDM technique, robustness is demonstrated in the 
face of uncertainties due to governors and turbines parameters variation and loads disturbances. 
A performance comparison between the proposed controller, model predictive controllers 
(MPC), and a classical proportional integral control (PI) scheme is carried out, confirming the 
superiority of the proposed CDM technique. 
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Chapter 1 
 
 Introduction 
 
1.1 Research Problems and Motivation 
The world has become more and more dependent on electricity. For this reason, the 
demand in the production of electric power increases. Hence, power system continues 
to evolve and becomes more and more complex with respect to the developmental 
growth in its size and scale. As the complexity of electric power system increases, 
reliability becomes a vital issue; and to obtain this, large-scale interconnected power 
systems are utilized. The use of large-scale power interconnected power system is 
intended to make electric power generation and transmission more economical and 
reliable. 
However, in an interconnected power system, sudden area load changes and 
abnormal conditions such as varying system parameters may cause mismatches in 
frequency, and scheduled tie-line power flows between areas. In terms of these 
abnormal conditions, the frequency falls, and this causes the turbine regulating 
devices to fully open and the generating units becomes completely loaded. As the 
frequency decreases, the generator exciter loses their speed and generator 
electromotive force (emf) falls and the voltage in the power system unit also drop. This 
brings the danger of a “voltage avalanche”, causing the interconnected power system 
to lose synchronism and consequently damage of equipment, and cascading 
blackouts or disconnection of the consumers [1]. 
On the other hand, the reduction of economic dependency on fossil fuel-based energy 
has been among the top priority goals of regulators and governments around the world. 
In recent years, fossil fuel resources are limited and have a significant adverse impact 
on the environment by raising the level of carbon dioxide (CO2) in the atmosphere and 
contributing to global warming. Therefore, renewable energy systems (RES) such as 
wind energy conversion systems (WECS), solar energy or photovoltaic (PV) etc. are 
being integrated into power systems. 
Wind energy system is the fastest growing renewable energy resource. But the wind 
is not stable. Therefore when it is integrated into power system, output fluctuations of 
wind generators can cause network frequency variations problems, which can 
consequently decrease the power quality [2]. 
To alleviate the above mentioned problems, a control system is required to suppress 
the frequency fluctuations and/or oscillations caused by integrations of renewable 
energy sources and other abnormal conditions like faults and sudden load changes. 
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Today, control system designers are trying to apply different control algorithms in 
order to find the best controller parameters to obtain optimum solutions. Fixed 
parameter controllers, such as an integral controller or proportional integral (PI) 
controller, is widely employed in frequency control application or Load frequency 
control (LFC). However, there are two most important performance criteria that these 
controllers should meet-and they are, the reference tracking and the disturbance 
rejection regulation. For fix parameter controllers, the problem is that optimal tuning 
for one requirement may not give satisfactory performance for the other requirement. 
As a result, fixed parameter controllers which are only designed at nominal operating 
points, may no longer be suitable to work in all operating conditions.   
For this reason, adaptive gain scheduling approaches have been proposed for LFC 
synthesis [3]. This method overcomes the disadvantages of the conventional 
Proportional Integral and Derivative (PID) controllers which need adaptation of 
controller parameters. However, it faces some disadvantages such as the instability 
of transient response as a result of abrupt changes in the system parameters coupled 
with the difficulties of obtaining accurate linear time invariant models at variable 
operating points [3].  
In addition to dealing with changes in system parameters, intelligent methods have 
been introduced in many reports for LFC design. The application of fuzzy logic 
controllers have been used in a two area power system in [4, 5]. Other intelligent 
methods such as the applications of artificial neural network (ANN) and genetic 
algorithms (GA) in LFC have been reported in [6, 7]. Although intelligent methods 
gives promising results wherein parameters’ estimation is not required and the 
parameters of the controllers can be changed generally very quickly. Moreover, their 
control algorithms are too complicated and unstable transient response could still be 
observed; therefore, some other elegant techniques are needed to achieve a more 
desirable performance.  
Recently, some papers have reported the application of robust control schemes such 
as model predictive control (MPC) technique on load frequency control issues [8, 9]. 
In [8], the use of MPC in a multi area power system is discussed. In [9], the effect of 
merging wind turbines on a multi area power system controlled by MPC is discussed. 
From [8] and [9], fast response and robustness against parameter uncertainties and 
load changes can be obtained using MPC controller. On the other hand, positive effect 
of wind turbines (WTs) was observed. Though MPC showed good dynamic response, 
the algorithms associated with MPC are also complicated. Hence, problems of 
calculations burden remains an obstacle in the way of real time implementation of 
MPC. Due to increase in the complexity and change of the power system structure, 
other techniques are still needed to achieve a desirable performance.  
3 
 
The standard Coefficient Diagram Method (CDM) developed by Professor Shunji 
Manabe has the advantage because it is simple and robust, and solves the problem 
of calculation burden associated with MPC [10]. Nevertheless, when the CDM is 
implemented for power system control, problems of parameters’ tuning become an 
issue. This is because power system is very large, the structure of power system is 
changing time by time and the complexity of power system is always increasing. 
Therefore, the tuning of CDM parameters for power system frequency control 
becomes a problem. One important aspect of the CDM is the stability indices. 
However, when using CDM for power system frequency control, then the standard 
values for the stability indices cannot work. Hence, these standard stability indices 
must be changed. Changing the stability indices can be done based on experience or 
by trial and error; and this becomes a problem for new power system control designers. 
Considering the above problems, with the aim of controlling large systems such as 
interconnected power systems using the CDM technique, modification or 
improvement of the standard CDM controller is required in order to design the 
controller to meet tracking and regulation characteristics. 
This work therefore modifies the standard CDM by introducing feedforward and 
feedback compensators to compensate for deficient performances. The technique is 
proposed as a new frequency control scheme using the Coefficient Diagram Method 
as a decentralized robust controller, in various test scenarios considering varieties of 
power system configurations.  
A three area interconnected power system is modeled, and this power system is 
assumed to be similar to the approved upcoming power system which will interconnect 
Liberia, Guinea and Sierra Leone. These three countries utilize hydro and steam 
turbines within their respective areas but the problem of poor power quality which is 
highly related to frequency control requires attention. To solve this problem, the 
African development Bank (AFDB) has approved a project to interconnect the power 
system of these countries so as to ensure reliability. Although, the date of 
implementation of the project is unknown and beyond the scope of this work, this 
research considers an assumption that each country represents one control area. 
Then after modeling a three area power system similar to their interconnection, the 
proposed CDM is implemented as control strategy to promote reliable power 
distributions. 
The work is written in the form of papers, which were presented at conference 
proceedings and published in technical journals. 
 
 
4 
 
1.2  Research OBJECTIVE 
 
The study accomplished the following objectives: 
 Developed a decentralized robust frequency controller that is simple and 
reliable for large power system. 
 Designed, introduced and implemented the CDM as a standalone 
decentralized frequency controller for frequency control of large power 
systems; and evaluated the proposed CDM controller for robustness and 
reduction of the effect of uncertainties owing to variations in the parameters of 
governors and turbines as well as load disturbance 
 Modifies the standard CDM by introducing and implementing feed forward and 
feedback compensators so as to effectively employ the parameters of the 
proposed controller. The compensators can also cause an exchange in signals 
from outside of the feedback-loops which can ensure the overall stability of the 
power system.  The feed forward compensator has an influence on the system 
from the reference input to the output and can be used to increase the speed 
of the transient response without affecting the transfer function from the 
disturbances to the output.  
 Introduced and analysed an assumed frequency response model of 
interconnected power system of Liberia, Guinea and Sierra Leone, considering 
physical constraints of governors and turbines; and implemented the CDM as 
a frequency controller in the assumed power system. 
 Investigated the effectiveness of the proposed control scheme in both 
interconnected power system and single area power system with wind farm 
integration in regards to its contribution in damping of power system 
frequency oscillations during sudden load change, and  smoothing of 
frequency variations caused by changed in wind speed. 
 Verify through digital simulations that the developed control scheme is more 
effective for enhancement of frequency quality and power system reliability  
as compared to MPC or conventional PI controller 
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1.3 Thesis Outline 
The rest of the thesis is structured as follows: 
Chapter 2: Discusses frequency control in power system and with main emphasis on 
PID and MPC. An overview of PID controller is carried out and the general 
consideration about MPC and its cost function are discussed. 
Chapter 3: Provides a general consideration about CDM and its design. The 
introduction and implementation of feed forward and feedback compensators for the 
proposed CDM are presented. 
Chapter 4: Considers the first case study involving CDM application to multi-area 
interconnected power system. The interconnected power system assumed similar to 
the approved power system which will interconnect Liberia, Guinea and Sierra Leone 
is discussed and modeled. The system dynamics and overall system structure are 
presented with the proposed CDM controller. 
Chapter 5: Deals with the Integration of wind farm into power grid. The impact of wind 
power on power system dynamics is studied.  Problems involving voltage and 
frequency are highlighted. 
Chapter 6: Deals with the second case study which involves smoothing of output 
fluctuations caused by the integration of wind farm. A single area power system is 
modelled and the power system is assumed similar to Liberia power system and 
integration of wind turbines into the power system is considered. Then the 
implementation of the proposed CDM to solve the problem of output fluctuations is 
highlighted. 
Chapter 7:  Concludes the thesis 
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Chapter 2  
 
Frequency Control in Power System 
 
2.1 Introduction 
For the all-round development of any country and industrial development, Electrical 
power plays a significant role. It generates and distributes electrical power to factories 
and households, to meet varieties of power needs. During the generation and 
distribution process, both the active power balance and reactive power balance must 
be maintained between generation and utilization of the electric power.  Those two 
balances correspond to two equilibrium points which are frequency and voltage.  
When either of the two balances is broken and reset at a new level, the equilibrium 
points will float. Although active power and reactive power affect the frequency and 
voltage respectively, the frequency is highly dependent on the active power while the 
voltage is highly dependent on the reactive power.  Hence, the control issue in power 
systems can be decoupled into two independent problems.  One is about the active 
power and frequency control while the other is about the reactive power and voltage 
control.  The active power and frequency control is referred to as load frequency 
control (LFC) [1] or simply frequency control which is the major concerned of this 
thesis. 
One important goal of LFC is reliability and this is concerned with obtaining good 
electric power quality. To achieve reliable electric power, the frequency must remain 
at standard value during operations. Hence, large-scale interconnection power 
systems are often utilized. The interconnection is intended to make the electrical 
power generation and transmission more economical and reliable. In modern large 
interconnected power systems, controllers are set for a particular operating condition 
and they are important to cancel or reduce the effect of random or sudden changes in 
load demand and keeping the frequency and voltage at standard values. 
An interconnected power system consists of number of areas. These areas are 
interconnected by means of AC tie-lines or HVDC transmission links. It is necessary 
to maintain the constant frequency so that the power stations run satisfactorily in 
parallel and various motors operating in the system run at the desired speed. By 
implementing effective control strategy to achieve a balance between the generation 
and the connection of load, the frequency can be made stable to a major extent [3].  
If the frequency is not properly control and kept within permissible limits, the generator 
exciter loses their speed, the generator emf falls and causes the voltage in the power 
system unit to drop which seriously leads to disconnection of consumers.  Therefore, 
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frequency control is very important in power system operation and security for 
supplying sufficient and reliable electric power with good quality. 
It has already been stated earlier that real and reactive powers are controlled 
separately because changes in real power affect mainly the system frequency while 
reactive power is less sensitive to changes in frequency and is mainly dependent on 
changes in voltage magnitude. Thus, LFC loop controls the real power and frequency 
while automatic voltage regulator (AVR) loop regulates the reactive power and voltage 
magnitude. 
LFC has gained in importance with the growth of interconnected systems. It has made 
the operation of interconnected systems possible [4] and even up to today, it is still 
the basis of many advanced concepts for the control of large systems. The methods  
was developed for control of individual generators, and eventually control of large 
interconnections,  and play a vital role in modem energy control centers (ECC). This 
chapter deals with the frequency control of power system so as to understand the 
concept of maintaining steady-state. In addition, simple models of the essential 
components used in control systems are presented and a general overview of Model 
predictive Control MPC and PID controllers is carried out 
 
2.1.1 Factors that Affects Power System Frequency  
Several factors may cause problems in power system frequency. Some of these 
issues are sudden area load changes, network frequency variations due to integration 
of renewable energy systems (RES) [for example: Wind Energy Systems (WES), 
Solar Power or PV etc.], and abnormal conditions, such as outages of generation, 
faults on transmission lines and varying system parameters. These issues can cause 
mismatches in frequency and scheduled tie-line power flows between areas. The main 
requirement of frequency control is to correct those mismatches by ensuring that the 
frequency of the power system is maintained at or near specified nominal value, and 
also to ensure that the tie-line power flows among the interconnection areas are 
maintained at specified levels [4,].  
 
2.2 Existing Frequency Control Solutions 
There is no exact amount of solutions for frequency control. As technology advances, 
new solutions are being developed while classical methods are being improved. This 
section points out some famous LFC techniques. 
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Conventional Control (Proportional Integral control)–In industry, proportional-integral 
(PI) controllers have been broadly used for decades as the load frequency controllers. 
A PI controller design on a three-area interconnected power plant is presented in [5], 
where the controller parameters of the PI controller are tuned using trial-and-error 
approach. 
Fuzzy logic control–This method is based on fuzzy set theory, in which the fuzzy logic 
variables can be any value between 0 and 1 in contrast to classical or digital logic, 
which operates on discrete values of either 1 or 0 (true or false, respectively). Decision 
is made through fuzzy logic functions after the variables are selected. Application of 
Fuzzy Logic has been applied in several research for decentralized LFC problem [6-
8], tie line bias control scheme [7] , and fuzzy gain scheduled PI control scheme [8] 
etc.  
Genetic algorithm (GA)–is effective in solving complex optimization problems. In [9] 
PI-type controllers tuned via GA and linear matrix inequalities (GALMI) is presented 
on a decentralized three-area nine-unit power system. Results show that the structure 
of the GALMI tuned PI controller is simpler than that of the H2/H-infinity (H2/H∞) 
controller although the performances of the two methods are equivalent. 
Model Predictive Control (MPC)–has proved an efficient control in a wide range of 
applications in industries. The MPC scheme is based on an explicit use of a prediction 
model of the system response to obtain the control actions by minimizing an objective 
function. In other words, MPC uses the current plant measurements, the current 
dynamic state of the process, the MPC models, and the process variable targets and 
limits to calculate future changes in the dependent variables. The models used in MPC 
are generally intended to represent the behavior of complex dynamical systems. 
However, the additional complexity of the MPC control algorithm is not generally 
needed to provide adequate control of simple systems, which are often controlled well 
by generic PID controllers. The MPC has proven to be robust by demonstrating fast 
response and robustness against parameter uncertainties and load changes in [10].  
 
2.2.1 Centralized and Decentralized Frequency Control 
LFC design carried out on an entire power system model without considering 
subsystems is known as centralized method. Some researches has used centralized 
method [11] and [12] with a simplified multiple-area power plant in order to implement 
some optimization techniques on the entire model. However, the simplification is 
based on the assumption that all the subsystems of the entire power system are 
identical while they are not. The assumption makes the simulation model in the paper 
quite different from the real system. Another problem for the centralized methods is 
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that even if the method works well on a low-order test system, it would face an 
exponentially increasing computation problem with the increase of the system size. 
Since the tie-line interfaces give rise to weakly coupled terms between areas, the 
large-scale power system can be decentralized into small subsystems through treating 
tie-line signals as disturbances. Numerous control techniques have been applied to 
the decentralized power systems [13]. Since H2/H∞  control is well known for its 
robustness against parameter uncertainties, the controller has been utilized to solve 
the decentralized LFC problems in [14]. There are also several other modern control 
theories that have used decentralized solutions of LFC problem, such as disturbance 
accommodation control, optimal tracking approach, predictive control scheme and 
ramp following control, which can be found in [15]. 
Most of the reported solutions of LFC problems have been tested for their robustness 
against large step load change. However, very few of the published researches dealt 
with parameter uncertainties. In [16], the authors set up a 15% floating rate for the 
parameters in one area and successfully controlled the system with an optimally tuned 
PID controller. Nevertheless, in reference [16], a lot of approximations and 
simplifications have been made during the modeling process of the power systems, 
on which the controller is designed. The simplified system model has deviated far from 
the real system. A control technique with a notable robustness against not only 
parameter uncertainties but also model uncertainties, and external load change will 
be preferred by the power industry. 
 
2.3 CONTROL LOOPS  
In an interconnected power system, load frequency control (LFC), and automatic 
voltage regulator (AVR) equipment are installed for each generator. Figure 2.1 
represents the schematic diagram of the load frequency control (LFC) loop and an 
automatic voltage regulator (AVR) loop. The controllers are set for a particular 
operating condition and take care of small changes in load demand in order to 
maintain the frequency and voltage magnitude within the specified limits. Small 
changes in real power are mainly dependent on changes in rotor angle δ and, thus, 
the frequency. 
The reactive power is mainly dependent on the voltage magnitude (i.e. on the 
generator excitation). The excitation system time constant is much smaller than the 
prime mover time constant and its transient decay much faster and does not affect the 
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LFC dynamic. Thus, the cross-coupling between the LFC loop and the AVR loop is 
negligible. Therefore, the load frequency and excitation voltage control are analyzed 
independently. Voltage control is beyond the scope of this research and therefore, this 
work will be concern with only frequency control. 
 
 
 
 
Figure 2.1. Schematic diagram of LFC and AVR of synchronous generator [4] 
 
 
2.4 LOAD FREQUENCY CONTROL and Modelling 
The operation objectives of the LFC are to maintain reasonably uniform frequency, to 
divide the load between generators, and to control the tie-line interchange schedules.  
The change in frequency which is a measure of the change in rotor angle δ, i.e., the 
error ∆δ to be corrected, and tie-line real power are sensed. The error signal i.e., ∆f 
and ∆Ptie, are amplified, mixed, and transformed into a real power command signal 
∆Pv, which is sent to the prime mover to call for an increment the torque[4].  
The prime mover, therefore, brings change in the generator output by an amount ∆Pg 
which will change the values ∆f and ∆Ptie within the specified tolerance. The first step 
in the analysis and design of a control system is mathematical modeling of the system. 
The two most common methods are the transfer function method and the state 
variable approach. The state variable approach can be applied to portray linear as 
well as nonlinear systems. In order to use the transfer function and linear state 
equations, the system must first be linearized. Proper assumptions and 
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approximations are made to linearize the mathematical  equations  describing the 
system, and a transfer function model is obtained for the  components such as the 
GENERATOR MODEL, LOAD MODEL, PRIME MOVER MODEL and GOVERNOR 
MODELS[4]. 
 
2.4.1 GENERATOR MODEL for LFC 
Applying the swing equation of a synchronous machine to small perturbation, we have 
equation 
1
𝜔0
𝑑𝜔𝑟
𝑑𝑡2
= ∆𝑃𝑚 − ∆𝑃𝑒                                                    (2.1)     
 
or in terms of small deviation  in speed 
 
𝑑∆
𝜔
𝜔𝑠
𝑑𝑡
=
1
2𝐻
(∆𝑃𝑚 − ∆𝑃𝑒  )                                      (2.2)   
 
With speed expressed in per unit, without explicit per unit notation 
 
𝑑𝜔
𝑑𝑡
=
1
2𝐻
(∆𝑃𝑚 − ∆𝑃𝑒  )                                        (2.3)  
 
Taking Laplace transform of (2.3) yields 
 
𝛥𝜔(𝑠) =
1
2𝐻𝑠
[∆𝑃𝑚(𝑠) − ∆𝑃𝑒(𝑠)  ]                             (2.4)  
The above relation is shown in block diagram formed in Figure 2.2. 
 
 
 
 
 
 
 
 
1
2𝐻𝑠
 
∆𝑃𝑒(𝑠)   
Figure 2.2. Generator block diagram 
𝛥𝜔(𝑠) 
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2.4.2 LOAD MODEL 
The load on a power system consists of a variety of electrical devices. In order to 
model the load, it is important to know that some loads are frequency-sensitive while 
others are not. The frequency-sensitive loads, such as motor loads are sensitive to 
changes in the frequency. For resistive loads, such as lighting and heating loads, the 
electrical power is independent of frequency. How sensitive the frequency-sensitive 
loads are to frequency depends on the composite of the speed-load characteristics of 
all the driven devices. The speed-load characteristic of a composite load is the sum 
of resistive load ∆PL and frequency-sensitive load D∆ω and is approximated by 
 
𝛥𝑃𝑒 = ∆𝑃𝐿 + 𝐷∆𝜔                                                 (2.5) 
D is expressed as percent change in load divided by percent change in frequency. For 
example, if load is changed by 2.5 percent for a 1 percent change in frequency, then 
D = 2.5.  
Now the goal is to include a load in the generator model of equation 2.4 because the 
generator must supply a load. According to equation 2.4, the generator model is given 
by  
𝛥𝜔(𝑠) =
1
2𝐻𝑠
[∆𝑃𝑚 − ∆𝑃𝑒  ]                                                (2.5𝑎)          
Hence, if ∆𝑃𝐿 + 𝐷∆𝜔 from the load model of equation 2,5 is substituted for 𝛥𝑃𝑒 in the 
generator model of equation 2.4 or 2.5a, then 
𝛥𝜔(𝑠) =
1
2𝐻𝑠
[∆𝑃𝑚 − (∆𝑃𝐿 + 𝐷∆𝜔(𝑠)  )  ]                             (2.6)            
Hence collecting like terms and simplifying equation (2.6) gives 
𝛥𝜔(𝑠) =
1
2𝐻𝑠 + 𝐷
[∆𝑃𝑚 − ∆𝑃𝐿]                                         (2.7) 
 
Equation 2.7 shows the load model included in the generator model and the block 
diagram is displayed in Figure 2.3 below.  
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Figure 2.3. Generator and load block diagram 
 
In order to eliminate the feedback loop, block diagram transformation theorem is 
applied [18]. From the concept of block diagram algebra it is know that  
𝐶
𝑅
=
𝐺
1 + 𝐺𝐻
                                               (2.8) 
Where 𝐺 is the direct transfer function, 𝐻 is the feedback transfer function and 𝐺𝐻 is 
the loop transfer function or open loop transfer function. In this case, the output, C, 
is 𝛥𝜔(𝑠) and the input is R, is ∆𝑃𝑚 − ∆𝑃𝐿. Also, =
1
2𝐻𝑠
 , while 𝐻 = 𝐷.Therefore equation 
2.8 can be re-written as 
𝛥𝜔(𝑠)
∆𝑃𝑚 − ∆𝑃𝐿
=
1
2𝐻𝑠
1 + (
1
2𝐻𝑠
)(𝐷)
                            (2.8𝑎) 
Simplifying equation 2.8a leads back to equation 2.7. Thus when the feedback loop is 
eliminated, figure 2.3, results actually in the block diagram shown in Figure 2.4. 
 
 
 
 
 
 
 
 
Figure 2.4. Generator and load block diagram with feedback loop eliminated 
 
 
 
 
1
2𝐻𝑠
 
D 
Δω(𝑠) ∆P𝑚(𝑠) 
∆P𝐿(𝑠) 
 
1
2𝐻𝑠 + 𝐷
 Δω(𝑠) ∆P𝑚(𝑠) 
∆𝑃𝐿(𝑠) 
 
― 
＋ 
― 
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2.4.3 PRIME MOVER MODEL 
The source of mechanical power is commonly known as the prime mover. The prime 
mover may be hydraulic turbines at waterfalls, steam turbines whose energy comes 
from the burning of coal, gas, nuclear fuel, and gas turbines. The model for the turbine 
relates changes in mechanical power output ∆𝑃𝑚 to changes in steam valve position, 
∆𝑃𝑉 . Different types of turbines vary widely in characteristics. The simplest prime 
mover model for the non-reheat steam turbine can be approximated with a single time 
constant 𝑇𝑇, resulting in the following transfer function 
 
𝐺𝑇(𝑠) =
∆𝑃𝑚(𝑠)
∆𝑃𝑉(𝑠)
=
1
1 + 𝑇𝑇𝑠
                                                       (2.6) 
 
The block diagram for a simple turbine is shown in Figure 2.5 below. 
 
 
 
 
 
Figure 2.5. Block diagram of simple non-reheat steam turbine 
 
It is important to know that the time constant 𝑇𝑇𝑠 is in the range of 0.2 to 2.0 seconds. 
 
 
2.4.4 GOVERNOR MODEL 
When the generator electrical load is suddenly increased, the electrical power 
exceeds the mechanical power input. This power deficiency is supplied by the kinetic 
energy stored in the rotating system. The reduction in kinetic energy causes the 
turbine speed and, consequently, the generator frequency to fall. The change in speed 
is sensed by the turbine governor which acts to adjust the turbine input valve to change 
the mechanical power output to bring the speed to a new steady state. The earliest 
governors were the Watt governors which sense the speed by means of rotating 
flyballs and provide mechanical motion in response to speed changes. However, most 
modem governors use electronic means to sense speed changes. The conventional 
Watt governor consists of the following major parts: 
 
I. Speed Governor: The essential parts are centrifugal flyballs driven directly or 
1
1 + 𝑇𝑇𝑠
 ∆P𝑚(𝑠) 
 
∆P𝑉(𝑠) 
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through gearing by the turbine shaft. The mechanism provides upward and downward 
vertical movements proportional to the change in speed. 
 
2. Linkage Mechanism: These are links for transforming the flyballs movement to the 
turbine valve through a hydraulic amplifier and providing a feedback from the turbine 
valve movement. 
 
3. Hydraulic Amplifier: Very large mechanical forces are needed to operate the steam 
valve. Therefore, the governor movements are transformed into high power forces via 
several stages of hydraulic amplifiers. 
 
4. Speed Changer: The speed changer consists of a servomotor which can be 
operated manually or automatically for scheduling load at nominal frequency. 
 
By adjusting the set point, a desired load dispatch can be scheduled at nominal 
frequency. For stable operation, the governors are designed to permit the speed to 
drop as the load is increased. 
The steady-state characteristic of such a governor is shown in Figure 2.6 below (not 
drawn to scale). 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
Figure 2.6. Governor Steady-State Characteristics 
 
The slope of the curve represents the speed regulation R. Governors typically have a 
speed regulation of 5-6 percent from zero to full load. The speed governor mechanism 
acts as a comparator whose output ∆𝑃𝑔 is the difference between the reference set 
1.00 
1.06 
1.04 
1.02 
0.98 
0.96 
0.25 0.50 0.75 1.0 0.125 
P(p.u) 
𝝎 
R=
∆𝜔
∆𝑃
 
∆𝑃 
∆𝜔 
Speed changer set to give  
𝜔 =1.0 at P=1.0pu 
Speed changer set to give  
𝜔 =1.0 at P=1.0pu 
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power ∆𝑃𝑟𝑒𝑓 and the power 
1
𝑅
∆𝜔 as given from the governor speed characteristics. 
Hence, 
∆𝑃𝑔 = ∆𝑃𝑟𝑒𝑓 −
1
𝑅
∆𝜔                                                 (2.7) 
or in  the s—domain , 
∆𝑃𝑔(𝑠) = ∆𝑃𝑟𝑒𝑓(𝑠) −
1
𝑅
𝛥𝜔(𝑠)                                   (2.8) 
The command ∆𝑃𝑔 is transformed through the hydraulic amplifier to the steam valve 
position command ∆𝑃𝑉. Assuming a linear relationship and considering a simple time 
constant 𝑇𝑔 we have the following s-domain relation: 
 
∆𝑃𝑉(𝑠) =
1
1 + 𝑇𝑔
∆𝑃𝑔(𝑠)                                        (2.9) 
 
The block diagram for Equations (2.8) and (2.9) are represented by the block diagram 
shown in Figure 2.7 below.   
  
 
 
 
 
 
 
 
 
Figure 2.7. Block Diagram Representation of Speed Governor System for Steam Turbine 
 
 
When the block diagrams of figures 2.4, 2.5, and 2.7 are combine, this results in the 
complete block diagram of the load frequency control of an isolated power system 
shown in figure 2.8.  
 
 
 
 
1
1 + 𝑇𝑔𝑠
 ∆P𝑉(𝑠) 
 
∆P𝑟𝑒𝑓(𝑠) 
∆P𝑔 
 
1
𝑅
 ∆𝜔(𝑠) 
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Figure 2.8. Load Frequency Control Block Diagram of an Isolated Power System 
 
Redrawing the block diagram of figure 2.8 with the load change  ∆𝑃𝐿(𝑠)  as the input, 
and the frequency deviation  Δ𝜔(s) as the output, results in the block diagram shown 
in figure 2.9 below. 
 
 
 
 
 
 
 
Figure 2.9. LFC block diagram with input ∆𝑃𝐿(𝑠) and output  𝛥𝜔(𝑠) 
 
 
 The open-loop transfer function of Figure 2.9 is given by 
𝐾𝐺(𝑠)𝐻(𝑠) =
1
𝑅
1
(2𝐻𝑠 + 𝐷)(1 + 𝑇𝑔𝑠)(1 + 𝑇𝑇𝑠)
                         (2.10) 
It can be seen that the block diagram transformation theorem used in equations 2.8 
and 2.8a respectively, can be applied to figure 2.9 so as to eliminate the feedback  
loop:  
𝛥𝜔(𝑠) 
−∆𝑃𝐿(𝑠)
=
1
2𝐻𝑠+𝐷
1
𝑅(1+𝑇𝑔𝑠)(1+𝑇𝑇𝑠)
 .Then when the result is simplified and both the  
numerator and denominator are divided by R, the closed-loop transfer function relating 
the load change ∆𝑃𝐿(𝑠)  to the frequency deviation 𝛥𝜔(𝑠) is obtained. Thus, 
 
𝛥𝜔(𝑠) 
−∆𝑃𝐿(𝑠)
=
(1 + 𝑇𝑔𝑠)(1 + 𝑇𝑇𝑠)
(2𝐻𝑠 + 𝐷)(1 + 𝑇𝑔𝑠)(1 + 𝑇𝑇𝑠) + 1/𝑅
                          (2.11)  
Or 
𝛥𝜔(𝑠) = −∆𝑃𝐿(𝑠)𝑇(𝑠)                                                                           (2.12) 
 
∆P𝑉 
 ∆P𝑟𝑒𝑓(𝑠) 
1
𝑅
 
1
1 + 𝑇𝑔𝑠
 
1
1 + 𝑇𝑇𝑠
 
∆P𝑚 
 1
2𝐻𝑠 + 𝐷
 
Δ𝜔(𝑠) 
∆P𝐿(𝑠) 
 
Governor Turbine 
Rotating Mass  
and Load 
1
2𝐻𝑠 + 𝐷
 
1
𝑅(1 + 𝑇𝑔𝑠)(1 + 𝑇𝑇𝑠)
                          
∆𝜔(𝑠) 
−∆P𝐿(𝑠) 
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The load change is a step input, i.e., ∆𝑃𝐿(𝑠) = ∆𝑃𝐿/𝑠. Utilizing the final value theorem 
[4]. The steady-state value of  ∆ω is  
𝜔𝑠𝑠 = 𝑙𝑖𝑚
𝑠→0
𝑠𝛥𝜔(𝑠) = (−∆𝑃𝐿)
1
𝐷 + 1/𝑅
                                                (2.13) 
It is clear that for the case with no frequency-sensitive load (i.e., with D = 0), the 
steady-state deviation in frequency is determined by the governor speed regulation: 
𝜔𝑠𝑠 = −∆𝑃𝐿𝑅                                                                                                  (2.14) 
So that for several generators with governor speed regulations  𝑅1,  𝑅2… 𝑅𝑛  are 
connected to the system, the steady-state deviation in frequency is given by 
𝜔𝑠𝑠 = (−∆𝑃𝐿)
1
𝐷 +
1
𝑅1
+
1
𝑅2
+ ⋯ +
1
𝑅𝑛
 
                                                          (2.15)       
Accurate frequency control in power system is essential. The primary reason for 
accurate frequency control is to allow the flow of alternating current power from 
multiple generators through the network to be controlled. There are several controllers 
that aid in controlling frequency. However, this chapter is only concern with two of 
them namely the Model Predictive Control (MPC) and the Proportional-Integral-
Derivative (PID). Hence, in the next session an over view of PID and MPC is 
discussed.  
 
2.5. Overview of PID controller 
2.5.1 Preview 
PID controller is a basic control prototype that uses the error, its time derivative, and 
its integral with respect to time to construct a signal that is used to drive the actuators. 
The actuators in turn affect the behavior of the process being controlled [15]. Figure 
2.10 below shows a schematic diagram of a conventional PID controller. 
 
Figure 2.10. Diagram of PID Controller 
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A control signal that is proportional to the error cannot be expected to result in good 
damping and fast response and therefore may have unacceptable-steady state error. 
Introducing an integral term can eliminates steady-state errors but may adversely 
affect the damping. A term proportional to the derivative of the error can improve the 
speed of response and the damping, but it will not reduce steady-state errors. PID 
controllers provide significant improvements in response to time, damping, and 
steady-state error reduction. 
In the PID control scheme, the sum of the P, I and D terms (the three correcting terms) 
constitutes the manipulated variable (MV). The proportional, integral, and derivative 
terms are summed to calculate the output of the PID controller. 
 
2.5.2 The proportional Term 
The proportional term makes the current error signal multiply with the proportional gain 
𝐾𝑝 to give the output signal. If the error function is represented by 𝑒(𝑡), and the output 
of the controller is 𝑢(𝑡), then 
𝑢(𝑡) = 𝐾𝑝𝑒(𝑡)                                                                                                   ( 2.16) 
Hence, with a proportional controller offset (deviation from set-point) is present. 
Increasing the controller gain will make the loop go unstable. Integral action was 
included in controllers to eliminate this offset. 
 
2.5.3 The Integral Term 
The integral term makes the current error signal value and duration multiply with the 
gain  𝐾𝑖 tp give the output. Therefore, 
𝑢(𝑡) = 𝐾𝑖 ∫ 𝑒(𝑡)𝑑𝑡
𝑡
0
                                                                     ( 2.17) 
Where t is the instantaneous time and 𝐾𝑖 is the integral gain. The integral of a signal 
is the sum of all the instantaneous values that the signal has been from the time you 
started counting to the time you stop counting. The integral term, when added to the 
proportional term, accelerates the movement of the process and eliminates the 
residual steady-state error that occurs with the proportional-only controller. 
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2.5.4 The Derivative Term 
The derivative term makes the rate of change of the error signal multiplies with the 
gain KD which is the derivative gain. 
Thus, 
𝑢(𝑡) = 𝐾𝐷
𝑑
𝑑𝑡
𝑒(𝑡)                                                                          (2.18) 
Hence, the derivative term slows the rate of change of the control output and this effect 
is most noticeable closed to the controller set point. Combining the signals of the P,I 
and D terms of the PID controller above, The net controller output, which is the final 
form of the PID algorithm is: 
𝑢(𝑡) = 𝐾𝑝𝑒(𝑡) +   𝐾𝑖 ∫ 𝑒(𝑡)𝑑𝑡
𝑡
0
+ 𝐾𝐷
𝑑
𝑑𝑡
𝑒(𝑡)                                        (2.21)          
 
PID controller will be called a PI, PD, P or I controller in the absence of the respective 
control actions. PI controllers are fairly common, since derivative action is sensitive to 
measurement noise, whereas the absence of an integral term may prevent the system 
from reaching its target value due to the control action. While PID controllers are 
applicable to many control problems, and often perform satisfactorily without any 
improvements or even tuning, they can perform poorly in some applications, and do 
not in general provide optimal control. The fundamental difficulty with PID control is 
that it is a feedback system, with constant parameters, and no direct knowledge of the 
process and thus, overall performance is reactive and a compromise. Eventhough PID 
control is the best controller with no model of the process [17], better overall system 
performance can be obtained by incorporating a model of the process. Hence, if a 
model of the process is incorporated, other control strategies prove effective. The next 
section discusses such control scheme. 
 
2.6 Model Predictive Control 
The MPC has proved an efficient control in a wide range of applications in industry 
such as chemical process, petrol industry, electromechanical systems and many other 
applications. Figure 2.11 below illustrates a Simple structure of MPC controller .The 
MPC scheme is based on an explicit use of a prediction model of the system response 
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to obtain the control actions by minimizing an objective function. Optimization 
objectives include minimization of the difference between the predicted and reference 
response, and the control effort subjected to prescribed constraints. The effectiveness 
of the MPC is demonstrated to be equivalent to the optimal control. It displays its main 
strength in its computational expediency, real-time applications, intrinsic 
compensation for time delays, treatment of constraints, and potential for future 
extensions of the methodology. At each control interval, the first input in the optimal 
sequence is sent into the plant, and the entire calculation is repeated at subsequent 
control intervals. The purpose of taking new measurements at each time step is to 
compensate for unmeasured disturbances and model inaccuracy, both of which cause 
the system output to be different from the one predicted by the model [17]. An internal 
model is used to predict the future plant outputs based on the past and current values 
of the inputs and outputs and on the proposed optimal future control actions.   
  
Figure 2.11. Simple Structure of MPC 
The prediction has two main components : the free response which being expected 
behavior of the output assuming zero future control actions, and the forced response 
which being the additional component of the output response due to the candidate set 
of future controls. For a linear system, the total prediction can be calculated by 
summing both of free and forced responses. The reference trajectory signal is the 
target values the output should attain. The optimizer is used to calculate the best set 
of future control action by minimizing a cost function (𝐽).  The optimization is subject 
to constraints on both manipulated and controlled variables .The general object is to 
tighten the future output error to zero, with minimum input effort. The cost function to 
be minimized is generally a weighted sum of square predicted errors and square future 
control values.  
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In Generalized Predictive Control (GPC):  
𝐽(𝑁1𝑁2𝑁3) = ∑ 𝛽(𝑗)[?̂?(𝑘 + 𝑗/𝑘)
𝑁2
𝑗=𝑁1
− 𝜔(𝑘 + 𝑗)2] + ∑ 𝜆(𝑗)
𝑁𝑢
𝑗=1
[𝑢(𝑘 + 𝑗 − 1)2]      (2.22) 
Where 𝑁1 and 𝑁2 are the lower and upper prediction horizons over the output, 𝑁𝑢 is the 
control horizon, 𝛽(𝑗) , 𝜆(𝑗)  are weighting factors. The control horizon permits to 
decrease the number of calculated future control according to the relation: 
∆𝑢(𝐾 + 𝑗) = 0 for 𝑗 ≥ 𝑁𝑢  and 𝜔(𝐾 + 𝑗) represents the reference trajectory over the 
future horizon, 𝑁. Constraints over the control signal, the outputs and the control signal 
changing can be added to the cost function as follows:   
𝑢𝑚𝑖𝑛 ≤ 𝑢(𝑘) ≤ 𝑢𝑚𝑎𝑥 
∆𝑢𝑚𝑖𝑛 ≤ ∆𝑢(𝑘) ≤ ∆𝑢𝑚𝑎𝑥 
𝑦𝑚𝑖𝑛 ≤ 𝑦𝑘 ≤ 𝑦𝑚𝑎𝑥  
Solution of equation (2.22) gives the optimal sequence of control signal over the 
horizon 𝑁  while respecting the given constraint. MPC have many advantages, in 
particularly it can pilot a big variety of process, being simple to apply in the case of 
multivariable system, can compensate the effect of pure delay by the prediction, 
inducing the anticipate effect in closed loop, sometimes being a simple technique of 
control to be applied and also offer optimal solution while respecting the given 
constraints. On the other hand, MPC requires the knowledge of model and in the 
presence of constraints it becomes a relatively more complex regulator than a simple 
conventional controller and it takes more time for on-line calculations. The advantages 
and disadvantages of MPC is summarized below. 
 
2.6.1 Advantages of Model Predictive Control 
MPC have many advantages, in particularly it can pilot a big variety of process and its 
convenient to apply in the case of multivariable system. Also it can compensate the 
effect of pure delay by the prediction, inducing the anticipate effect in closed loop. It 
is sometimes a simple technique of control to be applied and also offer optimal solution 
while respecting given constraints. 
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2.6.2 Disadvantage of MPC 
The MPC requires the knowledge of model and in the presence of constraints it 
becomes a relatively more complex regulator. It also takes more time for on-line 
calculations.  Its algorithms are too complex. Sometimes, the complex algorithms of 
MPC are not needed when dealing with simple systems. Hence, simple and reliable 
methods which give the same or better performance than MPC are still necessary. 
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Chapter 3 
 
 Coefficient Diagram Method 
 
 
3.1 Introduction 
This Chapter discusses the CDM, its design, problems and modification. The CDM, 
which was recently developed and introduced by Prof. Shunji Manabe in 1991 is 
referred to in this work as the standard CDM. It is an algebraic approach applied to a 
polynomial loop in the parameter space, where a special diagram called coefficient 
diagram, is used as the vehicle to carry the necessary design information, and as the 
criteria of good design [1].  
Although, CDM is a new method, its main principles have been used in the industry 
over 40 years [1,2] with successful application in servo control, steel mill drive control, 
gas turbine control, and spacecraft attitude control.  
 
3.2. The standard CDM 
In general, the classical control and modern control are mainly used in control design; 
however, there is a third approach generally known as algebraic design approach [1]. 
The Coefficient Diagram Method (CDM) is one of the algebraic design approaches, 
where the coefficient diagram is used instead of Bode diagram, and the sufficient 
condition for stability by Lipatov constitutes its theoretical basis [3,4]. 
The CDM is a technique to arrange the poles of a closed loop transfer function, in 
order to get wanted response in the time domain [2, 5]. It provides information on the 
stability, time response and robustness characteristics of systems in a single diagram, 
which is important for systems with large characteristic polynomial degree. In a 
coefficient diagram, logarithmic vertical axis shows the coefficients of characteristic 
polynomial (𝑎𝑖), stability indices (𝛾𝑖) and equivalent time constant (𝜏); whereas the 
horizontal axis shows the order 𝑖  values corresponding to each coefficients. The 
degree of convexity obtained from coefficients of the characteristic polynomial gives 
a measure of stability, whereas the general inclination of the curve gives the measure 
of the speed of response. The shape of the 𝑎𝑖 curve due to plant’s parameter variation 
gives a measure of robustness.  
The block diagram of a single input single output (SISO) linear time invariant (LTI) 
system with CDM control is shown in figure 3.1, where  𝑁(𝑠) = 𝐵𝑝(𝑠) is numerator 
polynomial, 𝐷(𝑠) = 𝐴𝑝(𝑠) is denominator polynomial of the plant transfer function, 𝐴𝑐(𝑠) 
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is the forward denominator polynomial while F(s) and 𝐵𝑐(𝑠) are reference numerator 
and feedback numerator polynomials respectively. 
 
 
 
 
 
 
 
 
 
 
Figure 3.1. Block Diagram of a SISO LTI System with Standard CDM  
Note that the subscript c stands for controller while the subscript p stands for plant 
respectively. 
Hence, the transfer function of the controller has two numerators, which implies a 
2DOF system structure. In this method r(s) is taken as the reference input to the 
system, u as the controller signal, and D(s) as the external disturbance signal. The 
output of the controller closed loop system, y, is given by  
𝑦 =
𝑁(𝑠)𝑓(𝑠)
𝑃(𝑠)
                                                                           (3.1) 
where  𝑃(𝑠) is the characteristic polynomial of the closed-loop  system and it is defined 
by 
 
𝑃(𝑠) = 𝐴𝑐(𝑠)𝐷(𝑠) +  𝐵𝑐(𝑠)𝑁(𝑠)                                              (3.2) 
   
𝐴𝑐(𝑠)  and 𝐵𝑐(𝑠) are referred to as the control polynomials and defined as 
 
𝐴𝑐(𝑠) = ∑ 𝑙𝑖𝑠
𝑖 𝑎𝑛𝑑
𝑝
𝑖=0
 𝐵𝑐(𝑠) = ∑ 𝑘𝑖𝑠
𝑖
𝑞
𝑖=0
                        (3.3) 
 
For practical realization, the condition 𝑃 ≥ 𝑞 must be satisfied. To get the 
characteristic polynomial 𝑃(𝑠), the controller polynomials 𝐴𝑐(𝑠) and 𝐵𝑐(𝑠) from (3.3) 
are substituted into (3.2) and this yields  
 
𝑃(𝑠) = ∑ 𝑙𝑖𝑠
𝑖
𝑝
𝑖=0
𝐷(𝑠) + ∑ 𝑘𝑖𝑠
𝑖
𝑞
𝑖=0
𝑁(𝑠) = ∑ 𝑎𝑖𝑠
𝑖
𝑛
𝑖=0
 , 𝑎𝑖 > 0     (3.4) 
r(s) F(s) + 
- 
D(s) 
u 1
𝐴𝑐(𝑠)
 
1
𝐴𝑝(𝑠)
 
𝐵𝑐(𝑠) 
𝐵𝑝(𝑠) 
+ + 
PLANT CDM Controller 
y(s) 
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CDM needs some design parameters with respect to the characteristic polynomial 
coefficients which are the equivalent time constant (𝜏) (which gives the speed of 
closed loop response), the stability indices (𝛾𝑖) ( which give the stability and the shape 
of the time response), and the stability limits (𝛾∗) . The relations between these 
parameters and the coefficients of the characteristic polynomial (𝑎𝑖) can be described 
as follows:  
𝛾𝑖 =
𝑎𝑖
2
𝑎𝑖 + 𝑖𝑎𝑖−1
,   𝑖 ∈ [1, 𝑛 − 1], 𝛾0 = 𝛾𝑖 = ∞                                           (3.5) 
 
𝜏 =
𝑎1
𝑎0
  =   
𝑡  𝑠   
2.5
−
𝑡  𝑠   
3
                                                                                    (3.6) 
 
𝛾𝑖
∗ =
1
𝛾𝑖−1
+
1
𝛾𝑖+1
,             𝑖 ∈ [1, 𝑛 − 1]                                                      (3.7) 
 
According to Manabe’s standard form, 𝛾𝑖 values are selected as {2.5, 2, 2 . . .2}. The 
above 𝛾𝑖 values can be changed by the designer as per the controller’s requirement. 
However, the disadvantage is that changing the values requires experience or trial 
and error. Using the key parameters (𝜏) and (𝛾𝑖)  the target characteristic polynomial, 
𝑃𝑡𝑎𝑟𝑔𝑒𝑡(𝑠) can be written as: 
𝑃𝑡𝑎𝑟𝑔𝑒𝑡(𝑠) = 𝑎0 [{∑ (𝛱𝑗=1
𝑖−1 1
𝛾𝑗𝑖−𝑗
) (𝜏𝑠)𝑖
𝑛
𝑖=2
} + (𝜏𝑠) + 1]                  (3.8) 
 
 where  𝑃(𝑠) = 𝑃𝑡𝑎𝑟𝑔𝑒𝑡(𝑠). 
Also, the reference numerator polynomials 𝐹(𝑠) can be callculated from: 
 
𝐹(𝑠) =   (
𝑃(𝑠)
𝑁(𝑠)
)|
𝑠=0
                                                                                         (3.9) 
 
3.2.1 Challenge(s) involving the Use of Standard CDM in Power system Control 
Even though the standard CDM is simple and has been proven to be robust, several 
challenges may be involve when implementing it into power system as a standalone 
controller especially for LFC. One of the important challenges has to do with the fact 
that due to the complexity of power system structure and the constant changes 
occurring within a power system, tuning of the CDM parameters for power system 
frequency control becomes a problem. For example, the standard values of the 
stability indices of the standard CDM, when utilized, will not give desirable 
performance due to power system complexity and constant changes. Therefore, these 
29 
 
parameters of the standard CDM such as stability indices have to be changed and 
new values of stability indices must be chosen. However, choosing new values of the 
stability indices is done based on experience of the designer or by trial and error 
approach.  This is a serious problem especially for new power system control 
designers.  The next chapter discusses a solution to the problem by modifying the 
standard CDM. 
 
3.3. The Proposed CDM 
This section discusses a design method of the proposed CDM to meet desired 
performance criteria. The parameters of proposed controller are designed based on 
the stability and the speed of the Controlled system.  
Stability is designed from the standard stability index, 𝛾𝑖, and speed is designed from 
the equivalent time constant, 𝜏 , and the tuning factor 𝛼 . The stability index, the 
equivalent time constant, and the tuning factor are defined based on the closed-loop 
transfer function. These coefficients are related to the controller parameters 
algebraically in an explicit form.  
A feed forward and feedback compensators are introduced and added to the standard 
CDM so as to effectively employ the parameters of controller as shown in figure 3.2.  
The compensators can also cause an exchange in signals from outside of the 
feedback-loops which can ensure the overall stability of the power system.   
 
 
 
 
 
 
 
 
 
 
Figure 3.2. Implementation of the Proposed CDM  
 
 
In the figure,𝐵𝑓𝑓(𝑠) and  𝐵𝑓𝑏(𝑠) are the polynomials of the feed forward compensator 
R(s) F(s) 
+ 
- 
D(s) 
U(s
) 
1
𝐴𝑐(𝑠)
 
1
𝐴𝑝(𝑠)
 
𝐵𝑐(𝑠) 
𝐵𝑝(𝑠) + 
+ 
PLANT 
Feedforward Compensator 
y(s) + 
― 
𝐵𝑓𝑏(𝑠) 
+ 
𝐵𝑓𝑓(𝑠) 
Feedback Compensator 
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and the feedback compensator respectively. After rearranging the plant and the 
feedback compensator shown in 𝐴∗𝑝(𝑠) and 𝐵
∗
𝑝(𝑠)  which are the polynomials of the 
modified plant can be obtained and as shown in  figure 3.3 below. From the block 
diagram of the modified plant in figure 3.3,  
 
𝑦(𝑠)
𝑅(𝑠)
=
𝐵∗𝑝(𝑠)[𝐹(𝑠) + 𝐵𝑓𝑓(𝑠)𝐴𝑐(𝑠)]
𝐴𝑐(𝑠)𝐵∗𝑝(𝑠) + 𝐵𝑐(𝑠)𝐵∗𝑝(𝑠)
… … … … … … … … (3.10) 
 
 
 
 
 
 
 
 
 
 
Figure 3.3. Proposed CDM after modification  
while   
𝑦(𝑠)
𝐷(𝑠)
=
𝐴𝑐(𝑠)𝐵
∗
𝑝
(𝑠)
𝐴𝑐(𝑠)𝐴∗𝑝(𝑠) + 𝐵𝑐(𝑠)𝐵∗𝑝(𝑠)
… … … … … … … … . (3.11) 
 
Equation (3.10) shows that the feed forward compensator 𝐵𝑓𝑓(𝑠)  affects the transfer 
function from the system input R(s) to the output y(s) and can be used to increase the 
speed of the transient response of the controlled system. On the other hand equation 
(3.11) shows that the transfer function from D(s) to y(s) is not affected. Hence, the 
feed forward compensator has an influence on the system from the reference input to 
the output and can be used to increase the speed of the transient response without 
affecting the transfer function from the disturbances to the output 
 
Finally, in order to design the propose controller in term of 𝛾𝑖, 𝜏 and 𝛼, equation (3.10) 
is assumed as 
 
𝑦(𝑠)
𝑅(𝑠)
=
𝐴(𝑠)
𝐵(𝑠)
=
𝑏𝑚𝑠
𝑚 + 𝑏𝑚−1𝑠
𝑚−1 + ⋯ + 𝑏1𝑠 + 𝑏0
𝑎𝑛𝑠𝑛 + 𝑎𝑛−1𝑠𝑛−1 + ⋯ + 𝑎1𝑠 + 𝑎0
      (3.12) 
 
Where 𝑚 ≤ 𝑛  and the value of all a’s and b’s are constant. The denominator 
polynomial 𝐴(𝑠) is the characteristic polynomial of the proposed control system, and 
R(s) 𝐹(𝑠) 
+ 
- 
D(s) 
U(s
) 
1
𝐴𝑐(𝑠)
 
1
𝐴∗𝑝(𝑠)
 
𝐵𝑐(𝑠) 
𝐵∗𝑝(𝑠) + 
+ 
Modified  PLANT 
Feed forward Compensator 
y(s) 
+ 
― 
+ 
𝐵𝑓𝑓(𝑠) 
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its coefficients can be found from 
𝐴(𝑠) = 𝑎0 [{∑ (𝛱𝑗=1
𝑖−1 1
𝛾𝑗𝑖−𝑗
) (𝜏𝑠)𝑖
𝑛
𝑖=2
} + (𝜏𝑠) + 1]   (3.13) 
 
Note that equation (3.13) is the same form as equation (3.8), the equation for the 
target polynomials. The CDM is mainly used to design the controller of the closed-loop 
system. However, this method can also be extended to design the coefficients of the 
numerator polynomial B(s) as well [6-7]. Thus, the relationship among the coefficients 
of the numerator polynomial B(s) can be defined as 
 
𝑏𝑖 = (𝑏0𝛼𝜏)
𝑖
1
𝛾𝑖−1 … 𝛾𝑖−2𝛾𝑖−1
= (𝑏0𝛼𝜏)
𝑖 ∏
1
(𝛾𝑖−𝑗)
𝑗
𝑖−1
𝑗=1
… . . (3.14) 
 
where 𝛼 is the tuning factor. The equivalent time constant τ is scaled by tuning factor 
𝛼 so that the response speed can be adjusted. The value of tuning factor α is defined 
as 0 ≤ 𝛼 ≤ 1. Substituting each coefficient 𝑏𝑖   into the numerator polynomial B(s) 
leads to 
 
𝐵(𝑠) = 𝑏0 [{∑ (∏
1
𝛾𝑗𝑖−𝑗
𝑖−1
𝑗=1
) (𝛼𝜏𝑠)𝑖
𝑚
𝑖=2
} + (𝛼𝜏𝑠) + 1]   (3.15) 
 
Hence the proposed controller  in terms of 𝛾𝑖, 𝜏 and 𝛼 can be obtained by 
 
𝑦(𝑠)
𝑅(𝑠)
=
𝑏0 [{∑ (∏
1
𝛾𝑗𝑖−𝑗
𝑖−1
𝑗=1 ) (𝛼𝜏𝑠)
𝑖𝑚
𝑖=2 } + (𝛼𝜏𝑠) + 1]   
𝑎0 [{∑ (𝛱𝑗=1
𝑖−1 1
𝛾𝑗𝑖−𝑗
) (𝜏𝑠)𝑖𝑛𝑖=2 } + (𝜏𝑠) + 1] 
… . (3.16) 
 
This transfer function is a general form for designing the proposed CDM control 
system. The parameters can be designed by: 
 Derive the transfer function (15) which contains the unknown parameters of 
proposed controller. In this step, a designer must select the number of the 
feedforward and the feedback parameters. Usually, the number of feedback 
parameters should equal to the order of the plant. 
 Define the settling time 𝑡𝑠 in order to find the equivalent time constant 𝜏 from 
equation (3.6). Then determine the proper values of stability indices and tuning 
factor. After that, substitute these parameters to equation (3.16). Note that 𝑡𝑠  
cannot be specified in case that the number of the feedback compensator 
parameters is less than the order of the plant. 
 Finally, the parameters  of the propose controller are obtained simultaneously  
by equating the (3.10) and (3.16) 
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3.3.1 Proving the Need for the Propose Scheme by Simulation  
Mathematical explanations above show that the compensators will enhance the 
frequency stability of the power system by compensating for deficient performances. 
However, these mathematical expressions are of no technological significance if they 
cannot be experimentally proven. One way to prove that the standard CDM would not 
work for power system using the standard stability indices is by computer simulation. 
A mathematical model of a power system is developed. Then a sudden load change 
occurred on the power system and the frequency deviation step response obtained. 
 
 
Figure 3.4. Frequency deviation step response: deficient performance compensated by 
proposed CDM  
Figure 3.4 above shows the frequency deviation step response of the single area 
power system. Since the same power system is utilized in Chapter 5, the parameters 
of the power system can be found there. Unlike chapter 5 where more complicated 
cases such as integration of windfarm is consider, this simulation only considers  
sudden change in load. 
It can be seen that the value of the stability index has effect on the disturbance 
rejection capability. With the standard Manabe values used, the system goes out of 
step. When the stability indices where changed based on experience, it can be 
observed that there is no overshoot, and steady-state error is reduced. Also, it is clear 
that the value obtained based on experience still needs to be changed to get better 
result since it takes much longer time before the power system can get stable. Finally, 
it can also be seen that when the proposed CDM is implemented, the deficient 
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Frequency Diviation Step Response with different Values of Stability Indices Compared to Manabe Standard Values
 
 
frequency diviation with Manabe Standad Stability Indices Yi=[2.5,2, 2...]
Frequency deviation  by experience without compensators Yi=[,2.5 , 7.3, 1.5, 3.7, 55]
Frequency deviation with  Proposed CDM  Yi=[,2.5 , 7.3, 1.5, 3.7, 55]
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performance is compensate. Hence the frequency deviation is zero and the frequency 
returns to nominal value. 
Having seen that the Manabe standard CDM has a disadvantage when implemented 
into power system for frequency control; and having seen that the proposed control 
scheme will compensate the deficient performance of the standard CDM controller, 
then the question is, is the proposed controller suitable for power system frequency 
control considering various power system configurations? Digital simulation can help 
find answer to this question and this is done in the next chapter where the proposed 
CDM is compared to MPC and conventional integral control considering various power 
system configurations.  
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Chapter 4  
 
 First Case Study:  Application of CDM to Interconnected Power 
System for Decentralized Frequency Control  
 
 
4.1 Introduction 
Since Liberia, Guinea and Sierra Leone have the lowest electric power access rate in 
the world [1], it is necessary to study their interconnection for stability enhancement 
of developing countries’ power systems. Therefore, in this work it is assumed that 
each country represents one control area; and with that, a two and three area power 
systems similar to their interconnections are modelled. First, a two area power system 
is modelled and analyzed as a test system. This test system is assumed similar to the 
interconnection of Liberia and Sierra Leone. After modeling and analysis of the two 
area power system, then the three area power system assumed similar to the 
interconnection of Liberia, Guinea and Sierra Leone is also modelled for frequency 
enhancement studies. The proposed CDM is then implemented as control strategy to 
promote reliable power distributions. 
To validate the effectiveness of the proposed CDM, digital simulations of are carried 
out comparing the proposed CDM to the PI-controller and MPC.  Details of the 
simulations and discussions are found in this chapter.  
 
4.2 The Assumed Interconnected Power System 
In November 2013 the African Development Bank (AFDB) approved the Côte D’Ivoire, 
Liberia, Sierra Leone and Guinea (CLSG) electricity networks interconnection project 
which will secure power supply for the Mano River Union (MRU) member countries, 
and will be implemented between 2014 and 2017 [1]. 
The CLSG project involves the construction of high voltage lines to interconnect the 
four countries where at least three regional control centers are expected. 
 
4.2.1 The Mano River Union (MRU) 
The MRU is an international association established in 1973 between Liberia and 
Sierra Leone. In 1980, Guinea joined the union. The goal of the Union was to foster 
economic cooperation among the countries. It is named after the Mano River, a river 
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which begins in the Guinea highlands and forms a border between Liberia and Sierra 
Leone. 
Due to internal conflicts among the countries, the objectives of the Union could not be 
achieved. However, on May 20, 2004, the Union was reactivated at a summit of the 
three leaders of the Mano River Union states and on April 1, 2008, Cote D'Ivoire 
agreed to join the union. 
Figure 4.1 shows the map of Africa in which member states of the MRU are shown in 
blue 
 
Figure 4.1. Member states of MRU 
 
4.3. Need of Interconnection within the Mano River Union [2] 
The electricity sector in the Mano River Union countries faces major constraints such 
as: 
 low access to electricity; 
 a structural deficit in the supply of electricity; 
 a preponderance of thermal generation in the energy mix; 
 low financial and institutional capacities of national electricity companies. 
Therefore, the CLSG project is intended to increase the average rate of access to 
electricity in the four countries from 28 per cent to 33 per cent, electrifying 125 
locations along the transmission line as well as 70 schools, 30 health centers and 
nearly 1,500 small commercial and industrial craft enterprises, of which 25 per cent 
are held by women. It is expected that 24 million inhabitants who are affected will 
enjoy reliable electric power at a competitive cost.  
The interconnection of the MRU power systems will form the backbone of the Mano 
River Union countries and is one of the priority projects of the West African Power 
Pool (WAPP) Master Plan, a cooperation initiative linking national electricity 
companies in West Africa.  Thus, the CLSG project will contribute to the future of 
power system interconnections in West Africa.  It also involves various planning and 
feasibility studies on hydropower plants that could enhance energy exchange. Since 
the MRU countries are emerging from long sociopolitical crises and have problems of 
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low levels of investment in in recent years, power infrastructure operate below 
standard, and their services are extremely poor. The cost of electric power production 
per kWh remains very high in those countries where the electricity access rate is 
among the lowest in the world (two per cent in Liberia and Sierra Leone; 10 per cent 
in Guinea).  
Therefore, the construction of the interconnected power system will foster the 
development of the huge hydroelectric potential of the sub-region by offering the 
possibility of electric power trade between the countries within the larger West African 
market, thus contributing to regional integration. 
 
4.4 The proposed CDM Application to Two Area Interconnected Power System 
First, a two-control area power system assumed similar to the interconnection of 
Liberia and Sierra Leone shown in figure 4.2 is considered as a test system to illustrate 
the effectiveness of the proposed control strategy. Each area consists of the overall 
rotating mass and load, and an aggregated generator unit including one nonlinear 
turbine with generation rate constraint GRC, and one governor with dead-band 
constraint [3].  
 
Figure 4.2. The block diagram of two area power system including the proposed CDM 
controllers 
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As a decentralized control system, each local area controller has been designed 
independently. On the other hand, the frequency deviation is used as a feedback for 
the closed loop control system. The measured and reference area control error, 𝐴𝐶𝐸𝑖, 
(𝐴𝐶𝐸𝑟𝑒𝑓 = 0 𝐻𝑧)  are fed to the proposed CDM controller in order to obtain the 
supplementary control action ∆𝑃𝑐𝑖  which adds to the negative frequency feedback 
signal. The resulting signal is fed the governor giving the governor valve position which 
supplies the turbine to give the mechanical power change  ∆𝑃𝑚𝑖 . This mechanical 
power change (∆𝑃𝑚𝑖) is then affected by the load change ∆𝑃𝐿𝑖 and the tie-line power 
change, ∆𝑃𝑡𝑖𝑒𝑖 . This effect gives input of the rotating mass and load block to provide 
the actual frequency deviation, ∆𝑓 . In addition, the tie-line flow deviation is added to 
the frequency deviation in the supplementary feedback loop to give the area control 
error, 𝐴𝐶𝐸𝑖.  
 
4.4.1 Results and Discussion 
Computer simulations have been carried out for validating the effectiveness of the 
proposed scheme.  Matlab/Simulink software package has been utilized for this 
purpose. Since the power system interconnecting MRU countries has only been 
approved and yet to be completed, this work therefore utilized parameters from 
reference [3], thus considering the following nominal parameters listed in table 4.1  
below. 
 
Table 4.1  Parameters and data of the two area power system. 
Area K(s) 𝑫(𝐩𝐮
/𝐇𝐳) 
2H(pu.sec) R(Hz/pu) 𝑇g(sec) 𝑇t(sec) T12 
Area 1 -0.3/s 0.015 0.1667 3.00 0.08 0.40 0.20 
Area 2 -0.2/s 0.016 0.2017 2.73 0.06 0.44 
 
The proposed CDM  is designed based on the stability indices (𝛾𝑖,1) utilized and the 
parameters are set as follows: 
 
The time constant 𝜏 = 2 sec., 𝑘0=40,  
𝐷1 = 0.348𝑆 + 0.1739𝑆
2 + 0.0805𝑆3 + 0.005334𝑆4 
𝑁1 = 1.256 + 0.3483𝑆 
the stability indices (γi,1) have been selected as: 
𝛾𝑖,1 = [1, 6.5,1 .5, 2.7, 72]        , 𝑖 ∈ [1,5]         , 𝛾0 = 𝛾6 = ∞ 
And the stability limits(𝛾𝑖,1*) are:  
𝛾𝑖,1
∗ = [0.153,1.66,0.523,0.68,0.0138]        , 𝑖 ∈ [1,5] 
𝑃𝑡𝑎𝑟𝑒𝑔𝑒𝑡,1 = 50 + 100𝑆 + 202.18𝑆
2 + 61.161𝑆3 + 12.42𝑆4 + 0.96𝑆5 + 0.001𝑆6 
𝐵1 = 40 + 69𝑆 + 100𝑆
2          
𝐴1 = 150𝑆 + 2𝑆
2           
Tuning factor 𝛼 = 0.75 
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𝐷2 = 0.382𝑆 + 0.2097𝑆
2 + 0.10127𝑆3 + 0.00532𝑆4 
𝑁2 = 1.256 + 0.3827S 
the stability indices (𝛾𝑖,2) have been selected as: 
𝛾𝑖,2 = [1, 6.4,2.3, 1.53, 3.5]        , 𝑖 ∈ [1,5]         , 𝛾0 = 𝛾6 = ∞ 
And the stability limits(𝛾𝑖,2
∗ ) are:  
𝛾𝑖,2
∗ = [0.1562,1.434,0.809,0.7179,0.653]        , 𝑖 ∈ [1,5] 
𝑃𝑡𝑎𝑟𝑒𝑔𝑒𝑡,2 = 40 + 80𝑆 + 160.7𝑆
2 + 51𝑆3 + 6.6𝑆4 + 0.6𝑆5 + 0.015𝑆6   
And choosing  𝑘0=32, then  
𝐵2 = 32 + 54𝑆 + 100𝑆
2          
𝐴2 = 60𝑆 + 3𝑆
2           
Tuning factor 𝛼 = 0.58 
 
The simulation studies are carried out for the proposed controllers with generation rate 
constraint (GRC) of 10% per minute and the maximum value of dead band for 
governor is specified as 0.05 pu for each area [2].  
 
4.4.1.1 Case i: Norminal Case, proposed CDM vs Conventional PI Controller 
 
The system performance with the proposed CDM controllers at nominal parameters 
is tested and compared with the system performance with a conventional PI controller 
and at only load change in area-2.  Figure 4.3 below shows the simulation results in 
this case. 
 
Figure 4.3. Power system responses to case 1 (a) frequency deviation in area-1, (b) 
frequency deviation in area 2 and (c) tie-line power change.  
 
The results from the top to the bottom are: the frequency deviations of area-1 ∆f1, the 
frequency deviations of area-2 ∆𝑓2, and the tie-line power change between area-and 
area-2  using both the proposed CDM and classical PI controllers  following a step 
load change in  area-2 ( ∆PL2 assumed to be 0.02 pu at  time, t = 30s.). It is   observed 
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that with the proposed CDM controller the system is more stable and fast comparing 
with the system with traditional PI. This is because the tuning factor contributed by the 
feed forward compensator affects the response speed significantly.  
4.4.1.2 Case ii: Robustness Evaluation, Propose CDM vs Conventional PI Control 
The robustness of the proposed CDM controller against wide range of parameter 
uncertainty is validated. In this case, the governor and turbine time constants of the 
two areas are increased to 𝑇𝑔1  = 0.105s (≅31% change),  𝑇𝑡1  = 0.785s (≅95% 
change),  𝑇𝑔2 = 0.105s (≅66% change) and 𝑇𝑡2= 0.6s (≅ 38% change), respectively. 
Figure 4.4 below depicts the response of the CDM controllers in the presence of above 
uncertainty, at same load change described in the first case.  
 
Figure 4.4. Power system responses to case 2 (a) frequency deviation in area-1, (b) 
frequency deviation in area 2 and (c) tie-line power change.  
 
It has been indicated that a desirable performance response has been achieved using 
the CDM controller while with conventional PI, the performance and stability are 
seriously degraded. 
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4.5 Application on the Assumed Three Area Interconnected Power System 
Assume a three area interconnected power system as shown in figure 4.5 similar to 
the interconnection of Liberia, Guinea and Sierra Leone. 
 
 
 
 
Figure 4.5. Three-control area power system. 
 
It has previously been stated that these MRU countries have mainly been considered 
for assumption in this work because their power systems have not only the worst 
power quality in the world. Also these countries have the lowest electricity access rate. 
Hence, it is necessary to model a power system similar to their interconnection, and 
design a frequency controller to enhance the power quality. 
 
Since the proposed CDM is being used as a robust frequency controller, its robustness 
is thus tested on the three area interconnected power system in figure 4.5. It is seen 
in section 4.4.1.2 that in both nominal case and robust performance scenarios, the 
proposed CDM is far better than conventional PI controller. Therefore, this section will 
evaluate the CDM for further robust performance by comparing it to MPC [3], but only 
for the assumed three-area interconnected power system. The simulation parameters 
[2] are given in Table 4.2 below. 
 
 
Table 4.2 Parameters and data of the three control area power system. 
Area K(s) 𝐷(pu
/Hz) 
2H(pu.sec) R(Hz/pu) 𝑇g(sec) 𝑇t(sec) Tij 
Area-1 -0.3/s 0.015 0.1667 3.00 0.08 0.40 T12=0.20 
T13=0.25 
Area-2 -0.2/s 0.016 0.2017 2.73 0.06 0.44 T21=0.20 
T23=0.15 
Area-
3 
-0.4/s   0.015  0.1247     2.82 0.07 0.3 T31=0.25 
T32=0.15 
(Pe)Base=800MVA 
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The system is tested at a simultaneous load step disturbances of 0.02-pu in control 
area-2 at t=3.0s. It is also tested and validated against wide range of parameter 
uncertainties. In the tested scenarios, the governor and turbine time constants of the 
two areas are increased to 𝑇𝑔1  = 0.105s (≅31% change),  𝑇𝑡1  = 0.785s (≅95% 
change),  𝑇𝑔2 = 0.105s (≅66% change) and 𝑇𝑡2= 0.6s (≅ 38% change), 𝑇𝑔3 =  0.15 𝑠  
(≅100% change) and 𝑇𝑡3 =  0.7𝑠  (≅100% change) respectively. 
The parameters of the CDM controller of each area are set as follows: 
The time constant can be taken as 𝜏 = 1 𝑠. for all three controllers and choosing 
𝑘0,1=23, 𝑘0,2=31 and  𝑘0,3=30, then  
𝐷1 = 0.348S + 0.1739S
2 + 0.0805S3 + 0.005334S4 
𝑁1 = 2.826 + 0.3483S 
the stability indices (𝛾𝑖,1) have been selected as: 
𝛾𝑖,1 = [0.24, 18.28,0 .76, 3.96, 8.66]        , 𝑖 ∈ [1,5]         , 𝛾0 = 𝛾6 = ∞ 
and the stability limits(𝛾𝑖,1
∗ ) are:  
𝛾𝑖,1
∗ = [0.054,5.475,0.306,1.42,0.2525]        , 𝑖 ∈ [1,5] 
𝑃𝑡𝑎𝑟𝑒𝑔𝑒𝑡,1 = 65 + 65𝑆 + 263.32𝑆
2 + 61.7𝑆3 + 18.5𝑆4 + 1.4𝑆5 + 0.001𝑆6 
𝐵1 = 23 + 20.16𝑆 + 63𝑆
2          
𝐴1 = 225𝑆 + 2𝑆
2            
And the tuning factor is  𝛼 = 0.65 
 
𝐷2= 0.382𝑆 + 0.2097𝑆
2 + 0.10127𝑆3 + 0.00532𝑆4 
𝑁2=2.009 + 0.3827𝑆 
With the stability indices (𝛾𝑖,2)have been selected as: 
𝛾𝑖,2 = [0.179, 16.97,1.66, 3.3, 5.26]        , 𝑖 ∈ [1,5]         , 𝛾0 = 𝛾6 = ∞ 
the stability limits(𝛾𝑖,2
∗ ) are:  
𝛾𝑖,2
∗ = [0.0589,6.188,0.3619,0.7925,0.303]        , 𝑖 ∈ [1,5] 
𝑃𝑡𝑎𝑟𝑒𝑔𝑒𝑡,2 = 64 + 64𝑆 + 357.5𝑆
2 + 117.68𝑆3 + 23.28𝑆4 + 1.4𝑆5 + 0.016𝑆6   
𝐵2 = 31 + 24𝑆 + 131𝑆
2          
𝐴1 = 225𝑆 + 2𝑆
2           
And the tuning factor is  𝛼 = 0.68 
 
𝐷3= 0.3696𝑆 + 0.1302𝑆
2 + 0.0464𝑆3 + 0.00262𝑆4 
𝑁3=2.3236 + 0.3692𝑆 
And with stability indices (𝛾𝑖,3) have been selected as:  
𝛾𝑖,3 = [0.156, 33.17,1.56, 2.28, 6.31]        , 𝑖 ∈ [1,5]         , 𝛾0 = 𝛾6 = ∞ 
the stability limits(𝛾𝑖,3
∗ ) are:   
𝛾𝑖,3
∗ = [0.0301,7.051,0.4681,0.799,0.438]        , 𝑖 ∈ [1,5] 
𝑃𝑡𝑎𝑟𝑒𝑔𝑒𝑡,3 = 69.7 + 69.7𝑆 + 446.739𝑆
2 + 86.328𝑆3 + 10.07𝑆4 + 0.58𝑆5 + 0.005𝑆6 
𝐵3 = 30 + 25𝑆 + 152.5𝑆
2          
𝐴3 = 225𝑆 + 2𝑆
2           
And the tuning factor is  𝛼 = 0.73 
 
As seen, figure 4.6 below shows the response of the proposed CDM, MPC and 
conventional PI controllers in the presence of above uncertainties.  
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Figure 4.6. System response to case 3: (a) frequency deviations and (b) tie-line powers CDM 
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It is shown in the figure that when the system with the conventional controller became 
unstable, the system with both CDM and MPC controllers still give robust response 
verses load change and parameters uncertainties. In addition, even though the 
difference in the result for the CDM and MPC seem negligible, the tie-line powers and 
the frequency responses of the system with the proposed CDM show slightly better 
performance than that with the MPC. 
 
4.6 Summary 
In this chapter, a robust decentralized LFC design using the proposed CDM has been 
is investigated for an interconnected power system. The proposed method was 
applied to both two and three-control area power systems assumed similar to the 
interconnections power system of three MRU countries, namely Liberia, Sierra Leone 
and Guinea; and was tested, considering different load changes and parameters 
change cases. The results were compared with the results of conventional PI and 
model predictive controllers. Simulation results demonstrated the effectiveness of the 
proposed CDM methodology. It was shown that the power system with the proposed 
CDM controller is robust against the load change and parameter perturbation; and the 
system and has a more desirable performance as compared to classical PI control 
design, in all of the performed tested cases. Also, the simulation results indicated that 
both CDM and MPC controllers can give robust response verses load change and 
parameters uncertainties, but the proposed CDM is more practical in term of the 
calculation burdens which is available in the case of MPC. 
 
4.7 References 
[1] African Development Bank Group, “ Project Appraisal Report”  Côte d’Ivoire, 
Liberia, Sierra Leone, Guinea (CLSG) Network Interconnection, October 2013  
[2] African Development Bank Group, “ Liberia Country Strategy Paper 2013-2017”, 
ORWB Department, June 2013. 
 
[3] H. Bevrani, "Robust Power system control", Springer, New York, 2009. 
 
[4] T. H. Mohamed, H. Bevrani, A. A. Hassan, T. Hiyama. Decentralized model 
predictive based load frequency control in an interconnected power system. Energy 
Convers Manage 2011; 52:1208–41. 
 
 
 
 
44 
 
Chapter 5   
Wind farm Integration to Power System 
 
5.1 Introduction 
This chapter provides a basic introduction to the relevant issues related to the 
integration of Wind Energy Conversion System (WECS) into power systems. Since 
gusts of wind do not hit all the wind turbines at the same time. Under certain conditions, 
the percentage variation of power output will drop with respect to the number of wind 
generators. This phenomenon is the result of frequency quality problems which finally 
affects the power quality. Hence, to achieve a significant smoothing effect, the number 
of wind turbines within a wind farm does not need to be very large. On the other hand, 
with the constant integration of WECS into power systems a number of problems still 
need to be investigated. This is because integration of wind farm will create new 
problems in relation to stability analysis, reactive power compensation, and power 
quality as well as voltage control assessments [1]. However, this chapter is concern 
with a general discussion of problems pertaining to wind farm integrations and the 
effect on voltage and frequency.  Nevertheless, in the next chapter, frequency control 
which is the key objective of this research will be the primary focus. 
 
5.2 Basic Integration Issues Related to Wind Power  
The challenge that the integration of wind power poses can be illustrated using figure 
5.1. In this power system, there are industries and households that consume power 
PD and a wind power station that delivers power , Pw . The additional power,PG , is 
produced at another location. The impedances Z1 − Z3 represent the impedances in 
the transmission lines and transformers between the different components. In an 
electric power system, such as the one illustrated in Figure 5.1, power cannot 
disappear. This means that there will always be a balance in this system because 
 
𝑃𝐺 = 𝑃𝐷 + 𝑃𝐿 − 𝑃𝑤                                                 (5.1) 
where 
𝑃𝐺 = additional required power production; 
𝑃𝐷.=power consumption; 
PL= electrical losses in the impedances𝑍1 − 𝑍3; 
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Pw= wind power production.  
 
 
Figure 5.1. Illustrative power system 
 
According to [2], equation (5.1) is valid for any situation; it does not matter whether we 
look at a short time period (e.g. minutes) or a long period (e.g. a year). It also implies 
that any change in electricity demand (or wind power) must be simultaneously 
balanced by other generation sources within the power system. For better 
understandings integration issues, several some requirements are discussed below. 
 
5.2.1 Consumer requirements 
As already mentioned, the main aim of a power system is to supply consumers with 
the required electricity at any given time at a reasonable cost. From the consumer’s 
perspective, three main requirements can be defined as follows: 
 Customer requirement 1 (CR1): The frequency of the power system and the 
voltage level at the connection point has to stay within an acceptable, as most 
customer appliances (e.g. lighting equipment, motors, computers, etc.) require 
a specific voltage and power range for reliable operation. 
 Customer requirement 2 (CR2): the power should be available at exactly the 
time the consumers need it in order to use their various appliances (i.e. when 
a customer switches on a certain device). 
 .Customer requirement 3 (CR3): the consumed power should be available at 
a reasonable cost (this may also include low external costs to reflect the low 
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environmental impact of electricity production). CR1 and CR2 also concern 
the reliability of the power supply. Greater reliability leads to higher costs and 
hence a conflict arises between CR1 and CR2 and the demand for 
reasonable costs. 
 
5.2.2 Requirements from wind farm operators 
Similar to consumers, wind farm owners or operators have certain demands on the 
existing power system in order to be able to sell the wind power production: 
 Wind power requirement 1 (WP1): similar to consumer appliances, wind 
farms require a certain voltage level at the connection point as wind turbines 
are usually designed to operate within a specific voltage range (e.g. nominal 
voltage _10 %). For the consumers, the requirements are rather 
homogeneous, since all consumers use the same type of equipment. For 
wind farms the requirements can sometimes be softened, since wind farms 
can be designed to handle different quality levels. 
 Wind power requirement 2 (WP2): in addition, wind farm owners want to be 
able to sell their power production to the grid when wind power production is 
possible (i.e. when the wind speed is sufficient), otherwise, the production has 
to be spilled, which means that the wind farm owner loses possible financial 
income. 
 Wind power requirement 3 (WP3): WP1 and WP2 also concern the reliability of 
the power system at the connection point of the wind farm.  
 
There is always a trade-off between costs (i.e. low system costs) and reliability. The 
higher the reliability is, the higher the costs. 
 
5.3 More Integration issues 
The challenge that the integration of wind power poses is to meet CR1 and CR2 and 
WP1 and WP2 in an economically efficient way (i.e. CR3 and WP3), even in the case 
of significant wind power penetration in the system [3]. This challenge will now be 
discussed in more detail using the simplified power system in Figure 5.1. 
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5.3.1 Customer requirement 1: voltage level at the connection point of the 
consumer 
First we will assume that no wind power is installed in the power system shown in 
figure 5.1 and that the voltage 𝑈𝑜 is kept constant by the generated power, PG. Now, 
the load PD varies the currents 𝐼3 and consequently I1 will vary. Hence, there will be a 
voltage drop over the corresponding impedances 𝑍3 and 𝑍1. If impedances 𝑍3 and 𝑍1 
are large (e.g. in the case of long lines or a comparatively low voltage) voltageU3 will 
vary substantially when 𝑃𝐷 varies. Possible measures to avoid large voltage variations 
in 𝑈3, are as follows. 
 Measure (a): use a stronger grid (i.e. impedances 𝑍3 and 𝑍1 are small). This 
is possible by using higher voltages in the lines and transformers that are not 
too small. 
 Measure (b): control the voltage 𝑈3 by using controllable transformers close 
to U3. 
 Measure (c): control voltage 𝑈1 by using controllable transformers and/or 
some voltage controlling equipment such as shunt capacitors and/or shunt 
reactors. 
It will now be assumed that wind power, 𝑃𝑤, is connected to the power system in figure 
5.1. As the wind power production Pw will vary, current 𝐼2 varies. Hence, current 𝐼1 will 
vary, which will cause a voltage drop in 𝑈3furthermore, 𝑈1 will vary and possibly also 
the voltage close to the customer connection point, voltage𝑈3. The impact of wind 
power variations on the voltage variations in 𝑈3  depends mainly on the size of 
impedance𝑍1. On the other hand, if 𝑍1  is large, there will be a strong connection 
between wind power variations and voltage variations in 𝑈3. However, if 𝑍1 is very 
small, voltage 𝑈3 will be more or less independent of wind power variations. In reality, 
only consumers that are rather close to wind farms may be affected by variations in 
wind power production. To avoid problems for consumers close to wind turbines, 
Measures (a)–(c) can be used as well as the following measure: 
 Measure (d): use local control of voltage 𝑈2 at the wind farm. Depending on 
the wind turbine technology, the voltage control of 𝑈2 can be performed by the 
wind. 
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5.3.2 Wind power requirement 1: voltage level at connection point of the wind 
farm 
The voltage 𝑈2 will also depend on 𝑃𝑤, 𝑃𝐷 and the size of 𝑍3 and 𝑍2. The difference to 
the previous discussion on CR1 is that the size of 𝑍2 is important instead of the size 
of 𝑍3. This is mainly of interest when wind power is located at a larger distance from 
the consumers. In this situation, Measures (a), (b) and (d) explained above are of a 
certain interest as well as the following:  
 Measures (e): use a controllable transformer close to 𝑈2. A controllable 
transformer is normally slower than application of Measure (d), though. 
  
5.3.3 Customer requirement2: power availability on Demand and Frequency 
Issues 
Again, we will first assume that there is no wind power connected to the power system 
shown figure 5.1. Hence, when consumers increase their consumption, the power will 
be delivered directly from the conventional power plants [2]. 
Conventional power plants generally use synchronous generators which can be 
modelled as shown in figure 5.2. The figure includes the generator and the steam or 
hydro turbine. The turbine rotates and drives the rotor of the generator. PT is the power 
delivered by the turbine and 𝑃𝑠 is the power delivered from kinetic energy stored in the 
rotating mass consisting of turbine, shaft and rotor. During normal operation 𝑃𝑠 is 0. 
𝑃𝐺 is the electric power delivered to the power system. 
If the load PD increases, the power generation, 𝑃𝐺, will directly increase. However, the 
initial increase in power production is not due to an increase in the power production 
in the steam or hydro turbine. The increase of 𝑃𝐺 will originate from the stored kinetic 
energy,𝑃𝑠 . Since the kinetic energy is used, the turbine–shaft–generator rotational 
system will slow down. Now, as the rotor speed of a synchronous generator is strongly 
coupled to the power system frequency, a decrease in rotor speed will result in a 
decrease in electric frequency. Therefore, a load increase will lead to a decrease in 
electric frequency. 
 
Figure 5.2. The Power balance in a conventional power plant 
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In order to limit the decrease in power system frequency, some power plants are 
equipped with a so-called primary control system [4]. This system measures the power 
system frequency and adjusts the power production of the power plant (i.e.𝑃𝑇) when 
the frequency changes. The reaction time of primary control units depends on the 
power plants (e.g. how fast the production of steam can be increased).  
Usually, primary control units can increase their production by a few percent of rated 
capacity within 30 seconds to 1 minute. Secondary control (i.e. power plants with a 
slower response), will take over the capacity tasks of the primary control 10 to 30 
minutes later and will thereby free up capacity that is used for primary control. The 
requirement of load balancing (i.e. so that consumers’ demand for power can be met) 
means that: 
 power system must have sufficient primary and secondary control capacity 
available in order to be able to respond to changes in demand; 
 these power plants must always have sufficient reserve margins to increase 
the power production to the level required for always meeting the system 
demand (i.e. the aggregated consumer demand). 
If WECS is added to such a power system, there will be an additional fluctuating 
source in the power system. Depending on the system design and load characteristics, 
with increasing wind power penetration, the requirements regarding power system 
balancing may increase [5]. However, the primary and secondary control system will 
operate in exactly the same way as described above. Also, if wind power production 
decreases this has exactly the same effect on the system as an increase in demand 
according to Equation 5.1. 
The consequence is that there will be more variations that have to be balanced by 
primary and secondary control. Experiences show that, even very high wind power 
penetration levels (up to 20 %), may not require additional primary control capacity as 
long as the installed wind power capacity is geographically distributed over a wide 
area [5].  
The smoothing effect related to geographical distribution will result in low short-term 
variations in wind power production. However, owing to current limitations in wind 
speed forecast technologies, any mismatch between forecasted wind power 
production and actual wind power production has eventually to be handled by the 
secondary control capacity [4][5]. The requirements for secondary control capacity are 
therefore significantly influenced by the wind power penetration level. The additional 
system requirements for keeping the system balanced at all times depends very much 
on the individual system; that is, it depends on the load characteristics, the flexibility 
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of the existing conventional power plants and the wind power penetration as well as 
the geographic distribution of the wind farms. The cost of meeting the increased 
requirements depends on the type of power plant (i.e. PG), the size of 
interconnections to neighboring systems and, of course, on the additional 
requirements. 
 
5.4 Network availability and power system reliability  
5.4.1 Stability and reliability Issues 
However, the introduction of wind power modifies the economic trade-off between 
reliability costs and consumer costs for insufficient reliability. Some of the trade-offs 
apply only to wind farms (i.e. they affect income for wind farm owners, but not 
consumers) and some affect the whole system. 
An important reliability issue is related to the capacity margin in a given power system 
(i.e. there must be enough capacity available in a power system to cover the peak 
load). If we assume a certain power system, there is always a probability that the 
available power plants are not sufficient to cover the peak load. If WECS is added to 
a power system, reliability will increase as there is a certain probability that there will 
be a certain amount of wind power production available during a peak load situation, 
which will decrease the risk of capacity deficit. Adding more wind power capacity to a 
power system may also allow a decrease in the installed capacity of other power plants 
in the system without reducing the system reliability. In addition, depending on the 
power system design and the wind power penetration, power system reliability might 
be affected by the introduction of wind power because of the influence it has on 
stability in the case of a fault in the power system [2].  
It should also be considered that, in contrast to systems with only varying load, active 
power balancing in a system with both wind power and load varying may require more 
balancing equipment to keep a certain system reliability level, since the total variation 
may increase. However, the cost–benefit analysis should consider that, for instance, 
the largest possible decrease in wind power (which requires an increased production 
from other power plants) can coincide with high wind power production. In such a 
situation, other power plants may have previously reduced their power production as 
a result of increasing wind power production. Hence, these (conventional) power 
plants may be able to increase production if wind power production decreases. Also, 
in this case the trade-off between the consumer benefit of high reliability and system 
costs for back-up and reserves have to be taken into account. An important issue here 
is, for instance, how fast aggregated wind power production can decrease during 
times when aggregated load levels typically increase very fast. 
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Now, suppose the reliability issues related to the installation of a certain wind farm is 
considered. Then, the dimensioning of the transmission system between the wind 
farm and the rest of the grid has to be discussed. Starting with the assumption that 
good wind resources are located in remote areas, at a larger distance from the rest of 
the power system  a back-up transmission system between the wind farm and the 
main grid will be rather expensive compared with the economic benefits a back-up 
transmission system may. Hence the lack of a redundant transmission line may have 
a negative impact on the technical availability of wind farms. In this case, the 
compromise must consider the costs of a redundant transmission system and the lost 
income for wind farm owners during times when the transmission system is interrupted. 
Furthermore, the required power quality level at the connection point of the wind farm 
might be of importance. If very stable voltage level and frequency level are required, 
the grid has to incorporate some voltage regulating equipment end frequency 
controllers.  
It must also be noted that the current variations from the wind farms will affect the 
voltage drop over Z1. The most extreme cases occur during times with maximum wind 
power production (  𝑃𝑤 ) and minimum consumption ( PD ), and zero wind power 
production (𝑃𝑤 ) and maximum consumption ( 𝑃𝐷 ). This implies that 𝑈1  will show 
increased variation with increasing installed wind power, which may require additional 
voltage control equipment. However, it might be important to consider the probability 
of those extreme cases. The probability of full production in all wind farms at the same 
time that the load is at its minimum, for instance, might be low, so that additional 
voltage control equipment will not be required. The question is, for how severe 
situations should the voltage control equipment be designed? It is not economically 
relevant for all points within a network to keep a voltage within certain limits 100% of 
the time.  
 
5.4.2 Frequency control Issues 
In the power system, the frequency is an indicator of the balance or imbalance 
between production and consumption. For normal power system operation, the 
frequency should be close to its nominal value. In the case of an imbalance between 
production and consumption, primary and secondary control is used to return to a 
balanced system. If, for instance, consumption is larger than production, the rotational 
energy stored in large synchronous machines is utilized to keep the balance between 
production and consumption and, as a result, the rotational speeds of the generators 
decrease. This results in a decrease of the system frequency. In a power system, 
there are some units that have frequency-sensitive equipment. 
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These units are called primary control units. The primary control units will increase 
their generation until the balance between production and consumption is restored 
and frequency has stabilized. The time span for this control is 1–30s. In order to 
restore the frequency to its nominal value and release used primary reserves, the 
secondary control is employed with a time span of 10–15 min [2]. The secondary 
control thus results in a slower increase or decrease of generation. In some countries, 
automatic generation control is used; in other countries the secondary control is 
accomplished manually by request from the system operator. 
At normal operation, the power output of a wind farm can vary up to 15% of installed 
capacity within 15 minutes. This could lead to additional imbalances between 
production and consumption in the system. Considerably larger variations of power 
production may occur during and after extreme wind conditions. 
As wind turbines use other generation technologies than conventional power plants, 
they have a limited capability of participating in primary frequency control in the same 
way conventional generators do. However certain systems requires wind farms to 
include primary frequency control capabilities of 3–5 %(as required for thermal power 
plants) into the control of wind farm power output. Such systems and some other 
regulations also require wind farms to be able to participate in secondary frequency 
control. During over frequencies, this can be achieved by shutting down of some 
turbines in the wind farm or by pitch control. Since wind cannot be controlled, power 
production at normal frequency would be intentionally kept lower than possible in order 
for the wind farm to be able to provide secondary control at under frequencies. In the 
case of large frequency transients after system faults, regulation requires the wind 
farm to contribute to frequency control (i.e. secondary control).  
 
 
5.5 Summary 
This chapter provided an overview of the challenges regarding the integration of wind 
power into power systems. The overall aim of power system operation, independent 
of wind power penetration levels, is to supply an acceptable voltage and power to 
consumers and continuously to balance production and consumption. However, in so 
doing, the frequency should be kept within pre-specify limits. Furthermore, the power 
system should have an acceptable reliability level, with or without wind power 
penetration. Therefore, this chapter has discussed the impact of wind power on 
voltage and frequency control and overall system balance. The chapter discusses the 
basics of how wind power production behaves in order to arrive at a better 
understanding of integration issues.  
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Chapter 6 
 
Smoothing Output Fluctuations in Power Systems with Wind Farms 
by Using Coefficient Diagram Method 
 
6.1 Introduction 
From Chapter 5, it is clear that wind farms integration may lead to reliability problems 
in power system [1]. This is because the wind is unstable, and since the wind is 
unstable, the output of wind generators may cause the output of the power system to 
become unstable [2]. Several problems may actually arise, one of which is network 
frequency variation. This is a serious problem that can affect the power quality.  
Therefore a control system is required in order to smooth the fluctuations caused by 
wind farm integration. This chapter is concern with implementing the proposed CDM 
as a control technique for smoothing of output fluctuations caused by wind farm 
integration. 
 
6.2 SYSTEM CONFIGURATION 
In this section, a simplified frequency response model for a single area power system 
with an aggregated generator unit is described [3].  
 
6.2.1 System Dynamics  
The overall generator–load dynamic relationship between the incremental mismatch 
power ∆𝑃𝑚 − ∆𝑃𝐿 and the frequency deviation  ∆f can be expressed as:  
 
𝑠. ∆𝑓 = (
1
2𝐻
) . ∆𝑃𝑚 − (
1
2𝐻
) . ∆𝑃𝐿 − (
𝐷
2𝐻
) . ∆𝑓         (6.1) 
while the dynamics of the governor can be expressed as: 
 
𝑠. ∆𝑃𝑚 = (
1
𝑇𝑡
) . ∆𝑃𝑔 − (
1
𝑇𝑡
) . ∆𝑃𝑚                                   (6.2) 
and the dynamics of the turbine can be expressed as: 
𝑠. ∆𝑃𝑔 = (
1
𝑇𝑔
) . ∆𝑃𝑐 − (
1
𝑅. 𝑇𝑔
) . ∆𝑓 −  (
1
𝑇𝑔
) . ∆𝑃𝑔        (6.3) 
55 
 
The block diagrams of the past equations are included in figure 6.1 where ∆𝑃𝑔  is 
change in the governor output, ∆𝑃𝑚 is   change in mechanical power, ∆𝑓 is frequency 
deviation, ∆𝑃𝐿 is the load change, ∆𝑃𝑐  is the supplementary control action, 𝐻 is the 
equivalent inertial constant, 𝐷  equivalent damping coefficient, 𝑅 is  speed drop 
characteristics, while 𝑇𝑔 and 𝑇t   are governor and turbine time constant respectively. 
 
 
 
Figure 6.1. Block diagram of the single area power system 
 
6.2.1.1System Dynamics:Simplified Wind Turbine Model for Frequency Studies   
A simplified model of DFIG based wind turbine (WT) for frequency response [4] is 
shown in figure 3. This simplified model can be described by  
𝑠𝑖𝑞𝑟 = − (
1
𝑇1
) . 𝑖𝑞𝑟 + (
𝑋2
𝑇1
) . 𝑉𝑞𝑟                           (6.4) 
𝑠. 𝜔 = − (
𝑋3
2𝐻𝑡
) . 𝑖𝑞𝑟 + (
𝑋2
2𝐻𝑡
) . 𝑇𝑚                       (6.5) 
𝑃𝑒 = 𝜔. 𝑋3. 𝑖𝑞𝑟                                                            (6.6) 
For linearization, equation (6.6) can be rewritten as: 
 
𝑃𝑒 = 𝜔𝑜𝑝𝑡. 𝑋3. 𝑖𝑞𝑟                                                       (6.7) 
where ωopt  is the operating point of the rotational speed, S is the differential operator, 
𝑇𝑒 is the electromagnetic torque, 𝑇𝑚  is the mechanical power change, ω  is the 
rotational speed, 𝑃𝑒 is the active power of wind turbine, 𝑖𝑞𝑟 is q-axis component of the 
rotor current, 𝑉𝑞𝑟  is q-axis component of the rotor voltage and 𝐻𝑡  is the equivalent 
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inertia constant of wind turbine. Table 6.1 shows the detailed expressions of the main 
parameters utilized for the simplified model of figure 6.2. 
 
 
Figure 6.2. Simplified model of DFIG based wind turbine [5] 
The parameters for the model shown in figure 6.2 are shown in table 6.1. below 
 
Table 6.1 Parameters of figure 6.1 [6] 
X2 X3 T1 
1
RT
 
Lm
Lss
 
L0
ωsRs
 
Where: 
𝐿0 = 𝐿𝑟𝑟 +
𝐿𝑚
2
𝐿𝑠𝑠
, 𝐿𝑠𝑠 = 𝐿𝑠 + 𝐿𝑚 and 𝐿𝑟𝑟 = 𝐿𝑟𝑠 + 𝐿𝑚. 
𝜔𝑠  is synchronous speed, 𝐿𝑚  is the magnetizing inductance, 𝑅𝑟  and 𝑅𝑠  are the 
respective rotor and stator resistances, 𝐿𝑟  and 𝐿𝑠  are the rotor and stator leakage 
inductances respectively, while 𝐿𝑟𝑟 and 𝐿𝑠𝑠 are the rotor and stator self-inductances. 
6.3 OVERALL STEM STRUCTURE 
The block diagram of a simplified frequency response model of a single area power 
system with aggregated unit including the proposed CDM controller is shown in figure 
6.3.  
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The system consists of the rotating mass and load, nonlinear turbine with GRC, and 
governor with dead-band constraint [7].  
 
 
Figure 6.3. Block diagram of a single area power system with the proposed CDM controller 
The frequency deviation is used as feedback for the closed loop control system. The 
measured and reference frequency deviation  ∆𝑓  and the reference frequency 
 (∆𝑓𝑟𝑒𝑓 = 0 𝐻𝑧)  are fed to the CDM in order to obtain the supplementary control action, 
𝛥𝑃𝑐, which add to the negative frequency feedback signal. The resulting signal 𝛥𝑃𝑠 is 
fed the governor giving the governor valve position which supplies the turbine to give 
the mechanical power change, 𝛥𝑃𝑚, which is affected by the load change, 𝛥𝑃𝐿, giving 
the input to the rotating mass and load block in order  to provide actual frequency 
deviation ∆𝑓. 
 
6.4. RESULTS AND DISCUSSION 
Computer simulations have been carried out in order to validate the effectiveness of 
the proposed scheme. The Matlab/Simulink software package has been used for this 
purpose. A practical single area power system has the following nominal parameters 
[3] listed below in table 6.2. 
 
Table 6.2 Parameters and data of pratical single area power system 
D(p.u/Hz) H(pu.sec) R(Hz/p.u) Tg(sec) Tt(sec) 
0.015 0.08335 3.00 0.08 0.4 
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Simulation studies are carried out for the proposed controller with generation rate 
constraint (GRC) of 10% p.u. per minute. The maximum value of dead band for 
governor is specified as 0.05%. The parameters of the CDM controller are set as 
follows: 
The time constant can be taken as  𝜏 = 2𝑠𝑒𝑐.  Hence, from (11) 
  
𝑃𝑡𝑎𝑟𝑒𝑔𝑒𝑡 = 1 + 2𝑆 + 1.6𝑆
2 + 0.64𝑆3 + 0.128𝑆4 + 0.0128𝑆5 
 
the stability indices (𝛾𝑖)    are  determined as: 
 
𝛾𝑖 = [2.5,2,1.25,5.12]        , 𝑖 ∈ [1,4]         , 𝛾0 = 𝛾5 = ∞ 
 
And the stability limits (𝛾𝑖
∗) are 𝛾𝑖
∗ = [0.5,1.2,0.6953,0.8]  
with     , 𝑖 ∈ [1,4]    𝑘0 = 1  , then 
𝐵𝑖 = 1 + 1.036𝑆 + 𝑆
2 , 𝑖 ∈ [1,4]  
𝐴𝑖 = .008 + 2.77𝑆 + 2.4𝑆
2 , 𝑖 ∈ [1,4] 
Tuning factor 𝛼 = 0.5 
For the simulations studies, three cases are investigated. The first case is a nominal 
case where the power system operates under normal operating conditions. The 
second case the changed case where changes are made in the parameters of the 
power system so as to carry out robustness investigations and comparison is made 
between the controllers. In the third case, the effect of WT on the power system is 
investigated considering variable wind speed. Table 6.3 shows the parameters and 
operating points of the wind turbine.  
The parameters of the MPC controller are set as follows: 
Prediction horizon = 10 , Control horizon = 2, Weights on manipulated variables = 
0 ,Weights on manipulated variable rates = 0.1 ,Weights on the output signals = 1 and 
Sampling interval = 0.0003 sec. Constraints imposed over the control action, and 
frequency deviation are as follows: Maximum(Max) control action = 0.25 pu, 
Minimum(Min) control action = 0.25 pu, Max. frequency deviation = 0.25 pu, and  Min. 
frequency deviation = -0.25 pu. 
 
59 
 
Table 6.3 Wind Turbine Parameters and operating point 
Operating 
Point(mw) 
Wind 
speed(m/s) 
Rotational 
speed(m/s) 
247 11 1.17 
Rr  (pu) Rs (pu) Xlr (pu) 
0.00552 0.00491 0.1 
Xls (pu) Xm (pu) Ht (pu) 
0.09273 3.9654 4.5 
 
𝑋𝑚  is the magnetizing reactance while 𝑋𝑙𝑟 and 𝑋𝑙𝑠 are the leakage reactance of  the 
rotor and stator respectively. 
 
6.4.1 Effect of Wind Turbines 
In order to further validate the effectiveness of the proposed CDM, a single area power 
system in the presence of wind farm is considered. First the wind speed is constant. 
Then later variable wind speed is considered. Simulations are carried out to observe 
the effectiveness of the proposed controller which is being tested for several 
mismatches and fluctuations in wind speed. Details of the results are shown in the 
next sections below. 
 
6.4.1.1 Constant Wind Speed 
  First, the proposed CDM technique was tested on the power system with the wind 
speed held constant. Then at t=30sec there is a sudden change in load and parameter 
uncertainties. Figure 6.4 illustrates the waveforms associated with this simulation. 
During this changed case, with the conventional PI controller, the system goes out of 
step.  
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Figure 6.4. Power system response to different changes in the presence of Wind Farm during 
constant wind speed a) Mechanical power change, and b) frequency deviation 
 
 
Figure6.5. Power system response to different changes in the presence of Wind Farm during 
constant wind speed a) rotational speed and b) WT electrical power output   
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However, figure 6.4 further shows that the power system operates effectively in the 
case where the proposed CDM technique is utilized. In figure 6.5 above, it can clearly 
be seen that the rotational speed of the WT tracks the power output of the as expected. 
 
6.4.1.2 Variable Wind Speed 
In order to further test the effectiveness of the proposed CDM control technique, 
simulation was performed and the system is observed in the presence of variable wind 
speed fluctuating between 7.5m/s to 15.5m/s as shown in figure 6.6 below.  
 
Figure 6.6. Simulated periodic wind speed fluctuation in m/s 
 
Digital simulations are carried out in Matlab Simulink environment and the results are 
observed in figure 6.7. From the figure it can be seen that with the proposed strategy, 
the system is stable which verifies the effectiveness of the proposed control scheme. 
Here again, the power system with the proposed CDM exhibits the same response 
characteristics as that with the MPC. 
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Figure 6.7. Power system response in the presence of Wind Farm with periodic wind speed 
fluctuations a) Wind Turbines electrical power output (b) frequency deviation and 
(c)mechanical power change 
 
6.4.1.3 Wind Speed Fluctuation with Variable reference 
Finally, a case is considered wherein the wind speed varies as well as its reference. 
In this case, figure 6.8 shows the wind fluctuating between 6m/s to 11m/s. According 
to the figure, the wind is initially fluctuating between 6m/s to 8m/s. Then at t=30s, a 
step change in wind speed occurs…the wind increases, and thus fluctuates between 
8m/s and 11m/s.  
 
Figure 6.8. Changing-reference Variable wind speed 
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Simulation is carried out in the presence of the wind speed shown in figure 6.8 and 
then proposed CDM is implemented for power system frequency stability 
enhancement. Figure 6.9 shows the results of the simulation with the proposed CDM 
being compared to that of the MPC.  
 
From the simulation result, the frequency deviation of the power system reaches about 
0.0025Hz while the electrical power output deviation of the wind generators reaches 
0.003pu maximum respectively in the case of both the proposed CDM and the MPC.  
 
 
Figure 6.9. Power system response to Changing-reference Variable wind speed: a) Wind 
Turbines Electrical Power Output (b) Frequency deviation 
 
As shown in figure 6.9, the response of the power system due to the implementation 
of both the proposed CDM and MPC are noticeably the same. It can be seen that with 
the proposed strategy, the system is stable which verifies the proposed technique can 
be applied basically not only to a generic power system, but also to system but also 
other types of power systems with renewable energy integration such as WES. 
Therefore the proposed method can contribute to expanding wind energy utilization; 
thus contributing to reducing greenhouse gas emission. 
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6.4.1.4 Proposed CDM Contribution to Reduction in Processing Time 
In previous sections, it was stated that one of the most important advantages the 
proposed CDM is its simplicity which allows for reduction in procession time as 
compared to the MPC. To show this, simulation was carried out on the three area 
interconnected power system model utilized in chapter 4. When a model is simulated 
in Matlab and simulation is complete, then by using the Matlab command: 
tic;sim(gcs);toc, the  elapsed real  time or processing time in seconds is displayed in 
the MATLAB window.   
 
Hence, in order to calculate the processing times for the CDM and MPC respectively, 
the same command was utilized using a fast computer with the following specifications 
shown in table 6.4. 
 
 
Table 6.4 Specifications of the computer used to calculate controllers processing times 
Windows Edition Windows 7 Enterprise Service Pack 1 
Processor Intel®Core™i-7-4778 CPU 
Frequency 3.40GHz 
Installed Memory (RAM) 8.00(GB) 
System Type 64-bit Operating System 
Local Disc Space(HDD) 1TB (1000 GB) 
Computer Name michaelb-PC 
Full Computer Name michaelb-PC 
Working Group  MITANILAB 
Producted ID 55041-002-4356935-86910 
 
 
The computer was issued to the author by Mitani laboratory, Kyushu Institute of 
Technology for research purposes. It should be noted that different computer 
specifications (especially speed) will lead to different results for the calculation. Figure 
6.10 below shows the Matlab windows displaying the elapse time while using the MPC 
and the proposed CDM respectively.  
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Figure 6.10.  Matlab workspace showing calculated MPC and proposed CDM respective 
processing time 
 
 
The real elapse times associated with both controllers are displayed in table 6.5 below.  
 
Table 6.5 Case-1Real Processing Times for CDM and MPC 
 
Controller 
 
Simulation time 
 
Real Processing time 
 
Matlab version Used 
MPC controller 120 seconds 5.996222 seconds MATLAB R2014a 
Proposed CDM 120 seconds 1.087376 seconds MATLAB R2014a 
 
According to table 6.5, the real time elapsed when implementing the proposed CDM 
controller is approximately five times than the time elapsed when implementing the 
MPC. This indicates that the proposed controller is less complex and reduces 
processing time five times as much as the MPC.  
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The same process was carried out considering a much smaller power system basically 
a single area power system, which was utilized in reference [8]. 
 
Table 6.6 Case-2 Real Processing Times for CDM and MPC 
 
Controller 
 
Simulation time 
 
Real Processing time 
 
Matlab version Used 
MPC controller 120 seconds 1.659177 seconds MATLAB R2014a 
Proposed CDM 120 seconds 0.853285 seconds MATLAB R2014a 
 
In this case as shown in 6.6, the real time elapsed when implementing the proposed 
CDM controller is approximately twice the time elapsed when implementing the MPC. 
This indicates that when the complexity of the power system is increased, then, a 
significant enhancement in the processing time can be observed with the proposed 
controller as compared to the MPC. 
 
6.4 Summary 
This chapter investigates robust load frequency control of a single area power system 
in the presence of wind farm based on the proposed Coefficient Diagram method. 
Digital simulations have been carried out in order to validate the effectiveness of the 
proposed scheme. The proposed controller has been tested for several mismatched 
due to fluctuations in wind speed. First, simulations were carried out considering 
constant wind speed. Though the wind speed is constant, the power system 
undergoes disturbance such as sudden change in load and parameter uncertainties. 
The performance of the proposed CDM was compared to that of the conventional PI 
controller and the MPC. Simulation results show that fast response, robustness 
against parameter uncertainties and load changes can be considered as some 
advantages of the proposed CDM controller. It is shown that the proposed CDM 
controller response is much more effective than that of the traditional PI controller 
response and is able to deal with both uncertainties in parameters and load changes 
more efficiently. Also, it was shown that both proposed CDM and MPC are robust, but 
proposed CDM has the advantage over MPC with respect to reduced calculation 
burden, easier to design as well as being simple and reliable. Finally, with respect to 
variable wind speed, it is observed that the proposed CDM is also effective in 
smoothing output fluctuations caused by integration of wind turbines.  
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Chapter 7  
 
Conclusion and Future Work 
 
7.1 Conclusion 
 
This thesis proposes a new CDM based decentralized robust frequency control design 
for electric power system. The proposed technique modifies the standard CDM by 
appropriately introducing feed forward and feedback compensators to compensate for 
deficient performances. Benefits of the proposed controller include ensuring stability 
of the closed loop power system by robust performance, simple and easy to design, 
and applicable to every power system including those with wind energy integration 
thereby promoting the expansion of renewable energy utilization; thus contributing to 
reduction of greenhouse gas emission. The proposed CDM was investigated 
considering various cases. Interconnected power systems assumed similar to the 
interconnections of three MRU countries, Liberia, Guinea and Sierra Leone were 
tested, considering different load change and parameters change cases. Also, a single 
area power system with wind farm was investigated to test the controller for smoothing 
of output fluctuations caused by renewable energy integration. The results were 
compared with the results of a conventional PI and model predictive controllers. 
Simulation results demonstrated the effectiveness of the proposed CDM methodology. 
It was shown that the power system with the proposed CDM controller is robust 
against load changes and parameters’ perturbations and has more desirable 
performance as compared to classical PI control design, in all of the performed tested 
cases. Also, the simulation results indicated that both CDM and MPC controllers can 
give robust response verses load change and parameters uncertainties, but the 
proposed CDM is more practical in term of the calculation burdens which is available 
in the case of MPC. Finally, it was observed that the proposed CDM can also 
effectively smooth output fluctuations caused by wind farms, thus, contribution to 
environmentally friendly power system while effectively promoting reliable power 
distribution.  
 
7.2 Future Work 
Though the CDM is robust and simple, its parameters are obtained sometimes based 
on experience and/or sometimes by trial and error method just like classical controller. 
Of course, utilizing compensators for the proposed CDM helped solve the problem. 
But the parameters of the controller obtained may not be the best. Therefore, it is 
important to develop an algorithm using optimization techniques as a search method 
for obtaining the best CDM Controller parameters.   
Also, since integration of the two large power systems lead to different stability 
behavior and Wide Area Monitoring Systems (WAMS) based on phasor measurement 
units (PMUs) can be applied for monitoring of large interconnected power systems, 
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then use of PMU to monitor an existing power system first, before carrying out real 
time offline or online implementation of the propose control strategy as well as smart 
grid application are also considered for future work. 
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