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Resumen: En las páginas que siguen a continuación vamos a describir un método2 para calcular 
el umbral mínimo de representatividad de un corpus mediante el algoritmo N-Cor de análisis de 
la densidad léxica en función del aumento incremental del corpus. Se trata de una solución 
eficaz para determinar a posteriori, por primera vez de forma objetiva y cuantificable, el tamaño 
mínimo que debe alcanzar un corpus para que sea considerado representativo en términos 
estadísticos. Este método se ha visto implementado en la aplicación informática ReCor. Con 
dicha herramienta vamos a comprobar si un corpus de seguros turísticos en español que hemos 
compilado sería representativo para realizar estudios lingüístico-textuales y poder ser utilizarlo 
en traducción. 
Palabras clave: Representatividad, lingüística de corpus, compilación de corpus, corpus 
especializado. 
Abstract: In this paper we describe a method3 to determine the representativeness threshold for 
any given corpus. By using the N-Cor algorithm it is possible to quantify a posteriori the
minimum number of documents and words that should be included in a specialised language 
corpus, in order that it may be considered representative. This method has been implemented by 
means of a computer program (ReCor). This program will be used here to check whether a 
corpus of insurance policies in Spanish is representative enough in order to carry out text-
linguistic studies and translation tasks.  
Keywords: Representativeness, corpus linguistics, corpus compilation, specialised corpus.
1  Introducción 
Hasta la fecha, mucho se ha escrito e 
investigado en torno la cantidad como criterio 
representativo así como sobre las posibles 
fórmulas capaces de estimar un mínimo de 
palabras y documentos a partir del cual un 
corpus especializado puede considerarse 
representativo sin llegar a resultados 
concluyentes.  
Los intentos de fijar un tamaño, al 
menos mínimo, para los corpus especializados 
han sido varios. Algunos de los más 
significativos son los expuestos por Heaps 
(1978), Young-Mi (1995) y Sánchez Pérez y 
Cantos Gómez (1997). Según Yang et al. (2000: 
21), tales propuestas presentan importantes 
deficiencias porque se basan en la ley de Zipf. 
La determinación del tamaño mínimo de un 
corpus sigue siendo uno de los aspectos más 
controvertidos en la actualidad (cf. Corpas 
Pastor y Seghiri Domínguez, 2007/en prensa). 
En este sentido, se han barajado cifras muy 
dispares. A modo de ilustración, diremos que 
Biber (1993), en uno de los trabajos más 
influyentes sobre corpus y representatividad, 
llega a afirmar que es posible representar la 
práctica totalidad de los elementos de un 
registro particular con relativamente pocos 
ejemplos, mil palabras, y un número reducido 
de textos pertenecientes a este registro, 
concretamente diez.  
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Urge, pues, resolver esta cuestión, ya 
que no podemos olvidar que la mayoría de 
estudios lingüísticos y traductológicos están 
utilizando corpus de reducidas dimensiones, 
adecuados para sus necesidades concretas de 
investigación, colecciones de textos que 
descargan directamente de fuentes de 
información electrónicas. La red de redes es 
hoy día uno de los principales proveedores de 
materia prima para esta lingüística de corpus 
“de andar por casa”. Además, este tipo de 
corpus ad hoc, compilado virtualmente, ha 
demostrado ser tremendamente útil tanto para 
llevar a cabo estudios lingüísticos (cf. Haan, 
1989, 1992; Kock, 1997 y 1991; Ghadessy, 
2001) como para la enseñanza de segundas 
lenguas (Bernardini, 2000; Aston et al., 2004) y 
en traducción (Corpas Pastor, 2001, 2004, 
Seghiri Domínguez, 2006).  
Las cifras tan dispares que se han 
manejado hasta la fecha, así como la poca 
fiabilidad que dan las propuestas para su 
cálculo, nos llevaron a reflexionar sobre una 
posible solución, que se ha visto materializada 
en la aplicación informática denominada 
ReCor, que pasamos a describir a continuación.  
2 Descripción del programa ReCor 
Dejando a un lado que la representatividad de 
un corpus depende, en primer lugar, de haber 
aplicado los criterios de diseño externos e 
internos adecuados, en la práctica, la 
cuantificación del tamaño mínimo que debe 
tener un corpus especializado aún no se ha 
abordado de forma objetiva. Y es que no hay 
consenso, como ha quedado manifiesto, sobre 
cuál sea el número mínimo de documentos o 
palabras que debe tener un determinado corpus 
para que sea considerado válido y 
representativo de la población que se desea 
representar. Las cifras varían, además, como 
hemos visto, de unos autores a otros. Pero todas 
estas cifras no resuelven el problema de 
calcular la representatividad de un corpus, dado 
que son cifras establecidas a priori, carentes de 
cualquier base empírica y objetivable.  
Con este método pretendemos plantear 
una solución eficaz para determinar, por 
primera vez, a posteriori el tamaño mínimo de 
un corpus o colección textual, 
independientemente de la lengua o tipo textual 
de dicha colección, estableciendo, por tanto, el 
umbral mínimo de representatividad a partir de 
un algoritmo (N-Cor) de análisis de la densidad 
léxica en función del aumento incremental del 
corpus. 
2.1. El algoritmo N-Cor
El presente método calcula el tamaño mínimo 
de un corpus mediante el análisis de la densidad 
léxica (d) en relación a los aumentos 
incrementales del corpus (C) documento a 
documento, según muestra la siguiente 
ecuación:  
Cn= d1+ d2+d3+...+dn
Figura 1: Ecuación base del algoritmo N-Cor
Para ello, se analizan gradualmente 
todos los archivos que componen el corpus, 
extrayendo información sobre la frecuencia de 
las palabras tipo (types) y las ocurrencias o 
instancias (tokens) de cada archivo del corpus. 
En esta operación se utilizan dos criterios de 
selección de archivos, a saber, por orden 
alfabético y de forma aleatoria, a fin de 
garantizar que el orden en el que son 
seleccionados los archivos no afecta al 
resultado. Cuando se seleccionan los 
documentos por orden alfabético, el algoritmo 
analiza el primer archivo y para éste se calculan 
los tokens y los types, y la densidad léxica 
correspondiente. Con ello ya se obtiene un 
punto en la representación gráfica que se 
pretende extraer. A continuación, siguiendo el 
mismo criterio de selección que en el primero, 
se toma el siguiente documento del corpus y se 
calculan de nuevo los tokens y los types, para 
éste, pero sumando los resultados a los tokens y
los types de la iteración anterior (en este caso a 
los del primer documento analizado), se calcula 
la densidad léxica y con esto se obtiene un 
segundo punto para la representación gráfica. 
Se sigue este algoritmo hasta que se hayan 
tratado todos los documentos que componen el 
corpus que se estudia. La segunda fase del 
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análisis es idéntica, pero tomando los 
documentos en orden aleatorio. 
Se emplea el mismo algoritmo para el 
análisis de n-gramas, esto es, la opción de 
realizar un análisis de la frecuencia de aparición 
de secuencias de palabras (2-grama, 3-grama…, 
n-grama). La aplicación ofrece la posibilidad de 
hacer el cómputo de estas secuencias 
considerando un rango de longitudes de 
secuencia (números de palabras) definido por el 
usuario. Al igual que se realiza con respecto a 
los (tokens), se muestra un gráfico con la 
información de representatividad del corpus 
tanto para un orden aleatorio de los ficheros 
como para un orden alfabético por el nombre de 
éstos. En el eje horizontal se mantendrá el 
número de ficheros consultados, y en el eje 
vertical el cociente (número de n-gramas 
distintos)/(número de n-gramas totales). A estos 
efectos, cada instancia de un n-grama es 
considerado como un token. Asimismo, los 
ficheros de salida generados indican los n-
gramas. 
Tanto en el análisis por orden alfabético 
como en el aleatorio de n-gramas llegará un 
momento en el que un determinado documento 
no aporte apenas types al corpus, lo cual 
indicará que se ha llegado a un tamaño 
adecuado, es decir, que el corpus analizado ya 
se puede considerar una muestra representativa 
de la población en términos estadísticos. En una 
representación gráfica estaríamos en el punto en 
el que las líneas de types y tokens se estabilizan 
y se aproximan al cero. Si el corpus es 
realmente representativo la gráfica tenderá a 
descender exponencialmente porque los tokens 
crecerán en cada iteración mucho más que los
types, debido a que, en teoría, cada vez irán 
apareciendo menos palabras nuevas que no 
estén almacenadas en las estructuras de datos 
que utiliza el programa. Así pues, podremos 
afirmar que el corpus es representativo cuando 
la gráfica sea constante en valores cercanos a 
cero, pues los documentos siempre van a 
contener variables del tipo números o nombres 
propios, por ejemplo, que tenderán a constituir 
instancias de hapax legomena y, por tanto, 
aumentarán el grado de variabilidad léxica del 
corpus. Una posible solución podría ser el 
empleo de expresiones regulares y técnicas de 
análisis superficial (shallow parsing) para la 
detección de nombres propios. En cualquier 
caso, conviene señalar que, en la práctica, es 
imposible alcanzar la incorporación de cero 
types en el corpus, aunque, por el contrario, sí 
que irán presentado una tasa muy baja de 
incorporación, como permite predecir la ley 
Heaps.  
2.1.2. Especificaciones del programa
ReCor es una aplicación informática creada con 
objeto de poder estimar la representatividad de 
los corpus en función de su tamaño y que se 
caracteriza, ante todo, por la sencillez de su 
interfaz de usuario (cf. Figura 2), frente a la 
carga eminentemente matemática y de 
formulación que abundan en este tipo de 
trabajos.  
Figura 2: Interfaz de ReCor (versión 2.1)
Hasta el momento se han implementado 
tres versiones del programa ReCor: 1.0, 2.0 y 
2.1. El funcionamiento es básicamente similar y 
corresponde a la descripción genérica que 
ofrecemos a continuación. Ahora bien, la 
versión 2.0 difiere de la versión 1.0 en que 
permite a) seleccionar automáticamente un 
directorio completo de documentos (en vez de 
tener que pulsar la tecla Shift como en la 
versión anterior) y b) permite seleccionar un 
número de n-gramas para el cálculo, donde n ≥
1 y n ≤ 10. Ambas versiones (1.0 y 2.0) generan 
archivos estadísticos en texto plano (.txt). La 
versión 2.1. difiere de su predecesora en que 
presenta los archivos estadísticos 
simultáneamente en formato .txt y en forma de 
tablas en Excel.  
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3  Funcionamiento del programa
En este apartado mostraremos el 
programa ReCor en funcionamiento (versión 
2.1.). Para la ilustración del funcionamiento del 
programa hemos compilado un corpus de 
seguros turísticos en español. Este corpus, por 
su diseño4 —es monolingüe5, comparable6,
textual7 y especializado8—, responde a los 
parámetros de creación de corpus, por lo que 
estaría en condiciones de ser utilizado de forma 
independiente para la realización de estudios 
lingüísticos y traductológicos sobre los 
elementos formales de este tipo contractual.  
Gracias a una sencilla interfaz, ReCor
resulta de fácil manejo. Así, procedemos a la 
selección de los archivos que conforman el 
subcorpus de seguros turísticos en español 
mediante el botón «Selección de los ficheros 
del corpus». Una vez seleccionados los archivos 
que integran el corpus en español, podremos 
incorporar, si se desea, un «filtro de palabras». 
En nuestro caso, hemos incluido un filtro que 
contiene numeración romana. Además, el 
programa genera tres ficheros de salida 
(Análisis estadístico, Palabras ord. alf. y
Palabras ord. frec.) que se crearán por defecto 
en la ubicación que determine la aplicación. Si 
se desea otra localización de los archivos de 
salida generados, puede indicarse una nueva 
ruta. El primero, «Análisis estadístico», recoge 
los resultados de dos análisis distintos; de un 
lado, los ficheros ordenados alfabéticamente 
por nombre; de otro, para los ficheros 
ordenados en orden aleatorio. El documento 
aparecerá estructurado en cinco columnas, a 
saber, muestra de types, tokens, cociente entre 
palabras distintas y totales (types/tokes), 
número de palabras con una parición (V1) y 
número de palabras con dos apariciones (V2). 
El segundo, «Palabras ord. alfa.», generará dos 
columnas en la que aparecerán las palabras 
ordenadas por orden alfabético, de una parte, y 
sus correspondientes ocurrencias, de otra. En 
tercer lugar, «Palabras ord. frec.», presenta la 
misma información que el fichero de salida 
anterior, pero esta vez las palabras se ordenan 
en función de su frecuencia, es decir, por rango. 
Por último, procederemos a especificar 
«Grupo de palabras», esto es, los n-gramas. 
Escogemos, para una primera ilustración, uno 
(cf. Figura 3). Asimismo, indicaremos «sí» en 
la opción «Filtrar números».  
3.1. Representaciones gráficas
Una vez se han seguido los pasos descritos más 
arriba, la aplicación está lista para realizar el 
análisis, cuyo resultado se expresa en forma de 
representaciones gráficas y ficheros de salida en 
.txt con datos estadísticos exportables a tablas y 
tablas en Excel. Para generar las 
representaciones gráficas A y B, pulsamos 
«Aceptar». ReCor creará, además de los 
ficheros de salida, las representaciones gráficas 
A y B, que serán las que nos permitan 
determinar si, efectivamente, nuestra colección 
es representativa. (cf. Figura 3). El tiempo que 
tarde el programa en generar las 
representaciones gráficas y los archivos de 
análisis dependerá del número de n-gramas 
seleccionados para el cálculo, del tamaño del 
corpus analizado y de la versión utilizada. 
Figura 3: Representatividad del corpus de 
seguros turísticos (1-grama)
A partir de los datos arrojados por 
ReCor, podemos concluir que el corpus español 
de contratación de seguros turísticos (cf. Figura 
3) es representativo a partir de 140 documentos 
y 1,0 millón de palabras.  
Si deseamos ver los resultados para dos 
o más gramas, repetiremos los pasos 
anteriormente expuestos y especificaremos la 
cifra en «Grupo de palabras». A continuación, 
mostramos los resultados arrojados por ReCor 
para 2-gramas.  
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Figura 4: Representatividad del corpus de 
seguros turísticos (2-gramas)
De este modo, a partir de los datos que 
nos ofrece el programa para 2-gramas, se 
desprende que el corpus español de contratación 
de seguros turísticos (cf. Figura 4) es 
representativo a partir de 150 documentos y 
1,25 millones de palabras. 
3.2. Datos estadísticos
Además de las representaciones gráficas A y B, 
el programa también genera de forma 
simultánea tres tipos de archivos de salida, cuyo 
formato (.txt y Excel) depende de la versión 
utilizada. El primero de ellos, presenta un 
«Análisis estadístico» del corpus, tanto por 
orden alfabético como aleatorio, estructurado en 
cinco columnas: types, tokens, cociente entre 
palabras distintas y totales (types/tokens), 
número de palabras con una aparición (V1) y 
número de palabras con dos apariciones (V2):  
Figura 5: Fichero de salida (Análisis 
estadístico)-Español (v. 2.1)
A partir de este análisis estadístico, se 
puede observar cómo los types (primera 
columna) no incrementan y se mantienen 
estables —9265.0— a pesar de que el volumen 
del corpus —tokens— sigue en aumento tal y 
como ilustra la segunda columna (de 392012.0 
a 540634.0). De este modo, se comprueba, 
efectivamente que el corpus ya es 
representativo para este campo de especialidad 
y que la inclusión de nuevos textos apenas 
incorporará novedades significativas al corpus.  
En segundo tipo de archivo, «Palabras 
ord. alf.», nos muestra las palabras que contiene 
el corpus ordenadas por orden alfabético 
(primera columna) acompañadas de su 
frecuencia de aparición (segunda columna): 
Figura 6: Ficheros de salida (Palabras ord. alf.) 
de los corpus de seguros turísticos (español)
Por último, el tercer fichero de salida 
«Palabrar ord. frec» presenta las palabras del 
corpus ordenadas (primera columna) en función 
de su frecuencia (segunda columna): 
Determinación del Umbral de Representatividad de un Corpus mediante el Algoritmo N-Cor
169
Figura 7: Ficheros de salida (Palabras ord. frec.) 
de los corpus de seguros turísticos (español)
Finalmente, la versión 2.1. genera 
simultáneamente, además los anteriores 
resultados en .txt, tablas de Excel. La Fig. 8 
ilustra una tabla en Excel de 2-gramas, 
ordenados por frecuencia, que ha generado la 
versión 2.1. para el corpus español.  
Figura 8: Lista de 2-gramas por frecuencia-
Español (v. 2.1.)
4  Conclusiones
Una de las características principales de los 
corpus virtuales o ad hoc es que suelen ser 
eminentemente desequilibrados, puesto que su 
tamaño y composición finales vienen 
determinados, normalmente, sobre todo en los 
lenguajes de especialidad, por la disponibilidad 
(Giouli y Piperidis, 2002) y, por consiguiente, 
es imprescindible contar con herramientas que 
nos aseguren su representatividad. Sin embargo, 
el problema estriba en que no existe acuerdo 
sobre el tamaño que debe tener un corpus para 
que sea considerado «representativo», a pesar 
de que la «representatividad» sea el concepto 
clave que diferencia a un corpus de otros tipos 
de colecciones y repertorios textuales. Sin 
embargo, las propuestas realizadas hasta la 
fecha para el cálculo de la representatividad no 
resultan fiables, como ya hemos señalado. 
Conscientes de estas deficiencias, Yang et al. 
(2000) intentaron superarlas con una nueva 
propuesta, una formulación matemática capaz 
de predecir la relación entre los types de un 
corpus y el tamaño de éste (tokens). Sin 
embargo, los autores, al concluir su trabajo 
admiten que su enfoque presenta serias 
limitaciones y entre ellas, destacan la siguiente: 
«the critical problem is, however, how to 
determine the value of tolerance error for 
positive predictions» (Yang et al. 2000: 30).  
Nuestra propuesta supera a las 
anteriores en tanto no necesita determinar la 
constante C (=tamaño del corpus) para sobre 
ello intentar calcular su representatividad (algo, 
por otra parte, casi tautológico), como es 
habitual en los enfoques basados en la ley de 
Zipf. Tampoco necesita determinar el valor del 
error máximo de tolerancia, que es la principal 
deficiencia del enfoque de Biber (1993) y del de 
Yang et al. (2000). El algoritmo N-Cor permite 
establecer a posteriori, sin tener que establecer 
valores prefijados, el umbral de 
representatividad de un corpus bien construido, 
es decir, compilado conforme a criterios de 
diseño cualitativos (externos e internos). 
Concretamente, se parte de la idea de que el 
cociente entre las palabras reales de un texto y 
las totales —types/tokens—, que da cuenta de la 
densidad o riqueza léxica de un texto, no 
aumenta proporcionalmente a partir de un 
número de textos determinado. Lo mismo 
ocurre cuando la representatividad se calcula en 
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función de la densidad léxica a partir secuencias 
de palabras (n-gramas). 
Sobre esta base teórica, se ha 
implementado un programa (ReCor), que 
permite ilustrar gráficamente el punto a partir 
del cual un corpus que ha sido compilado según 
criterios cualitativos comienza a ser 
representativo en términos cuantitativos. La 
representación gráfica, a partir de dos líneas  
—documentos incluidos alfabéticamente y 
aleatoriamente—, que se estabilizan a medida 
que se aproximan al valor cero, muestra el 
tamaño mínimo de la colección para ser 
considerada representativa.  
En el caso de los corpus especializados 
de tamaño reducido de ámbitos concretos, no es 
posible determinar a priori, exactamente, un 
número óptimo de palabras o de documentos, 
puesto que estará en función de las restricciones 
propias del campo de especialidad, de cada país 
y lengua. Nuestro método permite realizar dicha 
estimación a posteriori, esto es, una vez que se 
ha terminado de compilar el corpus, durante la 
compilación o durante la fase de análisis y 
verificación.  
Hasta el momento esta metodología se 
ha probado con éxito para corpus especializados 
de seguros turísticos y condiciones generales de 
contratos de viaje combinado en inglés, 
español, alemán e italiano (cf. Corpas Pastor y 
Seghiri Domínguez, 2007/en prensa). También 
se ha utilizado para comprobar la 
representatividad del corpus multilingüe 
utilizado por la Agencia Catalana de Noticias 
para alimentar su sistema de traducción 
automática español-inglés-francés-catalán-
aranés (occitano). 
Actualmente estamos trabajando en una 
nueva versión (ReCor 3.0) que esté optimizada 
para trabajar con múltiples ficheros o con 
archivos de gran extensión de forma rápida y, al 
mismo tiempo, permita extraer unidades 
fraseológicas a partir del análisis en n-gramas 
(n ≥ 1 y n ≤ 10) del corpus.  
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