In this paper, we introduce a promising iterative interference alignment (IA) strategy for multiple-input multiple-output (MIMO) multi-cell downlink networks, which utilizes the channel reciprocity between uplink/downlink channels. We intelligently combine iterative beamforming and downlink IA issues to design an iterative multiuser MIMO IA algorithm. The proposed scheme uses two cascaded beamforming matrices to construct a precoder at each base station (BS), which not only efficiently reduce the effect of inter-cell interference from other-cell BSs, referred to as leakage of interference, but also perfectly eliminate intra-cell interference among spatial streams in the same cell. The transmit and receive beamforming matrices are iteratively updated until convergence. Numerical results indicate that our IA scheme exhibits higher sum-rates than those of the conventional iterative IA schemes. Note that our iterative IA scheme operates with local channel state information, no time/frequency expansion, and even relatively a small number of mobile stations (MSs), unlike opportunistic IA which requires a great number of MSs. key words: beamforming, interference alignment (IA), iterative algorithm, leakage of interference, multi-cell downlink network
Introduction
Interference management has been recognized as a crucial problem in communication systems where multiple users share the same resources. There has been a great deal of research on characterizing the asymptotic capacity of interference channels using the simple notion of degrees-offreedom, also known as multiplexing gain. Recently, interference alignment (IA) was proposed by fundamentally solving the interference problem when there are two communication pairs [1] . It was shown in [2] that the IA scheme can achieve the optimal degrees-of-freedom, equal to K/2, in the K-user interference channel with time-varying channel coefficients. Following up this success for IA, the underlying idea of [2] has been widely applied to various wireless network environments: multiple-input multiple-output (MIMO) interference networks [3] - [5] , X networks [6] - [8] , and cellular networks [9] - [16] .
Some conventional IA schemes [2] , [4] operate based on global channel state information (CSI) including CSI of other communication links. Furthermore, a huge number of dimensions based on time/frequency expansion are required to achieve the optimal degrees-of-freedom [2] , [4] , [6] - [9] . These constraints need to be relaxed in order to apply IA to more practical systems. In [5] , a distributed IA scheme was introduced for the K-user MIMO interference channel with time-invariant coefficients, where a number of iterations are performed until designed transmit/receive beamforming vectors converge prior to data transmission. As another approach, in [14] - [16] , an opportunistic IA protocol was introduced for wireless multi-cell uplink networks with time-invariant coefficients, where user scheduling is incorporated into the classical IA framework by opportunistically selecting mobile stations (MSs) in each cell in the sense that inter-cell interference is aligned at a pre-defined interference space. Assuming the channel reciprocity between forword/backward channels, the schemes in [5] , [14] - [17] require only local CSI at each node that can be acquired from all received channel links via pilot signaling, thus resulting in easier implementation than the original scheme [2] .
In this paper, we introduce a new iterative IA framework as a promising interference mitigating technique for MIMO multi-cell downlink networks, also known as the interfering broadcast channel (IBC) [10] , [18] , with timeinvariant channel coefficients (or equivalently slow fading channel coefficients). As in other iterative IA schemes [5] , [10] , our scheme is assumed to operate in the time-division duplexing (TDD) mode, where the channel reciprocity between uplink/downlink channels can be utilized to design transceivers. The proposed IA jointly takes into account iterative beamforming and downlink IA issues to design an iterative multiuser MIMO IA algorithm. In particular, inspired by the precoder design in [10] , we use two cascaded beamforming matrices to construct a precoder at each base station (BS). The first transmit beamforming matrix is designed in the sense of minimizing the total amount of generating inter-cell interference, termed leakage of interference (LIF), only using local CSI. On the other hand, to design the second transmit beamforming matrix, we conduct a linear zero-forcing (ZF) filtering which completely eliminates intra-cell interference among MSs (i.e., spatial streams) in the same cell. The receive beamforming is also designed at each MS in the sense of minimizing the total amount of LIF to other BSs in a distributed fashion. Based on the TDD operation, the transmit and receive beamforming matrices (i.e., precoder and postcoder) are iteratively updated until convergence. Numerical results indicate that our IA scheme Copyright c 2015 The Institute of Electronics, Information and Communication Engineers exhibits higher sum-rates than those of the conventional iterative IA schemes [5] , [10] for the multiuser network model. The proposed iterative IA is generic in the sense that one can apply our scheme to cellular networks with arbitrary numbers of cells and transmit/receive antennas. We also remark that our scheme fully utilizes the property of multicell downlink networks, unlike prior work [10] , and operates even with only a small number of MSs, unlike opportunistic IA [14] - [17] which requires a great number of MSs.
The rest of this paper is organized as follows. Section 2 describes the system and channel models. In Sect. 3, our proposed iterative downlink IA algorithm is described. In Sect. 4, numerical evaluation is provided. Finally, we summarize the paper with some concluding remarks in Sect. 5.
Throughout this paper, the superscript † denotes the conjugate transpose of a matrix (or a vector). C is the field of complex numbers, I n is the identity matrix of size n × n, and · denotes L 2 -norm of a vector.
System and Channel Models
We consider the MIMO K-cell IBC as one of practical multicell downlink networks, where each cell consists of a BS equipped with M antennas and N MSs, each with L antennas. The number of simultaneously active MSs in a cell to receive downlink signals is denoted by S (≤ M). Then, it is assumed that S MSs are randomly selected out of N MSs in each cell and each selected MS receives a single spatial stream. Under the model, each MS in a cell is interested only in traffic demands of the BS in its cell. To take into account nontrivial cases, we assume that L < (K − 1)S + 1 and M < KS , because, otherwise, all inter-cell interference can be completely canceled at the receivers.
The channel matrix from the kth BS to the nth MS in the ith cell is denoted by H
is assumed to be independent and identically distributed (i.i.d.) and to have zero mean and unit variance. In addition, frequency-flat block fading (i.e., quasi-static fading) model is assumed, which means that channel coefficients are constant during one transmission block and change to new independent values for every transmission block. The TDD operation plays an important role to perform our iterative beamformer updates since, otherwise (i.e., under other duplexing methods such as frequency-division duplexing), the forward channel H [i,n] k cannot be the same as the backward channel.
Owing to the channel reciprocity of TDD systems, the nth MS in the ith cell can estimate the channels H [i,n] k for k = 1, · · · , K, using a pilot signaling sent from all the BSs, i.e., local CSI at each node is available. Figure 1 illustrates an example of the MIMO IBC model, where K = 3, M = 4, S = 2, L = 2, and N = 2. The detailed description in the figure will be shown in the next section.
According to the above channel model, the received signal vector y [i,n] ∈ C L×1 at the nth MS in the ith cell, before being postprocessed by the receive beamforming matrix, is given by
where x k ∈ C M×1 is the transmit signal vector of the kth BS, preprocessed by the two cascaded beamforming matrices. The received signal y [i,n] is corrupted by the independent and identically distributed (i.i.d.) and circularly symmetric complex additive white Gaussian noise (AWGN) vector
L×1 whose elements have zero-mean and variance N 0 . It is assumed that each receiver (i.e., each MS) uses a single-user decoder such that interference from other cells is treated as noise.
Iterative Downlink IA Algorithm
In this section, we describe the overall procedure of our proposed generic iterative downlink IA algorithm for the MIMO IBC model, and then prove that our algorithm converges.
Algorithm Description
The overall procedure of our iterative downlink IA scheme is described as follows:
• Step 1 (Initialization): First, each BS randomly/ arbitrarily selects S home-cell MSs among N MSs.
The precoding matrix at BS k ∈ {1, · · · , K} is composed of the product of an interference suppression matrix and a user-specific beamforming matrix. In this step, we focus on the initial design of the precoding matrix. To employ a multiuser MIMO, supporting multiple MSs per cell simultaneously, BS k ∈ {1, · · · , K} independently generates an S -dimensional arbitrary pre- and W k , the nth MS in the ith cell can compute the quantity of received interference from the kth BS while using its receive beamforming vector u [i,n] , which is given by
where i ∈ {1, · · · , K}, n ∈ {1, · · · , N}, and
the LIF metric at the nth MS in the ith cell, denoted by I [i,n] , is defined as the sum of received interference power from other-cell BSs. That is, we have
Then, for given W k , it is apparent that each MS designs its receive beamforming vector u i,n such that
To find the optimal receive vector in (4) in terms of minimizing the LIF, we first compute the inter-cell interference covariance matrix Q
[i,n] , which is given by
Then, the optimal receive vector at each MS is given by the eigenvector that corresponds to the minimum eigenvalue of the covariance matrix. That is, it follows that
where ν A×B (X) ∈ C A×B denotes an orthonormal matrix whose column vectors correspond to the minimum B eigenvalues of the Hermitian matrix X. As illustrated in Fig. 1 , each MS needs to broadcast its updated receive vector u i,n (i.e., the interference suppression vector) to all the BSs.
• Step 3 (Transmit Beamforming Update): Similarly as in Step 2, each BS also finds a subspace for the transmit beamforming, which minimizes the amount of generating inter-cell interference to other-cell MSs. Let Q (u) i denote the inter-cell interference covariance matrix, measured by the ith BS, which is given by
Then, for given u [k,n] , each BS finds its transmit beamforming matrix W i ∈ C M×S such that
which is also shown in Fig. 1 . As illustrated in Fig. 1 , after the computation of the transmit beamforming matrix, each BS broadcasts its updated transmit beamforming matrix to all the other-cell MSs.
• Step 4 (Iteration): We iteratively perform Steps 2 and 3, which correspond to the update of receive and transmit beamforming matrices, respectively, until convergence.
• Step 5 (Cascaded Transmit Beamforming): Besides the design of the transmit inter-cell interference suppression matrix W i , we find the user-specific beamforming matrix coming from the ZF filtering, which enables to completely eliminate intra-cell interference during the decoding process at each MS. In consequence, the cascaded transmit beamforming matrix V i ∈ C M×S is given by
where W i is shown in (6) and P i ∈ C S ×S is given by
which indicates the user-specific beamforming matrix of the ith transmit beamforming matrix V i such that
for any a, b ∈ {1, 2, · · · , S } and a b. Here, p [i,s] ∈ C S ×1 is the sth column vector of P i with unit-norm, i.e., p [i,s] 2 = 1 for i ∈ {1, · · · , K} and s ∈ {1, · · · , S }. Note that, even if using the user-specific beamforming matrix P i at each BS may lead to a change to the inter-cell interference level at each MS in other cells, it plays a vital role in greatly reducing the total amount of potential interference.
• Step 6 (Downlink data transmission): Using the cascaded transmit beamforming matrix in Step 5, the received signal vector y [i,n] at the nth MS in the ith cell can be rewritten as
inter-cell interference
where s [i,n] is the transmit symbol for the nth MS in the ith cell. After using the receive beamforming in Step 2, the received signalỹ [i,n] at the nth MS in the ith cell is finally given bỹ
Here, it is seen that intra-cell interference is completed cancelled due to the user-specific beamforming matrix P i that behaves as the linear zero-forcing beamformer as shown in (8).
The above iterative procedure is summarized in Algorithm 1, and its pictorial representation is shown in Fig. 1. 
Convergence Analysis
We now show that our iterative algorithm converges. The proof technique essentially follows the same line as [5, Section V], and thus we provide a brief sketch of the proof.
We start from letting I total denote the total LIF by adding I [i,n] in (3) up for all i ∈ {1, · · · , K} and n ∈ {1, · · · , S }, which is given by 
3. Compute the interference covariance matrix at each MS.
Generate the interference suppression vector at each MS.
5. Each MS broadcasts the updated interference suppression vector u [i,n] to all the BSs.
6. Each BS computes the inter-cell interference covariance matrix based on the updated vectors.
7. Generate the S -dimensional orthonormal matrix that minimizes the inter-cell interference at each BS.
8. Each BS broadcasts the updated matrix W i to all the other-cell MSs.
9. Continue until convergence. ] such that each of which column vector can be spanned by W i and
Find
for any a, b ∈ {1, 2, · · · , S } and a b.
where the last equality holds due to (2) . We now show that each step in the algorithm reduces the total LIF I total , thereby eventually approaching zero. We first focus on how the design of the receive beamforming at each MS affects I total . From (9), it follows that min u [i,n] ,∀n∈{1,··· ,S },i∈{1,··· ,K}
which indicates that, given the values of
Step 2 minimizes the value of I total over all possible choices of u [i,n] (i ∈ {1, · · · , K} and n ∈ {1, · · · , S }). Let us turn to the transmit beamforming case by using the channel reciprocity between up/downlink channels. In a similar fashion, when we denote the sum of generating interference power to other-cell MSs from the kth BS by I k , we have min
Thus, it is easy to see that, given the values of u [i,n] , using (6) in Step 3 minimizes the value of I total over all possible choices of W k (k ∈ {1, · · · , K}). Since the value of I total is monotonically decreasing after every iteration, convergence of the algorithm is guaranteed. Note that the algorithm reduces the total LIF for every iteration and thus is guaranteed to converge while minimizing it. However, the convergence to a global minimum is not guaranteed since the optimization problem (i.e., the transmit/receive beamforming design problem) is nonconvex. In the next section, the convergence for the proposed algorithm will be shown using computer simulations.
Numerical Evaluation
In this section, we perform computer simulations to verify the performance of the proposed iterative downlink IA algorithm for practical multi-cell downlink MIMO networks. To consider a more practical environment, suppose that the channel matrix between the kth BS and the nth MS in the ith cell consists of the large-scale path-loss component 0 < √ β ik ≤ 1 and the small-scale complex fading component H [i,n] k , where i, k ∈ {1, · · · , K} and n ∈ {1, · · · , N}. In this case, the received signal vector y [i,n] in (1) can be rewritten as
In our all simulations, for simplicity, it is assumed that β ik = 1 if i = k and β ik = 0.5 otherwise for i, k ∈ {1, · · · , K}. This is because, when i = k, the large-scale term β ik corresponds to the intra-cell received signal strength, which is much stronger than the signal strength from the other-cell BS. The small-scale fading terms H Similarly as in [5] , the average amount of the total LIF, I total , is first evaluated as the number of iterations, denoted by N it , increases. In Fig. 2 , the log-log plot of I total versus N it is shown as N it increases.
† In Fig. 2 , when the parameter S † Even if it seems unrealistic to have a great number of iterations in practice, the range for parameter N it is taken into account to precisely see some trends of curves varying with N it . Fig. 2 The total LIF I total with respect to the number of iterations, N it , for some S . The system with M = 6, L = 5, and K = 3 is considered.
varies, the case with M = 6, L = 5, and K = 3 is considered, where S denotes the number of simultaneously active MSs per cell. It is shown that, as S varies from 5 to 3, the total LIF I total decreases due to less interferers, which is rather obvious. The result, illustrated in Fig. 2 , also indicates that I total tends to monotonically decrease with N it , which means that convergence of the proposed algorithm is guaranteed. It is further seen how many iterations are required to guarantee that the total LIF is less than an arbitrarily small constant for given system parameters M, L, K, and S .
Next, as illustrated in Fig. 3 , the achievable sum-rates of the proposed IA scheme are evaluated according to the received signal-to-noise ratios (SNRs) (in dB scale) for some S and are compared to those of the following two conventional iterative IA schemes: Gomadam-Cadambe-Jafar (GCJ) scheme [5] and Suh-Tse (ST) scheme [10] .
• In the GCJ scheme, the single-user MIMO strategy is used, where S spatial streams are served to randomly selected one MS among N MSs in each cell. The GCJ scheme iteratively updates transmit/receive beamforming matrices in terms of minimizing the LIF, whereas, unlike our structure, its precoder does not use cascaded beamforming matrices since the single-user MIMO is assumed.
• In the ST scheme, the integration of IA with opportunistic scheduling is used to mitigate dominant intercell interference while the two cascaded beamforming matrices including the ZF filtering are generated at the BS to eliminate intra-cell interference. In the ST scheme, an iterative matched filter receiver is introduced to maximize the received signal-to-interferenceand-noise ratio at each MS, which is turned out to be efficient for a large range of practical SNR regimes.
In the proposed and GCJ schemes, the round robin scheduler, providing resources cyclically to N MSs without taking into account channel conditions, is used. On the other hand, in the ST scheme, an opportunistic scheduler is employed to choose S MSs out of N MSs at a time such that the sum-rates are maximized. Our scheme based on round robin schedul- ing, which provides the best fairness, leads to a lower bound on the sum-rates, compared to the case using another scheduler balancing throughput and fairness. To see the fundamental limit of the MIMO K-cell IBC model, we also show an upper bound that comes from a genie-aided removal of all the inter-cell interference. When we use the singular-value decomposition (SVD)-based beamforming, we can obtain K parallel MIMO systems. Simulation environments are given by M = 6, L = 5, K = 3, N = 20, S = 3, 4, 5, and N it = 15. It is shown that our iterative IA scheme significantly outperforms the conventional ones beyond a certain SNR level, which is in a low SNR regime. More precisely, as depicted in Fig. 3 , it is seen that, in the low SNR regime, the ST scheme outperforms the other two schemes since it can obtain the power gain with the use of matched filtering. However, in the high SNR regime, much higher IA gains can be achieved by using the proposed iterative algorithm, which uses beamformers designed in the sense of fully mitigating interference. It is also seen that, as S increases (especially for S = 5), the sum-rates of the proposed IA scheme get degraded due to the existence of more interferers, but are still higher than those of the other two schemes in the high SNR. In addition, it is seen that, for S = 3, the upper bound and the sum-rates of the proposed scheme have almost the same slope, but as S increases, the performance gap between the two curves becomes large since interference is not completely aligned along with the proposed IA scheme.
To better see how each of other parameters such as M, L, and K affects the sum-rate performance of the proposed IA scheme, the achievable sum-rates are evaluated according to M, L, and K in Figs. 4(a) , 4(b), and 4(c), respectively. In this case, simulation environments are given by S = 3, 4, 5, N = 20, N it = 15, and SNR=20 dB. It is obvious that the sum-rates of the proposed scheme get higher with increasing M or L, whereas they get degraded with increasing K. Interestingly, it is also seen that the optimal number of activated MSs per cell, S , in terms of maximizing the sum-rates depends heavily on the system parameters M and L.
In Fig. 5 , the achievable sum-rates are evaluated according to N where simulation environments are given by M = 6, L = 5, K = 3, S = 3, N it = 15, and SNR=20 dB. Based on the result, the following observation is made. Our scheme and the GCJ scheme using round robin scheduling randomly select S and 1 per-cell MSs, respectively, among N MSs, and thus there is no performance gain as N increases. The sum-rates of the ST scheme, however, gets slightly improved owing to the multiuser diversity gain with increasing N since the opportunistic scheduler is employed, while our scheme still outperforms the ST scheme even for relatively large N (up to N = 100).
Conclusion
We introduced the generic iterative IA algorithm which intelligently combines iterative transmit/receive beamforming and downlink IA framework for multi-cell downlink MIMO networks. More precisely, the proposed IA scheme was constructed in the sense that the effect of inter-cell interference is significantly mitigated through the iterative update of beamforming matrices and intra-cell interference is completely eliminated. Hence, by fully utilizing the property of cellular downlink in designing IA, it turns out that our IA scheme outperforms the existing iterative IA schemes in terms of sum-rates. We finally remark that our scheme operates with a relatively small number of iterations, local CSI, no time/frequency expansion, and a small number of MSs, thereby resulting in an easier implementation.
