This paper proposes a new method for the K-armed dueling bandit problem, a variation on the regular K-armed bandit problem that offers only relative feedback about pairs of arms. Our approach extends the Upper Confidence Bound algorithm to the relative setting by using estimates of the pairwise probabilities to select a promising arm and applying Upper Confidence Bound with the winner as a benchmark. We prove a finite-time regret bound of order O(log t). In addition, our empirical results using real data from an information retrieval application show that it greatly outperforms the state of the art.
Introduction
In this paper, we propose and analyze a new algorithm, called Relative Upper Confidence Bound (RUCB), for the K-armed dueling bandit problem (Yue et al., 2012) , a variation on the K-armed bandit problem, where the feedback comes in the form of pairwise preferences. We assess the performance of this algorithm using one of the main current applications of the K-armed dueling bandit problem, ranker evaluation (Hofmann et al., 2013; Joachims, 2002; Yue & Joachims, 2011) , which is used in information retrieval, ad placement and recommender systems, among others.
The K-armed dueling bandit problem is part of the general framework of preference learning (Fürnkranz & Hüllermeier, 2010; Fürnkranz et al., 2012) , where the goal is to learn, not from real-valued feedback, but from relative feedback, which specifies only which of two alternatives is preferred. Developing effective preference learning methods is important for dealing with domains in which feedback is naturally qualitative (e.g., because it is provided by a human) and specifying real-valued feedback instead would be arbitrary or inefficient (Fürnkranz et al., 2012) .
Other algorithms proposed for this problem are Interleaved Filter (IF) (Yue et al., 2012) , Beat the Mean (BTM) (Yue & Joachims, 2011), and SAVAGE (Urvoy et al., 2013) . All of these methods were designed for the finite-horizon setting, in which the algorithm requires as input the exploration horizon, T , the time by which the algorithm needs to produce the best arm. The algorithm is then judged based upon either the accuracy of the returned best arm or the regret accumulated in the exploration phase.
1 All three of these algorithms use the exploration horizon to set their internal parameters, so for each T , there is a separate algorithm IF T , BTM T and SAVAGE T . By contrast, RUCB does not require this input, making it more useful in practice, since a good exploration horizon is often difficult to guess. Nonetheless, RUCB outperforms these algorithms in terms of the accuracy and regret metrics used in the finite-horizon setting.
The main idea of RUCB is to maintain optimistic estimates of the probabilities of all possible pairwise out-Finally, we evaluate our method empirically using real data from an information retrieval application. The results show that RUCB can learn quickly and effectively and greatly outperforms BTM and SAVAGE.
The main contributions of this paper are as follows:
• A novel algorithm for the K-armed dueling bandit problem that is more broadly applicable than existing algorithms, • More comprehensive theoretical results that make less restrictive assumptions than those of IF and BTM, have better multiplicative constants than the results of SAVAGE, and apply to all time steps, and • Experimental results, based on a real-world application, demonstrating the superior performance of our algorithm compared to existing methods.
Problem Setting
The K-armed dueling bandit problem (Yue et al., 2012 ) is a modification of the K-armed bandit problem (Auer et al., 2002) : the latter considers K arms {a 1 , . . . , a K } and at each time-step, an arm a i can be pulled, generating a reward drawn from an unknown stationary distribution with expected value µ i . The K-armed dueling bandit problem is a variation, where instead of pulling a single arm, we choose a pair (a i , a j ) and receive one of the two as the better choice, with the probability of a i being picked equal to a constant p ij and that of a j equal to p ji = 1 − p ij . We define the preference matrix P = [p ij ], whose ij entry is p ij .
In this paper, we assume that there exists a Condorcet winner (Urvoy et al., 2013) : an arm, which without loss of generality we label a 1 , such that p 1i > 1 2 for all i > 1. Given a Condorcet winner, we define regret for each time-step as follows (Yue et al., 2012) : if arms a i and a j were chosen for comparison at time t, then regret at that time is set to be r t := ∆1i+∆1j 2
, with ∆ k := p 1k − 1 2 for all k ∈ {1, . . . , K}. Thus, regret measures the average advantage that the Condorcet winner has over the two arms being compared against each other. Given our assumption on the probabilities p 1k , this implies that r = 0 if and only if the best arm is compared against itself. We define cumulative regret up to time T to be R T = T t=1 r t . The Condorcet winner is different in a subtle but important way from the Borda winner (Urvoy et al., 2013) , which is an arm a b that satisfies j p bj ≥ j p ij , for all i = 1, . . . , K. In other words, when averaged across all other arms, the Borda winner is the arm with the highest probability of winning a given comparison. In the K-armed dueling bandit problem, the Condorcet winner is sought rather than the Borda winner, for two reasons. First, in many applications, including the ranker evaluation problem addressed in our experiments, the eventual goal is to adapt to the preferences of the users of the system. Given a choice between the Borda and Condorcet winners, those users prefer the latter in a direct comparison, so it is immaterial how these two arms fare against the others. Second, in settings where the Borda winner is more appropriate, no special methods are required: one can simply solve the K-armed bandit algorithm with arms {a 1 , . . . , a K }, where pulling a i means choosing an index j ∈ {1, . . . , K} randomly and comparing a i against a j . Thus, research on the K-armed dueling bandit problem focuses on finding the Condorcet winner, for which special methods are required to avoid mistakenly choosing the Borda winner.
The goal of a bandit algorithm can be formalized in several ways. In this paper, we consider two standard settings: 1. The finite-horizon setting: In this setting, the algorithm is told in advance the exploration horizon, T , i.e., the number of time-steps that the evaluation process is given to explore before it has to produce a single arm as the best, which will be exploited thenceforth. In this setting, the algorithm can be assessed on its accuracy, the probability that a given run of the algorithm reports the Condorcet winner as the best arm (Urvoy et al., 2013) , which is related to expected simple regret: the regret associated with the algorithm's choice of the best arm, i.e., r T +1 (Bubeck et al., 2009 ). Another measure of success in this setting is the amount of regret accumulated during the exploration phase, as for-mulated by the explore-then-exploit problem formulation (Yue et al., 2012) .
2. The horizonless setting: In this setting, no horizon is specified and the evaluation process continues indefinitely. Thus, it is no longer sufficient for the algorithm to maximize accuracy or minimize regret after a single horizon is reached. Instead, it must minimize regret across all horizons by rapidly decreasing the frequency of comparisons involving suboptimal arms, particularly those that fare worse in comparison to the best arm. This goal can be formulated as minimizing the cumulative regret over time, rather than with respect to a fixed horizon (Lai & Robbins, 1985) .
As we describe in Section 3, all existing K-armed dueling bandit methods target the finite-horizon setting. However, we argue that the horizonless setting is more relevant in practice for the following reason: finitehorizon methods require a horizon as input and often behave differently for different horizons. This poses a practical problem because it is typically difficult to know in advance how many comparisons are required to determine the best arm with confidence and thus how to set the horizon. If the horizon is set too long, the algorithm is too exploratory, increasing the number of evaluations needed to find the best arm. If it is set too short, the best arm remains unknown when the horizon is reached and the algorithm must be restarted with a longer horizon.
Moreover, any algorithm that can deal with the horizonless setting can easily be modified to address the finite-horizon setting by simply stopping the algorithm when it reaches the horizon and returning the best arm. By contrast, for the reverse direction, one would have to resort to the "doubling trick" (Cesa-Bianchi & Lugosi, 2006, Section 2.3), which leads to substantially worse regret results: this is because all of the upper bounds proven for methods addressing the finitehorizon setting so far are in O(log T ) and applying the doubling trick to such results would lead to regret bounds of order (log T ) 2 , with the extra log factor coming from the number of partitions.
To the best of our knowledge, RUCB is the first Karmed dueling bandit algorithm that can function in the horizonless setting without resorting to the doubling trick. We show in Section 4 how it can be adapted to the finite-horizon setting.
Related Work
In this section, we briefly survey existing methods for the K-armed dueling bandit problem.
The first method for the K-armed dueling bandit problem is interleaved filter (IF) (Yue et al., 2012) , which was designed for a finite-horizon scenario and which proceeds by picking a reference arm to compare against the rest and using it to eliminate other arms, until the reference arm is eliminated by a better arm, in which case the latter becomes the reference arm and the algorithm continues as before. The algorithm terminates either when all other arms are eliminated or if the exploration horizon T is reached.
More recently, the beat the mean (BTM) algorithm has been shown to outperform IF (Yue & Joachims, 2011) , while imposing less restrictive assumptions on the K-armed dueling bandit problem. BTM focuses exploration on the arms that have been involved in the fewest comparisons. When it determines that an arm fares on average too poorly in comparison to the remaining arms, it removes it from consideration. More precisely, BTM considers the performance of each arm against the mean arm by averaging the arm's scores against all other arms and uses these estimates to decide which arm should be eliminated.
Both IF and BTM require the comparison probabilities p ij to satisfy certain conditions that are difficult to verify without specific knowledge about the dueling bandit problem at hand and, moreover, are often violated in practice (see the supplementary material for a more thorough discussion and analysis of these assumptions). Under these conditions, theoretical results have been proven for IF and BTM in (Yue et al., 2012) and (Yue & Joachims, 2011) . More precisely, both algorithms take the exploration horizon T as an input and so for each T , there are algorithms IF T and BTM T ; the results then state the following: for large T , in the case of IF T , we have the expected regret bound
and, in the case of BTM T , the high probability regret bound
with high probability, where arm a 1 is assumed to be the best arm, and we define ∆ j := p 1j − 1 2 , and C and C are constants independent of the specific dueling bandit problem.
The first bound matches a lower bound proven in (Yue et al., 2012, Theorem 4) . However, as pointed out in (Yue & Joachims, 2011) , this result holds for a very restrictive class of K-armed dueling bandit problems.
In an attempt to remedy this issue, the second bound was proven for BTM, which includes a relaxation parameter γ that allows for a broader class of problems, as discussed in the supplementary material. The difficulty with this result is that the parameter γ, which depends on the probabilities p ij and must be passed to the algorithm, can be very large. Since it is raised to the power of 7, this makes the bound very loose. For instance, in the three-ranker evaluation experiments discussed in Section 6, the values for γ are 4.85, 11.6 and 47.3 for the 16-, 32-and 64-armed examples.
In contrast to the above limitations and loosenesses, in Section 5 we provide explicit bounds on the regret accumulated by RUCB that do not depend on γ and require only the existence of a Condorcet winner for their validity, which makes them much more broadly applicable.
Sensitivity Analysis of VAriables for Generic Exploration (SAVAGE) (Urvoy et al., 2013 ) is a recently proposed algorithm that outperforms both IF and BTM by a wide margin when the number of arms is of moderate size. Moreover, one version of SAVAGE, called Condorcet SAVAGE, makes the Condorcet assumption and performed the best experimentally (Urvoy et al., 2013) . Condorcet SAVAGE compares pairs of arms uniformly randomly until there exists a pair for which one of the arms beats another by a wide margin, in which case the loser is removed from the pool of arms under consideration. We show in this paper that our proposed algorithm for ranker evaluation substantially outperforms Condorcet SAVAGE.
The theoretical result proven for Condorcet SAVAGE has the following form (Urvoy et al., 2013, Theorem 3) . First, let us assume that a 1 is the Condorcet winner and let T CSAVAGE T denote the number of iterations the Condorcet SAVAGE algorithm with exploration horizon T requires before terminating and returning the best arm; then, given δ > 0, with probability 1 − δ, we have for large T
with the indices j arranged such that ∆ 2 ≤ · · · ≤ ∆ K and ∆ j = p 1j − 1 2 as before, and C a problem independent constant. This bound is very similar in spirit to our high probability result, with the important distinction that, unlike the above bound, the multiplicative factors in our result (i.e., the D ij in Theorem 2 below) do not depend on δ. Moreover, in (Urvoy et al., 2013, Appendix B.1), the authors show that for large T we have the following expected regret bound:
This is similar to our expected regret bound in Theorem 3, although for difficult problems where the ∆ j are small, Theorem 3 yields a tighter bound due to the presence of the ∆ j in the numerator of the second summand.
An important advantage that our result has over the results reviewed here is an explicit expression for the additive constant, which was left out of the analyses of IF, BTM and SAVAGE.
Finally, note that all of the above results bound only R T , where T is the predetermined exploration horizon, since IF, BTM and SAVAGE were designed for the finite-horizon setting. By contrast, in Section 5, we bound the cumulative regret of each version of our algorithm for all time steps.
Method
We now introduce Relative Upper Confidence Bound (RUCB), which is applicable to any K-armed dueling bandit problem with a Condorcet winner. Compare arms a c and a d and increment w cd or w dc depending on which arm wins. In each time-step, RUCB, shown in Algorithm 1, goes through the following three stages:
Algorithm 1 Relative Upper Confidence Bound
(1) RUCB puts all arms in a pool of potential champions. Then, it compares each arm a i against all other arms optimistically: for all i = j, we compute the upper bound u ij (t) = µ ij (t) + c ij (t), where µ ij (t) is the frequentist estimate of p ij at time t and c ij (t) is an optimism bonus that increases with t and decreases with the number of comparisons between i and j (Line 3).
1 2 for any j, then a i is removed from the pool. Next, a champion arm a c is chosen randomly from the remaining potential champions (Line 5).
(2) Regular UCB is performed using a c as a benchmark (Line 6), i.e., UCB is performed on the set of arms a 1c . . . a Kc . Specifically, we select the arm d = arg max j u jc . When c = j, u jc is defined as above. When c = j, since p cc = 1 2 , we set u cc = 1 2 (Line 4). (3) The pair (a c , a d ) are compared and the score sheet is updated as appropriate (Line 7).
Note that in stage (1) the comparisons are based on u cj , i.e., a c is compared optimistically to the other arms, making it easier for it to become the champion. By contrast, in stage (2) the comparisons are based on u jc , i.e., a c is compared to the other arms pessimistically, making it more difficult for a c to be compared against itself. This is important because comparing an arm against itself yields no information. Thus, RUCB strives to avoid auto-comparisons until there is great certainty that a c is indeed the Condorcet winner.
Eventually, as more comparisons are conducted, the estimates µ 1j tend to concentrate above 1 2 and the optimism bonuses c 1j (t) will become small. Thus, both stages of the algorithm will increasingly select a 1 , i.e., a c = a d = a 1 . Since comparing a 1 to itself is optimal, r t declines over time.
Note that Algorithm 1 is a finite-horizon algorithm if T < ∞ and a horizonless one if T = ∞, in which case the for loop never terminates.
Theoretical Results
In this section, we prove finite-time high-probability and expected regret bounds for RUCB. We first state Lemma 1 and use it to prove a high-probability bound in Theorem 2, from which we deduce an expected regret bound in Theorem 3.
To simplify notation, we assume without loss of generality that a 1 is the optimal arm in the following. Moreover, given any K-armed dueling bandit algorithm, we define w ij (t) to be the number of times arm a i has beaten a j in the first t iterations of the algorithm. We also define u ij (t) := wij (t) wij (t)+wji(t) + α ln t wij (t)+wji(t) , for any given α > 0, and set l ij (t) := 1− u ji (t). Moreover, for any δ > 0, define C(δ) := bandit algorithm and any α > 1 2 and δ > 0, we have
Proof. See the supplementary material.
The idea behind this lemma is depicted in Figure 1 , which illustrates the two phenomena that make it possible: first, as long as arms a i and a j are not compared against each other, the interval [l ij (t), u ij (t)] will grow in length as √ log t, hence approaching p ij ; second, as the number of comparisons between a i and a j increases, the estimated means µ ij approach p ij , hence increasing the probability that the interval [l ij (t), u ij (t)] will contain p ij .
Let us now turn to our high probability bound: 
where
, and set D ii = 0 for all i. Then, if we apply Algorithm 1 to the K-armed dueling bandit problem defined by P, given any pair (i, j) = (1, 1), the number of comparisons between arms a i and a j performed up to time t, denoted by N ij (t), satisfies
Moreover, we have the following high probability bound for the regret accrued by the algorithm:
where ∆ * := max i ∆ i and ∆ ij := ∆i+∆j 2
, while R t is the cumulative regret as defined in Section 2.
Proof. Given Lemma 1, we know with probability 1−δ that p ij ∈ [l ij (t), u ij (t)] for all t > C(δ). Let us first deal with the easy case when i = j = 1: when t > C(δ) holds, a i cannot be played against itself, since if we get c = i in Algorithm 1, then by Lemma 1 and the fact that a 1 is the Condorcet winner we have
and so d = i.
Now, let us assume that distinct arms a i and a j have been compared against each other more than D ij ln t times and that t > C(δ). If s is the last time a i and a j were compared against each other, we must have
On the other hand, for a i to have been compared against a j at time s, one of the following two scenarios must have happened:
I. In Algorithm 1, we had c = i and d = j, in which case both of the following inequalities must hold: a. u ij (s) ≥ 1 2 , since otherwise c could not have been set to i by Line 5 of Algorithm 1, and b. l ij (s) = 1 − u ji (s) ≤ 1 − p 1i = p i1 , since we know that p 1j ≤ u 1i (t), by Lemma 1 and the fact that t > C(δ), and for d = j to be satisfied, we must have u 1i (t) ≤ u ji (t) by Line 6 of Algorithm 1. From these two inequalities, we can conclude
This inequality is illustrated using the lower right confidence interval in the (a i , a j ) block of Figure 2 , where the interval shows [l ij (s), u ij (s)] and the distance between the dotted lines is 1 2 − p i1 . II. In Algorithm 1, we had c = j and d = i, in which case swapping i and j in the above argument gives
Similarly, this is illustrated using the lower left confidence interval in the (a j , a i ) block of Figure 2 , where the interval shows [l ji (s), u ji (s)] and the distance between the dotted lines is Putting (4) and (5) together with (3) yields a contradiction, so with probability 1 − δ we cannot have N ij be larger than both C(δ) and D ij ln t.
This gives us (1), from which (2) follows by allowing for the largest regret, ∆ * , to occur in each of the first C(δ) steps of the algorithm and adding the regret accrued by D ij ln t comparisons between a i and a j .
Next, we prove our expected regret bound: Theorem 3. Given α > 1, the expected regret accumulated by RUCB after t iterations is bounded by
Proof. We can obtain the bound in (6) from (2) by integrating with respect to δ from 0 to 1. This is because given any one-dimensional random variable X with CDF F X , we can use the identity
X (q)dq. In our case, X = R t for a fixed time t and, as illustrated in Figure 3 , we can deduce from (2) that F Rt (r) > H −1 t (r), which gives the bound
Now, assume that α > 1. To derive (6) from the above inequality, we need to integrate the righthand side, and since it is only the first term in the summand that depends on q, that is all we need to integrate. To do so, recall that C(δ) := can carry out the integration as follows, beginning by using the substitution 1 − q = δ, dq = −dδ:
Remark 4. Note that RUCB uses the upperconfidence bounds (Line 3 of Algorithm 1) introduced in the original version of UCB (Auer et al., 2002 ) (up to the α factor). Recently refined upper-confidence bounds (such as UCB-V (Audibert et al., 2009) or KL-UCB (Cappé et al., 2013) ) have improved performance for the regular K-armed bandit problem. However, in our setting the arm distributions are Bernoulli and the comparison value is 1/2. Thus, since we have 2∆ Figure 3 . A schematic graph illustrating the proof of Theorem 3. Note that the expression for Ht(q) is extracted from (2), which also implies that H −1 t is necessarily below FR t : formulated in terms of CDFs, (2) states that FR t (Ht(q0)) > q0 = H −1 t (Ht(q0)), where q0 = 1 − δ0 is a quantile. From this, we can conclude that FR t (r) > H −1 t (r) for all r. a log a b + (1 − a) log 1−a 1−b is the KL divergence between Bernoulli distributions with parameters a and b), we deduce that using KL-UCB instead of UCB does not improve the leading constant in the logarithmic term of the regret by a numerical factor of more than 2.
Experiments
To evaluate RUCB, we apply it to the problem of ranker evaluation from the field of information retrieval (IR) (Manning et al., 2008) . A ranker is a function that takes as input a user's search query and ranks the documents in a collection according to their relevance to that query. Ranker evaluation aims to determine which among a set of rankers performs best. One effective way to achieve this is to use interleaved comparisons (Radlinski et al., 2008) , which interleave the documents proposed by two different rankers and presents the resulting list to the user, whose resulting click feedback is used to infer a noisy preference for one of the rankers. Given a set of K rankers, the problem of finding the best ranker can then be modeled as a K-armed dueling bandit problem, with each arm corresponding to a ranker.
Our experimental setup is built on real IR data, namely the LETOR NP2004 dataset (Liu et al., 2007) . Using this data set, we create a set of 64 rankers, each corresponding to a ranking feature provided in the data set, e.g., PageRank. The ranker evaluation task thus corresponds to determining which single feature constitutes the best ranker (Hofmann et al., 2013) .
To compare a pair of rankers, we use probabilistic interleave (PI) (Hofmann et al., 2011) , a recently developed method for interleaved comparisons. To model the user's click behavior on the resulting interleaved lists, we employ a probabilistic user model (Craswell et al., 2008; Hofmann et al., 2011 ) that uses as input the manual labels (classifying documents as relevant or not for given queries) provided with the LETOR NP2004 dataset. Queries are sampled randomly and clicks are generated probabilistically by conditioning on these assessments in a way that resembles the behavior of an actual user (Guo et al., 2009a; b) .
Following (Yue & Joachims, 2011) , we first used the above approach to estimate the comparison probabilities p ij for each pair of rankers and then used these probabilities to simulate comparisons between rankers. More specifically, we estimated the full preference matrix by performing 4000 interleaved comparisons on each pair of the 64 feature rankers included in the LETOR dataset.
We evaluated RUCB, Condorcet SAVAGE and BTM Figure 4 . Average cumulative regret and accuracy for 100 runs of BTM, Condorcet SAVAGE and RUCB with α = 0.51 applied to three K-armed dueling bandit problems with K = 16, 32, 64. In the top row of plots, both axes use log scales, and the dotted curves signify best and worst regret performances; in the bottom plots, only the x-axis uses a log scale.
using randomly chosen subsets from the pool of 64 rankers, yielding K-armed dueling bandit problems with K ∈ {16, 32, 64}. For each set of rankers, we performed 100 independent runs of each algorithm for a maximum of 4.5 million iterations. For RUCB we set α = 0.51, which approaches the limit of our highprobability theoretical results, i.e., α > 0.5 as in Theorem 2. We did not include an evaluation of IF, since both BTM and Condocet SAVAGE were shown to outperform it (Urvoy et al., 2013; Yue & Joachims, 2011) .
Since BTM and SAVAGE require the exploration horizon as input, we ran BTM T and CSAVAGE T for various horizons T ranging from 1000 to 4.5 million. In the top row of plots in Figure 4 , the markers on the green and the blue curves show the regret accumulated by BTM T and CSAVAGE T in the first T iteration of the algorithm for each of these horizons. Thus, each marker corresponds, not to the continuation of the runs that produced the previous marker, but to new runs conducted with a larger T .
Since RUCB is horizonless, we ran it for 4.5 million iterations and plotted the cumulative regret, as shown using the red curves in the same plots. In the case of all three algorithms, the solid line shows the expected cumulative regret averaged across all 100 runs and the dotted lines show the minimum and the maximum cumulative regret that was observed across runs. Note that these plots are in log-log scale.
The bottom plots in Figure 4 show the accuracy of all three algorithms across 100 runs, computed at the same times as the exploration horizons used for BTM and SAVAGE in the regret plots. Note that these plots are in lin-log scale.
These results clearly demonstrate that RUCB identifies the best arm more quickly, since it asymptotically accumulates 5 to 10 times less regret than Condorcet SAVAGE, while reaching higher levels of accuracy in roughly 20% of the time as Condorcet SAVAGE, all without knowing the horizon T . The contrast is even more stark when comparing to BTM.
Conclusions
This paper proposed a new method called Relative Upper Confidence Bound (RUCB) for the K-armed dueling bandit problem that extends the Upper Confidence Bound (UCB) algorithm to the relative setting by using optimistic estimates of the pairwise probabilities to choose a potential champion and conducting regular UCB with the champion as the benchmark.
We proved finite-time high-probability and expected regret bounds of order O(log t) for our algorithm and evaluated it empirically in an information retrieval application. Unlike existing results, our regret bounds hold for all time steps, rather than just a specific horizon T input to the algorithm. Furthermore, they rely on less restrictive assumptions or have better multiplicative constants than existing methods. Finally, the empirical results showed that RUCB greatly outperforms state-of-the-art methods.
In future work, we will consider two extensions to this research. First, building off extensions of UCB to the continuous bandit setting (Bubeck et al., 2011; de Freitas et al., 2012; Munos, 2011; Srinivas et al., 2010; Valko et al., 2013) , we aim to extend RUCB to the continuous dueling bandit setting, without a convexity assumption as in (Yue & Joachims, 2009 ). Second, building off Thompson Sampling (Agrawal & Goyal, 2012; Kauffmann et al., 2012; Thompson, 1933) , an elegant and effective sampling-based alternative to UCB, we will investigate whether a sampling-based extension to RUCB would be amenable to theoretical analysis. Both these extensions involve overcoming not only the technical difficulties present in the regular bandit setting, but also those that arise from the two-stage nature of RUCB.
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Appendix
Here we provide some details that were alluded to in the main body of the paper.
The Condorcet Assumption
As mentioned in Section 3, IF and BTM require the comparison probabilities p ij to satisfy certain difficult to verify conditions. Specifically, IF and BTM require a total ordering {a 1 , . . . , a K } of the arms to exist such that p ij > 1 2 for all i < j. Here we provide evidence that this assumption is often violated in practice. By contrast, the algorithm we propose in Section 4 makes only the Condorcet assumption, which is implied by the total ordering assumption of IF and BTM.
In order to test how stringent an assumption the existence of a Condorcet winner is compared the total ordering assumption, we estimated the probability of each assumption holding in our ranker evaluation application. Using the same preference matrix as in our experiments in Section 6, we computed for each K = 1, . . . , 64 the probability P K that a given Karmed dueling bandit problem obtained from considering K of our 64 feature rankers would have a Condorcet winner as follows: first, we calculated the number of K-armed dueling bandit that have a Condorcet winner by calculating for each feature ranker r how many K-armed duelings bandits it can be the Condorcet winner of: for each r, this is equal to Nr K , where N r is the number rankers that r beats; next, we divided this total number of K-armed dueling bandit Figure 5 . The probability that the Condorcet and the total ordering assumptions hold for subsets of the feature rankers. The probability is shown as a function of the size of the subset. with a Condorcet winner by 64 K , which is the number of all K-armed dueling bandit that one could construct from these 64 rankers.
The probabilities P K , plotted as a function of K in Figure 5 (the red curve), were all larger than 0.97. The same plot also shows an estimate of the probability that the total ordering assumption holds for a given K (the blue curve), which was obtained by randomly selecting 100, 000 K-armed bandits and searching for ones that satisfy the total ordering assumption. As can be seen from Figure 5 , as K grows the probability that the total ordering assumption holds decreases rapidly. This is because there exist cyclical relationships between these feature rankers and as soon as the chosen subset of feature rankers contains one of these cycles, it fails to satisfy the total ordering condition. By contrast, the Condorcet assumption will still be satisfied as long as the cycle does not include the Condorcet winner. Moreover, because of the presence of these cycles, the probability that the Condorcet assumption holds decreases initially as K increases, but then increases again because the number of all possible K-armed dueling bandit decreases as K approaches 64.
Furthermore, in addition to the total ordering assumption, IF and BTM each require a form of stochastic transitivity. In particular, IF requires strong stochastic transitivity; for any triple (i, j, k), with i < j < k, the following condition needs to be satisfied:
BTM requies the less restrictive relaxed stochastic transitivity, i.e., that there exists a number γ ≥ 1 such that for all pairs (j, k) with 1 < j < k, we have γp 1k ≥ max{p 1j , p jk }.
As pointed out in (Yue & Joachims, 2011) , strong stochastic transitivity is often violated in practice, a phenomenon also observed in our experiments: for instance, all of the K-armed dueling bandit on which we experimented require γ > 1.
Even though BTM permits a broader class of K-armed dueling bandit problems, it requires γ to be explicitly passed to it as a parameter, which poses substantial difficulties in practice. If γ is underestimated, the algorithm can in certain circumstances be misled with high probability into choosing the Borda winner instead of the Condorcet winner, e.g., when the Borda winner has a larger average advantage over the remaining arms than the Condorcet winner. On the other hand, though overestimating γ does not cause the algorithm to choose the wrong arm, it nonetheless results in a severe penalty, since it makes the algorithm (iii) Define τ ij n to be the iteration at which arms i and j were compared against each other for the n th time. If G ij τ ij n + 1 holds, then the events G ij (t) hold for all t ∈ τ ij n , τ ij n+1 because when t ∈ τ ij n , τ ij n+1 , w ij and w ji remain constant and so in the expressions for u ij (t) and u ji (t) only the ln t changes, which is a monotonically increasing function of t. So, we have l ij (t) ≤ l ij (τ ij n + 1) ≤ p ij ≤ u ij (τ ij n + 1) ≤ u ij (t).
Moreover, the same statement holds with τ ij n replaced by any T ∈ τ ij n , τ ij n+1 , i.e., if we know that G ij (T ) holds, then G ij (t) also holds for all t ∈ T, τ ij n+1 . This is illustrated in Figure 6 . Now, given the above three facts, we have for any T P ∀ t ≥ T, i, j, G ij (t)
= P ∀ i > j, G ij (T ) and ∀ n s.t. τ ij n > T, G ij (τ ij n ) .
Let us now flip things around and look at the complement of these events, i.e. the "bad" event B ij (t) that p ij / ∈ [l ij (t), u ij (t)] occurs. Then, subtracting both sides of Equation (8) Further decomposing the righthand side using union bounds and making the condition explicit, we get P ∃ t > T, i, j s. is the frequentist estimate of p ij after n comparisons between arms a i and a j . Now, in the above sum, we can upper-bound the first term by looking at the higher probability event that B ij (T ) happens for any possible number of comparisons between a i and a j , and since we know that N ij (T ) ≤ T , we can replace N ij (T ) with a variable n that can take values between 0 and T . For the second term, we know that τ ij n > T , so we can replace τ ij n with T and remove the condition τ ij n > T and look at all n ≤ T . For the third term, since we always have that n < τ ij n , we can replace τ ij n with n and get a higher probability event. Putting all of this together we get the looser bound P ∃ t > T, i, j s.t. B ij (t) ≤ i<j P ∃ n ∈ {0, . . . , T } : p ij − µ 
To bound the expression on line (9), we apply the Chernoff-Hoeffding bound, which in its simplest form states that given i.i.d. random variables X 1 , . . . , X n , whose support is contained in [0, 1] and whose expectation satisfies E[X k ] = p, and defining µ n := X1+···+Xn n , we have P (|µ n − p| > a) ≤ 2e
−2na
2 . This gives us P ∃ t > T, i, j s.t. B ij (t)
