Introduction
At a rst sight it is tempting to perform a computer simulation of a melt of polymers where all details of the chemical structure of the monomers are included. Such a simulation should then provide a complete information about the properties of the system under investigation. For instance, the di usion constant D could be measured by monitoring the mean square displacement of the monomers of the chains or the center of gravity of the chains, respectively. This, however, is tempting only at the very rst glance. It is almost trivial to show that even with the present high speed computers such a simulation is simply impossible. Even for the biggest computers it would need ages of computer time, and certainly exceed the scienti c life time of any scientist around. On the other hand, even if this were possi-ble, it is very questionable whether such an attempt should be undertaken at all. Such a simulation would provide an enormous amount of data with almost all the generated information actually irrelevant for the questions under consideration. In order to understand the system and to be able to make suggestions for material improvement it is important to structure the information and understand the results and not just report the results. It is not su cient to just report data. As it holds for all disordered complex macromolecular materials polymers can be characterized by a hierarchy of di erent length and time scales, and these length scales, and especially the time scales, span an extremely wide range 1]. Fig. 1 illustrates this and shows that the typical range one would have to consider easily exceeds ten decades in time. On the microscopic level the relaxation properties and the dynamics are dominated by the local oscillations of bond angles and length. The typical time constant is of about 10 ?15 sec as given in the gure. On the semi-macroscopic level the behavior is dominated by the overall di usion of the chains or the relaxation of the overall conformation of the objects 2, 3]. These times depending on chain length and temperature can easily reach seconds or if one approaches the glass transition temperature even much longer times. To cover such a range within a conventional computer simulation is certainly absolutely impossible. On the other hand, it is important to relate the chemical structure of a system to the overall behavior of a material 4]. Thus, one of the long standing challendes within the modeling of complex materials is to apply methods which allow to cover the range from microscopic to semi-macroscopic regime 5, 6, 7, 8, 9, 10] . Recently a method was developed which covers the mapping of polymers to a mesoscopic level as well as the reintroduction of the atomistic structure 11, 12] In this sense similar to the other contributions of this volume we will try to give some very rst attempts to bridge the gap from microscopic to meso-scopic and thereafter to the semi-macroscopic regime within a simulation scheme. For the rst part we in detail will describe a mapping procedure to go from microscopic description of a polymer chain to the mesoscopic description which allows a fairly e ective simulation procedure on a coarse grained level. The choice of three modi cations of one polymer structure, namely polycarbonates, allows a detailed test of the sensitivity of this method. In order to check the quality of this approach the chemical details of the chains will then be reintroduced into the coarse grained conformations and compared to neutron scattering results. This will comprise the next two chapters. Thereafter, rst steps toward the next level of description are discussed. Starting from the conformations of polymer chains on the coarse grained level, the chains are mapped onto an extended soft particle with only three internal degrees of freedom compared to the 0 (3N) degrees of freedom of the whole object. The aim of the present investigations is to provide an as general as possible as well as simple as possible approach to simulate speci c polymers without losing the essential parts. Unlike other approaches all methods will be within continuous space and not con ned to a lattice structure. This is followed by a short discussion and conclusion conclusion chapter.
Systematic Coarse Graining Procedure
We describe a systematic approach to renormalize the intrachain interactions towards a coarser level for three di erent modi cations of polycarbonates. The advantage of taking three modi cations of the same polymer gives some rst hint on the sensitivity of the method. The three modi cations of the polycarbonate are BPA-PC, BPZ-PC, and TMC-PC. The structures are given in Fig. 2 . Although the backbone sequence is the same they have remarkably di erent physical properties. For the rst two (BPA and BPZ) the glass transition temperature T G is roughly the same (T G 420K), while the third one has a glass transition temperature which is about 80 to 100 K above the previous one, namely around 500 K. On the other hand, BPA-PC and TMC-PC are ductile while BPZ-PC is brittle. This is also re ected in the di erence of the generalized activation energy within the Vogel-Fulcher (see eq. 4 below) scheme. There, again BPA and TMC have roughly the same activation energy while BPZ has a signi cantly higher activation energy. Although the general structure along the back bone is similar in all three cases not only the glass transition properties are di erent but also the entanglement chain lengths N e in the melt are signi cantly di erent. For BPA-PC an extremely short entanglement length namely N e = 7 monomers only is reported-. This length increases through N e = 9 monomers (BPZ) to N e = 14 monomers for TMC-PC. Especially the extremely short length for BPA-PC is absolutely not understood. Considering other well studied polymers like polyethylene or PDMS (poly-dimethyl-siloxane) one would expect an increase by a factor of at least 5 to 10. Whether this is the result of a special non universal behavior of the system on short length scales (resulting from the special form of the banana shaped repeat units joined by almost pivot like junctions) is beyond the scope of the present paper and will be studied in a future investigation. The coarse graining procedure will be explained in detail for BPA-PC, but is similar for the other two modi cations. The aim is to develop a method which is parameter free and as simple as possible. In addition we would like to stay as close as possible to the chemical structure in order to be able afterwards to reintroduce the chemical details without too many problems. Thus, our coarse grained monomers have to be designed in a way that they can easily be identi ed with speci c chemical groups of the polymer itself. Taking the chemical structure of the three di erent polycarbonates a 2:1 mapping seems to be a rst reasonable choice, as illustrated in Fig. 3 . The resulting coarse grained structure then only has four internal relevant degrees of freedom: the bond length between carbonate and isopropolydene group, two bond angles and the torsion angle, meaning that all the complicated intramolecular interactions and degrees of freedom are mapped onto these four intramolecular interactions. To arrive at these coarse grained interactions from the microscopic model one can imagine a number of tting procedures. Here, however, we follow a di erent route. Since the coarse grained potentials do not only have to include energetic aspects of microscopic model but also entropic parts from the di erent possibilities of local conformations we use intrachain distribution functions to construct the bonded potentials in the coarse grained model. Knowing the potential functions of the detailed chemical system it is rather straight forward to simulate to a very high accuracy at a given temperature the conformations of individual free random walks. The probability distribution functions of conformations of such a model system are then only dependent on temperature and originate from the bonded interactions along the backbone of a chain. Since there are no other interactions taken into account the distribution functions at any given temperature can be generated to a very high accuracy. The potentials for the microscopic models are derived from ab initio quantum chemistry calculations. Using this approach we directly sample the probability distribution function P(`; ; ; ) for the coarse grained model in the limit of single isolated random walks.`is the bond length of the coarse grained model, the carbonate-isopropolydenecarbonate bond angle, the isopropolydene-carbonate-isopropolydene bond angle and # the torsion angle of the coarse grained model, as sampled by the microscopic simulation. The coarse grained distribution function is temperature dependent via the Boltzmann-weights of the di erent states of the microscopic model. The most crucial assumption now is, that the distribu-tion function of the set of variables factorizes into independent distribution functions of the individual variables: P(`; ; ; #) = P(`)P( )P ( )P (#)
Since each distribution function P is determined at each temperature separately, the individual P for di erent temperatures give the thermodynamic probabilities of a given state, which simply means that P(`) / exp(?U(`)) P( ) / exp(?U( )) : : : (2) U is a corresponding generalized potential function already normalized to the simulation temperature, since the distribution function was generated for di erent temperatures. This allows to keep the simulation temperature to k B T = 1, which is of technical advantage for standard molecular dynamics simulations. Using eq. 2 we get the forces
as they originate from the conformations of the coarse grained model. This simple and direct approach avoids the tting of a functional form of the coarse grained potential functions to the microscopic parameters. The only tting procedure, which has to be done, is a smoothening for potentials in order to get out the scattering from the sampling and to tabelize the resulting force. There is no need to determine the partition function explicitly since it shows only up as a constant in the potential and thus does not alter the resulting forces. Fig. 4 gives a typical example for the angle . Using this model we can now simulate dense polymer systems. The volume of the e ective hard spheres of the coarse grained model is adjusted to give the same Van-der-Waals volumina as in the experimental case (normalized to the simulation density). In the case of BPA-PC the carbonate group and the isopropylydene group are represented by sphere with a radius of 3.02 Aand 3.11 /AA. No further speci c excluded volume interactions nor any directional interaction is taken into account. The simulations are then performed as molecular dynamics simulations at a constant volume. The simulation density is adjusted to the experimental mass density of the di erent polycarbonate systems. Besides this there is no freedom to adjust parameters in the model beyond the original set up of the procedure. If this procedure is able to reproduce the essential aspects of the di erent chemical species then the static structure which comes out of this simulation should well compare to the experimental systems. But not only the statics should be reproduced by this numerical approach, but also the dynamics of a system. A detailed discussion of the dynamic properties will be given elsewhere, however, for the present presentation it is su cient to note that for the range of temperatures which we are investigating here it seems reasonable to assume that the simulation time scales linearly with the physical time. Possible deviations originating from the di erent shape of the potentials instead of taking di erent temperatures are neglected at this stage.
While for static properties there is a scaling given from the mass density of a system, for the dynamic properties the scaling is only xed up to a constant. This constant will be determined within the mapping of viscosities of a simulation system and the experimental system. During the melt simulations the excluded volume interactions of the monomers are taken into account via the repulsive part of a Lennard-Jones interaction. Starting from a mass density of pc = 1:05g=cm 3 (BPA-PC at 500 K) and the simulation number density of MD = 0:85 ?3 we arrive at a length scaling of 1 = 5:56 A for the present case. The simulation number density is the usual one from melt simulations of coarse grained models. The number density in the simulation is scaled with the temperatur dependency of the mass density. Thus the scaling factor stays constant for all simulated systems at all temperatures while simulation temperature is kept to k B T = 1 (see above). Simulations were performed by integrating Newton's equations of motion for a coarse grained model with a velocity Verlet algorithm 13]. In order to keep the temperature constant and to stabilize the algorithms all particles are weakly coupled to a heat bath and background friction (standard procedure for melts). For the present system the background friction is about 100 times weaker than the monomer-monomer friction, and therefore irrelevant for the results. The simulation systems typically comprised between 1000 and 10000 model monomers of chains of 20 or 60 model monomers, resulting in systems between 500 and 5000 real chemical repeat units. For our cubic simulation books this means that one can take easily into account systems of up to 125 A 3 . The resulting speed up compared to microscopic simulations is of the order of 10000. As it turns out the interchain interactions strongly modify the angular distribution functions compared to the isolated chain. This is important as it means, that there is now simple random walk equivalent for the local chain conformation. To employ the static properties in more detail we lateron reintroduce the complete chemical structure.
For the coarse grained model we rst check the dynamical properties as a function of temperature, especially as a function of approaching the glass transition temperature. The properties of many materials when approaching the glass transition temperature and this also holds for polycarbonates, is 
with < R 2 > being the end to end distance of the chain and s the length scaling factor between the experimental system and the model system. Using eq. 5 we can compare the model dynamics with the melt dynamics of the di erent species, since we have one case where the highest experimental temperature and the lowest simulation temperature coincide. This gives the relation 1 = 2:21 10 ?10 sec (7) where is the simulation time unit within the Lennard-Jones framework. The simulation time step is typically t = 0:01 . The comparison of eq. 6 however should only be taken as a guide to the eye since the experimental systems and the simulations systems comprise di erent chain lengths and also the e ect of polydispersity might alter this absolute scale by some prefactor. Compared to other molecular dynamic simulations of microscopic models the simulation time step is roughly three orders of magnitude larger than there.
Taking the simplicity of the potentials and the short range nature of the interactions into account the resulting speed up is of the order of O (10 4 ) .
Inverse Mapping from Mesoscopic back to Microscopic Regime
There are various ways to check the quality of the resulting structures with respect to experiment. A typical check would be to compare the mean square end to end distance < R 2 > to results from scattering experiments. However, since the experimental samples are highly polydisperse, the resulting answers from scattering experiments are somewhat questionable. Furthermore, a crucial check is the direct comparison of conformations of systems. In order to be able to compare the conformations resulting from the simulations unanimously to experiment we reintroduce the chemical details into the coarse grained chain. This is one of the reasons why it was so important to device a mapping procedure which stays near to the chemical structure of the objects. We have a one to one correspondence of the model monomers to the di erent parts of the chemical repeat unit of the chains. To do this we go back to the use of commercial packages since the detailed force elds are not any longer of essential importance. To reintroduce the details we start out with the chemically detailed chain with the correct bond angles and bond lengths. Then the chain is placed in the system and rotated via the torsional degree of freedom along the path of the coarse grained chain. Then the structure is optimized via a simple steepest descent algorithm. By this approach all individual chains are mapped onto their chemically detailed chains individually. The deviations of the minimized structure from the starting structure are extremely small < r 2 >= 0:01 A 2 . In a second step all chains are combined and due to the introduced Van-der-Waals interaction within a short MD run locally equilibrated. This local equilibration of course only includes motion of a very small distance. Since for these resulting packing structures the polydispersity e ects of the experimental melts should not be that important, we now can calculate the coherent structure function of our systems and compare them directly to neutron scattering. The structure function S(q) is given by
For this comparison all atoms of the systems are explicitly included with their corresponding scattering length 14]. Fig. 6 and 7 give two typical examples for BPA-PC. In Fig. 6 we show the results of a fully protonated system and compare the data to both, neutron scattering and previous amorphous cell simulation. Fig. 7 gives the example where the methyl groups are deuterated. Unfortunately for these systems we have no amorphous cell data available. Other considered structure functions show the same agreement to experiments while for TMC-PC the density uctuations are greater than for BPA-PC which leads to smeared out peaks for the structure factor. The data are in excellent agreement to experiment. The partially deuterated examples actually show that the simulations are able to reproduce details of the scattering curves down to the smallest possible values of q compared to the box size. This is much more crucial than the direct comparison of the average chain extensions since as it can be shown by comparison on the coarse grained level, the interpretation of scattering data for polydisperse systems is rather questionable. Similar problems show up in a comparison of simulation data with dynamics in order to determine the entanglement length. As it turns out, the apparent small entanglement length for BPA-PC is a result of a mixture of universal and non universal e ects. Computer simulation and neutron scattering spin echo experiments typically deduce the entanglement length from short time data while rheology does this from long time data.
Detailed comparison for polycarbonates would be very useful in order to understand these deviation from universal behavior somewhat better.
An Even Coarser View on Polymers
So far all systems which were considered still allow the one to one correspondence of a bead of a polymer to the repeat unit of a given chemical species. This still means that the number of degrees of freedom that have to be considered are proportional to the number of monomers of a given chain, causing enormous problems, if one wants to try to simulate big systems, namely many chains instead of many monomers. In order to arrive at a situation where we can simulate many chains we go back to Fig. 1 . There three levels of description were illustrated. The previous two chapters discussed the mapping from the microscopic to the mesoscopic regime and backwards. Now we want to consider another step, namely to try to map the chains from the mesoscopic system up to the semi macroscopic regime where we replace the chains by soft ellipsoidal particles which can strongly overlap in the melt. For such a model each chain is represented by a soft ellipsoid which varies its size and shape. Thus the whole chain is replaced by a particle with three internal degrees of freedom given by the axes of the mass tensor of the chains. To do this we again follow a philosophy which is very similar to the coarse graining procedure discussed before. The idea is to separate the free energy of a system into an intrachain part and an inter chain part. Thus, for the total free energy F we make the ansatz:
The rst sum runs over all M chains of the system. First let us consider the intra part of the free energy. In a melt the topologically allowed conformations of a self avoiding walk are the very same as in "vacuum". The change from an extended coil state to a random walk state in a melt is a result of the inter chain interactions but not of the intrachain distribution of the conformations. Thus, we characterize the intrachain contribution of a free energy by the number of states which correspond to the given mass tensor of the self avoiding walk. With R being the inertia tensor of the chain with the eigenvalues R 1 ; R 2 ; R 3 (with R 1 > R 2 > R 3 ), we generate, similar as described in the previous chapters, a probability distribution of this mass tensor R, namely P (R). To each given R belongs an average intrachain monomer density distribution (r; R) which is sampled as well.r is the position vector from the center of mass of the chain along its principle axes. The averaging is carried out over all conformations with a given R) Taking into account that the topologically allowed conformations of individual chains in the melt and for the isolated chain are the very same, the intrachain contribution to the free energy from chain i is simply given by
Now we assume that the inter and the intra parts are additive in a way that the inter chain interaction is given by the pairwise overlap of the ellipsoids of the di erent chain. Since each mass tensor corresponds to a density distribution we can write for the inter chain free energy contribution of the pair ij 
Here each of the two density distributions is centered on the center of mass of the corresponding chain, with the local axes oriented along the principle axes. This results in a total free energy (12) (N) is an adjustable parameter accounting for the binary excluded volume as well as the overlapping contribution of the probability distributions. For technical details refer to ref..... The systems we use to test this idea, are simple coarse grained polymer models as they were frequently employed in the study of polymeric melts and networks. An extension to a more re ned coarse grained model for e. g. polycarbonate should be straight forward and is an objective of further work. Within this scheme it is easy to simulate on one DEC-Alpha processor polymeric melts of the order of several thousands of particles meaning chains respectively. Typical systems consist for instance of 10000 chains of N = 100 monomers. The simulation procedure is a standard Metropolis Monte Carlo simulation procedure as described in the earlier chapters of this book. The ellipsoidal particles are randomly distributed in the system starting from their self avoiding walk distribution function. Then a Monte Carlo simulation is performed in a way that the ellipsoids can move in space and can change both the length and the orientation of their principal axes which results not only in a shape deformation but also in translation and rotation of the objects. Fig. 8 gives a typical evolution plot of the ensemble averaged squared radius of gyration of our ellipsoids as a function of Monte Carlo steps for di erent parameters of (N). As Fig. 8 shows the adjustment of allows a precise mapping of the ellipsoidal model onto the explicit chain models at a given density. Note that the distribution functions of the ellipsoids were generated from the self avoiding walk simulations of the isolated explicit chains. In order to show that not only the end to end distance of the ellipsoidal system in the melt agrees with the explicit chain simulation but also the chain statistics correspond to Gaussian statistics we scale the resulting probability distribution function of the radius of gyration for di erent chain lengths within the random walk scaling scheme. Fig. 9 shows this for chain lengths between 25 and 100. Again the agreement is very good. Various other control investigations such as the scaling of the correlation hole support this picture. Thus, we arrive at a simulation scheme which allows us to simulate almost macroscopically big polymeric melt systems. In a very similar way as in earlier studies on phase separations of polymers, we can now also introduce an (N) which is able to distinguish between two di erent species. By doing this one is able to investigate phase separation kinetics and morphology development of huge polymer samples. Such a study is currently being performed. The next step will be the reintroduction of the explicit chains in order to complete the scheme as it is given in the rst gure.
Conclusion
This contribution considered various approaches to bridge the gap between microscopic and the semimicroscopic regime for simulation of complex polymer materials. It is obvious that the described approaches are still only very rst attempts. However, together with the experience described in the other chapters of this contribution a number of di erent methods are being developed now. Considering the progress in these algorithms as well as the improvement of the computer hardware such methods will become more and more important for complex macromolecular systems . The typical extension of the shadow is given by the diameter of the overall coil, as indicated. The characteristic time for this picture to change can vary dramatically depending on chain length and temperature, starting at about 10 ?4 for short chains and "high temperatures" with essentially no upper limit. Looking more closely more of the chain structure is revealed. This is the universal entropy dominated coil regime. Again the variation of time is very large, especially as a function of temperature. Typical times, as they are present in typical experiments are indicated. Only if one again looks much more closely the chemical details of the polymers can be identi ed. There the behavior is governed by the local chemical details of the species under consideration and is energy dominated. The lower time boundary is given by the highest frequency, which usually is from the C-C bond oscillations. Typical coarse grained simulations are situated somewhere in between the coil and the microscopic regime. 
