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Every purely simple Kronecker module M of finite rank is an extension of a 
finite-dimensional torsion-free module N by an infinite-dimensional torsion-free 
module F of rank 1, but not conversely. We prove that for each such N and F a 
purely simple extension M does exist. Extensions of N by Fare built up using linear 
functionals on K(X), the space of rational functions. Our existence proof is based 
on a criterion in terms of such functionals for the pure simplicity of an extension 
M. The possibility of embedding such M back into modules of rank 1 is also 
explored. c 1990 Academic Press, Inc. 
INTRODUCTION 
This paper deals with the problem of detecting whether or not a 
Kronecker module is purely simple. 
The category of Kronecker modules has been a good prototype for the 
study of the representations of A-modules when A is any tame, hereditary 
finite-dimensional algebra over an algebraically closed field K. C. M. 
Ringel’s [R] work in this regard is noteworthy. 
Throughout this paper the ground field K will be algebraically closed. 
The Kronecker modules are simply the right modules over the tame, 
hereditary algebra [t F 1. However, such a module M is best understood 
as a pair of vector spaces (M,, M2) and a two-dimensional space of linear 
maps M, + M,. Indeed, let M, = M[A g], M, = M[g y]. Then the action of 
(A, p) in K* from Mi to M2 is given by 
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In case Mi, M, are finite-dimensional, we are studying a pencil of 
rectangular matrices. Kronecker [K] provided the classification of such 
pencils. Such classification may also be found in [AF], as well as in [G] 
where it has been put to good use in solving certain linear systems of 
ordinary differential equations. 
Most of the infinite-dimensional theory of Kronecker modules has been 
developed by N. Aronszajn, U. Fixman, and F. Okoh. The idea of studying 
pencils of linear maps between two infinite-dimensional spaces likely 
originated with Aronszajn, who was interested in using them to study per- 
turbations of spectral problems CAB]. More recently it has been observed 
that there is a full and exact embedding of the category of Kronecker 
modules into the category of modules over any tame, hereditary, finite- 
dimensional algebra [BBL]. Because of this functor, existence type 
theorems about Kronecker modules can yield similar results for tame, 
hereditary, finite-dimensional algebras. 
We adopt the approach that a Kronecker module M is two spaces and 
two linear maps: M, 2; M,. Abundant background information about 
them is given in [AF], [F], or [Ol]. In particular we speak of sub- 
modules, direct summands, homomorphisms, torsion, dimension, rank, and 
purity. 
If K(X) denotes the space of all rational functions, the module C%? is given 
as K(X) $,“K(X), where a is the identity map and b is the “multiplication 
by X” operator. This &! is the only module that is indecomposable, torsion- 
free, and divisible. See, for example, [AF, Thm. 9.8; R, Thm, 5.31. In 
Proposition 2.1 we observe that a torsion-free module A4 of infinite dimen- 
sion and finite rank is purely simple if and only if every non-zero 
homomorphism M-+ $J? has a finite-dimensional kernel. Such a purely 
simple M must arise in an extension 
where N is torsion-free and finite-dimensional and F is a rank 1 submodule 
of 9 [02, Props, 1.1, 1.21. Extensions of this sort depend on an n-tuple of 
K-linear functionals g,: K(X) + K. It is the relationship of these functionals 
to each other that decides the pure simplicity of M. In Theorem 2.5 we give 
the precise condition for this to happen, and thereby generalize [03, 
Prop. 3.21 from rank 2 to any finite rank. 
.Our criterion for pure simplicity seems complicated admittedly, but is 
useful nonetheless. We use it in Theorem 2.7 to show that any torsion-free 
module of rank 1 is the image of a purely simple module of any finite rank. 
Because for any tame, hereditary, finite-dimensional algebra A there is a 
full and exact embedding of the category of Kronecker modules to that of 
A-modules, we also get in Theorem 2.8 examples of purely simple 
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A-modules of arbitrary finite rank. Theorem 3.4 uses the criterion once 
more to construct purely simple Kronecker modules of any finite rank that 
do not embed in 9. Curiously enough, purely simple modules of any finite 
rank are embeddable in 9@%?; see [OZl, Prop. 1.11. 
1. PRELIMINARIES: THE CLASS E,+, AND THE DERIVED FUNCTION 
We assume some familiarity with Kronecker modules. In particular 
[AF, F] provide a good background to the definitions. In this part we 
collect the main notations and constructions of the paper. 
A height function is any function h: Ku {xc) -+ (0, 1, 2, . ..} u {x}. If 
r E K(X), the field of rational functions in one variable X, and 0 E Ku { ;x ‘,, 
let ord,(r) denote the usual order of r at 8. Given a height function h let 
R,?, R,; be the subspaces of K(X) defined as follows: 
R,={r~K(X):ord~~(r)<h(fI)for all 0 in Ku{cn}} 
R;=jr~R,,:ord,~(r)<h(a)}. 
(1) 
A basis for R,, is given by 
B,,={(X-~)--‘:BEK, l<j<h(@}u(X’:O<j<h(x)}. (2) 
If h(a)= x, then R; = R,,; but if h(m)< x, then a basis of R,, is 
B,!\ (P’“‘}. 
For any height function h, let Ffz denote the module (R;, Rh) with 
bilinear map determined from the basis (a, h) of K2 according to ar = r, 
hr = Xr, for all r in R,;. 
For example, if h(H) = x for all 0 in Ku { ~8 } then Rh = R,z = K(X), and 
F/, is the module 9I? (see the Introduction). All the other F,,‘s are sub- 
modules of 9. A theorem of Fixman states that a module M is torsion-free 
of rank 1 if and only if it is isomorphic to some F,,; see [F, Thms. 3.2, 3.41. 
Note that Fh will be infinite-dimensional if and only if h(0) > 0 for infinitely 
many 8 in K or h(8) = co at some 8 in Ku { cc }. 
For a positive integer m, let P, be the space of polynomials of degree 
cm. Then III” denotes the submodule (P,,- , , P,) of 9. In fact III” is 
precisely F,, when h(0) = 0 for 0 in K and h( co) = m - 1. In Kronecker’s 
classification of the finite-dimensional modules, the ZZZ”‘s account for those 
which are torsion-free and indecomposable; see [AF]. The modules of 
isomorphism type III” are the indecomposable, preprojective modules for 
the Kronecker algebra (see Sect. 3.2 in [Rl]). 
For a positive integer n, we are interested in those modules M which are 
purely simple of rank n + 1. It has been shown by F. Okoh [ 02, Props. 1.1, 
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1.21 that every such M is an extension of a direct sum @:I=, III”/ by some 
infinite-dimensional F,, . That is, 
0 -+ Q ZIZ”‘~ + M -+ F,, -+ 0. (3) 
,=I 
In order to construct examples of such extensions M, K-linear func- 
tionals a: K(X) --+ K are needed. The space of such functionals is denoted 
by K(X)*. The value of a functional a on a rational function r will be 
written as (a, r). 
Take an n-tuple (CC,, . . . . x,,) of functionals in K(X)*, an n-tuple 
(m,, . . . . m,) of positive integers, and a height function h so that F,, is 
infinite-dimensional. Let A4 be the module (( @ :‘= , P ,,,, ,)@R, , 
( 0 :‘= , p,,,, 10 R,, J3 where 
a(p,, . . . . p,,, r) = (p,, . . . . pII, r) 
(4) 
HP,, . . . . P,,, r)= (XP, + <x,, r>, . . . . XP,,+ (4,, r>, Xr). 
The pair of short exact sequences of vector spaces 
with the obvious mappings constitutes a short exact sequence of the type 
(3). A theorem of Okoh [01, Theorem 1.83 states that every M as in (3) 
is equivalent to an extension constructed according to (4). Thus the 
construction of (4) accounts for all purely simple modules of rank n + 1. 
However, some of the modules of (4) are not purely simple. 
The set of all modules constructed as in (4), using all possible (a,, . . . . z,~), 
(m 1, . . . . m,,), and h with F,, infinite-dimensional will be denoted by E,,+ , . 
Such an M in E,+, will be said to have kernel Qy=, III”” and quotient Fh. 
We need to compute homomorphisms from modules in E,, + , to W. When 
doing this, a derivation like K-bilinear map d: K(X)* x K(X) --*K(X) arises. 
The value of d on the pair (c(, r) is denoted l?,(r) and is called the derived 
function of r with respect to CC. This function arose in [LO& Sect. 31. For 
a rational function s and a functional c(, a * s denotes the functional 
r H (a, sr). With this in mind, the map C? is uniquely determined among 
the K-bilinear maps K(X)* x K(X) -+ K(X) by the properties 
a,(rs)=r~,(s)+~,.,(r) and c’,(X) = (a, 1) (5) 
for all r, s in K(X) and r in K(X)*. On the basis {(X- 0) k : OE K, 
k3l}u{X’:k30} ofK(X)wehave 
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d,(l)=O, 
a,(xn)=(C(,1)X)2--‘+(CI,X)Xn~2+ . ..+(C(.X+‘), n3 1, 
(6) 
a,((X-8)~“)= -[(a, (X-8)-‘)(X-8)-” 
+ (a, (x-e)-2)(x-e)-n+’ 
+ ‘. . + (cc, (X- tlpn)(x- e)-‘1, BEK, n> 1. (7) 
If 6’ in K is not a pole of r, neither is it a pole of a,(r). In that case we also 
have 
a,(r)(e) = (a, (X- 6) ‘r) - r(o)(a, (X--Q)-‘). (8) 
From (6) and (7) it also follows that a,(&) c R; for every height function 
h. As well ord,(a,(r)) < ord,(r) whenever ord,(r) > 0. 
2. PURELY SIMPLE MODULES IN E,+, 
We begin our search for a useable criterion for detecting when a module 
in hiI is purely simple. 
PROPOSITION 2.1. Suppose n 3 1, and M is any torsion-free infinite- 
dimensional module of rank n + 1. Then is not purely simple if and only if 
there exists a non-zero homomorphism M + 93 with infinite-dimensional 
kernel. 
Prooj Suppose (cp, $) : M -+ 9? is a non-zero homomorphism with 
infinite-dimensional kernel. By [F, Thm. 2.41, the kernel has rank less than 
n+ 1. By [02, Prop. 1.11, M is not purely simple. 
Conversely, suppose M is not purely simple. By [04, Lemma 2.51, 
M has an infinite-dimensional proper pure submodule L. By [F, 
Lemma 2.1 (g)], L is torsion-closed in M. The rank of L is less than n + 1, 
since L is proper. Extend L (if necessary) to a torsion-closed submodule N 
of rank n. The quotient module M/N has rank 1, and hence is isomorphic 
to a submodule of 9, by [F, Thms. 3,2, 3.41. The canonical projection of 
M onto M/N followed by this isomorphism yields the required 
homomorphism A4 -+ 9. m 
Any module M of rank n + 1 comes from an extension 
O+N-+M-+F+O, 
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where N has rank II and F is torsion-free of rank 1. This simply comes from 
the properties of rank, see [F, Thm. 2.41. If F is finite-dimensional, it is of 
type III”, and then by [FZ, Thm. 31 the module M contains a summand 
of type ZZZ” and therefore is not purely simple. If N is infinite-dimensional, 
then the map M+ F above represents a non-zero homomorphism of A4 
into W with infinite-dimensional kernel, and so A4 is not purely simple by 
Proposition 2.1. Thus, if A4 is purely simple, N must be finite-dimensional 
and F must be infinite-dimensional. This shows once again Okoh’s result 
[03, Prop. B] that purely simple modules of rank n + 1 can only arise as 
extensions of the form (3) and hence as modules in E, + , . 
In light of Proposition 2.1 it becomes necessary to have a formula for the 
homomorphisms A4 -+ 9, when ME E,, i. Suppose then that M is built 
according to (4). Choose rational functions sl, . . . . s,, t, and let 
I+!I:P,,,,@ ...@P,n@R,+K(X) bedefined by 
ti(P ,,...,Pn,Y)=S,(P,-acr,(r))+ ... +&(P,-a,n(T))+tr. (9) 
Let cp: P,,pl@ ... @P,,-,@R; + K(X) be the restriction of $. It turns 
out that the pair (cp, $) gives a homomorphism A4 + 9. Indeed, the fact 
that cp is the restriction of $ guarantees that (q~, $) commutes with the 
action of a in A4 and in 9. That is $a = acp. As for the action of b let us 
compute ICl(b(p,,..., P,,, r)) when (P,, . . . . P,,, r) E Pm,-, 0 ...O P,+, OR;. 
We get 
ICl(b(plt ..‘> P,,, r)) 
=$(Xp, + (@I, r>, . . . . 0, + (CL,, r), Xr) by (4) 
=,g, sj(xP, + ( oc,,r>-d,(Xr))+tXr by (9) 
” 
zjz, sj(XPj+(cr,,r)-xa,(r)-a,.. (X))+tXr by (5) 
= jg, sj(xP, + ( @,,r>--X8,(r)-(Nj,r))+tXr by (5) 
=X i Sj(pj-d,(r))+tr 
(  j=l > 
=&VP,, . . . . pn, r) by (9) 
= W(pl, . . . . pn, r) by the action of b in W 
= bdpl, -., P,,, r) since q is the restriction of $. 
Thus (9, $) is a homomorphism. 
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PROPOSITION 2.2. Let ME E, + , with kernel @y=, III’“‘, quotient F,, und 
built from fiinctionals CI, . . . . CI,, according to (4). For each homomorphism 
(q, $): M + .s? there exist unique rational functions s, , . . . . s,,, t such that II/ is 
gitien by (9). Also cp is the restriction qf $. 
Proqf: The fact that cp: P ,,,, ,@ .. 0 P,,, , OR,; -+ K(X) must be 
the restriction of $: P ,,,, @ ... @P ,,,, @ R,, + K(X) follows from the 
homomorphism requirement $a = acp and the fact that, both in A4 and in 
J?, a acts as an inclusion map. 
Now let e,, . . . . r,,, e,, + , be the standard basis vectors in 
P,, @ . . 0 P,,” 0 R,,, i.e., e, = (0 . 1, ‘0). If some rational functions 
SI, ..., s,,, t are to realize Ic/ according to (9) it is necessary to have s, = $(e,) 
for j = 1, . . . . n and t = $(e,, + , ). Thus uniqueness of the rational functions is 
established, and we define s,, t precisely in that way. 
Then consider the homomorphism (0, T): M + 8 given by s,, . . . . s,,, t 
and formula (9). The difference (q, I/I) - (a, t) is a homomorphism M + .JA 
such that ($-r)(e,)=O for ,j= 1, . . . . n+ 1. The image of (cp, $)-(0, T) is 
in ;& and therefore torsion-free. Hence its kernel is torsion-closed in M. 
However, this kernel contains the torsion generators e, , . . . . e,, + , of M. Thus 
the kernel is all of M. That is (cp, $) = (a, z). 1 
Remark. In [R, Sect. 51, it is shown that for any tame, hereditary, 
finite-dimensional algebra, there exists a unique indecomposable torsion- 
free divisible module Q. Any torsion-free module X can be embedded into 
a direct sum Y of copies of Q such that the quotient is torsion-regular [R, 
Theorem 5.51 (see Sect. 4 of [R] for a description of torsion-regular 
modules). The number of copies of Q in a direct decomposition of such a 
Y is an invariant of X and is called the rank of X. For Kronecker modules, 
the unique indecomposable torsion-free divisible module is .JA. Let A4 E I:,, ~ , 
be built using the linear functionals (x, , . . . . r,,) and have kernel @ yZ , 111”‘~ 
and quotient F,?. There exists a homomorphism (a, z): M + @ ;T: .M, 
where u is the restriction of 5 and z(p,, . . . . P,~, r)= (p, -?2,(r), . . . . 
p,, - Pz(r,, 1, r) for all p, E P,,, and r, E R,,. This map is clearly a 
monomorphism and it is not very difficult to show that its cokernel is tor- 
sion-regular. That is, this map is an embedding which satisfies Theorem 5.5 
in [R]. Any homomorphism (n, p): 0;:: .%‘-+.& has the form; n is the 
restriction of p and there exist rational functions r, , . . . . r,, + , such that 
P(f;, ...,.f;l+I)=r,f’, + ... +r,,+,.f;,+,, for all ,f; E K(X), 
see [F, Theorem 3.61. By Proposition 2.2, we see that any homomorphism 
from M to &’ factors through the embedding (0, t). It would be interesting 
to know if this happens for the general setting. To be more a precise, let 
n denote a tame, hereditary, finite-dimensional K-algebra, and let A4 be 
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A-module which is an extension of a finite-dimensional preprojective 
module by an infinite-dimensional rank 1 module. Then A4 is torsion-free 
and hence we have an embedding of A4 into a direct sum of copies of Q, 
with torsion-regular quotient. Here Q is the unique indecomposable, 
torsion-free, divisible A-module. Is it the case that every homomorphism 
from M to Q factors through this embedding? 
In order to decide when homomorphisms from modules in c,, + , to 94’ 
have a kernel of infinite dimension, two lemmas are needed. 
LEMMA 2.3. Let b E K(X)*, 3, E K, 0 E K u { m }. Also suppose that V is a 
set of rational functions ,for \<lhich the set of orders at 0, ord,( V), is not 
bounded above, ~~~hile the set (a,(r) - j&r: r E V} consists of functions for 
which the orders at 0 remain bounded above. Then b( (X -- 0) “) = 0 for 
n 3 2. 
ProoJ We first treat the case 0 = a, whereby we want /3(X”) = 0. Using 
(6) we can, by replacing each r in V by its polynomial part, suppose that 
V is a set of polynomials of unbounded degree. Since the set 
{ ZB(p) - 2~: p E V} consists of polynomials of bounded degree, i. must be 
0 due to formula (6). Let B be a bound for the degrees of 8,(p), where 
PE V. If pE V and p=pO+p,x+ ... +p,,X” with pI1 #O, then (6) yields 
?B(P) = (P? 1) P,,X” ‘+((P,x>p,,+(B, l)P,,-,1x’“-‘+ “. 
+((8,x”>P,,+(B,x”~‘>P,, ,+ “’ 
+ (fi, l>p,, -k)Yi k ‘+ .” 
+KB,J--‘>p,,+ “‘+(B, l)P,). 
For any positive integer k take p in V with degree n such that 
n-k - 1 > B. Since BB(p) has degree 6 B, its coefficients for 
XNP’ XnPkP’ must vanish. Since p,,#O, we get 0=(/I, l)= 5 ‘., 
(/I, X) = . . . = @, X”). 
NOW suppose 8 # a. Using (7) we can, by replacing each r in V by its 
principal o-part, suppose that V is a set of functions with poles only at 8. 
That is, V consists of polynomials in (X- 0))’ of unbounded order and 
having no constant term. Let B be the bound for the order at 8 of 
aB(r)-2r, where rE V. Write such r in V as r = Cy=, r,(X- 0) ml with 
r,, # 0. Then (7) yields 
h-i?,j(r)= i ir,(X-8) ’ 
,= I 
+ i r, i (fl, (X-8)’ I ‘)(X-H)--‘. 
,= I != I  
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By interchanging the order of summation this becomes 
ilr-ap(r)= i I.?-,+ i ri(fi, (x-e)‘-’ ‘> (x-e)--‘. 
/=l ( ,=, > 
For any positive integer k, take r in V with order n at 9 so large that 
n-k> B. Since Ar- a,(r) has order <B, its coefficients must vanish at 
(X-Q))“, . . . . (X- 0)kpn. That is 
r,(i+ (/I, (x-e)-‘))=0 
r,,-,(i+ <A (X-W’))+r,,(B, (X-V2) =O 
rnmk(A+ (fi,(X-W'))+r,, k+l (p,(X-0) ‘)+ ... +r,(P,(X-f3) k Ij=o. 
Since r, # 0, we conclude E, + (/I, (X- 0) ’ ) = 0 and then recursively that 
o= (b, (x-e)-*) = (fl, (x-e)-3) = “’ = (fi, (X-e)-k-‘). 1 
Let 8 E Ku {cc }. The ring of polynomials in (X- Q) ~’ will be written as 
K[(X-O)P’]. Each r in K[(X-61P’] acts on the dual space 
K[(X-e)p’]* of K-linear functionals on K[(X- 0) ~ ‘1 by the rule 
c( H u * r. This makes K[ (X- 0) ’ ] * into a K[(X-e)- ‘]-module. (When 
0= co, replace (X- 0) ’ by X.) We also note that the space K[[X]] of 
formal power series is a K[X]-module because it contains the ring K[X]. 
The next lemma deals with linear dependency in these modules. Its proof 
is essentially the same as that of Proposition 2.1 in [OZ2], and so we omit 
it. 
LEMMA 2.4. Let tie Ku (01). Thefunctionafs a,, . . . . CI, in K[(X-0). ‘I* 
are linearly dependent over K[ (X- 0) -‘I if and only if the formal series 1, 
CFzO (aI, (X- e)-k) Xk, . . ..CFzO (a,, (X- e)- k, Xk are linearly 
dependent over K[X]. 
In particular, if a,, . . . . a, are functionals on K(X) and si, . . . . s, are 
rational functions in K[(X- e))‘], then a1 * s1 + ... + a, * s, kills 
K[(X-e)p’] if and only if the formal series 1, C,“=, (a,, (X-8)-mk) 
Xk, . . . . C,“=, (a,, (X-f9)k) Xk are dependent over K[X]. 
We are now ready to present our criterion for pure simplicity. 
THEOREM 2.5. A module M in E,, , constructed from the linear func- 
tionals aI, . . . . a, and having quotient F,, , fails to he purely simple if and only 
if either 
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(a) for some 9 in K u {co} with h(8) = co the formal series 1, 
C,“=, (c~~(X--O)-~) Xk, . . . . C,“=O (LX,, (X-O)pk) Xk are dependent over 
K[X] or 
(b) for some non-zero choice of polynomials (q,, . . . . qn, p) the set 
8EK:h(B)>Oand i q,(O)(a,,(X-8)-‘)=p(B) 
i= I 
is infinite. 
Proof: Suppose A4 is not purely simple. By Propositions 2.1 and 2.2 
there exist rational functions si, . . . . s,, t not all zero, and an inlinite-dimen- 
sional subspace V of R, such that 
s,lJ,,(r)+ ... +s,aan(r)= tr (10) 
for all r in V. By the nature of R, and since dim V= co, V is such that 
either 
(i) the set of orders ord,( V), at some 0 in Ku {co }, where 
h(6) = co, is unbounded or 
(ii) for infinitely many 0 in K with h(B) > 0 there are functions r in 
V with poles at 0, i.e., 0 < ord,(r) d h(0). 
Suppose that (i) happens. By multiplying through by a suitable rational 
function, each of the s,, . . . . s,, t in (10) may be assumed to have a pole at 
most only at 8, i.e., s,, . . . . s,, tEK[(X-8)-‘1. (If 0= co, replace (X-0))’ 
by X.) Using (4) condition (10) becomes 
i (a,(s,r) - a,, ,(sj)) = tr. 
j=l 
Then by (4) again, we get 
which becomes 
a q;=,x,*s,(r)- i aa,.rtsj)=r(t- 5 a,(s,) (11) 
j=l ,=l > 
for all r in V. 
Formulae (6) and (7) tell us that the derived function never increases the 
order of a pole, i.e., ord,(as (u)) < ord,(u) for all functionals /3 and all func- 
tions u. Thus, if t-c:=, a,(~,) in K[(X- @)-‘I is non-constant and r in 
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V is taken with a pole at 0 such that ord,(v)>ord,(si) for all j, Eq. (11) 
cannot hold because the orders at 0 will not agree. Therefore 
t - Cy=, a,,(.~,) is a constant, say jti. Thus (11) becomes 
where fi = Cy=, X, * s,. Regardless of r in V the orders at 6 of the functions 
Cg= 1 a,,,,(~~) are bounded by max(ord,(s,), . . . . ord,(s,,)). Hence, by 
Lemma2.3, (p, (X-Q)“)=Oforn>2.But (8, (X-Q))“)= (/?*(X-Q))‘, 
(X-O)p”+2) for n>2. Hence fl*(X-8))2=C~=, 0,*s,(X-0)-~ 
vanishes on K[(X-tI)‘]. Since (10) cannot hold unless some s,#O, we 
conclude from this and Lemma 2.4 that condition (a) happens. 
Now suppose that (ii) were the case. By multiplying through by a 
suitable rational function in (lo), sI, . . . . s,, t may be taken to be polyno- 
mials. Let r in V have a pole at 0 of order n3 1 and write r= (X-0))“~ 
with u(0) # 0. By use of (4) Eq. ( 10) for this r becomes 
i (X-0). ~Sjc?&)+ i a E,*u((X-e)--“)=(X-e)-“tu. 
j= 1 /=I 
Multiply through by (X- 0)’ and compute d,, .((X- 0)-n) to get 
/=I 
x ii: i Sj(X, * u, (X- O)‘-“-1)(X- 0)-j= tu. 
j=l ,=I 
We want to evaluate both sides of this at 0. The term above with the 
double summation is a polynomial with value at 0 equal to Cy= r (c(, * U, 
(X-O)-‘). By (8) the value of the first term above at 8 is 
i Sj(O)[(olj* U, (X-O)pl)-U(O)(OZj, (X-O)pl)] 
i= 1 
Thus, evaluating the equation above at 0 yields 
Cancel u(Q) to get 
i sj(e)(cr,, (X- e)-1) = -t(e). 
j= I 
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Since we are in case (ii) this holds for infinitely many 0 with h(8) > 0. Then 
condition (b) follows with qj = sj and p = -t. 
Now consider the converse. Suppose (a) holds. By Lemma 2.4 there are 
rational functions si , . . . . s, in K[(X- 0) -‘] not all 0 such that CJ!= i uj * s, 
vanishes on K[(X- 0) -‘I. Let t = XI= i a,(.~~). Define a non-zero module 
homomorphism (cp, II/): M-+1 as in (9) with these s, and t. Note that 
K[(X-6))‘] G R, because h(B)= a. For each r in K[(X-U))‘] we have 
$(O, . . . . 0, r) = i 2,, .(sj) - i d,,(rsi) + tr 
j= 1 ]=I 
= C aorirr(Jj)-r C a,(sj)- C d.,..s,(r)+tr 
,=I ,= I /=I 
=r t- i az,(Sj) 
( 1 
+ i a.,.,(Sj)-dZ;=,,,.,,(r). 
J=l /=I 
Since CJ!= i o[~ * si vanishes on K[(X- 0))‘] so does dXyZI “,*‘, by (7); and 
from the choice of t we get 
4W, . . . . 0, r) = i aMi. ,b,). 
Now from (7), it follows that the right-hand side of this lies in the 
finite-dimensional space of all u in K[(X-8))‘] with ord,(u)< 
max(ord,(s,), . . . . ord,(s,)). Hence the kernel of $ is infinite-dimensional. 
Therefore so is the kernel of the homomorphism (cp, $), and by Proposi- 
tion 2.1, M is not purely simple. 
Finally assume (b) holds. Define a non-zero homomorphism 
(cp,+):M-+&! as in (9) with si=q, and t= -p. For BEK with 
h(8)>0, Il/(O, . . ..o. (x-e)-‘) = -& q,Bmj((x-8)y)-(x-o)-‘p = 
(X-0))’ (Cy=, (ai, (X-O)-‘)q,-p) by use of (7). By assumption the 
polynomials cJ!= I (ori, (X- 0)) ’ ) qj - p vanish at 8 for intinitely many 8 
where h(B)>O. Hence Il/(O, .,., 0, (X-0))‘) are actually polynomials for 
infinitely many 8. Their degrees are less than max(deg ql, . . . . deg qnr deg p). 
Thus $(O, . . . . 0, (X- 0) - ‘) lie in a finite-dimensional space for an infinity 
of 0’s. Hence ker $ and thereby the ker(cp, I++) is infinite-dimensional. By 
Proposition 2.1 A4 is not purely simple. 1 
Remarks. From the part of the proof above (a) that implies A4 is not 
purely simple we can extract a bit more. The non-zero homomorphism 
(cp, IJ): M+a constructed there was such that $(O, . . . . 0, K[(X- 0)-l]) 
had finite dimension. If the height function h were defined by h(0) = co at 
one 8 in Ku {co}, and 0 elsewhere, then R, = K[(X- (3-l-J. So condition 
(a) would yield a non-zero homomorphism M -+ %? with finite-dimensional 
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image. By [FZ, Thm. 31 this would force M to have a finite-dimensional 
direct summand. Thus we have an alternate proof that, if h(8) = co at one 
0 and 0 elsewhere, a module M in E, + , is purely simple if and only if M 
has no proper finite-dimensional direct summand. This was first proven in 
[OZ2, Thms 1.1 and 1.81. 
We conclude this section by using Theorem 2.5 to construct purely 
simple modules at will. 
Let 1,) . . . . i, be distinct elements of K. For i= 1, . . . . n and 8 in the 
algebraically closed field K let f, (19) be one of the square roots of 6’ - A,. It 
is known that the ring of functions generated, by using pointwise addition 
and multiplication, from all polynomials and the f;s is an integral domain 
K[X, fi, . . . . f,]. Also the functions f,, . . . . f, are linearly independent over 
K[X]. In fact its field of fractions is a Galois field extension of K(X) with 
Galois group G = @y=, Z/(2). Each 0 in G is an n-tuple (gI, . . . . a,) of O’s 
and l’s; and r~ acts on the extension by sending f, to (- l)“‘,f,. 
LEMMA 2.6. If ql, . . . . q,,, p are polynomials not all zero, then the set 
~EK: i qi(e).fz(Q)=Ae) is finite. 
,=I 
Proof: Let f = c’= , qlfi - p. This f is inside K[X, f i, . . . . f,], and 
f # 0. Then the product Z7,, G a(f) is a non-zero polynomial with only a 
finite number of roots in K. Hence e,ach of its factors, including h has only 
finitely many zeros. 1 
Before constructing purely simple modules we also observe that the 
space K[ [X] ] of formal series is of infinite dimension over K[X]. For 
example, in characteristic zero, the series for 1, ex, ezX, e3X, . . . are linearly 
independent over K[X]. 
The next result extends [03, Corollary 3.61. 
THEOREM 2.7. Given n > 1, any torsion-free module of rank 1 and infinite 
dimension is the image of a purely simple module of rank n + 1. 
Proof: The given torsion-free module of rank 1 is F,, for some height 
function h. Since Fh is infinite-dimensional, then either h(B) = cc for some 
0 in Ku {co } or h(0) > 0 for infinitely many 0 in K. 
To construct the purely simple module M of rank n + 1 with image F,, 
it remains to define functionals c1i, ..,, a, on K(X) such that both conditions 
(a) and (b) of Theorem 2.5 are violated. We shall specify ai on the usual 
basis of K(X). 
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Since K[ [X] ] is infinite-dimensional over K[X] we may, for each 8 in 
Ku { cc }, find coeflicients ajk(6) in K such that the formal series 
1, a,,(6) Xk, . . . . 
k=O 
are independent over K[X]. For each f3 in Ku { co } a change of finitely 
many a,,(O)‘s has no effect on this independence. If we let f,, . . . . f, be the 
functions defined prior to Lemma 2.6 we can arrange it so that for each 8 
in K, the coefficients a,,(e) of X are h(O). 
For 0 in K and k > 1 define a,((X- (3) -k) = ~~~(0). For 0 = cc and k 3 0 
define ol,(X”) = aik(co). 
From Lemma 2.6 it follows that the set (0 E K: C:= 1 qi(0) cc,((X- e)-‘) 
= p(8)) is finite whenever q , , . . . . q,,, p are polynomials not all zero. Thus 
a 1, “., u, violate condition (b) of Theorem 2.5. Furthermore the power 
series 
1, f N1((X-e)-k)Xk, . ..) f q&Y-8))k)Xk 
k=O k=O 
are independent over K[X]. Hence a,, . . . . q, violate condition (a) as 
well. 1 
The construction of Theorem 2.7 also has implications for the category 
of modules over any tame, hereditary, finite-dimensional algebra A. 
A definition of these terms is in [R]. 
THEOREM 2.8. The category of modules over any tame, hereditary, finite- 
dimensional algebras contains purely simple modules of arbitrary finite rank. 
Proof Let A be a tame, hereditary finite-dimensional algebra. In [Gal, 
it is observed that there exists a functor T from the category of Kronecker 
modules to the category of A-modules which is a full, exact embedding and 
commutes with direct limits (also see the tables in [DR]). In [L, Cor. 2.31, 
it is further observed that T preserves purely simple modules. If T also 
preserves the property of being torsion-free and rank, then applying T to 
the Kronecker modules in Theorem 2.7 would yield our result. The 
existence of the functor T is deduced from the tables of [DR]. By using 
these tables it is seen that T also preserves the preprojective and the linite- 
dimensional torsion-regular modules. A module M for a tame, hereditary 
finite-dimensional algebra is torsion-free if and only if it is a direct limit 
M = l&r M, of finite-dimensional preprojective modules. Thus, T(M) = 
lim T(M,) is again torsion-free. 
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Now suppose M is a rank n + 1 Kronecker module. Then, there exists a 
short exact sequence 
with F torsion-regular (see the remark after Proposition 2.2). The module 
F is a direct limit F= l&r F, of finite-dimensional torsion-regular 
Kronecker modules. Applying T leads to 
n+ I 
O-T(M)-+ @ T(B)+@ T(F,)+O. 
r=l 
Since a direct limit of finite-dimensional torsion-regular modules is torsion- 
regular and T(R) is the unique torsion-free divisible A-module (this follows 
from the fact that T preserves preprojectives) we see that the rank of T(M) 
is n+ 1. 
Since purely simple Kronecker modules of arbitrary finite rank have 
been known to exist for some time, see, e.g., [01, Thm 31, it is not essen- 
tial to have had Theorem 2.7 before Theorem 2.8 could be proven. In fact 
the use of the functor in the proof of Theorem 2.8 is anticipated in the 
introduction to [02]. 
A question that may be asked is whether Theorem 2.7 applies not just for 
Kronecker modules but for A-modules where A is any time, hereditary, 
finite-dimensional algebra. 
3. EMBEDDING AND REDUCTION 
A Kronecker module M embeds in 9 if there is a monomorphism 
M-+9. 
Since the rank of 9 is 1, a first guess might be that M does not embed 
in 9 if the rank of M is greater than 1. This is not the case. If M is finite- 
dimensional, torsion-free of any rank, i.e., a direct sum of Ill”?, then M 
embeds in 99. If M is purely simple of rank n, then M contains a purely 
simple submodule N of rank n such that N embeds in 9 and M/N is Iinite- 
dimensional [03, Thm. 3.71. If ME E,+ , with quotient F,,, and if the set 
{e~K:h(8)>0} h as cardinality less than that of K, then M embeds in 9 
[ OZl, Prop. 2.11. If M is purely simple of finite rank, Proposition 2.1 says 
that any non-zero homomorphism M + 9 has a finite-dimensional kernel. 
From these observations one might now guess that the purely simple 
modules in E, + , embed in 9. This is also not the case. In [OZl, Prop. 2.51 
it is shown that there exist purely simple modules in E*, which do not 
A CRITERION FOR PURE SIMPLICITY 65 
embed. In this section we show that for each n there exist purely simple 
modules in E, + i , which do not embed. 
A module M in E,+ , , with kernel @J’=, III”, is said to reduce if M is 
isomorphic to a module L in a,,+, , with kernel @l=, ZIZ’J with 
C 1, <C mj. The reduction problem for .Q has been considered in [02, 
LOZ]. If ME&,+,, with quotient F,,, and { 8 E K : h(8) > 0} has cardinality 
less than that of K, then M reduces [02, Lemma 1.71. In [LOZ, Thm. 4.31 
it is shown that there exist purely simple modules in Ed, which fail to 
reduce. We show that this holds even for E, + , . 
The reader may feel that since purely simple modules of rank 2 are 
known, which neither embed nor reduce, then obviously purely simple 
modules of rank >2 must abound which neither embed nor reduce. 
However, this is not so obvious for two reasons. First, a purely simple 
module of rank >2 cannot contain purely simple modules of rank 2, due to 
[02, Prop. 1.11. Second, the homomorphism formula (9) applied to a 
module of rank n + 1 comes from selecting IZ + 1 arbitrary rational func- 
tions. The more such functions one has the easier it may become to have 
an embedding. 
For any two functions f, g defined on a set J it will be convenient to let 
J(f= g) denote the set (0eJ :f(0) = g(8)). Also for a height function 
h:Ku{co}+{O, 1,2,...}u{co} let J,, denote the set {8~K:h(0)>0}. 
The cardinality of a set J will be written as Card J. 
Let R denote the set of all n + 1-tuples (ql, . . . . q,!, p) of polynomials 
having no proper common factor and such that some qj # 0. 
The following theorem extends [LOZ, Thm. 2.31, and the proofs are 
similar in some ways. However, they differ in enough places to make 
inclusion of our proof worthwhile. 
THEOREM 3.1. Let JC K with Card J= Card K. Let {R, : m = 1,2, . ..} 
be a partition of R. Then there exist functions fi: J+ K, i= 1, . . . . n such that 
for each (q,, . . . . qn, PI in R, 
m<CardJ@, q,/,=p)<m. 
Proo$ First suppose K is uncountable. Let P be the prime subfield of 
K. Inside J pick a transcendence basis T of the field P(J) over P. Extend 
T to a transcendence basis B of K over P. Since K is uncountable and 
Card K = Card J, we have Card T = Card J = Card K > Card( lJ ,“= i R,). 
Let (ql, . . . . qn, p) be an arbitrary element of R. For ease of notation put 
4 = (413 . . . . qn, p). Now fix a finite subset B, of B so that the coefficients of 
ql, . . . . q,,, p are all algebraic over P(B,). 
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Take a partition {T,,j; m=l,2 ,..., j=l,..., m} of T so that 
Card(T,,i) = Card T. By [LOZ, Lemma 2.21, there exists an injection 
cp .:R,+Tmj m .I for each m 2 1 and j= 1,2, ,.., m, such that for each 
q E R,, (Pm, j(qj # B, u { 8; qi(0) = 0 for some non-zero qi}. 
Now, J is a disjoint union of the sets J, = IJ, , (Pi, ,(R,) and Jz = J\J,. 
We define fi, . . . . f,, on these sets in the following way. Let A,, . . . . A, be 
distinct elements of K. On Jz, let fi(e) be one of the square roots of 
8 -Ai, i= 1, . . . . n. Let Aj z R, i= 1, . . . . n, be the following subsets: 
A, = ((41, ..., q,,,p); q1 #O>, and for i> 1, Ai= {(q,, . . . . qn, p); q1 = ... = 
qiP1=O, qi#O}. We have R=o;=, A,. Let U~,=~m,j(RmnAi), 
i = 1, . . . . n. The injectivity of (Pi, j implies that pm, ,(R,) = Uy=, Urn,, for 
each m > 1 and j = 1, . . . . m. We define fi , . . . . f,, on J, by defining them on 
each UkX j. Let Y,,,(q)E 'L3.j' For k # i, let fk(qm,i(q)) be one of the 
square roots of pm, j(q) - Ak, and let 
(qi((Pm, j(4)) 
(12) 
The functions fi, . . . . f,, have been custom built so that C q1 f, = p at the dis- 
tinct elements (P,,,, ,(q), . . . . q,,,(q) of R,. Hence m d Card J(x qi fi = p) 
for each (ql, . . . . qn, P)E R. 
To check that J(C qifi=p) is finite for each (q,, . . . . qn, p) E R,, s fixed, 
it suffices to check that J,(C q, f;=p) and J2(C qi f, =p) are both finite. 
The second set is finite by Lemma 2.6. The first set is finite because it is a 
subset of B, u { Ai, . . . . An} u (40, ,(q), . . . . (p,,,(q)} as will be shown now. 
Suppose OEJ,(C qiL=p), i.e., ~EU,,,(P~,~(&) and 
(13) 
So, for some natural number m, some q’ E R, (here q’ = (q;, . . . . qk, p’)), 
and some j=l,...,m, O=(Pm,j(q’). Then e$B,.. For some l<idn, 
8 E UL, j. Using (12) and (13) we have 
( k$, q,(~)fdw)+ (qj(~)(pv)-x,.jq;(mm))=p(e) 43) (14) 
Let g, = q\qk - qiqb, k = 1, . . . . n, k # i, and h = qi p - qi p’. If we multiply 
both sides of (14) by q;(e) and gather the coefficients of f,(d), k = 1, ,,., n, 
k # i, we obtain 
i gk(e)fk(e)=h(e). 
k=l 
k#i 
(15) 
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Put g = C; = r, k + i g, fk - h. Let G be the group @ yrj Z/(2). Each 0 E G 
acts on g in a similar fashion as in the proof of Lemma 2.6. We have that 
w= no.0 o(g) is a polynomial. The coefficients of w  are made up from 
products and sums of the functions g, and (x-n,), k = 1, . . . . n, k # i. As a 
result the coefficients are all algebraic over P(B, u B,, u {i,, . . . . A,}). Thus, 
if w  # 0, then it follows from (15) that ‘0 is algebraic over P(B, u B,, u 
{iI, . ..) A,}). However, OEB. Therefore OEB,UB,.U (llr...,ln}. But 
e$B;. So &Byu (,I,, . . . . I.,}. If w  = 0, then o(g) = 0 for some g E G. As in 
Lemma 2.6, this is impossible unless g, = 0 for all k # i and h = 0. This 
implies qk = q;q;/qi for all k # i and p = qip’/q,!. Since gcd(q,, . . . . qn, p) = 1, 
we must have qi = 1. This gives q(qk = qk for all k # i and qj p = p’. Again, 
since gcd(q;, . . . . q:, p’) = 1, we have q: = 1. This implies qk = q; for all 
k = 1, . . . . n and p = p’. That is q = q’. By the disjointness of the sets R, we 
have m=s. Hence e=cPm,,(q’)=cPs,j(q) E (cps,l(q)T -., cp,,,(q)). 
Next suppose K is countable. Let I,, . . . . I, be distinct elements of K and 
let q = (ql, . . . . q,,, P) and q’ = (4; , . . . . q:, p) be elements of R. For each 
i= 1 3 .“, n let g, = qiqk - qiqb, k = 1, . . . . n, k#i, and h,=q:p-q,p. Put 
Si=C kfi g,(X- &)li2 - hi (here (6’- /2k)1/2 is one of the square roots of 
0 - &). Let G = @ ::: Z/(2), and let wi = nIosG a(g,). Each wi is a poly- 
nomial. These polynomials do not depend on which square root of 8 - E,, 
was chosen. Let K,, ys = (0 E K, wi(0) = 0, for some non-zero wj}. For each 
pair q, q’ the set K,,,. is finite. 
Since K is countable, so is R = u,“= 1 R,. Suppose R has been 
enumerated, hence well-ordered with all of its initial segments finite. For 
each q E R, the set A, = UY.E R, y9 <y K,, 4Z is finite. Take a partition (J,,,; 
m = 1, 2, . . . . j= 1, . . . . m} of J so that 
Card J,, , = Card J = Card K > Card R. 
Choose an injection (P,,,, j: R, -+ J,,,, for each m > 1 and j = 1, . . . . m, such 
that (Pm, j(q) $ A, u { 8 E K; qi(e) = 0, for some non-zero qi}. Now J is parti- 
tioned by the sets J, = u,,i c~,,~(R,) and J2= J\JI. Define fr, . . . . f, as in 
the uncountable case. We have for each q E R, m d Card J(C qi fi = p). To 
complete the proof, we need only show that given qE R,, 
Card JI(C qifi = p) < co. We will do this by showing that each 
8E J1(C qifi=p) is an element of the finite set A, u (cps, 1(q), . . . . q,,,(q)}. 
Let 0E J1(C qifi=p). Then, 0= cp,,,j(q’) for some q’c R, and 8$,4,,. If 
q = q’, then s = m and 0 = (Pi, Jo {cp,, 1(q), . . . . cp,,,(q)}. So, assume q #q’. As 
in the uncountable case, we have that 8 is a root of wi, for some 1 d i 6 n. 
Since q # q’, we have wi # 0. So (3 E K,, y,. If q’ > q, then l3 E A,,, which is a 
contradiction. So q’ < q and 8 E A,. 
COROLLARY 3.2. rf d(q,, . . . . q,,, p) is a positive integer attached to each 
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(q,, . . . . q,, p) in R and JC K with Card J= Card K, then there exist func- 
tions f, : J+ K, i= 1, . . . . n, such that for each (q,, . . . . qn, p) in R 
ProoJ Let R, = ((41, . . . . q,,, P) : d(qi, . . . . q,,, p) = m} and apply 
Theorem 3.1. 1 
THEOREM 3.3. Let h be a height function, m a positive integer and 
(a,, . . . . a,) a sequence of functionals on K(X). Let f,(O)= (a,, (X-O)-‘) 
for each 9 E J,,. Suppose that 
m + max(deg ql, . . . . degq,, degp)GCardJ,(C qif;=P) 
for each (q,, . . . . qn, p) in R. If M in E,, , is a module with kernel 
@y=, III”: quotient F,, and constructed by functionals (a,, . . . . a,,), then 
any homomorphism (cp, $): M+ 92 must be such that dim(ker +) > 
min(C~, I mi, m). 
Proof. By Proposition 2.2 there exist rational functions sr, . . . . s,, t so 
that II/ is defined according to (9). If all si, . . . . s, are 0, then (9) tells us that 
pm, 0 ... @ P,n 0 0 lies inside the kernel of $ so that dim(ker 1,4) B 
C;=, mi. So we suppose some sj#O. If s,, . . . . s,, t are resealed by a non- 
zero rational function, ker $ remains unchanged. Hence, by clearing 
denominators, and common factors, we may suppose that si, . . . . snr t are 
coprime polynomials with some s, # 0. Hence (si , . . . . s,, -t) E R. 
Let 0~ J,,. We have from (9) that 
$(O, . ..) 0, (x-e)-‘) = - i s$,((X- e)-‘) + (x-e)-’ t. 
i= I 
By (7) this becomes 
~cl(o,...,o,(x-8)-1)=(x-e)-’ i (ai,(X-e)-l)si+t 
( i= I > 
=(x-e)-1 i f,(O)s,+t . 
( i=l > 
Now if 0~ Jh(C fis, = -t), then the polynomial C:= 1 fi(0)sj+ t vanishes 
at 6. Thus Il/(O, . . . . 0, (X-f?- i) is a polynomial too, of degree less than 
max(deg sir . . . . deg s,, deg t). The set Jh(C fisi= -t) has at least m + 
max(deg s,, . . . . deg s,, deg t) such 8’s in it because (s,, . . . . s,, -t) E R. Thus 
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Ic/ maps a space of dimension at least m + max(deg si , . . . . deg s,, deg t) into 
a space of dimension at most max(deg si, . . . . deg s,, deg t). Its kernel 
therefore has dimension at least m. 1 
We can now present a non-embedding and a non-reduction result. 
THEOREM 3.4. Let h be a height function with Card J, = Card K, and let 
(m 1, ..., m,) be any sequence of positive integers, then there is a purely simple 
module in E,, , with quotient F,, and kernel @ r= 1 III”, which neither 
embeds in W nor reduces. 
ProoJ: By Corollary 3.2 let fi: J, + K, i = 1, . . . . n, be functions chosen so 
that for each (ql, . . . . qn, p) in R 
$, mi + max(deg ql, . . . . degq,,,degp)bCardJh(~qif;=p)im. 
As in Theorem 2.7 define functionals c~i, . . . . a, on K(X) such that 
(xi, (X--8)-‘) =f,(e) for each 0 in J,,, and such that for each 
BEKU {co} with h(8)= co, the series 
1, f (~~,(x-e)-k)xk ,..., f (~1,,(~-ee)-k)xk 
k=O k=O 
are independent over K[X]. Let M be the extension of @ ;= i HZ”’ by F,, 
constructed as in (4) with these functionals. This M evidently violates 
condition (a) of Theorem 2.5. It also violates condition (b) of Theorem 2.5. 
Indeed, let (q, , . . . . qn, p) be polynomials, not all zero. If all qj = 0, then the 
set of condition (b) is clearly finite. If some q,#O, the finiteness of the set 
of condition (b) is unaffected if any common factor is removed from 
ql, . . . . qn, p. Thus we may suppose (ql, . . . . qn, p) E R. In that case the set of 
condition (b) is finite from the choice of the fi and the definition of 
(ai, (X-e)-‘) when 8EJh. Therefore A4 is purely simple, by 
Theorem 2.5. 
Now, let (cp, $) : A4 + W be any homomorphism. Since Jh(C qifi = p) 
has at least 
i$i m,+ max(deg ql, . . . . deg q,, deg p) 
elements, Theorem 3.3 implies that dim ker I+$ 2 x:7= i m;. In particular M 
cannot embed in 9%‘. 
Suppose that L is another module in a,,, with kernel @r=, ZZZh and 
C;=, Zi < Cr=, mi. Thus, as in (3), there is a projection map of L onto its 
quotient and hence into 9. Let (B, r): L + 9 be this map. We know 
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dim ker r = x:‘=, li. Let (2, ,u): M -+ L be any homomorphism. The com- 
posite(a~~,z~~):M--+.%?issuchthatdimkerro~3~~=, mibywhatwas 
said above. Since C:.‘=, li < C:‘=, mi, p cannot be injective. Hence (1, ,u) 
cannot even be an embedding, not to mention an isomorphism. Therefore 
A4 will not reduce. fl 
Numerous questions about the class a,,+, remain to be settled. For 
example, find two isomorphic purely simple modules L, M in c,,+ I 
constructed from distinct n-tuples of functionals (a,, . . . . a,,), (fi,, . . . . /?,,), 
respectively. The general problem of isomorphism invariants for the class 
E,+ , seems to be quite intractable, much like the one for Abelian groups. 
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