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Abstract
Determinantal point processes (DPPs) are popular probabilistic models of diversity. In this paper,
we investigate DPPs from a new perspective: property testing of distributions. Given sample access
to an unknown distribution q over the subsets of a ground set, we aim to distinguish whether q is
a DPP distribution, or ǫ-far from all DPP distributions in ℓ1-distance. In this work, we propose the
first algorithm for testing DPPs. Furthermore, we establish a matching lower bound on the sample
complexity of DPP testing. This lower bound also extends to showing a new hardness result for the
problem of testing the more general class of log-submodular distributions.
1 Introduction
Determinantal point processes (DPPs) are a rich class of discrete probability distributions that were
first studied in the context of quantum physics [54] and random matrix theory [30]. Initiated by the
seminal work of Kulesza and Taskar [46], DPPs have gained a lot of attention in machine learning,
due to their ability to naturally capture notions of diversity and repulsion. Moreover, they are easy
to define via a similarity (kernel) matrix, and, as opposed to many other probabilistic models, offer
tractable exact algorithms for marginalization, conditioning and sampling [5, 42, 46, 51]. Therefore,
DPPs have been explored in awide range of applications, including video summarization [38, 39], image
search [2, 45], document and timeline summarization [53], recommendation [69], feature selection in
bioinformatics [9], modeling neurons [63], and matrix approximation [22, 23, 50].
A Determinantal Point Process is a distribution over the subsets of a ground set [n] = {1, 2, . . . n},
and parameterized by a marginal kernel matrix K ∈ Rn×n with eigenvalues in [0, 1], whose (i, j)th entry
expresses the similarity of items i and j. Specifically, the marginal probability that a set A ⊆ [n] is
observed in a random J ∼ PrK [.] is P(A ⊆ J ) = det(KA), where KA is the principal submatrix of K
indexed by A. Hence, similar items are less likely to co-occur in J .
Despite thewide theoretical and applied literature on DPPs, one question has not yet been addressed:
Given a sample of subsets, can we test whether it was generated by a DPP? This question arises, for example,
when trying to decide whether a DPP may be a suitable mathematical model for a dataset at hand. To
answer this question, we study DPPs from the perspective of property testing. Property testing aims to
decide whether a given distribution has a property of interest, by observing as few samples as possible.
In the past two decades, property testing has received a lot of attention, and questions such as testing
uniformity, independence, identity to a known or an unknown given distribution, and monotonicity
have been studied in this framework [18, 60].
More precisely, we ask How many samples from an unknown distribution are required to distinguish, with
high probability, whether it is a DPP or ǫ-far from the class of DPPs in ℓ1-distance? Given the richmathematical
structure of DPPs, one may hope for a tester that is exceptionally efficient. Yet, we show that testing is
still not easy, and establish a lower bound of Ω(
√
N/ǫ2) for the sample size of any valid tester, where
N = 2n is the size of the domain. In fact, this lower bound applies to the broader class of log-submodular
measures, and may hence be of wider interest given the popularity of submodular set functions in
machine learning. Evenmore generally, the lower bound holds for testing any subset of log-submodular
1
2distributions that include the uniform measure, and reveals a large gap between sample access and
query access.
We note that the
√
N dependence on the domain size is not uncommon in distribution testing, since
it is required even for testing simple structures such as uniform distributions [57]. However, achieving
the optimal sample complexity is nontrivial. We provide the first algorithm for testing DPPs; it uses
O˜(
√
N/ǫ2) samples. This algorithm achieves the lower bound and hence settles the complexity of testing
DPPs. Moreover, we show how prior knowledge on bounds of the spectrum of K or its entries Kij can
improve logarithmic factors in the sample complexity. Our approach relies on testing via learning. As
a byproduct, our algorithm is the first to provably learn a DPP in ℓ1-distance, while previous learning
approaches only considered parameter recovery in K [17, 67], which does not imply recovery in ℓ1-
distance.
In short, we make the following contributions:
• We show a lower bound of Ω(
√
N/ǫ2) for the sample complexity of testing any subset of the class
of log-submodularmeasures which includes the uniform measure, implying the same lower bound
for testing DPP distributions and SR measures.
• We provide the first tester for the family of DPP distributions using O˜(√N/ǫ2) samples. The sam-
ple complexity is optimal with respect to ǫ and the domain size N , up to logarithmic factors, and
does not depend on other parameters. Additional assumptions onK can improve the algorithm’s
complexity.
• As a byproduct of our algorithm, we give the first algorithm to learn DPP distributions in both ℓ1
and χ2 distances.
2 Related work
Distribution testing. Hypothesis testing is a classical tool in statistics for inference about the data and
model [49, 56]. About two decades ago, the framework of distribution testing was introduced, to view
such statistical problems from a computational perspective [13, 37]. This framework is a branch of
property testing [61], and focuses mostly on discrete distributions. Property testing analyzes the non-
asymptotic performance of algorithms, i.e., for finite sample sizes. By now, distribution testing has been
studied extensively for properties such as uniformity [57], identity to a known [1, 10, 25] or unknown
distribution [20, 24], independence [10], monotonicity [3, 11], k-modality [21], entropy estimation [12,
70], and support size estimation [59, 68, 71]. The surveys [18, 60] provide further details.
Testing submodularity and real stability. Property testing also includes testing properties of func-
tions. As opposed to distribution testing, where observed samples are given, testing functions allows
an active query model: given query access to a function f : X → Y , the algorithm picks points x ∈ X
and obtains values f(x). The goal is again to determine, with as few queries as possible, whether f has
a given property or is ǫ-far from it. Closest to our work in this different model is the question of testing
submodularity, in Hamming distance and ℓp-distance [14, 19, 31, 62], since any DPP-distribution is log-
submodular. In particular, Blais and Bommireddi [14] show that testing submodularity with respect to
any ℓp norm is feasible with a constant number of queries, independent of the function’s domain size.
The vast difference between this result and our lower bound for log-submodular distributions lies in the
query model – given samples versus active queries – and demonstrates the large impact of the query
model. DPPs also belong to the family of strongly Rayleigh measures [15], whose generating functions
are real stable polynomials. Raghavendra et al. [58] develop an algorithm for testing real stability of
bivariate polynomials, which, if nonnegative, correspond to distributions over two items.
LearningDPPs. The problem of learning DPPs has been of great interest in machine learning. Unlike
testing, in learning one commonly assumes that the underlying distribution is indeed a DPP, and aims
to estimate the marginal kernel K . It is well-known that maximum likelihood estimation for DPPs is a
highly non-concave optimization problem, conjectured to be NP-hard [17, 47]. To circumvent this diffi-
culty, previous work imposes additional assumptions, e.g., a parametric family forK [2, 8, 44, 45, 46, 48],
3or low-rank structure [29, 33, 34]. A variety of optimization and sampling techniques have been used,
e.g., variational methods [8, 26, 36], MCMC [2], first order methods [46], and fixed point algorithms [55].
Brunel et al. [17] analyze the asymptotic convergence rate of the Maximum likelihood estimator. To
avoid likelihood maximization, Urschel et al. [67] propose an algorithm based on the method of mo-
ments, with statistical guarantees. Its complexity is determined by the cycle sparsity property of the
DPP. We further discuss the implications of their result in our context in Section 4. Using similar tech-
niques, Brunel [16] considers learning the class of signed DPPs, i.e., DPPs that allow skew-symmetry,
Ki,j = ±Kj,i.
3 Notation and definitions
Throughout the paper, we consider discrete probability distributions over subsets of a ground set [n] =
{1, 2, . . . , n}, i.e., over the power set 2[n] of size N := 2n. We refer to such distributions via their
probability mass function p : 2[n] → R≥0 satisfying ∑S⊆[n] p(S) = 1. For two distributions p and q,
we use ℓ1(q, p) =
1
2
∑
S⊆[n] |q(S) − p(S)| to indicate their ℓ1 (total variation) distance, and χ2(q, p) =∑
S⊆[n]
(q(S)−p(S))2
p(S) to indicate their χ
2-distance.
Determinantal Point Processes (DPPs). A DPP is a discrete probability distribution parameterized by
a positive semidefinite kernel matrixK ∈ Rn×n, with eigenvalues in [0, 1]. More precisely, the marginal
probability for any set S ⊆ [n] to occur in a sampled set J is given by the principal submatrix indexed
by rows and columns in S: PrJ∼K[S ⊆ J ] = det(KS).We refer to the probability mass function of the
DPP by PrK[ J ] = PrJ∼K[J = J ]. A simple application of the inclusion-exclusion principle reveals an
expression in terms of the complement J¯ of J :
PrK[ J ] = | det(K − IJ¯ )|. (1)
Distribution testing. We mathematically define a property P to be a set of distributions. A distribu-
tion q has the property P if q ∈ P . We say two distributions p and q are ǫ-far from (ǫ-close to) each other,
if and only their ℓ1-distance is at least (at most) ǫ. Also, q is ǫ-far from P if and only if it is ǫ-far from
any distribution in P . We define the ǫ-far set of P to be the set of all distributions that are ǫ-far from
P . We say an algorithm is an (ǫ, δ)-tester for property P if, upon receiving samples from an unknown
distribution q, the following is true with probability at least 1− δ:
• If q has the property P , then the algorithm outputs accept.
• If q is ǫ-far from P , then the algorithm outputs reject.
We refer to ǫ and δ as proximity parameter and confidence parameter, respectively. Note that if we have an
(ǫ, δ)-tester for a property with a confidence parameter δ < 0.5, then we can achieve an (ǫ, δ′)-tester for
an arbitrarily small δ′ bymultiplying the sample size by an extra factor ofΘ(log(δ/δ′)). This amplification
technique [28] is a direct implication of the Chernoff bound when we run the initial tester Θ(log(δ/δ′))
times and take the majority output as the answer.
4 Main results
We begin by summarizing our main results, and explain more proof details in Sections 5 and 6.
Upper bound. Our first result is the first upper bound on the sample complexity of testing DPPs.
Theorem 1 (Upper Bound). Given samples from an unknown distribution q over 2[n], there exists an (ǫ, 0.99)-
tester for determining whether q is a DPP or it is ǫ-far from all DPP distributions. The tester uses
O(CN,ǫ
√
N/ǫ2) (2)
samples with logarithmic factors CN,ǫ = log
2(N)(log(N) + log(1/ǫ)).
4Importantly, the sample complexity of our upper bound grows as O˜(
√
N/ǫ2), which is optimal up
to a logarithmic factor (Theorem 2). With additional assumptions on the spectrum and entries of K ,
expressed as (α, ζ)-normal DPPs, we obtain a refined analysis.
Definition 1. For ζ ∈ [0, 0.5] and α ∈ [0, 1], a DPP with marginal kernelK is (α, ζ)-normal if:
1. The eigenvalues ofK are in the range [ζ, 1− ζ]; and
2. For i, j ∈ [n] : Ki,j 6= 0⇒ |Ki,j| ≥ α.
The notion of α-normal DPPs was also used in [67]. Since K has eigenvalues in [0, 1], its entriesKi,j
are at most one. Hence, we always assume 0 ≤ ζ ≤ 0.5 and 0 ≤ α ≤ 1.
Lemma 1. For (α, ζ)-normal DPPs, with knowledge of α and ζ, the factor in Theorem 1 becomes C′N,ǫ,ζ,α =
log2(N)(1 + log(1/ζ) + min{log(1/ǫ), log(1/α)}).
Even more, if at least one of ǫ or α is not too small, i.e., if ǫ = Ω˜(ζ−2N−1/4) or α = Ω˜(ζ−1N−1/4)
hold, then C′N,ǫ,ζ,α reduces to log
2(N). With a minor change in the algorithm, the bound in Lemma 1
also holds for the problem of testing whether q is an (α, ζ)-normal DPP, or ǫ-far only from just the class
of (α, ζ)-normal DPPs, instead of all DPPs (Appendix F).
Our approach tests DPP distributions via learning: At a high-level, we learn a DPP model from
the data as if the data is generated from a DPP distribution. Then, we use a new batch of data and
test whether the DPP we learnt seems to have generated the new batch of the data. More accurately,
given samples from q, we pretend q is a DPP with kernel K∗, and use a proper learning algorithm
to estimate a kernel matrix Kˆ . But, the currently best learning algorithm [67] has a lower bound on the
sample complexity of learningK∗ accuratelywhich, in the worst case, may lead to a sub-optimal sample
complexity for testing.
To reduce the sample complexity of learning, we do not work with a single accurate estimate Kˆ , but
construct a setM of candidate DPPs as potential estimates for q. We show that, with only Θ(
√
N/ǫ2)
samples, we can obtain a setM such that, with high probability, we can determine if q is a DPP by testing
if q is close to any DPP in M. We prove that Θ(log(|M|)√N/ǫ2) samples suffice for this algorithm to
succeed with high probability.
Lower Bound. Our second main result is an information-theoretic lower bound, which shows that
the sample complexity of our tester in Theorem 1 is optimal up to logarithmic factors.
Theorem 2 (Lower Bound). Given ǫ ≤ 0.0005, n ≥ 22, and α ∈ [0, 0.5], any (ǫ, 0.99)-tester needs at least
Ω(
√
N/ǫ2) samples to distinguish if q is a DPP or it is ǫ-far from the class of DPPs.
The same bound holds for distinguishing if q is an (α, ζ)-normal DPP or it is ǫ-far from the class of DPPs (or
ǫ-far from the class of (α, ζ)-normal DPPs).
In fact, we prove a more general result (Theorem 4): testing whether q is in any subclass Υ of the
family of log-submodular distributions that includes the uniform distribution requires Ω(
√
N/ǫ2) sam-
ples. DPPs are such a subclass [46]. A distribution f over 2[n] is log-submodular if for every S ⊂ S′ ⊆ [n]
and i /∈ S′, it holds that log(f(S′ ∪ {i}))− log(f(S′)) ≤ log(f(S ∪ {i}))− log(f(S)).
Given the interest in log-submodular distributions [26, 27, 40, 41, 66], this result may be of wider
interest. Moreover, our lower bound applies to another important subclass Υ, strongly Rayleigh measures
[15], which underlie recent progress in algorithms and mathematics [4, 32, 35, 64], and sampling in
machine learning [5, 51, 52].
Our lower bound stands in stark contrast to the constant sample complexity of testing whether a
given function is submodular [14], implying a wide complexity gap between access to given samples
and access to an evaluation oracle (see Section 2). We prove our lower bounds by a reduction from a
randomized instance of uniformity testing.
5 An Algorithm for Testing DPPs
We will first construct an algorithm for testing the smaller class of (α, ζ)-normal DPPs, and then show
how to extend this result to all DPPs via a coupling argument.
5Algorithm 1 DPP-TESTER
1: procedure DPP-TESTER(ǫ, δ, sample access to q)
2: M← construct the set of DPP distributions as described in Theorem 3.
3: for each p inM do
4: Use robust χ2 − ℓ1 testing to check if χ2(q, p) ≤ ǫ2/500, or ℓ1(q, p) ≥ ǫ.
5: if the tester outputs accept then
6: Return accept.
7: Return reject
Our testing algorithm relies on learning: given samples from q, we estimate a kernel Kˆ from the data,
and then test whether the estimated DPP has generated the observed samples. The magnitude of any
entry Kˆi,j can be estimated from the marginals for S = {i, j} and i, j, since PrK [S] = Ki,iKj,j −K2i,j =
PrK [i]PrK [j] − K2i,j . But, determinig the signs is more challenging. Urschel et al. [67] estimate signs
via higher order moments that are harder to estimate, but it is not clear whether the resulting estimate
Kˆ yields a sufficiently accurate estimate of the distribution to obtain an optimal sample complexity for
testing. Hence, instead, we construct a setM of candidate DPPs such that, with high probability, there
is a p˜ ∈ M that is close to q if and only if q is a DPP. Our tester, Algorithm 1, tests closeness toM by
individually testing closeness of each candidate inM.
ConstructingM. TheDPPs inM arise from variations of an estimate forK∗, obtainedwithΘ(
√
N/ǫ2)
samples. Via the above stragegy, we first estimate the magnitude |K∗ij | of each matrix entry, and then
pick candidate entries from the confidence intervals around ±|K̂ij |, such that at least one is close to the
trueK∗i,j . The candidatematricesK are obtained by all possible combinations of candidate entries. Since
these are not necessarily valid marginal kernels, we project them onto the positive semidefinite matrices
with eigenvalues in [0, 1]. Then, M is the set of all DPPs parameterized by these projected candidate
matrices Π(K).
If q is a DPP with kernel K∗, then, by construction, our candidates contain a K˜ close to K∗. The
projection of K˜ remains close to K∗ in Frobenius distance. We show that this closeness of the matrices
implies closeness of the corresponding distributions q and p˜ = PrΠ(K˜)[ .] in ℓ1-distance: ℓ1(q, p˜) = O(ǫ).
Conversely, if q is ǫ-far from being a DPP, then it is, by definition, ǫ-far fromM, which is a subset of all
DPPs.
TestingM. To test whether q is close toM, a first idea is to do robust ℓ1 identity testing, i.e., for every
p ∈ M, test whether ℓ1(q, p) ≥ ǫ or ℓ1(q, p) = O(ǫ). But,M can contain the uniform distribution, and it
is known that robust ℓ1 uniformity testing needs Ω(N/ logN) samples [68], as opposed to the optimal
dependence
√
N .
Hence, instead, we use a combination of χ2 and ℓ1 distances for testing, and test χ
2(q, p) = O(ǫ2)
versus ℓ1(q, p) ≥ ǫ [1]. To apply this robust χ2-ℓ1 identity testing, we must prove that, with high prob-
ability, there is a p˜ in M with χ2(q, p˜) = O(ǫ2) if and only if q is a DPP. Theorem 3, proved in Ap-
pendix A, asserts this result if q is an (α, ζ)-normal DPP. This is stronger than its ℓ1 correspondent, since
1
2ℓ
2
1(q, p˜) ≤ χ2(q, p˜).
To prove Theorem 3, we need to control the distance between the atom probabilities of q and p˜. We
analyze these atom probabilities, which are given by determinants, via a lower bound on the smallest
singular values σn of the family of matrices {K − IJ¯ : J ⊆ [n]}.
Lemma 2. If the kernel matrixK has all eigenvalues in [ζ, 1− ζ], then, for every J ⊆ [n]:
σn(K − IJ¯) ≥ ζ(1 − ζ)/
√
2.
Lemma 2 is proved in Appendix B. In Theorem 3, we observe m = ⌈(ln(1/δ) + 1)√N/ǫ2⌉ samples
from q, and use the parameter ς := ⌈200n2ζ−1min{2ξ/α,
√
ξ/ǫ}⌉, with ξ := N− 14
√
log(n) + 1.
6Theorem 3. Let q be an (α, ζ)-normal DPP distribution with marginal kernelK∗. Given the parameters defined
above, suppose we havem samples from q. Then, one can generate a setM of DPP distributions with cardinality
|M| = (2ς+1)n2 , such that, with probability at least 1−δ, there is a distribution p˜ ∈ Mwith χ2(q, p˜) ≤ ǫ2/500.
5.1 Correctness of the Testing Algorithm
For simplicity of exposition, in Algorithm 1 we set the confidence parameter δ = 0.01. We first prove
the adaptive sample complexity in Lemma 1 for testing (α, ζ)-normal DPPs. Therefore, DPP-TESTER
aims to output accept if q is a (α, ζ)-normal DPP, and reject if q is ǫ-far from all DPPs, in both cases with
probability at least 0.99.
To finish the proof for the adaptive sample complexity, we need to argue that our DPP-TESTER
succeeds with high probability, i.e., that with high probability all of the identity tests, with each p ∈ M,
succeed. The algorithm uses robust χ2-ℓ1 identity testing [1], to test χ
2(q, p) ≤ ǫ2/500 versus ℓ1(q, p) ≥ ǫ.
For each p ∈M, the χ2-ℓ1 tester computes the statistic
Z(m) =
∑
J⊆[n]: p(J)≥ǫ/50N
(N(J)−mp(J))2 −N(J)
mp(J)
, (3)
wherem is the number of observed samples and N(J) is the number of samples that are equal to set J ,
and compares Z(m) with the threshold C = mǫ2/10.
Acharya et al. [1] show that, given Θ(
√
N/ǫ2) samples, Z(m) concentrates around its mean, which
is strictly below C if p satisfies χ2(q, p) ≤ ǫ2/500, and strictly above C if ℓ1(q, p) ≥ ǫ. Let E1 be the
event that all these robust tests, for every p ∈M, simultaneously answer correctly. To make sure that E1
happens with high probability, we use amplification (Section 3): while we use the same set of samples
to test against every p ∈ M, we multiply the sample size by Θ(log(|M|)) to be confident that each test
answers correctly with probability at least 1 − O(|M|−1). A union bound then implies that E1 happens
with arbitrarily large constant probability.
Theorem 3 states that, indeed, withΘ(
√
N/ǫ2) samples, if q is an (α, ζ)-normal DPP, thenM contains
a distribution p˜ such that χ2(q, p˜) ≤ ǫ2/500, with high probability. We call this event E2. DPP-TESTER
succeeds in the case E1 ∩ E2: If q is an (α, ζ)-normal DPP, then at least one χ2-ℓ1 test accepts p˜ and
consequently the algorithm accepts q as a DPP. Conversely, if q is ǫ-far from all DPPs, then ℓ1(q, p) ≥ ǫ
for every p ∈ M, so all the χ2-ℓ1 tests reject simultaneously and DPP-TESTER rejects q as well. With
a union bound on the events Ec1 and Ec2 , it follows that E1 ∩ E2 happens with arbitrarily large constant
probability too, independent of whether q is a DPP or not.
Adding the sample complexities for generatingM and for the χ2-ℓ1 tests and observing log(|M|) =
O(1 + log(1/ζ) + min{log(1/ǫ), log(1/α)}) completes the proof of Lemma 1.
5.2 Extension to general DPPs
Next, we prove the general sample complexity with factor CN,ǫ in Theorem 1. The key idea is that, if
some eigenvalue of K∗ is very close to zero or one, we couple the process of sampling from K∗ with
sampling from another kernel Πz(K
∗) whose eigenvalues are bounded away from zero and one, i.e.,
parameterizing a (0, z)-normal DPP. This coupling enables us to test (0, z)-normal DPPs instead, by
tolerating an extra failure probability, and transfer the above analysis for (α, ζ)-normal DPPs. We state
our coupling argument in the following Lemma, proved in Appendix D.
Lemma 3. For a value z ∈ [0, 1], we denote the projection of a marginal kernel K onto the convex set {A ∈
S+n | z.I ≤ A ≤ (1 − z)I} by Πz(K), where S+n is the set of positive semidefinite matrices. For z = δ/2mn,
consider the following stochastic processes:
1. derivem i.i.d samples {J (t)K }mt=1 from PrK[ .].
2. derivem i.i.d samples {J (t)Πz(K)}mt=1 from PrΠz(K)[ .].
7There exist a coupling between (1) and (2) such that
Prcoupling
[
{J (t)K }mt=1 = {J (t)Πz(K)}mt=1
]
≥ 1− δ.
We can use this coupling argument as follows. Suppose the constant c1 is such that using
c1CN,ǫ,α,ζ
√
N/ǫ2 samples suffice for DPP-TESTER to output the correct answer for testing (α, ζ)-normal
DPPs, with probability at least 0.995. Such a constant exists as we just proved. Now, we show that with
m∗ = c2CN,ǫ
√
N/ǫ2 samples for large enough constant c2, we obtain a tester for the set of all DPPs. To
this end, we use the parameter setting of our algorithm for (0, z¯) normal DPPs, where z¯ = 0.005/2m∗n
is a function of c2, ǫ, and N . One can readily see that c2 can be picked large enough, such that m
∗ ≥
c1CN,ǫ,0,z¯
√
N/ǫ2, with c2 being just a function of c1. This way, by the definition of c1, the algorithm can
test for (0, z¯)-normal DPPs with success probability 0.995. So, if q is a (0, z¯)-normal DPP, or if it is ǫ-far
from all DPPs, then the algorithm outputs correctly with probability at least 0.995.
It remains to check what happens when q is a DPP with kernel K∗, but not (0, z¯)-normal. Indeed,
DPP-TESTER successfully decides this case too: due to our coupling, the product distributions Pr
(m∗)
K∗ [.]
and Pr
(m∗)
Πz¯(K∗)
[.] over the space of data sets have ℓ1-distance at most 0.005, so we have
Pr
(m∗)
K∗ [Acceptance Region] ≥ Pr(m
∗)
Πz¯(K∗)
[Acceptance Region]− 0.005 ≥ 0.995− 0.005 = 0.99, where the
last inequality follows from the fact thatΠz¯(K
∗) is an (0, z¯)-normal DPP. Hence, for such c2, DPP-TESTER
succeeds with c2CN,ǫ
√
N/ǫ2 samples to test all DPPs with probability 0.99, which completes the proof
of Theorem 1.
6 Lower bound
Next, we establish the lower bound in Theorem 2 for testing DPPs, which implies that the sample com-
plexity of DPP-TESTER is tight. In fact, our lower bound is more general: it applies to the problem of
testing any subset Υ of the larger class of log-submodular distributions, when Υ includes the uniform
measure:
Theorem 4. For ǫ ≤ 0.0005 and n ≥ 22, given sample access to a distribution q over subsets of [n], any
(ǫ, 0.99)-tester that checks whether q ∈ Υ or q is ǫ-far from all log-submodular distributions requires Ω(√N/ǫ2)
samples.
One may also wish to test if q is ǫ-far only from the distributions in Υ. A tester for this question,
however, will correctly return reject for any q that is ǫ-far from the set of all log-submodular distributions,
and can hence distinguish the cases in Theorem 4 too. Hence, the lower bound extends to this question.
Theorem 2 is simply a consequence of Theorem 4: we may set Υ to be the set of all DPPs, or all
(α, ζ)-normal DPPs. Both classes include the uniform distribution over 2[n], which is an (α, ζ)-normal
DPP with marginal kernel I/2, where I is the n × n identity matrix. By the same argument, the lower
bound applies to distinguishing (α, ζ)-normal DPPs from the ǫ-far set of all DPPs.
Proof of Theorem 4. To prove Theorem 4, we construct a hard uniformity testing problem that can
be decided by our desired tester for Υ. In particular, we construct a family F , such that it is hard to
distinguish between the uniform measure and a randomly selected distribution h from F . While the
uniform measure is in Υ, we will show that h is also far from the set of log-submodular distributions
with high probability. Hence, a tester for Υ can, with high probability, correctly decide between F and
the uniform measure.
We obtain F by randomly perturbing the atom probabilities of the uniform measure over 2[n] by
±ǫ′/N , with ǫ′ = c · ǫ for a sufficiently large constant c (specified in the appendix). More concretely, for
every vector r ∈ {±1}N whose entries are indexed by the subsets S ⊆ [n], we define the distribution
hr ∈ F as
∀S ⊆ [n] : hr(S) ∝ h¯r(S) = 1 + rSǫ
′
N
,
where h¯r is the corresponding unnormalized measure.
8We assume that hr is selected from F uniformly at random, i.e., each entry rS is a Rademacher
random variable independent from the others. In particular, it is known that distinguishing such a
random hr from the uniform distribution requires Ω(
√
N/ǫ′2) samples [24, 57].
To reduce this uniformity testing problem to our testing problem for Υ and obtain the lower bound
Ω(
√
N/ǫ′2) = Ω(
√
N/ǫ2) for the sample complexity of our problem, it remains to prove that hr is ǫ-
far from the class of log-submodular distributions with high probability. Hence, Lemma 4 finishes the
proof.
Lemma 4. With high probability, a distribution hr drawn uniformly from F is ǫ-far from all log-submodular
distributions.
Proof sketch for Lemma 4. We fix an arbitrary log-submodular distribution f and first show that
(1) the ℓ1-distance ℓ1(f, h¯r) between f and the unnormalized measure h¯r is large with high probability,
independent of f (we define the ℓ1-distance of general measures the same as for probability measures).
Then, (2) we show that if ℓ1(f, h¯r) is large, ℓ1(f, hr) is also large.
To address (1), we define a family Sr of subsets that, as we prove, satisfies:
(P1) With high probability, Sr has cardinality at least N/64.
(P2) For every S ∈ Sr, there is a contribution of at least ǫ′/8N to ℓ1(f, h¯r) from the term VS defined as
VS :=
1
2 |h¯r(S)− f(S)|+ 12 |h¯r(S ∪ {1})− f(S ∪ {1})|+
1
2 |h¯r(S ∪ {2})− f(S ∪ {2})|+ 12 |h¯r(S ∪ {1, 2})− f(S ∪ {1, 2})|.
Together, the above properties imply that ℓ1(h¯r, f) ≥ (N/64)× (ǫ′/8N) = ǫ′/512.
We define the important family Sr as
Sr := {S ⊆ [n] \ {1, 2} | r(S∪{1,2}) = 1, r(S∪{2}) = −1, r(S∪{1}) = −1}.
Property (P1) follows from a Chernoff bound for the random variables 1{S ∈ Sr}, ∀S ⊆ [n] \ {1, 2},
where 1{.} is the indicator function. For proving Property P2, we distinguish two cases, depending on
the ratio f((S ∪ {1, 2})/f(S ∪ {2}). One of these cases relies on the definition of log-submodularity.
Finally, to show that (2) a large ℓ1(f, h¯r) implies a large ℓ1(f, hr), we control the normalization con-
stant
∑
S⊆[n] h¯r(S). The full proof may be found in Appendix C.
7 Discussion
In this paper, we initiate the study of distribution testing for DPPs. Our lower bound of Ω(
√
N/ǫ2)
shows that, despite the rich mathematical structure of DPPs, testing whether q is a DPP or ǫ-far from it
has a sample complexity similar to uniformity testing. This bound extends to related distributions that
have gained interest in machine learning, namely log-submodular distributions and strongly Rayleigh
measures. Our algorithm DPP-TESTER demonstrates that this lower bound is tight for DPPs, via an
almost matching upper bound of O˜(
√
N/ǫ2).
One may wonder what changes when using the moment-based learning algorithm from [67] instead
of the learner from Section 5, which yields optimal testing sample complexity. With [67], we obtain a
single estimate Kˆnew for K∗, apply a single robust χ2-ℓ1 test against PrKˆnew[ .], and return its output.
The resulting algorithm DPP-TESTER2 shows a statistical-computational tradeoff: since it performs
only one test, it gains in running time, but its sample complexity is no longer logarithmic in α and ζ,
and can be larger than O(
√
N/ǫ2).
Theorem 5. To test against the class of (α, ζ)-normal DPPs, DPP-TESTER2 needs O
(
n4 log(n)/ǫ2α2ζ2 +
ℓ(4/α)2ℓ log(n) +
√
N/ǫ2
)
samples, and runs in time O(Nn3 + n6 + mn2), where m is the number of input
samples and ℓ is the cycle sparsity1 of the graph corresponding to the non-zero entries ofK∗.
1The cycle sparsity of a graph is the smallest ℓ′ such that the cycles with length at most ℓ′ constitute a basis for the cycle space
of the graph.
9Assuming a constant cycle sparsity may improve the sample complexity, but our lower bound still
applies even with assumptions on cycle sparsity.
While the results in this paper focus on sample complexity for general DPPs, it is an interesting
avenue of future work to study whether additional structural assumptions, or a widening to strongly
log-concave measures [6, 7], can lead to further statistical and computational benefits or tradeoffs.
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A Proof of the Learning Guarantee
In this section, we prove Theorem 3. First, we restate the definition of (α, ζ)-normal DPPs (Definition 1)
below.
Definition 1. For ζ ∈ [0, 0.5] and α ∈ [0, 1], a DPP with marginal kernelK is (α, ζ)-normal if:
1. The eigenvalues ofK are in the range [ζ, 1− ζ]; and
2. For i, j ∈ [n] : Ki,j 6= 0⇒ |Ki,j| ≥ α.
Next, we reproduce Theorem 3 for convenience. We setm = ⌈(ln(1/δ) + 1)√N/ǫ2⌉ to be the number
of samples, and use the parameter ς := ⌈200n2ζ−1 min{2ξ/α,
√
ξ/ǫ}⌉, with ξ := N− 14
√
log(n) + 1 below:
Theorem 3. Let q be an (α, ζ)-normal DPP distribution with marginal kernelK∗. Given the parameters defined
above, suppose we havem samples from q. Then, one can generate a setM of DPP distributions with cardinality
|M| = (2ς+1)n2 , such that, with probability at least 1−δ, there is a distribution p˜ ∈ Mwith χ2(q, p˜) ≤ ǫ2/500.
Proof of Theorem 3. To prove Theorem 3, first we estimate each entry of the marginal kernelK∗ and gen-
erate the set M of our candidate DPPs, which contains a DPP p˜ ∈ M whose marginal kernel is close
to K∗ in the Frobenius distance. Then, we show that that the closeness between the marginal kernels
of p˜ and q implies the desired upper bound in χ2-distance and ℓ1-distance. We start by introducing the
initial estimate Kˆ, which estimates the entries of K∗ from our samples.
Estimating entries ofK∗: Note that one can write the entries of the matrix K∗ in terms of the marginal
probabilities of subsets of size one and two as follows:
PrJ∼K∗[ i ∈ J ] = det
([
K∗i,i
])
= K∗i,i, (4)
PrJ∼K∗[ {i, j} ⊆ J ] = det
([
K∗i,i K
∗
i,j
K∗j,i K
∗
j,j
])
= K∗i,iK
∗
j,j − (K∗i,j)2. (5)
Given the sampled subsets {J (t)}mt=1, we can estimate the above marginal probabilities using the num-
ber of appearances of every single element and every pair of elements among J (1),J (2), ...,J (m).
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For each i ∈ [n], we estimate K∗i,i by the average of the 1{{i} ⊆ J (t)}’s:
Kˆi,i :=
1
m
m∑
t=1
1{{i} ⊆ J (t)} .
We also denote the averages of the 1{{i, j} ⊆ J (t)}’s by uˆi,j .
uˆi,j :=
1
m
m∑
t=1
1{{i, j} ⊆ J (t)} .
Using the estimates uˆi,j , Kˆi,i, and Kˆj,j , we can also estimate (K
∗
i,j)
2 by the term Kˆi,iKˆj,j − uˆi,j , based on
Equation (5). To derive confidence intervals for our estimates, we use the Hoeffding bound and a union
bound, which implies that with probability at least 1− δ:
∀i ∈ [n] : Kˆi,i ∈ [PrJ∼K∗[ i ⊆ J ] − ξǫ , PrJ∼K∗[ i ⊆ J ] + ξǫ] , (6)
∀{i, j} ⊆ [n] : uˆi,j ∈ [PrJ∼K∗[ {i, j} ⊆ J ] − ξǫ , PrJ∼K∗[ {i, j} ⊆ J ] + ξǫ] , (7)
where ξ := N−
1
4
√
log(n) + 1. Note that Equation (5) does not reveal any information about the sign of
K∗i,j . However, we can estimate its magnitude |K∗i,j |. Thus, we consider the following two estimates for
K∗i,j :
∀{i, j} ⊆ [n] :
Kˆ
(+)
i,j :=
√
max{Kˆi,iKˆj,j − uˆi,j , 0} ,
Kˆ
(−)
i,j := −
√
max{Kˆi,iKˆj,j − uˆi,j , 0} .
(8)
Now, let Kˆi,j be whichever of Kˆ
(+)
i,j or Kˆ
(−)
i,j has the same sign as K
∗
i,j . Then, according to Equa-
tions (6), (7), and (8), we achieve:∣∣∣Kˆ2i,j −K∗2i,j ∣∣∣ ≤ ∣∣∣K∗i,iK∗j,j − Kˆi,iKˆj,j∣∣∣+ |PrJ∼K∗[ {i, j} ⊆ J ] − uˆi,j |
≤max{|(K∗i,i + ξǫ)(K∗j,j + ξǫ)−K∗i,iK∗j,j|, |(K∗i,i − ξǫ)(K∗j,j − ξǫ)−K∗i,iK∗j,j|}+ ξǫ
≤3ξǫ+ (ξǫ)2 ≤ 4ξǫ,
where we used ξǫ ≤ 1 and that ∀i, j ∈ [n] : |K∗i,j | ≤ 1. Moreover, using the fact that Kˆi,j and K∗i,j have
the same sign,
|Kˆi,j −K∗i,j|2 ≤ |Kˆi,j −K∗i,j‖Kˆi,j +K∗i,j | = |Kˆ2i,j −K∗2i,j | ≤ 4ξǫ,
which gives
|Kˆi,j −K∗i,j| ≤ 2
√
ξǫ. (9)
On the other hand, we have the lower bound α on the absolute value of the non-zero entries ofK∗ from
the α-normality condition (1), so for non-zeroK∗i,j we have:
|Kˆi,j −K∗i,j| ≤
4ξǫ
|Kˆi,j +K∗i,j |
=
4ξǫ
|Kˆi,j|+ |K∗i,j |
≤ 4ξǫ
α
. (10)
Combining Equation (10) and Equation (9), we obtain:
|Kˆi,j −K∗i,j| ≤ 2ǫmin
{
2ξ
α
,
√
ξ
ǫ
}
. (11)
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Note that by dropping the α-normality condition, we still have the bound |Kˆi,j − K∗i,j| ≤ 2
√
ξǫ.
Hence, the upper bound in Equation (11) holds even by setting α = 0, which is equivalent to having no
α-normality forK∗.
Generating candidate matrices and DPPs forM: Our goal is to eventually bound the χ2-distance
between q and our estimated distribution. To achieve this goal (as we see shortly), it is enough that one
estimates each entry of K∗ up to an additive error of
℘ :=
ǫζ
100n2
. (12)
In some natural parameter regimes, i.e. when ǫ = Ω˜(ζ−2N−
1
4 ) or α = Ω˜(ζ−1N−
1
4 ), ℘ is larger than the
upper bound that we already have in Equation (11) and so we can return the distribution of Kˆ as our
estimate for q. However, if this is not the case, we need more candidates to make sure at least one of
them is close to K∗i,j . Note thatK
∗
i,j is already in the range[
Kˆi,j − 2ǫmin
{
2ξ/α,
√
ξ/ǫ
}
, Kˆi,j + 2ǫmin
{
2ξ/α,
√
ξ/ǫ
}]
with high probability. Therefore, we divide
this range into ς := ⌈2ǫmin
{
2ξ/α,
√
ξ/ǫ
}
/℘⌉ = ⌈200n2ζ−1min{2ξ/α,
√
ξ/ǫ}⌉ intervals of equal length.
This way, it is guaranteed that the true K∗i,j is ℘-close to one of the midpoints of these intervals (except
when K∗i,j is zero which we handle separately). As discussed, this partitioning (in the literature of
learning theory, this technique is called bracketing) allows the algorithm to achieve the optimal sample
complexity.
Now, we claim that there are 2ς + 1 candidates for K∗i,j . This number comes from the fact that we
do not know whether Kˆi,j is equal to Kˆ
(+)
i,j or Kˆ
(−)
i,j a priori. Thus, each option provides ς candidates.
Also, we have to consider the case K∗i,j = 0 separately because the lower bound α only holds for non-
zero entries K∗i,j . By considering all the combinations of candidates for each entry, we obtain a set M
of matrices. Since each entry has a ℘-close candidate, there exists a matrix K˜ ∈ M such that all of
its entries are ℘-close to the true kernel matrix K∗. Therefore, this matrix is (n℘)-close to K∗ in the
Frobenius distance. As we discussed in section 5, we project eachK ∈M onto the set of valid marginal
kernels and consider the set of candidate distributions M := {PrΠ(K)[ .]|K ∈ M}. The projection is
with respect to the Frobenius distance between matrices, and it is easy to see that computing Π(K) is
equivalent to rounding up the eigenvalues of K that are negative to zero, and rounding down the ones
that are greater than one to one. Now for the DPP distribution p˜ = PrΠ(K˜)[ .] ∈ M, we prove the
following claims:
(C1) The kernels Π(K˜) and K∗ are close in operator norm:
‖Π(K˜)−K∗‖2 ≤ ǫζ
100n
.
(C2) The singular values of Π(K˜) are in the range [99ζ/100, 1− 99ζ/100].
For the first claim (C1), it is enough to write
‖Π(K˜)−K∗‖2 ≤ ‖Π(K˜)−K∗‖F = ‖Π(K˜)−Π(K∗)‖F ≤ ‖K˜ −K∗‖F ≤ n℘ = ǫζ
100n
. (13)
where ‖.‖2 and ‖.‖F refer to matrix operator norm and Frobenius norm respectively. The first inequality
holds because the spectral norm is bounded by the Frobenius norm, the first equality follows from the
fact that K∗ is a valid marginal kernel, and the second inequality is because of the contraction property
of projection.
Next, we prove the second claim (C2). Using the variational characterization of the Operator norm
and noting the fact that Π(K˜) −K∗ is symmetric (thus its singular values are the absolute values of its
eigenvalues), we have
‖Π(K˜)−K∗‖2 = max
v,‖v‖2=1
|vT (Π(K˜)−K∗)v|.
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Combining this with Equation (13) then implies the following for every normalized vector ‖v‖2 = 1:
− ǫζ
100n
≤ vT (Π(K˜)−K∗)v ≤ ǫζ
100n
(14)
Since PrK∗[ .] is ζ-normal due to our assumption, we also have
ζ ≤ vTK∗v ≤ 1− ζ. (15)
Combining Inequalities (14) and (15) yields
vTΠ(K˜)v ≥ ζ − ǫζ
100n
≥ ζ − ζ
100
=
99ζ
100
,
and similarly
vTΠ(K˜)v ≤ 1− ζ + ǫζ
100n
≤ 1− 99ζ
100
,
for any arbitrary normalized vector v. Finally, using the variational characterization of the smallest and
largest eigenvalues, we obtain that all eigenvalues of Π(K˜) are in the range [99ζ/100, 1− 99ζ/100]. Note
that the singular values of Π(K˜) are the absolute values of its eigenvalues, simply because Π(K˜) is sym-
metric, which completes the proof of the second claim (C2). We use these claims (C1), (C2) in the next
part.
Closeness in parameter space implies closeness of the distributions: In this part of the proof, we
show that closeness between K∗ and Π(K˜) in operator norm ensures the closeness of the distributions
q and p˜ with respect to the χ2-distance and ℓ1-distance. This result is based on the following Lemma,
whose proof we defer to the end of this section.
Lemma 5. For arbitrary symmetric matrices B and E, we have
∣∣∣| det(B + E)| − | det(B)|∣∣∣ ≤ | det(B)|n‖E‖2
σn(B)
( ‖E‖2
σn(B)
+ 1
)n−1
,
where σn(B) is the smallest singular value of B.
Now consider an arbitrary set J ⊆ [n] and its complement J¯ . Recall that Equation (1) gives:
p˜(J) = | det(Π(K˜)− IJ¯ )| , q(J) = | det(K∗ − IJ¯ )|.
Therefore, setting B := Π(K˜)− IJ¯ and E := K∗ −Π(K˜) in Lemma 5, we can upper bound |q(J)− p˜(J)|
as
|q(J)− p˜(J)| ≤ p˜(J)n‖E‖2
σn(B)
( ‖E‖2
σn(B)
+ 1
)n−1
. (16)
Furthermore, from the second claim (C2) of the previous part, the singular values of Π(K˜) are in the
range [99ζ/100, 1− 99ζ/100], which means the kernel matrix Π(K˜) satisfies the condition of Lemma 2.
Therefore, from Lemma 2, the smallest singular value of B is lower bounded as
σn(B) ≥ 99ζ/100(1− 99ζ/100)√
2
≥ 99ζ
200
√
2
,
where we used 1− 99ζ/100 > 1/2. Combining this with the first claim (C1) of the previous part implies
‖E‖2
σn(B)
≤ 2
√
2ǫ
99n
.
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Hence, Equation (16) gives:
|q(J)− p˜(J)| ≤ p˜(J)2
√
2ǫ
99
(
2
√
2ǫ
99n
+ 1
)n−1
≤ ǫ
25
p˜(J), (17)
where the last inequality follows from(
2
√
2ǫ
99n
+ 1
)n−1
<
(
2
√
2
99n
+ 1
)n−1
<
99
50
√
2
∀n ∈ N.
Note that J ⊆ [n] is arbitrary, so Equation (17) finally yields the desired bound on the ℓ1-distance and
χ2-distance between q and p˜:
ℓ1(q, p˜) =
∑
J⊆[n]
|q(J)− p˜(J)| ≤
∑
J⊆[n]
ǫ
25
p˜(J) =
ǫ
25
,
χ2(q, p˜) =
∑
J⊆[n]
(q(J)− p˜(J))2
p˜(J)
<
∑
J⊆[n]
ǫ2
500
p˜(J) =
ǫ2
500
.
Proof of Lemma 5. Let σ1 ≥ · · · ≥ σn be the singular values of B. For every 0 ≤ k ≤ n, we denote sk the
kth elementary symmetric function on the singular values of B, i.e.
s0 = 1, ∀ 1 ≤ k ≤ n : sk =
∑
1≤i1<...<ik≤n
σi1 . . . σik ,
Note since B is symmetric, the singular values are the absolute values of the eigenvalues, which implies
the relation | det(B)| = σ1 · · ·σn.
Now Corollary 2.7 of [43] states the following determinant’s perturbation inequality:
∣∣∣ det(B + E)− det(B)∣∣∣ ≤ n∑
i=1
sn−i‖E‖i2.
From this, we can derive∣∣∣| det(B + E)| − | det(B)|∣∣∣ ≤ ∣∣∣ det(B + E)− det(B)∣∣∣ ≤ n∑
i=1
sn−i‖E‖i2
= | det(B)|
n∑
i=1
sn−i
σ1 . . . σn
‖E‖i2,
where in the last equality, we multiplied and divided the sum by | det(B)|. Moving forward, we bound
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sn−i by
(
n
i
)
σ1 · · ·σn−i:∣∣∣| det(B + E)| − | det(B)|∣∣∣ ≤ | det(B)| n∑
i=1
(
n
i
)
σ1 . . . σn−i
σ1 . . . σn
‖E‖i2
= | det(B)|
n∑
i=1
(
n
i
)
1
σn−i+1 . . . σn
‖E‖i2
≤ | det(B)|
n∑
i=1
(
n
i
)(‖E‖2
σn
)i
≤ | det(B)|n
n∑
i=1
(
n− 1
i− 1
)(‖E‖2
σn
)i
= | det(B)|n ‖E‖2
σn
n−1∑
i=0
(
n− 1
i
)(‖E‖2
σn
)i
= | det(B)|n‖E‖2
σn
(‖E‖2
σn
+ 1
)n−1
.
B Uniform Lower Bound on the Smallest Singular Value of K − IJ¯
In this section, we prove Lemma 2: given a marginal kernel K whose eigenvalues are in the range
[ζ, 1−ζ], we prove the uniform lower bound ζ(1−ζ)/√2 on the singular values of the family of matrices
{K − IJ¯}J⊆[n]. This Lemma is used in the proof of Theorem 3 and enables us to control the distances
between the atom probabilities of PrK[ .] and PrΠ(K˜)[ .].
Proof of Lemma 2. Let λ1 ≥ ... ≥ λn be the eigenvalues of K and v1, ..., vn be an orthonormal set of their
corresponding eigenvectors. We fix a subset J ⊆ [n] and lower bound the smallest singular value of
K − IJ¯ based on its variational characterization:
σn(K − IJ¯ ) = min‖v‖2=1
√
vT (K − IJ¯ )2v. (18)
Given a normalized vector v: ‖v‖2 = 1, we represent v in the basis {vi}ni=1 as v =
∑n
i=1 αivi. Because
{vi}ni=1 is orthonormal, we have
1 = ‖v‖2 =
n∑
i=1
α2i ‖vi‖2 =
n∑
i=1
α2i .
Now we can express vT (K − IJ¯ )2v as:
vT (K − IJ¯ )2v =
(
n∑
i=1
αivi
)T
(K − IJ¯ )2
(
n∑
i=1
αivi
)
=
∑
1≤i,j≤n
αiαjv
T
i (K − IJ¯ )2vj
=
∑
1≤i,j≤n
αiαjv
T
i K
2vj +
∑
1≤i,j≤n
αiαj
(
vTi I
2
J¯vj − vTi KIJ¯vj − vTi IJ¯Kvj
)
.
Observe that vi
TK2vi = λ
2
i ‖vi‖2 = λ2i and viTK2vj = λiλjviT vj = 0 for i 6= j. We define some
additional notation here: For any subset J ⊆ [n], let (vi)J be the restriction of vi into support J . We also
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denote the inner product of the vectors vi and vj restricted to J by
〈
vi, vj
〉
J
. Using these notations, we
can further simplify the terms vi
T I2
J¯
vj , vi
TKIJ¯vj and vi
T IJ¯Kvj to
〈
vi, vj
〉
J¯
, λi
〈
vi, vj
〉
J¯
, and λj
〈
vi, vj
〉
J¯
respectively. Substituting them above results in
vT (K − IJ¯ )2v =
n∑
i=1
α2i λ
2
i +
∑
1≤i,j≤n
(1− λi − λj)αiαj
〈
vi, vj
〉
J¯
=
n∑
i=1
α2i λ
2
i −
∑
1≤i,j≤n
αiαjλiλj
〈
vi, vj
〉
J¯
+
∑
1≤i,j≤n
αiαj(1− λi)(1 − λj)
〈
vi, vj
〉
J¯
where the last equality simply follows from the Equation (1 − λi)(1 − λj) = 1 − λi − λj + λiλj . Now
substituting
〈
vi, vj
〉
J¯
by
〈
vi, vj
〉− 〈vi, vj〉J in the second term above, we obtain
vT (K − IJ¯ )2v
=
n∑
i=1
α2iλ
2
i −
∑
1≤i,j≤n
αiαjλiλj
〈
vi, vj
〉
+
∑
1≤i,j≤n
αiαjλiλj
〈
vi, vj
〉
J
+
∑
1≤i,j≤n
αiαj(1− λi)(1 − λj)
〈
vi, vj
〉
J¯
=
n∑
i=1
α2iλ
2
i −
n∑
i=1
α2iλ
2
i +
∑
1≤i,j≤n
αiαjλiλj
〈
vi, vj
〉
J
+
∑
1≤i,j≤n
αiαj(1− λi)(1 − λj)
〈
vi, vj
〉
J¯
=
∥∥∥ n∑
i=1
αiλi(vi)J
∥∥∥2 + ∥∥∥ n∑
i=1
αi(1− λi)(vi)J¯
∥∥∥2. (19)
Hence, it suffices to derive a lower bound on
∥∥∥∑ni=1 αiλi(vi)J∥∥∥2 + ∥∥∥∑ni=1 αi(1 − λi)(vi)J¯∥∥∥2 inde-
pendent from J . To this end, we define the column vectors w1 =
(
αiλi
)n
i=1
, w2 =
(
αi(1 − λi)
)n
i=1
.
Furthermore, define R :=
(
v1
∣∣∣∣ . . . ∣∣∣∣vn) as the matrix with vi as its ith column, and let v′1T , ..., v′nT be
the rows of R. Because {vi}ni=1 is an orthonormal set, R is a unitary matrix, so {v′j}nj=1 is also an or-
thonormal set. Next, let V and V T be the subspaces spanned by the set of vectors {v′j}j∈J¯ and {v′j}j∈J
respectively. Because {v′j}nj=1 is an orthonormal set, the subspaces V and V ⊥ are orthogonal to each
other. Let ν1 =
∑
j∈J¯ (v
′
j
T
w1)v
′
j and ν1
⊥ =
∑
j∈J (v
′
j
T
w1)v
′
j be the projections of w1 onto V and V
⊥
respectively. Similarly, define ν2 =
∑
j∈J¯ (v
′
j
T
w2)v
′
j and ν2
⊥ =
∑
j∈J (v
′
j
T
w2)v
′
j as the projections of w2
onto V and V ⊥. Now by decomposing w1 on V and V ⊥, we can write
w1 = ν1 + ν1
⊥.
Similarly, we have
w2 = ν2 + ν2
⊥.
Moreover, from the orthonormality of v′1, ..., v
′
n, we obtain
‖ν1⊥‖2 =
∥∥∥∑
j∈J
(v′j
T
w1)v
′
j
∥∥∥2 =∑
j∈J
(v′j
T
w1)
2 =
∑
j∈J
(
n∑
i=1
Rj,i(w1)i)
2
=
∑
j∈J
(
n∑
i=1
(vi)j(w1)i)
2 =
∥∥∥ n∑
i=1
αiλi(vi)J
∥∥∥2.
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Similarly, one obtains
‖ν2‖2 =
∥∥∥∑
j /∈J
(v′j
T
w2)v
′
j
∥∥∥2 = ∥∥∥ n∑
i=1
αi(1 − λi)(vi)J¯
∥∥∥2.
Combining the last two equations with Equation (19), we obtain
vT (K − IJ¯ )2v = ‖ν2‖2 + ‖ν1⊥‖2. (20)
Now, it suffices to bound ‖ν2‖2 + ‖ν1⊥‖2. Note that
‖w1‖2 =
n∑
i=1
α2iλ
2
i ≤
∑
α2i = 1,
‖w2‖2 =
n∑
i=1
α2i (1 − λi)2 ≤
∑
α2i = 1.
which implies ‖ν1‖, ‖ν2‖, ‖ν1⊥‖, ‖ν2⊥‖ ≤ 1. Moreover, the condition ζ ≤ λi ≤ 1− ζ implies λi(1− λi) ≥
ζ(1 − ζ). Therefore, on one hand, we get
〈
w1, w2
〉
=
n∑
i=1
λi(1− λi)α2i ≥ ζ(1− ζ)
n∑
i=1
α2i = ζ(1 − ζ). (21)
On the other hand, 〈
w1, w2
〉
=
〈
ν1 + ν1
⊥, ν2 + ν2⊥
〉
=
〈
ν1, ν2
〉
+
〈
ν1
⊥, ν2⊥
〉
≤ ‖ν1‖‖ν2‖+ ‖ν1⊥‖‖ν2⊥‖ ≤ ‖ν2‖+ ‖ν1⊥‖
≤
√
2(‖ν2‖2 + ‖ν1⊥‖2) =
√
2vT (K − IJ¯ )2v. (22)
where the last equality follows from Equation (20). Combining Equations (21) and (22), we conclude
vT (K − IJ¯ )2v ≥ ζ2(1 − ζ)2/2. Recall that v is an arbitrary normalized vector, and J is an arbitrary
subset of [n], so the variational characterization of σn in Equation (18) yields the desired lower bound
σn(K − IJ¯ ) ≥ ζ(1− ζ)/
√
2 for every J ⊆ [n].
C Lower Bound for Testing Log-submodular Distributions
In this section, we rigorously prove Lemma 4, which in turn completes the proof of Theorem 4. We
assume that ǫ′, F , hr and h¯r are defined as in Section 6.
Detailed Proof of Lemma 4. Given ǫ′ ≤ 23 and a log-submodular distribution f , we first show that the ℓ1-
distance between f and the unnormalized measure h¯r is large with high probability independent of f
(we define the ℓ1-distance of general measures the same as for probability measures.) To this end, we
define the following family of subsets based on hr, that is random:
Sr := {S ⊆ [n] \ {1, 2} | r(S∪{1,2}) = 1, r(S∪{2}) = −1, r(S∪{1}) = −1}. (23)
We prove that Sr has the following properties:
(P1) With high probability, the cardinality of Sr is at least N/64.
(P2) For every S ∈ Sr, there is a contribution of at least ǫ′/8N to the ℓ1-distance between h¯r and f from
the term VS defined as
VS :=
1
2
|h¯r(S)− f(S)|+ 1
2
|h¯r(S ∪ {1})− f(S ∪ {1})|+
1
2
|h¯r(S ∪ {2})− f(S ∪ {2})|+ 1
2
|h¯r(S ∪ {1, 2})− f(S ∪ {1, 2})|.
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Note that based on these two properties, one can simply derive
ℓ1(h¯r, f) ≥ N
64
× ǫ
′
8N
=
ǫ′
512
(24)
with high probability.
To show that the eventQ1 := {|Sr| ≥ N/64} happens with high probability for the first property (P1),
we use a Chernoff bound for the random variables 1{S ∈ Sr}, ∀S ⊆ [n] \ {1, 2}, where 1{.} is the
indicator function. Clearly, for each S ⊆ [n] \ {1, 2}, we have E[1{S ∈ Sr}] = Pr[S ∈ Sr ] = 1/8, and
E[|Sr |] = N/32. Therefore,
Pr[Qc1 ] = Pr
 ∑
S∈[n]\{1,2}
1{S ∈ Sr} <
(
1− 1
2
)
E[|Sr |]
 ≤ exp(−0.5N
32
(
1
2
)2
)
= exp
(
− N
256
)
.
We conclude for n ≥ n1 = 11,Q1 happens with probability at least 0.995.
We now prove the second property (P2). Fix a set S ∈ Sr and define the constant ρ := 1+ǫ′1−3ǫ′/4 . To
prove VS ≥ ǫ′8N , we consider two cases:
Case 1: f(S∪{1,2})f(S∪{2}) ≤ ρ
Here, we formalize a helper inequality in the following Lemma, and prove it at the end of this section.
Lemma 6. For a, b ≥ 0, the condition ab ≤ ρ implies |1 + ǫ′ − a|+ |1− ǫ′ − b| ≥ ǫ
′
4 .
Now from S ∈ Sr, we get h¯r(S ∪ {1, 2}) = 1+ǫ′N and h¯r(S ∪ {2}) = 1−ǫ
′
N . Hence,
VS ≥ 1
2
|h¯r(S ∪ {1, 2})− f(S ∪ {1, 2})|+ 1
2
|h¯r(S ∪ {2})− f(S ∪ {2})|
=
1
2
∣∣∣1 + ǫ′
N
− f(S ∪ {1, 2})
∣∣∣+ 1
2
∣∣∣1− ǫ′
N
− f(S ∪ {2})
∣∣∣ ≥ ǫ′
8N
,
where the last inequality follows from Lemma 6, by setting a = Nf(S ∪ {1, 2}), b = Nf(S ∪ {2}).
Case 2: f(S∪{1,2})f(S∪{2}) > ρ
In this case, the log-submodularity property allows us to write
log(f(S ∪ {1}))− log(f(S)) ≥ log(f(S ∪ {1, 2}))− log(f(S ∪ {2})) > log(ρ),
or equivalently
f(S ∪ {1})
f(S)
> ρ =
1 + ǫ′
1− 3ǫ′/4 . (25)
Note that from S ∈ Sr, we have h¯r(S ∪ {1}) = 1−ǫ′N . If f(S ∪ {1}) is larger than 1−3ǫ
′/4
N , then
VS ≥ 1
2
|h¯r(S ∪ {1})− f(S ∪ {1})| > 1
2
(1− 3ǫ′/4
N
− 1− ǫ
′
N
)
=
ǫ′
8N
and we are done. Otherwise, we have f(S ∪ {1}) ≤ 1−3ǫ′/4N . Combining this with Equation (25) gives:
f(S) ≤ ρ−1f(S ∪ {1}) ≤ 1− 3ǫ
′/4
1 + ǫ′
× 1− 3ǫ
′/4
N
≤ 1− ǫ
′
N
− ǫ
′
4N
,
where the last inequality follows from the condition ǫ′ ≤ 23 . Finally, we obtain
VS ≥ 1
2
|h¯r(S)− f(S)| ≥ 1
2
(1− ǫ′
N
− (1− ǫ
′
N
− ǫ
′
4N
)
)
=
ǫ′
8N
,
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which completes the proof for the second property (P2). Therefore, under the occurrence of Q1, we
conclude from Equation (24) that ℓ1(h¯r, f) ≥ ǫ′512 . To show the ℓ1-distance between hr and f is also
large, we control the normalization constant Lr :=
∑
S⊆[n] h¯r(S). Define the event Q2 := {1 − 4ǫ
′√
N
≤
Lr ≤ 1 + 4ǫ′√N } . A simple Hoeffding bound for the random variables
1+rSǫ
′
N , ∀S ⊆ [n], implies that Q2
happenswith probability at least 0.995. Now under the occurrence ofQ1∩Q2 and assuming n ≥ n2 = 22,
we can write:
2ℓ1(hr, f) =
∑
S⊆[n]
|hr(S)− f(S)| =
∑
S⊆[n]
∣∣∣ h¯r(S)
Lr
− f(S)
∣∣∣
≥
∑
S⊆[n]
|h¯r(S)− f(S)| −
∑
S⊆[n]
h¯r(S)
∣∣∣1− Lr
Lr
∣∣∣
≥ ǫ
′
256
− 4ǫ
′
Lr
√
N
∑
S⊆[n]
h¯r(S) ≥ ǫ′( 1
256
− 4√
N
) ≥ ǫ′( 1
256
− 1
512
) =
cǫ
512
.
A union bound for the events Qc1 and Q
c
2 implies that Q1 ∩ Q2 happens with probability at least 0.99.
Note that Q1 and Q2 does not depend on f . Setting c = 1024, we conclude that with probability at
least 0.99, ℓ1(hr, f) ≥ ǫ for any log-submodular distribution f , given that ǫ = ǫ′/c ≤ 23×1024 and n ≥
max{n1, n2} = 22, which completes the proof of Lemma 4.
Proof of Lemma 6. Here, we prove Lemma 6, which we used above. First note that if b ≥ a, then clearly
|b− (1− ǫ′)|+ |a− (1 + ǫ′)| ≥ 2ǫ′ > ǫ′4 . So we assume b < a.
Now define t := a− (1 + ǫ′), so that a = 1 + ǫ′ + t. Then, we can write
|b− (1− ǫ′)|+ |a− (1 + ǫ′)| = | b
a
(1 + ǫ′ + t)− (1− ǫ′)|+ |t|
≥ | b
a
(1 + ǫ′)− (1− ǫ′)| − | b
a
t|+ |t|
= | b
a
(1 + ǫ′)− (1− ǫ′)|+ (1− b
a
)|t|.
The condition ab ≤ ρ implies ba (1 + ǫ′) ≥ 1− 3ǫ
′
4 . Therefore
|b− (1− ǫ′)|+ |a− (1 + ǫ′)| ≥ ǫ
′
4
+ (1− b
a
)|t| ≥ ǫ
′
4
.
where the last inequality follows from the fact that 1− ba > 0.
D Coupling DPPs
In this section, we fully introduce and prove the coupling argument of Lemma 3. Given a value 0 < z ≤
0.5 and a DPP whose marginal kernel has eigenvalues that are outside the range [z, 1− z], the goal is to
couple it with another DPP, which has a marginal kernel with all eigenvalues in [z, 1− z], such that the
data sets generated from these two DPPs are equal with high probability.
Proof of Lemma 3. Let V be an orthonormal set of the eigenvectors ofK . For each v ∈ V , let λv be its cor-
responding eigenvalue. To introduce our coupling, we need to define the class of elementary DPPs [46].
A DPP is called elementary if the eigenvalues of its marginal kernel are either zero or one. For each sub-
set V ′ ⊆ V of the eigenvectors of K , we consider the elementary DPP PrKV ′ [ .] with marginal kernel
KV
′
:=
∑
v∈V ′ vv
T . It is well-known that any DPP can be viewed as a mixture of its corresponding
elementary DPPs [46], i.e.
PrK[ .] =
∑
V ′⊆V
(
Πv∈V ′λvΠv/∈V ′(1− λv)
)
PrKV ′ [ .]. (26)
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Using this mixture formulation, we can sample a set fromPrK[ .] as follows: For each eigenvector v ∈ V ,
we sub-sample v with probability λv to obtain the random subset V
′ of V , then we sample JK from the
elementary DPP with marginal kernelKV
′
. We call this sampling scheme “elementary sampling:”
• (1) For each v ∈ V , sample yv ∼ Bernoulli(λv), add v ∈ V ′ if yv = 1.
• (2) sample JK ∼ PrKV ′ [ .]
According to the mixture formulation in Equation (26), the elementary sampling scheme samples JK
according to PrK[ .].
One can readily see that the projected matrix Πz(K) has the same eigenvectors as K but with corre-
sponding eigenvalues {λ¯v}v∈V , where
λ¯v =

λv if λv ∈ [z, 1− z]
z if λv < z
1− z if λv > 1− z
(27)
This fact follows from applying the 2-Weilandt-Hoffman inequality [65] for the projection operator Πz(.).
We can similarly sample JΠz(K) ∼ PrΠz(K)[ .] with the above elementary sampling scheme. Next, we
define a coupling between JK and JΠz(K) as follows:
• (1) For each v ∈ V , sample xv ∼ Uniform[0, 1]. Then add v to V ′1 if xv ∈ [0, λv], and add v to V ′2 if
xv ∈ [0, λ¯v].
• (2) if V ′1 = V ′2 , then sample J ∼ PrKV ′1 [ .] and set JK = JΠz(K) = J . Otherwise, independently
sample JK ∼ PrKV ′1 [ .], JΠz(K) ∼ PrKV ′2 [ .].
By looking at themarginal distributions of the setsJK andJΠz(K) sampled above, we observe thatJK ∼
PrK[ .], JΠz(K) ∼ PrΠz(K)[ .], i.e. the marginals of the coupling are as one would expect. Furthermore,
if the sampled sets V ′1 and V
′
2 in the first step of the sampling are equal, then JK = JΠz(K). Therefore,
to lower bound Prcoupling
[JK = JΠz(K)], it is enough to upper bound Prcoupling[W ] for the eventW :=
{V ′1 6= V ′2}. But we can expandW as
W =
⋃
v∈V
(
{v ∈ V ′1 , v /∈ V ′2} ∪ {v ∈ V ′2 , v /∈ V ′1}
)
.
Note that for each v ∈ V , {v ∈ V ′1 , v /∈ V ′2} ∪ {v ∈ V ′2 , v /∈ V ′1} happens with probability |λv − λ¯v|. From
Equation (27), we observe that |λv − λ¯v| ≤ z for every v ∈ V . Therefore, using a union bound, we obtain
Prcoupling[W ] ≤ nz.
Using the definition z = δ/2mn, we conclude that
Prcoupling
[JK = JΠz(K)] ≥ 1−Prcoupling[W ] ≥ 1− nz = 1− δ2m. (28)
Using this coupling to generate the samples {J (t)K }mt=1 and {J (t)Πz(K)}mt=1, we can write
Prcoupling
[
{J (t)K }mt=1 = {J (t)Πz(K)}mt=1
]
=
(
Prcoupling
[JK = JΠz(K)])m
≥
(
1− δ
2m
)m
For a real number u, we have the inequality
(1− 1
u
)u ≤ e−1,
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and for u ≥ 2, we have
(1− 1
u
)u ≥ e− uu−1 ≥ e−2.
Applying these inequalities, we finally obtain
Prcoupling
[
{J (t)K }mt=1 = {J (t)Πz(K)}mt=1
]
≥
((
1− δ
2m
) 2m
δ
) δ
2
≥ e−δ ≥ 1− δ.
E AMore Detailed Proof of Theorem 1
In this section, we take a more elaborate look at the proof of Theorem 1. The proof is mentioned in
Section 5.2.
Detailed proof of Theorem 1. Lemma 1 tells us there exists a constant c1 such that c1CN,ǫ,α,ζ
√
N/ǫ2 samples
suffice for DPP-TESTER to successfully test against (α, ζ)-normal DPPs, with probability at least 0.995.
For the general problem of testing against any DPP (i.e. without having the normality conditions),
we prove that m∗ = c2CN,ǫ
√
N/ǫ2 samples suffice to succeed with probability at least 0.99, as long as
c2 ≥ c1max{23, 2 log(c1)+23}. To test against all DPPs, we use the parameter setting of DPP-TESTER for
(0, z¯)-normal DPPs, where we define z¯ := 0.005/2m∗n. The key idea is that via the coupling argument
of Lemma 3, we can reduce the analysis for testing against all DPPs to the analysis for testing against
only (0, z¯)-normal DPPs. To this end, we use the following Lemma. The derivation of the inequality in
Lemma 7 is based on elementary algebraic operations, and we differ its proof to the end of this section.
Lemma 7. For constant c2 picked as large as c2 ≥ c1max{23, 2 log(c1) + 23}, we have
m∗ ≥ CN,ǫ,0,z¯
√
N/ǫ2. (29)
Therefore, we pick c2 ≥ c1max{23, 2 log(c1) + 23} to satisfy the inequality m∗ ≥ CN,ǫ,0,z¯
√
N/ǫ2.
This means that given m∗ samples, according to the definition of c1, our tester can test against (0, z¯)-
normal DPPs with success probability at least 0.995. Therefore, if the underlying distribution q is an
(0, z¯)-normal DPP, or if it is ǫ-far from all DPPs, then DPP-TESTER outputs correctly with probability
at least 0.995. It remains to show that the algorithm can also handle a DPP with kernel K∗, which is
not (0, z¯)-normal. To see this, note that because of the particular choice of z¯, our coupling argument
in Lemma 3 implies that the product distributions Pr
(m∗)
K∗ [.] and Pr
(m∗)
Πz¯(K∗)
[.] over the space of data sets
have ℓ1-distance at most 0.005. This follows from the fact that for two arbitrary random variablesX and
Y over the same underlying space, with probability distributions PX and PY , we have the following
characterization of their ℓ1-distance:
ℓ1(PX , PY ) = inf
coupling(X,Y )
Prcoupling[X 6= Y ].
Therefore, we have ℓ1
(
Pr
(m∗)
K∗ [.],Pr
(m∗)
Πz¯(K∗)
[.]
)
≤ 0.005. From this, we can relate the probability of the
tester’s acceptance region under Pr
(m∗)
K∗ [.], to the same probability under Pr
(m∗)
Πz¯(K∗)
[.]:
Pr
(m∗)
K∗ [Acceptance Region] ≥ Pr(m
∗)
Πz¯(K∗)
[Acceptance Region]− 0.005 ≥ 0.995− 0.005 = 0.99,
where the last inequality follows from the fact that PrΠz¯(K∗)[ .] is an (0, z¯)-normal DPP, according to the
definition of Πz¯(K
∗). Hence, for c2 ≥ max{23, 2 log(c1) + 23}, DPP-TESTER, with the particular choice
of its parameter ς with respect to (0, z¯)-normal DPPs, succeeds given c2CN,ǫ
√
N/ǫ2 samples to test all
DPPs with probability at least 0.99. This completes the proof of Theorem 1.
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Proof of Lemma 7. As usual, log(.) denotes the natural logarithm. Inequality (29) boils down to
c2CN,ǫ ≥ c1CN,ǫ,0,z¯,
or equivalently
c2 log
2(N)(log(N) + log(1/ǫ)) ≥ c1 log2(N)(1 + log(1/z¯) + log(1/ǫ))
⇔ c2(log(N) + log(1/ǫ)) ≥ c1(1 + log(1/0.0025) + log(m∗) + log(n) + log(1/ǫ)). (30)
Using the inequality log(x) ≤ x− 1 for x > 0, we get:
log(m∗) = log(c2CN,ǫ
√
N/ǫ2)
= log(c2) + 2 log(log(N)) + log(log(N) + log(1/ǫ)) +
1
2
log(N) + 2 log(1/ǫ)
≤ log(c2) + 2(log(N)− 1) + log(N) + log(1/ǫ)− 1 + 1
2
log(N) + 2 log(1/ǫ)
= log(c2)− 2 + 7
2
log(N) + 3 log(1/ǫ). (31)
Substituting Inequality (31) in Inequality (30), it is enough to satisfy
c2
c1
≥ log(c2)− 1 + log(1/0.0025) + 7/2 log(N) + 4 log(1/ǫ) + log(n)
log(N) + log(1/ǫ)
:= ̺.
We further upper bound ̺ using the inequalities log(n) < 12 log(N) + 1 and log(N) ≥ 0.69:
̺ <
log(c2) + 6 + 8 log(N) + 4 log(1/ǫ)
log(N) + log(1/ǫ)
=
log(c2) + 6
log(N) + log(1/ǫ)
+
8 log(N) + 4 log(1/ǫ)
log(N) + log(1/ǫ)
≤ 1.5 log(c2) + 9 + 8(log(N) + log(1/ǫ))
log(N) + log(1/ǫ)
= 1.5 log(c2) + 17.
Therefore, it is enough to satisfy c2/c1 ≥ 1.5 log(c2) + 17. But setting c2/c1 = c3, this means we should
choose c3 large enough so that c3 ≥ 1.5 log(c3) + 1.5 log(c1) + 17. One can readily check that c3 ≥
max{23, 2 log(c1) + 23} satisfies this inequality. Consequently, it is enough to pick c2 as large as c2 ≥
c1max{23, 2 log(c1) + 23}, which completes the proof of Lemma 7. Note that c1max{23, 2 log(c1) + 23}
is almost a linear function of c1.
F Modification of DPP-TESTER for distinguishing (α, ζ)-normalDPPs
from the ǫ-far set of just the (α, ζ)-normal DPPs
Here, we explain how to manipulate the tester to work when we want to distinguish if q is an (α, ζ)-
normal DPP, or ǫ-far only from the class of (α, ζ)-normal DPPs. We suggest that the reader first read the
proof of Theorem 3.
The only part we change in the algorithm is the way we generate the set of candidate DPPs M;
we build the set of candidate marginal kernels M the same way as in the proof of Theorem 3. Given
a candidate kernel matrix K ∈ M and an arbitrary entry Ki,j , depending on whether Ki,j is zero, or
picked from the confidence interval around Kˆ
(+)
i,j or Kˆ
(−)
i,j , we define the value αi,j(K) to be zero, +α,
or −α respectively. Now when we are in the case where the underlying distribution is DPP, according
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to the way we generateM , with high probability there exists a K˜ ∈ M , such that K˜i,j is ℘-close to K∗i,j
for every i, j ∈ [n], and furthermore, αi,j(K˜) is zero if K∗i,j = 0, or has the same sign as K∗i,j if K∗i,j 6= 0
(℘ is defined in Equation (12)). Our goal is to exploit this property of αi,j(K˜)’s to redefineM, so that
the candidate DPPs inM are (α, ζ)-normal. To this end, for each matrixK ∈M , instead of projectingK
onto the set of PSD matrices with eigenvalues in [0, 1], we project onto the following convex body with
respect to the Frobenius distance, which is a subset of (α, ζ)-normal DPPs:
DK := {A ∈ S+n | ζ.I  A (1 − ζ)I, ∀i, j ∈ [n] :
Ai,j/αi,j(K) ≥ 1 ifαi,j(K) 6= 0, orAi,j = 0 ifαi,j(K) = 0},
and generateM as
M := {PrΠDK (K)[ .]|K ∈M},
where we denote by ΠDK the projection map onto DK . Particularly, it is clear that DK is a subset of
(α, ζ)-normal DPPs, and as the intersection of convex sets, DK is also convex, so projection on DK is
well-defined.
Now when q is a DPP with marginal kernel K∗, we know it is (α, ζ)-normal, so for every i, j ∈ [n] :
|K∗i,j | ≥ α. Combining this with the property that αi,j(K˜) is zero if K∗i,j = 0, or it has the same sign
as K∗i,j if K
∗
i,j 6= 0, we obtain that K∗ ∈ DK˜ . This means ΠDK˜ (K∗) = K∗. Using this relation with the
contraction property of projection, we obtain
‖ΠD
K˜
(K˜)−K∗‖F = ‖ΠD
K˜
(K˜)−ΠD
K˜
(K∗)‖F ≤ ‖K˜ −K∗‖F .
Therefore, by substituting the projection Π(K) in our algorithm by ΠDK (K) for every K ∈ M , the
inequality in Equation (13) in the proof of Theorem 3 remains to hold, and the rest of the proof for the
χ2-distance bound follows accordingly. On the other hand, with the new projection ΠDK (K) instead of
Π(K), the DPPs that are generated inM are all (α, ζ)-normal, so if we are in the case that q is ǫ-far from
(α, ζ)-normal DPPs, it is also ǫ-far fromM. Consequently, our χ2-ℓ1 tests are able to distinguish the two
cases as before, and we obtain an (ǫ, 0.99)-tester with sample complexity Θ(
√
N/ǫ2) for this modified
version of our testing problem.
We should note that computing ΠDK (K) is trickier than Π(K); for Π(K), computing the Singular
value decomposition (SVD) of K is enough (or we can use iterative algorithms to get an approximate
solution faster), but computing ΠDK (K) is a general convex problem and is solvable via convex pro-
gramming approaches.
G Analysis of DPP-TESTER2
In this section, we show the argument in Theorem 5, which is a direct consequence of the sample and
time complexities for the moment-based learning algorithm in [67].
Proof of Theorem 5. Recall from the proof of Theorem 3 that estimating each entry ofK∗ up to accuracy℘,
defined in Equation (12), is enough to prove the desired bound χ2(q, p˜) ≤ ǫ2/500, which in turn enables
the final χ2-ℓ1 tester to work correctly.
Now let Dn be the set of n× n diagonal matrices with +1 or −1 on their diagonal. For any D ∈ Dn,
the marginal kernel DK∗D induces the same DPP distribution as K∗ does. In other words, K∗ is iden-
tifiable only up to the multiplication of its rows and columns by ±1. With this in mind, to get the final
guarantee for closeness of the DPP distributions when we use the moment-based learning algorithm,
i.e. χ2
(
q,PrKnew[ .]
)
≤ ǫ2/500, it is enough that for some D ∈ Dn, we estimate the matrix DK∗D
entrywise with accuracy ℘. In fact, the moment-based learning algorithm gives us such a guarantee;
according to [67], in order to compute a ℘-accurate estimate of K∗ in pseudo-distance, the moment-based
algorithm requiresO
((
1
α2℘2 + ℓ(
4
α )
2ℓ
)
log(n)
)
samples, where the pseudo-distance of matricesK1 and
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K2 is defined as
ρ(K1,K2) = min
D∈Dn
∣∣∣DK1D −K2∣∣∣∞ = minD∈Dn maxi,j∈[n] ∣∣(DK1D)i,j − (K2)i,j∣∣.
Now substituting ℘ from Equation (12), the sample complexity of the moment-based algorithm as a
subroutine in DPP-TESTER2 becomes
m = O
(
n4 log(n)
ǫ2α2ζ2
+ ℓ(
4
α
)2ℓ log(n)
)
, (32)
where ℓ is the cycle sparsity2 of the graph with vertices [n], whose edges correspond to the non-zero
entries of K∗.
Adding the complexity of the final χ2-ℓ1 test to the learning complexity in Equation (32), the overall
sample complexity of DPP-TESTER2 is:
O
(
n4 log(n)
ǫ2α2ζ2
+ ℓ(
4
α
)2ℓ log(n) +
√
N
ǫ2
)
.
For the time complexity, the run-time of the moment-based algorithm is O(n6 +mn2) in the worst-case
due to [67], and the run-time of the χ2-ℓ1 test is O(Nn
3 +m), as we have to compute PrKnew[ J ] for each
J ⊆ [n], requiring an SVD in time O(n3). Adding them up results in an overall run time of
O(Nn3 + n6 +mn2) = O(ǫ4m2n3 + n6 +mn2) = Poly(m,n)
for DPP-TESTER2, where the above equality follows from our sample complexity lower bound m =
Ω(
√
N/ǫ2).
H Time complexity of DPP-TESTER
In this section, we analyze the time complexity of DPP-TESTER.
For each p ∈ M, to apply the robust χ2-ℓ1 test of Acharya et al. [1], one has to compute the statistic
Z(m) defined in Equation (3). To compute Z(m), one should compute p(J) for every J ⊆ [n], which
requires a determinant calculation in time O(n3). Therefore, each robust χ2 − ℓ1 testing takes time
O(Nn3). There is another O(m) pre-processing time for computing N(J)’s. Moreover, computing the
projection matrix Π(K) for everyK ∈M requires the Singular value decomposition (SVD) of K , which
takes time O(n3). This is because we project with respect to the Frobenius distance, and it follows
from the 2-Weilandt-Hoffman inequality [65] that computing Π(K) can equivalently be done by rounding
down the eigenvalues of K that are larger than one to one, and rounding up the eigenvalues that are
negative to zero. Computing the initial estimate of the marginal kernel, i.e. Kˆ in the proof of Theorem 3,
also takes time at most O(min{N,m}n2). Therefore, the overall time complexity becomes
O(|M|Nn3 +m).
I Lower bound on the Sample Complexity of Distinguishing the Uni-
form distribution from F
In this section, we give a high-level sketch of the approach that Diakonikolas and Kane [24] use, to argue
a lower bound ofΩ(
√
N/ǫ2) on the sample complexity of the problem of testing the uniform distribution
against hr, randomly selected from F .
2The cycle sparsity of a graph is the smallest ℓ′ such that the cycles with length at most ℓ′ constitute a basis for the cycle space
of the graph.
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Proof. Suppose that we observe samples from the underlying distribution g, where g can either be hr or
the uniform distribution. We flip a random coin X , and based on that set g to the uniform distribution,
or to hr, a distribution randomly selected from F . For every S ⊆ [n], letN(S) be the number of samples
that are equal to S. We aim to show that given the number of samples satisfy m = o(
√
N/ǫ2), the
information in the collection of random variablesA = {N(S)|S ⊆ [n]} is not enough to guess the value
of X strictly better than random guessing, say with success probability greater than 0.51.
To begin, we use the following Lemmawithout proof, which is exactly Lemma 3.2. in page 19 of [24].
This is a classical result in Information theory:
Lemma 8. For random variables X and A, if there exist a function mapping A to X such that f(A) = X with
probability at least 0.51, then we have the following bound on their mutual information:
I(X ;A) ≥ 2.10−4.
Based on Lemma 8, it is enough to show that I(X ;A) = o(1). To continue, we use the Poissonization
trick; instead of directly deriving m samples from g, we sample m′ from the Poisson distribution with
parameter m, namely m′ ∼ Poisson(m), then derive m′ samples from g. Using this trick, we still have
m′ = Θ(m) samples with high probability, so it is enough to bound I(X,A) for A with respect to the
new sampling scheme with Poissonization. Based on properties of the Poisson distribution, the new
scheme is equivalent to deriving N(S) ∼ Poisson(mg(S)) for each set S ⊆ [n] independent from the
others. Furthermore, we showed in the proof of Theorem 4 that Lr = Θ(1) with high probability, so by
usingmLr instead ofm samples, the order of sample size does not change. But now, in the case g = hr,
N(S) is sampled according to N(S) ∼ Poisson(mLrhr(S)) = Poisson(mh¯r(S)). Thus, one can readily
see that again, we can substitute hr by its unnormalized counterpart h¯r in our Poisson sampling.
Finally, assuming the sampling scheme N(S) ∼ Poisson(mh¯r(S)), ∀S ⊆ [n], we bound I(X,A).
Note that given the value ofX , the random variables {N(S)} are independent, so we have the following
bound on the mutual information:
I(X ;A) ≤
∑
S⊆[n]
I(X ;N(S)). (33)
It is enough to bound each of the terms I(X ;N(S)). For that, we bring without proof Lemma 3.3.
from [24], page 20:
Lemma 9. IfN(S) ∼ Poisson(mh¯(S)) for X = 0 and N(S) ∼ Poisson(m/N) for X = 1, then:
I(X ;N(S)) = O(m2ǫ4/N2).
From this Lemma and Equation (33), we get I(X ;A) = o(m2ǫ4/N) = o(1). Combining this with
Lemma 8, we conclude that we need at least Ω(
√
N/ǫ2) samples to non-trivially guess X from the ob-
served samples. This completes the proof of the promised lower bound on the sample complexity of the
problem of testing uniform distribution against F . For more details and the proof of Lemmas 8 and 9,
we refer the reader to [24].
