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Abstract: The paper deals with a dynamical system described by delay differential equations
which is controlled under conditions of unknown disturbances. This system is approximated
by a system of ordinary differential equations which is used as a leader. An aiming procedure
between the delay and approximating systems is elaborated. The procedure is organized in such
a way that the necessary proximity of motions of these systems is guaranteed by means of the
delay system control and a certain part of the approximating system controls. Another part of
the approximating system controls can be used to compensate disturbances in the initial delay
system and to ensure the required quality of the control process. Thus, by using the elaborated
aiming procedure, results of control theory for ordinary differential systems can be applied to
delay differential systems.
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1. INTRODUCTION
The research of approximations of delay differential equa-
tions by ordinary differential equations have an extensive
history. The convergence of such approximations for linear
systems with constant delays was proved in Krasovskii
(1964). In Repin (1965), this result was extended to non-
linear systems, and in Kurjanskii (1967) – to the case
of variable delays. Later, similar approximations, their
generalizations and applications to different kinds of prob-
lems were considered, for example, by Kryajimskii (1978),
Banks and Burns (1978), Banks and Kappel (1979), Ku-
nisch (1980), Fabiano (2013). Within the game-theoretical
approach (see, e.g., Krasovskii (1985), Krasovskii and Sub-
botin (1988)), it was proposed in Krasovskii and Kotel-
nikova (2011) to use the approximating system of ordinary
differential equations as a leader for the initial time-delay
dynamical system controlled under conditions of distur-
bances or counteractions. Results concerning the validity
of such control procedure for a quite general class of delay
differential systems are given in the present paper.
2. TIME-DELAY CONTROL SYSTEM
Consider a dynamical system described by the following
nonlinear delay differential equation
ẋ[t] = f
(
t, xt[·], u[t], v[t]
)
, (1)
t ∈ [t0, ϑ], x[t] ∈ Rn, u[t] ∈ U, v[t] ∈ V,
 This work is supported by the Russian Science Foundation, project
no. 15-11-10018.
with the initial condition
xt0 [ζ] = x[t0 + ζ] = z[ζ], ζ ∈ [−h, 0]. (2)
Here t is the time variable; x[t] is the value of the state
vector at the time t; ẋ[t] = dx[t]/dt is the rate of its
variation at this time; h = const > 0; xt[·] is the motion
history on the interval [t − h, t], defined by xt[ζ] = x[t +
ζ], ζ ∈ [−h, 0]; u[t] and v[t] are respectively the current
control and disturbance actions. It is assumed that times
t0, ϑ are given, and U , V are known compact sets of finite-
dimensional spaces.









v[t] ∈ V, t0 ≤ t < ϑ
}
.
Below, angle brackets 〈·, ·〉 are used for the scalar product
of vectors, and double brackets
∥∥ · ∥∥ denote the Euclidean
norm. The space of all continuous functions from [−h, 0]





with the supremum norm ‖ · ‖C .
The following conditions are assumed:
(C1) The mapping f : [t0, ϑ] × C × U × V → Rn is
continuous.
(C2) There exists a constant α > 0 such that
∥∥f(t, w[·], u, v)∥∥ ≤ α(1 + ∥∥w[·]∥∥
C
)
for all t ∈ [t0, ϑ], w[·] ∈ C, u ∈ U , and v ∈ V .
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vector at the time t; ẋ[t] = dx[t]/dt is the rate of i s
ariation at this time; h = const > 0; xt[·] is the m tion
history on he in erval [t − h, t], defined by xt[ζ] = x[t +
ζ], ζ ∈ [−h, 0]; u[t] nd v[t] are r spectively the current
control and dist rbance ac ions. It is assumed that times
t0, ϑ are given, and U , V are known compact sets of finit -
dimensional spaces.
Admissible control and disturbance realizations are Borel
measura l fu ctions
u[t0[·]ϑ) =
{





v[t] ∈ V, t0 ≤ t < ϑ
}
.
Below, angle brackets 〈·, ·〉 are used for the scalar product
of vectors, and double brackets
∥∥ · ∥∥ denote the Eucli ean
norm. The space of all continuous functions from [−h, 0]





with the supremum norm ‖ · ‖C .
The following conditions are assumed:
(C1) The mapping f : [t0, ϑ] × C × U × V → Rn is
continuous.
(C2) There exists a constant α > 0 such that
∥∥f(t, w[·], u, v)∥∥ ≤ α(1 + ∥∥w[·]∥∥
C
)
for all t ∈ [t0, ϑ], w[·] ∈ C, u ∈ U , and v ∈ V .
16th IFAC workshop on Control Applications of Optimization
October 6-9, 2015. Garmisch-Partenkirche , Germany
Copyright © IFAC 2015 178 178
a ro i atio s of ti e- ela co trol
s ste s
. Lukoyanov ∗ . Plaksin ∗
∗ Institute of athematics and echanics of the Ural Branch of the
Russian Academy of Sciences, S.Kovalevskaya str. 16, Ekaterinburg,
620990, Russia;
Institute of athematics and Computer Sciences,
Ural Federal University, ira str. 19, Ekateri burg, 620002, Russia,
(e-mail: nyul@imm.uran.ru, a.r.plaksin@gmail.com)
bstract: The paper deals with a dynamical system described by delay differential equations
which is controlled under conditions of unknown disturbances. This system is approximated
by a system of ordinary differential equations which is used as a leader. An aiming procedure
between the delay and approximating systems is elaborated. The procedure is organized in such
a way that the necessary proximity of motions of these systems is guaranteed by means of the
delay system control and a certain part of the approximating system controls. Another part of
the approximating system controls can be used to compensate disturbances in the initial delay
system and to ensure the required quality of the control process. Thus, by using the elaborated
aiming procedure, results of control theory for ordinary differential systems can be applied to
delay differential systems.
Keywords: control schemes, delay elements, feedback methods, differential games
1. INTRODUCTION
The research of approximations of delay differential equa-
tions by ordinary differential equations have an extensive
history. The convergence of such approximations for linear
systems with constant delays was proved in Krasovskii
(1964). In Repin (1965), this result was extended to non-
linear systems, and in Kurjanskii (1967) – to the case
of variable delays. Later, similar approximations, their
generalizations and applications to different kinds of prob-
lems were considered, for example, by Kryajimskii (1978),
Banks and Burns (1978), Banks and Kappel (1979), Ku-
nisch (1980), Fabiano (2013). ithin the game-theoretical
approach (see, e.g., Krasovskii (1985), Krasovskii and Sub-
botin (1988)), it was proposed in Krasovskii and Kotel-
nikova (2011) to use the approximating system of ordinary
differential equations as a leader for the initial time-delay
dynamical system controlled under conditions of distur-
bances or counteractions. Results concerning the validity
of such control procedure for a quite general class of delay
differential systems are given in the present paper.
2. TI E-DELAY CONTROL SYSTE
Consider a dynamical system described by the following
nonlinear delay differential equation
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t0, ϑ are given, and U , V are known compact sets of finite-
dimensional spaces.









v[t] ∈ V, t0 ≤ t < ϑ
}
.
Below, angle brackets 〈·, ·〉 are used for the scalar product
of vectors, and double brackets
∥∥ · ∥∥ denote the Euclidean
norm. The space of all continuous functions from [−h, 0]





with the supremum norm ‖ · ‖C .
The following conditions are assumed:
(C1) The mapping f : [t0, ϑ] × C × U × V  Rn is
continuous.
(C2) There exists a constant α > 0 such that
∥∥f(t, w[·], u, v)∥∥ ≤ α(1 + ∥∥w[·]∥∥
C
)
for all t ∈ [t0, ϑ], w[·] ∈ C, u ∈ U , and v ∈ V .
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Abstract: The paper deals with a dynamical system described by delay differential equations
which is controlled under conditions of unknown disturbances. This system is approximated
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1. INTRODUCTION
The research of approximations of delay differential equa-
tions by ordinary differential equations have an extensive
history. The convergence of such approximations for linear
systems with constant delays was proved in Krasovskii
(1964). In Repin (1965), this result was extended to non-
linear systems, and in Kurjanskii (1967) – to the case
of variable delays. Later, similar approximations, their
generalizations and applications to different kinds of prob-
lems were considered, for example, by Kryajimskii (1978),
Banks and Burns (1978), Banks and Kappel (1979), Ku-
nisch (1980), Fabiano (2013). Within the game-theoretical
approach (see, e.g., Krasovskii (1985), Krasovskii and Sub-
botin (1988)), it was proposed in Krasovskii and Kotel-
nikova (2011) to use the approximating system of ordinary
differential equations as a leader for the initial time-delay
dynamical system controlled under conditions of distur-
bances or counteractions. Results concerning the validity
of such control procedure for a quite general class of delay
differential systems are given in the present paper.
2. TIME-DELAY CONTROL SYSTEM
Consider a dynamical system described by the following
nonlinear delay differential equation
ẋ[t] = f
(
t, xt[·], u[t], v[t]
)
, (1)
t ∈ [t0, ϑ], x[t] ∈ Rn, u[t] ∈ U, v[t] ∈ V,
 This work is supported by the Russian Science Foundation, project
no. 15-11-10018.
with the initial condition
xt0 [ζ] = x[t0 + ζ] = z[ζ], ζ ∈ [−h, 0]. (2)
Here t is the time variable; x[t] is the value of the state
vector at the time t; ẋ[t] = dx[t]/dt is the rate of its
variation at this time; h = const > 0; xt[·] is the motion
history on the interval [t − h, t], defined by xt[ζ] = x[t +
ζ], ζ ∈ [−h, 0]; u[t] and v[t] are respectively the current
control and disturbance actions. It is assumed that times
t0, ϑ are given, and U , V are known compact sets of finite-
dimensional spaces.
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.
Below, angle brackets 〈·, ·〉 are used for the scalar product
of vectors, and double brackets · denote the Euclidean
norm. The space of all continuous functions from [−h, 0]





with the supremum norm ‖ · ‖C .
The following conditions are assumed:
(C1) The mapping f : [t0, ϑ] × C × U × V → Rn is
continuous.
(C2) There exists a constant α > 0 such that
f
(







for all t ∈ [t0, ϑ], w[·] ∈ C, u ∈ U , and v ∈ V .
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> 0 such that








for all t ∈ [t0, ϑ], u ∈ U , v ∈ V , and w1[· ], w2[· ] ∈ D.
(C4) The initial function z[·] is absolutely continuous and
satisfies inequalities
∥∥z[ζ]∥∥ ≤ R0, ζ ∈ [−h, 0],∥∥ż[ζ]∥∥ ≤ R0 for almost all ζ ∈ [−h, 0], R0 = const > 0.

























In differential games theory condition (C4) is called “Isaacs
condition” (see, e.g., Isaacs (1965)) or “the saddle point
condition in a small game” (see, e.g., Krasovskii and
Subbotin (1988)). This assumption does not play a crucial
role and can be omitted (see below, Remark 4).
If conditions (C1)–(C4) hold, then, for any admissible
realizations u[t0[·]ϑ) and v[t0[·]ϑ), and any initial function
z[·] the problem (1), (2) has a unique solution that is the
absolutely continuous function
x[t0 − h[· ]ϑ] = {x[t] ∈ Rn, t0 − h ≤ t ≤ ϑ}
which satisfies (2) and almost everywhere satisfies (1)
together with u[t] and v[t]. Moreover, there exists a number
Rx > 0, such that for any solution x[t0−h[·]ϑ] the following
inequalities hold
∥∥x[t]∥∥ ≤ Rx, t ∈ [t0 − h, ϑ], (3)
∥∥ẋ[t]∥∥ ≤ Rx for almost all t ∈ [t0 − h, ϑ].
3. APPROXIMATING ORDINARY DIFFERENTIAL
SYSTEM
Let m ∈ N, ∆h = h/m. Let x[t0 − h[· ]ϑ] be a solution of
the problem (1), (2). We define functions
x[i][t] = x[t− i∆h], t ∈ [t0, ϑ], i = 0,m,
X[t] =
(







[·] we denote the linear spline on the interval





[−i∆h] = x[i][t], i = 0,m. (4)
In accordance with system (1), by using the divided



















/∆h, i = 1,m,
Basing on this idea of approximation, we construct the















/∆h, i = 1,m,
(5)
t ∈ [t0, ϑ], y[i][t] ∈ Rn, i = 0,m, ũ[t] ∈ U, ṽ[t] ∈ V,
Y [t] =
(
y[0][t], y[1][t], . . . , y[m][t]
)
,
with the initial condition
y[i][t0] = z[−i∆h], i = 0,m. (6)
If conditions (C1)–(C4) hold, then, for any admissible
realizations ũ[t0[·]ϑ) and ṽ[t0[·]ϑ), the problem (5), (6) has
a unique absolutely continuous on [t0, ϑ] solution
Y [t0[· ]ϑ] = {Y [t], t0 ≤ t ≤ ϑ}.
Lemma 1. Let conditions (C1)–(C4) be valid. Then, there
exists a number Ry > 0 such that, for any integer m > 0,
any initial function z[·], and any admissible realizations
ũ[t0[·]ϑ) and ṽ[t0[·]ϑ) the solution Y [t0[· ]ϑ] of the problem
(5), (6) satisfies inequalities
∥∥y[i][t]∥∥ ≤ Ry, t ∈ [t0, ϑ], (7)
∥∥ẏ[i][t]∥∥ ≤ Ry for almost all t ∈ [t0, ϑ], i = 0,m.






Hence, using (C4) and (6) we deduce
∥∥y[i][t]∥∥ ≤ ∥∥y[i][t0]








































∥∥y[i][t]∥∥, t ∈ [t0, ϑ]. (9)
From (C2), (5), (8) and (9), for almost all t ∈ [t0, ϑ], we















∥∥ẏ[0][τ ]∥∥ dτ (11)
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From this estimation, according to Gronwall’s lemma (see.,
e. g. Bellman and Cooke (1963)) there exists a number
R1 > 0 such that, the following inequality holds
∥∥y[0][t]∥∥ ≤ R1, t ∈ [t0, ϑ]. (12)
Let us set Ry = (α+1)(1+max{R0, R1}). Then, from (8),
(10) and (12) we obtain
∥∥y[i][t]∥∥ ≤ Ry, t ∈ [t0, ϑ], i = 0,m, (13)
∥∥ẏ[0][t]∥∥ ≤ Ry for almost all t ∈ [t0, ϑ].
Now, we show that














/∆h, i = 1,m, t ∈ [t0, ϑ].
Taking into account (5) we have
ẏ[i][t] = q[i][t], for almost all t ∈ [t0, ϑ], i = 0,m. (15)






for almost all t ∈ [t0, ϑ], i = 1,m.








t ∈ [t0, ϑ], i = 1,m.
Using the second estimation in (13) and relations (15),
(17) we obtain
∥∥ẏ[i][t]∥∥ ≤ Ry for almost all t ∈ [t0, ϑ], i = 1,m.
Lemma is proved.
Let us define the function y[0][t] on the interval [t0 − h, t0]
as follows:
y[0][t0 + ζ] = y
[0]
t0 [ζ] = z[ζ], ζ ∈ [−h, 0]. (18)
Theorem 2. There exists a number K > 0 such that,
for any integer m > 0, any initial function z[·], and
any admissible realizations ũ[t0[·]ϑ) and ṽ[t0[·]ϑ), under
conditions (C1)–(C4) the solution Y [t0[· ]ϑ] of the problem








≤ Km−1/2, t ∈ [t0, ϑ]. (19)
Proof. By definition (4) of the spline S(Y [t])[·] taking into
account equations (5) and Lemma 1 we have
∥∥S(Y [t])[ζ ′]− S(Y [t])[ζ ′′]∥∥ ≤ max
i=1,m
∥∥ẏ[i][t]∥∥|ζ ′ − ζ ′′| (20)
≤ Ry|ζ ′ − ζ ′′|, ζ ′, ζ ′′ ∈ [−h, 0], t ∈ [t0, ϑ].
From Lemma 1 and results in Repin (1965) we obtain







∥∥ ≤ 2Ry∆h+ 4Ryhm−1/2, (21)
ζ ∈ [−i∆h,−(i− 1)∆h], i = 1,m.
LetK1 = 6Ryh. Then, the required estimation (19) follows
from (21). Theorem is proved.
4. AIMING PROCEDURE
Let us describe an aiming procedure between systems (1)
and (5). This procedure is based on a partition of the
control interval [t0, ϑ]:
∆δ =
{
tj : 0 < tj+1 − tj < δ, j = 0, k − 1, tk = ϑ
}
. (22)
Realizations u[t0[·]ϑ) and ṽ[t0[·]ϑ) are formed in this
procedure according to the following feedback rule:
u[t] = u◦j , ṽ[t] = ṽ
◦









tj , xtj [·], u, v
)
















, x[tj ]− y[0][tj ]
〉
.
Theorem 3. Let conditions (C1)–(C5) be valid. Then, for
any ε > 0, there exist numbersM > 0 and δ > 0 such that,
for any integer m > M , any initial function z[·], and any
admissible realizations ũ[t0[·]ϑ) and v[t0[·]ϑ), if realizations
u[t0[·]ϑ) and ṽ[t0[·]ϑ) are formed according to the aiming
procedure (22)–(24), then, for solutions x[t0−h[·]ϑ] of the
problem (1), (2) and Y [t0[·]ϑ] of the problem (5), (6), the
following inequality holds
∥∥x[t]− y[0][t]∥∥ ≤ ε, t ∈ [t0, ϑ].
Proof. We denote
s[t] = x[t]− y[0][t], t ∈ [t0 − h, ϑ], (25)
and Rs = Rx +Ry. Then, from (3) and Lemma 1 we have
∥∥s[t]∥∥ ≤ Rs, t ∈ [t0 − h, ϑ], (26)
∥∥ṡ[t]∥∥ ≤ Rs for almost all t ∈ [t0, ϑ].
Let us define a compact set D∗ ⊂ C consisting of abso-
lutely continuous functions x̃ : [−h, 0] → Rn, which satisfy
inequalities ∥∥x̃[t]∥∥ ≤ Rs, t ∈ [−h, 0], (27)
∥∥ ˙̃x[t]∥∥ ≤ Rs for almost all t ∈ [−h, 0].
Then, taking into account relations (3), (9), (20) and
Lemma 1 we obtain




[·] ∈ D∗. (28)
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ẏ[i][t] = q[i][t], for almost all t ∈ [t0, ϑ], i = 0,m. (15)






for almost all t ∈ [t0, ϑ], i = 1,m.








t ∈ [t0, ϑ], i = 1,m.
Using the second estimation in (13) and relations (15),
(17) we obtain
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and (5). This procedure is based on a partition of the
control interval [t0, ϑ]:
∆δ =
{
tj : 0 < tj+1 − tj < δ, j = 0, k − 1, tk = ϑ
}
. (22)
Realizations u[t0[·]ϑ) and ṽ[t0[·]ϑ) are formed in this
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Theorem 3. Let conditions (C1)–(C5) be valid. Then, for
any ε > 0, there exist numbersM > 0 and δ > 0 such that,
for any integer m > M , any initial function z[·], and any
admissible realizations ũ[t0[·]ϑ) and v[t0[·]ϑ), if realizations
u[t0[·]ϑ) and ṽ[t0[·]ϑ) are formed according to the aiming
procedure (22)–(24), then, for solutions x[t0−h[·]ϑ] of the
problem (1), (2) and Y [t0[·]ϑ] of the problem (5), (6), the
following inequality holds
∥∥x[t]− y[0][t]∥∥ ≤ ε, t ∈ [t0, ϑ].
Proof. We denote
s[t] = x[t]− y[0][t], t ∈ [t0 − h, ϑ], (25)
and Rs = Rx +Ry. Then, from (3) and Lemma 1 we have
∥∥s[t]∥∥ ≤ Rs, t ∈ [t0 − h, ϑ], (26)
∥∥ṡ[t]∥∥ ≤ Rs for almost all t ∈ [t0, ϑ].
Let us define a compact set D∗ ⊂ C consisting of abso-
lutely continuous functions x̃ : [−h, 0] → Rn, which satisfy
inequalities ∥∥x̃[t]∥∥ ≤ Rs, t ∈ [−h, 0], (27)
∥∥ ˙̃x[t]∥∥ ≤ Rs for almost all t ∈ [−h, 0].
Then, taking into account relations (3), (9), (20) and
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In accordance with (C3) let us define a number l∗ = l(D∗)
and a function
V [t] = max
ζ∈[t0,t]
∥∥s[ζ]∥∥2e−2l∗(t−t0), t ∈ [t0, ϑ]. (29)
The function V [t] is absolutely continuous, and almost
everywhere on [t0, ϑ] we have








Let us first obtain the estimation for 〈ṡ[t], s[t]〉. From (1),
(5) and (29), for almost all t ∈ [t0, ϑ], we have
〈ṡ[t], s[t]〉 = 〈f
(

















By condition (C1) the mapping f is continuous. Hence,
since the set D∗ is compact set in C, there exists a number
ν = ν(ε) > 0 such that, for any t′, t′′ ∈ [t0, ϑ] and any
w′[·], w′′[·] ∈ D∗, satisfying inequalities |t′ − t′′| ≤ ν and∥∥w′[·]− w′′[·]∥∥
C
≤ ν the following inequality holds
∥∥f(t′, w′[·], u, v)− f(t′′, w′′[·], u, v)∥∥ ≤ σε2/Rs, (33)
for any u ∈ U and v ∈ V . Let δ1 = min{ν/Rx, ν/Ry}.
Then, from (3) and Lemma 1, for any t′, t′′ ∈ [t0, ϑ],
|t′ − t′′| ≤ δ1, we have





∥∥x[ξ + t′]− x[ξ + t′′]∥∥ (34)
≤ Rx|t′ − t′′| ≤ ν,





≤ Ry|t′ − t′′| ≤ ν.
Let Rf > 0 be such that
∥∥f(t, w[·], u, v)∥∥ ≤ Rf , (35)
t ∈ [t0, ϑ], w[·] ∈ D∗, u ∈ U, v ∈ V.
Let δ2 = σε/(RfRs). Then, from (26), for any t
′, t′′ ∈
[t0, ϑ], |t′ − t′′| ≤ δ2, we deduce
∥∥s[t′]− s[t′′]∥∥ ≤ Rs|t′ − t′′| ≤ σε2/Rf . (36)


















in the right side of (31), and taking into account (22),
(26), and (33)–(36), we obtain
〈ṡ[t], s[t]〉 ≤ 〈f
(
tj , xtj [·], u[t], v[t]
)









, s[tj ]〉+ 4σε2.
Further, in accordance with (23) and (C5), for t ∈
[tj , tj+1), we have
〈f
(
tj , xtj [·], u[t], v[t]
)















































































t, xt[·], u, v
)





































By Theorem 1 there exists a number M > 0 such that, for
any integer m > M , the following inequality holds
∥∥y[0][ζ − h]− y[m][ζ]∥∥ ≤ σε2/(l∗Rs). (40)
Combining relations (30), (37)–(40), we obtain
V̇ [t] ≤ 10σεe−λ(t−t0) ≤ 10σε. (41)




= V [ϑ]eλ(ϑ−t0) ≤ 10σε2(ϑ− t0)eλ(ϑ−t0) = ε2.
Theorem is proved.
Thus, by using the aiming procedure (22)–(24), we can
apply results of the control theory of ordinary differential
systems to delay differential systems.
Remark 4. Theorem 3 is valid without condition (C5) if
we change the aiming procedure (22)–(24) as follows:
u[t] = u◦j , ṽ[t] = ṽ
◦









tj , xtj [·], u, v
)
, x[tj ]− y[0][tj ]
〉
,
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5. EXAMPLE
Consider a dynamical system described by the delay dif-
ferential equation
ẋ[t] = 0.5x[t]− 7
t∫
t−1
x[τ ]e−0.3|x[τ ]| dτ + u[t] + v[t]x[t− 1],
t ∈ [0, 9], x[t] ∈ R,
∣∣u[t]∣∣ ≤ 1, ∣∣v[t]∣∣ ≤ 1,
with the initial condition
x[ζ] = ζ cos(12ζ), ζ ∈ [−1, 0].
For this system, according to (5), (6) we construct the
approximating ordinary differential system, perform the
aiming procedure (22)–(24) and simulate the situation
with the worst-case realizations ũ[t0[·]ϑ) and v[t0[·]ϑ). The
results of simulation are shown in Figures 1–3.
Fig. 1. Simulation results for m = 100, δ = 0, 004.
Fig. 2. Simulation results for m = 500, δ = 0, 004.
Fig. 3. Simulation results for different values of m, when
δ = 0, 004.
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