Abstract. The Lovász Local Lemma (LLL) is a keystone principle in probability theory, guaranteeing the existence of configurations which avoid a collection B of "bad" events which are mostly independent and have low probability. In its simplest "symmetric" form, it asserts that whenever a bad-event has probability p and affects at most d bad-events, and epd < 1, then a configuration avoiding all B exists.
Introduction
The Lovász Local Lemma (LLL) is a keystone principle in probability theory which asserts that, in a probability space Ω provided with a set B of "bad-events", then as long as the bad-events are not too likely and are not too interdependent (in a certain technical sense), there is a positive probability that no event in B occurs. The LLL has numerous applications in areas including combinatorics, graph theory, and scheduling. The simplest "symmetric" form of the LLL states that if each bad-event B ∈ B has probability at most p max and affects at most d bad-events such that ep max d ≤ 1, then Pr( B∈B B) > 0. In particular, a configuration avoiding B exists. Other forms of the LLL, such as the "asymmetric" criterion, can be used when the probabilities and dependency-structure of the bad-events are more complex.
Although the LLL applies to general probability spaces, a simpler variable-based form suffices for most applications: the probability space Ω is defined by n independent variables X(1), . . . , X(n) over some alphabet Σ, and each bad-event B ∈ B is a boolean function f B on a subset var(B) of the variables. In this variable setting, the definition of dependency for the LLL is simple: bad-events B, B ′ affect each other (and we write B ∼ B ′ ) if var(B) ∩ var(B ′ ) = ∅.
We say that a configuration X = X(1), . . . , X(n) is good if it avoids all the bad-events, i.e. if f B (X) = 0 for all B ∈ B. We let m = |B| and σ = |Σ|.
The paradigmatic example of this variable-setting LLL is to k-SAT. Consider a CNF instance in which each clause contains k literals, and in which each clause shares variables with at most L clauses. Here, the probability space Ω draws each variable to be true or false with probability 1/2, and we have a bad-event that each clause is violated. Such bad-events have probability p = 2 −k and dependency d = L. Thus, as long as L ≤ 2 k /e, a satisfying assignment exists.
The LLL, in its classical probabilistic form, only shows an exponentially small probability that a configuration is good; thus, it does not give efficient algorithms. In a seminal paper [31] , Moser & Tardos introduced a simple randomized process, which we refer to as the MT algorithm, to give efficient algorithms for nearly all LLL applications.
Algorithm 1 The MT algorithm
1: Draw X from the distribution Ω 2: while some bad-event is true on X do 3: Arbitrarily select some true bad-event B
4:
For each i ∈ var(B), draw X(i) from its distribution in Ω.
We refer to step (4) here as resampling B. Under nearly the same conditions as the probabilistic LLL, the MT algorithm terminates in polynomial expected time. Moser & Tardos also described a parallel (RNC) variant of this algorithm.
Let us write p(B) = Pr Ω (B) for any event B, and we define Γ(B) to be the inclusive neighborhood of B, i.e. the set of all bad-events B ′ ∈ B such that B ∼ B ′ . Note that B ∈ Γ(B). We also define d = max B∈B |Γ(B)| and p max = max B∈B p(B).
1.1. Derandomized LLL algorithms. For deterministic algorithms, the situation is not as clean. The original paper of Moser & Tardos described a deterministic version of their algorithm, under the assumption that d ≤ O(1). This was strengthened by Chandrasekaran, Goyal & Haeupler [7] to unbounded d under a stronger LLL criterion ep max d 1+ε ≤ 1, for any constant ε > 0. These algorithms are based on the method of conditional expectations, using some problem-specific subroutine to compute conditional probabilities for the bad-events.
To illustrate this stronger criterion, observe that for k-SAT this algorithm applies whenever L ≤ 2 (1−ε)k /e, a small exponential loss compared to the probabilistic LLL bound. For many other applications of the LLL, the bad-events are determined by sums of certain independent random variables. Due to the exponentially-tight concentration coming from, e.g. Chernoff bounds, it is relatively straightforward to ensure that such bad-events have probability of d −c for any desired constant c. This has little qualitative change to the overall application, typically only changing some inconsequential second-order terms.
Many of the deterministic algorithms can also be parallelized. For the symmetric LLL, the algorithm of [7] concretely has complexity of O( ). This algorithm was further extended and optimized by Harris in [17] .
These parallel deterministic algorithms have an important caveat: the boolean functions f B computing the bad-events must satisfy additional structural properties. The algorithm of [7] requires the bad-events to be computable via a decision-tree of depth O(log d), the algorithm of [15] requires the bad-events to be monomials on O(log d) variables, and the algorithm of [17] requires that bad-events involve at most polylog(n) variables. Such restrictive conditions are in contrast to the sequential algorithms, which allow almost all types of events.
1.2. Our contribution and overview. We will describe new sequential and parallel derandomizations of the MT algorithm. There are three main contributions: (1) more general and simple convergence criteria; (2) a parallel algorithm allowing more flexibility in the bad-events; (3) derandomization of a probabilistic method known as the MT-distribution. Let us summarize these, and how they improve over previous algorithms.
Simpler criteria. As we have discussed, previous MT derandomization algorithms have mostly focused on criteria analogous to the symmetric LLL, for example, the criterion ep max d 1+ε ≤ 1. In this case, there are only a few easy-to-calculate parameters to ensure that the algorithm runs in polynomial time. Some of these algorithms also cover the asymmetric LLL, but in this case, there are many more parameters that need to be checked. For example, the algorithm of [7] requires, among other conditions, that the function x : B → (0, 1) witnessing the asymmetric LLL should have all its entries bounded (both from above and below) by polynomials. These criteria are complex to verify, especially for non-specialists.
We will describe a new deterministic algorithm, which is a variant on the algorithm of [7] but analyzed in terms of a bound known as Shearer's criterion for the LLL [34] . As shown by Kolipaka & Szegedy [27] , this is intimately connected to the behavior of the MT algorithm. The algorithm requires significant technical definitions to describe formally. To summarize briefly, we first enumerate a relatively small collection of "forbidden witnesses" which might cause the MT algorithm to fail to converge. These witnesses are based on "stable-set sequences", which are more powerful than "witness trees" as considered in [7] . We then use conditional expectations to find a resampling table which causes all forbidden witnesses to be false. At this point, we can simulate the MT algorithm using this fixed resampling table.
This analytic strategy requires a number of technical modifications to the analysis of [7] , both large and small. It yields two major advantages. First, Shearer's criterion is (essentially) the strongest possible LLL-type criterion in terms of the probabilities and dependency-structure of the bad-events. As a result, our deterministic algorithm applies to nearly all applications where the probabilistic form of the LLL applies. In particular, it subsumes the symmetric and asymmetric criteria, and it also applies to stronger criteria such as the cluster-expansion criterion of Bissacot et. al. [5] or the clique local lemma of Kolipaka, Szegedy, & Xu [28] .
But, there is a more important advantage: the Shearer criterion is more technically "robust" than the asymmetric LLL. The latter has a number of problematic corner cases, involving degenerate settings of certain variables. Part of the reason the bounds given in [7] are so complex, and involve so many different parameters, is the need to prevent these. The Shearer criterion, by contrast, involves only a few relatively legible parameters. This gives runtime bounds which are much easier to check and apply in practice. For example, we get the following crisp results: Theorem 1.1 (Simplified).
(1) If ep max d 1+ε ≤ 1 for constant ε > 0, then we can find a good configuration in polynomial time.
(2) If the vector of probabilities p(B) 1−ε satisfies the LLL for some constant ε > 0 and p(B) ≥ 1/ poly(n) for all B, then we can find a good configuration in polynomial time.
The first result here matches [7] , but the second result is much more general. Note in particular it does not depend on any of the "internal" parameters of the LLL criterion. We describe a number of other simple LLL criteria, which we hope should be much easier to check for applications.
A more general parallel algorithm. Our second main contribution is a new parallel algorithm running inÕ(log 2 n) time. For this, we use a general methodology of Sivakumar [35] for constructing deterministic parallel algorithms to fool certain types of "statistical tests." We show that when the bad-events can be computed by automata with state-space of size roughly poly(d), then all the convergence conditions of the MT algorithm can be described by log-space statistical tests. This addresses the main technical limitation with the previous LLL algorithms, namely, the structural restrictions on the functions f B .
To understand the advantage here, let us consider the following scenario, which is representative of many of the "typical" applications to graph theory and combinatorics. (We will see some more specific examples later on.) Suppose we have a graph of maximum degree ∆, and we want to color the vertices red or blue so that each vertex gets at most ∆ 2 (1 + ε) neighbors of either color, where ε is some suitably small function of ∆. To apply the LLL, we color the vertices randomly, and we have a bad-event that some vertex receives too many neighbors of either color.
In this case, a bad-event for a vertex v depends on the behavior of other vertices within some constant distance from v. Thus, d = ∆ O (1) . The bad-event depends upon poly(d) variables and has decision-tree complexity of order poly(d), which is exponentially far from satisfying the requirement of the algorithm of [7] . The constraint of [17] is not quite as problematic, but usually still requires ∆ ≤ polylog(n). Due to these limitations, most LLL applications encountered in the wild previously lacked deterministic parallel algorithms.
But this bad-event can be computed by a simple automaton, which maintains a running counter of the number of the neighbors of v receiving each color. This has state space of ∆, which indeed is poly(d). So this is suitable for our parallel algorithm, and we get a straightforward derandomization.
As some simplified examples of our parallel algorithm, we get the following results:
(1) If ep max d 1+ε ≤ 1 for constant ε > 0, and each bad-event B can be determined by an automaton on a state-space of size poly(d), then we can find a good configuration inÕ(log 2 n) time. (2) If the vector of probabilities p(B) 1−ε satisfies the LLL for some constant ε > 0, and each bad-event B can be determined by an automaton with a state-space of size poly(1/p(B)), and p(B) ≥ 1/ poly(n) for all B, then we can find a good configuration inÕ(log 2 n) time.
The MT distribution. When the LLL is satisfied, then a good configuration exists. In a number of applications, we need additional global information about it. One powerful tool for this is the MT-distribution [16] : namely, the distribution on the configuration at the termination of the MT algorithm. This distribution has a number of nice properties, and for many applications the probability of an event in the MT distribution is roughly comparable to its probability under the original distribution Ω. This leads to efficient algorithms for finding structures such as weighted independent transversals [14] .
To derandomize this, we show that if we are given a collection E of auxiliary events along with non-negative weights, we can find a good configuration for which the weighted sum of the events in E is not much more than its expected value under the MT distribution. As an example, we get the following result for the symmetric LLL: Theorem 1.3. Suppose that ep max d 1+ε ≤ 1 for some constant ε > 0. Suppose also that we have a collection E of ℓ auxiliary events with non-negative weights c E : E ∈ E, where each E ∈ E shares variables with O( log n pmax ) bad-events B ∈ B. Then we can find a good configuration X for which the weighted sum E c E , taken over events E ∈ E which hold on the configuration X, is at most (1 + 1/ poly(n)) times its expected value under the MT distribution.
We also show a parallel algorithm and results for more general LLL criteria.
1.3. Applications. We also provide a number of applications to combinatorial problems. Due to the simplicity and generality of our algorithms, many of these are straightforward transplants of the existing combinatorial proofs.
Section 7 describes three classic applications of the LLL: non-repetitive vertex coloring, defective vertex coloring, and domatic partition. The latter two problems had previous NC algorithms in [17] , with a number of technical limitations and complications. The first of these problems is new here, and notably it requires the asymmetric LLL. We get the following result for it: Theorem 1.4. Let ε > 0 be any fixed constant. For a graph G, there is an N C 2 algorithm to obtain a non-repetitive vertex coloring of G using O(∆(G) 2+ε ) colors.
Note that the best randomized algorithms for non-repetitive vertex coloring, as well as the best non-constructive bounds known, are given in [22] 
In Section 8, we develop a more technically-involved application to independent transversals. Given a graph G along with a partition of its vertices into classes of size b, an independent transversal (IT) is an independent set of G which contains exactly one vertex from each class. These objects have a long line of research, from both combinatorial and algorithmic points of view. The parallel MT algorithm can find an IT, under the condition b ≥ (4 + ε)∆(G) (see also [20] for a slightly better bound). A much more involved randomized sequential algorithm of Graf, Harris, & Haxell [14] applies under the nearly-optimal bound b ≥ (2 + ε)∆(G).
For many applications, we need a weighted IT. Specifically, given some vertex weighting w : V → [0, ∞), we want to find an IT I to maximize w(I) = v∈I w(v). This can be useful even for combinatorial problems which do not overtly involve vertex weights; for instance, this is critical for strong coloring (which we describe next). The randomized algorithm of [14] , building on nonconstructive results of Aharoni, Berger, & Ziv [1] , gives an IT I with w(I) ≥ w(V )/b. The MT algorithm also yields a slightly weaker bound of w(I) ≥ Ω(w(V )/b) [23] .
Using our derandomization of the MT-distribution, along with a few other constructions, we completely derandomize these algorithms. Specifically, we get the following results: Theorem 1.5 (Simplified). Let ε > 0 be any fixed constant, and let G be a graph with a vertex partition of common block-size b.
(
there is an N C 2 algorithm to find an independent transversal I of G which additionally satisfies
, there is a deterministic poly-time algorithm to find an independent transversal I of G which additionally satisfies
Finally, in Section 9, we consider the problem of strong coloring: given a graph G partitioned into blocks of size b, we want to partition the vertex set into b independent transversals. The work [14] describes randomized sequential algorithms under the condition b ≥ (3 + ε)∆(G), and [21] describes an RN C 4 algorithm under the condition b ≥ 9.49∆(G).
Our results on weighted independent transversals give much more efficient deterministic algorithms in both these settings: Theorem 1.6. Let ε > 0 be any fixed constant.
(1) There is an N C 3 algorithm which takes as input a graph G, along with a partition of the vertices into classes of size b ≥ (5 + ε)∆(G), and returns a strong coloring of G. (2) There is a deterministic poly-time algorithm which takes as input a graph G, along with a partition of the vertices into classes of size b ≥ (3 + ε)∆(G), and returns a strong coloring of G.
Note in particular that the parallel algorithm improves over the construction of [21] in three distinct ways: it is faster by a factor of log n; it has a looser condition on b, and it is deterministic.
1.4. Outline. In Section 2, we provide a self-contained overview of Shearer's criterion for the LLL, and its connection to the MT algorithm. In Section 3, we describe our sequential derandomized algorithm. We describe a general runtime bound based on the Shearer criterion, as well as bounds for simplified criteria such as the symmetric LLL. In Section 4, we provide an overview of Sivakumar's general derandomization method [35] , and in Section 5 we apply this to the MT algorithm. In Section 6, we describe the MT distribution, as well as sequential and parallel algorithms to derandomize it. In Section 7, we describe applications to non-repetitive vertex coloring, defective vertex coloring, and domatic partition. In Section 8, we describe applications to independent transversals and weighted independent transversals. In Section 9, we describe applications to strong coloring.
1.5. Some limitations of the derandomization. The LLL is a very general principle, with a number of extensions that go beyond the setting we consider here. Many of these extensions have efficient randomized algorithms. For completeness, we discuss here a few of the scenarios that our algorithm does not cover.
(1) Non-variable probability spaces. There are a few applications of the LLL to probability spaces which are not defined by independent variables. Most notably, Erdős & Spencer [8] described a method of finding Latin transversals in certain arrays by applying the LLL to the space of the uniform distribution of permutations. Such "exotic" probability spaces now have quite general efficient sequential [24] and parallel [21] randomized algorithms. No deterministic algorithms are known in these settings. (2) The Lopsided Lovász Local Lemma. Our definition of dependency is that B ∼ B ′ if var(B) ∩ var(B ′ ) = ∅. It is possible to slightly relax this definition to a weaker relation known as lopsidependency: B ∼ B ′ if and only if the two events disagree on the value of some common variable. With this definition, one can show correspondingly stronger bounds for the convergence of the Moser-Tardos algorithm, leading to improved results for some applications such as k-SAT [11, 20] . Our general technique of enumerating forbidden witnesses will likely still work in this setting. However, this leads to a number of technical complications and we do not explore this subject here. (3) Superpolynomial value of m or σ. Throughout this paper, we assume that the badevent set B and the alphabet Σ are provided explicitly as input to the algorithm. Thus, the algorithm is allowed to have runtime which is polynomial in m and σ. However, the actual size of the output of our algorithm is only O(n log σ), and in general the set B may be exponentially large as a function of n. In such cases, efficient randomized algorithms may still be possible if we have implicit access to B and/or Σ. Specifically, for a given configuration X ∈ Σ n , we need to determine which events in B are true, if any, and we need to sample variables from the distribution Ω. Such techniques was used in randomized versions of the Moser-Tardos algorithms in [16, 22, 14] .
It seems very difficult to derandomize the setting where B is provided implicitly, since a deterministic algorithm still needs to check a condition for rare bad-events. By contrast, it is usually straightforward to derandomize an implicitly-provided Σ by an appropriate binary search on the space. However, the precise method for this may be problem-specific and so for simplicity, we do not consider it here.
1.6. Notation. We use throughout theÕ() notation, whereÕ(x) = x polylog(x). The runtimes of our parallel algorithms are all based on the EREW PRAM model, and we say that an algorithm is in N C k if uses poly(N ) processors andÕ(log k N ) runtime, where N is the input size. We say that an algorithm is N C if is N C k for some constant k.
We use the Iverson notation, so that for a boolean predicate P we have [[P]] = 1 if P is true, and [[P]] = 0 otherwise.
For i ∈ [n] and B ∈ B, we write i ∼ B or B ∼ i if i ∈ var(B). We define Γ(B) = Γ(B) − {B} for B ∈ B. We say that B is isolated if Γ(B) = {B}; we say that a variable i ∈ [n] is isolated if i ∼ B for some isolated B.
For a set I ⊆ B, we define p(I) = B∈I p(B) and Γ(I) = B∈I Γ(B). For vectors q 1 , q 2 , we write
For a graph G = (V, E) and a vertex v of G, we define N (v) to be the neighborhood of v, i.e. the set of vertices u with (u, v) ∈ E. We define the maximum degree ∆(G) as ∆(G) = max v∈V |N (v)|.
Background on the Shearer criterion and the MT algorithm
The randomized MT algorithm is simple to describe (and hard to analyze). By contrast, significant technical analysis of the Shearer LLL criterion is required to even state the deterministic LLL algorithm. So we begin with a self-contained overview of the Shearer criterion and its connection to the MT algorithm. We also describe how it relates to the more familiar criteria such as the symmetric, asymmetric, and cluster-expansion criteria. Most of the results in this section can be found in various forms in [27, 7, 15, 24] .
We say that a set I ⊆ B if stable if B ∼ B ′ for all pairs B, B ′ ∈ I. We say that an infinite sequence S = (S 0 , S 1 , S 2 , . . . ) is a stable-set sequence if it satisfies the following three conditions:
We have S ℓ = ∅ for some finite ℓ ≥ 0. We define the size of S to be |S| = i |S i |, the weight w(S) to be ∞ i=0 p(S i ) (recalling our convention that p(S i ) = B∈S i p(B)), and the depth to be the minimum value ℓ with S ℓ = ∅. Note that condition (2) implies that S ℓ = ∅ for all ℓ ≥ depth(S), and that depth(S) ≤ |S|.
We say that S is rooted at S 0 . For I ⊆ B, we define µ(I) to be the total weight of all stable-set sequences rooted at I. Note that µ(∅) = 1 and if I is not stable then µ(I) = 0. For B ∈ B, we also write µ(B) as shorthand for µ({B}).
With this notation, one form of the Shearer criterion (due to Kolipaka & Szegedy [27] ) can be stated as follows: We note that the original version of the Shearer criterion was formulated in terms of an object known as the independent-set polynomial [34] . Definition 2.1 turns out to be more closely related to the behavior and analysis of the MT algorithm. For completeness, we provide self-contained proofs here directly in terms of stable-set sequences.
For h ≥ 0, we define µ (h) (I) to be the total weight of all stable-sequences sequences S rooted at I with depth(S) ≤ h; note that µ(I) = lim h→∞ µ (h) (I), and µ (0) (I) = 0 for I = ∅. We have the following fundamental recursion for µ:
Proof. If S = (I, S 1 , S 2 , . . . ) is a stable-set sequence rooted at I, then S ′ = (S 1 , S 2 , . . . , ) is also a stable-set sequence with depth(S) = depth(S ′ ) + 1 and w(S) = w(S ′ )p(I). Furthermore, we have S 1 ⊆ Γ(I). Thus, in order to enumerate stable-set sequences rooted at I of depth at most h, we can enumerate over all stable-set sequences of depth at most h − 1 rooted at any J ⊆ I.
This recursion allows to easily show that function µ is log-submodular:
Proof. See Appendix A.
One other useful notation is to define α(I) = J⊆Γ(I) µ(J) for a set I ⊆ B; again we abuse notation and write α(B) = α({B}). Note that taking the limit as h → ∞, Proposition 2.2 gives the fundamental formula:
The Shearer criterion is difficult to establish directly, and so a number of simpler criteria are used in practice. We summarize a few of the common ones here; the proofs appear in Appendix A. In analyzing the randomized and deterministic MT algorithms, it is often useful to consider a hypothetical situation in which the bad-events have artificially inflated probabilities, while their dependency structure is left unchanged. Consider a vector q : B → [0, 1]. For a set I ⊆ B, we define q(I) = B∈I q(B). We define the adjusted weight of a stable-set sequence S = (S 0 , . . . , ) by w q (S) = ∞ i=0 q(S i ). All of the previous definitions can be rephrased in terms of adjusted weight; for example, we define µ q (I) to be the sum of the adjusted weight of all stable-set sequences rooted at I, and so on.
There are two important parameters related to these slack conditions, which we define here and throughout the remainder of the paper. First, we define the gap to be g = 1 1 − p max Second, we define the work parameter W ε by:
We say that a vector q satisfies Shearer if I µ q (I) < ∞. For ε ∈ (0, 1), we say that p satisfies Shearer with ε-multiplicative slack if vector (1 + ε)p satisfies Shearer, and that p satisfies Shearer with ε-exponential slack if vector p 1−ε satisfies Shearer. (Here, the vectors (1 + ε)p and p 1−ε are defined coordinate-wise, i.e. for q = (1 + ε)p we have q(B) = (1 + ε)p(B) and for q = p 1−ε we have q(B) = p(B) 1−ε .) Note that W ε < ∞ iff p satisfies Shearer with ε-exponential slack. We have the following elementary bounds, whose proofs are shown in Appendix A: Proposition 2.5 ( [7] ). If p satisfies Shearer with ε-multiplicative slack, then:
Proposition 2.6. If p satisfies Shearer with ε-exponential slack, then:
(2) Vector p 1−ε/2 satisfies Shearer with ε 2 -exponential slack and with ε 2g -multiplicative slack. The parameters µ, α, W ǫ will be critical to determining the complexity of our algorithms. However, they cannot themselves be computed efficiently. Thus, we will be careful to only use these parameters implicitly, in the algorithm analysis, and not the algorithms themselves.
Witness DAGs (wdags).
The stable-set sequences have a useful graph-theoretic interpretation [15] . We define a witness DAG (wdag) to be a DAG G, in which each vertex v has a label L(v) ∈ B, and which satisfies the additional condition that for all distinct vertices v, v ′ ∈ G there is a directed edge between v and v ′ (in either direction) if and
The wdags are closely related to stable-set sequences. Given a stable-set sequence S, we can define a related wdag G as follows: for each i ≥ 0 and each B ∈ S i , we have a vertex (i, B) in G with label B. There is an edge from (i, B) to (i ′ , B ′ ) iff i ′ < i and B ∼ B ′ . Conversely, given a wdag G, we can define the stable-set sequence (S 0 , S 1 , . . . ), wherein S i is the set of all labels of vertices v whose maximum path length to a sink of G is i.
In light of this connection, for any wdag G we define the size |G| to be the number of nodes in G, the weight w(G) to be v∈G p(L(v)), and depth(G) to be the maximum path length of G.
If v 1 , . . . , v s are the sink nodes of G, then the definition of wdag implies that L(v 1 ), . . . , L(v s ) are distinct and {L(v 1 ), . . . , L(v s )} is a stable set of B. We define sink(G) to be this stable set {L(v 1 ), . . . , L(v s )}. We also say that G is rooted at I ⊆ B if sink(G) = I. If I = {B}, then we also say that G is single-sink and is rooted at B. We define S to be the set of all single-sink wdags.
We also say that G is collectible if sink(G) ⊆ Γ(B) for some B ∈ B, and we define C to be the set of all collectible wdags. Note that since B ∈ Γ(B) for all B, we have S ⊆ C.
For any set A of wdags, we define w(A) = G∈A w(G) and maxsize(A) = max G∈A |G|. With this notation, for instance, the Shearer criterion can be stated compactly as w(S) < ∞.
The main motivation for analyzing wdags comes from a construction of [15] known as the prefix. Given a wdag G and a set U of vertices of G, we define G(U ) to be the induced subgraph on all vertices w with a path to some u ∈ U . Note that G(U ) is also a wdag. We say that H is a prefix of G, and write H G, if H = G(U ) for any vertex set U . We say that H is a strict prefix if H = G. Observation 2.7. For any wdag G, there exists H ∈ S with H G and depth(H) = depth(G).
Proof. Let v 1 , . . . , v ℓ be any maximum-path length in G. Then G(v ℓ ) has a single sink node, namely, v ℓ , and retains the path v 1 , . . . , v ℓ of length ℓ.
The resampling table.
In the MT algorithm as we have presented it, the new values for each variable are drawn in an online fashion. One key analytical technique of Moser & Tardos [31] is to instead precompute the randomness in a resampling table R. This table records, for each variable i, an infinite list of values R(i, 0), R(i, 1), . . . , for that variable. The natural probability distribution for R is to draw the entries R(i, j) independently, such that R(i, j) has the same distribution as the variable X(i) in Ω. With some abuse of notation, we say that in this case R ∼ Ω.
We define R(•, 0) ∈ Σ n to be the configuration which is the initial row of R. When the MT algorithm begins, it sets X to this initial row, i.e. X(i) = R(i, 0) for each variable i. The first time that a variable X(i) needs to be resampled, it sets X(i) = R(i, 1), and so forth. More formally, for a given table R and an event B ∈ B, let us define the resampling table R ′ = R + B by setting
We can then interpret the Moser-Tardos algorithm as the following deterministic process:
Algorithm 2 The Moser-Tardos algorithm, for fixed resampling table R 1: while some bad-event B is true on configuration R(•, 0) do
Arbitrarily select some true bad-event B
3:
Update R ← R + B
We say that the resulting sequence of resampled bad-events B 1 , . . . , B t is an execution of MT with respect to R, and we say it is a full execution if no further bad-events are true after resampling B t . Note that, even with R fixed, this procedure is slightly under-specified: at any given time, there may be multiple bad-events which are simultaneously true, and Algorithm 2 allows a free choice for which one to select for resampling. Thus, an alternative characterization of an execution is the following: B 1 , . . . , B t is an execution iff each B i is true on the resampling table
There is a critical connection between the wdags and the resampling table. For a wdag G and i ∈ [n], let us define G[i] to the induced subgraph on all vertices w ∈ G with i ∼ L(w). Note that the graph G[i] is linearly ordered. For a resampling table R, we define the configuration X v,R ∈ Σ n for all vertices v ∈ G, by setting
We say that G is compatible with R, and we write Φ(G, R), if, for each node v ∈ G, the event L(v) is true on the configuration X v,R . Note that this condition only depends the entries R(i, j) for j ≤ depth(G).
For an execution of the MT algorithm (possibly infinite), with resampled events B 1 , B 2 , . . . , we define a wdagĜ which includes vertices v 1 , v 2 , . . . , labeled by B 1 , B 2 , . . . ,, and with an edge from v i to v j if i < j and B i ∼ B j . This may be an infinite graph if the MT algorithm does not terminate.
We quote a few useful results from [15] . For completeness, we include proofs in Appendix A.
Proposition 2.8.
(1) If G is compatible with R and H G, then H is compatible with R (2) The wdagĜ is compatible with R (3) For any wdag G, we have
For a set A of wdags and a resampling table R, we define A/R to be the set of G ∈ A which are compatible with R. Thus S/R and C/R are respectively the set of all single-sink wdags and collectible wdags compatible with R. We can use these results to show fast termination of the MT algorithm, as follows: Theorem 2.9. For a fixed resampling table R, the MT algorithm performs at most |S/R| resamplings. Furthermore, it only uses entries R(i, j) with j ≤ maxsize(S/R).
Proof. For the first result, if the MT algorithm runs for T iteration, then let v 1 , . . . , v T be the first T ordered nodes ofĜ. Observe thatĜ(v 1 ), . . . ,Ĝ(v T ) are distinct single-sink wdags which are all compatible with R, i.e. |S/R| ≥ T .
For the second result, suppose the MT algorithm uses entry R(i, j) at time t. In this case, consider vertex v t inĜ; this vertex must have X vt,R (i) = R(i, j). SoĜ(v t )[i] has j nodes, which implies thatĜ(v t ) has at least j nodes. But note thatĜ(v t ) ∈ S/R and hence j ≤ maxsize(S/R).
Basic derandomization of MT
Our overall algorithm strategy follows the same broad outline as [31, 7] : we will search for a resampling table R such that |S/R| has polynomial size, and then run the MT algorithm on R to get the desired configuration X. Furthermore, as we will shortly see, when Shearer's criterion is satisfied with appropriate slack, then the expected value of |S/R| is polynomially bounded.
But note that S is an infinite set, and so we cannot directly check |S/R| for a given resampling table R. This leads to the main algorithmic idea of enumerating a polynomial-size collection of wdags which in a sense "represents" the entire infinite set S. Note that this representative collection includes wdags which are not themselves in S.
Formally, for a threshold τ to be specified, let us define sets F 0 τ and F 1 τ as follows: F 0 τ is the set of all collectible wdags G with w p 1−ε (G) ≥ τ , and F 1 τ is the set of all collectible wdags G satisfying the following two properties: (i) w p 1−ε (G) < τ and (ii) w p 1−ε (H) ≥ τ for all H ∈ C which are strict prefixes of G.
The next results summarizes key bounds on F τ , adapted and strengthened from the "counting-by-weight" arguments of [7, 15] .
(1) For the bound on w q (C), we compute:
For the bound on F 1 τ , note that by definition we have w q (G) < τ for G ∈ F 1 τ . Thus:
We have shown that w q (C) ≤ W ε , and note that
Consider the graphs we have w q (G) ≥ τ 2 . So we can compute:
Next let us count the single-sink wdags in F τ . Since w q (G − v) ≥ τ for all G ∈ F τ with sink node v, the total number of such G with sink(G) = {B} is
Summed over all B, this is W ε /τ . The two cases together total to at most O(W ε /τ 2 ). (5) Consider G ∈ F τ with |G| = t. Since p(B) ≤ p max for all B ∈ B, we have
If G has a single sink node v, then w q (G − v) ≥ τ , and G − v has t − 1 nodes. This implies that e −(t−1)/(2g) ≥ τ , i.e. t ≤ 1 + 2g log 1 τ . In either case we have the claimed result.
w q (H) < τ for some H ∈ C which is a strict prefix of G. By Proposition 2.8(1), H is compatible with R. The nodes of H are a strict subset of those of G so w q (H) > w q (G). Note since w q (H) < τ , we have H / ∈ F 0 τ . Thus, H ∈ C/R − F τ 0 /R and w q (H) > w q (G), contradicting minimality of G. The sequential derandomization algorithm additionally depends on computing certain conditional probabilities for events in B. Namely, given any event B ∈ B, and for X ∼ Ω, we need to compute the conditional probability of B of the form:
We refer to an algorithm to compute these quantities as a partial-expectations oracle, and denote its runtime by T . Now, observe that for a given wdag G, the condition Φ(G, R) can be viewed as a series of |G| checks that certain events L(v) hold on the configurations X v,R . These configurations X v,R depend on disjoint elements of R. Thus, we can also compute conditional probabilities of events Φ(G, R), given that R ∼ Ω and certain values of R have been fixed, in time |G|T .
We are now ready to state our most straightforward derandomization result:
Suppose we have a partial-expectations oracle for B with runtime T . Then there is a deterministic algorithm with runtime W
nσT to find a good configuration.
Proof. The algorithm has four main stages:
(1) Select a threshold τ such that w(
Apply the method of conditional expectations with respect to the statistic |F 1 τ /R| to find a resampling table R. (4) Run the deterministic MT algorithm on R. For step (1), we use an exponential back-off strategy: for i = 0, 1, 2, . . . , we guess τ = 2 −i , form the set F τ , and check if w(
So this process terminates at or before iteration ⌈log 2 (1/τ min )⌉, which implies that τ ≥ 1 2 τ min . By Proposition 3.1(2), at each iteration i, the resulting set
as desired. Note that we can enumerate the set F τ in n × poly(m, |F τ |) time by using a simple branching process. (The factor of n is to enumerate over var(B) to find pairs B, B ′ with B ∼ B ′ .) Thus, noting from Proposition 2.6(1) that W ε ≥ m, the total time for steps (1) and (2) 
n. For step (3), we apply the method of conditional expectations, using our partial-expectations oracle, to find a value for R such that |F 1 τ /R| is at most its expectation. Note that we only need to determine the first b = maxsize(F τ ) rows of R. So, this has runtime O(nbσT ) per element of
. So, at this end of this conditional expectations process, we have |F 1 τ /R| ≤ 1/2. Since |F 1 τ /R| is an integer, we have F 1 τ /R = ∅, and hence C/R ⊆ F 0 τ /R. For step (4), we run Algorithm 2 with resampling table R. By Theorem 2.9, the total number of resamplings is at most |S/R|, which is at most
. Furthermore, the MT algorithm only uses the first b rows of R, which are the ones we have determined. Finally, each iteration can be executed in nT poly(m) time.
We can obtain crisper and simpler bounds for a number of common situations in terms of easyto-understand problem parameters. To further simplify the results, we can also make use of an additional preprocessing step. Recall that B ∈ B is isolated if Γ(B) = {B}. If p max < 1, it is straightforward to use a partial-expectations oracle to determine values for all isolated variables such that every isolated bad-event becomes false. The total runtime for this process is O(nσT ).
This leads to the following simplified convergence criteria:
Theorem 3.3. Suppose we have a partial-expectations oracle for B with runtime T .
(1) If ep max d 1+ε ≤ 1 for ε ∈ (0, 1), then a good configuration can be found in m O(1/ε) nσT time.
(2) Suppose that p max < 1 and for all B ∈ B we have A∈Γ(B) p(A) 1−ε ≤ 1/4 for some ε ∈ (0, 1). Then a good configuration can be found in m O(1/ε) nσT time. (3) Suppose that the vector q defined by q(B) = max(a, p(B)) 1−ε satisfies Shearer for parameters a, ε ∈ (0, 1). Then a good configuration can be found in (n/a)Õ (1/ε) σT time.
In particular, if a ≥ 1/ poly(n) and ε ≥ Ω(1), this is poly-time. (4) Suppose that there is some λ > 0 and ε ∈ (0, 1) such that for all k ∈ [n],
Then a good configuration can be found in (me hλ ) O(1/ε) nσT time, where h = max B | var(B)|.
In particular, if ε ≥ Ω(1) and hλ ≤ O(log n), this is poly-time.
Proof.
(1) We may assume d ≥ 2, as when d = 1 then all B ∈ B are isolated. We may also assume that ε < 1/4.
We claim that the vector p 1−ε/4 satisfies the symmetric LLL criterion, i.e. ep
So p satisfies Shearer with ε/4-exponential slack and by Proposition 2.4 we have W ε/4 ≤ me. Now apply Theorem 3.2 with parameter ε/4 in place of ε. (2) By Proposition 2.4, p satisfies Shearer with ε-exponential slack and furthermore α p 1−ε (B) ≤ 4 for all the non-isolated bad-events. Thus, in the residual problem after removing the isolated bad-events, we have W ε ≤ 4m. So we apply Theorem 3.2. (3) We may assume without loss of generality that ε < 1/2. First, note that if any bad-event p has q(B) ≥ 1 − a, then it must be isolated. For, if B ∼ B ′ for some other B ′ , we would have q(B) + q(B ′ ) ≥ 1 − a + a 1−ε > 1. In particular, the bad-events B, B ′ would not satisfy Shearer with respect to vector q. Thus, after removing the isolated bad-events, we ensure that q(B) ≤ 1 − a for all B.
Consider now vector p ′ = max(a, p); by hypothesis this satisfies Shearer with ε-exponential slack. By Proposition 2.6(2), the vector (p ′ ) 1−ε/2 satisfies Shearer with ε/(2g) multiplicative slack. Since we have removed the isolated bad-events, we have p ′ (B) ≤ 1 − a for all B which in turn implies that (p ′ ) 1−ε/2 satisfies Shearer with O(aε)-multiplicative slack.
We now compute:
. So we apply Theorem 3.2 with parameter ε ′ = ε/2. (4) By Proposition 2.4, p satisfies Shearer with ε-exponential slack and furthermore
h ≤ e λh for all B. Now apply Theorem 3.2, noting that W ε ≤ me λh .
Parallel algorithms via log-space statistical tests
The algorithm of Section 3, based on conditional expectations, is inherently sequential. We will develop an alternate parallel algorithm for the LLL, based on a general method of Sivakumar [35] for fooling certain types of automata. Let us first provide an overview of Sivakumar's method, and next in Section 5 we describe how to apply it to the MT algorithm.
Formally, we define an automaton to be a tuple (F, A, a start ), where A is a state space, a start ∈ A is the designated start state, and F : A × [n] × Σ → A is the transition function. We often abuse notation and denote the automaton just by F . We define the capacity of F to be |A|, the cardinality of the state space. To avoid technicalities, we always assume the transition function F can be computed inÕ(log 2 n) time and poly(n) processors. We define the full transition functions F t : Σ n → A inductively by setting F 0 (X) = a start and F t (X) = F (F t−1 (X), t, X(t)) for t ≥ 1. Less formally, given a text sequence X = (X(1), . . . , X(n)), the automaton state a begins at the designated start state and updates as a ← F (a, t, X(t)) for t = 1, . . . , n. Note that the transition function here takes as input the time t; this is different from the usual definition in theory of formal languages.
Given an event E which is a boolean function of the variables X, we say that automaton F decides E if the state space of F includes two terminal states labeled 0 and 1, such that
for all X ∈ Σ n ; here, we write E(X) to indicate that event E holds on configuration X.
As a simple example, suppose that E is the event that u j X(j) ≥ c for some threshold c and some vector u ∈ {0, 1} n . This can be decided by an automaton whose state is maintained as the running sum a = j≤t u j X(j). For t < n, it has the transition function F (a, t, x t ) = a + u t X(t). For t = n, it additionally checks whether the running sum is larger than threshold c, updating
Such finite automata have surprisingly broad applications and there are many powerful algorithmic methods to handle them. As two simple examples, we have the following: Observation 4.1. If automaton F decides E and has capacity η, then:
(1) InÕ(log n log(nση)) time and poly(n, η, σ) processors we can compute Pr X∼Ω (E) for any given product distribution Ω over Σ n . (2) InÕ(log n log(nση)) time and poly(n, η, σ) processors, we can find some configuration X avoiding E, if any such configuration exists
Proof. For the first result, we recursively compute the probability of transiting from state a 1 at time t to state a 2 at time t+2 h , for all values h, t and all pairs of states a 1 , a 2 . Allowing h = 0, . . . , ⌈log 2 n⌉ gives the log n term in the runtime. For the second result, we compute a configuration X(t), . . . , X(t + 2 h ) which transits from any state a 1 at time t to any state a 2 at time t + 2 h (if such exists). Again, enumerating over h contributes O(log n) runtime.
Nisan [32, 33] showed a much more powerful property of such automata, which is that they admit the construction of a "fooling" probability distribution D. More formally, the random variable F n (X) should have a similar distribution (in total variation distance) for X ∼ Ω and X ∼ D. Definition 4.2. Distribution D fools the automaton F to error ε if, for any state s ∈ A, we have
To explain Sivakumar's method, consider a probability space Ω over Σ n , and a collection of undesirable events E 1 , . . . , E k , such that when X ∼ Ω we have Pr(E 1 (X)) + · · · + Pr(E k (X)) < 1/2. There is a simple randomized algorithm to find a configuration X ∈ Σ n avoiding all the events.
The key observation of [35] to derandomize this process is that when the events E i are decided by automata F i with polynomial capacity, then we can construct a distribution D with support size poly(n, k) while fooling all the automata F 1 , . . . , F k simultaneously. In this case, we refer to the automata F i as logspace statistical tests; the reason for this terminology is that the input variables X(1), . . . , X(n) are thought of as an incoming data stream, and so each automaton computes some test statistic (in this case, binary-valued) of the data. Having a polynomial state space is of course equivalent to using logarithmically many storage bits.
The original work [32, 33] did not give precise complexity bounds. Later work of [30, 18] further analyzed and optimized the construction of D. We quote the following result of [18] : 18] ). Suppose that the variables X(1), . . . , X(n) are iid Bernoulli-1/2 (i.e. Σ = {0, 1} and Ω is the uniform distribution). Let φ = max(η i , n, k, 1/ε). There is a deterministic parallel algorithm to find a distribution D of support size |D| = poly(φ) which fools the automata F 1 , . . . , F k to error ε. The algorithm has a complexity of poly(φ) processors andÕ(log φ log n) time.
It is convenient to allow other possibilities for the alphabet Σ and probability distribution Ω. In particular, we can use this result to deterministically achieve bounds comparable to first-moment methods with respect to the events E i . We get the following two results which illustrate this; the proofs use standard techniques and are deferred to Appendix B.
Theorem 4.4. Let Ω be a probability distribution wherein the variables X(1), . . . , X(n) are independently, but not necessarily identical, drawn from a distribution over alphabet Σ with |Σ| = σ. Let φ = max(η i , n, k, σ).
(1) There is a deterministic parallel algorithm to find a distribution D of support size |D| = poly(φ) which fools the automata F 1 , . . . , F k to any desired error ε > 0. The algorithm has a complexity ofÕ(log(φ/ε) log n) time and poly(φ, 1/ε) processors. (2) There is a deterministic parallel algorithm which takes as input a parameter δ ∈ [0, 1]
and real-valued parameters s 1 , . . . , s k ≥ 0, runsÕ(log(φ/δ) log n) time and poly(φ, 1/δ) processors, and produces a configuration X ∈ Σ n such that
Logspace statistical tests for the Moser-Tardos algorithm
We now combine the general automata-fooling algorithms with our analysis of the MT algorithm. Instead of requiring some (sequential) partial-expectations oracle, we use a collection of automata F B to decide each bad-event B. We define two critical parameters to measure the complexity of our algorithm: Definition 5.1. We say that the automata for B have complexity (r, η max ) if every B ∈ B has
Let us define η B = capacity(F B ) for each B. Note that we may assume that η B ≥ 2, as if B is decidable by an automaton with capacity 1 then B is either always true or always false, and we can ignore it. Thus, whenever Definition 5.1 holds, we can assume p max ≤ 2 −1/r which in turn implies that g ≤ O(r). Also, by Observation 4.1(1), we can efficiently compute p(B) for any B ∈ B.
The key algorithmic idea is to transform the automata F B into automata which decide the events of the form Φ(G, R). In order to build a distribution to fool such automata simultaneously, we need to ensure that the entries of R are all read in the same order. We will use the lexicographic order on the entries R(i, j): i.e. the order (1, 0), (2, 0), (3, 0) , . . . , (n, 0), (1, 1) , . . . , (n, 1), . . . . Proposition 5.2. For any wdag G, there is an automaton to decide Φ(G, R), which reads the entries R(i, j) in the lexicographic order up to j = depth(G), and has capacity v∈G η L(v) .
Proof. For each node v ∈ G, we maintain a copy of automaton F L(v) and a corresponding state variable a v . Thus, the automaton has capacity v∈G η L(v) , and the state a can be written as a tuple (a v | v ∈ G). When we process R(i, j), we determine if there is any v ∈ G such that X v,R (i) is determined to be R(i, j). If there is such v (necessarily unique), we update a, by modifying
. At the end of the process, we have Φ(G, R) iff a v = 1 for every v ∈ G.
Theorem 5.3. Suppose that p satisfies Shearer with ε-exponential slack for ε < 1/2, and that B has automata with complexity (r, η max ). Then one can construct automata F G to decide Φ(G, R) for each G ∈ F τ , which read the entries R(i, j) in the lexicographic order up to j = maxsize(F τ ) and have capacity η max τ −O(r) .
Proof. Apply Proposition 5.2 for each G ∈ F τ . Each such G has depth(G) ≤ |G| ≤ maxsize(F τ ). To check the bound on capacity of F G , note that if | sink(G)| > 1, we have w(G) = w p 1−ε (G)
If G has a single sink node u, then
At a high level, our parallel algorithm will find a resampling table R which causes the MT algorithm to terminate quickly, and will then simulate the MT algorithm on R. We use here one key optimization of [15] , which is to simulate the MT algorithm in parallel via a single large MIS computation, rather than executing it directly. This is summarized in the following result; since the algorithm and proof are very similar to one in [15] , we defer to the proof to Appendix C.
Lemma 5.4. Given a resampling table R and an explicit listing of S/R with φ = |S/R|, there is an algorithm usingÕ(log 2 (φmn)) time and poly(φ, m, n) processors to output a configuration Y which is the output of a full execution of MT with respect to R; in particular, Y is good.
Using this as a subroutine, we get the following main result for our parallel algorithm:
Theorem 5.5. Suppose that p satisfies Shearer with ε-exponential slack and that B has automata with complexity (r, η max ). Then there is an algorithm withÕ(log(W r ε nη max σ) log(W ε n)/ε) time and poly(W r/ε ε , n, η max , σ) processors to find a good configuration.
Proof. We may assume without loss of generality that ε < 1/2. We summarize the main steps of the parallel algorithm as follows:
(1) Select a threshold τ such that w(F 1 τ ) ≤ 1/10 and τ ≥ W processors andÕ(log n log(W ε n)/ε) time. Over all iterations, the time complexity gets multiplied by i final ≤ O(log log 1 τ min ). Thus steps (1) and (2) satisfy the stated complexity bounds. For step (3), apply Theorem 5.3. The resulting automata have capacity τ −O(r) η max , which is at most W O(r/ε) ε η max with our bound on τ . They also read in nb entries of R in the same consistent order.
For step (4), compute s = w(F 0 τ ) and define the following potential function S(R) on the resampling table R:
There are W O(1/ε) ε summands here, and each event Φ(G,
After some simplifications of the parameters, we calculate the total complexity of this step as poly(W r/ε ε , η max , n, σ) processors andÕ(log(W r ε nη max σ) log(W ε n)/ε) time. For step (5), we now have
τ /R, and so S/R is enumerated explicitly. Also, we have |S/R| ≤ |F 0 τ /R|. By definition of S(R), this is at most 10sS(R), which in turn
, and so overall we have shown that |S/R| ≤ O(W ε ).
To finish, apply Lemma 5.4 to table R. With our bound on |S/R|, this runs inÕ(log 2 (W ε n)) time and poly(W ε , n) processors to give the good configuration.
With a few other preprocessing steps, we get the following simplified algorithms: Theorem 5.6. Suppose that B has automata with complexity (r, η max ) for some constant r ≥ 1.
(1) If ep max d 1+ε ≤ 1 for ε ∈ (0, 1), then a good configuration can be found inÕ(log 2 (η max mnσ)/ε) time and poly(m 1/ε , n, η max , σ) processors.
In particular, this is N C 2 if ε ≥ Ω(1), η max ≤ poly(n). (2) Suppose that p max < 1 and for all B ∈ B we have A∈Γ(B) p(A) 1−ε ≤ 1/4 for some ε ∈ (0, 1). Then a good configuration can be found inÕ(log 2 (mnη max σ)/ε) time and poly(m 1/ε , n, σ, η max ) processors.
In particular, this is N C 2 if ε ≥ Ω(1), η max ≤ poly(n). (3) Suppose that the vector q defined by q(B) = max(a, p(B)) 1−ε satisfies Shearer for parameters ε, a ∈ (0, 1). Then a good configuration can be found inÕ(log 2 ( nηmaxσ a )/ε) time and (n/a)Õ (1/ε) poly(m, η max , σ) processors.
In particular, this is N C 2 if ε ≥ Ω(1), η max ≤ poly(n), a ≥ 1/ poly(n). (4) Suppose there is some λ > 0 and ε ∈ (0, 1) satisfying
Then a good configuration can be found inÕ(log 2 (φ)/ε) time and φ O(1/ε) processors, where φ = max(m, n, η max , σ, e λh ) and h = max B∈B | var(B)|.
In particular, this is N C 2 if ε ≥ Ω(1), η max ≤ poly(n), λh ≤ O(log n).
Proof.
(1) We may assume d ≥ 2, as when d = 1 then all B ∈ B are isolated and we can simply use Observation 4.1(2) to find the configuration. We may also assume that ε < 1/4. As in Theorem 3.3, p satisfies Shearer with ε/4-exponential slack and has W ε/4 ≤ me.
(2) We first use Observation 4.1(2) to find a setting for all isolated variables. By Proposition 2.4, p satisfies Shearer with ε-exponential slack and furthermore α p 1−ε (B) ≤ 4 for all B with p(B) 1−ε ≤ 1/4, which includes all the remaining non-isolated vents. Thus W ε ≤ 4m. (3) We may assume without loss of generality that ε < 1/2. We also apply Observation 4.1 (2) to find a setting for all isolated variables. As in Theorem 3.3, this ensures that W ε/2 ≤ n εa
For the symmetric LLL, we can get an even simpler formulation:
Theorem 5.7. Suppose that each B ∈ B can be decided by automaton F B with capacity poly(d), and ep max d 1+ε ≤ 1 for some constant ε ∈ (0, 1). Then a good configuration can be found inÕ(log 2 (mnσ)) time and poly(m, n, σ) processors.
Let us discuss one counter-intuitive aspect of Theorem 5.6(3). At first glance, it would seem natural to take a = min B∈B p(B). This gives the result we have stated as Theorem 1.2(2), which requires p(B) ≥ 1/ poly(n) in order to get a poly-time algorithm. Thus, the algorithm runs more slowly if some of the bad-events have low probability. We would expect that this could only help us; for example, if p(B) = 0, then we should simply ignore B.
Instead, we should think of the parameter a as being the maximum probability of event B that would still satisfy the Shearer criterion. Roughly speaking, this is inversely proportional to the (suitably normalized) "dependency" of B.
We note also that, in most applications of the LLL, we do not compute the exact values of the probabilities p(B); instead, we derive certain (often crude) upper bounds q(B) on them, and show that these upper-bounds still satisfy the LLL criterion. For this case, we may state the following simplified version of Theorem 5.6(3):
Theorem 5.8. Suppose that p ≤ q for some vector q satisfying Shearer with ε-exponential slack, and suppose that each B ∈ B is decided by automaton F B with capacity at most poly(1/q(B)).
If q(B) ≥ 1/ poly(n) for all B and ε ≥ Ω(1), then a good configuration can be found iñ O(log 2 (mnσ)) and poly(m, n, σ) processors.
The MT-distribution
When the LLL is satisfied, then a good configuration exists. In a number of applications, we need additional global information about this configuration. One powerful tool for this is the MTdistribution, introduced in [16] : namely, the distribution on the configuration X at the termination of the MT algorithm. Let us write X ∼ MT for this distribution. Note that in order for this to be well-defined, we must specify some fixed rule for which bad-event to resample at each time.
Now consider an event E in the probability space Ω, which is a boolean function f E of the variables var(E). Note that E is not itself one of the bad-events. We define Γ(E) to be the set of bad-events B with var(B) ∩ var(E) = ∅. We define B E ⊆ B to be the set of bad-events B ∈ B with Pr Ω (B ∩ ¬E) > 0. We also define C ′ [E] to be the set of wdags G such that sink(G) ⊆ Γ(E) and such that L(v) ∈ B E for all v ∈ G. Finally, we define the related parameters for E:
One of the most powerful and general bounds for the MT-distribution is given in [19] as:
We record a few simple bounds; the proofs are straightforward and are omitted.
Proposition 6.1. Let E be any event in the probability space Ω. Now suppose we are given some set E of auxiliary events, of size |E| = ℓ, along with non-negative weights c E for E ∈ E. By Eq. (2), there exists a good configuration X which additionally satisfies
Note that a randomized algorithm cannot necessarily produce a configuration X which satisfies Eq. (3) exactly. However, by executing O(1/δ) independent repetitions of the MT algorithm, we can find efficiently a good configuration satisfying the slightly weaker bound
for any desired δ > 0. Our goal is to match this deterministically, without actually sampling from the MT-distribution.
We connect the events in E to the resampling table via wdags in
, we say that G is E-compatible with R, if G is compatible with R (in the usual sense as we have defined it), and in addition the event E holds on the configuration X given by X(i) = R(i, |G[i]|). We denote this by Φ E (G, R). Since this configuration X follows the distribution Ω, any wdag G has Pr
The following result is the fundamental characterization of the MT distribution:
Theorem 6.2 ([19]).
Suppose that some execution of MT with resampling table R terminates in a configuration X such that E holds on X. Then some G ∈ C ′ [E] is E-compatible with R.
Proof. Let B 1 , . . . , B T be the full execution of the MT algorithm, and for i = 0, . . . , T let X i be the configuration after resampling B 1 , . . . , B i . So X 0 = R(•, 0) and X T = X is the final configuration. Since E holds on X T = X, let us set s to be minimal such that E holds on X s . Now consider G with ordered nodes v 1 , . . . , v T . Observe that L(v i ) ∈ B E for all i = 1, . . . , s; for, suppose that B = L(v i ) has the property that Pr Ω (B ∩ ¬E) = 0. Since B was true at time i, this implies that E was also true at time i, i.e. E was true at configuration X i−1 . Since i ≤ s, this contradicts minimality of s. Now consider G ′ =Ĝ(U ) where we define
Finally, we note that configuration X given by X(i) = R(i, |G ′ [i]|) agrees with X s on all indices k ∈ var(E); thus E holds on it. So G ′ is E-compatible with R.
For a given threshold τ , we now define G 0 τ to be the set of all G ∈ C ′ such that w p 1−ε (G) ≥ τ , and G 1 τ to be the set of all G ∈ C ′ such that τ 2 ≤ w p 1−ε (G) < τ . We also define
which is E-compatible with R, then one of the following must occur:
(1) There is some G ∈ G 0 τ which is E-compatible with R. (2) There is some G ∈ G 1 τ which is compatible with R. (3) There is some G ∈ F 1 τ which is compatible with R. Proof. Let q = p 1−ε and let G ∈ C ′ [E] be chosen so that G is E-compatible with R and w q (G) is maximal among all such G. If w q (G) ≥ τ , then G ∈ G 0 τ and we are done. So, let us suppose that w q (G) > τ . Now, let H ∈ C ′ [E] be chosen so that H is compatible with R and w q (H) < τ and such that w q (H) is maximal among all such H. Since G is compatible with R and w q (G) > τ , this is well-defined. If w q (H) ≥ τ 2 , then H ∈ G 1 τ and we are done. So let us assume w q (H) < τ 2 .
Suppose that H has sink nodes v 1 , . . . , v s . If s > 1, then consider H 1 = H(v 1 ) and H 2 = H(v 2 , . . . , v s ). These are both in C ′ [E] and are both compatible with R. Since every node of H is a node of H 1 or H 2 or both, we have w q (H 1 )w q (H 2 ) ≤ w q (H). However, since w q (H 1 ), w q (H 2 ) are strictly less than w q (H), by maximality of w q (H) we have w q (H 1 ) ≥ τ, w q (H 2 ) ≥ τ which implies w q (H) ≥ τ 2 , a contradiction.
On the other hand, suppose that s = 1. In this case, H is a single-sink wdag, i.e. H ∈ S. By Proposition 3.1(6), then either F 1 τ /R = ∅, or H ∈ F 0 τ /R. The latter cannot occur as w q (H) < τ 2 . So there is G ∈ F 1 τ compatible with R. In order to bound the runtime of the algorithms in this setting, we define the parameter
Using arguments similar to Proposition 3.1 we see that
.4. Suppose that we have a partial-expectations oracle for B ∪ E with runtime T . Then there is a deterministic algorithm which takes as input a parameter δ ∈ (0, 1), and runs in time (W ′ ε /δ) O(1/ε) nσT to find a good configuration X satisfying Eq. (4). Proof. Let us define β = W ′ ε /δ for brevity. We summarize our algorithm as follows: (1) Find a threshold τ with w( (1) and (2), we use an exponential back-off strategy similar to the proof of Theorem 3.2, noting that the threshold value τ = (β/4) −1/ε achieves this. For any given threshold τ , we can enumerate F ′ τ in n × poly(m, ℓ, |F ′ τ |) ≤ nβ O(1/ε) time using a simple branching process. For step (3), we first compute the value
Now consider the potential function
For a random choice of R ∼ Ω we have
and thus E R∼Ω [S(R)] ≤ δ/2 + 1/2. We apply the method of conditional expectations, using our partialexpectations oracle, to find a value for the resampling table R such that S(R) ≤ δ/2 + 1/2. Since δ < 1, we have S(R) < 1. Since
is an integer, this implies that
For step (4) , note that the MT algorithm on R now runs in nT poly(maxsize(F τ ), m) ≤ nT β O(1/ε) time, and generates a good configuration X.
By Proposition 6.3, a necessary condition for any E to hold on X is to have Φ E (G, R) for some
τ . Thus, for this configuration X, we have
We have S(R) ≤ δ/2+1/2, so this implies
We can simplify this in a few settings:
Theorem 6.5. Suppose we have a partial-expectations oracle for B ∪ E with runtime T .
(1) If ep max d 1+ε ≤ 1 for ε ∈ (0, 1), then a good configuration satisfying Eq. (4) can be found in (mℓe pmaxh /δ) O(1/ε) nσT time, where h = max E∈E |Γ(E)|.
In particular, if ε ≥ Ω(1), δ ≥ 1/ poly(n) and p max h ≤ O(log n), this is poly-time. (2) Suppose that there is some λ > 0 and ε ∈ (0, 1) satisfying
Then a good configuration satisfying Eq. (4) can be found in (mℓe hλ /δ) O(1/ε) nσT time, where h = max E∈B∪E | var(E)|.
In particular, if ε ≥ Ω(1), δ ≥ 1/ poly(n) and hλ ≤ O(log n), this is poly-time. Proof.
(1) As in Theorem 3.3, p satisfies Shearer with ε-exponential slack, and α p 1−ε (B) ≤ e for all B. In addition, for each event E ∈ E, we have α * (E) ≤ e epmax|Γ(E)| ≤ e epmaxh . So overall W ′ ε ≤ me + ℓe epmaxh . (2) The vector p satisfies Shearer with ε-exponential slack. Also, α * (E) ≤ (1 + λ) | var(E)| ≤ e λh for all E ∈ E ∪ B. So W ′ ε ≤ (m + ℓ)e λh . (3) By Proposition 2.6(2), the vector q = p 1−ε/2 satisfies Shearer with ν-multiplicative slack, where ν = O(ε/g). Therefore, by Proposition 2.5, we have α q (B) ≤ (2/ν) | var(B)| for any bad-event B. Similarly, we can see that α * q (E) ≤ (2/ν) | var(E)| for any event E ∈ E. Thus,
6.1. A parallel algorithm. The parallel algorithm of Section 5 can be adapted to handle the MT distribution as well. In addition to automata to decide the bad-events B ∈ B, this algorithm requires automata F E to decide the auxiliary events E ∈ E. We have the following main result:
Theorem 6.6. Suppose that p satisfies Shearer with ε-exponential slack, and that B has automata with complexity (r, η max ), and that each E ∈ E can be can decided by automaton F E with capacity at most η max . Then there is an algorithm which takes as input a parameter δ ∈ (0, 1) and produces a good configuration satisfying Eq. (4), running inÕ(log((W ′ ε ) r nη max σ/δ) log(W ′ ε n/δ)/ε) time and poly((W ′ ε n/δ) r/ε , η max , σ) processors Proof. We may assume without loss of generality that ε < 1/2. For brevity, we write β = W ′ ε /δ throughout. We summarize the algorithm as follows:
(1) Find a threshold τ such that w( For steps (1) and (2), we use a doubly-exponential back-off strategy similar to the proof of Theorem 5.5. Observe that the threshold value τ = (0.01β) −1/ε satisfies the two requirements. For any given guess of τ , we have
. Using standard merging techniques we can generate F ′ τ in β O(1/ε) n O(1) processors andÕ(log 2 (nβ/ε)) time. For step (3), we apply Theorem 5.3 to construct automata for each G ∈ F ′ τ to decide Φ(G, R). We use a similar method to construct automata for each E ∈ E, G ∈ G τ ∩ C[E] to decide Φ E (G, R). These automata have capacity τ −O(r) η O (1) max ≤ poly(β r/ε , η max ), and they depend on only nb entries in resampling table R.
For step (4), we first compute the values a E = G∈G 0 τ ∩C ′ [E] w(G)p(E) for each E ∈ E, as well as the sums s = E∈E a E c E and t = w(F τ 0 ). Note that s ≤ E∈E p(E)α * (E) = E∈E µ(E). Now form the potential function
By the definitions of s and t, as well as our condition on τ , we see that E R∼Ω [S(R)] ≤ 0.1+0.02δ. Apply Theorem 4.4(2) with parameter 0.1δ to obtain a resampling table R with
The complexity of this step, after some simplifications, can be calculated as poly(β r/ε , η max , n, σ) processors andÕ(log(β r nη max σ) log(βn)/ε) time.
Since the resulting table R has S(R) < 1, we immediately have (5) , apply Lemma 5.4 to R. This runs inÕ(log 2 (βn)/ε) time and poly(β, 1/ε, 1/δ, n) processors. It generates a configuration X which is the output of the MT algorithm on this table; in particular, it is good. Now consider some E ∈ E. Since X is the output of the MT algorithm, E holds on X only if there is some G ∈ C ′ [E] which is E-compatible with R. As
. Overall, we get:
Using arguments and calculations from Theorem 6.5, we get the following simplified results:
Theorem 6.7. Suppose that B has automata with complexity (r, η max ) for some constant value r ≥ 1, and that each E ∈ E is decided by automaton F E with capacity at most η max .
(1) If ep max d 1+ε ≤ 1 for ε ∈ (0, 1), then a good configuration satisfying Eq. (4) can be found iñ O(log 2 (φ)/ε) time and φ O(1/ε) processors, where φ = max(m, ℓ, n, σ, η max , e pmaxh , 1/δ) and h = max E∈E |Γ(E)|.
In particular, this is N C 2 if ε ≥ Ω(1), η max ≤ poly(n), δ ≥ 1/ poly(n), p max h ≤ O(log n). (2) Suppose there is some λ > 0 and ε ∈ (0, 1) satisfying
Then a good configuration satisfying Eq. (4) can be found inÕ(log 2 (φ)/ε) time and φ O(1/ε) processors, where φ = max(m, ℓ, n, σ, η max , e λh , 1/δ) and h = max E∈B∪E | var(E)|.
In particular, this is N C 2 if ε ≥ Ω(1), η max ≤ poly(n), δ ≥ 1/ poly(n), λh ≤ O(log n). (3) Suppose that p satisfies Shearer with ε-exponential slack. Then a good configuration satisfying Eq. (4) can be found inÕ(log 2 (φ)/ε) time and φÕ (1/ε) processors, where φ = max(m, ℓ, n, σ, η max , e h , 1/δ) and h = max E∈B∪E | var(E)|.
In particular, this is N C 2 if ε ≥ Ω(1), δ ≥ 1/ poly(n) and h ≤ O(log n).
(1) We have α * p 1−ε (E) ≤ e epmax|Γ(E)| ≤ e O(pmaxh) for all E ∈ E, and so W ′ ε ≤ poly(φ). (2) We have α * p 1−ε (E) ≤ (1 + λ) | var(E)| ≤ e λh for all E ∈ E, and so W ′ ε ≤ poly(φ). (3) The vector q = p 1−ε/2 satisfies Shearer with ν-multiplicative slack for ν = O(ε/g). As
we have discussed previously, the assumption on the automata complexity implies that
. Now apply Theorem 6.6 with parameter ε/2, noting that
Simple applications of the LLL
We next describe a few simple LLL applications, demonstrating how our algorithmic results lead to nearly "automatic" deterministic algorithms for combinatorial problems.
7.1. Non-repetitive vertex coloring. Given a graph G, we want to color the vertices such that there is no vertex-simple path which has a repeated color sequence, i.e. a path on distinct vertices v 1 , . . . , v 2ℓ receiving colors c 1 , . . . , c ℓ , c 1 , . . . , c ℓ respectively. This problem was introduced by Alon et al. [3] , based on old results of Thue for non-repetitive sequences. The minimum number of colors needed is referred to as the Thue number π(G).
By a straightforward application of the asymmetric LLL, [3] showed that π(G) ≤ 2e 16 ∆(G) 2 ; furthermore, this bound cannot be improved to o(∆(G) 2 / log ∆(G)). This proof was nonconstructive. A series of later works improved the constant factor and provided efficient randomized algorithms. Most recently, [22] described a sequential poly-time zero-error randomized algorithm using ∆(G) 2 + O(∆(G) 5/6 ) colors. This is the best bound on π(G) currently known. This also provided a zero-error parallel algorithm in O(log 4 n) time, using a slightly large number of colors ∆(G) 2 + O(∆(G) 2 / log ∆(G)). (See [22] for further discussion of previous bounds and algorithms.)
For our first application, we describe a deterministic parallel algorithm to obtain a non-repetitive vertex coloring using O(∆(G) 2+ε ) colors, for arbitrary constant ε ∈ (0, 1).
The probability Ω for the LLL is defined by having each vertex select a color from {1, . . . , C} uniformly at random, where C = ⌈∆(G) 2+ε ⌉. We have two types of bad-events. Proof. Let us write ∆ = ∆(G). Consider some vertex v; we want to enumerate all bad-events which are affected by the color of v. For each ℓ = 1, . . . , L there are at most ℓ∆ 2ℓ−1 paths of length 2ℓ going through v (we can assume without loss of generality that v occurs in the first half), and there are at most nL∆ 2ℓ−1 pairs of length-L paths going through v. The former has probability C −ℓ and the latter has probability C −L . Overall, we have
Let us define φ = ∆ 2 (1 + λ) 2 /C 1−ε/10 ; note that due to our choice of C = ∆ 2+ε and λ = 1 we have φ ≤ ∆ −ε/2 < 1 for sufficiently large ∆. Thus, we can write
10 log n ε log ∆ ≤ n −5 . Also, since φ < 1, we have:
Thus, overall we have:
Theorem 7.4. Let ε > 0 be any fixed constant. There is an N C 2 algorithm which takes as input a graph G and returns a non-repetitive vertex coloring of G using O(∆(G) 2+ε ) colors.
Proof. It suffices to show this for ∆(G) larger than any desired constant. We can easily construct automata for these bad-events, by simply recording the colors taken by the vertices along each given path. For a path of length 2ℓ, this automaton has capacity C 2ℓ ≤ C 2L . The corresponding bad-event has probability C −ℓ . Also, note that
Thus, we see that any bad-event B has η B ≤ min(p(B) −r , η max ) for η max = C 2L , r = 2. It involves at most h = 2L ≤ O(log n) variables. Finally, we have m ≤ poly(n). We can thus use Theorem 5.6(4) (with parameter ε/10 in place of ε) to get the desired algorithm.
Domatic partition.
A domatic partition of a graph G is a partition of the vertices into r dominating sets V 1 , . . . , V r . This is classic application of the iterated LLL [9] . For simplicity we focus on the case in which G is k-regular. Previously, [17] provided an N C algorithm for polylogarithmic k; we extend this to arbitrary k. Theorem 7.5. Let η > 0 be any fixed constant. There is some constant K = K η with the following property. If G is k-regular with k > K, then there is an N C 2 algorithm to find a domatic partition of G of size c ≥ (1 − η) k log k . Proof. We follow the iterated LLL construction of [9] . Here, the color of each vertex is an ordered pair χ(v) = (χ 1 (v), χ 2 (v)), where χ 1 is chosen from c 1 = k/ log 3 k colors, and χ 2 is chosen from c 2 = (1 − η) log 2 k colors.
In the first phase of the LLL, each vertex v selects χ 1 (v) uniformly at random among [c 1 ]. For each color j ∈ [c 1 ], define N j (v) to the set of neighbors w with χ 1 (w) = j and let X v,j = |N j (v)|. The expected value of X v,j is µ = log 3 k. For each vertex v and each color j ∈ [c 1 ], we have a bad-event B v,j that |X v,j − µ| ≥ 10 log 2 k. The Chernoff bound shows that B v,j has probability at most
In the second phase of the LLL, each vertex v selects χ 2 (v) uniformly at random among [c 2 ]. For each vertex v, each j ∈ [c 1 ], and each j ′ ∈ [c 2 ], we have a bad-event B v,j,j ′ that there is no w ∈ N j (v) with χ 2 (w) = j ′ ; if all such bad-events are avoided then the resulting coloring (χ 1 (v), χ 2 (v)) gives a domatic partition. The only dependencies now are between bad-events B v,j,j ′ and B w,j,j ′′ where v, w share a neighbor u with χ 1 (u) = j, so d ≤ (µ + 10 log 2 k)kc 2 and p max ≤ (1 − 1/c 2 ) µ−10 log 2 k . We can construct an automaton with capacity 2 to compute B v,j,j ′ , by just maintaining a flag to check whether any neighbor of v has taken colors j, j ′ .
It is straightforward to verify the criterion epd 1+ε ≤ 1 for ε = η/2 and k is sufficiently large, and each test has capacity poly(d). So Theorem 5.7 provides a good configuration.
Defective vertex coloring.
A k-defective vertex c-coloring of a graph G, is an assignment of colors to the vertices such that every vertex v has at most k neighbors with the same color as v. This generalizes proper vertex coloring, in that a proper vertex coloring is a 0-defective coloring. There is a standard construction for using the iterated LLL to get a defective coloring; see [10, 17] for a detailed description. This construction depends on the following key splitting step: Theorem 7.6. There is an absolute constant K with the following property: there is an N C 2 algorithm which takes as input a graph G of maximum degree ∆ = ∆(G) and an integer parameter j with 1 ≤ j ≤ ∆ K log ∆ , and returns an h-defective j-coloring of G for h = (∆/j) + K (∆/j) log ∆. Proof. Consider the random process in which each vertex independently and uniformly selects a color in the range [j] . For each i = 1, . . . , j and each vertex v, there is a bad-event B i,v that vertex v has color i and it also has too many neighbors of color i.
There are m = nj bad-events. Note that B i,v ∼ B i ′ ,v ′ iff v and v ′ are at distance at most 2 in G. So in the sense of the LLL we have d ≤ j∆ 2 . A simple argument using the Chernoff bound shows that p max ≤ ∆ −10 /j for K sufficiently large. Therefore, we have ep max d 1+ε < 1 for ε = 1/2.
We can construct an automaton for check B i,v . We do so by maintaining a counter for the number of neighbors of v with color i, as well as a flag for whether vertex v has itself chosen color i. This has space of 2j∆, which is indeed polynomial in d. So Theorem 5.7 applies.
Corollary 7.7. There is an N C 2 algorithm which takes as input a graph G and an integer parameter h with 1 ≤ h ≤ ∆(G), and returns an h-defective vertex c-coloring of G with c = O(∆(G)/h).
Sketch. We repeatedly apply Theorem 7.6 to each color class. After O(log * ∆(G)) rounds, each color class has constant degree, at which point we can simply use a proper vertex coloring of it. See [17] for a full proof.
Corollary 7.7 is also shown in [17] . However, the algorithm it provides has a number of additional preprocessing steps, including a separate derandomization to handle ∆(G) ≥ polylog(n). We have included this result to illustrate how our derandomization algorithms work in a more clean and general manner.
Independent transversals
As a more involved application, let us examine the classic combinatorial structure known as the independent transversal. This was first considered in [6] and has since attracted a long line of research. Many combinatorial problems can be formulated in terms of independent transversals, such as satisfiability and graph list-coloring. See [12] for a more extensive background.
In this setting, we have a graph G = (V, E) along with a partition V of V . An independent transversal (IT) of G is a vertex set I which is an independent set, and which additionally satisfies |I ∩ U | = 1 for all U ∈ V.
We say that the partition has common block-size b if |U | = b for all U ∈ V. For a vertex set L ⊆ V , we define the induced partition of V to be V[L] = {L ∩ U | U ∈ V}. For a vertex v ∈ G, we define V(v) to be the unique block U ∈ V with v ∈ U . For brevity, we also write ∆[L] as shorthand for ∆ (G[L] ) where G[L] denotes the induced subgraph on L.
One fundamental problem is to determine sufficient conditions and algorithms for the existence of an independent transversal in a graph. One particularly important problem is to determine conditions as a function of the block-size b and the maximum degree ∆(G). A classic application of the LLL [2] shows that an independent transversal exists if b > 2e∆(G). The cluster-expansion criterion [5] improves this bound to b ≥ 4∆(G), and a further analysis of the variable-setting LLL setting [20] slightly improves this to b ≥ 4∆(G) − 1. Using the Moser-Tardos algorithm, these immediately give corresponding randomized sequential and parallel algorithm.
Haxell [25] showed a stronger, non-constructive bound of b ≥ 2∆(G), which by a matching lower bound of [36] is tight. There are corresponding algorithms in [13, 14] which almost match this non-constructive bound, based on mostly non-probabilistic techniques. Specifically, for fixed ∆(G), an algorithm of [13] provides a deterministic sequential poly-time algorithm to find an IT under the criterion b ≥ 2∆(G) + 1, and [14] extends this algorithm to cover b ≥ (2 + ε)∆(G) for constant ε > 0 but arbitrary b.
Many applications require a weighted extension of independent transversals. Specifically, if we are given some weight function w : V → R, we want to find an IT I maximizing the weighted sum w(I) = v∈I w(v). We say that w is non-negative if w(v) ≥ 0 for all v.
A result of Aharoni, Berger, & Ziv [1] shows that when the partition has common block-size b ≥ 2∆(G), there exists an IT I with w(I) ≥ w(V )/b. This bound is optimal in general, as can be seen by taking w to be a constant function. The work [14] gives a nearly-matching randomized algorithm under the condition b ≥ (2 + ε)∆(G) for constant ε. Similarly, [23] shows that, when w is non-negative and b ≥ (4 + ε)∆(G), then the IT I selected in the MT distribution has E[w(I)] ≥ Ω(w(V )/b). This leads to a randomized parallel algorithm to find a high-weight IT.
In this section, we describe derandomized versions of these results. These are all based on a degree-reduction process via the LLL: we sample a q fraction of the vertices so that the classes are reduced from size b to roughly qb and the vertex degrees are reduced to roughly q∆(G). We also use the MT distribution to ensure that we retain that we retain roughly qw(V ) of the vertex weights. In addition to being powerful new algorithmic results, these demonstrate our results for the MT distribution and for alternate LLL criteria such as the cluster-expansion criterion.
We will use the following key lemma; it includes a few additional conditions we will need for some later constructions involving strong coloring.
Lemma 8.1. There is an N C 2 algorithm which takes as input a graph G with a non-negative vertex weight w, a vertex partition V of common block-size b ≥ b min where b min is some sufficiently large constant, as well as real-valued parameters∆, q satisfying
b and returns a vertex subset L ⊆ V satisfying the following properties:
Proof. We apply the LLL, wherein each vertex v goes into L independently with probability q. There are two types of bad-events: first, for each block i, we have a bad-event that |L ∩ U | − qb ≥ 10 √ qb log b; second, for each vertex v, we have a bad-event that v has more that qb + 10 q∆ log b neighbors in L or more than (1 − q)b + 10 (1 − q)∆ log b neighbors outside L.
The first type of bad-event depends on b vertices, each of which affects at most ∆(G) other bad-events. Likewise, the second type of bad-event depends on ∆(G) vertices, each of which affects again ∆(G) bad-events of the second type and one bad-event of the first type. Overall, using the bound ∆(G) ≤∆ ≤ b, we see that this LLL instance has d ≤ 3b 2 .
Next, let us calculate the probability of a bad-event. For the first type of event, note that |L ∩ U | is a binomial random variable with mean qb. We want to calculate the probability that it deviates by more than 10 √ qb log b from its mean. This constitute a relative deviation of δ = 10 qb log b/µ = 10 log b/(qb)
Since qb ≥ log 2 b, this is at most 10/ √ log b; in particular, for b greater than a sufficiently large constant, we have δ ≤ 1. This allows us to use the simplified version of Chernoff's bound to calculate the of the bad-event, namely it has probability at most e −μδ 2 /3 = e −q∆δ 2 /3 = b −100/3 . A similar analysis applies to the bound on |N (v) ∩ (V − L)|. Overall, we see this LLL instance has p max = 2b −100/3 .
We are going to apply Theorem 6.7(1) here. Before we describe the auxiliary events in this setting, let us observe that ep max d 1+ε ≤ 1 for ε = 1/2 and b sufficiently large. Thus, the symmetric LLL criterion is satisfied with slack ε = 1/2.
Next us describe automata to decide the bad-events. For the first type of bad-event, we need to compute the running sum of |L ∩ U |; for the second type of bad-event, we need to compute the running sum of |N (v) ∩ L|. These are both determined by counters which are bounded in the range {0, . . . , b} and {0, . . . , ∆(G)} respectively. Since ∆(G) ≤∆ ≤ b, the capacity in 1/p max .
Finally, the auxiliary event set E contains, for each vertex v, the event E v that v / ∈ L, with corresponding weight c Ev = w(v). This can be determined by an automaton of capacity 2. Furthermore, E v shares variables with at most 1 + ∆(G) ≤ 2b bad-events.
At this point, we have all the ingredients ready to apply Theorem 6.5(1). We will set δ = b −10 ; with this choice, and noting that h ≤ 2b, Theorem 6.5(1) runs inÕ(log 2 n) time and poly(n) processors. It generates a vertex set L which satisfies the first three properties required of L. Furthermore, it satisfies the MT-distribution condition of Eq. (4), specifically,
By Proposition 6.1, for any such event E v we have µ(E v ) ≤ Pr Ω (E v )e epmax|Γ(Ev)| . As p max ≤ b −33 and |Γ(E v )| ≤ 2b and Pr Ω (E v ) = 1 − q, we thus have µ(E v ) ≤ (1 − q)e 2eb −32 . For b sufficiently large, this is at most (1 − q)(1 + b −31 ). Overall, we get
Since qb ≥ log 2 b, this is at least qw(V )(1 − b −8 ) for b sufficiently large.
With a few post-processing steps, we can get a slightly cleaner result:
There is an N C 2 algorithm which takes as input a graph G with a non-negative vertex weight w, a vertex partition V of common block-size b ≥ b min where b min is some sufficiently large constant, and a parameter∆ satisfying 10∆ ≥ b ≥∆ ≥ ∆(G), and returns a vertex subset L ′ satisfying the following three properties:
Proof. We first apply Lemma 8.1 with q = log 2 b b , and then for each block U ∈ V, we discard the |L ∩ U | − b ′ vertices of smallest weight. We let L ′ denote the remaining vertices.
Clearly
Finally, since we are discarding the lowest-weight vertices we have
for each block U ∈ V. Since |L ∩ U | ≤ qb + 10 √ qb log b = log 2 b + 10 log 3/2 b, we therefore have
Summing over all blocks U and using the estimate w(L) ≥ qw(V )(1 − b −8 ), this shows that
For b sufficiently large, this is at least w(V )(1 − log −0.4 b).
Proposition 8.3. Let ε, λ, φ > 0 be arbitrary constants with 1 + ε < φ < 10.
There is an N C 2 algorithm which takes as input a graph G = (V, E) provided with a vertex partition of common block-size b ≥ φ∆, as well as a non-negative vertex weight function w for G. It returns a vertex subset L ⊆ V satisfying the following four properties:
Proof. Let us define L 0 = V . Our plan is to iteratively generate vertex sets L j for j = 0, 1, 2, . . . ,, wherein we apply Proposition 8.2 with a parameter∆ j (to be specified) to the induced subgraph
, letting L j+1 be the resulting vertex set L ′ . We define b j to be the common block-size of the partition V[L j ]; we will stop this process when b j falls below some threshold τ (also to be specified). Specifically, we will define the sequence b j ,∆ j according the following recurrence relation. Initially we set b 0 = b,∆ 0 = b/φ and furthermore
Let us define J to be the first index with b j ≤ τ . It is clear that J ≤ O(log * b) ≤ O(log * n). Since each iteration of Proposition 8.2 takesÕ(log 2 n) time, this overall process also takesÕ(log 2 n) time. By taking τ sufficiently large, and noting that the recurrence relations only apply when b j ≥ τ , we have b j+1 ≤ log 3 b j and 
We will set τ ≥ b min , so that as long as this process does not terminate we indeed have b j ≥ b min . Let us next verify that we preserve the condition
First,∆ 0 ≥ ∆ 0 by our hypothesis, and Proposition 8.2 ensures that∆ j+1 ≥ ∆ j for all subsequent iterations. Next, let us define x j =∆ j /b j for j ≥ 0, so that x j satisfies the recurrence relation
The condition 10∆ j ≥ b j ≥∆ j can then be interpreted as requiring 0.1 ≤ x j ≤ 1 for all j < J. The bounds on φ imply that 0.1 ≥ x 0 ≥ 1 1+ε . Furthermore, x j+1 ≥ x j for j ≥ 0, so we preserve the condition x j ≥ 0.1 for all subsequent iterations. For the upper bound, we have:
and b k+1 ≥ log 2 b k ≥ log 2 τ , this can be bounded as:
In particular, since φ ≥ 1 + ε, by taking τ to be a sufficiently large (as a function of ε), we ensure that this is at most 1. So indeed we have 0.1 ≤ x j ≤ 1 for all iterations j < J.
This shows that the preconditions of Proposition 8.2 are satisfied for all iterations j with b j ≥ τ , and that τ depends solely on parameter ε. At the end of this process, the resulting vertex set L = L J has blocks of size b J ≤ τ , satisfying the first property. If we denote
By taking τ sufficiently large (as a function of φ and ε), we ensure that this is at least φ − ε. This establishes the second property.
Finally, for the third property, by telescoping products we see that
By a similar analysis as we used for x k , we can see that by taking τ be sufficiently large (as a function of λ), we can ensure that this product
To finish, we discuss an N C 2 algorithm for fixed values of b.
Proposition 8.4. Let b max be an arbitrary constant. There is an N C 2 algorithm which takes as input a graph G with a non-negative vertex weight function and with a vertex partition of common block-size b such that 4∆(G) ≤ b ≤ b max , and returns an IT I of G with
Proof. Let us write ∆ = ∆(G). We apply the LLL, where each block U ∈ V randomly selects exactly one vertex X U ∈ U with the uniform distribution. For each edge (u, v) there is a bad-event that both end-points are selected; this can easily be decided by an automaton of capacity 2.
We will apply the cluster-expansion criterion withμ(B) = t for all B, where t > 0 is some scalar to be determined. Consider an edge (u, v) with associated bad-event B. To form a stable set of neighbors of B, we may select either B itself, or we may select any other edge from the block of u and any other edge from the block of v. Since there are b∆ − 1 other edges in these blocks, we get
Since Pr Ω (B) = 1/b 2 , in order to satisfy the cluster-expansion criterion with slack ε, we require
With ∆ = b/4, it is routine to verify that there exists some such ε > 0 which satisfies this equation and which depends solely on b. Thus, the LLL is satisfied with ε-exponential slack for some constant ε > 0.
In order to get our bound on the resulting weight w(I), we use the MT-distribution. Here we follow arguments and calculations shown in [19] . For each vertex v ∈ V , define the event E v that v / ∈ I, with associated weight c Ev = w(E v ). This has probability Pr Ω (E v ) = (b − 1)/b. To compute α * (E v ), we note that B Ev does not contain bad-events containing any edge (u, v ′ ) for v ′ ∈ V(v) − {v}. We apply the cluster-expansion criterion for the collection of bad-events B Ev ; for a bad-event corresponding to edge (u 1 , u 2 ) with V(u 1 ), V(u 2 ) both distinct from V(v), we definẽ µ(B) = t 1 = 4/b 2 , and for a bad-event corresponding to edge (u, v) we defineμ(B) = t 2 = 4 2b(b−1) . To see that this satisfies the cluster-expansion LLL criterion, note that a stable set of neighbors for the first type of bad-event may have one event from block V(u 1 ) and another from block V(u 2 ). Since t 2 ≤ t 1 , we can upper bound this as:
For the second type of event, a stable set of neighbors may have one event from an edge (v, u ′ ) and a second from the block V(u), thus giving
For event E v itself, a stable set of neighbors may have at most edge (v, u ′ ), so
It is easy to construct an automaton to check event E v with capacity 2. We will apply Theorem 6.7(3) with δ = λ/(2b − 2); noting that the bad-events as well as the events in E involve at most 2 variables. This generates a configuration X U avoiding all the bad-events, for which
We can now easily show Theorem 1.5. We restate it here, in slightly more detail. The second result is based on the algorithm of [14] . This has a number of steps, most of which are deterministic and polynomial-time. The only randomized part is to solve the following task for any desired constants ε, λ: given a graph G and vertex partition of common block-size b ≥ (2 + ε)∆(G), along with a non-negative weight function w, we must produce a vertex subset Lemma 17 in [14] for additional details.) To achieve this, we apply Proposition 8.3 with φ = 2 + ε and the given value λ and with ε/2 in place of ε.
Strong coloring
We now consider strong coloring of graphs, which is closely related to independent transversals. Given a vertex partition V of a graph G = (V, E) with common block-size b, we define a strong coloring of G with respect to V to be a partition of V into independent transversals V = I 1 ⊔· · ·⊔I b . Equivalently, it is a proper vertex b-coloring such that exactly one vertex in each block receives each color. The strong chromatic number of G is the minimum value b such that, for any partition V of common block-size b, a strong coloring exists.
There has been significant attention to existential and algorithmic bounds on strong chromatic number, particularly as a function of ∆(G). The best general bound currently known is that the strong chromatic number is at most (11/4)∆(G) for large ∆(G), shown in [26] . It is conjectured that the correct bound is 2∆(G).
In [1] , Aharoni, Berger, & Ziv gave a simpler construction, based on recoloring with independent transversals; this provides a strong coloring under the condition b ≥ 3∆(G). This latter construction was turned into a randomized sequential algorithm by [14] under the slightly stronger condition b ≥ (3 + ε)∆(G) for arbitrary constant ε > 0.
The parallel algorithms lag behind significantly. The current best algorithm is due to [21] , based on the Lopsided LLL for the probability space of random permutations. This requires b ≥ ( 256 27 + ε)∆(G) and runs inÕ(log 4 n) time. We are not aware of any NC algorithms.
9.1. Strong coloring via augmentation of partial colorings. Let us explain the construction of [1] , and show how our algorithms for independent transversal can be plugged in for significantly improved deterministic sequential and parallel algorithms. We note that it is critical here to have algorithms for weighted independent transversals, even though the strong coloring problem does not overtly involve vertex weights. We define a partial strong coloring to be a map χ : V → {0, . . . , b}, with the property that there is no edge (u, v) with χ(u) = χ(v) = 0 and there is no pair of vertices u, v with V(u) = V(v) and χ(u) = χ(v) = 0. (Here, χ(v) = 0 indicates that v is uncolored.) It is a strong coloring if
For a given index i ∈ {1, . . . , b}, we may form a new graph G ′ from G, where for each vertex v ∈ χ −1 (i), we remove from the block V(v) all other vertices u which have the same color as a neighbor of v. Given an IT I of the graph G ′ with respect to its induced vertex partition, we then form a new partial coloring χ aug by setting χ aug (v) = i for all v ∈ I, and by setting χ aug (u) = χ(v) for any vertex u ∈ χ −1 (i) ∩ V(v), and by setting χ aug (u) = χ(u) for all other vertices.
The fundamental observation of [1] is the following:
If χ is a partial strong coloring, then χ aug is also a partial strong coloring, which satisfies |χ −1
Using our algorithm for weighted independent transversals, we immediately obtain a deterministic sequential algorithm.
Proof of the sequential part of Theorem 1.6. We begin with the empty partial coloring, and apply a series of augmentation steps. To augment χ, let u be an arbitrary uncolored vertex, and let i be some color which does not appear in the block of u. Now the resulting graph G ′ has blocks of size between b−∆(G) and b, inclusive. Discard arbitrary vertices from G ′ , aside from vertex u, so that each block has size exactly b ′ = b − ∆(G).
Since b ′ ≥ (2 + ε)∆(G), we apply Theorem 1.5 with weight function
, to obtain an IT I with w(I) ≥ w(V )/b ′ . Since w(V )/b ′ = 1/b ′ > 0, this implies that w(I) > 0; since u is the only vertex with non-zero weight, this implies that u ∈ I. We replace the coloring χ with the augmented coloring χ aug . Thus, for the vertex u, we have χ(u) = 0 and χ −1 (i) ∩ V(u) = ∅. So by Proposition 9.1, we have |χ −1 aug (0)| ≤ |χ −1 (0)| − 1. In particular, we get a full strong coloring after n rounds. Each application of Theorem 1.5 runs in polynomial time, so this overall gives a poly-time sequential deterministic algorithm. 9.2. A parallel algorithm. We first develop a parallel algorithm under the assumption that 5∆(G) ≤ b ≤ O(1); we then use a series of splitting steps to handle the case of unbounded b. Theorem 9.2. Let b max be an arbitrary constant. There is an N C 2 algorithm which takes as input a graph G with a vertex partition V of common block-size b such that 5∆(G) ≤ b ≤ b max , and returns a strong coloring of G with respect to V.
Proof. Again, we produce χ through a series of augmentation steps. Letting χ ℓ denote the coloring after stage ℓ, let us define y U,ℓ = |χ −1 ℓ (0) ∩ U | for each block U , and also define y ℓ = U y U,ℓ . We start with χ 0 as the empty coloring, and each stage ℓ we select the value i ∈ {1, . . . , b} to maximize the quantity
Now, observe that the number of uncolored vertices in block U is precisely equal to the number of colors i which are missing in block i. So if we sum over i = 1, . . . , b we get:
In particular, by maximizing over i, we ensure that max i Φ ℓ,i ≥ U y 2 U,ℓ /b. For this color i and for the partial coloring χ ℓ , let us form the resulting graph G ′ . We also use the weighting function w defined by w(v) = 1 if χ ℓ (v) = 0 and V(v) does not contain color i, and w(v) = 0 otherwise. We form a new graph G ′′ on vertex set V ′′ , reducing the block-size of G ′ to common value b ′′ = b − ∆(G) by discarding the lowest-weight vertices in each block, and apply Proposition 8.4 to G ′′ with parameter λ = 1/2. Note that b ′′ ≥ 4∆(G). This generates an IT I of G ′′ with w(I) ≥ w(V ′′ )(1 − λ)/(2b ′′ − 1). In particular, since b is a constant, we may compute:
Note that in the construction of G ′ , only colored vertices are removed from G. Since w(v) = 0 for colored vertices, we have w(V ′ ) = w(V ). We may compute this as
In particular, due to our choice of i, and using the fact that b is constant, we have
Let us augment coloring χ ℓ with respect to I to obtain the next coloring χ ℓ+1 . For each vertex v ∈ I with w(v) = 1, we have χ ℓ (v) = 0 and χ −1 (i) ∩ V(v) = ∅, so we will have
This implies that y ℓ = 0 for some ℓ = O(log n), so the coloring χ ℓ is a full strong coloring. Each iteration requires finding a weighted independent transversal via Proposition 8.4, which requires O(log 2 n) time. Therefore, the process takesÕ(log 3 n) time in total.
We extend to large b via a series of degree-splitting steps using Lemma 8.1.
There is an N C 2 algorithm which takes as input a graph G along with a vertex partition of common block-size b ≥ b min , where b min is some sufficiently large constant, as well as a parameter∆ with 10∆ ≥ b ≥∆ ≥ ∆(G) and returns disjoint vertex sets (2) and satisfying the following properties:
Proof. We apply Lemma 8.1 with q = 1/2, and arbitrary weight function w, to obtain a vertex subset L ⊆ V . To form the sets
Then if any block U has more than ⌈b/2⌉ vertices in L, then we remove any excess and move them to L (2) ; if any block U has fewer than ⌈b/2⌉ vertices in L then we add some arbitrary vertices to L (1) . This ensures that the induced partitions L (1) , L (2) have the correct common block-sizes. By property (1) A similar analysis applies to set L (2) .
We can now complete the proof Theorem 1.6:
Proof of the parallel part of Theorem 1.6. Given the graph G = (V, E) with a vertex partition V, we will apply a series of vertex-splitting steps via Proposition 9.3; at each stage i = 0, we have disjoint vertex sets V i,j where j = 0, . . . , 2 i − 1, with the following properties:
Initially, we set V 0,0 = V . We will apply this process as long as b/2 i ≥ τ for some threshold value τ , which will be constant (for fixed ε). This will clearly terminate after O(log b) ≤ O(log n) rounds. To get the sets V i+1,j , we apply Proposition 9.3 in parallel to each of the induced subgraphs G[V i,j ]; then V i+1,2j and V i+1,2j+1 are the sets L (1) , L (2) we obtain from applying Proposition 9.3 to graph G[V i,j ]. Since each application of Proposition 9.3 takesÕ(log 2 n) time, this overall process terminates inÕ(log 3 n) time. Each V i+1,j has block-size at most ⌈b i,j ′ /2⌉ where j ′ = ⌊j/2⌋. Since b i,j ′ ≤ ⌈b/2 i ⌉, this is at most ⌈⌈b/2 i ⌉/2⌉ = ⌈b/2 i+1 ⌉. A similar analysis shows that each V i+1,j has b i,j ≥ ⌊b/2 i+1 ⌋.
The next step is determine the values∆ i so as to ensure that the preconditions of Proposition 9.3 remain satisfied. By choosing τ sufficiently large, we can ensure the condition on the block-size b i,j ≥ b min . We define the sequence∆ i via the recurrencê which clearly holds when b/2 i ≥ τ and τ is sufficiently large. Thus all the preconditions of Proposition 9.3 are satisfied at each iteration of this process where b/2 i ≥ τ and τ is chosen to be some constant.
At the end of this process, we apply Theorem 9.2 in parallel to the graphs G[V i,j ], and we combine all the resulting strong colorings χ i,j into a single strong coloring χ on G. Each G[V i,j ] has common block-size b i,j ≤ 2τ + 1 ≤ O(1), so these all run inÕ(log 3 n) time.
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(1) Define A to be the set of all wdags rooted at any B ∼ k and A ′ ⊆ A to be the set of all wdags which have the additional property that L(v) ≁ k for all non-sink vertices v. We can define a bijection F between A and the set of finite sequences from A ′ . To define this mapping, consider G 1 , . . . , G ℓ ∈ A ′ with sink nodes u 1 , . . . , u ℓ respectively. We define the image G = F (G 1 , . . . , G ℓ ) by taking copies of G 1 , . . . , G ℓ , along with edges from v i ∈ G i to v j ∈ G j if i < j and L(v i ) ∼ L(v j ). Note that G is a wdag and has only a single sink vertex u ℓ , since any v ∈ G i has a path to u i of G i , and L(u i ) ∼ k ∼ L(u ℓ ).
To see that this is a bijection, consider arbitrary G ∈ A, and suppose that v 1 , . . . , v ℓ are the vertices of G with labels such that L(v i ) ∼ k. By definition of wdags, these vertices must be linearly ordered; suppose they are sorted as v 1 , . . . , v ℓ . Now construct G 1 , . . . , G ℓ inductively by setting G i = G(v i )− G 1 − · · · − G i−1 . Observe that (G 1 , . . . , G ℓ ) is the unique pre-image of G.
The nodes of F (G 1 , . . . , G ℓ ) are the union of the nodes of G 1 , . . . , G ℓ , so w q (F (G 1 , . . . , G ℓ )) = w q (G 1 ) · · · w q (G ℓ ) for an arbitrary vector q. Summing over all values of ℓ and G 1 , . . . , G ℓ ∈ A ′ on the one hand, and over all G ∈ A on the other, we see that:
Since p satisfies Shearer with ε-multiplicative slack, we must have w p(1+ε) (A) < ∞. By Eq. (5) with q = p(1 + ε), this implies that w q (A ′ ) < 1. So w(A ′ ) = w q/(1+ε) (A ′ ) = w q (A ′ ) 1 + ε < 1 1 + ε Proof. We prove this by induction on s A := G∈A |G|. For the base case of the induction, note that if s A = 0 then A = ∅. In this case, we claim that every B ∈ B is false on R(•, 0). For, if some B is true on R(•, 0), then the wdag consisting of a singleton node labeled B is compatible with R. This contradicts maximality of A. Now, since all B ∈ B are false on R(•, 0), the configuration Y A,R = R(•, 0) is the output of a full execution of MT with resampling table R.
For the induction step, let G be an arbitrary element of A, let v be an arbitrary source node of G, and let B = L(v). Now consider G ′ ∈ A; we claim that either L(v) ≁ B for all v ∈ G ′ , or G ′ contains a source node labeled B. For, suppose that v is the earliest node of G ′ such that L(v) ∼ B, but L(v) = B. Let i ∈ var(B). The graph G[i] starts with a node labeled B, while G ′ [i] starts with a node labeled L(v). Neither can be an initial segment of the other, contradicting that G and G ′ are consistent.
Thus, we may decompose A = A 0 ∪ A 1 , where each G ∈ A 0 has L(v) ≁ B for all v ∈ G, and each G ∈ A 1 has a source node labeled B. Let us form the set A ′ 1 by deleting, for each G ∈ A ′ 1 the (necessarily unique) such source node, and let us define A ′ = A 0 ∪ A ′ 1 . It is immediate from the definitions that every pair of wdags in A ′ are consistent and that every G ∈ A ′ is compatible with R. We claim that furthermore, A ′ is maximal with these properties. For, suppose that some H ′ ∈ S/R ′ is consistent with all G ′ ∈ A ′ . Define H from H ′ by adding a new source node v labeled B, with an edge to any w ∈ H ′ such that L(w) ∼ B. Since H ′ is compatible with R ′ , this H is compatible with R. Also, since H ′ is consistent with every wdag in A ′ , one can check that H is consistent with every wdag in A. Thus, by maximality of A, we must have H ∈ A. This implies that H ′ ∈ A ′ , since H ′ is obtained from H by deleting the source node labeled B.
Let us define R ′ = R + B, and observe that Y A ′ ,R ′ = Y A,R . Now note that at least one wdag in A ′ has its size reduced (by removing a source node) compared to A. So s A ′ < s A and we can apply the induction hypothesis to A ′ . This shows that configuration Y A ′ ,R ′ is the output of a full execution of MT on resampling table R ′ . Since B is true on R(•, 0), this implies that Y A,R = Y A ′ ,R ′ is the output of a full execution of MT with respect to R.
