Evaluating educational programs is a core component of assessment. One challenge occurs because participants often enter into programs with diverse skills and backgrounds. The regression-discontinuity design has been used to evaluate programs amongst a diverse group, but noncompliance is a limitation. A simulation analysis illustrates the impact of noncompliance.
Introduction
Evaluating the effectiveness of educational programs can pose a challenge for researchers. One reason is because it is very difficult to isolate a program effect versus the effect attributed to differences between students who participate in such programs. Most evaluative studies compare different and diverse groups of students with respect to how well they perform by relying on observational versus experimental data. In order to estimate an actual program effect versus estimating differences between program participants, many studies have incorporated the regression-discontinuity design (Thistlethwaite & Campbell, 1960) . The regression-discontinuity design allows for making causal inferences about program effects as the design has properties similar to a random experiment (Leake & Lesik, 2007; Luyten, 2006; Moss & Yeaton, 2006) .
The regression-discontinuity design has become a popular statistical tool for program evaluation because when a prescribed pretreatment assignment measure is available, the regression-discontinuity design can emulate a Sally A. Lesik is an Associate Professor in the Department of Mathematical Sciences. Her research interests are in applied statistical inference for educational research. Email her at: lesiks@ccsu.edu. random experiment (Pettersson-Lidbom, 2003) . Because the design resembles a random experiment, it can be used to estimate a program effect versus simply describing differences between different groups of individuals .
Although the regression-discontinuity can be used to evaluate educational programs, the design has some major limitations that can make it difficult to apply in practice. One limitation of the design is that it assumes that the functional form of the model is specified correctly (Schumacker & Mount, 2007) . Given the correct model specification, the regressiondiscontinuity design can provide an unbiased estimate of the program effect (Shadish, Cook & Campbell, 2002) . However, if the functional form of the model is not known -and therefore not specified correctly -then any inferences made using a regression-discontinuity analysis may be biased and unreliable (Schumacker & Mount, 2007; Shadish, et al., 2002) .
Another limitation is that the regressiondiscontinuity design requires approximately three times as many participants to achieve adequate power compared to a true random experiment (Cappelleri, Darlington & Trochim, 1994) . Thus, a large sample is needed in order to have sufficient power to detect an effect if such an effect were to exist (Cappelleri, et al., 1994; Shadish, et al., 2002) . Considering these two limitations together, it can be challenging for researchers in less-than-perfect situations to use the regression-discontinuity design. However, one of the more serious limitations of the regression-discontinuity design is the issue of noncompliance. Noncompliance occurs if some of the participants do not adhere to their treatment assignment based on the score they received on the pre-treatment assignment measure.
The purpose of this study is to provide a simulation analysis using the regressiondiscontinuity design to address the issue of noncompliance within the framework of ordinary least squares regression. Using Monte Carlo techniques to simulate a regression-discontinuity analysis with different sample and effect sizes along with various degrees of noncompliance, this paper illustrates how noncompliance can bias the estimate of the treatment effect. A set of guidelines is developed that researchers can use to determine if the degree of noncompliance is severely biasing the estimate of the treatment parameter.
Theoretical Background
Many researchers have used the regression-discontinuity design to evaluate the effectiveness of educational programs (Jacob & Lefgren, 2002; Leake & Lesik, 2007; Moss & Yeaton, 2006; Ross & Lacey, 1983) . One of the core requirements for using the regression-discontinuity design is that a pretreatment assignment measure with a defined cutoff score is used as the sole mechanism for assigning participants to either the treatment group or the control group. When given such a pre-treatment assignment measure, those individuals who score just below and just above a defined cutoff score will be similar to what a true random assignment would generate (Shadish, et al., 2002; Thistlethwaite & Campbell, 1960; Trochim, 1984; vanDerKlaauw, 2002) .
If such an assignment measure is used, then an unbiased estimate of the program effect can be found by interpreting the estimated parameter β 1 ( ) at the cutoff score that is associated with the dichotomous treatment variable (TREATMENT) in a baseline regression-discontinuity equation (Lesik, 2008; Shadish, et al., 2002) . A baseline regressiondiscontinuity equation requires that the assignment variable (ASSIGNMENT) and treatment indicator variable (TREATMENT) be included in a regression model as is illustrated in equation (1).
Although the baseline regressiondiscontinuity design involves a very simple model (there are only two predictor variables represented in the model), there are some major limitations of the regression-discontinuity design. One such limitation is that the design requires the correct model specification between the assignment and outcome measure (Shadish, et al., 2002) . Another limitation is that a larger sample size is needed for the regressiondiscontinuity design as compared to a true random experiment (Cappelleri, et al., 1994) . Furthermore, it is expected that participants will adhere to their assignment, and not enter the treatment group if they were assigned to the control group or vice-versa.
The regression-discontinuity design requires that the regression model under consideration has the correct functional form with respect to the relationship between the assignment variable and the outcome measure of interest. For example, if the relationship between the assignment and outcome variables is linear, then the baseline regression-discontinuity model as given in equation (1) would suffice because this equation describes a linear relationship. However, if there is a non-linear relationship between the assignment and outcome variables, then using equation (1) would generate a biased estimate of the treatment effect (Shadish, et al., 2002; Thistlethwaite & Campbell, 1960; Trochim, 1984) . Thus, if a non-linear relationship represents the true functional form of the model, then higher order terms and their respective interactions would need to be added to the baseline regression-discontinuity model (Lesik, 2008; Schumacker & Mount, 2007; Shadish, et al., 2002; Trochim, 1984) . Equation (2) is a regression-discontinuity model that includes higher-order terms and interactions in addition to the baseline regression-discontinuity model. 
Many studies that have used the regression-discontinuity design have either employed exploratory techniques to empirically estimate the functional relationship between the assignment and outcome variables (Jacob & Lefgren, 2002; , or have added higher-order polynomial terms of the assignment variable along with possible interaction terms and then tested to determine if such terms are significant (Lesik, 2008; Moss & Yeaton, 2006) . One concern with including higher-order terms and interactions in a regression-discontinuity design is that it can difficult to estimate the correct functional form by visualization. Furthermore, adding extra terms to the regression-discontinuity model reduces the power of the design (Cappelleri & Trochim, 1994) . Similarly, with the sample size limitations of the regression-discontinuity design, researchers often have to extrapolate more observations above and below the cutoff score in order to obtain a sufficiently large sample and then try to model the functional form appropriately Moss & Yeaton, 2006; Shadish, et al., 2002) .
Clearly, a trade-off exists between the number of observations collected around the cutoff score and the functional form specification of the regression-discontinuity model. Collecting too few observations around the cutoff score would require including more observations that are further away from the cutoff score, thus making it more difficult to describe the appropriate functional form. Collecting a small number of observations that lie only within a very narrow range around the cutoff score may not provide enough power to detect a reasonably sized effect.
Although the functional form and sample size limitations of the regressiondiscontinuity design can be difficult to address in practice, one of the most serious limitations of the design occurs when participants do not adhere to their assignment that is based only on the score received on the assignment measure. Typically, in order to address such noncompliance, researchers have modeled selection effects by using the probability of actually participating in the treatment program as an instrumental variable for the program assignment .
The technique of instrumental variable estimation measures the effect of the treatment rather than just the assignment to the treatment group (Angrist & Krueger, 1991; Jacob & Lefgren, 2002) . However, most research using instrumental variables estimation has the first stage probability of actually participating in the program described by a linear probability model , and this introduces some of the limitations of the linear probability model, such as probabilities greater than one or less than zero (Wooldridge, 2003) . Nonlinear firststage instrumental variables estimation tends not to be used in practice because their behavior is generally not well known (Wooldridge, 2002) . Another concern with using instrumental variables estimation is that this technique on in its own relies on some very strong assumptions which can be difficult to assess in practice (Wooldridge, 2002 (Wooldridge, , 2003 .
A simpler strategy to assess the effect of non-compliance in a regression-discontinuity analysis is to determine how much of an effect keeping those observations that did not comply with their assignment in the model. A basic sensitivity analysis can be used to determine if the estimate of the treatment effect is different when including and excluding non-compliers in the model (Leake & Lesik, 2007) . However, there remains the need to establish some general guidelines that can be used to assess whether the amount of non-compliance could be introducing bias in the estimate of the treatment effect if these observations are included in the analysis, as well as to determine what happens to the estimate of the treatment effect when noncompliers are removed from the analysis.
Methodology
In order to address the impact of noncompliance on the estimate of the treatment effect as obtained through a regression-discontinuity design, the results of a simulation analysis are presented within the framework of an ordinary least squares regression. The simulation analysis was executed using Version 10 of STATA® (STATA Corporation, 2007) .
Simulation Analysis
A simulation analysis was performed to investigate how participant noncompliance can impact the estimate of the treatment effect in a regression-discontinuity design within the framework of ordinary least squares regression. The challenge with running a simulation analysis for a regression-discontinuity design revolves around simulating realistic regressiondiscontinuity data. Figure 1 illustrates a hypothetical regression-discontinuity design (Shadish, et al., 2002) . A perfect regressiondiscontinuity indicates 100% compliance.
Perfect compliance is when those participants who were assigned to the treatment group actually did participate in the treatment, and those who were assigned to the control group did not participate in the treatment at all.
Notice that the discontinuity in Figure 1 represents a simulated treatment effect of −0.50 at the cutoff score of 0.
In order to generate realistic regressiondiscontinuity data, a random component was introduced (see Figure 2) . Figure 2 shows the scatter plot along with the lines of best fit and a lowess smoother estimating the relationship between the assignment variable and the outcome variable. The random component was fixed at one-half of the effect size to ensure that a linear model would be appropriate.
Appendix 1 contains an example of how Stata code can be written to simulate the regression-discontinuity data presented in Figure  2 . This Stata code randomly generates 50 observations on the interval −1, 1 ( ) , which centers about the cutoff score of 0. Observations that are greater than or equal to zero are assigned the value 0 to represent that they are assigned to the control group, whereas all other observations that fall below the cutoff score of 0 are assigned to the treatment program and given the value 1. This example illustrates a random component that is generated between −0.25 and 0.25 from the original data: In other words, each observation is randomly assigned to be within ±0.25 of its original value. The simulated treatment effect of 0.50 is generated for those observations that are assigned to the treatment group so around the cutoff score of 0, the treatment effect remains at 0.50. The choice of considering a small interval around the cutoff score and of having the random component equal to half of the effect size was introduced to generate what realistic regression-discontinuity data would look like and to ensure a linear model specification is appropriate.
In order to generate non-compliers, a random number on the interval 0,1)   was generated and, for each observation, this random number was compared to the given percent of non-compliance. If the observation was designed as a crossover because the random number was less than the given percentage of non-noncompliance, then the treatment indicator was changed for these observations. Results A series of Monte Carlo simulations were run to investigate the impact of sample size, noncompliance and the effect size on the estimate of the treatment effect when non-compliers were kept in the analysis, when there was perfect compliance, and when non-compliers were deleted from the analysis. A total of 10,000 simulations were run for each of the different combinations of effect sizes, sample sizes, and percentages of non-compliance. Table 2 shows the estimate of the treatment effect and standard error for including non-compliers in the analysis, with perfect compliance and for deleting noncompliers from the analysis.
The results of the simulation analysis indicate that for any sample size, any effect size and any degree of non-compliance, keeping non- compliers in the analysis will generate a biased estimate of the treatment effect. Also interesting is that larger sample sizes show greater bias as compared to smaller samples even for the same percent of non-compliance. In addition, as the degree of non-compliance increases, the estimate of the treatment effect becomes more biased. Furthermore, for any degree of noncompliance less than 10%, running the regression-discontinuity analysis without the non-compliers generates similar estimates of the treatment effect than was found assuming perfect compliance. This is consistent with Judd and Kenny (1981) and Trochim (1984) , who suggest that excluding no more than 5% of the non-compliers should provide reasonable estimates of the treatment effect. This simulation analysis illustrates thatif non-compliance is random -then excluding no more than 10% of the observations provides a reasonable estimate of the treatment effect. It is also interesting to note that analyses with greater effect sizes show a similar bias compared to smaller effect sizes. For example, for a sample of 500 with an effect size of 0.500, if 10% of the observations are non-compliers and if they are kept in the analysis, then the estimated effect size becomes 0.193, a reduction of approximately 60%. For a sample of 500 with an effect size of 2.000, if 10% of the observations are non-compliers and they are kept in the analysis, then the estimated effect size becomes 0.775, again a reduction of approximately 60%. Similarly for a sample size of 20 with 1% of the non-compliers kept in the analysis, then the estimated effect size becomes 0.458 for an effect size of 0.500, a reduction of approximately 8%, and for a sample of size 20 with 1% of the noncompliers kept in the analysis, then the estimated effect size becomes 1.834 for an effect size of 2.000, again a reduction of approximately 8%.
Conclusion
Although this study contributes to the literature by providing some guidelines for dealing with the noncompliance limitation of the regressiondiscontinuity design, this study did not address other issues such as attrition or numerous other threats to validity that are inherent with virtually every type of analyses (Shadish, et al., 2002) .
Furthermore, because the range of data collected around the cutoff score was fixed to only include those observations within one point of the centered cutoff score of 0 the issue of correct functional form for this study was not relevant. However, as is often the case in practice, more observations need to be collected around a greater range of the cutoff score, and thus functional form specification becomes more of a concern. In this simulation, the functional form was forced to be approximately linear in order to avoid trying to model functional form and noncompliance together.
Results of the simulation analysis suggest that if non-compliance is essentially a random phenomenon, then removing the noncompliers from the analysis does not appear to bias the estimate of the treatment effect if the percentage of non-compliers is relatively small, such as less than 10%. However, if noncompliance is not random, then this may not be the case. For example, if only those participants who were on one side of the cutoff score chose not to comply with their assignment, then deleting them from the analysis will likely produce a biased estimate of the treatment effect. In cases where non-compliance is not random, instrumental variables estimation may be a better strategy to use, even given the relatively strong assumptions of instrumental variables estimation. 
