Análisis de persistencia de homología y krigeado aplicado a datos de precipitación en el noreste de México by Sifuentes Montañez, Juan Carlos
UNIVERSIDAD AUTÓNOMA DE NUEVO LEÓN 
FACULTAD DE CIENCIAS FÍSICO MATEMÁTICAS 
 
 
 
 
TESIS 
 
ANÁLISIS DE PERSISTENCIA DE HOMOLOGÍA Y KRIGEADO 
APLICADO A DATOS DE PRECIPITACIÓN EN EL NORESTE DE 
MÉXICO 
 
 
 
POR 
JUAN CARLOS SIFUENTES MONTAÑEZ 
 
 
 
 
 
EN OPCIÓN AL GRADO DE MAESTRÍA EN CIENCIAS 
CON ORIENTACIÓN EN MATEMÁTICAS 
 
 
 
 
 
 
MARZO, 2020 
UNIVERSIDAD AUTÓNOMA DE NUEVO LEÓN 
FACULTAD DE CIENCIAS FÍSICO MATEMÁTICAS 
CENTRO DE INVESTIGACIÓN EN CIENCIAS FÍSICO MATEMÁTICAS 
 
 
 
TESIS 
 
ANÁLISIS DE PERSISTENCIA DE HOMOLOGÍA Y KRIGEADO 
APLICADO A DATOS DE PRECIPITACIÓN EN EL NORESTE DE 
MÉXICO 
 
 
POR 
JUAN CARLOS SIFUENTES MONTAÑEZ 
 
 
 
 
EN OPCIÓN AL GRADO DE MAESTRÍA EN CIENCIAS 
CON ORIENTACIÓN EN MATEMÁTICAS 
 
 
 
 
 
SAN NICOLÁS DE LOS GARZA, NUEVO LEÓN, MÉXICO               MARZO 2020 
 
 Universidad Autónoma de Nuevo León 
Facultad de Ciencias Físico-Matemáticas 
Centro de Investigación en Ciencias Físico Matemáticas 
 
 
Los miembros del Comité de Tesis recomendamos que la Tesis “Análisis de persistencia de 
homología y krigeado aplicado a datos de precipitación en el noreste de México", realizada 
por el alumno Juan Carlos Sifuentes Montañez, con número de matrícula 1612858, sea 
aceptada para su defensa como opción al grado de Maestría en Ciencias con Orientación en 
Matemáticas. 
 
El Comité de Tesis 
 
 
 
 
Dr. Francisco Hernández Cabrera 
Director Asesor 
 
 
 
 
 
Dra. Lilia Alanís López                                            Dr. Francisco Javier Almaguer Martínez 
             Co-Asesor                                                                              Co-Asesor 
 
 
Vo. Bo. 
 
 
 
Dr. Omar Jorge Ibarra Rojas 
Coordinador del Posgrado en Ciencias con Orientación en Matemáticas 
 
 
 
 
 
 
 
San Nicolás de los Garza, Nuevo León, México                                      2 de Marzo de 2020 
Agradecimientos
Agradezco a mi familia, especialmente a: mi mama´ Oralia Montan˜ez de la Torre,
que me ha apoyado ma´s que nadie en toda mi vida y que gracias a ella estoy aqu´ı; mi
hermano, Luis Alberto Sifuentes Montan˜ez; mi papa´, Carlos Sifuentes Cardenas; mi tia,
Blanca Ivon Montan˜ez de la Torre y a mis abuelos que ya no esta´n aqu´ı. Tambie´n quisiera
agradecer a mis amigos, en especial a: Ashley Alitzel Garza Gatica, por ser de las mejores
personas que conozco y una amiga muy querida; Ximena Dorely Medrano Go´mez, que
me ayudo´ a ampliar un poco mi visio´n del mundo; Jorge Iva´n Morales Ramı´rez, Adrian
Mendoza Almaguer, Eduardo Jose´ Torres Gonzales, les agradezco que esten ahi cuando
necesito un amigo; y a Evelyn Berlinda Garza Gatica, por el tiempo que pasamos juntos.
Por u´ltimo agradezco a la Universidad Auto´noma de Nuevo Leo´n y al CONACYT.
iv
I´ndice general
Agradecimientos IV
1. Introduccio´n 1
1.1. Contexto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2. Problema´tica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3. Hipo´tesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4. Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.5. Contenido . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2. Marco Teo´rico 6
2.1. Geoestad´ıstica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2. Variables regionalizadas . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3. Estacionariedad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4. Kriging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.5. Semivarianza . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5.1. puntos pra´cticos del variograma . . . . . . . . . . . . . . . . . . . . 23
2.6. Tipo de datos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.7. Introduccio´n al ana´lisis topolo´gico de datos . . . . . . . . . . . . . . . . . . 25
2.8. Topolog´ıa algebraica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.9. Homolog´ıa persistente . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
v
I´ndice general vi
2.9.1. Nervios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.9.2. Cˇech complex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.9.3. Delaunay complex . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.9.4. Alpha complex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.9.5. Witness complex . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.9.6. flag complex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.9.7. Vietoris-Rips . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.9.8. Lazy witness complex . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.9.9. Homolog´ıa persistente . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.10. ANA´LISIS DE LA PERSISTENCIA DE GRUPOS DE HOMOLOGI´A . . 43
3. Metodolog´ıa 45
3.1. Datos a Utilizar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2. Ana´lisis Geoestad´ıstico . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3. Traslacio´n y escalado de los datos . . . . . . . . . . . . . . . . . . . . . . . 49
3.4. Ana´lisis Topolo´gico de datos . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4. Resultados 54
4.1. Ana´lisis Geoestad´ıstico . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2. Ana´lisis de persistencia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3. Ana´lisis temporal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5. Conclusiones 63
5.1. Ana´lisis Geoestad´ıstico y de Persistencia Homolo´gica . . . . . . . . . . . . 63
5.2. Concluciones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.3. Trabajo a futuro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
Cap´ıtulo 1
Introduccio´n
En la actualidad con la ayuda de las computadoras, dispositivos mo´viles y sate´lites,
se registra una gran cantidad de informacio´n. Con un tele´fono celular se puede consultar la
temperatura ambiental, la probabilidad de lluvia y mas datos atmosfericos por hora, con
esto puede tenerse la impresio´n de tener toda la informacio´n de las variables en una regio´n
espacial. Sin embargo el medio ambiente es continuo y sus propiedades no pueden ser
medidas en todos los puntos, adema´s, las mediciones pueden contener ruido y esto se debe
a que nuestras observaciones son el resultado de interacciones tan complejas que parecen
aleatorias. Lo que podemos hacer es tratar de tener una muestra suficientemente grande y
representativa de la realidad para poder aproximarla mediante estimaciones. Esto puede
darnos la idea de usar algu´n me´todo estad´ıstico, pero en estad´ıstica, en general, se tiene
una lista de datos medidos de una poblacion, donde se busca encontrar caracter´ısticas
que describan a la poblacio´n y lo que nos interesa es conocer valores en puntos donde
no tenemos informacio´n, para esto se usan me´todos geoestad´ısticos. Entonces debemos
utilizar me´todos geoestad´ısticos para estimar los valores de las variables atmosfe´ricas en
cualquier punto del espacio.
En geoestad´ıstica se trata a los valores observados como si fueran una realizacio´n de
una variable aleatoria y uno de sus me´todos es el kriging ordinario. Este me´todo toma un
conjunto de puntos en un espacio, dode a cada punto se le asocia una variable y ademas
se considera una me´trica. el me´todo vincula la variacio´n observada en diferentes puntos
con la separacio´n entre estos y realiza estimacio´n de valores no medidos que pertenecen
a una vecindad de los puntos medidos y adema´s nos da informacio´n de que tan bien se
realiza la interpolacio´n.
En general las bases de datos encontradas en geoestadistica presentan diversidad
en las variables; un ejemplo pueden ser una regio´n donde se registra la concentracio´n
de 4 minerales diferentes utilizando un muestreo de 100 puntos observados donde un
ana´lisis estad´ıstico nos podria dar la concentracio´n promedio en la zona de un mineral.
Un ana´lisis geoestad´ıstico proporciona una estimacio´n de la concentracio´n en puntos no
medidos y adema´s nos dice cual seria la varianza de dicha estimacio´n, pero en ambos casos
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se utilizan pocos datos. Si tomamos las coordenadas del punto como variables espaciales
junto con las mediciones de concentracio´n de minerales, entonces podemos ver los datos
como un conjunto de 100 puntos observados de un espacio de 6 dimensiones, 2 espaciales
y 4 representadas por las concentraciones observadas. As´ı podemos analizar este conjunto
de datos como elementos de un espacio topolo´gico y con una distancia adecuada en este
espacio, tenemos un espacio me´trico, con esto podemos realizar una ana´lisis que nos
dara´ una clasificacio´n de las propiedades invariantes topolo´gicas, esto es llevado a cabo
mediante el me´todo de Ana´lisis Topolo´gico de Datos (TDA).
En este trabajo se utilizan dos me´todos para el ana´lisis de datos; el kriging ordinario
y el ana´lisis de persistencia de homolog´ıa aplicados a datos atmosfe´ricos en una regio´n en
el noreste de Me´xico.
1.1 Contexto
La geoestad´ıstica surgio´ en la industria minera, y fue formalizada por Matheron
en [10], informacion de esta y sus me´todos se puede consultar en los libros de [11] y el
me´todo base de la geoestad´ıstica, el kriging ordinario, puede consultarse en [12], adema´s
implementaciones de estos me´todos se pueden encontrar en [13] y una guia [15].
Adema´s del kriging ordinario existen diferentes metodos geoestad´ısticos de interpo-
lacio´n, en [6] se estudian el Kriging ordinario, el cokriging y el kriging con drift externo.
Otros me´todos de interpolacio´n espacial que no son propios de la geoestad´ıstica son; re-
gresio´n de componentes principales con correccio´n con residuos, regresion lineal mu´ltiple
y del inverso de la distancia [5] y en [7] se realiza un review de diversos me´todos de inter-
polacio´n espacial, entre ellos el kriging ordianrio y el me´todo de las distancias inversas, en
[8] y en [9] se realiza comparacio´n entre diferentes me´todos de interpolacio´n espacial pero
au´n as´ı, el kriging ordinario es el ma´s utilizado. En las u´ltimas de´cadas el Kriging ordina-
rio se ha implementado para estimar y mapear la ubicacio´n de sustancias potencialmente
dan˜inas para el medio ambiente e identificar las fuentes como en [4].
El poder de co´mputo de las plataformas tecnolo´gicas actuales nos proporcionan gran
ventaja para realizar ana´lisis de datos a gran escala, por lo cual es necesario implementar
algoritmos eficientes para resolver desaf´ıos de bases de datos espaciales y lluvia [1]. se
presentan algunos de estos aplicado al analisis de lluvia. Uno de los problemas a los que
nos enfrentamos es que en general este tipo de base de datos no estaban planeadas y su
elaboracio´n e implementacio´n, requiere la colaboracio´n de entidades que se encuentran
en diferentes estados o pa´ıses, debido a esto es un problema encontrar bases de datos
confiables. En [2] se implementa una base de datos relacional para la cuenca de Me´xico y
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en 1997 la misio´n Tropical Rainfall Measuring de la nasa se lanzo´ para atacar el problema
de la falta de bases de datos de lluvia, en [40] y [41], se puede encontrar ma´s informacio´n
en [39] .
Respecto al ana´lisis temporal de lluvia en regiones de Me´xico se tiene [3] donde se
utiliza el me´todo de Kriging, tomando en cuenta la precipitacio´n ma´xima y mı´nima para
representar la precipitacio´n diaria.
Por otra parte el ana´lisis topolo´gico de datos es un a´rea reciente de las matema´ticas
aplicadas, tiene sus bases en la topolog´ıa algebraica y geometr´ıa computacional, estos
temas se pueden consultar en [25] y en [26] respectivamente y adema´s algunas aplicaciones
de la topolog´ıa computacional se pueden encontrar en [20].
Una introduccio´n a lo que es el ana´lisis topolo´gico y un poco de su historia se puede
encontrar en [14] y en [16] adema´s de eso, una gu´ıa ma´s detallada se encuentra en [17] el
cual cuenta con un art´ıculo donde se presentan algunas implementaciones de los me´todos.
El ana´lisis topolo´gico de datos se ha utilizado en varias a´reas de investigacio´n como
en redes cooperativas en [21], en sistemas dina´micos en [22]. Otros ejemplos de aplicacio´n
del ana´lisis topolo´gico de datos se pueden encontrar en [23] y en [27]. En [24] se presenta
como se realizan ana´lisis estad´ısticos en el ana´lisis topolo´gico de datos.
1.2 Problema´tica
En la vida diaria dependiendo de la regio´n donde nos encontremos, una de las
acciones que es conveniente realizar antes de salir de casa, es revisar el prono´stico del
tiempo, ma´s con el acceso que nos dan a este los tele´fonos celulares, esto es debido a
que los feno´menos atmosfe´ricos pueden causar problemas de tra´nsito, inundaciones, o
podemos encontrarnos con cambios de temperatura bruscos. Adema´s de esto las regiones
dependen de estos datos para recolectar agua para beber o para la agricultura. Por esto
es importante tener buenas bases de datos que registren los feno´menos atmosfe´ricos y
adema´s poder analizar correctamente la informacio´n que estos datos nos presentan. Con
esto en mente, el problema que busca enfrentar este trabajo es el siguiente:
Problema: Conocer los cambios en las variables clima´ticas del norte de Me´xico
durante periodos establecidos. Se tomara´ como zona de estudio la regio´n comprendida
entre las longitudes: -104 y - 98.5 y las latitudes: 22 y 27, y el periodo de tiempo: enero
del 2015 a enero del 2016, debido a que en este periodo de tiempo ocurrio´ el huraca´n
patricia que afecto´ zonas de el a´rea elegida para estudio.
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1.3 Hipo´tesis
Uno de los me´todos base en la geoestad´ıstico es el me´todo del kriging ordinario, este
nos proporciona una interpolacio´n de datos espaciales pero no toma en cuenta mu´ltiples
instantes de tiempo, por otro lado el ana´lisis de persistencia de homolog´ıa es un me´todo
ma´s nuevo para analizar datos, el cual puede trabajar sobre un espacio de n dimensiones
y nos presenta datos del espacio del que proviene la muestra, adema´s nos da me´todos
para medir distancia entre estos espacios, aunque no da informacio´n tan puntual como
los me´todos geoestad´ısticos. Esto nos lleva a lo siguiente:
Hipo´tesis: El ana´lisis por kriging ordinario y la persistencia de homolog´ıa de estruc-
turas topolo´gicas de datos atmosfe´ricos pueden establecer los cambios clima´ticos espacio-
temporales.
1.4 Objetivos
En este trabajo se estudian me´todos de geoestad´ıstica y TDA para aplicarlos a datos
atmosfe´ricos en el norte de Me´xico, en particular se estudiara´n los datos de precipitacio´n.
Esto nos da:
Objetivo General identificar las variaciones espacio-temporales en la precipitacio´n
en el norte de Me´xico utilizando geoestad´ıstica y TDA entre las longitudes: -104 y - 98.5
y las latitudes entre: 22◦ y 27◦ en el periodo de tiempo: enero del 2015 a enero del 2016
Para esto se tienen los siguientes objetivos particulares:
Bu´squeda de bases de datos de precipitacio´n de la regio´n entre las longitudes: -104
y - 98.5 y las latitudes: 22 y 27 y el periodo de tiempo: enero del 2015 a enero del
2016 y realizar preprocesamiento de los datos de ser necesario.
Aplicar el kriging ordinario para establecer la funcio´n discreta que vincula los puntos
de la regio´n que se estudia con la precipitacio´n en dichos puntos.
Utilizar la homolog´ıa persistente para caracterizar las estructuras topolo´gicas de la
funcio´n discreta que vincula un punto en el a´rea que se estudia con la cantidad de
lluvia registrada en ese punto.
Observar los cambios en las propiedades topolo´gicas del espacio generado por el
conjunto de puntos con la forma (longitud, latitud, cantidad de lluvia registrada)
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en los meses de enero del 2015 a enero del 2016 mediante un ana´lisis de persistencia
de homolog´ıa.
1.5 Contenido
En el cap´ıtulo 2 se exponen algunas bases de la geoestad´ıstica y se desarrollan el
kriging ordinario y la semivarianza, despues se da una descripcio´n del tipo de datos a los
que se aplican los me´todos de geoestad´ıstica. Adema´s, se proporciona una breve introduc-
cio´n del ana´lisis topolo´gico de datos; complejos topolo´gicos, homolog´ıa persistente y los
me´todos ma´s usuales para construir complejos simpliciales, los cuales sera´n la estructura
del espacio.
En el cap´ıtulo 3 se presentan la metodolog´ıa con la que se abordara el problema y
se explica el proceso realizado.
En el cap´ıtulo 4 se presentan los resultados obtenidos en forma de mapas de calor
para el kriging ordinario, de diagramas de vida y muerte para el ana´lisis, persistencia
de homolog´ıa y se indica la distancia entre las gra´ficas de vida y muerte para el ana´lisis
temporal.
En el cap´ıtulo 5 se encuentran las conclusiones obtenidas y se plantea un posible
trabajo futuro.
5
Cap´ıtulo 2
Marco Teo´rico
2.1 Geoestad´ıstica
Geoestad´ıstica es un conjunto de te´cnicas estad´ısticas basadas en la teor´ıa de los
procesos estoca´sticos, establecida en las ciencias de la tierra como la teor´ıa de las va-
riables regionalizadas, debido a Matheron(1963, 1965) siguiendo el trabajo emp´ırico de
Krige(1951).
La geoestad´ıstica se desarrollo´ gracias a la industria minera. Su primera aplicacio´n
fue en minas de oro por Daniel Krige, donde la idea era saber si la extraccio´n de material
era justificada en un punto del planeta dado que se conoce la concentracio´n de dicho
material en puntos cercanos. Entonces, se busca conocer la concentracio´n de un mineral
en puntos cercanos donde no se han realizado observaciones y con base en esto se tiene la
posibilidad de hacer mapas que describen propiedades de intere´s en ciertas a´reas donde
solo se tiene una muestra de valores.
Existen otros me´todos de interpolacio´n espacial, como el me´todo de las distancias
inversas, pero ningu´n modelo puede describir por completo la realidad y cualquier te´cnica
de interpolacio´n producira´ resultados con cierto grado de error, he aqu´ı la ventaja de los
me´todos geoestad´ısticos, donde junto con el valor estimado, tambie´n nos da el error de
las estimaciones y adema´s, estos me´todos son en principio, no sesgados.
En el enfoque cla´sico el muestreo aleatorio suele usarse para asegurar que los esti-
madores sean no sesgados y con varianza conocida. En el caso de variables atmosfe´ricas se
requiere de un gran nu´mero de puntos espaciales, sin embargo, cuando se utilizan me´todos
geoestad´ısticos es suficiente con un nu´mero reducido de puntos. Adema´s los me´todos geo-
estad´ısticos esta´n enfocados en estimar propiedades en puntos no muestreados; en lugar
de estimar para´metros de la poblacio´n.
La geoestad´ıstica puede ser definida como el estudio de feno´menos regionalizados,
los cuales, son descritos por variables regionalizadas.
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2.2 Variables regionalizadas
El te´rmino variables regionalizadas fue concebido por G. Matheron 1963 para enfa-
tizar el hecho de que las variables geolo´gicas presentan variacio´n en pequen˜os intervalos,
pero a gran escala presentan tendencia. Una forma de imaginar esto, es como pequen˜os
picos que representan la variacio´n sobre una superficie fija. Dado que no tenemos esta
superficie, representamos la muestra como si se tratara de un proceso aleatorio descrito
por la ecuacio´n:
Z(x) = µ+ ǫ(x) (2.1)
donde se tiene la siguiente notacio´n:
µ es la media del proceso que representa la parte determin´ıstica
ǫ(x) es una variable aleatoria con media cero y cuya covarianza C(x, x + h) solo
depende de la distancia entre puntos h
entonces tenemos:
C(h) = C(x, x+ h) = E [ǫ(x)ǫ(x + h)] (2.2)
donde h es llamada lag.
Ahora, dado que tenemos una muestra de valores observados en diferentes puntos
de una superficie, a la posicio´n de cada valor observado se le representara como xi y a su
valor asociado se le denotara´ por z(xi) que es una realizacio´n de una variable regionalizada
Z(x), donde el promedio m(xi) en el punto xi es llamado drift.
En estad´ıstica es comu´n asumir que los procesos que se estudian son estacionarios.
Esto es, que las distribuciones de los procesos son invariantes bajo traslaciones. Estaciona-
rio en sentido estricto requiere que todos los momentos sean invariantes bajo traslaciones.
Se requerira´ solo que los dos primeros momentos sean invariantes bajo traslaciones. Esto
es llamado estacionariedad en sentido de´bil o estacionariedad de segundo orden. En el
contexto espacial, requerimos:
1. que el valor esperado de la funcio´n Z(x) sea constante para todos los puntos x,
E[Z(x)] = m(x) = m
7
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2. que la covarianza entre los puntos x, x + h so´lo depende de h.
En la realidad las condiciones anteriores no siempre se cumplen, como cuando hay
una tendencia en la superficie, en este caso el valor de m no se puede asumir como
constante. Para esto usaremos la hipo´tesis de que la funcio´n aleatoria es intr´ınseca. Una
funcio´n aleatoria se llama intr´ınseca si la esperanza matema´tica existe y no depende del
punto, esto es:
E(z) = m
para cualquier vector h, el incremento Z(x + h) − Z(x) tiene varianza finita y es
independiente del punto x, entonces, esta diferencia so´lo depende de h y se puede
expresar var(Z(x+ h)− Z(x)) = 2γ(h).
La funcio´n γ(h) es llamado semivariograma o por brevedad, variograma. La co-
rrelacio´n espacial de variables aleatorias intr´ınsecas es caracterizada por la funcio´n semi-
variograma, esta fue definida por Matheron 1967 en [10] como:
γ(h) =
1
2
V ar(Z(x+ h)− Z(x)) (2.3)
pero como la media de Z(x + h)− Z(x) es cero entonces tenemos la siguiente sim-
plificacio´n:
γ(h) =
1
2
E(Z(x+ h)− Z(x))2
γˆ(h) =
1
2N
N∑
i=1
(Z(xi + h)− Z(xi))
2
La razo´n a la que crece γ(h) es un indicador de la razo´n a la que decrece la influencia
de la muestra al incrementarse la distancia, esto es, al alejarnos de un punto donde
conocemos su variable asociada, su influencia decrece a la razo´n a la que crece γ(h).
Tenemos un valor que limita la influencia, el cual llamamos sill, que es la varianza de
la poblacio´n, ya que, en el caso en el que no existe correlacio´n entre Z(x + h) y Z(x)
tenemos:
γ(h) =
1
2
V ar(Z(x+ h)− Z(x))
8
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γ(h) =
1
2
(V ar(Z(x+ h)) + V ar(Z(x))) =
2σ2
2
= σ2
Estas definiciones se pueden encontrar en [11]
2.3 Estacionariedad
Estacionariedad es una suposicio´n que nos permite tratar los datos como si tuvieran
el mismo grado de variacio´n sobre una regio´n de intere´s.
Segundo orden estacionariedad La funcio´n aleatoria {Z(x), x ∈ X} Es dicho
que es estacionario de segundo orden o de´bilmente estacionario o simplemente estacionario
en amplio sentido, si tiene segundo momento y verifica que:
La esperanza existe y es constante, no depende de la x:
E(Z(x)) = µ(x) = µ
la covarianza existe para cada par de valores aleatorios. Z(x) y Z(x + h) y solo
depende de el vector h que une los puntos x y x+ h
C(Z(x), Z(x+ h)) = C(h)
Como la funcio´n de covarianza C(h) de una funcio´n aleatoria estacionaria de segundo
orden es una funcio´n de h entonces la varianza de la funcio´n aleatoria, existe y es constante:
V (Z(x)) = C(0) = σ2
Y esta se relaciona con el semivariograma de la siguiente forma:
γ(h) =
1
2
V (Z(x+ h)− Z(x))
=
1
2
(V (Z(x+ h)) + V (Z(x)) + 2C(Z(x+ h), Z(x)))
=
1
2
(C(0) + C(0) + 2C(h))
= C(0)− C(h)
9
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La covarianza de una funcio´n aleatoria es una funcio´n no aleatoria de xi y xj, tal
que esta coincide con la covarianza entre la funcio´n aleatoria en esos puntos (Z(xi), Z(xj)):
C(xi, xj) = C(Z(xi), Z(xj)) = E((Z(xi)− µ(xi))(Z(xj)− µ(xj)))
Estacionariedad indica cierto grado de homogeneidad. Para hacer inferencias de for-
ma consistente, necesitamos muchas realizaciones. Para resolver esto se adopta la hipo´tesis
de estacionariedad o de homogeneidad espacial, la idea es reemplazar las repeticiones de
la realizacio´n de la funcio´n aleatoria con repeticiones en el espacio, entonces, las obser-
vaciones de valores en diferentes ubicaciones tienen caracter´ısticas y entonces pueden ser
consideradas como realizaciones de la misma funcio´n aleatoria, esta hipo´tesis significa que
la probabilidad de la funcio´n aleatoria es invariante bajo traslaciones.
2.4 Kriging
El krigeado es una te´cnica de interpolacio´n espacial, es llamado kriging en honor
del ingeniero sudafricano Daniel G. Krige. La idea del kriging es que, dado un conjunto
de puntos x1, x2, · · · , xn en un espacio, donde cada uno de estos puntos tiene un valor
asociado z(x1), z(x2), · · · , z(xn), y en base a esto podemos estimar el valor zˆ(x0) en un
punto x0 como una suma ponderada de los valores z(xi) dados. Es decir, este me´todo de
interpolacio´n espacial es usado cuando tenemos:
un espacio donde a cada punto xi corresponde una valor z(xi).
z(xi) es una variable aleatoria que tiene media constante.
la varianza de z(X) es aleatoria y depende solamente de la distancia entre los puntos.
Una vez que tenemos esto, buscamos estimar el valor de z(x0) mediante una combi-
nacio´n lineal de los valores z(xi), en base a esta idea tenemos:
zˆ(x0) = λ1z(x1) + λ2z(x2) + · · ·+ λnz(xn) (2.4)
Un ejemplo de estas ideas se presenta en la figura 2.1 para el caso de una dimensio´n,
donde nuestro intere´s es estimar zˆ(x0) con los dema´s puntos y en la figura 2.2 se presenta
esta idea para el caso de dos dimensiones.
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Figura 2.1: Ejemplo de interpolacio´n por kriging en una dimensio´n espacial
Como se puede observar en la ecuacio´n 2.4 lo que ocupamos para estimar zˆ(x0) son
los λi , estos tienen que ser tales se cumpla lo siguiente:
1. El estimador es insesgado, esto es E [zˆ(x0)] = E [z(x0)]
2. La varianza es mı´nima
Que el estimador sea insesgado, junto con la suposicio´n de que E [zˆ(xi)] = µ nos da:
E [zˆ(x0)] = E [z(x0)]
E
[
n∑
i=0
λiz(xi)
]
= µ
n∑
i=0
λiE [z(xi)] = µ
n∑
i=0
λiµ = µ
n∑
i=0
λi = 1
11
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Figura 2.2: Ejemplo de interpolacio´n por kriging en dos dimensio´nes espaciales
12
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Entonces tenemos que los λi tienen que cumplir
∑n
i=0 λi = 1
Como el kriging es el mejor estimador insesgado con varianza mı´nima, primero
expresamos la varianza como:
V (Zˆ(x0)− Z(x0)) = E(Zˆ(x0)− Z(x0)
2
)
=
n∑
i=1
n∑
j=1
λiλjE(Z(xi)Z(xj))− 2
n∑
i=1
λiE(Z(xi)Z(x0))
+E(Z(x0)
2)
donde, como tenemos que:
C(xi − xj) = E(Z(xi)Z(xj)) + E(Z(xi))E(Z(xj)) = E(Z(xi)Z(xj)) + µ
2
ya que E(Z(x)) = µ, tenemos lo siguiente:
V (Zˆ(x0)− Z(x0)) =
n∑
i=1
n∑
j=1
λiλjC(xi − xj)− 2
n∑
i=1
λiC(xi − x0) + C(0)
+µ2(
n∑
i=1
n∑
j=1
λiλj − 2
n∑
i=1
λi + 1)
Por la condicio´n de que el estimador es insesgado (
∑n
i=1 λi = 1 ) tenemos:
V (Zˆ(x0)− Z(x0)) =
n∑
i=1
n∑
j=1
λiλjC(xi − xj)− 2
n∑
i=1
λiC(xi − x0) + C(0) (2.5)
Entonces, ahora la idea es resolver el problema de optimizacio´n:
min V (Zˆ(x0)− Z(x0))
s.a.
∑n
i=1 λi = 1
13
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Esto es resuelto por el me´todo de los multiplicadores de lagrange, donde buscamos
minimizar:
V (Zˆ(x0)− Z(x0))− α(
n∑
i=i
λi − 1)
Lo cual es:
n∑
i=1
n∑
j=1
λiλjC(xi − xj)− 2
n∑
i=1
λiC(xi − x0) + C(0)− α(
n∑
i=i
λi − 1)
Derivando con respecto a λi tenemos:
n∑
j=1
λjC(xi − xj)− 2
n∑
i=1
λiC(xi − x0) + C(0)− α(
n∑
i=i
λi − 1)
λ1λ1C(x1 − x1) + λ1λ2C(x1 − x2) + · · ·+ λ1λnC(x1 − xn)
+λ2λ1C(x2 − x1) + λ2λ2C(x2 − x2) + · · ·+ λ2λnC(x2 − xn)
+
...
+λnλ1C(xn − x1) + λnλ2C(xn − x2) + · · ·+ λnλnC(xn − xn)
−2λ1C(x1 − x0) +−2λ2C(x2 − x0) + · · ·+−2λnC(xn − x0) + C(0)
+α(
n∑
i=i
λi − 1)
2λ1C(x1 − x1) + λ2C(x1 − x2) + · · ·+ λnC(x1 − xn)
+λ1C(x2 − x1) + 0 + · · ·+ 0
+
...
+λnC(xn − x1) + 0 + · · ·+ 0
−2C(x1 − x0) + 0 + · · ·+ 0 + 0
+α
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esto lo igualamos a cero:
2λ1C(x1 − x1) + 2λ2C(x1 − x2) + · · ·+ 2λnC(x1 − xn) +−2C(x1 − x0) + α = 0
entonces tenemos:
n∑
j=1
λjC(x1 − xj)− α = C(x1 − x0)
esto lo repetimos para cada λi con i ∈ {1, 2, · · · , n} adema´s derivamos con respecto a α
e igualando a cero tenemos:
n∑
i=i
λi = 1
lo que nos da el sistema de ecuaciones:
n∑
j=1
λjC(x1 − xj)− α = C(x1 − x0)
n∑
j=1
λjC(x2 − xj)− α = C(x2 − x0)
...
n∑
j=1
λjC(xn − xj)− α = C(xi − x0)
n∑
i=i
λi = 1
y en el caso de estacionariedad de segundo orden tenemos que:
C(xi − xj) = C(0)− γ(xi − xj) (2.6)
entonces
∑n
j=1 λjC(x1 − xj)− α = C(x1 − x0) se hace:
n∑
j=1
λj(C(0)− γ(x1 − xj))− α = C(0)− γ(x1 − x0)
C(0)
n∑
j=1
λj −
n∑
j=1
λjγ(x1 − xj)− α = C(0)− γ(x1 − x0)
como
∑n
j=1 λj = 1 tenemos:
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C(0)−
n∑
j=1
λjγ(x1 − xj)− α = C(0)− γ(x1 − x0) (2.7)
n∑
j=1
λjγ(x1 − xj) + α = γ(x1 − x0) (2.8)
Con esto tenemos:
n∑
j=1
λjγ(x1 − xj) + α = γ(x1 − x0)
n∑
j=1
λjγ(x2 − xj) + α = γ(x2 − x0)
...
n∑
j=1
λjγ(xn − xj) + α = γ(xi − x0)
n∑
i=i
λi = 1
reescribiendo γ(xi − xj) como γij ya que solo depende de la distancia entre xi y xj,
reescribiendo esto de forma matricial tenemos:


γ11 γ12 · · · γ1n 1
γ21 γ22
. . . γ2n 1
...
...
. . .
...
...
γn1 γn2 · · · γnn 1
1 1 · · · 1 0




λ1
λ2
...
λn
α


=


γ01
γ02
...
γ0n
1


(2.9)
donde los γij representa el valor del variograma entre los puntos i y j y α es un valor
agregado mediante el me´todo de los multiplicadores de lagrange
Ahora si continuamos aplicando la ecuacio´n 2.4 en la ecuacio´n 2.5 tenemos:
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V (Zˆ(x0)− Z(x0)) =
n∑
i=1
n∑
j=1
λiλj(C(0)− γ(xi − xj))− 2
n∑
i=1
λi(C(0)− γ(xi − x0))
+C(0)
=
n∑
i=1
λi(
n∑
j=1
λjC(0)−
n∑
j=1
λjγ(xi − xj))− 2
n∑
i=1
λiC(0)
+2
n∑
i=1
λiγ(xi − x0)) + C(0)
=
n∑
i=1
λiC(0)−
n∑
i=1
λi
n∑
j=1
λjγ(xi − xj))− 2C(0)
+2
n∑
i=1
λiγ(xi − x0)) + C(0)
= C(0)−
n∑
i=1
λi
n∑
j=1
λjγ(xi − xj))− 2C(0)
+2
n∑
i=1
λiγ(xi − x0)) + C(0)
= −
n∑
i=1
λi
n∑
j=1
λjγ(xi − xj)) + 2
n∑
i=1
λiγ(xi − x0))
ahora, aplicando 2.8 tenemos:
V (Zˆ(x0)− Z(x0)) = −
n∑
i=1
λi(γ(xi − x0)− α) + 2
n∑
i=1
λiγ(xi − x0))
= −
n∑
i=1
λiγ(xi − x0) +
n∑
i=1
λiα + 2
n∑
i=1
λiγ(xi − x0)
= −
n∑
i=1
λiγ(xi − x0) + α + 2
n∑
i=1
λiγ(xi − x0)
= α +
n∑
i=1
λiγ(xi − x0)
Entonces, la ecuacio´n del kriging nos da el estimador insesgado de varianza mı´nima,
pero adema´s nos da el valor de esa varianza, este lo reescribimos como σ2ok(s0) esto nos
da la ecuacio´n:
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Figura 2.3: Efecto segu´n distancia
σ2ok(s0) =
n∑
i=1
λiγ(xi − x0) + α (2.10)
Ahora, para calcular esto solo ocupamos los valores de γ, que son los valores de la
semivarianza
2.5 Semivarianza
El variograma o variograma teo´rico, es una funcio´n que como entrada tiene la dis-
tancia h entre 2 puntos del espacio y como salida tiene la varianza que se espera observar
entre todos los puntos que se encuentran a la distancia h. Se suele llamar tambie´n vario-
grama a la gra´fica del variograma (ver figura 2.8) y que describe la variacio´n con respecto
a la cercan´ıa de los puntos, esto se ve en la figura 2.3, los puntos dentro de C1 afectan de
forma diferente a z(x0) que los que esta´n en C2 pero no en C1.
Para obtener el variograma teo´rico, primero creamos un variograma experimental,
este se hace tomando a los puntos que se encuentran a una distancia h y se realiza la
18
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z(x1) z(x2) z(x3) z(x4) z(x5) z(x6) z(x7)
h h h h h h
Figura 2.4: Puntos a distancia h
Inicio Final Diferencia
z(x1) z(x2) z(x2)− z(x1)
z(x2) z(x3) z(x3)− z(x2)
z(x3) z(x4) z(x4)− z(x3)
z(x4) z(x5) z(x5)− z(x4)
z(x5) z(x6) z(x6)− z(x5)
z(x6) z(x7) z(x7)− z(x6)
Tabla 2.1: Tabla para puntos a distancia h
tabla 2.1 donde en la u´ltima columna se toma como si fuera una muestra y se calcula la
varianza, esto nos dara´ el valor de γh.
Esto se repite para los puntos que esta´n a una distancia 2h, esta idea se resume en
la ecuacio´n de Matheron:
γ(h) =
1
2N
N∑
i=1
(z(xi + h)− z(xi))
2 (2.11)
Y as´ı obtenemos el valor para el variograma en 2h, de la misma forma, calculamos
el valor para todas las varianzas a intervalos de distancia h.
Y as´ı obtenemos una gra´fica como 2.7, que es el variograma experimental.
Con base a esta gra´fica obtenemos un modelo te´orico, este modelo en general se
busca que sea simple y los modelos usuales suelen incluir los siguientes para´metros
z(x1) z(x2) z(x3) z(x4) z(x5) z(x6) z(x7)
2h
2h
2h
2h
2h
Figura 2.5: Puntos a distancia 2h
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Inicio Final Diferencia
z(x1) z(x3) z(x3)− z(x1)
z(x2) z(x3) z(x4)− z(x2)
z(x3) z(x4) z(x5)− z(x3)
z(x4) z(x5) z(x6)− z(x4)
z(x5) z(x6) z(x7)− z(x5)
Tabla 2.2: Tabla para puntos a distancia 2h
z(x1) z(x2) z(x3) z(x4) z(x5) z(x6) z(x7)
5h 5h
Figura 2.6: Puntos a distancia 5h
Inicio Final Diferencia
z(x1) z(x6) z(x6)− z(x1)
z(x2) z(x7) z(x7)− z(x2)
Tabla 2.3: Tabla para puntos a distancia 5h
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Variograma
Figura 2.7: Variograma experimental
nugget (c0). Es el valor del variograma cuando h = 0 esto es el valor cuando
tomamos distancias muy pequen˜as entre mediciones, esto suele ser por errores de medicio´n
o en los instrumentos de medida.
sill (c). Es el valor de la varianza al tomar todos los datos en consideracio´n y es
la mayor variacio´n, es la altura a la que se estabiliza la curva.
rango (a). es el valor donde el modelo se estabiliza y este se calcula de mediante
prueba y error, en general es el valor en el cual la gra´fica alcanza el sill.
Estos para´metros se muestran en la figura 2.8. Con base en estos se suelen definir
los modelos ma´s comunes del krigiado, estos se muestran a continuacio´n:
Modelo lineal
γ(h) =


c0 + c
h
a
si 0 < h ≤ a
c0 + c si h > a
0 si h = 0
(2.12)
Modelo esfe´rico.
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Figura 2.8: Partes del variograma
γ(h) =


c0 + c(
3h
2a
− 1
2
h
a
3
) si 0 < h ≤ a
c0 + c si h > a
0 si h = 0
(2.13)
Modelo exponencial.
γ(h) =


c0 + c(1− exp
h
a ) si h > 0
0 si h = 0
(2.14)
Modelo gaussiano.
γ(h) =


c0 + c(1− exp
h
a
2
) si h > 0
0 si h = 0
(2.15)
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Ajuste esferico
Figura 2.9: Variograma teo´rico
Ahora que se tienen los para´metros, estos se sustituyen en los modelos y para decidir
cual modelo usar, se puede probar con me´todos como el me´todo de cuadrados medios del
error y as´ı comparar los errores y elegir el modelo que mejor ajuste, una vez hecho esto
tendremos un gra´fico como el de 2.9.
Con ayuda del variograma teo´rico obtenido, calculamos los valores γij (que usamos
para abreviar γ(d(xi, xj)), donde d es una me´trica en el espacio que se esta´ trabajando). y
con esto podemos calcular los pesos λi y as´ı estimar los valores en puntos no muestreados.
2.5.1 puntos pra´cticos del variograma
En esta seccio´n se presentan algunos datos del ana´lisis geoestad´ısticos
Una l´ınea horizontal en el variograma teo´rico indica que los valores no esta´n corre-
lacionados para ningu´n valor de h.
Es deseable que el conjunto de puntos, en los cuales se basa el variograma sea
construido por al menos 50 muestras y de preferencia que las muestras se encuentren
a intervalos regulares.
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x y z0(x, y) · · · zm(x, y)
x1 y1 z11 · · · zm1
...
...
...
. . .
...
xn yn z1n · · · zmn
Tabla 2.4: Datos
en la literatura del kriging h es llamada lag y γ(h) es llamada semivarianza porque
es la mitad del valor esperado del cuadrado de las diferencias.
Para calcular γ(h) , necesitamos encontrar todos los pares de observaciones que se
encuentran a una distancia h. En la realidad, es raro que estas se encuentren a una
distancia h. Para solucionar esto, se toman pares de puntos, donde la distancia entre
estos se encuentran entre (h − ǫ, h + ǫ). Evidentemente si cambiamos el valor de ǫ
cambiaremos los valores del conjunto de semivarianzas.
La covarianza emp´ırca tiende a decrecer al incrementarse la distancia lag h. La
semivarianza y la covarianza tienen tendencias contrarias y si el feno´meno tiene
media y varianza que son espacialmente constantes, podemos establecer la relacio´n
entre ambas como:
C(0) = E[(z(x)− µ)2] = var[z(x)] (2.16)
γ(h) = C(0)− C(h) (2.17)
Con esto, podemos ver que cuando h es suficientemente grande γ(h) tiende al sill y
C(h) tiende a cero, entonces podemos poner el valor del sill como C(0)
2.6 Tipo de datos
Lo datos analizadas mediante el kriging ordinario en general provienen de bases de
datos con una estructura similar a la de la tabla 2.4 donde x, y indican las coordenadas del
punto y zki representa la observacio´n en el punto xi, yi de la variable k, con k ∈ 0, · · · , n
, cada variable observada es presentada mediante funciones de la forma zn : R
2 → R .
Pero al usar el kriging ordinario solo se toma en cuenta una variable asociada a cada
punto, entonces, los datos que usa el kriging tendran la forma presentada en la tabla 2.5.
Descartamos el resto de las variables, con la idea de interpolar sobre la variable que no
descartamos, pero se observa que al hacer esto se pierde informacio´n en el proceso.
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x y zk(x, y)
x1 y1 zk1
...
...
...
xn yn zkn
Tabla 2.5: Datos entrada kriging ordinario
Notando que si tomamos cada fila de 2.4 como un punto en un espacio de dimensio´n
m+ 2 ∈ N tenemos n ∈ N puntos de un espacio de n dimensiones. Dado un espacio de n
dimensiones, el ana´lisis topolo´gico de datos nos da un me´todo para realizar una ana´lisis
descriptivo de este tipo de espacio, adema´s de que si tenemos bases de datos para los
mismos puntos pero en diferentes instantes en el tiempo, el ana´lisis topolo´gico de datos
nos da la posibilidad de comparar los espacios topolo´gicos en diferentes instantes.
2.7 Introduccio´n al ana´lisis topolo´gico de datos
En las bases de datos meteorolo´gicas para cada punto espacial (longitud, latitud) se
asocian diferentes valores de variables (precipitacio´n, temperatura, presio´n atmosfe´rica,
humedad relativa,...). En general se tiene asociados a un punto en el planeta diferentes
variables un ejemplo de uno de estos datos tendr´ıa la forma:
(longitud, latitud, variable1, variable2, · · · , variablen)
como ejemplo de variablei pueden tenerse variables como las siguientes: temperatura,
precipitacio´n, altura, presio´n, etc.
En general al realizar ana´lisis estad´ıstico sobre un conjunto de datos como estos se
suele tomar una variable en una regio´n y se ignora el resto de las variables y el resto
de los puntos, cuando se realiza un ana´lisis geoestad´ıstico se toman en cuenta los puntos
como realizaciones de una variable aleatoria sobre esos puntos por lo cual se toma ma´s
informacio´n de el conjunto de los datos, pero aun as´ı descartamos las otras variables.
Finalmente al realizar un ana´lisis topolo´gico podemos tomar en cuenta tantos datos como
queramos y tomar en cuenta todas las variables de forma simulta´nea.
La topolog´ıa es la parte de las matema´ticas dedicada al estudio de las propiedades de
los cuerpos geome´tricos inalterables por deformaciones que no corten o peguen al objeto.
Esto es, un objeto es equivalente al resultado de una transformacio´n que pueda doblarlo,
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estirarlo, ampliarlo, etc, mientras esta transformacio´n no separe al objeto en componentes
disconexos, ni una partes separadas.
La esencia de la topolog´ıa es darle una estructura a un conjunto de puntos, este
conjunto se representa como X, dicha estructura nos ayuda a representar la cercan´ıa y
convergencia, as´ı podemos definir:
Topologia. Dado un conjunto X, una topolog´ıa sobre dicho conjunto, es una colec-
cio´n T de subconjuntos de X tal que las siguientes propiedades se cumplen:
1. ∅ y X estan en T
2. La unio´n de cualquier subcoleccio´n de T esta en T
3. La interseccio´n de cualquier subcoleccio´n finita de elementos de T esta´n en T
A los elementos de la topolog´ıa les llamamos conjuntos abiertos y a sus complementos
se les llama conjuntos cerrados y a la pareja (X, T ) le llamamos espacio topolo´gico.
Con base en la definicio´n se busca analizar caracter´ısticas cualitativas del espacio X
en el que existen los puntos S. Estas caracter´ısticas son llamadas invariantes topolo´gicas,
las cuales son las propiedades del espacio topolo´gico invariantes bajo homeomorfismos,
esto es, si un espacio X posee una propiedad, todo espacio homeomorfo a X posee la
misma propiedad. As´ı, objetos equivalentes en la topolog´ıa deben tener el mismo nu´mero
de trozos, huecos, intersecciones, etc · · ·
Como se puede apreciar la comparacio´n y clasificacio´n son unos de los objetivos de
la topolog´ıa, con la idea de poder realizar esto, se introducen las siguientes definiciones:
Una cubierta abierta de un espacio topolo´gico X es una coleccion U = (Ui)i∈I de
conjuntos abiertos de X, donde I es un conjunto tal que X = ∪i∈iUi.
Funcio´n continua. Es una funcio´n f de X a Y donde X,Y son espacios topolo´gicos
y para todo elemento V de la topolog´ıa en Y la preimagen de V es un abierto en X.
Homeomorfismo. Es una funcio´n f biyectiva entre 2 espacios topolo´gicos X, Y
donde f y f−1 son continuas.
Cuando existe un homeomorfismo entre 2 espacios se dice que estos son homeomorfos
y esto es que tienen la misma estructura. Esto se puede consultar con ma´s detalle en [28],
en [29] y [30]
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Con esto podemos analizar espacios, encontrando espacios homeomorfos que poda-
mos representar de manera ma´s sencilla, pues al ser homeomorfos compartira´n las mismas
cualidades.
Invariantes topolo´gicos
1. cardinalidad
2. nu´mero de componentes conexos
3. compacidad
4. metrizabilidad
5. separacion
6. grupo de homolog´ıa
Entre las principales opciones que nos presenta el ana´lisis topolo´gico de datos se
encuentran:
Algoritmo mapper
Calculo de Euler
Cellular sheaves
homolog´ıa persistente
En este trabajo nos concentramos en el ana´lisis de homolog´ıa persistente sobre datos
atmosfe´ricos. Este tipo de ana´lisis, se basa en la idea de que podemos descomponer un
espacio X y reconstruirlo como una combinacio´n de bloques finitos llamados simplejos, los
cuales son un conjunto finito de elementos del espacio (Ejemplo de dos componentes en
figura) y al conjunto que contiene a todos los simplejos se le llama complejo simplicial, el
cual representaremos mediante K, El cual nos servira´ como esqueleto para representar el
espacio X y el cual tiene la ventaja de que puede verse como un objeto topolo´gico o como
un objeto combinatorio. Como nuestra intencio´n es que este espacio represente al espacio
X, este debe mantener las propiedades importantes del X. Estas propiedades se estudian
mediante los grupos de homolog´ıa, los cuales se denotan mediante H0, H1, · · · , Hn, · · · .
La informacio´n que estos grupos nos presentan, son el nu´mero de ciclos de dimensio´n n
en el espacio, la cual esta´ dada por Bn(K) = dim(Hn), como ejemplo, en el caso de H0,
B0(K) = dim(H0) nos informa el nu´mero de componentes conexas en el espacio (Ejemplo
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de un ciclo de dimensio´n 0 en figura 2.10 a) y B1(K) = dim(H1) nos dice el nu´mero de
huecos (ejemplo en figura 2.10 b). Como otro ejemplo, en el inciso a de la figura 2.11, el
nu´mero de componentes conexos es 1 y el nu´mero de huecos es 1. Este tipo de ana´lisis
tiene la ventaja de poder aplicarse cuando los datos presentan ruido ya que las propiedades
topolo´gicas se mantienen, como se observa en la figura 2.11 b. Adema´s de esto se puede
trabajar con los datos cuando estos se encuentran en un espacio de alta dimensio´n.
a b
Figura 2.10: Ejemplo de huecos de dimencion 0 y 1
Ma´s acerca de los complejos simpliciales se pueden encontrar en [19].
a) Toro sin ruido b) Toro con ruido
Figura 2.11:
En que´ tipos de datos se puede aplicar:
espacios me´tricos finitos
imagenes
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redes
La intencio´n tras el ana´lisis de homolog´ıa persistente es presentar de forma resumida
algunas caracter´ısticas del espacio del cual provienen los datos, un ejemplo de esto son
los diagramas de vida y muerte, como el de 2.12
Figura 2.12: Gra´fico de vida y muerte
El cual es un conjunto de puntos (x, y) donde x representa en que´ momento aparece
una caracter´ıstica de dimensio´n k y donde y representa en que´ momento desaparece la
carcter´ıstica, como se puede observar x < y entonces todos los puntos aparecen sobre la
l´ınea y = x y entre los puntos esta´n ma´s cerca de esta l´ınea significa que las caracter´ısticas
tienen una vida corta.
Ma´s detalles se pueden consultar en [23] y en [16].
2.8 Topolog´ıa algebraica
Se representara el espacio topolo´gico como un complejo simplicial que cuente con
las mismas invariantes topolo´gicas, por lo tanto primero se definira´ lo que es un complejo
simplicial.
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Dado un conjunto S = {s1, s2, · · · , sn} un complejo simplicial abstracto es un con-
junto de subconjuntos de S, K = {σ ⊂ X} tal que ∀β ⊂ σ con σ ∈ K, entonces β ∈ K. a
los elementos de K se les llama simplejos y dado σ ∈ K donde σ cuenta con n elementos,
se dice que es un n-1 simplejo. Dado K, dim(K) es la dimensio´n del mayor simplejo en K
Si tenemos un complejo simplicial K que representa al espacio X, lo siguiente es
generar Ci(K;F ) con i ∈ {0, 1, · · · , dim(K)} que son los espacios vectoriales generados
con los simplejos de orden k sobre el campo F.
Figura 2.13: Ejemplo de descomposicio´n de K en Ci(K)
En adelante se usara´ F2 como el campo y se denotara´ Ci(K) = Ci(K;F2). Con esto
se tiene αi + αj si i 6= j y 0 si i = j
Lo siguiente es que necesitamos un conjunto de mapeos l´ıneales l´ıneal de Ci(K) a
Ci−1(K) el cual llamamos mapeo frontera y esta´ dado por:
∂i : Ci(K) → Ci−1(K)
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Figura 2.14: Ejemplo de suma en C1(K) con todos los elementos distintos
Figura 2.15: Ejemplo de suma en C1(K) con un elemento repetido
∂i(σ) 7→
∑
α⊂σ,α∈Ci−1(K)
α
Este mapeo lo que hace es que descompone σ en su frontera, que es la suma de todos
los elementos que esta´n en sigma y que son de dimensio´n i − 1 un ejemplo se ve en la
figura 2.8
Estos mapeos tienen la siguiente propiedad: ∀σ ∈ Ci+1(K), ∂i ◦ ∂i+1(σ) = 0 , lo que
significa img(∂i+1) ⊂ ker(∂i). Con esto generamos el espacio vectorial cociente
Hk(K) =
ker(∂i)
img(∂i+1)
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Figura 2.16: Ejemplo de mapeo frontera
Los espacios cocientes pueden consultarse en [31], en [32] y en [34].
Esta construccio´n se representa en la figura 2.8. A los elementos de ker(∂i) son
llamados p-ciclos y los elementos de img(∂i+1) son p-fronteras. Entonces lo que nos dice
Bp(K) = dim(ker(∂p))− dim(Img(∂p+1)) es que los p-ciclos que no sean p-fronteras, son
los huecos de dimensio´n p que presentan el espacio.
Figura 2.17: Construccio´n de grupos de homolog´ıa
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2.9 Homolog´ıa persistente
Para tener grupos de homolog´ıa que representen al espacio se debe cumplir que el
complejo simplicial posea caracter´ısticas invariantes semejantes, pero cuando se tiene una
base de datos dada, entonces nos quedan dos problemas:
Construir complejos simpliciales a partir de los datos
Que estos complejos tengan las caracter´ısticas del espacio del cual provienen
A continuacio´n se presentara´n algunas de las principales formas de construir com-
plejos simpliciales a partir de datos. Para realizar estas construcciones necesitamos que el
espacio topolo´gico con el cual se esta´ trabajando sea un espacio me´trico, lo cual implica
que tenemos un funcio´n distancia d : X → R, que cumple las siguientes propiedades:
∀x, y ∈ X, d(x, y) ≥ 0
d(x, y) = 0↔ x = 0
∀x, y, x ∈ X se tiene que d(x, z) ≤ d(x, y) + d(y, z)
Al conjunto X junto con una me´trica d asociada a el, le llamamos espacio me´trico,
esto se puede representar mediante (X, d).
Ma´s sobre me´tricas se puede consultar en [33] y en [34].
Esta me´trica nos dice co´mo construir los conjuntos abiertos del espacio topolo´gico,
los cuales tendra´n la forma B(x, ǫ) = {y ∈ X|d(x, y) < ǫ} y sera´n usados para construir
los complejos simpliciales.
Una clasificacio´n de los tipos de complejos simpliciales ser´ıa la siguiente:
Nervios
Witness
Flag complex o clique complex
Esto se puede consultar en [23].
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2.9.1 Nervios
Los nervios en este contexto son un tipo de complejos generados a partir de una
buena cubierta V de un espacio topolo´gico X. En este caso, una buena cubierta es una
cubierta finita, ∀M ∈ V se tiene que M es contractible y adema´s se tiene que ∀M,N ∈ V
con M ∩ N 6= ∅ entonces M ∩ N es contractible, dadas estas condiciones el complejo se
forma:
Se toman los elementos de V como los 0-simplejos
Se forman los n-simplejos cuando tenemos un σ ⊂ V donde σ tiene n + 1 elementos
y adema´s:
∩M∈σM 6= ∅
Entre este tipo de complejos se encuentran los siguientes:
Cech
Delaunay
Alpha
2.9.2 Cˇech complex
El complejo de Cˇech a escala ǫ del espacio S ⊂ X se construye de la siguiente forma:
Para cada s ∈ S se generan las vecindades Vǫ(s) = {x ∈ X|d(s, x) ≤ ǫ}
La coleccio´n V = {Vǫ(s) ⊂ X|s ∈ S} es una cubierta de ∪V ∩X
Se calcula N(V ) que es el nervio de la cubierta V
2.9.3 Delaunay complex
Considera a S ⊂ X = Rn, entonces, ∀s ∈ S se crea el conjuntos:
Vs = {X ∈ R
n|d(x, s) ≤ d(x, s)∀s′ ∈ S}
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Figura 2.18: 1-simplejos de Cˇech
Figura 2.19: 2-simplejo de Cˇech
El cual es el conjunto de puntos de X que son ma´s cercanos a s que a cualquier otro
s’ en S. El conjunto V = {Vs ⊂ R
n s ∈ S} es una cubierta de X, llamada descomposicio´n
de Voronoi de X con respecto a S
El nervio de esta cubierta es el complejo de Delaunay1, se escribe Del(S;Rn)
2.9.4 Alpha complex
Dado S ⊂ X, entonces formamos la descomposicio´n de Voronoi V = ∪s∈SVs, esta es
una cubierta abierta de X, al formar N(V ) obtenemos un nervio de X, entonces se buscara´
obtener una representacio´n del espacio S, para esto, dado un ǫ tenemos para todo s ∈ S
tenemos B(s, ǫ). La unio´n de estas bolas abiertas Sǫ = ∪s∈SB(s, ǫ) es un subespacio de X y
1tambie´n llamada triangulacio´n de Delaunay
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Figura 2.20: Complejos de Delaunay
al intersectar B(s, ǫ)∩Vs para todo s en S, tenemos Aǫ = {U ⊂ X|U = B(s, ǫ)∩Vs∀s ∈ S}
una cubierta abierta de Sǫ y al obtener el nervio N(Aǫ) obtenemos el Alpha complejo de
resolucio´n ǫ
Figura 2.21: Base para los Alpha complex
2.9.5 Witness complex
Entre ma´s puntos tengamos en el espacio S a analizar, se empezaran a crear com-
plejos de mayor dimensio´n, hasta tener un complejo de dimensio´n n = |S| = dim(S),
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entonces, la idea es que puede bastar con un menor nu´mero de puntos para observar la
forma de S. La construccio´n de los complejos witness es la siguiente:
Dado L ⊂ S, los elementos del conjunto L son llamados landmarks, estos sera´n los
nodos y los puntos de S se les llamara´ witness, dado que los puntos witness son testigos
de la conexio´n que existe entre los landmarks
Dado un subconjunto σ ⊂ L, s ∈ S, s es un testigo de´bil de σ si:
d(s, a) ≤ d(s, b)∀a ∈ σ∀b ∈ L− σ
Esto es, el punto s esta´ ma´s cerca de los elementos de σ que de cualquier otro
landmark
Figura 2.22: Complejos Witness
El complejo de´bil de Delaunay con respecto a L es el complejo DelW (L;S) que
consta de todos los σ que tienen un testigo de´bil.
Una forma de extender esto para usar distancias ǫ para tener diferentes resoluciones,
es cambiar co´mo obtenemos los testigos de´biles. S es un ǫ-testigo de´bil de σ respecto a L
si y so´lo si
d(s, a) ≤ d(s, b) + ǫ∀a ∈ σ∀b ∈ L− σ
Ahora, el complejo simplicial de´bil de Delaunay a escala ǫ, DelW (L;S, ǫ) es el com-
plejo simplicial con ve´rtices en L y donde σ ⊂ L es un simplejo si tiene un ǫ-testigo de´bil,
estos complejos son llamado weak witness complex
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2.9.6 flag complex
Dado un grafo G = V,A y dado un conjunto de ve´rticesM = {m0,m1, · · · ,mn} ⊂ V
forma un n-simplejo si cada par de ve´rtices esta´ conectado por una arista, esto es:
∀mi,mj ∈M, i 6= j, {mi,mj} ∈ A
Al conjunto M se le llama clique
Entonces un flag complex es el que dado el conjunto de aristas A (el conjunto de
1-simplejos), se crean todos los clique’s para generar el resto de los n-simplejos. Como en
este tipo de complejos solo se revisa la distancia a pares, los clique complex tambie´n son
llamados Lazy porque solo utilizan los 1-simplejos para generar los dema´s simplejos.
Entre los ma´s conocidos de estos complejos son:
Vietoris-Rips
lazy witness
En general el proceso para generar estos complejos es el siguiente:
Calcular todos los 0-simplejos
Calcular los clique complejos
2.9.7 Vietoris-Rips
El complejo de Vietoris-Rips a escala ǫ es el conjunto:
V Rǫ(S) = {σ ⊂ S : d(x, y) ≤ 2ǫ∀x, y ∈ σ}
Esto es el conjunto S se toma como los 0-simplejos y se crean los 1-simplejos {si, sj}
donde d(si, sj) ≤ 2ǫ y con esto los n-simplejos son los conjunto de n+1 puntos que forman
un clique
2.9.8 Lazy witness complex
Estos son una modificacio´n de los weak witness complex, que consiste en:
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Figura 2.23: Complejos de Vietoris-Rips
dado n ∈ N, para todo s ∈ S se tiene que mn(s) es la distancia de s al n landmark
ma´s cercano (para todo s m0(s) = 0)
Definimos a los elementos de L como los ve´rtices
se crean los 1-simplejos de la siguiente forma: {li, lj} son un 1-simplejo si existe un
s ∈ S tal que max{d(li, s), d(lj, s)} ≤ mv(s) + ǫ
se agregan los clique
Este complejo simplicial se representa mediante Wn(L;S, ǫ)
Figura 2.24: m3(s) 2-simplejo Lazy witness
En el caso de n = 0 tenemos que W0(L;S, ǫ) aproxima V R(L; ǫ)
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2.9.9 Homolog´ıa persistente
Ahora que tenemos una forma de construir complejos simpliciales, lo siguiente, es que
necesitamos obtener las caracter´ısticas del espacio del que proviene, para esto, tendr´ıamos
que tener un ǫ tal que el complejo simplicial generado represente el espacio del que provie-
nen los datos. Dependiendo del ǫ se tendra´n complejos simpliciales con propiedades dife-
rentes, estos se representara´n como Kǫ, para empezar, si ǫ = 0, se tendra´ que B0(K0) = n
donde n es el nu´mero de elementos con el que creamos el complejo simplicial, en cambio,
si ∀x, y ∈ X se tiene m ≥ d(x, y) se tendra´ B0(Km) = 1. Entonces se toma el siguiente
enfoque, se tomara´ ǫ como la resolucio´n del espacio generado por el complejo simplicial
generado. Con esto, en lugar de las caracter´ısticas del espacio del que provienen los puntos,
se observan cua´les caracter´ısticas persisten ma´s al variar la resolucio´n.
Para observar las caracter´ısticas que persisten se tomar los Kǫ como una filtracio´n,
con esto se tendra:
K0 ⊂ Kǫ1 ⊂ Kǫ2 ⊂ · · · ⊂ Kǫm−1 ⊂ Kǫm
Se denota a la filtracio´n como K = {K0, Kǫ1, Kǫ2, · · · , Kǫm−1, Kǫm}
Sobre cualquiera de estos complejos simpliciales se pueden crear los grupos de ho-
molog´ıa, pero para la persistencia homolo´gica tomaremos un mapeo entre las complejos
simpliciales
un mapeo entre complejos simpliciales K , L abstractos, es un mapeo f : K → L
donde ∀σk ∈ K, ∃σl ∈ L tal que f(σk) = σl. Ya que generamos un espacio vectorial a
partir de los complejos simpliciales, este mapeo f induce un mapeo f˜ tal que el diagrama
que aparece en la figura 2.9.9 es un diagrama conmutativo
K

f
// L

Cp(K)
f˜p
// Cp(L)
Figura 2.25:
entonces como tenemos una filtracio´n K, si Ki ⊂ Kj entonces el mapeo inclusio´n
nos genera los siguientes mapeos
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Ki



// Kj

Cp(Ki)



// Cp(Kj)

Hp(Ki) // Hp(Kj)
Figura 2.26:
Al aplicar estas propiedades a la filtracio´n K nos da la relacio´n presentada en la
figura 2.27, donde cada fila ǫx son los grupos de homolog´ıa del complejo simplicial Kǫx.
Hn(Kǫm)

// Hn−1(Kǫm)

// · · ·

// Hi(Kǫm)

// · · ·

// H1(Kǫm)

// H0(Kǫm)

Hn(Kǫm−1)

// Hn−1(Kǫm−1)

// · · ·

// Hi(Kǫm−1)

// · · ·

// H1(Kǫm−1)

// H0(Kǫm−1)

...

...

...

...

...

...

...

Hn(Kǫ1)

// Hn−1(Kǫ1)

// · · ·

// Hi(Kǫ1)

// · · ·

// H1(Kǫ1)

// H0(Kǫ1)

Hn(K0) // Hn−1(K0) // · · · // Hi(K0) // · · · // H1(K0) // H0(K0)
Figura 2.27: Mapeos que generan la homolog´ıa persistente
Lo que nos interesa de la figura 2.27 no son las filas, si no las columnas, esto es porque
la columna i nos indica co´mo evolucionan las propiedades de dimensio´n i del complejo
simplicial a diferentes valores de ǫ, esto es nos interesan los mapeos de la forma:
Hi(K0)→ Hi(Kǫ1)→ Hi(Kǫ2)→ · · · → Hi(Kǫj)→ · · · → Hi(Kǫm−1)→ Hi(Kǫm)
lo que se analiza aqu´ı son los generadores de Hi(Kǫj) y con estos se crea lo que es un
diagrama de co´digo de barras o un diagrama de vida y muerte, para el primero, se cuenta
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el nu´mero de generadores, esto nos dice que en la resolucio´n ǫj se tienen α generadores,
se tendra´n α puntos sobre el eje x en el valor de ǫj y se dibujara una l´ınea horizontal
hasta la recta x = ǫj + 1. Si en el instante ǫj + 1 se tiene β generadores de Hi(Kǫj+1),
se dibujara´n β puntos en el valor del eje x igual a ǫj + 1, ahora se tendra´n los siguientes
casos:
1. α ≤ β, se conectara´n cada punto sobre ǫj con uno en ǫj + 1 y se dibujara una l´ınea
horizontal desde cada punto sobre ǫj + 1 hasta ǫj + 2
2. α > β, se conectara´n β puntos de ǫj con puntos de ǫj + 1 y se tendra´ que α − β
terminaran en la resolucio´n ǫj + 1 despue´s se dibujara una l´ınea horizontal desde
cada punto sobre ǫj + 1 hasta ǫj + 2
En el caso 1 se dice que β − α puntos nacieron en ǫ + 1 y en el caso 2 se dice que
α− β puntos murieron en la resolucio´n ǫ+ 1
Este proceso se realiza para todos los elementos de la filtracio´n y esto nos da el
diagrama de co´digo de barras de Hi, entre mayor longitud tenga la vida de una carac-
ter´ıstica, esto es la diferencia entre el punto del eje x donde esta muere con el punto del
eje x donde esta aparece, es ma´s probable que sea una caracter´ıstica del espacio, esto nos
da el intervalo de vida [ǫi donde aparece,ǫj donde muere ]. Para obtener el diagrama de
vida y muerte simplemente se dibujan todos los intervalos de vida sobre el plano donde
ǫi donde aparece se toma como la coordenada x y ǫj donde muere se toma como la coor-
denada y, aqu´ı entre ma´s alejado este´ un punto de la diagonal ma´s probable es que sea
una caracter´ıstica real del espacio y entre ma´s cerca de esta, ma´s probable que sea ruido
Figura 2.28:
Ma´s detalles se pueden consultar en [18] y en [16].
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2.10 ANA´LISIS DE LA PERSISTENCIA DE
GRUPOS DE HOMOLOGI´A
Cuando se tiene un co´digo de barras o un diagrama de vida y muerte nos interesa
interpretarlo, para esto se tienen principalmente los siguientes enfoques:
Estudiar espacios me´tricos cuyos puntos son diagramas de persistencia, cada dia-
grama es un punto en este caso
Encontrar una forma de transformar la informacio´n obtenida a un espacio me´trico
donde se pueda realizar ana´lisis de las caracter´ısticas del espacio
Se vera´ un diagrama de vida y muerte como un multiconjunto de R2 junto con la
line y = x los cuales tienen multiplicidad infinita, esto es ya que si tenemos A, B dos
diagramas de vida y muerte con diferente nu´mero de puntos, los dema´s puntos se mapean
a la l´ınea. Dado que tenemos esto, si A y B son dos diagramas de vida y muerte, sea
F el conjunto de todas las biyecciones de A en B y p ∈ N, entonces la p-distancia de
Wasserstein esta´ dada por:
Wp [d] (A,B) = ı´nf
f∈F
[∑
x∈A
d(x, f(x))
] 1
p
En el caso que tengamos que p =∞ tenemos la distancia de cuello de botella 2:
Wp [d] (A,B) = ı´nf
f∈F
sup
x∈A
d(x, f(x))
Un ejemplo de estos mapeos se ve en la figura 2.29, ya que se tienen los puntos
relacionados mediante f, d es una me´trica en R2
Para esto se puede observar que lo que se busca es tener mu´ltiples diagramas para
poder realizar ana´lisis estad´ıstico entre los diagramas
Para estudiar las propiedades de un diagrama en forma independiente se buscara´
mapear el diagrama a un espacio donde se pueda hacer estad´ıstica o machine learning,
entre los me´todos que se tienen para hacer esto esta´n los siguientes:
persistence landscapes
2Bottleneck distance
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Figura 2.29:
espacio de funciones algebraicas
persistence images
te´cnicas de kernelization
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Metodolog´ıa
Datos a utilizar

// Seleccionar regio´n a estudiar // Obtener datos
Ana´lisis Geoestad´ıstico

// Obtener kriging ordinario
trasladar y escalar datos

Ana´lisis Topolo´gico // Ana´lisis de persistencia

Generar superficie cero // Ana´lisis temporal
Figura 3.1:
3.1 Datos a Utilizar
Los datos que se utilizaron fueron descargados de la pa´gina NEO 1 2 Donde se
encuentra una gran cantidad de datos atmosfe´ricos, en particular, los datos que se usaron
fueron descargaron de la seccio´n atmospher/rainfall con las siguientes caracter´ısticas:
Formato: CSV para excel
Fechas: enero del 2015 - enero del 2016
Resolucion: 1440x720
1nasa earth observations
2https://neo.sci.gsfc.nasa.gov/
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Separacio´n entre puntos, longitud: 0.15 ◦
Separacio´n entre puntos, latitud: 0.15 ◦
Los datos utilizados en este trabajo fueron recolectados por la misio´n Tropical Rain-
fall Measuring Mission (TRMM), que es una mision conjunta entre la nasa y la agencia
espacial japonesa (JAXA). Estas mediciones fueron obtenidas por un sate´lite que orbita
cerca del ecuador, las cuales esta´n tomadas en mil´ımetros (un mil´ımetro equivale a un
litro por metro cuadrado), los datos registrados se encuentran entre las latitudes 35 norte
y 35 sur, mas informacio´n de como se obtienen estos datos se puede consultar en [40] o
en [41].
Los datos seleccionados para ser trabajados se encuentran entre las longitudes: -104
y - 98.5 y las latitudes: 22 y 27 esta regio´n se presentan en la figura 3.1 y en 3.3
Figura 3.2: Portal NEO, a´rea seleccionada
Un ejemplo del formato en el que se encuentran los datos se muestra en la figura
3.1. Estos son los datos del mes de enero del 2015. Aqu´ı se ve que los datos de la parte
superior tienen el valor 99999, esto indica que en estos puntos no se tiene medicion, lo
cual es debido a que el sate´lite orbita cerca del ecuador. Solo se tiene valor para los datos
que se encuentran entre las latitudes -49.875 y 49.875. Esto se ve en la figura 3.1
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Figura 3.3: region estudiada
Figura 3.4: Parte superior de los datos de enero 2015
Los datos descargados tienen formato de matriz, todas las obsevaciones se acomo-
daron como una tabla con 3 columnas; longitud x, latitud y, precipitacio´n en xy, esto para
facilitar su ana´lisis. Una vez que se le dio este formato a los datos se extrajeron los que se
encuentran entre las longitudes: -104 y - 98.5 y las latitudes: 22 y 27. Esto se realizo´ con el
programa estad´ıstico CRAN R en la versio´n 3.6.2 y este proceso se repitio´ para los datos
de cada mes entre enero del 2015 y enero del 2016. Una gra´fica de los datos seleccionados
de enero del 2015 se presenta en la figura 3.1
Despue´s de seleccionar los datos a usar se tienen 440 observaciones para cada mes,
con 3 variables para cada observacio´n, longitud, latitud y cantidad de lluvia.
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Figura 3.5: Parte media de los datos de enero 2015
Lluvia
5.58
18.09
24.46
31.14
74.68
Figura 3.6: Datos seleccionados de enero 2015
3.2 Ana´lisis Geoestad´ıstico
Dados los datos de la regio´n a trabajar, se realizo´ el proceso del kriging ordinario
con los datos de cada mes y esto nos genero´ una aproximacio´n a una superficie. La
interpolacio´n mediante el kriging se realizo´ con el paquete gstats 2.0-4 en el programa
CRAN R. adema´s de esto se obtuviero´n gra´ficas de la varianza de las estimaciones. Estos
procesos se pueden consultar en [36] y en [37]
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3.3 Traslacio´n y escalado de los datos
Una vez que se llevo´ a cabo el ana´lisis geoestad´ıstico para cada mes se realizo´ el
ana´lisis de persistencia de homolog´ıa en los datos de cada mes, entonces se observo´ que
el ana´lisis tomaba mucho tiempo para generar resultados. Para solucionar este problema
se realizo´ una transformacio´n sobre los datos. En esta transformacio´n, se escalaron los
datos y se trasladaron, la transformacio´n se realizo´ por columnas, donde cada dato de la
columna j se transformo´ de la siguiente forma:
datoij =
datoij −minj
maxj −minj
Aqu´ı se uso´ la siguiente notacio´n:
datoij es el valor en la columna j y en la fila i
minj es el mı´nimo en la columna j
maxj es el ma´ximo valor en la columna j
Un ejemplo de los datos antes de la transformacio´n se presentan en la figura 3.3.
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Figura 3.7: Datos del mes de enero del 2015
una vez que se realizo´ la transformacio´n los datos mantienen la misma estructura
general, como ejemplo, esto se observa en la figura 3.8
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Figura 3.8: datos despue´s de la transformacio´n del mes de enero del 2015
3.4 Ana´lisis Topolo´gico de datos
Una vez que se tiene los datos transformados se llevo´ a cabo un ana´lisis de persisten-
cia de homolog´ıa para cada mes, esto se realizo´ para las dimensiones 0, 1 y 2 pero se tiene
como base una superficie en 3 dimensiones, entonces no se tienen huecos de dimensio´n 2.
Entonces se obtuvo un co´digo de barras y un diagrama de vida y muerte para cada mes
del periodo trabajado, como ejemplo se tiene los gra´ficos 3.9 donde se presenta un co´digo
de barras para H = 1 y 3.10 donde se presenta un diagrama de vida y muerte para H = 0
y H = 1.
Lo anterior se hizo con la ayuda del paquete pHom de CRAN R en su versio´n 1.0.3,
sus me´todos se pueden consultar en [35]
Una vez que se obtuvieron los gra´ficos de vida y muerte se genero una superficie con
altura constante y con los mismos valores en x, y que los datos despue´s de la transforma-
cio´n, esta aparece en la figura 3.4.
A esta superficie con altura constante se le aplico´ el ana´lisis de persistencia de ho-
molog´ıa y se obtuvo su diagrama de vida y muerte. El diagrama de esta superficie sirvio´
como la clase de equivalencia del cero para los diagramas de vida y muerte en este espacio.
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Figura 3.9: Co´digo de barras del mes de enero del 2015
Con los gra´ficos de vida y muerte obtenidos se realizaron el ana´lisis temporal de las
siguientes 3 maneras:
Se calculo´ la distancia de cuello de botella de meses contiguos, esto es, entre: enero
- febrero, febrero - marzo, · · ·
Se calculo´ la distancia de cuello de botella entre el diagrama cero y cada mes
Se calculo´ el movimiento de la distancia entre cada mes, donde la distancia de un
mes al siguiente es positiva si la distancia entre el siguiente mes y el mes cero es
mayor que la distancia entre el mes actual y el mes cero, es negativa en caso contrario
El ana´lisis temporal se realizo´ con el paquete TDA en su versio´n 1.6.9 de CRAN R.
este se puede consultar en [38]
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Figura 3.10: Gra´fica de vida y muerte del mes de enero del 2015
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Figura 3.11: Superficie con altura constante
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Resultados
4.1 Ana´lisis Geoestad´ıstico
En esta seccio´n se presentan los gra´ficos de calor obtenidos mediante el kriging
ordinario
kriging ordinario
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Figura 4.1:
En los meses de abril y julio no se presenta el resultado del kriging ordinario debido
a que el paquete arrojo´ los siguientes errores:
para Abril:
Error in seq.default(zrng[1], zrng[2], length.out = cuts + 2) : ’from’ must be a finite
number
para Julio:
Error in seq.default(zrng[1], zrng[2], length.out = cuts + 2) : ’from’ must be a finite
number
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kriging ordinario
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Figura 4.2:
4.2 Ana´lisis de persistencia
A continuacio´n se presentan los diagramas de vida y muerte de los meses estudiados
y del mapa cero
Aqu´ı cabe resaltar que el ana´lisis de persistencia de homolog´ıa no tiene problema
encontrando la gra´fica de vida y muerte de los meses de abril y julio.
4.3 Ana´lisis temporal
En esta seccio´n se presenta el resultado de los ana´lisis temporales, para los 3 tipos
de ana´lisis se utilizo´ la distancia de cuello de botella entre los diagramas de vida y muerte
obtenidos para los datos de cada mes y del diagrama cero, se utilizo esta distancia por
ser la ma´s simple de implementar y por ser el default en el paquete con el que se trabajo´,
los resultados se presenta en la forma de 3 gra´ficas.
En la gra´fica 4.15 El eje x indica la interaccio´n entre meses contiguos, esto es, 1
indica enero-febrero, 2 febrero-marzo, etc. El eje y indica la distancia de cuello de botella
entre los diagramas de vida y muerte de meses contiguos.
En la gra´fica 4.16 el eje x indica la interaccio´n entre un mes y la superficie con altura
constante y el eje y indica la distancia de cuello de botella entre el diagrama de vida y
muerte del mes indicado por el eje x y el diagrama de vida y muerte de la superficie
constante.
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Figura 4.4:
En la gra´fica 4.17 el eje x indica el mes, la altura en 1, es la distancia entre el
diagrama de vida y muerte de la superficie constante, la altura en un valor de x es la
altura en x - 1 y se le suma o se le resta la distancia entre los diagramas de vida y muerte
de x con x-1 dependiendo de:
se suma si la distancia entre x y la superficie constante es mayor o igual que la
distancia entre x-1 y la superficie constante.
se resta si la distancia entre x y la superficie constante es menor que la distancia
entre x-1 y la superficie constante.
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Figura 4.5:
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Figura 4.9:
58
Cap´ıtulo 4. Resultados
0.00 0.05 0.10 0.15 0.20
0.
00
0.
05
0.
10
0.
15
0.
20
diagrama persistencia
Interval Start
In
te
rv
a
l E
nd
0
1
a. Mayo 2015
0.00 0.05 0.10 0.15 0.20
0.
00
0.
05
0.
10
0.
15
0.
20
diagrama persistencia
Interval Start
In
te
rv
a
l E
nd
0
1
b. Junio 2015
Figura 4.10:
0.00 0.05 0.10 0.15 0.20
0.
00
0.
05
0.
10
0.
15
0.
20
diagrama persistencia
Interval Start
In
te
rv
a
l E
nd
0
1
a. Julio 2015
0.00 0.05 0.10 0.15 0.20
0.
00
0.
05
0.
10
0.
15
0.
20
diagrama persistencia
Interval Start
In
te
rv
a
l E
nd
0
1
b. Agosto 2015
Figura 4.11:
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Figura 4.12:
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Figura 4.13:
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Figura 4.15: Distancia cuello de botella entre meses
Figura 4.16: Distancia cuello de botella entre meses y superficie constante
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Figura 4.17: Variacio´n entre meses y superficie constante
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Conclusiones
5.1 Ana´lisis Geoestad´ıstico y de Persistencia
Homolo´gica
Al implementar el me´todo del kriging ordinario se observa en la seccio´n 4.1 que en el
mes de abril, gra´fica 4.2 a y el mes de julio, gra´fica 4.4 a, del 2015, el paquete standard de
geoetad´ıstica de R no pudo aplicar el me´todo a los datos correspondientes a estos meses,
esto debido a que no se pudo resolver el sistema 2.4 correspondiente a estos meses.
En la seccio´n 4.2 se observa que la persistencia de homolog´ıa funciona en todos
los datos de todos los meses, esto es, el me´todo, persistencia de homolog´ıa puede ser
usado como opcio´n al me´todo geoestad´ıstico del kriging ordinario aun cuando este no
proporciona una solucion.
En el mes de octubre del 2015 la regio´n estudiada fue afectada por el huraca´n patricia
esto se ve reflejado en las gra´ficas de la seccio´n 4.3 donde:
En la gra´fica 4.15 que muestra la distancia entre meses, se observa un pico en 9 que
indica la distancia entre septiembre y octubre
En la gra´fica 4.16, distancia entre meses con cero, se observa un pico en 10 que es
la distancia entre el gra´fico de vida y muerte y el diagrama cero.
En la gra´fica 4.17 que muestra la variacio´n entre meses se observa de nuevo un pico
en el mes de octubre
5.2 Concluciones
Se observo´ que los me´todos del kriging ordinario y el de persistencia de homolog´ıa
se pueden complementar de las siguientes maneras:
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En los casos trabajados se tiene que los datos esta´n bien distribuidos espacialmen-
te, en este caso, al realizar el ana´lisis, persistencia de homolog´ıa, la presencia de
ciclos indica variaciones bruscas en la variable asociada a los puntos cercanos es-
pacialmente, en este caso, la lluvia observada, entonces, en caso de que los puntos
no tengan una distribucio´n espacial adecuada, el ana´lisis podr´ıa arrojar ciclos que
indican zonas donde no se han tomado muestras (como en figura 5.1 a), para evitar
esto, una opcio´n es utilizar el kriging ordinario para que as´ı las observaciones sean
ma´s regulares (como en la figura 5.1 b) y que los ciclos observados sean provocados
por variaciones bruscas en la variable asociada a los puntos.
a b
Figura 5.1: Uso de kriging para tener datos regulares
En el caso de que el kriging ordinario no nos arroje un resultado (como en figura 5.2
a) o que la varianza observada sea grande, se puede aplicar el ana´lisis, persistencia
de homolog´ıa (figura 5.2 b), el cual nos indicara´ en cuantos puntos persiste una
variacio´n grande entre los valores asociados a los puntos. Esto se tiene que tratar
con cuidado, pues si los puntos no esta´n distribuidos a intervalos regulares, tenemos
que descartar los ciclos que se presenten debido a la separacio´n espacial.
Debido a que el kriging ordinario es un ana´lisis que se realiza en un instante en el
tiempo, es una opcio´n realizar un ana´lisis de persistencia de homolog´ıa para observar
como cambian las condiciones del terreno en el tiempo (como se ve en las figuras
4.15, 4.16, 4.17).
64
Cap´ıtulo 5. Conclusiones
Lluvia
1.13
22.35
36.765
64.23
168.61
a
0.00 0.05 0.10 0.15 0.20
0.
00
0.
05
0.
10
0.
15
0.
20
diagrama persistencia
Interval Start
In
te
rv
a
l E
nd
0
1
b
Figura 5.2: Resultados para Abril del 2015
5.3 Trabajo a futuro
El ana´lisis topolo´gico de datos es una herramienta reciente y unas de las posibles
direcciones a las que se puede enfocar, en conjunto con el ana´lisis espacial de datos son
las siguientes:
En las bases de datos atmosfe´ricos se suelen encontrar mu´ltiples cantidades de va-
riables asociadas a un punto en el espacio, el ana´lisis topolo´gico puede tomar en
cuenta todas estas variables como descripciones de un punto, faltaria buscar la in-
terpretacio´n de los resultados.
Al tener ma´s variables asociadas a los mismos puntos se puede realizar diferentes
tipos de ana´lisis geoestad´ısticos que toman en cuenta la correlacio´n entre diferentes
variables para realizar la estimacio´n
En el portal de datos neo, donde se encontraron los datos usados, tambie´n se en-
cuentran los datos de otros an˜os, con estos se puede investigar si existe algun patron
que se presente por temporadas.
El ana´lisis de persistencia de homolog´ıa, aplicado en este trabajo, nos indica en
cuantas ubicaciones existen cambios bruscos con respecto a la lluvia observada en
puntos cercanos, pero no nos indica donde suceden estas variaciones bruscas, con
base a los ǫ donde aparecen estas variaciones, es posible reconstruir esos ciclos para
identificar estas zonas.
El ana´lisis temporal se realizo´ utilizando la distancia de cuello de botella entre los
diagramas de vida y muerte por ser la ma´s comu´n y la que esta´ por default en el
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paquete de R, es posible realizar esta comparacio´n utilizando diferentes valores para
la distancia de Wasserstein y analizar si alguna en entrega un valor que refleje mejor
las variaciones observadas entre los meses.
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