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Resumen La computacio´n en la nube es una tecnolog´ıa que se encuen-
tra en crecimiento, la cual tiene la capacidad de escalar y aprovisionar
recursos en forma dina´mica sin la gestio´n de la complejidad subyacente.
La necesidad de acceder a la informacio´n desde cualquier lugar y momen-
to han llevado a repensar las formas en que se despliegan las aplicaciones
actuales, esencialmente aquellas del tipo web. Los beneficios que ofrece la
nube hacen de ella una candidata excelente para tomarla como solucio´n.
Entonces, ¿Co´mo migramos desde el entorno tradicional?
Este trabajo implementa una metodolog´ıa de migracio´n extendiendo a un
esquema conceptual base existente, presentando las adversidades durante
el proceso y las conveniencias del mismo.
El estudio lanzo´ resultados alentadores, principalmente en inversio´n y
eficiencia, representando una so´lida justificacio´n para la adopcio´n del
paradigma. Se espera que la presente investigacio´n motive la migracio´n
de aplicaciones verticales r´ıgidas a la nube.
Keywords: Computacio´n en la nube, Metodolog´ıa de migracio´n, Apli-
cacio´n nativa de la nube, Cloud Ready, IaaS, TICs
1. Introduccio´n
Analizando cifras de mercado se comprueba que 65% de las inversiones de TI
se destinan al mantenimiento de infraestructuras y servicios (“Run the business
spendings” expuesto en [1]). Esta es una de las principales razones por las que
muchas organizaciones de TI muestran intere´s en una teconolog´ıa que les permita
disminuir y hacer variables los costes de infraestructuras y mantenimiento [2].
Una v´ıa para incrementar la productividad es optimizando la inversio´n en
infraestructuras acudiendo a servicios en la nube [2]. Al notar su atractivo, la
pregunta que viene inmediatamente es: ¿Co´mo migramos all´ı?
Este trabajo tiene como objetivo general contribuir con la implementacio´n
de una metodolog´ıa de migracio´n de un sistema web convencional alojado en
infraestructura tradicional, a una infraestructura de computacio´n en la nube,
tomando como base un esquema conceptual propuesto por AWS [3], de manera
a comprobar emp´ıricamente las limitaciones y conveniencia de la migracio´n en
te´rminos de coste y beneficios.
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La metodolog´ıa propuesta esta´ orientada a la adopcio´n de una arquitectura
Cloud Ready, es decir, una arquitectura nativa de la nube. La validacio´n Cloud
Ready es uno de los principlales aportes del estudio.
El resto de este documento se estructura como sigue: los antecedentes y
motivaciones en la seccio´n 2. En la seccio´n 3, se define Cloud Ready y el algoritmo
de validacio´n de aplicaciones. En la seccio´n 4, se realiza la descripcio´n de la
metodolog´ıa propuesta. En 5 se aplica la metodolog´ıa a un caso de estudio.
Finalmente, en la seccio´n 6 se exponen las conclusiones del trabajo.
2. Antecedentes y Motivacio´n
Normalmente se piensa que la migracio´n a la nube no es ma´s que la instalacio´n
en el entorno. Este concepto es erro´neo ya que se confunde con una replicacio´n,
la cual no aprovechar´ıa al ma´ximo a la nube. Actualmente existen esquemas
propuestos para migrar, pero los mismos so´lo se presentan de manera conceptual.
En [4] se propone un modelo de cascada para la migracio´n a la nube basado
en el modelo cascada iterativo del Ciclo de Vida de Desarrollo Software (SDLC).
El art´ıculo destaca desaf´ıos en el proceso sin incluir aspectos de implementacio´n.
El framework CloudGenius [5] ofrece un proceso de migracio´n y soporte para
toma de desiciones, con un enfoque que considera solo el servidor web, adema´s
de asumir que primero se trabaja y elige una imagen de ma´quina virtual.
En [6], se concluye la clara necesidad de un proceso bien definido para la
migracio´n de aplicaciones a la nube y de los beneficios que se obtendr´ıan.
[7] y [8] manifiestan la falta de apoyo para la migracio´n a la nube en forma
de frameworks, herramientas y me´todos de ayuda para la toma de decisio´n.
En [9] los autores presentan una metodolog´ıa para migracio´n a la nube, pero
para ambientes PaaS. Este trabajo pretende extender el mismo concentra´ndose
en las aplicaciones mediante el aporte de una metodolog´ıa orientandada a la
adopcio´n de una arquitectura nativa de la nube Cloud Ready.
3. Cloud Ready
CloudGenius [5] y Cloud Migration Research: ASystematic Review [8] men-
cionan la falta de apoyo para la adaptacio´n arquitecto´nica de sistemas que se
buscan llevar a la nube, logrando aprovechar de la mejor manera el entorno.
Cloud Ready es aquel servicio disen˜ado para trabajar a trave´z de internet
[10]. Es una aplicacio´n que puede ser efectivamente desplegada en la nube [11].
La validacio´n Cloud Ready, aporte de este trabajo, permite una arquitecura
o´ptima para la nube mediante el cumplimiento de los principios Cloud Ready,
3.1. Principios Cloud Ready
Los principios Cloud Ready son el conjunto de caracter´ısticas que necesita un
aplicativo para ser considerado poseedor de una arquitectura nativa de la nube.
Estos principios se elaboraron a partir de una serie de art´ıculos y estudios
[11][12][13][14][15][16][17][18]. A continuacio´n se expone el conjunto formulado:
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1. No escribir la aplicacio´n para una topolog´ıa espec´ıfica. No suponer
la existencia fija de nodos [11][14][18].
2. No asumir que el sistema de archivos local es permanente. No su-
poner el ciclo de vida de los archivos en el sistema de archivos [11][18].
3. No mantener una sesio´n en la aplicacio´n. Una aplicacio´n del tipo sta-
teful limita la escalabilidad, se sugiere que sea stateless [11][12][13][18].
4. No escribir logs en el sistema de archivos. Con logs escritos localmente,
se pierde informacio´n y trazabilidad si la ma´quina falla [11][12][13][14][18].
5. No utilizar APIs de infraestructura ni caracter´ısticas propias del
sistema operativo. Evitar utilizar “APIs de la infraestructura o de SO”
ya que dificultan el monitoreo por parte del proveedor de nube [11][14].
6. No utilizar protocolos oscuros. Evitar protocolos que requieran de algu-
na configuracio´n especial que pueda afectar la flexibilidad [11][12][13][18].
7. No instalar manualmente la aplicacio´n. La instalacio´n sencilla permite
adoptar diferentes te´cnicas de automatizacio´n [11][12][13][14][15][17][18].
8. Co´digo base. Cada aplicacio´n desplegable se debe mantener en un co´digo
u´nico bajo un control de revisio´n [12][13][18].
9. Servicios de soporte. Los servicios de soporte deben tratarse como recur-
sos adjuntos, de consumo ide´ntico en los entornos de despliegue [12][13].
10. Concurrencia. Dos o ma´s procesos son concurrentes cuando se ejecutan al
mismo tiempo y no existen dependencias entre los mismos [12][13].
11. Desechabilidad y robustez. Es el manejo de entradas inva´lidas, permi-
tiendo as´ı confiabilidad y recuperacio´n frente a accidentes [12][13][15][17][18].
12. Procesos administrativos. Procesos de “una sola vez”deber´ıan ejecutarse
en entornos ide´nticos a los procesos regulares de larga duracio´n [12][13][18].
13. Escalabilidad. Los sistemas que se espera crezcan con el tiempo necesitan
ser construidos sobre una arquitectura escalable [14][15][16][17].
14. Procesos stateless. Se debe tener componentes de´bilmente acoplados, que
idealmente no compartan nada [16][17][18].
15. Paralelizacio´n. Busca analizar co´mo superponer operaciones para mejorar
el rendimiento y el uso de infraestructura al realizar una tarea concreta [16].
16. Te´cnicas y estrategias de tolerancia a fallos. Describe un sistema di-
sen˜ado de modo a que en caso de fallo puede restablecerse y alertar sin la
pe´rdida del servicio [14][15][16][18].
17. Evitar adivinar la necesidad de capacidad. Una aplicacio´n orientada a
la nube debe prepararse para usar recursos bajo demanda [14][16][18].
18. Aplicar seguridad en todas las capas. Se debe proteger la integridad y
privacidad de la informacio´n almacenada en un sistema [14][15][18].
3.2. Validacio´n Cloud Ready
El algoritmo de validacio´n Cloud Ready (presentando en Alg. 1) utiliza los
principios Cloud Ready para comprobar si una aplicacio´n efectivamente cuenta
con una arquitectura nativa de la nube.
Antes de iniciar, la validacio´n requiere de una buena comprensio´n del apli-
cativo a migrar. Se sugiere su descomposicio´n y ana´lisis en detalle.
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Por cada principio, se evalu´a el cumplimiento de la arquitectura del sistema.
Si cumple, se pasa al siguiente principio. En caso de no cumplirlo, se lo ajusta.
Algoritmo 1 Validacio´n Cloud Ready
Entrada: Aplicativo A, Conjunto de Principios CP
Salida: Aplicativo con arquitectura Cloud Ready.
1: para todo P en CP hacer
2: si A cumple P entonces
3: obtener siguiente principio
4: si no
5: ajustar A para que cumpla P
6: fin si
7: fin para
El empleo ideal del algoritmo Cloud Ready ofrece un aplicativo con la arqui-
tectura capaz de explotar de la mejor manera las caracter´ısticas de la nube.
3.3. Extensio´n a la validacio´n Cloud Ready en caso de limitaciones
En algunos casos, por diversos motivos (dinero, esfuerzo, capacidad, tiempo,
entre otros), los principios no pueden ser alcanzados en su totalidad. Para estas
situaciones, el proceso a seguir para determinar si es beneficioso continuar con
la migracio´n esta´ compuesto por las siguientes tareas:
Recuento de principios, tarea que buscar obtener el porcentaje Cloud
Ready, el cual se calcula a partir de la sumatoria de valoracio´n de los prin-
cipios. Cada principio se evalu´a segu´n el grado de cumplimiento que tenga
(Alta, Media, Baja) y, a partir de ese grado, se suma su correspondiente
valoracio´n (1, 0.5, 0) al total.
Conclusio´n a partir del recuento, tarea que busca determinar a partir del
porcentaje Cloud Ready, si el aplicativo se encuentra apto para ser migrado.
Si el porcentaje Cloud Ready es superior al 80%, el aplicativo es apto para
la migracio´n, si se encuentra entre 60% y 80% es medianamente apto y, en
caso de ser inferior al 60%, no resulta ser apto.
Si se tuviera un aplicativo que no cumple plenamente con los 18 principios, y
cuya sumatoria de valoracio´n, arroje un total de 15, su porcentaje Cloud Ready
estar´ıa definido por: 15/18*100 = 83,3%, con lo que se puede concluir, que el
aplicativo de igual modo se encuentra en condiciones para ser migrado.
4. Metodolog´ıa propuesta de migracio´n
El modelo conceptual de Amazon [3] fue la base para la implementacio´n de
la metodolog´ıa de migracio´n. La eleccio´n se debe a que su enfoque se corres-
ponde con nuestras percepciones iniciales de la necesidad existente, envolviendo
aspectos de caracterizacio´n, con la visio´n de explotar los beneficios de la nube.
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La metodolog´ıa propuesta se ocupa de comprender a la organizacio´n en la
que uno se encuentra, conocer los diferentes sistemas junto a la complejidad de
la arquitectura subyacente de cada una y su relacio´n con los dema´s. Plantea
una ruta para reconocer las virtudes del proveedor de nube, migrar el aplicativo
segu´n la estrategia mas conveniente y an˜adir servicios que aprovechen a la nube.
Este trabajo aporta lo siguiente:
Evalu´a y enfoca al aplicativo a una arquitectura Cloud Ready.
Discute aspectos te´cnicos y limitaciones (tiempo, dinero) para la toma de
desiciones durante la migracio´n.
Presenta una perspectiva general para la seleccio´n de los servicios ofrecidos
por el proveedor de nube.
Incluye un esquema de pruebas para validar los beneficios de la nube en el
aplicativo migrado.
Como resultado, la metodolog´ıa migra un aplicativo a la nube capaz de apro-
vechar al ma´ximo de sus beneficios. La Fig. 1 presenta la metodolog´ıa final.
Figura 1. Metodolog´ıa Propuesta
La metodolog´ıa utiliza el proveedor AWS [19] para su ejemplificacio´n ya que
cuenta con importantes informes elaborados por Gartner y Forester que destacan
su integridad, capacidades cr´ıticas y seguridad [20][21][22][23].
4.1. Evaluacio´n del Sistema Web Convencional
La fase inicial busca conocer los sistemas de la organizacio´n, analizar las
conexiones existentes, caracterizar a los componentes y, partiendo de la caracte-
rizacio´n, identificar los mejores candidatos para la seleccio´n y ajuste del mismo.
Creacio´n del a´rbol de dependencias
Esta etapa reliza un examen de las conexiones lo´gicas existentes entre los sis-
temas mediante la elaboracio´n de un a´rbol de dependencias, el mismo permite
identificar las aplicaciones y sus dependencias sobre otros componentes. Los no-
dos representan los componentes y las aristas las relaciones.
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Creacio´n del gra´fico de caracterizacio´n
El gra´fico de caracterizacio´n se resume en un diagrama de las aplicaciones de la
organizacio´n. Se conforma por los mo´dulos identificados en el a´rbol de depen-
dencias, donde cada mo´dulo se caracteriza segu´n su papel (dependencias).
Identificacio´n de los mo´dulos candidatos a la nube
Los mejores candidatos para la nube, sin tener en cuenta modificaciones estruc-
turales en su actual disposicio´n, son aquellas aplicaciones con pocos componen-
tes; aplicaciones con necesidad de escalar y que corren por sobre su capacidad.
Definida la lista de candidatos, se debe priorizar la migracio´n segu´n convenga.
Validacio´n Cloud Ready
Con el aplicativo seleccionado, lo siguiente es emplear la validacio´n Cloud Ready
(seccio´n 3) sobre el mismo. El objetivo de la etapa es que el aplicativo a migrar
posea una arquitectura capaz de aprovechar eficientemente a la nube.
4.2. Pruebas de Concepto
Esta fase se centra en conocer las caracter´ısticas del proveedor y obtener
confianza en sus servicios dando los primeros pasos sobre el mismo.
Reconocimiento de las herramientas existentes
Esta actividad consiste en familiarizarse con las herramientas del proveedor. Los
servicios ba´sicos a aprender deber´ıan ser: creacio´n de ma´quinas virtuales, gestio´n
de ima´genes virtuales, asignacio´n de volu´menes de almacenamiento, carga de
datos a la nube, gestio´n de base de datos, entre otras cosas.
Construir una prueba de concepto
Al conocer los servicios ba´sicos del proveedor, se debe continuar con la construc-
cio´n de una prueba de concepto. La prueba consiste en representar al aplicativo
en la nube mediante los servicios reconocidos.
4.3. Migracio´n
Esta etapa presenta las principales estrategias de migracio´n de aplicaciones
y los aspectos a tener en cuenta para la seleccio´n de tipos de almacenamiento.
Reconocimiento de las te´cnicas de migracio´n
Una estrategia de migracio´n representa un plan que permite trasladar a la nube
un aplicativo. Las principales estrategias que se sugiere conocer y tener en cuenta
para la migracio´n son la h´ıbrida, de reemplazo, forklift y cloudify [8] [24].
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Seleccio´n de la estrategia
La seleccio´n implica decidir la estrategia de migracio´n que ma´s convenga. Cloud
Ready sugiere la estrategia cloudify. Si la estrategia requiere de almacenamiento
se debe continuar con la “Seleccio´n de los tipos de almacenamientos”, de otro
modo con la “Configuracio´n y creacio´n de ima´genes de ma´quinas virtuales”.
Seleccio´n de los tipos de almacenamientos
Para la seleccio´n del tipo de almacenamiento adecuado, se deben realizar las
compensaciones justas entre las diversas dimensiones existentes (costo, disponi-
bilidad, durabilidad, latencia, performance, capacidad de cache y consistencia).
Configuracio´n y creacio´n de ima´genes de ma´quinas virtuales
La creacio´n de ima´genes virtuales y procesos de despliegue automatizados redu-
cen el tiempo y esfuerzo de construccio´n de una aplicacio´n [3]. Se recomienda
servirse de herramientas de administracio´n de despliegue y configuracio´n.
4.4. Aprovechamiento de la Nube
Esta fase se centra en incorporar aptitudes del proveedor de la nube a la ar-
quitectura migrada y la creacio´n de un esquema de pruebas cuyo objetivo es el de
determinar el e´xito de la migracio´n. Ambas tareas se encuentran fundamentadas
sobre las cinco caracter´ısticas esenciales definidas por el NIST [25].
Pruebas de distintos servicios adicionales
El apartado se centra en realizar pruebas sobre servicios que permitan fortalecer
al aplicativo desplegado inicialmente con caracter´ısticas de la nube. Se recomien-
da incluir servicios que potencien a las prestaciones (autoescalamiento, balanceo
de carga y otros).
Pruebas y ana´lisis de resultados
El esquema de pruebas para determinar el e´xito de la migracio´n es como sigue:
1. Emparejamiento: consiste en asociar los componentes de la arquitectua en
el entorno tradicional con los del entorno en la nube.
2. Definicio´n de las funcionalidades de prueba: la seleccio´n debe incluir a aque-
llas que causen ma´s carga en el sistema y se utilicen con mayor frecuencia.
3. Seleccio´n de la herramienta de pruebas: la herramienta debe permitir inyec-
tar cargas reales al sistema. Debe incluir caracter´ısticas como concurrencia,
definicio´n de secuencia de tareas y la generacio´n de reportes representativos.
4. Evaluacio´n: se divide en la estimacio´n del costo de los servicios utilizados y
la medicio´n del e´xito de la migracio´n con respecto a las caracter´ısticas nube.
a) Costo de servicios: El objetivo es tener un estimativo del costo de los
servicios utilizados en la nube y su rentabilidad en el tiempo.
b) Caracter´ısticas nube: El e´xito de la migracio´n se evalu´a a partir del
comportamiento del aplicativo con respecto al cumplimiento de las ca-
racter´ısticas esenciales de la nube definidas por el NIST [25].
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5. Caso de estudio
El entorno seleccionado para el estudio es el de una entidad financiera. Fue
elegido por la cantidad de usuarios que maneja y la alta demanda de recursos.
El a´rbol de dependencias y el gra´fico de caracterizacio´n permitieron detectar
todos los mo´dulos y conexiones dentro de la entidad. Ante la alta demanda del
particular mo´dulo de transferencias, se lo priorizo´ para buscar otorgarle flexibi-
lidad y elasticidad mediante la nube. La validacio´n Cloud Ready (seccio´n 3) no
pudo ser empleada idealmente por falta de tiempo y capital. De igual forma, se
realizo´ el ca´lculo del porcentaje Cloud Ready obteniendo un 91,6%, por lo que
se concluyo´ que el mismo se encontraba apto para la migracio´n.
En las pruebas de concepto, se reconocio´ y estudio´ a los servicios Elastic
Compute Cloud (EC2) [26], Elastic Block Store (EBS) [27], Relational Database
Service (RDS) [28] y Simple Storage Service (S3) [29] ofrecidos por AWS.
Para la migracio´n, la te´cnica utilizada fue cloudify, reemplazando todos los
componentes por servicios de AWS. El detalle es como sigue: a) el mo´dulo core
instalado en una instancia EC2, b) anexo de volumen EBS a la instancia EC2
en la cual se situara´n los archivos de configuracio´n de arranque, c) base de datos
migrada como una instancia RDS, y d) archivos esta´ticos y logs en un volumen
S3. Por otra parte, la migracio´n no utilizo´ herramientas de despliegue.
Para el aprovechamiento de la nube, se utilizo´ el Grupo de Autoescalado
[30] y el Elastic Load Balancing (ELB) [31]. La calculadora de Costo Total de
Propiedad (TCO) [32] con los para´metros que reflejan la infraestructura antes
de la migracio´n, estima un ahorro del 97% de los costos en 3 an˜os. Finalmen-
te, las figuras 2 y 3 comprueban el e´xito de la migracio´n con la obtencio´n del
autoservicio bajo demanda y la ra´pida elasticidad del aplicativo en la nube.
Figura 2. Autoservicio bajo demanda. El eje Y representa la Carga de CPU (%) y
el eje X la cantidad de Usuarios por segundo. Luego del punto determinado por 150
usuarios por segundo y 62% de carga, la CPU disminuye debido a su autoescala en
base a la demanda de los usuarios, por lo que queda demostrada la caracter´ıstica.
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Figura 3. Ra´pida elasticidad. Se aprecian 3 curvas de la Carga de CPU (%), la lisa
representa a una instancia u´nica, la de guio´n corto a la aplicacio´n en la nube (con
autoescalado y balanceo) y la de guio´n largo a la carga estimada. Como la curva de la
aplicacio´n en la nube es similar a las de instancia u´nica y estimada, se comprueba la
caracter´ıstica ya que, independientemente a la demanda, la adaptacio´n es dina´mica.
6. Conclusio´n
Las organizaciones encuentran atractiva a la nube por los mu´ltiples beneficios
que ofrece, principalmente con la facilidad de gestio´n de recursos, la reduccio´n
de costos mediante el modelo Pay as you go y el incremento de la productividad.
En la actualidad no se cuenta con una gu´ıa, a nuestro entender lo suficien-
temente completa y actualizada, que permita migrar a la nube aplicaciones que
son desplegadas en entorno tradicionales. Este trabajo ofrece una metodolog´ıa
que se encarga de cubrir dicha necesidad.
La metodolog´ıa implementada se encuentra basada en el esquema conceptual
de Amazon [3], aunque con ciertas modificaciones debido al direccionamiento
hacia sus productos y la falta de detalles te´cnicos para la toma de decisiones. La
metodolog´ıa propone la definicio´n de un esquema Cloud Ready, permitiendo as´ı
obtener el mayor de los beneficios del nuevo entorno.
La utilizacio´n de la metodolog´ıa en el caso de estudio arroja resultados alen-
tadores, consolidando al proceso y los cambios hechos al esquema base adoptado,
favoreciendo al entorno nube por sobre el tradicional haciendo notar principal-
mente la reduccio´n de costos y la mejora del rendimiento frente a cargas variables.
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