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Abstract—This work addresses the localization of 11 prominent
facial landmarks in 3D by fitting state of the art shape models
to 2D data. Quantitative results are provided for 34 scans
at high resolution (texture maps of 10 M-pixels) in terms of
accuracy (with respect to manual measurements) and precision
(repeatability on different images from the same individual).
We obtain an average accuracy of approximately 3 mm, and
median repeatability of inter-landmark distances typically below
2 mm, which are values comparable to current algorithms on
automatic localization of facial landmarks. We also show that,
in our experiments, the replacement of texture information by
curvature features produced little change in performance, which
is an important finding as it suggests the applicability of the
method to any type of 3D data.
I. INTRODUCTION
We address the problem of accurate localization of distinc-
tive facial points (landmarks) in three dimensions (3D). This
is an important aspect for a majority of 3D facial analysis
algorithms, as it often constitutes their initial step or a pre-
requisite (that is sometimes addressed by manual interaction).
Most automatic algorithms for the extraction of facial points
are framed within identity recognition. Due to the evolution
and higher availability of 3D imaging devices, this field has
experienced a considerable growth in the last decade [2], [7],
[12], [14], [30]. In this context, although some methods require
just a rough spatial normalization of the face to identify,
an accurate and precise (repeatable) localization of facial
landmarks is accepted to benefit performance. Best results
currently obtained indicate average errors between 3 mm and
6 mm for the most distinctive landmarks, with the exception
of the nose tip for which average errors slightly above 2 mm
have been reported [12], [19], [22], [29], [31].
On the other hand, facial landmarks are also of interest
for a number of clinical applications, like facial surgery
[23] or craniofacial dysmorphology [9]. While for identity
recognition landmark detection can be considered optional, in
the applications just listed their accurate localization is crucial,
as they constitute the basis for the analysis, often aimed at
detecting small shape differences. Depending on the author,
localization and repeatability errors are considered clinically
relevant when they exceed 1 mm [18] or 2 mm [1]. Recent
studies on facial alginate impressions (rigid reconstructions
of human heads) suggest that modern 3D scanners allow
for sub-millimeter accuracy [11], although results on manual
identification of key-points in real faces indicate that average
localization errors are typically between 1 mm and 2 mm [1],
[3], [6], [8], [18], [21], [26], [27]. Unfortunately, these studies
tend to involve a limited number of patients (usually n < 20),
and some attempts to use automatic algorithms for this task
have reported insufficient accuracy [21]. The evaluation on
larger high quality datasets and a direct comparison between
manual and automatic localization is thus required.
A. Related work
There is a considerable body of work on the detection of
3D facial landmarks. We concentrate on state of the art works
providing quantitative evaluation on accuracy and/or precision,
as this allows for quantitative comparison.
Most methods for detecting landmarks in 3D are based on
the computation of curvature features (e.g. mean, Gaussian,
shape-index, principal curvatures) on the range data (either
in 2.5D or 3D) [5], [7], [22], [25]. As the most widespread
feature, curvature has been shown to provide state of the art
accuracy.
Approaches not based on curvature but still using exclu-
sively 3D geometry as input data, include the response of
range data when convolved with a set of primitive filters [29]
or Gabor wavelets [4] and combinations of features like spin
images, distance to local plane or RBF Shape Histograms [16],
[20]. Nonetheless, they do not seem to outperform curvature-
based approaches. Other approaches also employ the profile
contours of 2D projections to detect a very limited set of key
points like the nose tip and eye corners [14], [22].
Recently, some authors have suggested the use of texture
information, which is often provided aligned with the 3D
data. For example, Zhao et al. [31] fit an Active Shape Model
(ASM) to combined data from 2.5D scans and texture. Both
depth (z-coordinate) and texture information are sampled and
three independent PCA models are built for shape, texture, and
depth information. The model is fit to a new instance based
on a simplex minimization using normalized correlation and
statistical constraints on the PCA-coefficients. Comparison to
Szeptycki et al. [25], based on curvature, is favorable for all
landmarks except the nose tip and inner-eye corners.
Zhang and Wang [30] also propose to extract key-points
independently from texture (using SIFT) and range data (de-
tecting scale space extrema on shape index), although in
this case the algorithm is focused on salient points chosen
automatically and, in general, not necessarily coincident with
landmark definitions (the method is aimed at recognition).
An important advantage of the strategies proposed in [31]
and [30] is that they allow for using well established algo-
rithms from the 2D domain. On the other hand, the need
for texture information constitutes a limitation, especially for
certain clinical applications based on laser scanners, where
only geometry is available.
In this work, we analyze the performance of a 2D ASM in
the localization of 3D landmarks and provide a quantitative
comparison of both the accuracy and precision that can be
obtained when using texture or just curvature information
mapped in 2D. The latter is computed on the 3D mesh and
aligned back into the texture images, allowing for a direct
comparison of both input features. As we aim at highly
accurate localization, the Invariant Optimal Features (IOF)
variant of ASM [24] is used and our data is acquired from
a high resolution scanner, which provides texture maps at 10
Mega-pixels, considerably higher than those generally used in
the evaluation of automatic methods, and comparable to data
reported in clinical studies.
Our results, based on a dataset of 34 facial scans, suggest
that an IOF-ASM working on 2D data can be used to lo-
calize most salient facial landmarks at an average accuracy
of approximately 3 mm, and its precision, measured as the
repeatability of inter-landmark distances, is typically below 2
mm (median values). We also show that, in our experiments,
the replacement of texture information by curvature features
produced little change in performance, which is an important
finding as it suggests the applicability of the method to any
type of 3D data.
II. METHODOLOGY
This section provides a brief overview of the Active Shape
Model with Invariant Optimal Features (IOF-ASM). The
reader is referred to [24] for further details.
An IOF-ASM is composed of one shape model or PDM
(Point Distribution Model) and as many appearance models
as the number of landmarks composing the shape. Both the
shape and the appearance models must be trained from a set
of annotated images where a set of landmarks (or key points)
define the contours of interest.
The shape model is trained by Principal Component Anal-
ysis (PCA) on the landmark coordinates from the training set,
which results in a set of global constraints about the (statisti-
cal) plausibility for any given shape. On the other hand, each
appearance model works as a local classifier based on image
data. The inputs to the classifier are features based on (scale-
space) image derivatives computed in the neighborhood of the
landmark. Those image derivatives are appropriately combined
to generate differential invariants to rigid transformations.
When the IOF-ASM is used for segmentation, only two
inputs are required: an image containing a face and a starting
guess of the face position (e.g. provided by a face detec-
tor). The process begins by placing an average shape at the
initial position on the image. Subsequently, at each iteration
and for each landmark, the corresponding appearance model
determines the locally best position to place the landmark.
Then, the landmarks are constrained by the PDM so that they
generate a plausible shape, which is used as the starting point
for the following iteration. A predefined number of iterations
are executed after which the model is assumed to be fitted.
A. Curvature Mapping
As stated previously, in this paper we apply a 2D IOF-ASM
to obtain the 3D position of facial landmarks. This is possible
based on the information provided by the 3D scanner for each
facial scan, which includes:
• The 3D reconstruction, as a triangulated surface, with
coordinates expressed in millimeters.
• Two 2D color images at 10 M-pixels spatial resolution,
one from each side (usually indicated as nearly frontal).
• The range map relating every pixel from the 2D images
to the triangulated surface.
Thus, the results from IOF-ASM on the 2D color images
can be directly mapped into 3D through the range map.
Additionally, we also generated 2D images with curvature
information aligned to the 2D color images. The curvature
information was computed on the 3D surface mesh for every
vertex based on the method developed by Meyer et al. [13].
This method offers a theoretical justification and is parameter-
free, as opposed to other works requiring the definition of
neighborhoods or smoothing coefficients. Additionally, the
curvature sign was computed based on the relative direction
between the curvature vectors obtained as indicated by Meyer
et al. and the normals enforced to point outwards from the
object.
Once curvature was computed, we mapped it into the 2D
images by using their corresponding range maps. The value
assigned to pixel p, whose 3D position indicated by the range
map is R(p) is:
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∑
Bp
κ(v)e
−
‖v−R(p)‖2
σ2
K
∑
Bp
e
−
‖v−R(p)‖2
σ2
K
where Bp is the set of all mesh vertices v within 3σK
from R(p) and κ(v) is some curvature measure at vertex
v. The numerator simulates an aperture with a Gaussian
weighting and the denominator provides the normalization
factor independently of the number of neighbors that fall
within Bp. We chose σK = 0.33 mm, a value that is similar to
the resolution of our scanner and which resulted in Bp typically
including only one or two vertices. The choice was aimed at
avoiding the loss of detail due to smoothing, at the expense
of accepting considerable noise on the input data. An example
of the resulting curvature-images is shown in Fig. 1.
Fig. 1. Example of mean curvature mapped into the 2D view of a subject
using Gaussian windows with standard deviation 0.33 mm.
III. RESULTS
Tests were performed on 34 facial scans acquired with a
photometric stereo scanner1, corresponding to 25 different
persons. The dataset includes spontaneous expression (61%
neutral, 24% happiness, 15% other) and some important pose
variation in nodding (12% strongly facing up). On the other
hand, there are only residual head rotations to either side.
Three different methods were used to localize the facial
landmarks:
• Manual annotation in the 3D surface, with the texture
mapped into the mesh triangles2, to be used as ground
truth.
• IOF-ASM segmentation of the 2D input images used for
the stereo reconstruction. This method is referred in the
plots as Texture-based.
• IOF-ASM segmentation of the curvature mapped into
the images used for the stereo reconstruction. This
method is referred in the plots as Curvature-based.
The results that are presented in this work were obtained
using only the mean curvature. Together with Gaussian curva-
ture, mean curvature would provide a complete representation
from which we could derive any other related property (e.g.
principal curvatures, shape index). However, in our experi-
ments, adding Gaussian curvature did not significantly change
performance, but it rather showed a tendency to increase
outliers. We believe this might be due to the higher sensitivity
of Gaussian curvature to noise, when compared to mean
curvature.
Experiments based on IOF-ASM segmentation need a suit-
able initialization consisting on a rough localization of the
face. We have not addressed the automatization of this point
and initialization was provided manually. Nonetheless, consid-
ering that the segmentation is performed on 2D images of a
single person, state of the art methods for face detection are
known to provide excellent performance for this task [15].
1Di3D FTP001 Scanner (Dimensional Imaging Ltd., Scotland).
2We used Di3DView software (Dimensional Imaging Ltd., Scotland).
A. Model-to-image adaptation
Fig. 2 shows the average accuracy of the model to image
adaptation, measured as the point-to-curve distance between
the landmarks automatically found by the model and the man-
ual annotations. Error values are color coded per landmark,
which were arranged in a 205-point template based on the
one from PUT database [10] plus 10 additional landmarks to
cover the upper part of the nose.
The results correspond to the average from the 34 shapes ob-
tained for the right-profile images. The overall mean (averaged
over all landmarks) and standard error were 2.23% ± 0.16%
for the texture-based model and 2.64% ± 0.27% for the
curvature-based model (measured as percentage of the inter-
ocular distance, which would correspond to 100%). In both
cases, the overall initialization error was 14.7%±7.2%, which
seems a reasonably rough starting point for the models.
It can be seen that the accuracy from texture and curvature
models is similar. However, the latter shows higher errors
toward the face side that is furthest from the camera (left in
this case). This occurs because, even though the curvature can
be easily obtained for all parts of the mesh (it is computed
in 3D), there is an increased difficulty to estimate the 2D-3D
mapping to that area, including possible occlusions. However,
this is not a concern as the other camera of the stereo system
provides a complementary (mirrored) behavior.
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Fig. 2. Point-to-curve error of the model-to-image adaptation in 2D,
normalized with respect to the inter-ocular distance (which would correspond
to 1.0), for the texture-based (left) and curvature-based (right) models.
B. 3D Accuracy
Fig. 3 shows the accuracy of both texture-based and
curvature-based results. Distances were measured with respect
to the manual annotations for a total of 34 scans, in a 3-fold
cross validation. Since there are repeated scans for the same
person, it was made sure that no subject was included in both
test and training sets at any time.
It can be seen that the median localization accuracy for
eyes and mouth landmarks is between 2 mm and 3 mm, while
nose points exhibit errors that can exceed 4 mm. It is worth
pointing that, in 2D images (which are the data used to train
the models), pronasale and both noistril-base points are more
ambiguous for manual annotation than it is subnasale, which
correlates with the higher accuracy achieved for the latter.
Regarding the comparison between texture and curvature,
differences are negligible for most of the points. Excep-
tions are labiale superius, more accurate with texture, and
TABLE I
LANDMARK DEFINITIONS AND ABBREVIATIONS
Name Abbr Description
Cheilion ch Mouth corner(s) (labial commissure)
Exocanthion ex Outer eye-corner(s)
Endocanthion en Inner eye-corner(s)
Labiale superius ls Upper-lip midpoint on the vermilion line
Subnasale sn Midpoint at which the nasal septum merges
with the upper lip (midsagittal plane)
Nostril base nb Inferior terminal point of each nostril axis
Pronasale pm Most anterior midpoint of the nasal tip
exR enR enL exL chL ls chR pm nbR sn nbL
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Fig. 3. Accuracy of the automatic methods with respect to ground truth
annotations for 11 landmarks, following abbreviations from Table I. For
symmetric landmarks, Left or Right are additionally indicated.
pronasale, more accurate with curvature, the latter fact coin-
ciding with results previously reported by Zhao et al. [31].
C. Precision
Fig. 4 provides a measure of precision for all three methods.
Taking advantage of the fact that our dataset contains repeated
scans for some of the participants, we measured the difference
between inter-landmark distances computed on pairs of scans
belonging to the same individual. We identified 32 scan pairs
that can be compared. As the scans presented considerable
variations in facial expressions we restricted ourselves to
8 measurements involving eyes and nose points (as their
distances are acknowledged to be less sensitive to facial
expression).
It can be noticed that, in most cases, the repeatability
of the two automatic methods is comparable to the manual
annotations and the medians rarely exceed 2 mm.
IV. DISCUSSION
In this section we discuss the results presented above in
the context of other works that have reported quantitative
evaluations. We focus on state of the art papers providing
average localization errors, and do not include results based
on percentages of accurate detection (i.e. error below a certain
threshold) as they are more difficult to compare.
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Fig. 4. Repeatability of the measurements for 8 inter-landmark distances
from the eyes and nose regions. Landmark names are indicated following the
abbreviations from Table I.
A. Accuracy
Table II provides a list of reported results on landmark
localization measured as the average distances to manual anno-
tations, which are used as ground truth. Errors are specified on
a per-landmark basis, according to the abbreviations provided
in Table I, with the exception of alare points (al), which
are defined as the most lateral points at each alar contour of
the nose. Although alare and nostril base are distinct points,
some works provide results on more vaguely defined points,
indicated as nose corners, so we have decided to group them
under the same column. We have also merged (in this case
by averaging) the results for symmetric (i.e. left and right)
landmarks, as there should not be a fundamental difference in
their localization accuracy.
Most papers in the list have been tested on subsets of FRGC
database [17]. The 3D scans in this database are of consid-
erably lower resolution than our scans: the average distance
between eye centers in FRGC is 160 pixels, while in our case
it is above 500 pixels. This is an important consideration when
analyzing the results from Table II. However, as showed in the
next section, we did not observe a significant improvement in
the precision of manual localization as a consequence of higher
resolution. To some extent, this is also observed in the results
provided by Segundo et al. [22], who obtained comparable
accuracy on FRGC (texture maps of 640 × 480 pixels) and
BU-3DFE [28] (texture maps of approx. 1300× 900 pixels).
As the title of Table II suggests, when a paper reported
results on more than one dataset or method (which is the case
of [12], [16], [22]), we chose to include the most accurate ones.
An additional list of works analogous (but complementary) to
Table II, can be found in [16], although their performance was
always below the one reported by Perakis et al. themselves.
With the above observations in mind, it is clear that the
comparison provided by Table II must be taken carefully.
Nonetheless, it suggests that our results are comparable to
the best methods currently reported for all of the analyzed
points but pronasale. Unfortunately, the size of our dataset is
TABLE II
BEST REPORTED AVERAGES ON LANDMARK LOCALIZATION ERRORS [MM]
Method ch en ex ls sn nb / al pm
IOF-ASM (texture) 3.2 2.3 3.3 2.4 2.9 5.1 4.9
IOF-ASM (curvature) 3.0 2.3 3.5 2.5 3.5 5.3 4.7
D’Hose et al. [4] - - - - - - 3.17
Lu and Jain [12] 6.1 8.05 9.9 - - - 6.1
Perakis et al. [16] 6.03 5.31 5.76 - - - 4.88
Segundo et al. [22] - 3.52 - - - 5.34 1.87
Szeptycki et al. [25] 8.56 3.85 2.82 - - 6.18 2.27
Yu et al. [29] - 5.17 - - - - 2.14
Zhao et al. [31] 3.93 3.21 4.27 2.72 - 4.47 2.68
considerably smaller than the other works listed in the table,
ranging from one to several hundreds of facial scans.
The reason for the lack of accuracy in the localization of
pronasale could be found in the training data for IOF-ASM,
which was obtained by manual annotation of the 2D texture
images, which i) are nearly frontal, making it difficult to
accurately determine the nose tip, and ii) provide very weak
texture patterns for most of the nose points. In this aspect,
the correction of 2D landmarks based on 3D and/or curvature
information could be beneficial. Nonetheless, it is a potential
limitation of the method and it might be preferable to use an
alternative strategy for this particular point, as it is reported
to be the most accurately detected by several other methods.
Among works not included in the table, we shall highlight
those from Romero and Pears [19], who report median RMS
errors around 3 mm and 5 mm for pronasale and endocan-
thion(s), and Gupta et al. [7] who report only the standard
deviation of the localization error (for 10 facial landmarks). It
is unfortunate that the averages were not included in the latter
work, as the reported standard deviation values are similar to
those obtained by the most accurate algorithms.
B. Precision
An important question when evaluating the localization
accuracy is the repeatability of the measurements, includ-
ing those obtained manually as this indicates the quality of
the ground truth. Several works address this problem, both
from the perspective of image-based measurements and direct
anthropometry (i.e. measurements derived from a caliper,
measuring tape and so on).
Table III provides a list of recent papers reporting the
average absolute differences for inter-landmark distances,
together with the results of our own manual annotations.
Analogously to our accuracy comparison, we merged bilateral
measurements (by averaging). As explained earlier, due to the
variations in facial expression we constrain our comparison to
landmarks on the eyes and nose.
The first thing to notice is the large dispersion of the values
reported by different researchers. It is surprising, for example,
that errors for the intercanthal width (en-en) are larger than
the biocular width (ex-ex) in half of the works collected in the
table, while the opposite holds for the other half. A possible
explanation can be found in the relatively small population size
of most works, not exceeding 20 cases, with the exception of
Heike et al. [8] (n = 40) and ourselves. Indeed, the results by
Heike et al. are the closest ones to ours.
It should also be noticed that the numbers reported on Table
III are not directly comparable in all cases. The majority
of them report the difference between direct anthropometric
measurements and image-based measurements performed in
3D, usually with the help of visible marks on the facial
surface to facilitate the localization of some of (or all) the
landmarks. In the case of Heike et al. the authors reported
inter- and intra-observer variabilities, as well as inter-method
(direct vs image) differences. We believe the inter-observer
variability provides the most fair comparison to our results: it
is based on the independent identification of landmarks in the
same image by two different observers, while in our case the
same observer identified the landmarks in two different images
(from the same individual). Additionally, inter-method values
reported by Heike et al. were provided as averaged (signed)
differences, not fairly comparable with the absolute averages
reported on the table (the same applies for the results reported
by Schimmel et al. [21]). Nonetheless, we shall point out that
some of these inter-method differences showed considerably
larger errors than the inter-observer ones (for example, for the
biocular distance the average errors were close to 5 mm).
Apart from inter-landmark distances, the repeatability of the
landmark coordinates has also been widely reported. Again,
population sizes tend to be small and results from different
authors do not completely agree. While Plooij et al. [18]
report inter-observer averages below 0.5 mm for 80% of the
landmarks (from a total of 49 points in 20 patients), Toma
et al. [26] report averages between 0.5 mm and 1.5 mm
for all landmarks (a total of 21 in 30 patients), with the
only exception of labiale superius which was located with
an average error of 0.39 mm.
On the non-clinical side, Zhao et al. [31] provide the
localization error for 15 landmarks on 10 facial scans from
FRGC, averaging the manual annotations from 11 observers.
Their results show manual errors between 2 mm and 3 mm
for landmarks in the eyes and nose, except for vaguely defined
points such as nose corners, which were found less accurate.
Although a comparison between these results and errors of
inter-landmark distances is not necessarily direct, it can be
seen that the magnitude of the errors are similar to the ones
from our manual annotations, in spite of the big differences
in spatial resolution.
TABLE III
REPORTED PRECISION ON MANUAL MEASUREMENTS OF INTER-LANDMARK DISTANCES [MM]
Method en-en en-ex ex-ex en-pm nb-nb al-al pm-sn
Section III-C (different images) 3.0 1.8 2.0 2.2 2.8 - 1.8
Ainechi et al. (direct vs image) [1] 0.35 0.09 0.54 - - 0.35 0.80
De Menezes et al. (direct vs image) [3] - - 0.62 - - - 0.28
Ghoddous et al. (direct vs image) [6] 5.0 - 0.6 - - - 2.6
Heike et al. (inter-observer) [8] 0.85 1.89 2.09 - - 0.88 0.88
Wong et al. (direct vs image) [27] 1.0 - 0.5 - - 0.8 0.7
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