Abstract-Chaotic dynamics is an important source for generating pseudorandom binary sequences. F. Chen, et al. precisely derived period distribution of the generalized discrete Arnold Cat map in Galois ring Z2e using Hensel's lifting approach (IEEE Trans. Inf. Theory, vol. 59, no. 5, pp. 3249-3255, 2013). This paper further disclose its real structure of the generalized discrete Arnold Cat map in any digital domain. The subtle rules on how the cycles change with the arithmetic precision e are elaborately investigated and proved.
to its direct application in permuting position of elements of image data, which can be represented as
where
x n , y n ∈ Z N , and p, q, N ∈ Z + .
In this paper, we refer to Cat map (2) as the generalized discrete Arnold Cat map (GDCM). In [16] , the upper and lower bounds of the period of GDCM (2) with (p, q) = (1, 1) are theoretically derived. In [17] , the corresponding properties of GDCM (2) with (p, q, N ) satisfying some constrains are further disclosed. In [18] [19] [20] [21] , F. Chen systematically analyzed the precise period distribution of GDCM (2) with any parameters. The whole analyses are divided into three parts according to influences on algebraic properties of (Z N , +, ·) imposed by N : a Galois field when N is a prime [19] ; a Galois ring when N is a power of a prime [18] , [20] ; a commutative ring when N is a common composite [21] . According to the analysis methods adopted, the second case is further divided into two sub-cases N = p e and N = 2 e , where p is a prime larger than or equal to 3 and e is an integer. From the viewpoint of real applications in digital devices, the case of Galois ring Z 2 e is of most importance since it is isomorphic to the set of numbers represented by e-bit fixed-point arithmetic format with operations defined in the standard for computer arithmetic.
In the abstract part of [20] , it was claimed that "Our results have impact on both chaos theory and its applications as they not only provide design strategy in applications where special periods are required, but also help to identify unstable periodic orbits of the original chaotic cat map." Other references like [17] also hold similar opinions on impact of the knowledge about period distribution of Cat map. The paper analyzes evolution properties of the internal structure of GDCM (2) with incremental increase of e.
The rest of this paper is organized as follows. Section II gives previous works on the structure of discrete Arnold Cat map. Section III presents some properties on structure of the generalized discrete Arnold Cat map. Application of the obtained results are discussed in Sec. IV. The last section concludes the paper. The conditions of (p, q) and the number of their possible cases, N T , corresponding to a given T .
T p q N T 1 0 0 1 2 p mod 2 e = 2 e−1 q mod 2 e−1 = 0 2 q mod 2 e = 0 p mod 2 e = 2 e−1 1 3 p ≡ 1 mod 2 q ≡ p −1 (2 e − 3) mod 2 e 2 e−1 4 p ≡ 1 mod 2 q ≡ p −1 (2 e − 2) mod 2 e 2 e−1 p ≡ 0 mod 2, p ≡ 0 mod 4 q ≡ (p/2) −1 (2 e−1 − 1) mod 2 e−1 2 e−1 p ≡ 1 mod 2 q ≡ p −1 (2 e−1 − 2) mod 2 e 2 e−1 p ≡ 0 mod 2 q ≡ (p/2) −1 (2 e−1 − 2) mod 2 e 2 e−1 p mod 2 e−1 = 2 e−2 q mod 2 e−2 = 0 8 q mod 2 e−1 = 0 p mod 2 e−1 = 2 e−2 4 6 p ≡ 1 mod 2 q ≡ p −1 (2 e−1 − 3) mod 2 e 2 e−1 q ≡ p −1 (2 e−1 − 1) mod 2 e 2 e−1 q ≡ p −1 (2 e − 1) mod 2 e 2 e−1 2 k , k ∈ {3, 4, . . . , e − 1} p ≡ 1 mod 2 q ≡ p −1 (2 e−k+1 l − 2) mod 2 e , l ≡ 1 mod 2, l ∈ [1, 2 k−1 − 1] 2 e+k−3 p ≡ 0 mod 2 q ≡ (p/2) −1 (2 e−k+1 l − 2) mod 2 e , l ≡ 1 mod 2, l ∈ [1, 2 k−1 − 1] 2 e+k−3 p mod 2 e−k+1 = 2 e−k q mod 2 e−k = 0 2 2k−1 p mod 2 e−k+1 = 0 q mod 2 e−k+1 = 2 e−k 2 2k−2 2 e p ≡ 1 mod 2 q ≡ 0 mod 4 2 2e−3 p ≡ 0 mod 4 q ≡ 1 mod 2 2 2e−3 3 · 2 k , k ∈ {2, 3, . . . , e − 2} p ≡ 1 mod 2
II. PREVIOUS WORKS ON THE STRUCTURE OF DISCRETE ARNOLD CAT MAP
Previous elegant analyses on discrete Arnold Cat map are briefly reviewed in this section. Property 1. The representation form of T is determined by parity of p and q:
where k ∈ {0, 1, · · · , e}, k ∈ {0, 1, · · · , e − 2}.
In [20] , the representation form of the possible period of GDCM (2) with N = 2 e , T , is obtained as shown in Property 1. Furthermore, the relationship between T and the number of different Cat maps possessing the period, N T , is precisely derived:
where e ≥ 4.
When e = 3,
which cannot be presented as the general form (5) as [20 ,  Table III ], e.g. 2 2e−2 = 2 e+k−2 + 3 · 2 2k−2 when e = k = 3. From Eq. (5), one can see that there are (1 + 3 + 2 e−1 + 2 e+1 + 12 + 2 e−1 + 2 e ) = 2 e+2 + 16 generalized Arnold maps whose periods are not larger than 6, which is a huge number for ordinary digital computer, where e ≥ 32. Property 2. As for Cat map (2) implemented over (Z 2 e , +, ·), there is one point in the domain, whose period is a multiple of the period of any other points.
Generating function of the sequence can be represented as
and
and (2) is transformed by a bijective function z n = x n + (y n · N ). To describe how the functional graph of GDCM (2) change with the arithmetic precision e, let z n,e = x n,e + (y n,e · 2 e ),
where x n,e and y n,e denote x n and y n of GDCM (2) with N = 2 e , respectively. As a typical example, we depicted the functional graphs of GDCM (2) with (p, q) = (1, 3) in four domains {Z 2 e } 4 e=1 in Fig. 1 , where the number inside each circle (node) is z n,e in F e . From Fig. 1 , one can observe some general properties of functional graphs of GDCM (2) . Among them, the properties on permutation are concluded in Properties 3, 4. Proof. As Cat map (2) is area-preserving on its domain, it defines a bijective mapping on Z 2 N , which is further transformed into a bijective mapping on Z N 2 by conversion function (10).
Property 4.
As for a given N , any node of functional graph of GDCM (2) belongs one and only one cycle, a set of nodes such that GDCM (2) iteratively map them one to the other in turn.
Proof. Referring to [22, Theorem 5.1.1], the set (0, 1, 2, · · · , N 2 − 1) is divided into some disjoint subsets such that GDCM (2) is a cycle on each subset.
As the period of a generalized Cat map on a domain is the least common multiple of the periods of its cycles, the functional graph of a generalized Arnold map possessing a large period may be composed of a great number of cycles of very small periods. The whole graph shown in Fig. 1d ) is composed of 16 cycles of period 12, 10 cycles of period 6, 1 cycle of period 3, and 1 self-connected cycle. What's worse, (2) with N = 2: a) p and q are both even; b) p is even, and q is odd; c) p is odd, q is even; d) p and q are both odd. the concrete relationship between the two control parameters of generalized Arnold map and its period is still unknown. Although [20] claimed that "From the design point of view, our results lead to the choice of proper cat maps when a specific period, no matter large or small, is required" as no any positive information can be obtained from Eq. (5) as for proper choice of cat maps owning a specific aperiodicity. As shown in [23] , attack on the cryptographic system based on Cat map has no relationship with the amount of the period of the underlying chaotic map.
We found that there exists strong evolution relationship between F e and F e+1 . A node z n,e = x n,e + y n,e 2 e in F e is evoluted to z n,e+1 = (x n,e + a n 2 e ) + (y n,e + b n 2 e )2 e+1 = z n,e + (a n 2 e + y n,e 2 e + b n 2 2e+1 ),
where a n , b n ∈ {0, 1}. The relationship between iterated node of z n,e in F e and the corresponding evoluted one in F e+1 is described in Property 5. Furthermore, the associated cycle is expanded to up to four cycles as presented in Property 6. Assign (a n0 , b n0 ) with one element in set (17) , one can obtain the corresponding cycle in F e+1 with the steps given in Property 6. Then, the other element in set (17) can be assigned to (a n0 , b n0 ) if it does not ever exist in the set in Eq. (16) corresponding to every assigned value of (a n0 , b n0 ). Every cycle corresponding to different (a n0 , b n0 ) can be generated in the same way.
Property 5. If the differences between inputs of GDCM (2) with N = 2 e and that of GDCM (2) with N = 2 e+1 satisfy
one has
e , and
Proof. According to the linearity of GDCM (2), one can get
As k·a ≡ k·a (mod m) if and only if a ≡ a (mod m gcd(m,k) ) and a n+1,e , b n+1,e ∈ {0, 1}, the property can be proved by putting condition (12) into equation (15) and dividing its both sides and the modulo by 2 e .
Property 6. Given a cycle Z e = {z n,e }
Tc−1 n=0
= {(x n,e , y n,e )} Tc−1 n=0 in F e and its any point z n0,e , one has that the cycle to which z n0,e+1 belongs in F e+1 is
are generated by iterating Eq. (13) for n = n 0 ∼ n 0 + 3T c , and #(·) returns the ardinality of a set.
Proof. Given a node in a cycle, (k x , k y ) in Eq. (13) is fixed, so Eq. (13) defines a bijective mapping on set
as shown in Fig. 4 . So, z n,e+1 may fall in set {z j,e+1 } n j=n0
when and only when (n − n 0 ) mod T c = 0 and n > n 0 , i.e. the given cycle is went through one more times.
Depending on the number of candidates for (a n0 , b n0 ) and the corresponding cardinality in Eq. (16), a cycle of length T c in F e is expanded to five possible cases in F e+1 : 1) one cycles of length T c and one cycle of length 3T c , e.g. the selfconnected cycle in Fig. 1a ), "0 → 0", is evoluted to two cycles in Fig. 1b) , "0 → 0" and "(0
2) twos cycles of length T c and one cycle of length 2T c , e.g. the cycle "0 → 0" in Fig. 2c ) is Mapping relationship between (a n + 2b n ) and (a n+1 + 2b n+1 ) in Eq. (13) with (k x + 2k y ) shown beside the arrow: a) p and q are both even; b) p is even, and q is odd; c) p is odd, q is even; d) p and q are both odd.
expanded to three cycles in the same SMN: "0 → 0"; "2 → 2"; "8 → 10 → 8"; 3) four cycles of length T c , e.g. the cycle Fig. 1b ) is expanded to four cycles of the same length shown in the lower left side of Fig. 1c ). 4) two cycles of length 2T c , e.g. the cycle in Fig. 1a ), "1 → 3 → 2 → 1" is evoluted to the other two cycles in Fig. 1b 
3 + 2) = 14 → 9"; 5) one cycle of length 4T c , e.g. the cycle "1 → 1" in Fig. 2c ) is expanded to "1 → 9 → 3 → 11 → 1" in the subfigure with caption "9)" in Fig. 3 . In all, all the fives possible cases can be found in Fig. 1, 2, 3 .
As shown in Property 6, any cycle of F e+1 is incrementally expanded from a cycle of F 1 . So, the number of cycles of a given length in F e+1 has some relationship with that of the corresponding length in F e , which is determined by the control parameters p, q. We concluded the relationship as Theorem 2 and verified it via a large number of random experiments on (p, q). one when e is sufficiently large. The number of cycles of any length is monotonously increased to a constant with respect to e, which is shown in Fig. 5 . From Theorem 2, one can see that the number of cycles of various lengths in F e can be easily deduced from that of F es when e > e s , which is demonstrated in Table III. In [20] , it is assumed that e ≥ 3 "because the cases when e = 1 and e = 2 are trivial". On the contrary, the structure of functional graph of GDCM (2) with e = 1, shown in Fig. 2 , plays a fundamental role for that with e ≥ 3, e.g. the cycles of length triple of 3 in F e (if there exist) are generated by the cycle of length 3 in F 1 .
A. Properties on iterating Cat map over (Z N , +, · ) Proposition 1. The n-th iteration of Cat map matrix (3) satisfies
where 
Proof. First, one can calculate the characteristic polynomial of Cat map matrix (3) as
Solving the above equation, one can obtain two characteristic roots of Cat map matrix:
Setting λ in (C − λI) · X = 0 as λ 1 and λ 2 separately, the corresponding eigenvector ξ λ1 = [1,
] and ξ λ2 = [1,
] can be obtained, which means
where P = (ξ λ1 , ξ λ2 ) and
From Eq. (20), one has
Finally, one can get
where G n and H n are defined as Eq. (19).
Proposition 2. The least period of Cat map (2) over (Z N , +, · ) is T if and only if T is the minimum possible value of n satisfying
Proof. If the period of Cat map (2) over (Z N , +, · ) is T , C T · X ≡ X mod N exists for any X. Setting X = [1, 0] and X = [0, 1] in order, one can get
when n = T . Incorporating Eq. (18) into the above equation, one can assure than Eq. (22) exists when n = T . As T is the least period, T is the minimum possible value of n satisfying Eq. (22) . The condition is therefore necessary. If T is the minimum possible value of n satisfying Eq. (22), Eq. (23) holds, which means that T is a period of Cat map (2) over (Z N , +, · ). As Eq. (23) does no exist for any n < T , T is the least period of Cat map (2) over (Z N , +, · ). So the sufficient part of the proposition is proved.
Corollary 1. If G n is even, condition (22) is equivalent to
Proof. If G n is even, 1 2 G n is an integer. As 
When m = 1, G 2s = (G s ) 2 − 2. So the parity of G 2s is the same as that of G s no matter G s is even or odd. In case G s is even,
Proceed by induction on m and assume that the lemma hold for any m less than a positive integer k > 1. When m = k, G 2 k ·s = (G 2 k−1 ·s ) 2 − 2, which means that the parity of G 2 k ·s is the same as that of G 2 k−1 ·s no matter G 2 k−1 ·s is even or odd. If G s is even,
where m and s are positive integers.
Proof. This Lemma is proved via mathematical induction on m. When m = 1,
Now, assume the lemma is true for any m in Eq. (26) less than k. When m = k,
The above induction completes the proof of the lemma.
Lemma 3. The 2n-th iteration of Cat map matrix (3) satisfies
where I 2 is an identity matrix of dimension 2.
Proof. Referring to Lemmas 1 and 2, one has
Lemma 4. For any integers a, b, n, one has
is a prime number, lcm and gcd denote the operator solving the least common multiple and greatest common divisor of two numbers, respectively.
B. Properties on iterating Cat map over (Z 2ê , +, · ) Proposition 3. The least period of Cat map (2) over (Z 2 e , +, · ) is T if and only if T is the minimum value of n satisfying    H n ≡ 0 mod 2 e−he ,
if e p + e q = 0; min(e p , e q ) if e > min(e p , e q ), e p + e q = 0; e if e ≤ min(e p , e q ),
e p = max{x | p ≡ 0 mod 2 x }, e q = max{x | q ≡ 0 mod 2 x }, e ≥ 1, and p, q ∈ Z 2ê .
Proof. Setting N = 2 e in Eq. (24), its last congruence becomes Eq. (29). Referring to Corollary 1, one can see that this proposition can be proved by demonstrating that Eq. (28) is equivalent to the first three congruences in Eq. (24) . Combining the first two congruences in Eq. (24), one has
where 2 e−he,1 = lcm , q) ) .
The third congruence in Eq. (24) is equivalent to If min(e p , e q ) < e, one has min(e p , e q ) ≤ e − 1 and min(min(e p , e q ), e) = min(e p , e q ). So, h e can be calculated as Eq. (30).
Proposition 4. For any p, q, G T1 is even, where T 1 is the least period of Cat map (2) over (Z 2 , +, ·).
Proof. Depending on parity of p, q, the proof is divided into the following three cases:
• When p, q are both odd:
One can calculate T 1 = 3. From Eq. (19), one has
As
In either sub-case, T 1 = 2 and A is even. As
one has G T1 is even.
• When p, q are both even: T 1 = 1. So G T1 = A is also even.
Lemma 5. If G s is even,
one has H 2 m+l ·s ≡ 0 mod 2 e+l ,
where l is a positive integer.
Proof. From Lemma 1, one has
since 2 | G 2 j ·s and 4 G 2 j ·s for any j ∈ {0, 2, · · · , l − 1}. From Lemma 2, one can get
So, Eq. (35) and inequality (36) can be obtained by combining Eq. (34) with Eq. (37) and inequality (38), respectively.
Lemma 6. Given an integer e > 1, if m and s satisfy
where s and l are positive integers and m is a non-negative integer.
Proof. This lemma is proved via mathematical induction on l. From condition (40), one can get 1 2 G 2 m ·s = 1 + a e · 2 e , where a e is an odd integer. Then, one has
As a e · (a e · 2 e−1 + 1) is odd, condition (41) exists for l = 1. Assume that condition (41) hold for l = k, namely 1 2 G 2 m+k ·s = 1 + a e+2k · 2 e+2k , where a e+2k is an odd integer. When l = k + 1, one has
As a 2 e+2k · 2 e+2k−1 + a e+2k is an odd integer, condition (41) also hold for l = k + 1. 
where e g,0 = 3 + max{x | (a 1 + 1) ≡ 0 mod 2 x }.
Proof. From Eq. (42), one has 1 2 G 2 m+1 ·s = 2 3 ·a 1 ·(a 1 +1)+1. Then, condition (44) can be derived. Theorem 1. There exists a threshold value of e, e s , satisfying
when e ≥ e s , where T e is the period of Cat map over (Z 2 e , +, · ), and l is a non-negative integer.
Proof. When e = 1, one has
from Proposition 3. From Eq. (46), one can get e s,h , the minimal number of e satisfying
From Lemma 7, one can get the minimum positive number of e satisfying
e s,g , by increasing e from 1, where
0 otherwise.
Referring to Proposition 4, G T1 is even. So, one can get
by referring to Lemmas 5 and 6, where x is a non-negative integer. Note that h e is monotonically increasing with respect to e and fixed asĥ e when e ≥ min(e p , e q ) (See Eq. (30)), whereĥ e = −1 if e p + e q = 0; min(e p , e q ) otherwise.
Set
e s = e s,h + m 0 + x 0 +ĥ e ,
one has e s ≥ min(e p , e q ), 
Combing Lemma 5,
as e s,g + 2x 0 + 2l ≥ e s + l for any l. Hence, by Proposition 3,
when e ≥ e s .
From the proof of Theorem 1, one can see that the value of e s in Eq. (48) is conservatively estimated to satisfy the required conditions (The balancing conditions may be obtained when h e is still not approachĥ e ). In practice, there exists another real threshold value of e, e s ≤ e s , satisfying
which is verified by Table IV .
in F e and the corresponding cycle {(
in F e+1 compose two isomorphic groups with respect to their respective operators.
Proof. As for any point X in F e , define a multiplication operation • for any two elements of set
The set G is closed with respect to the operator •. Point (C Tc · X) mod 2 e = (C 0 · X) mod 2 e = X is the identity element. Multiplication of any three matrices satisfy the associative law. As for any element g 1 , there is an inverse element (C Tc−i1 · X) mod 2 e . So, the non-empty set G composes a group with respect to the operator. Referring to the elementary properties of congruences summarized in [24, P.61 ], equation (1) 4(4) holds if and only if
also composes a group with respect to operator•, where
e+1 . Therefor, the two groups are isomorphic with respect to bijective map y = (2X) mod 2 e+1 .
Theorem 2. When T c > T es ,
where N Tc,e is the number of cycles with period T c of Cat map (2) over (Z 2 e , +, ·).
Proof. As for any point (x, y) of a cycle with the least period T c in F e , one has
by referring to Property 2 and Table I . Incorporating Eq. (18) into
which is equivalent to
Referring to Eq. (50) and Eq. (51), one has e g,n = e s,g + 2x 0 + 2l,
where e g,n = max{x
Referring to Lemma 3, and G n is even,
Therefore,
where a, b ∈ {0, 1}. Combing Eq. (58) and Eq. (60) with n = T c , one can get
Setting n = Tc 2 in Eq. (57), one has
from Eq. (54). Combing the above inequalities with Eq. (60), one has
So, 2T c is the least period of (x + a · 2 e , y + b · 2 e ) in F e+1 for any a, b ∈ {0, 1}. When T c > T es , from Property 6, one has 4 · N Tc,e · T c = N 2Tc,e+1 · 2 · T c , namely 2N Tc,e = N 2Tc,e+1 .
Theorem 3. When e ≥ e 0 ,
where Let (x, y) go through every point of F e , (x , y ) = (2x + a, 2y +b) go through every point of F e+1 , where a, b ∈ {0, 1}. Observing Eq. (55), one can see that the number of different points (x, y) in F e satisfying Eq. (55) with given n and e is fixed. As for any (x, y) in F e satisfying Eq. (55) with n = T c , when e ≥ e 0 , 
T c = 2 lc · T 1 , and l and l c are non-negative integers. 
The above two inequalities mean that min(e p + e h,Tc , e + ) < e + 1, min(e q + e h,Tc , e − ) < e + 1, where e + = max{x | x }. Then, one has e 0 = max(min(e p + e h,Tc , e + ), min(e q + e h,Tc , e − ))(66) ≤ e h,Tc + max(e p , e q ).
When T c = 2 lc · T 1 , and l c is a non-negative integers, e h,Tc = e s,h + l c . So, e * 0 ≥ e 0 , and Eq. (61) exists from Theorem 3. If T c = 1, T 1 = 1, setting H Tc = 1, G Tc = p·q +2 into Eq. (66), one can obtain e 0 = max(min(e p + 0, e p + e q ), min(e q + 0, 0)) = max(e p , e q ).
IV. APPLICATION OF THE CYCLE STRUCTURE OF ARNOLD CAT MAP
The infinite number of unstable periodic orbits (UPO's) of a chaotic system constitute its skeleton [25] . In a finite-precision domain, any periodic orbit is a cycle (See Property 4). Its stability is dependent on change trend of its distance with the neighboring states in the phase space. To show the relative positions among different cycles, we depicted real image of the SMN shown in Fig. 1c) in Fig. 6 . Note that some states may be located in different cycles due to the finite-precision effect. The main result obtained in [20] , i.e. Eq. (5), describes the number of different possible Cat maps owning a specific period, which has no any relationship with the number of cycles and distance between a cycle and its neighboring states. So, it cannot help to identify unstable periodic orbits of the original chaotic cat map at all.
V. CONCLUSION
This paper analyzed the structure of the 2-D generalized discrete Cat map by establishing its functional graph. There exists non-negligible number of short cycles no matter what the period of the whole Cat map is. The precise cycle distribution of the generlized discrete Cat map has also been disclosed perfectly. 
