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Abstract
In this paper, we present an alternative method for solving the general inhomogeneous linear ordinary differential equation
(ODE) of order two. The solution appears in the standard form as the sum of the solution of the equivalent homogeneous problem
and the particular solution of the inhomogeneous problem at hand. The main advantage of the method exposed herein is that the
particular solution is computable from two different integrals. This allows the problem solver to choose the simplest integral with
which to work with in order to get the final solution. For illustrative purposes we employ the method presented to aid in the solution
of some example problems including the inhomogeneous Klein–Gordon equation.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
One of the most common equations of mathematical physics is the linear ordinary differential equation (ODE) of
order two:
y′′ + p(x)y′ + q(x)y = r(x), (1)
where the prime denotes differentiation with respect to x and the functions p, q and r are real-valued, scalar functions
of the independent variable x. Differential equations of this kind are frequently encountered in areas as diverse as cir-
cuit analysis, quantum mechanics, classical mechanics, thermodynamics and ballistics to cite but a few examples. As a
result of this overwhelming ubiquity there has been undertaken a great deal of research over more than three centuries
seeking to analyse, and wherever possible, solve (1). The most effective and commonly employed methods used to
determine exact analytical solutions of (1) are also some of the oldest. These methods include that of Lagrange’s varia-
tion of parameters, Green’s functions, the method of Frobenius and undetermined coefficients for constant coefficient
problems. Each of these approaches are extensively covered in many reference textbooks on differential equations
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same problem but from an algebraic standpoint. The first fruitful attempt at this approach is often seen to be that
of Liouville’s whose success with this method led to a criterion for the expressibility of solutions of second-order
linear ODEs in a closed form. Over the past thirty years this algebraic approach has gained significantly in popularity
with many research papers and a number of review articles/textbooks being published in it’s name [5–12]. This pop-
ularity notwithstanding, the analytical approach has far from been entirely abandoned. Recent analytical studies have
for example provided results pertaining to the nature of the solutions of linear ODEs of order two, see [13–17] and
references therein.
In this paper, we present an alternative means for solving the ODE (1) based on recent work in [18]. The general
solution we give appears in the standard form
y = yh + yp, (2)
where yh, commonly termed the complementary function, is the solution of
y′′h + p(x)y′h + q(x)yh = 0 (3)
which is clearly of the form (1) with r(x) ≡ 0. It is well known that if y1 and y2 are two linearly independent solutions
of (3) we may write
yh = Ay1 + By2, (4)
where of course A and B are arbitrary constants. Finally, the function yp in (2), referred to often as the particular
integral, is a particular solution of (1) and, in our formulation, is expressible as a function of r(x) and either of y1
or y2 but never both.
It should be noted at this point that, though the solution we are to present herein does assume the same form as
taken by classical methods (i.e. variation of parameters etc.), there exist not uncommon instances where there is an
appreciable difference between our method and these classical ones in terms of ease of computation. This difference
results from the fact that yp , in the novel form that we give it, is computed from the knowledge of but one of the
linearly independent solutions of the equivalent homogeneous problem. This allows us to choose either y1 or y2 to
be used in the evaluation of yp and that choice can be made with the intention of simplifying the process of that
evaluation.
An outline of this paper is as follows: in Section 2 we will present and prove our main result pertaining to the
explicit solution of (1) which amounts to an alternative method for solving the general inhomogeneous linear ODE
of order two. In Section 3 we will apply our results by giving a general treatment of the inhomogeneous ODE of
order two with constant coefficients. Finally, in Section 4 we will explicitly demonstrate the utility of our work by
employing our method in the solution two example problems, the first of which being purely academic and the latter
being the inhomogeneous Klein–Gordon equation.
2. Alternative solution of the inhomogeneous linear ODE of order two
In this section we shall state and prove our main contribution pertaining to the solution of (1). As pointed out in
the previous section, it is well established that the general solution of (1) assumes the form (2) where yh is the general
solution of (3) and yp is a particular solution of (1). Furthermore, the function yh takes the form (4) where y1,2 are the
two linearly independent particular solutions of the equivalent homogeneous problem and the values of the arbitrary
constants A and B are governed by the initial/boundary conditions of the specific problem at hand. Bearing this in
mind we present the following theorem in which we define a novel form for the general expression of the solution
of (1).
Theorem 1. The general solution of the inhomogeneous linear ODE
y′′ + p(x)y′ + q(x)y = r(x),
where p, q and r are real-valued, continuous, scalar functions of the independent variable x, is
y = Ay1 + By2 + y1
∫
e−
∫
p(x)dx
∫
r(x)y1e
∫
p(x)dx dx
y2
dx (5)1
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y = Ay1 + By2 + y2
∫
e−
∫
p(x)dx
∫
r(x)y2e
∫
p(x)dx dx
y22
dx (6)
with
W(y1, y2) = 0,
where W denotes the Wronskian and where
y′′i + p(x)y′i + q(x)yi = 0,
i = 1,2, and with A and B arbitrary constants.
Proof. It is clear that the solutions (5) and (6) are by definition, of the form (2). Consequently it simply remains to
prove that
yp = yi
∫
e−
∫
p(x)dx
∫
r(x)yie
∫
p(x)dx dx
y2i
dx, (7)
where yp is, as usual, a particular solution of (1). In order to prove this we differentiate (7) to get
y′p = y′i
∫
e−
∫
p(x)dx
∫
r(x)yie
∫
p(x)dx dx
y2i
dx + e
− ∫ p(x)dx ∫ r(x)yie∫ p(x)dx dx
yi
. (8)
Repeating this step we get
y′′p = y′′i
∫
e−
∫
p(x)dx
∫
r(x)yie
∫
p(x)dx dx
y2i
dx + y′i
e−
∫
p(x)dx
∫
r(x)yie
∫
p(x)dx dx
y2i
− p(x)e
− ∫ p(x)dx ∫ r(x)yie∫ p(x)dx dx
yi
− y′i
e−
∫
p(x)dx
∫
r(x)yie
∫
p(x)dx dx
y2i
+ r(x)
which after simplification reduces to
y′′p = y′′i
∫
e−
∫
p(x)dx
∫
r(x)yie
∫
p(x)dx dx
y2i
dx − p(x)e
− ∫ p(x)dx ∫ r(x)yie∫ p(x)dx dx
yi
+ r(x). (9)
Substituting (7)–(9) into (1) gives
(
y′′i + p(x)y′i + q(x)yi
)∫ e− ∫ p(x)dx ∫ r(x)yie∫ p(x)dx dx
y2i
dx = 0
which is always satisfied since by definition we have that yi is the solution of
y′′i + p(x)y′i + q(x)yi = 0. 
Remark 1. It ought to be noted that when applying the above results as a methodology for solving ODEs we way,
when performing the integration to determine the form of yp , it is permissible to disregard all constants of integration
since it is required that yp be but one particular solution of (1).
Remark 2. A quick inspection of Theorem 1 allows one to see that the particular solution of (1) that is, yp , may be
arrived at via two different approaches. One may decide to evaluate either (5)
yp = y1
∫
e−
∫
p(x)dx
∫
r(x)y1e
∫
p(x)dx dx
y21
dx (10)
or (6)
yp = y2
∫
e−
∫
p(x)dx
∫
r(x)y2e
∫
p(x)dx dx
y2
dx. (11)2
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appears in no other approach for solving equations of the form considered herein. For example, the method of Green’s
functions and variation of parameters (the two being equivalent in this instance) give the form of the particular solution
as
yp = y2
∫
r(x)y1
W(y1, y2)
dx − y1
∫
r(x)y2
W(y1, y2)
dx. (12)
Clearly here, there is no choice and one must simply attempt to evaluate this form no matter how awkward it may
prove to be. The main advantage of our alternative solution is therefore that, for certain problems the simplest of
either (5) or (6) may be easier to evaluate than (12) or indeed, any other form of yp generated by some other method.
An example of such an instance would be the case where
e−
∫
p(x)dx
∫
r(x)y1e
∫
p(x)dx dx = K d
dx
(
y21
)
for some constant K , since here (5) would simply be
yp = 2Ky1 lny1
whereas attempts to evaluate (6) or (12) would not be as straightforward.
Remark 3. As a final remark it is worth drawing attention to one more noteworthy observation.
It is shown in [2], that if y1,2 form a solution basis for Eq. (3), then we may write
y2 = y1
∫
e−
∫
p(x)dx
y21
dx (13)
or conversely,
y1 = y2
∫
e−
∫
p(x)dx
y22
dx. (14)
A brief glance at the above relations reveals rather clearly that (13) and (14) are but a special cases of the more
general relations (10) and (11), respectively. That is to say, that setting r(x) ≡ 0 in (10) and choosing the constant of
integration in such a way that
∫
r(x)y1e
∫
p(x)dx dx = 1, we may write (10) as
yp = y1
∫
e−
∫
p(x)dx
y21
dx = y2
that is, a particular solution of (3). This is in fact exactly what we would expect, since in setting r(x) ≡ 0, Eq. (1)
becomes identical to (3) and so their particular solutions should coincide, as indeed they do.
3. ODEs with constant coefficients: A general treatment
In what follows here we offer an application of our results of the forgoing section to a general treatment of Eq. (1)
wherein p(x) = 2P and q(x) = Q with P and Q constants (we shall assume for the purposes of this treatment that
Q = 0 and P 2 = Q). That is, we consider the ODE
y′′ + 2Py′ + Qy = r(x). (15)
As usual we write the solution in the form (2), that is
y = Ay1 + By2 + yp
or equivalently
y = Ae(
√
P 2−Q−P)x + Be−(
√
P 2−Q+P)x + yp.
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The matter of interest is the general form of the function yp as derived by the methods laid out in this paper. Noting
the results of the preceding section we write the particular integral yp , in the form
yp = yi
∫
e−
∫
p(x)dx
∫
r(x)yie
∫
p(x)dx dx
y2i
dx
with i = 1,2. Substituting for p(x) and yi in the above expression gives
yp = ec1x
∫ ∫
r(x)ec2x dx
e2(c1+P)x
dx
or alternatively
yp = e−c2x
∫ ∫
r(x)e−c1x dx
e−2(c1+P)x
dx,
where c1 =
√
P 2 − Q − P and c2 =
√
P 2 − Q + P.
Hence
y = Aec1x + Be−c2x + ec1x
∫ ∫
r(x)ec2x dx
e2(c1+P)x
dx
or indeed
y = Aec1x + Be−c2x + e−c2x
∫ ∫
r(x)e−c1x dx
e−2(c1+P)x
dx.
Thus we have our complete expression for the solution of (15).
In the next section we shall apply all of the results thus far obtained to the solution of two example problems so as
to demonstrate the utility of the forgoing.
4. Illustrative examples
In this first example we shall consider a purely academic problem. The purpose being to illustrate an instance in
which the method expounded herein eases the process of calculation of the solution when compared to the method of
variation of parameters.
Example 1. Consider the problem of solving the ODE
y′′ − cosx
1 + sinx y
′ +
(
cosx
1 + sinx − 1
)
y = e−3x(1 + sinx)2. (16)
It may be readily checked that the two linearly independent solutions of the equivalent homogeneous ODE are
y1 = ex
and
y2 = −e−x
(
1
2
+ 1
5
(cosx + 2 sinx)
)
.
Given this information it remains only to find a particular solution of (16) before we may write down the complete
general solution. From Theorem 1 we have that
yp = y1
∫
e−
∫
p(x)dx
∫
r(x)y1e
∫
p(x)dx dx
y21
dx
or
yp = y2
∫
e−
∫
p(x)dx
∫
r(x)y2e
∫
p(x)dx dx
y2
dx.2
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gives
yp = ex
∫
e−2x(1 + sinx)
(∫
e−2x(1 + sinx)dx
)
dx. (17)
The integrand in (17) is of the form f (x)f ′(x) with
f (x) =
∫
e−2x(1 + sinx)dx = −e−2x
(
1
2
+ 1
5
(cosx + 2 sinx)
)
.
This of course leads to the simple result
yp = e
x
2
f 2
= e
x
2
(
1
2e2x
+ 1
5e2x
cosx + 2
5e2x
sinx
)2
= e
−3x
2
(
1
2
+ 1
5
(cosx + 2 sinx)
)2
.
By way of comparison, we shall make a brief consideration of the integrals involved when determining yp using the
method of variation of parameters. Looking at each of the integrals produced from (12) it is clear that we would need
to evaluate∫
r(x)y1
W(y1, y2)
dx =
∫
e−2x(1 + sinx)dx
and ∫
r(x)y2
W(y1, y2)
dx =
∫
e−4x(1 + sinx)
(
1
2
+ 1
5
(cosx + 2 sinx)
)
dx.
Looking at the latter of these it is clear that, though the integral is not what one might call difficult, it does require a
good deal more calculation than was required in determining the result of (17).
In this next example we shall consider a physical problem and apply our methodology to it’s solution.
Example 2. The equation of motion describing a vibrating string or wire clamped at both ends and embedded in a
thin elastic membrane is
ρ
∂2u
∂t2
= T ∂
2u
∂x2
− ku − F(x) (18)
with the following notation:
u(x, t)—position, relative to the x-axis, of a point on the string a distance x to the right of the left-hand clamp at
time t .
ρ—linear density of the string (assumed uniform).
T —tension along the length of string (assumed uniform).
k–elastic stiffness per unit length along the string.
F(x)—function describing the nature of an external force applied at the point x.
One will note that (18) is the inhomogeneous Klein–Gordon equation and is a common equation of mathematical
physics. We shall assume a solution of the form
u(x, t) = w(x, t) + y(x)
and substitute to get
ρ
∂2w = T ∂
2w + T d
2y − kw − ky − F(x).∂t2 ∂x2 dx2
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d2y
dx2
− k
T
y = F(x)
T
(19)
and
ρ
∂2w
∂t2
= T ∂
2w
∂x2
− kw (20)
and so our problem of solving the partial differential equation (PDE) (18) has been reduced to the matter of solving
the inhomogeneous linear ODE (19) and the homogeneous linear PDE (20). From Theorem 1 we have that
y = yh + yi
∫ ∫
F(x)yi dx
y2i
dx
for i = 1,2. It can be shown quite simply that
yh = A0 cosh
√
k
T
x + B0 sinh
√
k
T
x
with A and B arbitrary constants. It is clear that for this problem the two linearly independent solutions are
y1 = cosh
√
k
T
x
and
y2 = sinh
√
k
T
x,
hence
y = A0 cosh
√
k
T
x + B0 sinh
√
k
T
x + cosh
√
k
T
x
∫ ∫ F(x) cosh√ k
T
x dx
cosh2
√
k
T
x
dx (21)
or
y = A0 cosh
√
k
T
x + B0 sinh
√
k
T
x + sinh
√
k
T
x
∫ ∫ F(x) sinh√ k
T
x dx
sinh2
√
k
T
x
dx. (22)
We shall proceed to solve the above for F(x) = g, a constant. This form of F(x) is such that there is little difference
in the ease of evaluation of (21) and (22) hence we arbitrarily choose to deal with the first of these forms. Thus we get
y = A0 cosh
√
k
T
x + B0 sinh
√
k
T
x + g cosh
√
k
T
x
∫ ∫ cosh√ k
T
x dx
cosh2
√
k
T
x
dx
= A0 cosh
√
k
T
x + B0 sinh
√
k
T
x − gT
k
.
Using a separation of variables method one may easily show that the solution of (20) is given by
w(x, t) = X(x)τ(t) + A0 cosh
√
k
T
x + B0 sinh
√
k
T
x − gT
k
,
where
X(x) = A1 cosh (ω
2 − k)
T
x + B1 sinh (ω
2 − k)
T
x
and
τ(t) = A2 cosh ω
2
ρ
t + B2 sinh ω
2
ρ
t.
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In this paper we have presented and validated an alternative means for solving the general inhomogeneous linear
ODE of order two. We have shown how the particular solution of the inhomogeneous equation appearing in the general
solution, in the novel form in which we give it, may be computed from two different integrals. Furthermore we have
described how it is that this feature may, in some instances, make the method presented herein advantageous compared
to that of the existing techniques. Finally, by way of validation we have employed our results in to a general treatment
of the constant coefficients problem and two example problems including the determination of the solution of an
inhomogeneous Klein–Gordon problem related to transverse vibrations of an elastically retarded, clamped string/wire.
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