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The simple finite groups of the title have already been characterized by 
means of involution centralizers: the groups of type 2E,(q) (n = 2”) are handled 
by Stroth [15]; and the types E,(q), E,(q), Es(q) by Mizuno in [8]. Their proofs 
work with the Lie structure of the groups and are valid for all finite fields 
of characteristic 2. When 4 = 2 only, the centralizer of a 2-central involution 
has an extra-special 2-group as its generalized Fitting subgroup, and a related 
characterization problem arises in the work of Timmesfeld [17]. The purpose 
of this paper is to provide the characterization required by [17], which is not 
completely covered by the work of [8, 151. A. Reifart in [9, lo] has produced 
independently the same characterization of the groups 2E,(2) and &(2). 
We may note at the outset that these groups over GF(2) are generated by 
(3,4}+-transpositions; this suggests that the groups might be identified by 
their fusion pattern rather than their Lie structure, a procedure which was 
successfully carried out for the orthogonal groups over GF(2) in [14]; and 
in fact the present work proceeds on the same outline. The proof of Reifart 
also identifies the groups by means of root-involutions; but much of the inter- 
mediate fusion work is different, and the Thompson order formula is used. 
Reifart’s methods could presumably also be applied to E,(2) and E,(2), but 
the additional computations required may be unduly complicated. 
Our main result consists thus of four related characterizations: 
THEOREM A. Let G be a jinite group, z an involution of G, M = C(z), 
and Q = F*(M). Assume Q is an extraspecial 2-group of width n, z @Z*(G), 
and G = O?(G). Then 
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(i) I f  n = 10 andP*(M/Q) N U,(2) then F*(G) N 2E,(2). 
(ii) If n = 10 and F*(M/Q) -L,(2) then G N_ E,(2). 
(iii) I f  n = 16 and M/Q N l&(2) then G N E,(2). 
(iv) If n = 28 and M/Q N E,(2) then G 11 E,(2). 
The cases (iii) and (iv) do not correspond exactly to the conclusions of 
Timmesfeld’s main theorem in [17]. To make this exact, we need further 
notation: if a = zg E Q - (z) let Qa = Qg. Write z for M/Q and & for 
Q/<z). LetL = Qa n M. If  i is an involution of& we let R = i?i = iEE: % E %i, 
t EE*) and V = (3’: a E YiZ, t EJ?). Set m = kernel of i? on 8. We are 
now able to state: 
THEOREM B. Let G, z, M, Q, n be notation as in the general hypothesis 
of Theorem A. Assume x 4 Z*(G) and O?(G) = G. Suppose for some t we get 
x = F*(Cm(t)) extraspecial and ii?? simple. 
(iii)’ I f  further m h as width 8 and C’a(t)/N N S, x 52,+(2), then M cv 
Q&(2) and we have hypothesis (iii) of Theorem A. 
(iv)’ I f  further m h as width 16 and Cg(r)/m -N Q,+,(2), then M N E,(2) 
and we have hypothesis (iv) of Theorem A. 
Proof. The first part follows directly from [14], and the second part will 
be a consequence of part (iii) of Theorem A. 
As we just observed, proper logical sequence requires that the case E,(2) 
be completed for use in the case E,(2). H owever, all four proofs follow a single 
outline; so we unify the proof as far as possible, examining the four separate 
cases when necessary. The argument will follow the general outline of [14]: 
Section 1: Preliminaries, mostly quoted from [14]. 
Section 2: Determine zc n Q, using results of Timmesfeld [17]. 
Section 3: Determine zG n M, using Section 2. 
Section 4: Show ,zc is a class of (3, 4}+-transpositions, using Section 3. 
Finish by using Timmesfeld [16]. 
1. PRELIMINARIES 
This paper will make frequent reference to Timmesfeld’s basic work [17]. 
We adopt the convention that a reference to T is to [17], and an expression 
like T(4.5) will b e a reference to the result [17, (4.5)]. Similarly, 0 will refer 
to the work [14] on orthogonal groups, and an expression of the form 0( 1.16) 
will be a reference to the result [14, (1.16)] of that work. We assume the 
hypotheses and notation of Theorem A in the Introduction; other standard 
notation is as in [14]. 
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In further notation, we recall that we have four cases to consider, so that 
any list of four statements followed by “respectively” will be taken to refer 
to the four cases of Theorem A, in the order given there. 
In 0, we axiomatized some standard preliminary results for this type of 
work, and we now check that our present situations satisfy the relevant con- 
ditions. We will reproduce only the more frequently-used results. 
Clearly we are in the usual F*-extraspecial situation of the General Hypothesis 
of Section 1 of 0, so we get the results 0( 1 .l)-( 1.4) immediately. Furthermore, 
we notice in each case that F*(M) g U,(2) or L,(2) (recall n = width of Q) 
so that we get 0( lS)-( 1.7), including: 
O(1.5) zG n Q # {a>. 
0( 1.7) M (even F*(m)) acts irreducibly on &. 
Also since liif’ = F*(M) is simple and of index at most 2 in B, we get hypothesis 
0(1.8)(b) so that we may assume: 
0( 1.8) G is simple, 
which is the situation of Timmesfeld’s work in T. In view of 0( 1.5), we recall 
the notation of (z, L, t, i?, N, V in the introduction. Since n > 10, we get 
immediately 0( 1.9)-( I .l 1); th is means we may apply the theory of Sections 4-13 -- 
of T to R/N on V. We will examine this situation more thoroughly in Section 2. 
Now the other results 0( 1.12)-( 1.16) follow without further ado. 
2. FUSION OF z IN Q 
Just as in 0, we consider the structure of R/N for various types of t‘ E @; 
we are able to distinguish in each case a “characteristic type”; here, the 2-central 
involutions of M, which turn out later to be the non-trivial cosets that contain 
conjugates of .a. 
(2.1) Only the following cases occur for t E &+ and the corresponding R/N: 
(i) t is a 2-central involution of M, with g extra-special of 
width 
and R/N z Q;(V) Q:(V) ai QA(V) (resp.). 
4 1 4 1 8 1 16 (resp.); 
Also, R = Cm(i) except in the third case, when C&t‘) g N(S, x L$+(2)). 
(ii) R/N G L,( v) (that is, dim(v) = 2). 
(iii) E = E. 
Proof. In view of T(4.5): if R > .& then R/N is a natural linear, symplectic -- - 
(including SP,(~)’ = As), or orthogonal group on V, with LNjN = O,(C,,&a)). 
By O(1.12) T(7.6), and T(9.4), the symplectic case may not occur. Similarly 
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by T(11.9) not every non-trivial R/N can be linear; so let us investigate the 
case R/N orthogonal. If we had N = (f), we would get a contradiction from 
T(7.6)(4). So with N > (t), we apply T(8.4), to see R/N and 1 m / must be 
as described as in (2.1)(i). Finally, by T(8.5) we have N’ = (t). Since N = 
O,(z) and Rd C,(t), it follows as in 0(1.1)(c) that f is 2-central in M. By 
structure of involution centralizers (see Aschbacher-Seitz [2, (8.6)-(8.8)]) 
we obtain the other assertions about m and Cm(t) in (2.1)(i). We remark that 
in the context of the F*-extraspecial situation for i in a, it would be more 
appropriate to call Qs-(2) and J&+(2) by their other names U,(2) and L,(2). 
Note in particular that L < 2’ in each case. 
Now all other non-trivial quotients R/N must be linear. We see by con- 
sulting Aschbacher-Seitz [2] again that L,(2) is the only possible linear section 
in an involution centralizer in any of our groups F*(M). (In the second case 
with L,(2), we must remark also that our group e of order 2s is characteristic 
in the centralizer of an involution of “rank 3,” so we get a = E rather than 
R/N s L,(2)). Thus (2.1) is proved. In fact, it is not difficult to check that 
(2.l)(ii) does arise for the matrix groups R’s U,(2), L,(2), sZf,(2). 
Notation. From now on, f will denote an involution of the characteristic 
type (2.1)(i). We also write m for dim(a) in each case. 
Unfortunately, the advantage we had in (2.1) over the analogous work in 0 
does not extend to further work. The main problem is that the representation 
of JZ’ on & is not so “natural” in the present case. However, this analysis 
can be carried out in a straightforward (if tedious) manner by the elementary 
theory of Chevalley groups, as in Carter [3]. In view of O(1.7) we are interested 
in irreducible representations over GF(2), so we can refer to the work of Richen 
[II]. Furthermore, our representations will also satisfy the special hypotheses 
of Cooperstein-Mason [4]. 
Notation. We introduce conventions for dealing with parabolic subgroups 
of a Chevalley group over GF(2). It differs slightly from that of [3]. If S is a 
subset of the fundamental system IT with positive roots a*, then the corre- 
sponding parabolic P, has Levi decomposition U, . L, where: 
Us = (x,(l): a: E @+, a involves a root of S) 
L, = (X,(l), x-,(l): @J E17 - S). 
For dealing with twisted groups like U,(2) and 2E,(2), defined by means of 
a graph automorphism 6 of order 2 for a group over GF(4), it is convenient 
to use (as in [4]) the same diagram as the underlying untwisted group- 
provided we look only at S-invariant sets S; and when 01 # &, we replace 
the group (x,(l)> by (X,(U) ~&a~): a E GF(4)). (The convention of Aschbacher- 
Seitz [2] is to work instead with the Weyl group defined by the BN-pair of 
the twisted group). 
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Thus, for example, we look at the groups in the conclusion of Theorem A, 
and adopt the numbering of root systems: 
4 6 4 
1 2 3 5 6 
.- .- .-.-. 
! 
4 
1 2 3 5 6 
.- .- .-.-. 
I 
1 2 3 4 6 7 
.-.-.-.- .-. 
I 
1 2 3 4 5 7 8 
Then the centralizer of a 2-centralizer involution (which is of course just 
our group M) is the maximal parabolic defined by the set 
I= (41 (41 (71 (11 (rev.). 
For further work with our quotients M’, we adopt numbering as in [4]: 
.-.- .-.-. 
.- .- .-. -. 
1 2 3 4 5 
.- --.(-5 
1 2 3 4’06 
1 2 3 4 6 7 
.-.- .-.- 
! ‘-• 
5 
Now we can describe the representation of E!’ on &. 
(2.2) (i) a” is a weight vector for iiZ’ on &. 
106 STEPHEN D. SMITH 
(ii) Cw(G) = NW(~) is the maximal parabolic PA for: 
A = (3) (3) (61 01 (rev.>. 
(iii) We have E E U, and Nm(L)/L ’ is isomorphic to the Levi factor LA , 
of type: 
W) -h(2) x W) Ld2) -%w (resp.). 
Proof. For convenience, we drop the subscript M’ in expressions like 
Ca(d), and simply write C(Z). (We will always write CM(Z) if we want to 
specify all of JZ). 
To prove (i), we notice for i as in (2.1)(i) that m < C(Z), and also that 
C,,,,,(a) is the maximal parabolic 2m-2Q&,(2) of R/N g Grmf(2); in the third 
case, we must recall that the extra quotient S, also centralizes a”. We see that 
since i is 2-central, we have [ %? I2 = j C(i)j2 = / C(i) n C(c)12 . Thus a 
Sylow 2-group of m lies in C(d), and so C(a) is a parabolic subgroup, as desired. 
To determine which parabolic, we now note that our representations satisfy 
the condition (S.C.) of Cooperstein-Mason [4]. For we showed for i in (2.1)(i) 
that m = dim(p) = m(&/C&i)) where: 
m=6 6 8 12 (rev.) 
and the 2-rank of F*(a) is in fact given by the rank of & namely: 
9 9 15 27. 
Now by the determination in [4], we must have C(Z) = PA for A as in (ii). 
In case of Q(2), the two possible representations for A = (5) or {6> are con- 
jugate in Aut(Qz2(2)); we choose notation so that A = {6>. This is for con- 
0 
sistency with the situation in E7 . Here for J defined by 000001, we get z from 
2 
123432; and the Levi complement L, z J?r2 has weight vector 1232431, fixed by 
the parabolic defined by 000&O. Part (iii) is now immediate, and (2.2) is proved. 
Now we have the representation of ?E’ on & that appears in the involution 
centralizer of the corresponding group in the conclusion of Theorem A. To 
obtain further information, we could work with the root system of the larger 
group. However, this is unduly complicated, and we will derive further informa- 
tion by considering the smaller group R’. To do this, it will be useful to list 
first some technical information on the permutation representations of BY’ 
on iM and La. 
Notation. To encode the facts about im in an economical way, we define 
certain subsets of a fundamental system 17: 
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B= (12 51 UT 51 (21 (71 
C = B with: - m (31 (6) 
D,=B with: 1294: {2,4) (41 (21 
(rev) 
D,=B with: - - Ul - 
With A as in (2.2), set E = A u B and F = A u D, . Now we can state: 
(2.3) (i) f’cp is a class of (3, 4}+-transpositions (for U,(2), 3-transpositions). 
(ii) C(i) is the parabolic PB . In particular, Ng U, and R/N E E(L,). 
(iii) Sub-stabilizers C(i, a) for ii E ffl - {i} are described by: 
(a) Ifj&[ =3thenC(f,ti)cL,. 
(b) If UE m, then CR(%) is maximal in N, and it is complemented 
in C(t, G) by a group PC. (In case of @s(2), add an involution outside R/N). 
(c) If 1 iti j = 4, then O,(C(i, u)) is extra-special of width n - 1, 
and it is complemented by a group gL, . 
(d) If ~ZE C(t) - fl then C&t) has the order: 
27 27 (215 or 2g) 225 (rev.), 
and is complemented by a group LD1 (or LDz , in the third case). 
Proof. Parts (i) and (ii) are well-known. We given an outline of the 
straightforward verification of (iii). We will let 01 be the highest root in our 
standard root system, namely: 
cy. = 11111 11111 1222; 123g32 (resp.). 
Thus we can let t be x,(l). In case 1 G 1 = 3, we can take u to be x-,(l). It 
follows that only the x&a(l) for p E 17 - B centralize t and ii. For the case 
ii E m, we may take zz = xB( 1) where: 
/3 = (not applicable) 01111 1112; 1234221. 
Then of the roots y E L’ - B, only for y E C does x-,(l) fail to commute with 
zi = x,(l); so a natural subgroup PC of LB centralizes f and K In case 1 %i 1 = 4, 
we take P = x,(l) and t = x,-,(l); h ere only L, centralizes t, @. For the case 
UE C(t) - fl, ri may define a 2-central coset of E(C(i)/m); we may choose 
ii = x,(l) where: 
/3 = 01110 01110 0012; 122ho. 
481/62/1-S 
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Then statements about LD1 follow; and assertions about CR(t) can be checked 
in various sources [I, 5, 14, 41 (resp.). In the third case with ?i!? = G&(2), 
we also get the possibility E centralizes E(C(i)/?V). Here we may take n = x0(l) 
for 6 = 1000~; we get LD2 immediately, and CR(U) as in 0. We remark that 
there are two suborbits of type ti E m and two of type j & 1 = 4 for L,(2). 
One checks finally that suborbit sizes add up to / tfl I, to prove (2.3). 
(2.4) (i) m’ acts with rank 4 on ,?“-equivalently, on p = a=. 
I-- 
(ii) a” E ao r\ Qa r\ Q C ,sc n M, n Q C ao n Q; and sub-orbits are given 
by deleting from each set the subset to its left. 
(iii) Sub-orbits on La are represented by &, with 6 in the corresponding 
sub-orbit. We have z n .& of type: 
e (0 p-2 trivial. 
(iv) Sub-stabilizers are provided by groups of type: 
PA U,*L, PF LA. 
Proof. Recall that fl = G by 0(1.10)(c); clearly C(a) stabilizes the 
series in (ii). We outline, as above, the verification of (iii) and (iv). We described 
N(f;) = PA in (2.2). The opposite unipotent group UP, will be a conjugate 
L, of L intersecting it trivially, with N(L, Lb) = L, ; it is represented by 
&~MJ. F or other sub-orbits, we consider t‘ as in (2.1)(i), with 
associated m-dimensional orthogonal space 7 = [&, 61. If we take 6 E 7 - a”l 
/ 
(thus d E Q n (M, - QJ) then by T(6.5) we have E, nz, = (f); so that 
N(La ,E,) < C(t). In (2.1) we saw that N(z) n C(t) has the form U, . L, 
(here LE = L, n LB). If we take instead 6~ ii1 (so b” E Qx) we find 
Ea n Lb = Z(U,) or order 2n, where U,/Z( U,) has rank 2(n - m), and 
A+?, , Lb) is the full parabolic P, . We remark that involutions of type (2.l)(ii) 
can be found as nonsingular vectors of Z(U,), which is a natural orthogonal 
space for E(L,). Now sub-orbit lengths add up to 1 zm I, and the remaining 
assertions of (i) and (ii) follow. 
Remark. It is interesting to note that in each of the four cases, the Levi 
factors LE and L, have the same structure, namely: 
K(2) 524+m & x Q,+(2) -Qrow (rev.) 
The result (2.4)(ii) will play the same role for us as O(2.5); that is, it locates 
for us the conjugates of z in Q. A complete determination of classes in Q as 
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in O(2.6) would require computation of the other orbits of m on &. It will 
be sufficient for our purposes to describe just one more involution class, 
represented by the non-singular vectors of p. (By T(6.7) they are not fused 
in M to singular vectors: that is, to 2). 
Notation. Let N = {non-singular vectors of a}. 
(2.5) Then N(N) = C(t) and m is a T.I. set in M. Thus for b E 16’ we have 
C(6) < C(f). 
Proof. Clearly C(t) < N(m). Conversely, we see at least that N(n) normal- 
izes V = [Q, t] and Co(V). However, we remarked that a pre-image 1,’ of P 
is elementary, so that t has type a,, - on Q. With t in Suzuki normal form, as 
in Aschbacher-Seitz [2, (4.5)], we see that N(m) < C(t). - 
To check if N is a T.I. set, we ask if g E P n vu for some u E tM - {t}. 
Certainly then p # VU: for the parabolic C(t) is P, , with N(p) = C(i), and 
(f) = Z(C(i)). 
We need only consider the possibilities of (2.2)(iii). I f  1 &j = 3, we find 
that C,(Z) and Co(-) ( u eat o rank 2n - m) intersect at Co(%) of rank 2(n - m), h f  
so that p n 8, = 1, If  E E m or ) r% ) = 4, we see the Levi factor L, is the 
stabilizer of a maximal totally singular subspace of P (of dimension Qm), so 
P n VU can contain no non-singular vector b”. Similarly, when u E C(i) - X 
and v  defines a coset in E(C(t)/p), it acts as an element of type a2 on 17; Indeed, 
it has commutators of rank 2, m - 2,2 on the series Q/Co(V), Co(V)/V, P; 
so we see PnVu = Pn[&,-] u is a totally singular plane. Finally, in the 
third case, we might have c centralizing E(C(t)/m); but here irreducibility 
of a complement L, 2 on r forces P n pVL = 1. This completes the proof 
of (2.5). 
To complete this section, we will show that the extension of M over Q splits. 
This will establish that our group M’ is isomorphic to the involution centralizer 
in the group of the conclusion of Theorem A. (This requires choice of notation 
for 52&(2) as in (2.2).) W e remark that the proof given here is Lie-theoretic, 
and may in fact be adapted for the other cases of Chevalley groups over GF(2), 
where a subgroup like &? is obtained in reality from a Levi factor L, . (In dealing 
with the orthogonal groups of 0, we were able to take advantage of a shortcut 
in view of the fact that O(m) was non-trivial.) By contrast one may look at 
the failure of this proof in those sporadic cases where the extension is non- 
splitting. 
(2.6) &P splits over Q. 
Proof. We may approach this by considering an element 8 of M of order 3, 
such that 0 is a product of 2-central involutions t and u of M. Existing theory 
will allow us to go from C,(e) to C,(0): 
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(2.6.1) F*(C,(B)) G (0) x N where Nr Z’. 
Proof. Let asterisks denote images in the quotient C* = C,(19)/<0), and 
let MO = M n C(e) with QB = Co(e). We discussed C,(t) earlier, noticing 
that QB = C&t) n C,(u), so that Qe is extra-special of +-type and width 
n - m, that is: 
4 4 8 16 (resp.). 
We also determined 171, in (2.3)(iii)(a) to be the Levi factor LB that appears in 
C%(r), namely: 
U,(2) -h(2) s3 x 528+M 52,+,@). 
Now since Q$ = F*(M,*), we will wish to apply the F*-extraspecial theory 
in C*, with respect to the involution z*. 
We claim first that Z* $ Z*(C*). For choosing a E zG n Q - {z} and recalling 
structure of C(n) = N(L), we see we can choose t, J to be in a Levi complement 
L,, to L in C(Lz); in particular, we have t, u $ Qa . Since t already has commutator 
of rank m with Qa n M, we see t must also define a 2-central involution 
E(M,/Q,). Thus 0 plays the same role for a as for Z. Furthermore z N za 
in Qa n C(0), so we must have x* $Z*(C*). We can then obtain Z*(C*) = 1 
as in O(1.4). It follows by action of Mz that Q$ < F*(C*); and as in O(1.8) 
that <~*~*j = F*(C*) is simple. Now by the results of F. Smith/Aschbacher 
[I, 121 and Dempwolff-S. K. Wong [5], with T and 0, we conclude in the 
first three cases that F*(C*) g F*(B). W e assume the characterization of 
E,(2) in the third case of Theorem A, to obtain the present result in the fourth 
case (which is aiming at E,(2)). Then (2.6.1) follows by consideration of 
automorphisms and Schur multipliers [6]. 
Now certainly z is a 2-central involution of C(0). In particular we may con- 
sider elements of ~9s) n MB . Among these conjugates are elements t’ such 
that i’ is 2-central in M, and Z? inverts 3-elements 8’, just as t‘ does 8. We con- 
clude z has a G-conjugate Z’ inverting 0, and so normalizing E(C(B)). We 
claim it must centralize E(C(B)). For in the fourth case, E,(2) has no outer 
automorphism. In the other cases, we note if LY is an outer automorphism of ii? 
centralizing t, then the centralizer in (a) m’ of i has form: 
2l+* Aut( U,(2)) 2lf8 Aut(L,(2)) 2i+=(sa x o,+(2)). 
But in our case we see that an involution like Z’ inverting 0 in fact centralizes 
the corresponding quotients U,(2), L,(2), Q,+(2). Thus we conclude a con- 
jugate Z’ of z inverting 0 must centralize E(C(0)) z F*(m). This establishes 
a suitable complement for splitting of the extension, so (2.6) is proved. 
Notation. Now we see that M’ has the structure of P1 = lJ,L, with subset I 
GROUPS OF TYPE E 111 
as defined earlier (a subset of a fundamental system for the group of the con- 
clusion of Theorem A). Here Q g U, , and we henceforth write L, for some 
complement to Q in M’. 
3. FUSION OF z IN M 
As in the case of the orthogonal groups in 0, we now let x be an element 
of zG n (M - Q). We study action of x on &, with special attention to the 
subgroup Q n Qz . Eventually we find some element a of zo n (Q n Qr), and 
then we use the work of Section 2 to show that f  is a i of the characteristic 
type described in (2.1)(i) for L;, = Qa n M; indeed we get G = pX. 
The work is rather easier than in the orthogonal case: for one thing, there 
are here only a few involution classes in the groups m. As in 0, we are carrying 
along with us (in the first two cases) the possibility that M’ = Q . L, < M. 
We show first that this possible extra involution does not produce any extra 
undesirable fusion. 
(3.1) zG n MC M’. 
Proof. Suppose false. Then in (2.6.1) we obtain in fact C(0) = (0) x 
Aut(L,). And for x E zG n ((Aut(L,) - L,) we find 0 to be a product of central 
involutions of MS/Q%, and then C(X) n C(0) does not have the structure 
we determined for MO in (2.6.1); a contradiction, establishing (3.1). 
For further work, we recall some further notation from [14, Sec. 11: Set 
J = C,,,,,(X), so that i[Q, X] : J j < 2; let K, = Coz(z) and K, = Co(x). 
We produce first a series of technical results. 
(3.2) Jn Qz # 1. 
Proof. Suppose we had J n Qz = 1. Since 1 Q n 8% : J n Qr 1 < 2 (see 
Sect. 1 of 0) we may assume further that m(Q n Qz) < 1. From O(1.14) 
we get \[K, , &]I < 2 so that 1 K, : CKE(Kz)J < 2. Arguing as in 0(1.15), 
we see CKz(K,) is elementary, of rank at least n - 1 (since K, must contain 
an elementary group of rank at least rz). This condition, with 1 K, : CKz(KJ < 2, 
forces x to have type a, or c, or an-a (with x - xz) on &. In these cases, the 
assumption J n Qz = 1 would (as in 0( 1.15)) force C~z(~z) to be elementary 
of rank n; and this exceeds the 2-rank of M, a contradiction. (In case of E,(2), 
an upper bound of 71 = 32 for the 2-rank is given in [4]; in this case, we may 
also note as in 0( 1.15) that CR,(Z?~) a C(t), whereas in our group we have 
O,(C(?8)) elementary of rank 27 for such an x). This proves (3.2). 
We may extend this result to: 
(3.3) zc n Q n Q+ f  4. In particular, x EL, for some 2 as in Section 2. 
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Proof. By O(1.16) we have (Jn Q,J* Z ao u (XX)“. Thus if x wG XZ, 
there is nothing to prove, in view of (3.2). So we may assume x +o XZ, and 
we may apply T(3.2) to obtain 1 Cm(%) : C,,,&)I < 2; indeed with x +, XZ, 
we may improve this to CM(X) = C,(x). This matters, since elements cen- 
tralizing x but not x might not normalize K. Also from x + xz we get 
Q n Qz G J = [Q, 4. 
Now we let P # 1 be a minimal C,,(x)-submodule of & contained in 
Q n Qx . In view of O(1.6) we assume by way of contradiction that P meets 
only one class, not ,sG. If  now t is 2-central in M and centralizes X, but [p, t] # 1, 
then this class can only be the non-singular class of P = [&, t]: However, 
we must have O,(C,(x)) < C(P) by minimality, and then &(C,$x)) < C(t) 
by (2.5). Since O,(C,(x)) = F*(C,(x)), this forces t E O,(C,,(x)) < C(P), 
contradicting our assumption. 
Thus if we set T = (ig n CM(x)), we may assume T < C(p). And this 
sweeping statement will lead to a contradiction. (In most cases T = C(X)). 
Indeed the cases with x EL as in Section 2 are easily cleared away: for by 
0(1.10)(a) we have C,-(z) = (ii), f  arcing P = (Z), as desired for (3.3). So 
we may assume x $ z, for any d, leaving only a few cases to consider: the classes 
ca , c, , cg in L’&(2), and those denoted a, v  in Aschbacher-Seitz [2, (16.20)]. 
We can rule out these cases without actually digging into the representation 
of M’ on Q. The classes cs , c, , cs may be represented by commuting involutions 
conjugate to t, using the symbols /3y, /3yS, &S E respectively; where the Greek 
letters are root involutions corresponding to roots of the same names: 
ff3 =oooo:, y = 0000; 6 = 0010; E = 1000;. 
Furthermore, each of the subgroups S’s generated by roots fc for 5 E {/3, y, 6, c} 
commutes with the subgroup Ss given by &ar where ti is the standard highest 
root: 
01 = 1222; . 
Thus if we take I = x,(l) and n = x-,(l), then as in (2.6.1) Co(t) is a 16- 
dimensional subspace acted on by a group Sa x L’,+(2) containing the root 
subgroups for /3, y, 6, E (and thus f  itself). In particular (as in O(2.3)) the Ss 
defined by +c is fixed-point-free on Co(%). All these involutions lie in the 
group T for f,  so we get C,(T) = P, a contradiction. For the two possible 
classes of E,(2), a similar argument will work. We may represent the classes 
by the symbols of Aschbacher-Seitz [2, (16.1)] and Table 3: their z is given 
by y&, and v  by ye++, where: 
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y = 012321 6 = 122221 E = 112321 
2 1 1 
e = 122210 
1 + = Y1 + = l12Y 
For use with E = y&we consider also the root: 
For each class, we now have four mutually commuting groups S, generated 
by conjugates of t in C,(X) and they also all centralize the standard 2-central 
involution f defined by ~~(1) for: 
01 = 123432 
2 
(Though they need not centralize x-,(l)). If (%, a) is one of these subgroups 
of type S, , we see as in (2.6.1) that C&z%) has dimension 32 and is acted on 
by a group L&(2). W e can even take our 3 remaining Sa’s in a complement 
to the extra-special normal 2-subgroup of C(i) n C(ZZ), of structure S’s x 
L&+(2). It is easy to see (arguing as in (2.6.1)) that any such product of three 
commuting S3’s generated by conjugates of t‘ must be fixed-point free on 
Co(~ti), so that C&T) = 1, a contradiction as before. And now (3.3) is 
established. 
We now obtain the determination of .zG n (M - Q): 
(3.4) (a) xz is in the class of (2.5). In particular, x +o XZ. 
(b) z is 2-central in R. If f = 7 for y 2-central in L, , we have zG n 
yQ = yQ. Furthermore z = [Q, R]. 
Proof. By (3.3) we may find w E zG n Qz n Q; so x, x E Qv by 0(1.6)(a). 
For notational convenience, we use names z, X, v for a, b, a, so that a, b E Q2. . 
Since b” E Ga , and G# E, we can assume by (2.4)(ii) that 
c?, 6 E Pr for suitable t EL, of 2-central type. Then by T(4.5), b” # Qa implies 
6 6 dl. But then the vector 26 is non-singular, so 6 + 26. In original names, 
we have xz in the class of (2.5) and x + XZ, which is (a). 
Continuing with names a”, b”, we have dim v > 2, so that with T(4.5) 
(Z, b)l = .Qa n QZb n J meets both classes of [Q, f]. Thus if we choose 
c” G ,zc n & (corresponding to w) then in original names we get f EL, n &,, 
where z% E E. By (2.4)(ii), (E, n &,,)# is a single involution of 2-central 
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type. So P is 2-central. Now E > [&, Z] by action of C,(X) and equality 
follows in view of O(1.13). 
Now in the construction of the complement L, in (2.6), if we consider the 
part of zG n Q)a n M falling outside Q, we see we may choose L, so as to contain 
a 2-central involution of L, , and so a conjugate of a. So let f f  = y  with y  E 
XGr-lL,, say x = yq for suitable q E Q. Since yq is an involution, we must 
have q E C,(y); and y  + yx as in (a) forces q7 = q for all r E Co(y). Now 
Z(Co(y)) = [Q, y]. Since y  + yx, we get zG n yQ = yo. Now (3.3) is proved. 
The fusion pattern of zG n M’ is now seen to be that of the involution 
centralizer of the group in the conclusion of the Main Theorem. In particular, 
we remark: 
(3.5) zG n M is a set of {3,4}+-transpositions. 
4. (3, ‘t}+-@hANSPOSITIONS 
Just as in [15] we are able to establish part of the hypothesis for {3,4}+- 
transpositions with relative ease: 
(4.1) Let X, y  E zG with 4 1 j xy j. Then 1 xy 1 = 4 with a = (xy)s E zo. 
Furthermore, (a} = zG n Qz n Qy . 
Proof. We make suitable adjustments to the argument for O(4.1): so that 
if D, = (x, w) is a subgroup of order 8 of (x, y), with a = (mu)2 the central 
involution of (x, y) assumed to be outside zG, we see that w interchanges 
the involutions x and xa of D, . Since w E zG n (M - Q), E is 2-central in B 
by (3.4). Now a” E pw = [&, w’] b u not conjugate to x forces Z to be of type t 
(2.5). As in (3.4) we use (2.4)(ii) to find Z with f,  ffa” E 8; and xa EM, - Qz 
means (2, Zc?) is a hyperbolic plane in 7. Also, as 8~ C(a) we see by (2.5) 
that EE C(I). However, the 2-central involutions of &? lying in C(t‘) - N 
are of type a2 and so have 2-dimensional totally singular commutator with p, 
and a” E [P, a] is non-singular, a contradiction. This establishes a E zG. Now 
with x, y  E zG n M, , we see by (3.5) that ) xy / = 4 exactly. Note then for 
any b E zG n Qz n Qy that x, y  E Qb so (~y)~ = 6. This forces zo n Qz n 
Qy = {a}. So (4.1) is proved. 
As in 0, it is convenient to introduce the usual graph on zo: we write x&y 
to indicate x, y  E zo and x E My. We may partition this relation, writing x.9~ 
if 2: E Q, and xay otherwise. We let ,R;t, be the connected component of z, 
and show that the diameter of &, is 2. 
(4.2) If  x, y  E Mz then there is w E dz with xdw&!y. 
Proof. This will follow immediately from a length-reducing lemma: 
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(4.2.1) Suppose x&.zJZz~dy for x, y, z, w E dz . Then we may find 
v E dlz with x.&&My. 
Proof. We may adopt the argument used for the case n = 4- in 0(4.2.1), 
which will be easier now because we have (2.6.1) already available. 
Notice we may replace the situation (x, y, x, w) by a conjugate (x’, y’, z’, w’) 
so long as we end up with x’, y’ E M,, . Also by (3.5) we see we need only 
consider the cases 1 xw ] = 1, 2, 3 or 4; and similarly for 1 yz I. In fact, as in 0, 
we can assume 1 xw 1 = 1 yz 1 = 3. 
Recall now the notation of Section 2: LB for a Levi complement in CM(Z). 
We observe that Mi n ML has the structure 2rfen-* * 21+2(n-m)LB ; and each of 
M, n (ML n Mb) and M, n (Mi n ML) has the structure 2r+2(n-na)Ls . (We 
made such calculations for (2.3)(G)(a).) Now let Y = M, n (Mi n ML) and 
X = M, n X. Since Y and the similar group M, n (Mi n Mk) both have 
index 21+2n-m in Mi n ML , we see by the usual product-of-subgroups formula 
that their intersection X must satisfy: 
(4.2.2) ) Y : X / < 21+2n-. 
In further examination, we recall by (3.4) that E = [&, GJ, so that 
Mi n Mb is the group Qzo n Q of rank m, extended by a product of two non- 
intersecting extra-special groups of width n - m, and then by LB . Since M, 
and M, meet only these extra-special groups in the normal 2-subgroup, we 
see that [ O,(Y) : O,(Y) n X 1 3 2 1+2(n-m). Now we can look at the image of 
the intersection X modulo Q inside P z LB . In view of (4.2.2) we must have: 
(4.2.3) 1 B: x 1 < 2”. 
Now our remaining argument will proceed as in the case n = 4- of O(4.2.1). 
We wish to establish: 
(4.2.4) X contains a 3-element 0 of the type (2.6.1). 
Proof. We need only show X contains a product of two involutions of F, 
of the 2-central class of m, which generate a subgroup S, . So suppose first 
X contains some such involution t. We assume by way of contradiction that 
X contains no suitable 8; and since i* is a class of {3,4)+-transpositions in m, 
this means I[t, till = 1, 2, or 4 for all 3 E t -x. By the well-known theorem of 
Baer, this forces P < O,(X). In particular, X lies in a parabolic subgroup 
of PELB. Investigation of maximal parabolics with continued reference to 
P < O,(X) shows X must lie in a Sylow group of y, contradicting (4.2.3). 
So we may now assume X contains no i 2-central in i@. Let z be a Sylow 
2-group of 1, contained in a Sylow group m of E(P) e Gm*(2) with extra- 
special normal subgroup v of width m - 4 and center (i). To guarantee 
i I$ X we must have X n r elementary of rank at most m - 4, so that ) 7 : X I2 > 
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2+3. Thus from (4.2.3) we get 1 P: x 12t < 8. Now in the second case with 
F g A-&“(2) E A, ) we can actually achieve 1 P : x I2 = 23 for 1~ A, ; 
but then 1 P : X 12, < 8 forces x g A, , which does contain suitable 3-elements 
0. In the other cases, we can construct obvious elementary 3-subgroups of H 
of rank $n from suitable 3-elements 0, such that any hyperplane must also 
contain such 3-elements. This forces 1 L : 1 I3 > 32, a contradiction. So 
(4.2.4) is proved. 
Now for 0 chosen as in (4.2.4), we get z and w in the 2-central class of LJ = 
E(C(8)) by (2.6.1); and also x and y, since they are conjugate to z and w in 
(x, x) and (y, w). Since the graph on the 2-central involutions of this group 
has diameter 2, we obtain (4.2.1) and then (4.2). 
To make (4.2) useful we need: 
(4.3) d5Yz = ZG. 
Proof. We may argue just as in O(5.3) that if N = N(A,) < G then by 
induction F*(N) is the group of the conclusion of the Main Theorem, and 
the conjugates of JJ%‘~ = zG n N form a system of imprimitivity for G in which 
elements of the class zG fix a unique block. The theorem of F. Smith/D. Holt 
[7, 131 asserts that F*(G) is a Bender group or an alternating group. However 
no such group has one of our groups M as involution centralizer. So the graph 
on zc must be connected. 
Now we obtain easily: 
(4.4) zG is a class of {3,4}+-transpositions. 
Proof. For x, y  E zc we apply (4.2)/(4.3) to find v  E M, n M, , so x, y E M,, . 
Then the assertion follows by use of (3.5). 
And finally we obtain the Main Theorem. 
(4.5) F*(G) is isomorphic to: 
2-%(2) -%c4 -w) J%(2) (resp.). 
Proof. In [16], Timmesfeld classifies groups generated by a class of {3,4}+- 
transpositions. Inspection of the list and the corresponding involution centralizers 
eliminates all but the desired group in each case. 
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