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Introduction
Probabilistic computational classes have received a lot of attention in recent years. The class PP was introduced by Gill [10] and independently by Simon [17] . There have been many papers about closure properties of PP. Russo [15] proved that PP is closed under symmetric difference. Beigel, Hemachandra and Wechsung [5] proved that PP is closed under polynomial-time parity reductions. Beigel, Reingold and Spielman [6] proved that PP is closed under P log n-T -reductions. Fortnow and Reingold [9] proved that PP is closed under P ttreductions and even under bounded-rounds-truthtable reductions. PP plays a very important role in complexity theory. It is closely related to the polynomial-time hierarchy. Toda [18] showed that PH P PP .
PL was introduced by Gill [10] as the logarithmic analogue of PP. PL was studied in [16, 7, 12, 1, 14] . Allender and Ogihara [1] proved that PL is closed under logspace conjunctive reductions and under logspace disjunctive reductions. Ogihara [14] then proved that PL is closed under probabilistic logspace-Turing reductions and even under AC 0 reductions.
In this paper we prove even stronger closure properties for PP and PL, namely, both classes are closed under NC 1 reductions as defined by Wilson [19] . Boolean-formula (BF) reductions are next in strength after NC 1 reductions and it is known, for example, that NC NP 1 = BF NP [11] , so we ask whether PP and PL are closed under Booleanformula reductions.
However, it appears that BF PP is too large to be equal to PP, because of the following lower bound which we prove: P PP log 2 n= log log n-T BF PP : Therefore, Beigel's oracle A from [3] , which makes P NP A log n log log n-T 6 PP A , also makes BF PP A 6 PP A :
Thus the answer to whether PP is closed under Boolean formula reductions will require nonrelativizing techniques. While we are unable to determine whether BF PP PP, we do prove a slightly weaker upper bound on BF PP :
BF PP PrTIME(n O(log n) ):
Finally, we construct an oracle A relative to which our lower bound on BF PP is nearly optimal:
(log 2 n)(loglog n)-T 6 BF PP :
We derive similar results for BF PL .
Definitions
Wilson [19] defined oracle circuits as follows.
Definition 1.
Let A be a language. An A-gate is a k-input, one-output gate which, on an input x of length k, will produce the value 1 on its output edge if and only if x 2 A. The contribution of this gate to the W-depth of the path on which it lies is blog 2 kc. The size of an oracle circuit is the number of edges in the circuit. For a language A, an A-circuit (formula) is a circuit (formula) with :, OR, AND, and A-gates. Furthermore it also has two special input bits that are fixed to be 0 and 1. We use the function fan-in(g; C) to represent the fan-in of g in circuit C. children(g; C) is a sequence of all gates whose outputs are the inputs of g in circuit C. child(g; i; C) is the i-th element in children(g; C). If C is fixed we use fan-in(g), children(g) and child(g; i) for simplicity. Define g(x) is the function with value as the output of g when the input of C is x.
Definition 2. Let C be an A-circuit and g be a gate in C.
A path in C is a series of gates g 1 ; : : :; g m in C such that g i+1 is an input of g i and g m is an input of C. fan-in(g) is the fan-in of g.
children(g) is the set of all gates whose outputs are the inputs of g. P(g) is the set of all paths from inputs to g in C. B(s; g) = maxf (s; p) : p 2 P(g)g C(s; g) = maxf (s; p) : p 2 P(g)g
where s is a function from N to N and I N (n) = n.
The W-depth of C, denoted by W-depth(C), is
is a path from input to output g:
The depth of a gate g in A-circuit (formula resp.) C is the number of gates in the longest path in C from an input to g.
Definition 3.
Let C be a class of languages. A C-circuit (resp., C-formula) is an A-circuit (resp., A-formula) with A in C. A C-formula is also called a C-tree.
Definition 4.
Let fC n g 1 n=1 be a series of circuits such that C n has n bits of inputs. It is called (s(n); t(n))-uniform if there is a Turing transducer M such that M has space and time bound s(n) and t(n) respectively and C n = M(0 n ). Note:
There are many reasonable ways to encode a circuit a circuit. In this paper, if C n has k gates, including inputs, then it is the k concatenated tuples (g; t; g Σ represents set f0; 1g.
Definition 8.
A P T -reduction from A to B is a polynomial-
Let C be a class of languages and f(n) be a function from N to N. P C f(n)-T is the class of languages A such that for some B in C, A P T B via M and M makes no more than f(n) queries on any input of length n.
The GAP function was introduced by Fenner, Fortnow and Kurtz [8] .
Definition 9.
Let M be a NTM. acc M (x) is the number of accepting paths of M on input x. rej M (x) is the number of rejecting paths of M on input x.
A language L is in PP (resp., PL) if there exists a polynomial time (resp., logspace) NTM M such that
PrTIME(t(n)) (PrSPACE(s(n)); Pr(s(n); t(n)) resp.) is the class of languages L for which there exists a t(n)-time (s(n)-space, s(n)-space and t(n)-time resp.) NTM M satisfying norm(p) = P a1;:::;ak jc a1;:::;ak j.
PP and PL are closed under NC 1 Reductions
In this section we show that PL and PP are closed under NC 1 -reductions. We use the rational function method of [6] . That is, we show how to construct a low-degree rational approximation to any function in NC PP 1 or NC PL 1 . We assume all polynomials in this section are integer coefficients polynomials.
Rational Functions
The following two lemmas can be verified by straightforward simulating the method in [8] . Proof: We will construct a NTM to generate g(x). The method is from [8, 14] . Let M 1 be a (s 1 ; t 1 )-NTM to generate f hi;aii (x). Let M 2 be a (s 2 ; t 2 )-DTM to compute C(y; a 1 : : :a k 
Proof:
Without lose generality, we assume every nondeterministic step of M has two choices. Every computation path of M is considered as a string y in Σ t(n) (Note: y is not a path if a path is a strictly initial segment of y). A string y 2 Σ t(n) is left extension of y 0 if y = y 0 0 m for some m 0. For y 2 Σ t(n) ; a 1 : : :a n 2 Σ n , DTM M (0 n ; hy; a 1 : : :a n i) simulates M on input a 1 : : :a n along a path that is an initial segment of y.
If y is left extension of an accepting path of M on a 1 a n , then M outputs 1. If y is left extension of a rejecting path of M on a 1 a n , then M outputs ?1.
If y is not left extension of any path of M on a 1 a n , then M outputs 0.
Let p n (x 1 ; : : :; x n ) = X y2Σ t(n) ;a1:::an2f0;1g n (x a1 1 x an n )M (0 n ; hy; a 1 : : :a n i):
It is easy to see that p n (x 1 ; : : :; x n ) = GAP(M; x 1 : : :x n )
for all x 1 : : :x n 2 Σ n and p n is (O(s(n)); t(n) O(1) )-tractable by M (0 n ; :).
Lemma 21.
Let polynomial p(n) be (s; t)-implementable, and r(z) be a (s 0 ; t 0 )-generatable rational function. Then p(r(z)) is (s + s 0 + c log t; t c t 0 )-generatable for some constant c.
Proof:
By Definition 12 and the second part of Lemma 18.
The following lemma follows from Lemma 19. fan-in(g)j 5.
Proof: Let B = f0011; 0110; 0101; 100g.
Replace
Replace every AND-gate with inputs y 1 y 2 by A 0 -gate with inputs 100y 1 y 2 .
Replace OR-gate with inputs y 1 y 2 by A 0 -gate with inputs 101y 1 y 2 .
Replace :-gate with inputs y 1 by A 0 -gate with inputs 110y 1 .
Lemma 26. If fC n g 1 i=1 be a (s(n); t(n))-uniform circuit, then for every gate g in C n , fan-in(g; C n ), children(g; C n ) and child(g; i; C n ) are computable in space O(s(n)) and time t(n) O(1) .
By the Definition 26, if C n has k gates, including inputs, then it is the k concatenated tuples (g; t 0 ; g 1 ; : : :; g m ),where gate number g is of type t 0 and inputs from g 1 ; : : :; g m . It is easy to see that fan-in(g; C n ), children(g; C n ) and child(g; i; C n ) are computable in space O(r(n)) and time t(n) O(1) .
Lemma 27. Let A 2 Pr(S(n); T(n)) and fC n g 1 n=1
There is a uniform family of (S ; T )-generatable rational functions fr hg;ni (x)g g is a gate in C n and 1 n such that g(x) is If g is a depth-0 gate x i (input bit) in C n , let r hg;ni (x) = x i . Assume g is a depth-d gate in C n whose inputs are g 1 (x); : : :; g k (x), where each g i has depth no more than d ? It is easy to check the uniformity of fr hg;ni (x)g g is a gate in C n and 1 n from the uniformity of fH m g 1 m=1 ; fQ m g 1 m=1 ; fC n g 1 n=1 and fp m g 1 m=1 .
Theorem 28. NC PP k PrTIME(2 O(log k n) ).
Let B 2 NC k A for some language A 2 PP witnessed by a polynomial-time NTM M. Let fC n g 1 n=1 be a P-uniform family of A-circuits witnessing that B 2 NC A k . Let g n be the output gate of the circuit C n . By Lemma 27, we have a uniform family of 2 O(log k n) -time generatable rational functions fr hg;ni (x)g g is a gate in C n and 1 n such that g n (x) is This implies that B 2 PrTIME(2 O(log k n) ) as in [6] . 
n)).
Proof: This is the same as the preceding proof, except that r hgn;ni is (O(log k n))-space generatable.
Corollary 32. PL is closed under NC 1 -reductions.

Theorem 33. Let C be a class of languages. If
NC C 1 = AC C 0 , then NC C k+1 = AC C k for all k 0.
Proof:
Divide the NC k+1 circuits into (log n) k slices of depth log n. Convert each slice to a collection of AC 0 circuit. 
Boolean Formula Reductions to PP
In this section we will show that relativizable methods cannot determine whether PP is closed under BF-reductions. It is still open whether PL is closed under BF-reductions relative to all oracles. 
Proof:
Let L 2 P K f(n) log n-T via a polynomial time DTM M, where K is in PP. For each input length n, we construct a PP-tree that simulates the computation of M K on inputs of length n. Fix n. Let q 1 ; : : :; q f(n) log n be M's queries. For each q i , we will construct a PP-tree that outputs the answer of q i . Let x 1 : : :x n be an input of length n. Let A be the set of all hx 1 : : :x n ; b 1 ; ; b r ; ji such that r+1 j r+log n and, q j gets answer 1 assuming q i gets answer b i for 1 i r.
Since PP is closed under P log n?T reductions, we have A is in PP. Partition q 1 ; : : :; q f(n) log n into f(n) parts of size log n each: Q 1 ; : : :; Q f(n) , where Q h = fq (h?1) log n+1 ; : : : ; q h log n g.
For each q i in Q 1 , we construct a A-treeof depth 1 for it. Suppose we have construct A-tree T i for each q i in Q 1 : : : Q h?1 .
Let q j 2 Q h . The tree T j for q j is built as follows: The top gate of tree T j is a A-gate and its input is hx 1 : : :; x n ; T 1 (x); ; T (h?1) log n (x); ji.
We can make T j output the answer of q j .
Let's evaluate the size of the tree. Let v t = maxfjT i j : q i 2 Q t g, where jT i j is the size of T i .
v t (log n)v 1 + : : : + (log n)v t?1 = (log n)(v 1 + : : : + v t?1 ) (log n)(t ? 1)v t?1 (log n) t?1 (t ? 1)! ((log n)(t ? 1)) t?1 :
Since t f(n) = O(log n= log log n), we have v t = n O(1) . 
Proof:
The proof is similar to that of Theorem 38. A circuit has the advantage that the output of a gate can be as the inputs of many other gates (a formula does not have this property). Let f(n) = O(log k n). Q i and Aaredefined the same as those in the proof of Theorem 38. We construct a A-circuit such that each gate of it outputs the answer of one of its queries.
Suppose we have constructed a circuit C j?1 for Q 1 ; : : :; Q j?1 . We add log n A-gates to C j?1 to get C j . Each new gate correspond to a query in Q j . The inputs of each new gate is from x and the gates in C j?1 . So, C j has depth one more than C j?1 . It is easy to verify the size and depth of the final circuit.
We can use the decision tree to generalize Theorem 38 and 43.
Definition 44.
A A-decision tree is a binary tree such that each node is a a query to oracle A. The computation of a decision tree starts from the root. Go to the left child from the current node if the answer is yes. Otherwise, go to the right child. Each leaf is either acception or rejection. A computation is an acception if it ends at an accepting leaf. Otherwise, it is a rejection.
A decision tree T is generated by a DTM M on x if M(x; ) is the root of T and M(x; p) is the node corresponding to path p (each node uniquely corresponds to path from the root to it.)
be the class of languages L such that x 2 L iff x is accepted by the A-decision tree of depth no more than d(n) generated by M on x, where M is a polynomial time (resp. log n-space) DTM.
It is easy to see that P-DT
The following theorems can be proven by the similar methods as Theorem 38 and Theorem 43.
Theorem 46. L-DT
Upper bounds for BF PP and BF PL
We prove that in general BF A = BF A (O (log n)).
From this we conclude that BF PP PrTIME(n O(log n) ):
Definition 47.
For a tree T, a subtree of T is a tree T 0 with root a in T and every descendent of a in T is still in T 0 .
If T 0 is a subtree of T, T ? T 0 is a tree from T after removing all nodes in T 0 .
For a tree T, jTj is the number of nodes of T.
For A-tree T and gate g, T g is the subtree of T with root g. T(x) is the output of T when the input is x.
Definition 48.
If a tree is of depth-0 (single node), the skeleton is the node. Suppose we have defined the skeleton for all trees of depth< t. Let T be a depth-t tree. Its output gate is g and g has children g 1 ; g 2 ; : : :; g m . If m = 1, then the skeleton of T is the tree that has g as its root and k(T g1 ) as its subtree. If m 2, suppose jk(T g1 )j jk(T g2 )j : : :jk(T gm )j. k(T) is the tree that has g as root and k(T g1 ) and k(T g2 ) as its two subtrees. Clearly k(T) is a binary tree.
For a binary tree T with jTj 2, a node a of T is called balance node, denoted by bt(T) if it has a subtree T 0 such that both jT ? T 0 j and jT 0 j are at least ii. If fT n g 1 n=1
Proof:
Part i: Let r be the root of tree T. ii. If fT n g 1 n=1 is (r(n); t(n))-uniform then fb(T n )g 1 n=1 is (O(r(n)); t(n) O(1) )-uniform.
Part i: Let c be a constant such that 3+c log( Let T 1 be T ? T g with 1 connected to the wire that is linked to the output of gate g in T.
Now we construct a new tree as follows:
By induction, it is easy to see that b(T)(x) = T(x) for all inputs x. T 0 is T ? T g with 0 connected to the wire that is linked to the output of gate g in T.
T 1 is T ? T g with 1 connected to the wire that is linked to the output of gate g in T . return( (balance ? tree(T 0 )(x)AND (: balance ? tree(T g )(x))) OR (balance ? tree(T 1 )(x)AND balance ? tree(T g )(x)));
end;
Replacing T by T n in the algorithm, it is easy to see the space and time satisfy the requirements of the lemma.
Theorem 51. Let ff n g 1 n=1 be a (r(n); t(n))-uniform family of A-formulas such that f n has size s(n).
Then there is (O(r(n)); t(n) O(1) )-uniform family ff 0 n g 1 n=1 such that f 0 n is equivalent to f n and has size s(n) O(1) and depth O(log s(n)). PrTIME(T (n)) A .
The following lemma is from [2] . cluded in PrTIME A (g(n)), then parity 2 f(n) can be computed by a perceptron having order g(n).
Suppose Parity A 2 f(n) PrTIME(T (n)) A for all oracle A. parity 2 f(n) can be decided by perceptron with order T(n) for some . This contradicts Lemma 60.
By Theorem 59 and Theorem 54, we know our lower bound of Theorem 38 is almost optimal. PrTIME(n O(log n) ) A .
Corollary 64. For every f(n) 6 = O(g(n) log n), for all integer k.
Let fa n g 1 n=1 be the series that a 1 = 1 and a n+1 = 2 2 an . Define f(n) = log k+a n if n = a hk;ii for some k; i 0 otherwise Define f k (n) = f(n) if n = a hk;ii for some i 0 otherwise
For each k, the fa hk;ii g 1 i=1 is used to construct the oracle part with length in this sub-series to guarantee that P PP log k+a n?T 6 PrTIME(2 O(log k n) ):
If for every oracle A, there exists a k such that P PP log k+a n?T PrTIME(2 O(log k n) ). We have parity 2 f k (n) can be decided by a perceptron with order T(n), where T(n) = 2 O(log k n) . This contradicts Lemma 60.
We have similar result for PL. 
