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Cette thèse porte sur les techniques de l’apprentissage machine et leur applica-
tion à un problème important de la physique des particules expérimentale: l’iden-
tification des électrons de signal résultant des collisions proton-proton au Grand
collisionneur de hadrons.
Au chapitre 1, nous fournissons des informations sur le Grand collisionneur de
hadrons et expliquons pourquoi il a été construit. Nous présentons ensuite plus de
détails sur ATLAS, l’un des plus importants détecteurs du Grand collisionneur de
hadrons. Ensuite, nous expliquons en quoi consiste la tâche d’identification des élec-
trons ainsi que l’importance de bien la mener à terme. Enfin, nous présentons des
informations détaillées sur l’ensemble de données que nous utilisons pour résoudre
cette tâche d’identification des électrons.
Au chapitre 2, nous donnons une brève introduction des principes fondamentaux
de l’apprentissage machine. Après avoir défini et introduit les di↵érents types de
tâche d’apprentissage, nous discutons des diverses façons de représenter les données
d’entrée. Ensuite, nous présentons ce qu’il faut apprendre de ces données et com-
ment y parvenir. Enfin, nous examinons les problèmes qui pourraient se présenter
en régime de “sur-apprentissage”.
Au chapitres 3, nous motivons le choix de l’architecture choisie pour résoudre
notre tâche, en particulier pour les sections où des images séquentielles sont utilisées
comme entrées. Nous présentons ensuite les résultats de nos expériences et montrons
que notre modèle fonctionne beaucoup mieux que les algorithmes présentement
utilisés par la collaboration ATLAS. Enfin, nous discutons des futures orientations
afin d’améliorer davantage nos résultats.
Au chapitre 4, nous abordons les deux concepts que sont la généralisation hors
distribution et la planéité de la surface associée à la fonction de coût. Nous préten-
dons que les algorithmes qui font converger la fonction coût vers minimum couvrant
une région large et plate sont également ceux qui o↵rent le plus grand potentiel de
généralisation pour les tâches hors distribution. Nous présentons les résultats de
l’application de ces deux algorithmes à notre ensemble de données et montrons que
cela soutient cette a rmation.
Nous terminons avec nos conclusions.
Mots clés: réseaux de neurones, apprentissage automatique, apprentissage de
représentations profondes, apprentissage supervisé
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Summary
This thesis is about applying the tools of Machine Learning to an important
problem of experimental particle physics: identifying signal electrons after proton-
proton collisions at the Large Hadron Collider.
In Chapters 1, we provide some information about the Large Hadron Collider
and explain why it was built. We give further details about one of the biggest
detectors in the Large Hadron Collider, the ATLAS. Then we define what electron
identification task is, as well as the importance of solving it. Finally, we give de-
tailed information about our dataset that we use to solve the electron identification
task.
In Chapters 2, we give a brief introduction to fundamental principles of machine
learning. Starting with the definition and types of di↵erent learning tasks, we
discuss various ways to represent inputs. Then we present what to learn from the
inputs as well as how to do it. And finally, we look at the problems that would
arise if we “overdo” learning.
In Chapters 3, we motivate the choice of the architecture to solve our task,
especially for the parts that have sequential images as inputs. We then present the
results of our experiments and show that our model performs much better than
the existing algorithms that the ATLAS collaboration currently uses. Finally, we
discuss future directions to further improve our results.
In Chapter 4, we discuss two concepts: out of distribution generalization and
flatness of loss surface. We claim that the algorithms, that brings a model into a
wide flat minimum of its training loss surface, would generalize better for out of
distribution tasks. We give the results of implementing two such algorithms to our
dataset and show that it supports our claim.
Finally, we end with our conclusions.
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1 Electron Identification Task
In this chapter, we will discuss the electron identification (EL-ID) task. After
a brief discussion on the context of our work we will give the motivation behind
solving EL-ID problem. Finally, we will discuss the technical properties of the
dataset that we used.
1.1 The Large Hadron Collider
The Large Hadron Collider (LHC) is the largest machine and the biggest sci-
entific project in the world. It was built between 1998 and 2008, below the surface
at Geneva, close to the French-Swiss border. It is inside a tunnel of circumference
size of approximately 27 km. It is a high energy particle accelerator that can speed
protons up to 3 m/s short of the speed of light. More than ten thousand scientists
from more than a hundred countries are a liated with the LHC.
The motivation behind building the LHC is to study and to understand the
fundamental laws of physics. The laws of physics are di↵erent at di↵erent scales.
We can explain the planetary motions almost perfectly with Newton’s laws, but at
cosmological scales, we need Einstein’s equations. Similarly, at human scales, we
can describe how particles move when a force act upon them with Newton’s force
equations. But at the atomic level, we need quantum mechanics to understand the
interaction between molecules.
Similarly, the laws of physics depend on the scale of energy as well. If we look
at de Broglie’s formula   p = h (h is Planck’s constant), we can see that distance
scale (wavelength)   and energy/momentum scale p are opposite of each other.
Heuristically this would give the following duality: small distances correspond to
large energies, and large distances correspond to small energies. Therefore, to
understand the fundamental laws of physics at all scales, we need to go to higher
1
Figure 1.1 – 3D view of Large Hadron Collider and its four major detectors: ALICE, ATLAS,
CMS and LHCb. (Image by Mouche, Philippe via CERN OPEN Photos)
energies than what we naturally observe. This was the main motivation behind
building particle accelerators.
One way that can reach these energies is by accelerating hydrogen ions with
linear accelerators and then stripping the electrons from them, thus producing high
energy proton beams. We choose protons because, among all heavy fundamental
particles, they are the most stable ones. Therefore when accelerated, they reach
velocities extremely close to the speed of light and still not decay to other particles.
The other advantage of using protons is that the path of the proton beams can be
controlled by huge magnets before billions of them collide every second. And we
can repeatedly collide proton beams as they follow opposite circular paths.
For the last hundred years, we were able to understand most of the properties
of fundamental particles of physics by analyzing the data coming from particle
accelerators. We now have a Standard Model (SM) of particle physics that con-
sistently describes three fundamental forces of nature: electromagnetic, strong and
weak interactions. But we still needed to understand some missing parts of the
Standard Model, such as the Higgs boson. We also need to look beyond the SM
2
Figure 1.2 – Computer generated image of the whole ATLAS detector(Image by Joao Pequenao
via CERN PhotoLab)
of particle physics in order to incorporate gravity into the full picture. Observing
and understanding the nature of dark matter particles would be one of the most
important achievements of the last century. The LHC, the most powerful particle
accelerator, was built for these reasons.
Many scientific findings and discoveries were made with the LHC. But the most
famous discovery of the Higgs particle was achieved only three years after it started
to operate. In the year 2013, the discovery of the Higgs particle was rewarded with a
Nobel Prize in Physics, after ATLAS Collaboration (2012) and CMS Collaboration
(2012) published their results.
We came along way, but the search for discoveries still continues at the LHC on
various fronts. Precision measurements of various particles, search for supersym-
metry and dark matter particles are just a couple of very exciting topics that the
LHC could provide answers to.
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1.2 ATLAS detector
ATLAS is one of the four major detectors at LHC that is shown in Figure 1.1. It
is a general-purpose 48 m long, 25 m wide and 25 m high cylindrical-shaped particle
detector. With 7000 tonnes of mass, it is the largest volume particle detector that
exists. More than 3000 scientists from most of the major universities and institutes
from 38 countries are involved in ATLAS experiments. The University of Montreal
ATLAS group (ATLAS-UdeM) is one of the groups that participate in the ATLAS
experiments.
Inside the ATLAS detector, there are multiple systems, as we can see from
Figure 1.4. Let us briefly discuss these systems starting from one that is closest to
the nominal interaction point towards the outermost one. At the innermost part,
we have a tracking system whose purpose is measuring the trajectory (including
velocity and momentum) of charged particles with them losing as little energy as
possible. Then we have an electromagnetic (EM) calorimeter that stops almost all
electrons and photons by absorbing their energies. Next level, we have a hadronic
calorimeter which stops all the hadronic particles (e.g. protons) that are made out
of quarks.
Finally, we have the muon spectrometer at the outermost part of the ATLAS
detector. We need a muon spectrometer because muons are the only particles
(other than neutrinos and possibly dark matter particles) that can escape from
both calorimeters. Muons are electron-like particles, just that they are 200 times
more massive than electrons.
The size of the ATLAS data is enormous. ATLAS detector produces one
petabyte of raw data at each second. But there is a system, called the trigger,
that selects in real-time only the most interesting events, which are then written to
disk permanently, that amount to thirty petabytes per year. These huge numbers
are anticipated since a billion protons collide at each second. And once they collide,
thousands of particles are produced, and they leave tracks on millions of electronic
channels 1 that are close to the interaction point.
Just by looking at the size of the data that we have, we can conjecture that
machine learning should be very helpful in ATLAS data analysis. Machine learning
1. The Pixel Detector that is shown in Figure 1.2 has 80 million pixels (80 million channels)
and has 15 kW power consumption.
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Figure 1.3 – Various particle paths at ATLAS (Image by Joao Pequenao and Paul Scha↵ner via
CERN PhotoLab)
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Figure 1.4 – The path of an electron and a photon through ATLAS. The image shows the path
that an electron (red line) and a photon (dashed red line) takes starting from the interaction
point until it reaches to electromagnetic calorimeter. It also depicts various systems that are
inside ATLAS, from the innermost tracking system towards the hadronic calorimeter (Image by
ATLAS Collaboration).
algorithms were used early on in high energy physics, starting with the pioneering
work of Baldi et al. (2014) and now used more extensively.
1.3 Identifying Electrons
Electrons are one of the most important parts of collider physics studies. We
use them to understand the properties of various properties of SM particles more
precisely (precision measurements). They also had significant importance for the
discovery of the Higgs particle. We are also hopeful to use them as tools for models
beyond SM and possible discovery of supersymmetry if any of these particles have
electron related signatures. Electrons signatures arise since very interesting parti-
cles like top quarks, W and Z bosons, the Higgs boson and putative particles (like
from Supersymmetry) are not stable and decay immediately to lighter particles,
and often electrons.
There are electrons that come from the collision as well as background electrons.
Electrons that come from the collision follow a path that is depicted in Figure 1.4.
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Let us describe the electron signature in more detail.
A single track (need to define a track before) geometrically and energetically
matched to an energy deposit in the electromagnetic calorimeter. The energy
deposit in the calorimeter is relatively narrow, and little to no energy is expected
in the electromagnetic calorimeter.
The most abundant background is charged hadrons, like the proton, which are
by far the most commonly produced particles at the LHC. They produce a wider
energy deposit in the calorimeter and will typically deposit a fraction of their energy
in the hadronic calorimeter.
There are also types of backgrounds constituted of real electrons, but that comes
from the decay of particles that are typically considered as background at the LHC,
like photon conversion or heavy-flavour jets. The signature for these background
electrons will be similar to signal electrons except that they will typically contain
more than one track and will have wider energy deposits.
In order to analyze the properties of various particles that are produced after
the collision, it is very important to distinguish them from the backgrounds of
other particle types. In our data-set light-flavour jets, photon conversions, and
heavy-flavour jets are the three most abundant backgrounds to electrons.
Background rejection is done by using either a cut-based or a likelihood (LH)
based algorithm. They both use tracking and calorimeter variables to distinguish
electrons from background particles. Cut-based algorithms apply some cuts based
on certain criteria that are peculiar to either electrons or background particles. In
both of these algorithms, human-designed variables are used as the input. On the
other hand, LH algorithm e ciency is based on these variables to be uncorrelated
which is not the case for the electron identification task. Despite these disadvan-
tages, LH is still the currently used electron identification algorithm in ATLAS.
In short, LH is the standard that we want to outperform with the machine
learning algorithms that we will discuss in this thesis. We believe that by using
lower-level information, such as the tracks and calorimeter images as well as the
physical variables, we can get better results with machine learning algorithms.
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1.3.1 Likelihood Identification Method
The likelihood estimate is based on the conditional probability of signal or
background events given the PDFs for various quantities. These quantities are
related to certain parameters or values related to physical conditions that arise
during the passage of particles, e.g. number of hits in the innermost pixel layer or
the ratio of the energy of the first layer to the total energy in the EM calorimeter.
First, we make the simplification by neglecting the correlation between quanti-
ties that we choose for LH estimate. Then the conditional probability of the signal
(LS(x)) and the background (LB(x)) are given by the product of the PDFs as








where x is a vector where the components are the quantities that we mentioned
above. P (S|xi) is the value of the PDF of the signal given certain quantity that
is represented by i at its value xi. Similarly P (B|xi) is the background PDF.
The PDFs are obtained from binned histograms of each chosen quantity for LH
estimate. We then use an adaptive kernel density estimation method to smooth
these histograms using TMVA tools (Hoecker et al., 2007).






To make discriminant behave numerically better especially at places where there







Here ⌧ is a parameter that is fixed to 15 by ATLAS Collaboration (2014) and d
0
L
is called the transformed discriminant.
The likelihood method of classification has advantages over cut-based meth-
ods. Losing signals at the tails and the impossibility of being able to put cuts
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for certain distributions even if their distributions peaks are very di↵erent are two
disadvantages of cut-based methods. But the assumption that we made about the
likelihood, uncorrelated variables is not a good one for electron identification. That
is why we would expect to do a much better job with machine learning algorithms.
1.4 Properties of EL-ID Data
The EL-ID task data that we used consists of three di↵erent major parts:
calorimeter images, track information and scalar quantities. Let us start giving
some detail about the image pixels which correspond to the calorimeter channels.
As one can see from Figure 1.4, the first image comes from the presampler. After
the presampler, there are three images that correspond to EM calorimeter channels.
Finally, there are three more images from hadronic calorimeter channels. Out of
these seven images, the only high granularity 56x11 pixel-sized image comes from
1st electromagnetic calorimeter (EM) layer. All of the other images’ all have pixel
sizes of 7x11.
Track information is also used to distinguish electrons from background events.
The final part of our data consists of a scalar part that is related to physical
quantities related to the collision. These 15 scalar quantities are also used as
inputs to the LH based algorithm (ATLAS Collaboration, 2019).
The angular positions of pixels for calorimeters in Figure 1.5 and 1.6 are all
given in terms of ⌘ and  . These coordinates are chosen due to the cylindrical
shape of the ATLAS detector. Here the angle   is the azimuthal angle, and the
other angle pseudorapidity ⌘ 2 is related to the more familiar polar angle ✓




It is worth mentioning the graphical structure of the images. The images that
we showed in Figure 1.5 are the random images that we feed into our model. They
2. As a measure of angle particle physicists use pseudorapidity ⌘ instead of rapidity. This
because it has a simpler form compared to rapidity, but also it is equal to rapidity for high energies.
And true rapidity is a measure of an angle that has a peculiar property, where di↵erences of them
are invariant with respect to Lorentz boosts along the longitudinal axis.
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Figure 1.5 – Randomly selected calorimeter images of 6 classes from 7 layers of ATLAS detector
(Courtesy of Dominique Godin)
10
Figure 1.6 – Mean Calorimeter Images (Courtesy of Dominique Godin)
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look like randomly distributed coloured patches. But if we look at the mean of
these images in our dataset, we can see clear structures appearing in Figure 1.6.
The data samples are provided to our team by the ATLAS Copenhagen group.
All of the data come from Monte Carlo based generators that model both the
SM physics as well as the detector. The total number of particles that we used
is 14675640. There are six classes in our dataset, and the type of background is
useful information to optimize the data analysis downstream. Nonetheless, there
are six imbalanced classes where two of them make 98.3% of the whole dataset.
In this work, we aim to isolate the signal electrons that make 36.50% of all
particles that we have in our dataset. The currently used method for electron iden-
tification in the ATLAS detector is the LH algorithm. Hence our goal in this thesis
is to achieve high accuracy results in this binary classification task and outperform
the currently used LH algorithm.
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2Machine LearningFundamentals
In this chapter, we will define and review the fundamentals of machine learning.
It is not meant to be a complete review of the whole colossal body of work, but
rather a short survey of the ideas that are either used or are related to what was
done in our thesis work. We refer to Goodfellow et al. (2016) for a more complete
review of the fundamentals of machine learning.
2.1 Introduction
Machine learning has been widely and successfully used in many branches of
science, ranging from self-driving cars to classification of particles in colliders, from
medical diagnosis to identification of astrophysical objects. Machine learning is a
collection of algorithms that uses some data to produce some predictive functions
to apply those to unseen data or make individual decisions in some environment.
Machine learning uses many tools of mathematics, some of which are: linear
algebra, probability, statistics, information theory, game theory, di↵erential geom-
etry. There are also various concepts and tools of general physics (though notably
dominated by statistical physics) that are also used either exactly or similarly in
machine learning. Some of the commonly used ones are energy, momentum, accel-
eration, Helmholtz free energy, entropy, spin glasses and many others.
In the next subsection, we will go into some detail to define and explain what
learning is. We will do so by discussing the types of various learning tasks.
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2.2 Learning Tasks
There are various tasks in machine learning based on the properties of the inputs
and our objective. We will discuss each task in some detail.
2.2.1 Supervised Learning
Let us first define an input space that consists of all d-dimensional vectors x as
X . The output space consists of all labels, and we will call it Y . The set of learning
examples S consists of n learning examples
S = {(x1, y1), (x2, y2), ..., (xn, yn)}, (2.1)
where each ith example is an element of the direct product of input and output
spaces (xi, yi) 2 X ⇥ Y . The objective of a supervised learning task is predicting
y from input x. This corresponds to finding a function f , which is a map from an
input space to an output space
f : X ! Y . (2.2)
There are two main supervised learning tasks, classification and regression. In
the classification task, y stands for a class label (either binary or multi-class), and
our job is to create a model to predict the class label given a particular input.
The target y of the regression task is predicting a real number given a particular
input. One can also think of the type of models to achieve these supervised tasks
as predictive models.
2.2.2 Unsupervised Learning
Unsupervised learning is the task of modelling the properties of unlabeled data.
The models that we construct for unsupervised learning tasks would have descrip-
tive rather than predictive nature. Modelling the distribution of a set of inputs
(density estimation) is one type of an unsupervised learning task. Another common
unsupervised learning task is discovering the structure of the inputs. Clustering,




The goal of semi-supervised learning is the same as supervised learning. But
these semi-supervised learning tasks are achieved by using both labelled and unla-
beled data.
2.2.4 Generative Learning
The goal of discriminative learning algorithms in a supervised learning task is to
learn a map from X to Y . This corresponds to learning p(y|x), from a probabilistic
point of view. In the case of generative learning, we would like to model p(x|y)
after modelling p(y) that corresponds to class priors. Finally, we use the Bayes
rule to apply what we learned to calculate p(y|x) to predict the label y of given an
input data x.
2.2.5 Reinforcement Learning
Reinforcement learning tasks consist of learning the collection of optimal actions
performed by a so-called agent, where the goal is increasing the cumulative reward.
The techniques used in reinforcement learning algorithms are very similar to those
of dynamical programming. But this learning algorithm is quite di↵erent from
other ones since the action that one takes, and the final reward (as winning or
losing the game) are very distant.
Let us take an example of binary image classification. In the case of supervised
learning, our learning model will either classify particular data correctly or incor-
rectly. Therefore the ”action” that we take is either successful or not. But in the
case of reinforcement learning, it is a combination of many sequences of actions,
and it is di cult to gauge the success of each action. In a game where one makes
200 moves, was it 50th move or 100th move that made the di↵erence is hard to
know.
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2.3 How to represent the Inputs
As we discussed in the previous section, our objective ranges from finding maps
from the input spaces to the output spaces to estimate the density of the inputs.
The first simple way of mapping an input vector x to an output value is by multi-
plying it (called dot product) by a co-vector wT . That would give us some scalar
number and we can always add a number without violating linearity condition. Let




wixi + b. (2.3)
Here the w term is called the weight since its job is weighing each component of
the input vector x di↵erently. The additive term b is called bias since it biases the
function’s value towards a particular value.
For simple linearly separable problems this function a(x) might su ce. But even
if we have 4 data points this simple model can not optimally solve it for all cases.
Therefore, if we can not transform our input data into a better representation, this
simple linear model cannot solve a non-linearly separable problem.
Next step might be nth order polynomial function of a(x), and more generally
as an infinite series of a(x). We can even go beyond that and represent our model
with a non-linear function g of a(x),
h(x) ⌘ g(a(x)) = g(
dX
i=1
wixi + b). (2.4)
Based on this form, we now have a functional h(x) 1 that is powerful but still can
not solve some non-linearly separable problems, such as the one in Figure 1. What
we will need to do is to combine these functionals to construct even more powerful
representations.
1. Functionals are widely used in physics, among which action functional is the most famous
one. Action functional is the time integral of Lagrangian, and if we minimize the action, we get
equations of motion. This is called the principle of least action, or Hamilton’s principle.
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Figure 2.1 – A graphical illustration of an artificial neuron. The input is the vector x =
{x1, x2, ..., xd} to which a weight vector w = {w1, w2, ..., wd} and a bias term b is assigned.
(Figure adapted from Hugo Larochelle’s slides)
2.3.1 Artificial Neuron
The functional h(x) that we constructed can be thought of as an artificial neu-
ron. Figure 2.1 shows us a good illustration of this similarity between biological
neurons and our model. We can think of these weight connections as axon-synapse-
dendrite connections and construct the whole network of neurons. The function
a(x) is called the neuron pre-activation or input activation function. The non-linear
g(x) is called the activation function, w are the connection weights and b is the
neuron bias.
2.3.2 Activation Functions
There are various activation functions that we use in machine learning. We will
briefly mention only four of those that are widely used in the literature: sigmoid,
softmax, hyperbolic tangent (tanh) and rectifier linear unit (ReLU) activation func-
tions.
Sigmoid activation function is a non-linear function where the co-domain is





It is therefore very appealing to use sigmoid activation function for binary classifi-
cation problems. If we multiply x with a large constant sigmoid function behaves
17
Figure 2.2 – the sigmoid, the hyperbolic tangent (tanh), and rectifier linear unit (ReLU) the
activation function





0 x < 0
1 x   0
. (2.6)
One can generalize a sigmoid function to multiple dimensions. This generaliza-









The series that we have in the denominator is the normalization factor. It is trivial
to see that the softmax activation function is strictly positive and sums up to one.
Therefore it is very convenient to use this function for multi-class classification. We
can interpret each value as an estimate of the conditional probability of our input
being in a particular class, labelled by i among C di↵erent classes. And as a result
of our model the predicted class will be the one that has highest value of softmax
function.
Tanh activation function is a non-linear function where the co-domain is be-
2. Softmax activation has the same form as the Boltzmann distribution, which gives the prob-
ability of a particular state determined by its energy. The Boltzmann distribution also has a
normalization factor, which is called the canonical partition function. This is done so that we can
add up all the terms for possible energy states, which sum up to 1.
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Tanh activation function is useful for sentiment analysis due to its asymptotic
behaviour. If we multiply x with a large constant tanh function behaves as a





 1 x < 0
0 x = 0
1 x > 0
. (2.9)
ReLU activation function is a non-linear function where the co-domain is be-





x x   0
0 x = 0
. (2.10)
ReLU became the most popular activation function in machine learning algorithms.
The main advantage of ReLU over the other two activation functions (sigmoid and
tanh) can be seen from Figure 2.2. ReLU has a non-zero derivative for a whole
positive range of values, but the derivative of the sigmoid and tanh functions quickly
become very small.
2.3.3 Neural Networks
To be able to solve non-linearly separable problems, it will su ce us to take each
input of an artificial neuron as the output of various artificial neurons. This repre-
sentation is called a single hidden layer Neural Network, and it has the schematic

























Figure 2.3 – Single hidden layer neural network
The term that appears with the index 1 is the so-called hidden layer pre-activation
a(x) = b(1)+W(1)x. The hidden layer activation is a non-linear function acting on
the pre-activation function, h(x) = g(a(x)). Notice that b(1), a(1),h(1) 2 RD1 are
D1 dimensional vectors. The a ne transformation, or in the language of machine
learning the weight term is a two-tensor W (1)
i,j
2 RD0⇥D1 ⇠= RD0 ⌦ RD1 .
One can recursively continue building this model, which will have a larger ca-
pacity. This model is called Multi-layer Neural Network and has the following
mathematical form
h(L+1)(x) = o(b(L+1) +W(L+1)h(L)(x)), (2.12)
for L hidden layers. Let us notice that the final recursion will give us the zeroth
level (input) h(0)(x) = x. Similar to the previous case b(L), a(L),h(L) 2 RDL are
DL dimensional vectors. And the weight term is a two tensor. Since this a ne
transformation connects h(L) and h(L 1), it is an element of the space which is equal
to the tensor product of two vector spaces, W(L) 2 RDL 1⇥DL ⇠= RDL 1 ⌦ RDL .
This model is also called Multi Layer Perceptron (MLP) or Fully Connected
Network (FCN). Notice that if it were not for the non-linear activations, the full
layers would reduce to series of matrices multiplied in sequence. This series of
matrices is the same as a single matrix multiplied by the input. This shows us the
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Figure 2.4 – A Three layer neural network. The matrix W(k) connects the (k   1)th layer to
the kth layer and therefore W(k) 2 RDk⇥Dk 1 and b(k) 2 RDk . After each linear transformation
(weight multiplication and bias addition), an activation function is applied. (Figure adapted from
Hugo Larochelle’s slides)
importance of non-linear activation functions to get a large representation.
2.3.4 Universal Approximation Theorem
In this section, we will give some of the results, without proof, related to neural
networks’ approximation capabilities.
The first theorem for Universal Approximation is limited to sigmoidal functions,





1 as x! +1
0 as x!  1
Theorem 1. Let C([0, 1]n) denote the set of all continuous function [0, 1]n ! R,





x+ bi) is dense in C([0, 1]n)
Therefore the above theorem ensures us that we can always approximate any func-
tion arbitrarily close using sigmoidal functions. We can see that the result is for
arbitrary width and bounded depth.
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Theorem 2. Any continuous function f : [0, 1]n  ! R can be written as









The Kolmogorov-Arnold representation theorem (or superposition theorem) ? was
proposed originally to solve Hilbert’s 13th problem. But Hecht-Nielsen [19] inter-
preted Kolmogorov-Arnold representation theorem as a feed-forward neural net-
work, whose activation functions were the inner and outer functions. This would
mean that one can represent any continuous function, not with one hidden layer
without any approximation, assuming that we can choose the non-linearity of each
unit. Girosi and Poggio claimed that this interpretation is irrelevant due to the non-
smoothness of inner and outer functions. Kurkova later showed that Kolmogorov’s
theorem on representations of continuous functions of n-variables by sums and su-
perpositions of continuous functions of one variable is relevant in the context of
neural networks. Therefore the exactness is no more, but the approximation is
there and can be understood by a constructive proof of The Kolmogorov-Arnold
representation theorem.
In machine learning practice, we see deeper networks with a large number of
hidden layers. Therefore one would like to know if there exists any universal ap-
proximation theorem for arbitrary depth. The following theorem by Lu et al. (2017)
states that arbitrary depth universal approximation theorem can be done for L1
distance, ReLU activation function:
Theorem 3. (Universal Approximation Theorem for Width-Bounded ReLU Net-
works). For any Lebesgue-integrable function f : Rn ! R and any ✏ > 0, there
exists a fully-connected ReLU network A with width dm  n + 4, such that the
function FA represented by this network satisfies
Z
Rn
|f(x)  FA(x)|dx < ✏
2.3.5 Going Beyond Deep Networks
When the depth of the neural network is larger than 3 it is customary to call it
a Deep Neural Network. And the intuition behind depth is that at each layer, a
22
Deep Neural Network (DNN) learns a di↵erent level of abstraction to encapsulate
the whole level of abstraction.
Based on Universal Approximation Theorem, we see that any input can be rep-
resented with an FCN that is deep or wide enough with high accuracy. But the
number of weights become so large even for an image that has a small resolution.
For an image that has 256x256 pixels, one would need 1011 number of components
for the weights if we want to keep the first layer of neurons the same as the dimen-
sion of the input vector. Therefore it makes sense to use some properties of the
data, such as translation symmetry or sequential nature, to come up with better
representations.
2.3.6 Convolutional Neural Networks
Convolutional Neural Networks (CNN) is a type of neural network that would
avoid the problems that we discussed in the previous section with high-resolution
images. Instead of connecting every pixel, which are components of the input
vector, to a layer of neurons, it uses the idea of local connectivity. The images in
various data-sets that usually have rectangular shapes are scanned with typically a
square 3 ”kernel.” Each scanning (convolution) is a dot product between the values
inside the kernel and the pixel values that have the same size. Typically the number
of parameters of the kernels is small, but one can choose hundreds of di↵erent
kernels to increase the capacity of the model at each layer. With the CNN model
or so-called ”architecture,” we can go deeper without immediately reaching billions
of parameters.
Another technique that we use in the CNN model is called pooling. This tech-
nique lets us reduce the image size by following either a MaxPooling or an Average-
Pooling operation. In the former case, We take the pixel with the maximum value
in a specific grid and replace the whole grid with a single number. In the latter
case, we replace the entire grid with a number equal to the average of the values
in the pixel values. Kernels and subsampling methods help us to benefit from local
translation invariance of images via parameter sharing.
The CNN model captures the di↵erent features of an image with various kernels.
We seem to detect similar structures throughout the image, such as edges and lines.
3. There are various types of kernels ranging from a square to a hyper-cube or a deformable
kernel cite1904.08755 and 1904.08889
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Figure 2.5 – A schematic description of particular CNN model called LeNet-5. (Figure adapted
from Fei-Fei Li’s slides)
CNNs superiority over MLPs has made it the most popular model used in image
recognition, drug discovery and many other areas related to images.
2.3.7 Recurrent Neural Networks
We can make use of the sequential nature of the data when building a machine
learning model. There are some quantities, which can be a certain meaning of a
sentence, that are common or invariant if we translate from one word to another.
This is very similar to the concept of time translation symmetry in physics. There-
fore it would make sense to use the same weights while constructing the network.
This is the main idea of Recurrent Neural Networks (RNN). Its architecture has
the schematic form given by Figure 2.6. It has the following mathematical form,
ht =  (Wht 1 +Uxt + b) (2.13)
y
t
= (Vht + c), (2.14)
where all the weights W, V and biases b,c are the same for all the terms in the
sequence.
A problem arises after repeated usage of the same weights. If we look at this
from the perspective of linear algebra, we can see the problem. What we do with
this RNN model is taking a matrix and multiplying it with itself. By doing that,
we force the final result to be dominated by the direction of the largest eigenvalue
of the matrix. And the eigenvalues that have small values will cease to contribute,
and we will lose useful information.
There are many ways to avoid this problem. One way of the earliest model which
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Figure 2.6 – A schematic description of Recurrent Neural Networks (Figure adapted from Chris
Olah’s Tutorial)
avoids this problem is called LSTM networks. There are input forget and output
gates inside each memory cell, which lets some of the information get through.
More recently, more advanced techniques were developed to avoid this problem,
such as Attention Mechanism (Bahdanau et al., 2015) and Transformer Networks
(Vaswani et al., 2017). With these recent advances, we can train extremely large
models with massive success in language modelling (Brown et al., 2020).
2.3.8 Generative Models
Generative models can be divided into two categories, prescribed and implicit
generative models (Diggle and Gratton, 1984). For the case of prescribed genera-
tive models, we explicitly specify the data distribution that has tractable likelihood
functions for a random variable, with some parameters ✓. Then we learn ✓ using
a log-likelihood estimation on the observed data. On the other hand, we do not
provide an explicit specification of any distribution for the case of implicit genera-
tive models. We define a stochastic process that generates (simulated) data from
an underlying data distribution.
Sigmoid belief networks (Neal, 1992), latent Dirichlet allocation models (Blei
et al., 2003) and Variational Auto-Encoders (Kingma and Welling, 2014) are ex-
amples of prescribed generative models. Generative Adversarial Networks (GANs)
Goodfellow et al. (2014) are an example of implicit generative models.
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2.4 What to Learn
We have shown that di↵erent types of deep neural network models can represent
the input data di↵erently. We have also seen that the Universal approximation
theorem ensures that DNNs can approximately represent any function. This raises
an important question: How do we measure the success of our model? In this
section, we will first define what success or conversely failure is in the context of
learning models.
2.4.1 Learning vs Memorization
The essential point in machine learning is learning with some data at hand and
then using that knowledge to do an excellent job on the unseen data. Therefore its
objective is not merely optimizing a function to represent an input data but rather
a generalization.
The strategy to get a good generalization performance for a machine learning
model is following a four-step procedure:
1. Divide the full data into three parts, training, validation and test set.
2. Build a model/network with some parameters and use a particular optimiza-
tion procedure to ”learn” these (trainable) parameters using the training set.
3. Gauge the success of this model with the validation set. Either change
certain parts (called hyper-parameters) of the network architecture or some
other parameters of the model that do not change during step-2.
4. Leave some part of the data as a surrogate of ”unseen” data to measure the
final success of your model.
Let us now discuss the issue of measuring the success of a learning model. We
will assume that the dataset is independent and identically distributed (IID) and
consists of n number of d-dimensional input vectors:
S = (Z1, Z2, ..., Zn) , (2.15)
The dataset is collected from some unknown distribution P (Z). Zi here is either
xi), yi pairs for labeled data or just xi) for unlabelled data. The learning tasks that
we discussed at the beginning of the chapter are related to following problems:
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— Classification task f✓ : RD ! {1, ...,m}.
— Regression task f✓ : RD ! R.
— Probability density estimation task f✓ : RD ! R>0.
Here m is the number of classes, and ✓ represents the set of parameters of the model
f that is used for the task. For these tasks, we would like to find the di↵erence
between our prediction and the ground truth. This di↵erence L(f✓(x), y), which
gives us the measure of the success or rather the failure of our model, is called the
Loss Function.
The functional form of loss function for the regression task is either the quadratic
error
L(f✓(x), y) = (f✓(x)  y)
2
, (2.16)
or the absolute loss
L(f✓(x), y) = kf✓(x)  yk. (2.17)
For binary classification tasks one usually uses the binary cross-entropy loss
function
L(f✓(x), y) =  y log(f✓(x)) + (1  y) (log(1  f✓(x))) . (2.18)
For multi-class classification tasks, we use a softmax activation function for the
last layer. And therefore, the result of our model will give m number of outputs;
each corresponds to the probability of the input is in a particular class. The
corresponding cross-entropy loss function is equal to the negative of the total log-





The final type of loss function is related to unsupervised learning tasks. To mea-
sure how successful our models are in producing similar distributions, we usually
end up having to compare two distributions. This is done by measuring the statis-
tical distance between two distributions with various metrics. The most popular
metrics that we use are:
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— Kullback–Leibler (KL) divergence
— Jensen–Shannon (JS) divergence
— Wasserstein distance









Jensen–Shannon divergence is simply the symmetrized version of KL divergence,








where R ⌘ 12(P +Q).
One can also give a precise definition of Wasserstein distance, but in order to
avoid more mathematical formulation, we will briefly discuss the intuition behind
it. In the context of transport theory, we take all possible ways to transport a
distribution P to Q. Then we calculate the integral of the total distance travelled
along the x axis with respect to x. The minimal total distance that we get among
all possible ways is called the Wasserstein distance.
2.4.2 Empirical Risk Minimization
We now know the learning algorithm’s objective, find the best function with
the best parameters that give a minimum total/average loss for the whole data set.
This is called generalization error or expected risk.
Definition 6 (Generalization Error).
R(f) ⌘ Ep(x,y)[L(f✓(x), y)] (2.22)
In practice we can not calculate the expectation since p(x, y) is unknown. In-
stead of the expected risk, we calculate the average error over some finite data set
S that is a subset of p(x, y). We call this approximate risk, the Empirical Error








The di↵erence between these two errors is called the Generalization Gap.
Therefore the best thing that we can do, with a limited sized data set, is min-
imizing the empirical error instead of the true risk. We call this objective the
Empirical Risk Minimization (ERM).
However, there is an essential caveat to the ERM picture. Minimizing just the
empirical error (training error) is not the right way to estimate our model’s success.
Because our model will be too specific for the data we have, and it is doomed to
underperform on unseen data. Therefore it is crucial to leave some part of our
data as a test set to gauge the success of our model’s performance. ERM is a
good estimator for our model’s success if and only if we get small test error and
small training error. We will discuss these issues more, basic techniques and best
practices during the learning procedure in the next sections.
2.5 How to Learn
This section will answer the next important question during the learning stage:
How do algorithms learn?
In the context of empirical risk minimization our objective is finding the pa-









Since ✓ is a d dimensional vector minimizing the loss function with respect to ✓ is
done by taking the gradient and equating each component to zero. In principle,
















But only for very simple models it is possible to solve these equations analytically.
For high-dimensional complicated models, these equations can only be solved using
iterative algorithms.
The positive side of numerical methods is that we can use powerful compu-
tational tools at our disposal. The negative side of numerical methods is being
blindsided. If we think about a landscape with millions of parameters/dimensions,
we will have a vast number of local minima and saddle points. The computational
power that is needed to solve this highly non-convex optimization problem was not
possible until recently.
2.5.1 First Order Optimization
The first type of iterative method that we will discuss is theGradient Descent.
Before giving an algebraic derivation, let us discuss the geometrical intuition be-
hind the gradient. If we think of the loss landscape, one should follow the direction
where the value of it decreases, which is the same as the opposite to the gradient
direction. More formally, let us assume that we would like to go iteratively towards
the minimum of a function f(x) by taking a step of size  x. If Taylor expand f(x)
at its new position x+ x, we get the following condition for descent
f(xk+1) = f(xk + x) ⇡ f(xk) + ( x)
T
rf(xk) < f(xk), (2.25)
since after the kth step, the value of the function should be less than what it was in




where ⌘ is some positive constant.
To sum up, the gradient descent algorithm tells us to iteratively replace the
position’s value with itself minus the gradient of the function at that position
xk+1 = xk   ⌘rf(xk). (2.27)
The constant ⌘ is called the learning rate since it controls the size of the step
from its current position. It is customary to decrease the learning rate with each
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iteration, and to find the best practices for learning rate schedules is an active
research topic Smith et al. (2018). In the context of ERM picture, the update
formula for the model parameters is
✓k+1 = ✓k   ⌘rR̂S[f✓k ]. (2.28)
Another important issue about the learning procedure is deciding when to stop
training. We would stop training when the model parameters cease to change with




k <   (2.29)
where delta is called the patience parameter. But one usually stops earlier to avoid
over-fitting. We will discuss these issues in detail in the following sections.
In the gradient descent algorithm, we update the parameters by subtracting the
gradient of the loss function. We defined the objective as taking the gradient of
the empirical error R̂S[f✓]. Taking the gradient of the mean of losses is equivalent


















In the above equation, n is the number of inputs that we take before updating
the parameters of our model. We can take this to be the whole training data set.
This choice is called the Batch Gradient Descent. It will give us a good sense of
the direction towards an optimal position, but it comes with a cost, long training
time.
The other extreme is taking n = 1 limit, i.e. updating the model parameters
after each single input. This optimization method is called Stochastic Gradient
Descent (SGD), and it is one of the most popular choices for optimization in
machine learning. Since it will collect noise due to collecting gradient for small
sample sizes, SGD still generalizes well (Keskar et al., 2017).
There is a midway between these two extremes, that is Mini-Batch Gradient
Descent. With this method, we use small parts/mini-batches of the whole data
set. We use the advantage of the GPU’s parallel computation ability and more
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frequent updates of model parameters compared to the whole batch training.
There are various first-order optimization algorithms that depend on the gra-
dient of the loss function and do not depend on higher-order derivatives. Most of
them use a simple idea of momentum inspired by physics. One uses the momentum
towards the minimum of the loss function when updating the model parameters.
Some of these momentum-based algorithms are Nesterov, ADAGRAD, RMSProp
and ADAM. They di↵er in various aspects, such as calculating the gradient of the
loss function before or after the velocity/momentum parameter update. Adapting
the learning rates and using ideas, such as exponential moving averages, are all
shown to help faster convergence.
To sum up, vanilla SGD, SGD with momentum and ADAM are the three
most popular optimization algorithms that are used in machine learning. Choosing
among the whole class of optimization algorithms is a di cult task, and the per-
formance of each method varies with the specific problem at hand. Before making
this important choice for a task, it is always helpful to use standardized benchmark
results (Schmidt et al., 2020).
2.5.2 Second Order Optimization
We can go beyond the first order in Taylor series in eq.2.25, and go up to
second order in  x. If we then minimize this approximation with respect to the
perturbation parameter  x we get the following condition
✓  ✓  H 1r✓R̂S[f✓ ]. (2.31)
In the above equation H is called the Hessian matrix and is a square matrix where
the elements are partial derivatives of with respect to the relevant variables. Here







The optimization method given in eq. 2.31 is called Newton’s Method. Com-
pared to first-order optimization methods, this is computationally expensive. How-
ever, there are quasi-Newtonian methods, which are approximations to the inverse
of the Hessian matrix. But these approximations work better when the Hessian
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changes adiabatically. Broyden-Fletcher- Goldfarb-Shanno (BFGS) method is the
most widely used technique among quasi-Newton algorithms.
Due to the quadratic memory requirement of BFGS algorithm, Nocedal (1980)
proposed Limited-memory BFGS. Both Newtonian and quasi-Newtonian optimiza-
tion methods are more powerful compared to gradient descent algorithms. But
computation costs of these algorithms make them non-practical for machine learn-
ing models.
Finally, one can meta-learn the parameters of the optimizer without the user
explicitly specifying them Metz et al. (2020). It is also claimed that these meta-
learned optimizers show evidence of better generalization for the data which do not
come from IID, called out-of-distribution.
2.5.3 Initialization
Weight initialization can also be an important issue during the learning stage.
This can happen when one uses the tanh activation function, which is very large
in certain regions. And for RNN style architectures, this can result in two possible
problems: vanishing or exploding gradients.
For exploding gradients, the gradient clipping technique can be used. Gradient
clipping is a rescaling procedure of the gradients of the loss function when the
norm of it exceeds a certain threshold. The rescaling is done before updating the
parameters, which avoids exploding gradient problem.
The vanishing gradient problem is harder to solve compared to exploding gradi-
ents in the case of RNNs. There are two di↵erent approaches to solve this problem.
One is using architectures such as LSTMs, ResNET (He et al., 2016) or DenseNET
(Huang et al., 2017) style networks. LSTM uses input and forget gates to control
the flow of information. For ResNET or DenseNET style networks, one uses skip-
connection methods to ease gradient flow between various layers, which are not just
consecutive.
The other approach to solve the vanishing gradient problem is weight initial-
ization. Glorot and Bengio (2010) provided an initialization scheme, with their
seminal work, for tanh activation functions. Later He et al. (2015) was able to
provide a successful initialization scheme for ReLU activation functions.
Recently Io↵e and Szegedy (2015) were able to develop a method that resulted
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in more stable and faster training. They were able to do it by merely normalizing
each layer’s inputs by relocating at/around the center and usually close to unit
variance. This method is called Batch Normalization. More recently, Yang et al.
(2019) showed that one could get good results and even with very deep networks
using skip connections.
2.6 Regularization
The main objective of machine learning is minimizing generalization error, as we
briefly mentioned in the previous sections. In this section, we will discuss the issue
of regularization, which is a method to improve the generalization performance of
a learning model.
2.6.1 Bias variance trade-o↵
In machine learning, choosing a model is the first step to take after collecting and
analyzing the data. One of the essential questions that face us is how complex/rich
our model is going to be. And also, how do we define the richness of a model.
The richness/capacity of a model is related to the number of free parameters;
there are various ways to measure the complexity of a learning model. Rademacher
complexity and Vapnik–Chervonenkis dimension of Vapnik (1971) are just two
di↵erent formal ways to measure the capacity of a model.
The answer to the question of deciding on the level of complexity of a model
is very important if we want our model to achieve a low generalization error. In
order to do that, we need to avoid two extremes: under-fitting and over-fitting.
Under-fitting merely is choosing a model/hypothesis among a set of all possible
functions/hypothesis class that is too simple for a given task. A linear model for
image classification can be given as an example. When we use ”simple” functions,
variance becomes small, and our hypothesis turns out to be biased.
The other extreme is choosing a model that is too rich for a specific task. In
the case where the ”capacity” of our model is high, we will do a very good job on
the training set. But that does not mean that our model will do a good job on the
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test set. When we get very high accuracy on the training set a low accuracy for
the test set, we call this over-fitting.
This conflicting behaviour of bias and variance is called bias-variance trade-o↵.
The most popular strategy to follow to get good generalization performance is by
increasing the complexity of our model until it reaches a point where the validation
accuracy starts decreasing with an increasing training accuracy.
This classic bias-variance trade-o↵ behaviour also an active area of research.
Recently Belkin et al. (2019) suggested empirical evidence for “double-descent”
behaviour instead of the classic U-shaped bias-variance trade-o↵ curve of gener-
alization error. They claimed to provide evidence for the existence of a double
descent curve for various models and datasets.
2.6.2 Regularization
The motivation behind regularization is to reduce the variance of the selected
model but keep bias under control by putting extra constraints on the model. We
can call our method as the Structural Risk Minimization. The idea is minimizing
the so-called structured risk
R̃S[f✓] ⌘ R̂S[f✓] +  ⌦(✓), (2.33)
where the first term is the expected risk of the training set, ⌦(✓) is the regularization
function. The constant   term is a hyper-parameter that we choose to control the
e↵ect of the regularizer.
If the form of the regularization function ⌦(✓) is the square of the L2-norm,
we call it Ridge regression. If we choose ⌦(✓) to be L1-norm we call that






2 ⌦(✓)Lasso = k✓k1 . (2.34)
One can show that ridge regression is equivalent to imposing a Gaussian prior
over the model. Ridge regression e↵ectively results in the decaying of the weights
of the model. Therefore L2 regularization is sometimes called weight decay.
Early stopping is also used as a regularization technique. One can look at the
parameter space of the model and show that early stopping has the same e↵ect as
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ridge regression. This comes due to the fact that both of these methods restrict
the volume of this space once the initial parameters are set.
Another useful regularization technique that is used is called Dropout. It is
implemented by randomly deleting some hidden nodes with a given probability p,
which itself is a hyper-parameter. Srivastava et al. (2014), in their work, claimed
that dropout reduces over-fitting by preventing co-adaptation.
Recently Zhang et al. (2017) suggested that we do not need explicit regularizers
like dropout and weight-decay for good generalization performance. They claimed
that SGD acts as an implicit regularizer. Neyshabur et al. (2015) claimed that one
could characterize implicit regularization with minimization of norms, but more
recently, this claim was challenged by Razin and Cohen (2020).
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3 Experimental Results
In this chapter, we will discuss the choice of architecture in order to solve the
electron identification problem. Then we will present our results and compare them
with the performance of the traditional identification methods. Finally, we will go
over possible directions to proceed to improve our results.
3.1 Choice of Architecture
Choosing an architecture is an important part of any successful machine learning
algorithm. We need to analyze our data and then decide which types of networks
could be an optimal choice. For the EL-ID task, our data have four distinctive
parts:
— Six sequential 7x11 pixel sized images
— One 56x11 image
— Tracks
— Scalars
In principle, we can feed all di↵erent parts of our data into simple FCNs and
then combine each output into a final FCN. This would work, but we would not be
using any advantage of the physical structure of our data.
First of all, we know that the success of CNNs for images is well-established.
Therefore, it would make sense to use CNN architecture for the calorimeter images.
We can, in fact, use CNNs for each image and FCN for the tracks and the scalars
and a final FCN at the end. But in doing so, we would not be using the sequential
nature of the six images that we have in our dataset. We will discuss how to exploit
this property in the next section best.
Tracks are spatio-temporal quantities; therefore, in order to make use of this
property, it might be better to choose a di↵erent architecture over FCN. It turns
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out that the best performance was achieved when we convert the 15 track points
for each electron and five variables related to them to a 15x5 pixel image and feed
them to a CNN with a (1x1) kernel. This success could be due to CNNs ability to
capture spatio-temporal quantities, even though the tracks are not images.
The final part of the data, i.e. scalars, is not sequential or does not have other
common features that we can exploit. Therefore we did not have any a priori reason
to choose another model over an FCN. But we observed an increase of accuracy
when we used the quantiles transform technique for the scalars. This is a useful
pre-processing method and reduces the e↵ect of outliers. It does it by transforming
the inputs to have a normal probability distribution.
3.2 Sequential Images
As we mentioned in the previous section, the main uncertainty comes with mak-
ing an architectural choice to represent six consecutive images. Having sequences
of images, it would make sense to look at this problem as a video classification task.
Similar to a natural language processing task, video classification problems can
be solved by simply feeding outputs of CNNs as an input to RNNs at each step.
Donahue et al. (2015) used this simple idea to solve a visual recognition and de-
scription task using RNNs. Similarly Srivastava et al. (2015) used LSTMs to learn
representations of video sequences. Shi et al. (2015) extended the fully connected
LSTM to have convolutional structures (ConvLSTM) in both the input-to-state
and state-to-state transitions to solve weather forecasting problem. ConvLSTM is
one of the state of the art architectures that are used to capture spatio-temporal
structures.
Although we made an analogy between the video classification task and these
images, the similarity goes only so far. A video is a collection of thousands of
images, but here we have only six. Therefore using LSTM type of models that are
designed to capture features of long sequences would not be an appropriate choice.
Choosing a relatively more “static” architecture might be better. Karpathy et al.
(2014) used two-dimensional CNNs to solve a video classification problem with 1
million YouTube videos that belonged to 487 classes. Similarly, Yao et al. (2015)
used 3D CNNs for video description problem. Therefore, it was shown that one
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Figure 3.1 – The Architecture for EL-ID task (Image by Kazuya Mochizuki)
can capture spatio-temporal features by “static” architectures. It turned out that
choosing static 2D or 3D CNNs worked better for our EL-ID task since it is a very
short sequence.
For the usual coloured images, one would feed images that come from three
di↵erent channels (Red, Green and Blue). Here we have six images that have only
one colour, and we feed these six images from 6 di↵erent channels to a CNN. The
architecture that we chose to use (Mochizuki, 2020) that has the properties that
we mentioned can be seen from Figure 3.1.
3.3 Experimental Results
After making an architecture choice, the next step is to start training the model
and find out the best hyper-parameters. At the early stages of the EL-ID task, we
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Figure 3.2 – ROC Curve for the best result with 14M electrons
had a relatively small number of images. Later on, we were able to find more
optimal ways to produce data. Therefore we were able to increase the number
of images by almost three orders of magnitude, from 600 thousand to 100 million
images.
In Figure 3.2, the performance of our model is shown with Receiver Operating
Characteristic (ROC) curve. ROC curve is a plot that shows the quality of models’
capacity to solve a binary classification task when its threshold changes. When we
try to distinguish two distributions (isolated electrons vs background electrons),
four di↵erent cases occur True Positive (TP), True Negative (TN), False Positive









When TN >> FP background e ciency approaches to 1. In that case, any
improvement of our model will make it even closer to 1, but it will be very di cult
to notice from the ROC curve. Due to this reason, we plot the ROC curve as
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For the EL-ID task, ATLAS uses the LH method, and it gives three operating
points to quantify the background rejection power of the method: Loose, Medium,
or Tight. These points are in order of decreasing electron e ciency and increasing
background rejection. And we use simulators to determine these values of three
operating points.
From Figure 3.2, we can see that our model performs 8, 12 and 18 times better
than the operating points of LH estimates. In short, the performance of our deep
learning model surpasses the current model that ATLAS uses by a huge margin for
the EL-ID task.
Table 3.1 – Best hyperparameters for EL-ID Task
Method/Part of Architecture Search method Best Values
Optimization ADAM, lr 1e-3
Regularization L2 1e-7
Regularization Dropout 0.1
CNN Images Kernel Size &Padding & Stride (3x3, 1, 1)
CNN Tracks Kernel Size &Padding & Stride (1x1, 0, 1)
CNN Number of features 32
CNN Number of Conv2d layers 3
CNN Number of FCN layers 3
CNN & FCN Number of Neurons 100
One important question is if each part of the data was instrumental in achieving
high accuracy, or could we get rid of some part of the data and still get comparable
results. In order to answer that question, we did experiments where we used each
part of the data separately. Our results showed that none of the parts of the data
was itself enough to give 98.05% accuracy. As one can see from Table 3.2, the
scalars were the most useful part of the data, and the tracks are the least useful
one. But we were able to achieve the best results only when we included all parts
of the data, including the tracks.
Among all popular optimization methods that we tried, ADAM was the best op-
timizer. Although we were able to get comparable results with SGD+Momentum,
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Table 3.2 – Accuracy results using only one part of the data
Scalars 7x11 Images 56x11 Images Tracks
97.2% 96.4% 95.2% 91.1%
the training time for it was longer than ADAM. The best learning rate was 1⇥10 3
but decreasing it towards the end of the training up to 1⇥10 6 gave not appreciable
but slightly better results. But using various learning rate scheduler methods that
were available in libraries did not improve the performance.
Finally, we investigated the e↵ect of regularization. A very small L2 regulariza-
tion 1⇥10 7 helped to get slightly better results. And our hyper-parameter search
showed a dropout of 0.1 was the best value that we used after ReLU activations
both for FCN and CNN parts of our model.
3.3.1 Architectural Trials
At the early stages of our work, we used CNN+RNN architecture due to the
sequential nature of calorimeter images. We could not outperform an LH estimate
and could not get an accuracy of more than 80%. Then we decided to used the
stacked 2D CNN architecture and were able to get close to 90% accuracy levels.
Therefore before being able to increase the data size, we decided to optimize our
model based on stacked consecutive images that were fed to the 2D CNN model
from 7 ”colour” channels.
Later we connected this CNN model with other Neural Networks that we used
to represent the tracks and scalars. This is similar to two-stream models that are
used for video recognition (Simonyan and Zisserman, 2014). We used standard
FCNs for scalars but used the quantiles transform technique for the inputs. And
finally, we obtained better results when tracks were converted to 5x13 images that
are fed to the CNN model compared to just inputs fed to a standard FCN. As we
discuss in the previous section, we attribute this to the spatio-temporal nature of
the tracks and CNNs ability to model these features (Karpathy et al., 2014).
After achieving much better results compared to the LH estimate, we checked
if there was any room for further improvement. This is typically done in ma-
chine learning tasks by making the model deeper or wider. In order to do that
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we tried three di↵erent architectures, ResNet style (He et al., 2016), WideRes-
Net (Zagoruyko and Komodakis, 2016) and DenseNet (Huang et al., 2017) style
architectures.
To complete these trials at an optimal time, we used these models only for the
images to check if there is an increase in accuracy. None of these models showed
an increase even though the number of parameters two orders of magnitude higher
than simple CNNs. The training time increased with more parameters than we
expected.
Our interpretation of this result is that there is not much to learn by going
deeper in this model for our task. This makes sense since the structures of the
images that we see in Figure 1.6 are not extremely complicated. Therefore shallow
networks would be able to capture the spatial shapes of these figures.
We also implemented CoordCONV architecture (Liu et al., 2018) to improve the
performance of our model. CoordCONV is a simple model where one concatenates
two more images (one for x and one for y) to the existing image. The pixel values
of the extra images are the Cartesian coordinate values of x and y coordinates. Liu
et al. (2018) showed that certain RL tasks benefit from CoordCONV layers, and
a Faster R-CNN detection model trained on MNIST detection showed 25% better
intersection over Union for object detection. For our task, CoordCONV layers did
not help to get better results and even led to a small decrease (1%) in accuracy.
3.4 Future Research Directions
In this section, we will go over possible future research directions, some of which
are already being pursued by the EL-ID task group:
— Experimenting with various architectures





3.4.1 Experimenting with various architectures
As we mentioned at the beginning of this chapter Yao et al. (2015) used 3D
CNNs for video description problem and showed that this architecture better cap-
tures spatio-temporal correlations compared to 2D CNNs. This line of work is
currently being pursued by the UdeM EL-ID group. The di culty of this line of
work is the number of possible 3D kernels that one can use. Therefore, the grid
search is very time-consuming.
One can go beyond using stacked 3D kernels and implement Two-Stream Con-
vNet models that are used for action classification tasks (Simonyan and Zisserman,
2014; Feichtenhofer et al., 2016; Carreira and Zisserman, 2017).
Another future direction is using the Transformer model, which was introduced
by Vaswani et al. (2017). Transformers are widely used to solve NLP tasks, but it
is also used for action recognition task by making use of features from the spatio-
temporal context (Girdhar et al., 2019).
Even more recently, the so-called Vision Transformer (ViT) model was devel-
oped for image recognition tasks (Girdhar et al., 2019). The novelty of this work is
that CNNs were not used at all. Instead, pure transformers were applied to patches
of images. After being pre-trained on large amounts of data ViT model got better
than the state of the art results on many datasets. Therefore we can completely
get rid of CNN architecture and implement a ViT type of model for the EL-ID
task.
3.4.2 Producing more data
Another direction that would certainly be useful is producing more data. Pro-
ducing and handling an amount of data that is more than what we already have
is a challenging task. But doing that would certainly help us to get better results.
Very recently, Dominique Godin, who is a member of the EL-ID task group, was
able to produce MC data for 120 million events. This amounts to more than a
billion images, and preliminary results were already promising as we expected.
One interesting thing to check is if the performance of our model obeys a certain
scaling law as a function of data (Henighan et al., 2020). If our model’s perfor-
mance obeys certain empirical scaling laws, that will give us a chance to adjust our
compute budget before producing much more data.
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3.4.3 Hyper-parameter scan
As it is the case for all machine learning experiments, doing a thorough hyper-
parameter scan by grid-search is a very important part of the whole pipeline. It
is currently being pursued by Sergey Panitkin who is a member of the EL-ID task
group. He is making a hyper-parameter scan using the Summit Supercomputer of
The Oak Ridge Leadership Computing Facility.
3.4.4 Multi-class classification
As we mentioned in the previous chapter, knowing the type of background is
a useful information to optimize the data analysis downstream. Therefore mak-
ing a successful multi-class classification will further improve our ultimate goal of
isolating the signal electrons. This is a relatively di cult task, since our dataset
is a highly imbalanced. Dominique Godin and Kazuya Mochizuki, who are both
members of the EL-ID task group, are working on this task.
3.4.5 OOD generalization
During our experiments, all of the data that we used were produced by MC
based simulations. The simulation is able to model SM of particle physics as well
as the detector at a very good level. But no matter how good it is, there are still
many approximations that are routinely being made during this data producing
stage. These approximations are sometimes due to our incomplete understanding
of particle physics or sometimes our inability to calculate some higher-order terms
that appear in perturbative expansions.
Because of these reasons, one can predict that the real data distribution and
the one that we have from the simulations will not be identical. Therefore, it
would make sense to make the model so that it would also do a good job on out of
distribution (OOD) tasks.
Understanding the underlying principles of OOD generalization performance
and how to improve it is a subject that is an active research topic. In the next
chapter, we will briefly discuss some methods to improve OOD generalization per-
formance through data augmentation. But our main focus will be the answer to
the following question: If we choose an algorithm that puts us in a wide flat
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minimum region of a loss landscape, will this help for OOD generalization per-
formance? We will present some algorithms that claim to take us towards these
regions. Finally, we will show the results of our implementation of these algorithms
to the EL-ID task and try to answer the above question.
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4 OOD Generalization andFlatness
In this chapter, we will discuss the concept of sharpness and wide flat minimums
of the loss surface in detail. Then we will make a conjecture about the relationship
between wide flat minimums and OOD generalization performance. Finally, we
will implement two algorithms to di↵erent parts of our EL-ID dataset based on
their angular locations and use that to mimic domain-shift behaviour. We will
then discuss our results in the context of our OOD Generalization vs Flatness
conjecture. Finally, we will end with future work to be done.
4.1 Sharpness based complexity measures
The concept of sharpness of local minimum has been introduced in the Machine
Learning literature in the early and mid 90th in the works of Hinton and von
Cramp (Hinton and von Cramp) and Hochreiter and Schmidhuber (1995). Both
works motivate the advantage of flat optimum over the sharp ones through the
minimum description length principle: sharp minimum requires higher precision
in their specification, whereas flat minimum can be given with less precision or
fewer bits of information, thus resulting in a less complex network and better
generalization performance. Intuitively, low necessary description length suggests
robustness to noise in the parameter space and thus lower expected overfitting.
One could perturb the weights at the optima a bit without e↵ectively increasing
the loss value.
In the following years, this concept has received a lot of attention in the research
literature. Most of the work is based around the simple empirical observation - local
minima that generalize well tend to lie in ‘wide valleys’ of the loss landscape, rather
than sharp, narrow ones. Related work can be roughly divided into the following
two categories: works discovering new properties of loss-landscape geometry both
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theoretically and empirically (Petzka et al., 2020; Achille and Soatto, 2018a; Dinh
et al., 2017; Liang et al., 2017; Keskar et al., 2017; Sagun et al., 2017; Jastrzebski
et al., 2018; Jiang et al., 2019) as well as works introducing concrete algorithms
for reaching solutions with particular properties, such as wide and flat regions or
robust feature representation (Chaudhari et al., 2019; Izmailov et al., 2018; Achille
and Soatto, 2018b).
4.2 Theoretical view and definitions of flatness.
To facilitate further discussion, we begin by looking at theoretical properties
and formal definitions of sharp and flat optima.
4.2.1 Definitions of sharp and flat optima.
Hochreiter and Schmidhuber (1995) define local flatness size of the connected
region around the minimum where the training loss is relatively similar. Dinh et al.
(2017) formalize this as follows:
Definition 8 (✏ - flatness). C(L, ✓, ✏) is a largest connected set containing ✓, such
that 8✓0 2 C(L, ✓, ✏),L(✓0) < ✓) + ✏, where ✓ is a local minimum and L is a loss
function.
(Keskar et al., 2017) proposes to describe sharpness in terms of a maximum loss
in a bounded neighbourhood of the minimum ✓. (Dinh et al., 2017) formalize this
as follows:
Definition 9 (✏ - flatness). Given a Euclidean ball B2(✏, ✓) centered at minimum





where L is a non-negative loss function.
Finally, many authors (Chaudhari et al., 2019; Jastrzebski et al., 2018; Keskar
et al., 2017) measure local curvature around the local optima with a second order
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structures like Hessian and its eigenvalues. In this context, the trace of hessian or
its spectral norm are used.
It was found by Sagun et al. (2017) that during training, the eigenvalues of the
Hessian increase. Keskar et al. (2017) further analyzed the Hessian and related
that to the flatness in loss surfaces. It was stated that flatness and the volume of
the basin where we find a solution are related. On the other hand, they stated that
when one moves away from the found solution, the rate of change of loss gives an
estimate of flatness. Then they pointed out that these definitions are related to
curvature in the loss surface, and therefore one would naturally use the Hessian of
the loss function for analysis.
Keskar et al. (2017) also made a distinction between the total number of pa-
rameters and e↵ective dimensionality. During training, there are many directions
where parameters are not determined; hence the loss function is constant (equiv-
alently, the Hessian has zero eigenvalues) along those directions. Since one does
not update the parameters along those directions, they stated that those directions
are degenerate. Therefore one would naturally have lower e↵ective dimensionality
compared to the number of parameters.
From the above discussion Keskar et al. (2017) observed that the function-
space representation of the model is not diverse if one looks at the parameter
perturbations in degenerate directions. This is related to the complexity of the
model, and therefore one would expect a good generalization if the solution is in a
region with lower e↵ective dimensionality. Finally it was suggested by Keskar et al.
(2017), Wu (2017) and Jastrzebski et al. (2018)that low Hessian norm region (wider
minima) would most probably be reached with SGD. This is because one would
reach those regions with random initialization given their larger volumes (volume
of the basin of attractor) Wu (2017).
Jastrzebski et al. (2018) further analyzed the whole trajectory of SGD instead
of just the final point at the end of the training. They also confirmed the analysis
done by Keskar et al. (2017) and Wu (2017). A visualization of the quantitatively
measures non-convexity as a heat map was given by Li et al. (2018). This was
done by calculating the smallest eigenvalues of the Hessian around local minima.
To facilitate further discussion, we begin by looking at theoretical properties and
formal definitions of sharp and flat optima.
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4.2.2 Reparametrization
One would intuitively accept the sharpness, flatness and generalization argu-
ments. But Dinh et al. (2017) showed that one has to be careful when analyzing
flatness with the Hessian of the loss function. More specifically, they gave an ex-
plicit example where a deep neural network with ReLU activation functions; one
can make layer-wise weight reparameterizations that leave the network function
unchanged. That would mean the same performance for the generalization. At the
same time, these reparameterizations can be constructed in a way to change a sharp
minimum into a wide one or a wide minimum into a sharp one. Therefore Dinh
et al. (2017) stated that a sharp minimum could generalize well with an alteration
to the loss function.
Later Sagun et al. (2017) noted that one has to make a non-linear transformation
to deform relative widths of basins. But one can still make a meaningful analysis
if one uses relative values instead of absolute ones and get a consistent comparison
between various cases.
4.2.3 Bayesian interpretation of flatness
Bayesian interpretation of flatness is another intuitive and perhaps more sound
way compared to Hessian. The main idea is the following, with Bayesian inference,
one naturally lands into flat minima since it has a large probability mass.
Along these lines, Smith and Le (2018) argued that one can understand the
sharp minima and generalization issue by evaluating the Bayesian evidence for
every model. One would see that this analysis would penalize sharp minima and
still be invariant under re-parameterization. Hence, this approach would resolve
the concern, which was stated by Dinh et al. (2017).
One can again turn back to Keskar et al. (2017) observation: the function-
space representation of the model being not diverse if one looks at the parameter
perturbations in degenerate directions. Hence Occam factor would reward the flat
minima but penalize sharp minima. This would lead to bad generalization for the
latter case.
If one follows Smith and Le (2018) argument, that is SGD’s inherent noise being
the origin of its success (escaping from sharp minima), one could start thinking
about modifying the learning rate. It is conceivable that one can escape from
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sharp minima with a larger learning rate. Therefore there is an optimum batch
size that maximizes the test accuracy for a given learning rate.
With this intuitive picture Smith and Le (2018) interpreted SGD as the dis-
cretization of a stochastic di↵erential equation. By doing so, they predicted that
the optimum batch size should scale linearly with both the learning rate and the
training set size. They verified these scaling rules empirically and discussed their
implications.
Dziugaite and Roy (2017) connected sharpness to Probably Approximately Cor-
rect (PAC)-Bayes bounds for the issue of good generalization. They claimed that
the results of Zhang et al. (2017) could be explained by nonvacuous PAC-Bayes
generalization bounds.
As Jiang et al. (2019) pointed out, as we randomly introduce noise and perturb
the parameters, PAC-Bayesian interpretation captures sharpness in the expected
sense. They analyzed Keskar et al. (2017) works, the part in which Keskar et al.
(2017) showed a correlation between good generalization and small batch sizes.
Jiang et al. (2019) named this di↵erent notion of sharpness as the worst-case sharp-
ness. What they meant by the worst-case is the search for the direction that changes
the loss the most (maximum value for the Hessian). Therefore Jiang et al. (2019)
found a di↵erent PAC Bayesian measure of flatness. In their approach, insensi-
tivity to random perturbations/flatness would give better generalization bounds
compared to other bounds.
4.2.4 Flatness and simple functions
We pointed out the relation between approximately zero Hessian eigenvalues
along many directions and the diversity of the function-space representation. This is
closely related to Hochreiter and Schmidhuber (1995) argument: one can associate
flat minima with simpler functions. Wu (2017) reiterated this point and argued
that it would yield to better generalization.
The relationship between flat minima and simpler functions turned out to be
a useful conceptual tool to understand the findings of Zhang et al. (2017). The
behaviour of DNNs overfitting random data with almost zero training loss was
studied by Arpit et al. (2017), Advani and Saxe (2017). They proposed that fitting
simple functions over training data before overfitting noise is the reason behind this
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good generalization behaviour.
4.2.5 Flatness and information content
Information theory can also be used to analyze the properties of flat minima.
Achille and Soatto (2018a) argued that flat minima, with approximately zero eigen-
values of the Hessian along many directions, have low information content. Hence
they were able to connect PAC-Bayesian approaches to information-theoretic ar-
guments. And they further claimed that low information functions would learn
invariant representations of future inputs.
The empirical findings of Entropy-SGD work of Chaudhari et al. (2019) shows a
bias toward“flat minima”during optimization. After highlighting this point, Achille
and Soatto (2018a) argued that these minima could be interpreted as having low
information content (similar arguments appeared early on the work of Hochreiter
and Schmidhuber (1997)).
Achille and Soatto (2018a) gave the following intuition: The weights of the
network need not be stored with high precision since the landscape of the loss
function is locally flat. Doing so would result in a smaller inference error. Therefore
flat minima would generalize well, and the associated representation of the data is
not sensitive to small perturbations and more disentangled.
They further argued that this approach would not have any“contradiction”with
Dinh et al. (2017) result, since their argument is not “if and only if” type. That
means the flatness implies low information content, but low information does not
necessarily imply flatness.
4.2.6 Mode Connectivity
The usual picture that we have in our minds for a minimum of a loss function
is: points at the bottom of a convex valley. As we discussed in previous sections,
Keskar et al. (2017) and others argued that there is a correlation between the width
of these minima and the generalization ability of the network. Li et al. (2018) also
provided a low dimensional picture of the loss function of neural networks where
the parameters are specified by the position of the minimum.
Immediate questions that come to mind are: “Is this picture correct? Are
isolated points for global or local minima indeed lie at the bottom of some convex
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valley? Are they disjoint or connected? Are we certain about the existence of bad
local minima?”
Baldi and Hornik (1989) tried to address some of these questions and showed
that an MLP with a single linear intermediate layer has saddle points and a global
minimum but no local minima. Recently Dauphin et al. (2014) showed that “large”
neural networks also have the same property. More recently, Soudry and Carmon
(2016); Safran and Shamir (2016) looked at the error surface of the neural network,
providing theoretical arguments for the error surface becoming well-behaved in the
case of over-parametrized models.
For more modern architectures (such as CNN) Draxler et al. (2018) and Garipov
et al. (2018) argued that di↵erent minima of the neural networks’ loss landscape
form a connected manifold, i.e. there is a path connecting local minima along
which the values of the loss does not change a lot. They empirically showed that
one could find a continuous path (with similar values for loss function) to connect
various global minima. And Draxler et al. (2018) even conjectured that this part
of the loss surface forms one single connected component.
And finally, Nguyen (2019) made a more concrete “no bad local minima” ar-
gument for neural networks. For a specific case, where one of the hidden layers
has more neurons than the number of training samples, Nguyen (2019) showed
that there is a continuous path (along which the value of the loss function is not
increasing) from an initial point to its (asymptotic) minimal value.
We see that understanding the geometry of the loss surface is still an active
research field. In relation to our this thesis, we remark that the connectivity of
local optima can be useful for out of distribution tasks. That is one important
motivation behind this direction of research.
4.2.7 Relation between sharpness and robustness
Several (Petzka et al., 2020; Liang et al., 2017) works tried to come up with def-
initions of flatness that are invariant under the reparametrization discussed above
Dinh et al. (2017). Petzka et al. (2020) propose a notion of feature robustness - a
representation encoded by a DNN is ✏-robust if adding a small change in the input
space X or in the features space defined by the function   (feature encoder) does
not change the empirical error by more then ✏. Formally, Petzka et al. (2020) define
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this as follows:
Definition 10 (( , S, ✏)- feature robustness). Given:





[l( ( (x) +  A (x)), y)  l({(x), y)], (4.2)
where l : Y ⇥ Y ! R+ denote a loss function,   and ✏ are two small positive
numbers, S = {(xi, yi)Ni=1} ✓ X ⇥ Y is the training set, and A 2 Rm⇥m is a
feature selection matrix such that ||A||  1. A model f(x) = (    )(x), where
  : X ! Rm is a feature extractor and  : Rm ! Y is a mapping to the output




Furthermore, Petzka et al. (2020) show that feature robustness of a model

















(w⇤) is the largest eigenvalue of the HessianHEemp(w⇤, S) of the empirical
error at w⇤, with w⇤ being a minimizer of the empirical error Eemp.
Petzka et al. (2020) further propose a measure  (w) of flatness of loss landscape
(lower values indicate more flatness). For a neural network with L layers, a measure








They show that this definition of flatness is invariant under the reparameterization
and relates to feature robustness as follows.
Definition 11 (( , S, ✏) - feature robustness of a neural network). A neural network





Under the assumption of representativeness of the training set S, authors further
derive a bound on of the generalization error.
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Achille and Soatto (2018a) rely on the information theoretical view of feature
robustness. More specifically, they refer to the Information Bottleneck Theory
(Tishby and Zaslavsky, 2015), which defines the optimal representation z = f(x)
of the high dimensional raw data x and associated label y to be (a) su cient for the
task (i.e. I(y; z) = I(y; x), with I denoting mutual information) and (b) minimal
(i.e. minimal I(z; x), which leads to minimal amount of information stored in the
weights). Achille and Soatto (2018a) further propose (c) invariance (I(z;n) = 0,
where n is a nuisance such as e.g. translation, rotation, occlusion, s.t. yn|x) and
(d) disentanglement as additional properties of an optimal representation. They
further show that due to the noisy nature of the optimization algorithms (e.g.
SGD), in practice, it only su ces to ensure (a) and (b) through implicit or explicit
regularization during the training process.
The notion of an optimal representation has received a lot of attention in the ma-
chine learning research community lately, mostly due to the fact that self-supervised
representation learning methods (Chen et al., 2020; He et al., 2019) have reached
the state-of-the-art performance dictated by supervised learning algorithms.
4.3 Algorithms
One of the main motivations behind most of the works that we covered is:
understanding the “unexpectedly” good generalization behaviour of SGD (even in
situations when the number of parameters of the model largely exceeds the number
of training data points). If one can find the underlying source of SGD’s success,
then one could focus on those properties and use them to come up with algorithms
that are more e cient than SGD.
Chaudhari et al. (2019) proposed the Entropy-SGD algorithm with the assump-
tion that flat/wide optima is the main source of SGD’s success. They used Gibbs
distribution to model local entropy and minimized that modified loss function
F (x,  ) which is defined in equation A.1. 1 Their Entropy-SGD algorithm had
an“SGD inside an SGD” form in two nested loops. To calculate the gradients, they
1. In their work Chaudhari et al. (2019) claimed to prove that the modified objective function
is smoother than SGD and generalizes better than SGD. In the Appendix chapter, we went over
their proof and showed where their proof is incorrect.
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used Langevin dynamics in the inner loop before the weight updating step. With
that specific form of the modified loss function that they used, they were able to get
a smoother landscape and reach the flat minima faster than SGD while avoiding
poorly-generalizable solutions located in the sharp valleys.
Achille and Soatto (2018b) chose a di↵erent approach and focused on the nois-
iness of SGD to be the source of its success. They proposed a technique called
Information Dropout, which can be seen as a generalization of dropout, where
their proposed regularizer reduces to binary dropout Srivastava et al. (2014) when
using Bernoulli type of noise. Importantly, the amount of noise added to the acti-
vations of a layer is dependent on the activation of the layer itself, thus penalizing
a large amount of information passed between the layers leading to minimal and
su cient representation in the spirit of the Information Bottleneck theory Tishby
and Zaslavsky (2015). In a later work Achille and Soatto (2018a) showed that the
quality of the stochastic representation depends on the flatness of the minimum.
With that in mind, they focused on the learning of optimal representations to get
the most out of the data for a specific task.
As we discussed before, one can also argue that it is not only the batch size
of the SGD algorithm but rather the ratio of the learning rate and the batch size
being the main source of the success of SGD. Izmailov et al. (2018) showed that
simple averaging of multiple points along the trajectory of SGD, with a cyclical or
constant learning rate, leads to better generalization than conventional training.
They also showed that this Stochastic Weight Averaging (SWA) procedure finds
much flatter solutions than SGD.
4.4 Flatness Conjecture and Experiments
In machine learning, great successes have been achieved in language modelling
(Brown et al., 2020) and image classification (Dosovitskiy et al., 2020) at levels that
exceed human-level performance. But when the test data distribution is slightly
di↵erent than the training domain, then we see drastic changes in performance (Su
et al., 2019). Understanding the reasons behind failing to do so is still an open
problem.
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It is not very clear if the EL-ID task might be considered as an OOD problem. It
is true that changing one pixel, causing a degradation of the performance, happens
when the circumstances are carefully designed (Su et al., 2019). But Recht et al.
(2019) showed that when new images are used that are not from the excessively
re-used test sets, performance drops more than 10%. Therefore we believe that
methods to improve OOD generalization are quite relevant to our EL-ID task, no
matter how similar our MC produced data and real data are.
There are recent e↵orts to understand the reason behind the failure of OOD
generalization. Arjovsky et al. (2019) claimed that it is related to the models fail-
ing to capture the causal factors of variation in data and instead learn spurious
correlations that change from training set to data set. They suggested a method,
Invariant Risk Minimization (IRM), that would learn features that are not spuri-
ous. But very recently Gulrajani and Lopez-Paz (2020) showed that none of the
modern algorithms, including IRM, outperform ERM by a significant margin when
all conditions are equal.
In this work we make the following conjecture:
Flat optimum has an advantage over the sharp one in their out of distribution
generalization performances. To test our conjecture, we will use two algorithms for
our EL-ID data set.
4.4.1 Entropy-SGD and SWA Algorithms
We implemented both Entropy-SGD and SWA methods to the high granularity
56x11 pixel sized calorimeter images. Since, at this moment, we did not have access
to real calorimeter images, we divided the simulated data into two parts based on
their angular position values ⌘. Dividing the calorimeter images into |⌘| < 0.65
and |⌘|   0.65 will serve as a surrogate for real data vs simulated data distinction.
As we can see from Figure 4.1 and Figure 4.2 algorithms 2 that drift the pa-
rameters towards with wide flat minimums of training loss surface indicated more
stable learning curves. For all of these cases, we used the same architecture with
2. We should note that the Figure 4.1 and Figure 4.2 are of SWA algorithm since it is the
only one that we can compare epoch per epoch with SGD. Because 1 epoch for an Entropy-SGD
training corresponds to L epochs of SGD training, where L is the Langevin iterations parameter.
The general shape of the learning curve of SWA is very similar to Entropy-SGD, only scaled by a
factor of L along the x-axis. Since it would be confusing to compare Entropy-SGD vs. we chose
to put SWA vs. SGD results.
57
Figure 4.1 – Learning curve comparison of algorithms that chooses wide flat optimums of the
loss function with ADAM for 60K events. Training set is chosen to be |⌘| < 0.65, and validation
set |⌘|   0.65.
Figure 4.2 – Learning curve comparison of algorithms that chooses wide flat optimums of the
loss function with ADAM for 600K events. Training set is chosen to be |⌘| < 0.65, and validation
set |⌘|   0.65.
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the same number of parameters. The two algorithms gave very similar results and
consistently performed better than ADAM. We also noticed that as soon as we
increased the number of events from 60K to 600K 3 then, the oscillatory behaviour
of the validation loss curve of ADAM started to get smoother. But in both of these
cases, algorithms that lead the model towards its wide flat minimum performed
better, achieved higher accuracy and less over-fitting 4.
However, we can not decisively claim that our conjecture is verified since we did
not test our model, which was trained with simulated data, with the real observed
data obtained by the ATLAS detector. The distinction was a surrogate of the real
out of distribution situation that would arise when we test our model with the real
labelled data.
Finally, we trained the full architecture with 14M events and used all available
data (scalars, tracks, calorimeter images). In that case the change in best accuracy
was less than 0.2% when the model was trained in |⌘| < 0.65 and tested in |⌘|   0.65
region or |⌘| < 0.65 region (IID). Therefore we can see that when we increase the
number of events and include other parts of the data, OOD surrogate behaviour
gets lost.
We attribute this to two factors. Firstly if two domains (train and test) are not
entirely di↵erent, more training with more data will help with OOD generalization
performance. But if the two domains in question are very di↵erent, then training
with more data can make our model overfit the training set and generalize even
less to the test set.
The second factor is the weaker dependency of scalar and track parts of our
data to the value of angular position |⌘|, compared to calorimeter images. Even
when there is, the possible asymmetry of the dependency made the e↵ect smaller.
Our conjecture on the relation between OOD generalization performance and
flat wide minimum still holds. It would be interesting to see the future results for
di↵erent datasets and algorithms that might lessen the problems associated with
domain adaptation.
3. We should note that these numbers are the sizes of the training set events. Throughout
the whole work, we used 10% for the test set, but here it had to be 50% since the data is evenly
distributed between |⌘| < 0.65 and |⌘|   0.65. In short, the number of total events here is 1.2M,
where half of them are used for training and the other half for testing.
4. Training with high ⌘ and testing with low ⌘ gave similar results. The change in best accuracy
was 0.6% for 60K events and 0.4% for 600K events, when training and validating are chosen in
the same ⌘ range(IID)
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5 Conclusion
This thesis solves the electron identification task by using tools of machine
learning. This is a very important task since electrons are essential to study physics
at the LHC. They have already played an important role in the discovery of the
Higgs boson, which was awarded a Nobel prize. In the future, they might play an
important role in other discoveries such as supersymmetry or the discovery of dark
matter at the LHC. Our main objective was to outperform the currently used LH
algorithm in identifying electrons in the ATLAS detector with machine learning
algorithms.
In this thesis, we show that our model reaches a performance that is 18 times
better than the standard LH algorithms that are currently used by the ATLAS
collaboration. An important factor in achieving high accuracy with a learning
model is choosing the right architecture. This choice depends on the structure of
the dataset at hand. By using CNNs combined with FCNs, we are able to make
use of the sequential nature of our data.
During our experiments, we observed that the two most important factors to
increase accuracy are training with more data and using all parts of the data.
When we use di↵erent parts of our data (images, scalars and tracks) separately,
the accuracy is not high. But when used together, our model is able to reach its
best performance.
At the end of our experiments, we also conclude that a deeper or wider model
does not lead to an increase in accuracy for our dataset. For the EL-ID task going
very deep or very wide only led to a longer time for training but no improvement
in the accuracy.
Although we are able to get high accuracy with our model for simulated data,
we would like to know how our algorithm does for identifying real electrons that will
be collected by ATLAS. Training a model with simulated data and applying it to
real data is an OOD task. Therefore we aim to get a good OOD generalization per-
formance. In our work, we investigated the answer to a specific question: What is
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the e↵ect of wide flat minima on OOD generalization performance? We conjecture
that it is possible to get better generalization performance with Entropy-SGD and
SWA like methods that favour solutions that lie in wide flat minima of the training
loss surface for out of distribution tasks. We implemented these algorithms to our
dataset and got results that supported our conjecture.
There are other methods that can help with both the OOD performance of
our model when we test it with real data. One immediate future work would be
using the Replicated Stochastic Gradient Descent (rSGD) method (Baldassi et al.,
2016) instead of Entropy-SGD or SWA. It would be interesting to see the OOD
generalization performance of the rSGD method on our EL-ID dataset.
Data augmentation can also help with the OOD generalization performance of
a model. CutOut is a method that is similar to dropout, which we discussed in
previous chapters, where one drops certain random parts of an image input before
feeding it to the model. It was shown that the CutOut method improves the
generalization performance of various models (Devries and Taylor, 2017).
Mix-up is another data augmentation method that makes linear interpolation
between images and output labels (Zhang et al., 2018). It also improved the gen-
eralization of state-of-the-art models at the time.
Recently the CutMix method, which is a combination of the CutOut and Mix-
up methods, is also shown to outperform the generalization performance of the
state-of-the-art augmentation strategies on CIFAR and ImageNet.
More recently, Manifold Mixup was proposed, which is similar to the Mix-up
method. But it not only does a linear interpolation at the level of input images
and labels but also at the intermediate layers of the neural network. (Verma et al.,
2019) showed that they achieved not only state-of-the-art results but also made the
models robust to adversarial attacks.
To conclude, we believe that the model presented in this thesis will undoubtedly
help the ATLAS collaboration do much better in the electron identification task.
Hence we are hopeful that our algorithm will take the place of the current method
that ATLAS collaboration uses for solving this important task.
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A Theorems, Lemmas andProofs
A.0.1 Smoothness Proof
We would like to point out that Lemma 1 of “Entropy-SGD: biasing gradient
descent into wide valleys” (Chaudhari et al., 2019) is incorrect. Theorem 13, which
is the main theorem of the same paper, and it is based on the correctness of
Lemma 1, is also incorrect. Therefore one can not (with the way it is stated
in the paper) prove that Entropy-SGD has a smaller generalization error than the
original objective by using the main theorem in (Chaudhari et al., 2019). Let us
start by directly quoting the relevant parts of their paper as well as the problematic
proof that they give.
Definition 12 (Local entropy).

















Here f(x) is the original loss function, and   is a hyper-parameter that is used to
seek out valleys of specific widths on the energy landscape.
Lemma 1. The objective F (x,  ; ⌅) in (6) is ↵1+  1 c-Lipschitz and
 
1+  1 c-smooth.
The local entropy objective is thus smoother than the original objective.
Theorem 13. For an ↵-Lipschitz and  -smooth loss function, if SGD converges






















which shows that Entropy-SGD generalizes better than SGD for all T > ↵ if they
both converge after T passes over the samples.


















































































can approximate it using the saddle point method as the value of s that minimizes






f(x) +   I
⌘ 1
rf(x).
Let us denote A(x) :=
⇣
I +   1 r2f(x)
⌘ 1
. Plugging this into the condition for
smoothness, we have








Unfortunately, we can only get a uniform bound if we assume that for a small








1 +   1 c
.
This shows that a smaller value of   results in a smoother energy landscape, except
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at places with very flat directions. The Lipschitz constant also decreases by the
same factor.
After having quoted the relevant parts of the Chaudhari et al. (2019) paper, let
us look at the problematic step:







We will first point out the key point where the above inequality fails to hold.
And then, we will give a counter-example to show that the above equation is not
valid for all f(x) and A(x) functions.
First we will add and subtract the same term to the left hand side of the above
equation
kA(x) rf(x)  A(y) rf(y)k
= kA(x) rf(x)  A(y) rf(x) + A(y) rf(x)  A(y) rf(y)k








One can see that given the extra term that appears above, it is impossible conclude
that the new objective function F (x,  ; ⌅) is  1+  1 c -smooth.
Now we would like to give an explicit counter-example to show that Lemma 1
does not hold for all functions with the stated properties in the paper. To make
things simpler let us assume that both f(x) and A(x) are R ! R. Hence r will
become an ordinary derivative and we will further renamerf(x) = g(x). Therefore
the claim of Lemma 1 is the following







First we will take a   smooth function f(x) to have its derivative to be symmetric
under inversion.
For x = a and y =  a) g(a) = g( a).
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The inequality in question becomes








kg(a)  g( a)k = 0.
The only way that the above equation is correct is if A(x) is also symmetric
under inversion so that kA(a)   A( a)k = 0. But A(x) is certainly not invariant
under inversion for all functions f(x) in general.





3 and A(x) =
⇣






Notice that for x 2 (  2 ,
 
2 ) f(x) is  -smooth and A(x) is finite and fulfills the
required conditions. This would give g(x) = x2 that is symmetric under inversion;
g(x) = g( x). On the other hand, we can see that A(x) is not invariant under
inversion A(a) 6= A( a).
To sum up the proof that Chaudhari et al. (2019) gave for Lemma 1 is incorrect.
That would mean that the proof of Theorem 3 of their paper is also incorrect. That
would mean that the proof of “Entropy-SGD generalizes better than SGD” claim
is incorrect. But we do not conclude that their claim of “Entropy-SGD generalizes
better than SGD” claim is incorrect. 1
1. After pointing this error to the authors, they admitted their error in proving Lemma 2,
consequently the main theorem (Theorem 3) in their paper. The authors pointed us to a follow-
up paper Chaudhari et al. (2017), where they proved the smoothness of local entropy without
even making any Laplace approximation. The smoothness proof can be seen from Lemma 18 of
Chaudhari et al. (2017) where they used the maximum principle in partial di↵erential equation
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