Abstract
Xi Existing bed utilization for the ith service.
r1i , r2i The terms r1i, r2i in the equation above represent the influence of the ten factors on the future bed utilisation.
It is not the purpose of this paper to give an in-depth theoretical mathematical analysis of modelling theory; rather it is the description of this model and its practical application within a decision-making framework that the authors wish to highlight. Figure 1 shows a portion of the model as it applies to a single service. This figure allows closer study of the spreadsheet construction. The model automatically tabulates the interim and overall totals. These individual service models can be placed in parallel to allow quick and easy calculation of all services being studied.
Figure 1: Example of spreadsheet calculation for one hypothetical service
Note that items 5 to 13 are factors described in table 1.
Service A Note that light grey shaded areas denote points of manual data entry.
Patient Separations Bed-days 1 Patient separations/bed-days year to date -overnight x Full year effect Site A 1,031 7,583
Patient separations/bed-days year to date -overnight x Full year effect Site B The baseline bed utilisation for each service is based on the number of patients admitted during the sample time period and their length of stay. The sample period covers the calendar years 1998 and 1999.
The factors described in Table 1 are applied to the baseline bed utilisation for each service. The cumulative impact of each of these factors on the baseline bed utilisation, will give a projection for the number of beds that each service is likely to need at the end of the modelling period. By the end of 1999, there was agreement on the set of factors that affected bed demand, as well as the intensity of their effect. At that point, the model was used to project demand for the next five years. To allow for the natural variance of admission numbers, two techniques are used during the calculation. Firstly, the winter months (defined as being July, August and September) are analysed separately from the non-winter periods so that planning can take into account typical winter load patterns. Secondly, to avoid running at maximum capacity the calculated number of bed-days is divided by the target occupancy factor, which for most services is 0.85. Intensive therapy services are assumed to have a lower occupancy (0.75) because they have less ability to transfer patients to other wards, and so they must have the capacity to accommodate peak period traffic. (Calculations for the number of beds provided for "nationally provided services" were made separately as these services need to have enough beds to accommodate a cumulative occupancy of 100%).
After the calculation of the bed-day occupancy result, the actual number of beds to be provided is determined by dividing the result by the number of days for which the baseline admission number sample is taken. For example, winter months for two years: 2(2x31 + 30) = 184.
Finally, a Monte Carlo analysis is applied to the model. This analysis uses a frequency distribution for the values of each factor, defined in terms of their possible range of values and their type of distribution. The three classes of distribution used are described below: 1. Bell-shaped: in this case, we assume that the distribution of values follows a bell-shaped curve, and that the mean is central. 2. Flat: these variables are likely to have an even distribution between the two extreme values of the range.
These variables are the most difficult to judge with respect to their probability distributions. 3. Peaked: these variables are judged to have the highest degree of certainty. The mean falls on the apex of the peak, with both slopes falling within a narrow range to the x-axis.
The matching of each factor to a distribution class is recorded in Table 1 . Although the distribution type remains fairly constant across all services, the range will vary for each individual service.
After classifying the variables, a value for each factor is randomly generated from the distribution and these values are used to estimate total bed occupancy. With repeated use of this technique, a distribution for the expected total bed occupancy is generated. In this case, 10,000 iterations are made and for each of these, a final overall bed number was generated. The computer code for this is SAS code taken from The SAS/IML users guide for Personal Computers, Version 6 Edition.
Model components

Input data:
At Auckland Healthcare the baseline data upon which the model rests is routinely recorded and subject to audit and quality control. For each person admitted, personal details are collected along with information relevant to their hospital stay. This would include the type and destination of their admission, diagnoses and procedure codes along with other relevant facts. There is little controversy regarding the quality of this data. Certain variations from normal practice that would affect the number of bed-days, such as renovations to operating theatres are manually adjusted.
Regression is one statistical model that can be useful in making projection forecasts. In this case, it was not possible because the quality of data could only be guaranteed for thirty months. The length of this period was thought to be inadequate.
Factors:
The influencing factors are classified into the three categories of demand, supply and other external factors. The effect of these factors became the equation coefficients.
a) Demand factors:
Population growth and disease prevalence are demand factors within this model. The assessment of population growth is based on projections taken from Statistics New Zealand. By classifying the patient mix of each service into age and ethnic specific groups, it is possible to use matching age and ethnic population growth rates to calculate the expected growth of the service in question. Assessments for disease prevalence are made by each service, with internal and external review (Beaglehole 1997 , Bell 1996 , Brett 1998 , Calder 1996 , Cox 1994 , Dockerty 1997 , French 1996 , Galgali 1998 , Hoel 1992 , Jackson 1995 , Levi 1994 , McCray 1997 , McGowan 1998 , Meyer 1993 , Moss 1997 , Murray 1997 , Rosamund 1998 , Simmonds 1996 . In addition to the factor for prevalence, the use of a winter/nonwinter baseline helps to account for conditions affected by seasonal climate change.
Although it is dealt with later as a supply side factor, length of stay could also be influenced by changes in disease prevalence. For instance, critical care medicine expected an increase in length of stay for their specialty. This is also noted by Meyer (1993) .
Contestability of service provision with the private sector was included in the model because of the particular market characteristics operating in Auckland at the time. As well as significant new developments in the growth of capacity of private hospitals, the government of the time had signalled their acceptance of competition within the health sector.
Other demand factors that influence hospital usage include the public use of primary care facilities and primary care referral patterns. In the absence of clear primary care data, this could not be included in the model. However, it is assumed that in the absence of any major developments in managed care occurring over the next decade, then there would be no major change in primary care, or their referral patterns.
b) Supply side factors:
In this category, there are four factors within the model. These are: the effect of increasing intervention rates due to new technology, changing funding levels, length of stay and the siting of treatment for inpatients versus outpatients.
New treatments could increase the need for inpatient hospital bed space or decrease it, and consequently was difficult to judge. Because of this, 'new treatments' was classified as having a "flat" distribution within the Monte Carlo analysis. It is generally assumed that funding would remain constant or increase. Literature reviews were of some use here, but again each service had to justify the case for an increase in intervention rate (Aziz 1995 , Caplan 1997 , Chelluri 1995 , French 1996 , Gusto 1993 , Hanson 1992 , Lumsden 1992 , Silberberg 1992 , Zimmerman 1988 . Estimates for funding revenues were made with the aid of the funding authority. In many cases, the length of stay was expected to decline in line with world standards (Harrison 1995 , Harrison 1997 , Goldacre 1995 , MacIntyre 1997 , Meyer 1993 , Rushworth 1995 .
As Auckland Healthcare is separating ambulatory and outpatient services from inpatient services, the transfer of ambulatory day-case work to another centre would extend the average length of stay for inpatients , Jones 1998 , Ossoff 1994 . Perceived changes in length of stay, are clearly demarcated from any length of stay change that arises out of the re-distribution of patients between the inpatient and the ambulatory facilities. The model automatically calculated the difference due to this change.
c) External factors:
Three other factors are included in the model. Sub-regional equitable access (SREA) is the name of the process that aligned populations to secondary and tertiary health care facilities. Here, the overall Auckland regional plan (HSDP) would provide the impetus for transferring certain secondary services to other regional hospitals. These changes were service specific and they aligned the catchment boundaries in order to place services closer to the client population (Health Funding Authority 1998).
Within New Zealand, Auckland Healthcare is responsible for particular national health programs as well as being the pre-eminent provider of complex medical and surgical services for the region. Because of national health policy, the number of patients being transferred to Auckland Healthcare will likely increase, though the expected changes would vary for different specialties (Health Funding Authority 1998). This is represented by the factor inter-regional flows (IRFs).
Finally, the last factor that is included in the model deals with other causes for the internal distribution of patients that in themselves are not related to the ambulatory inpatient split. Allowances are made for internal changes in service process, such as the transfer of paediatric cardiac care from the adult to the paediatric service.
Applying the model
Once the model structure was finalised, to implement it required substantial clinical input. The form of this input is reflected in the final settlement of the factors and the effect they had on bed utilisation. Endeavouring to obtain a consensus on the value of each factor was a significant challenge.
These assumptions were clarified in two stages. In the first stage, a literature search was undertaken to identify any firm data or global trends that could help to inform the decision process. Trends identified in the literature, and population projections from Statistics NZ were used to inform the process at that time. Changing length of stay, disease prevalence patterns and treatment trends were looked at closely.
Following this, the model and its assumptions were tabled for discussion before a clinical review panel. This panel comprised a combination of clinical leaders, management as well as independent epidemiological opinion. This process (albeit with different protagonists), was repeated at a later stage as the model was discussed with government agencies.
Before finalisation a Monte Carlo analysis was undertaken. This statistical procedure provided an important sensitivity analysis to the final work. Discussion of the actual numbers produced through this process is not important, but it is important to realize that in relation to total bed numbers this analysis gives the following outcomes. A calculated range of values that are distributed around the mean with usual standard deviation values, 95% confidence limits, as well as absolute upper and lower limits. Having this information helped to focus discussion during the negotiation process.
Discussion
The last two decades have seen substantial shifts in some of the benchmarks of hospital healthcare delivery, with increasing throughput, more admissions that are acute and a declining length of stay , Maarse 1997 ). There has also been a trend to downsize hospitals (in terms of bed number), although most of the work on this has dealt with the effect of declining psychiatric bed numbers (Bigelow 1991 , Burkell, Lawrence 1991 , Maarse 1997 , Madden 1999 , Ridick 1986 , Shepherd 1998 ). There has been consideration given to the appropriate level of general bed provision in our hospitals, as well as some work looking into capacity planning for the psychiatric and general medical areas (Goplerud 1986 , Jarman 1993 , Johnson 1997 , Pasley 1995 , Snowdon 1993 . The work on capacity planning gives general guidelines, but there do not seem to be any models available in the literature that help planners to find their way through this difficult area. As hospital costs are the largest component of expenditure in health in the OECD, being able to make a case to funding bodies that justify the level of capacity being sought is of paramount importance . For planners the key question is how to create flexibility to manage uncertainty, ensure the capacity to cope with surges in demand without creating supplier induced demand . We believe that this model goes some way towards addressing these issues.
The main value in this approach is that it provided a framework and powerful modelling tool with which to shepherd the process of hospital bed capacity projection. It does this in two ways.
Firstly, by channelling a focussed discussion on the determinants of growth, it was possible to separate the various influences that affected or were thought to impact on existing and perceived future demand. This was important because some of these factors have a geometric growth pattern while others will influence demand in a linear manner. The ability to delineate the growth influences into groupings based on their mode of effect was useful in steering the debate along a rational course.
As an example, many services would base their expected growth rates solely on past patterns of patient use. Whilst reasonable from the services point of view, this type of claim was unmanageable from a company and funding perspective. The problem with this assumption is that most of the growth was assumed to reflect increasing disease prevalence. This was clearly not the case, and the model allowed us to look more closely at previous growth rates and delineate the driving factors behind them. Often this apparent increase in demand was not due solely to increasing disease prevalence in the community, but was influenced by other factors such as population growth, changing clinical treatments, or an extension to the clinical indications for treatment. Indeed, over the last decade much of the growth in expenditure has resulted from the change in clinical treatment patterns, rather than an underlying change in disease prevalence (Eddy 1993) .
Separating out the different variables that affected past growth rates allowed a clearer interpretation of the demand that could be expected in the future. This helped reassure the funders that the phenomenon of supplier induced demand played a minimal part in our calculation of the bed numbers required.
This reassurance was important during the negotiation process with government agencies. Initially the view was expressed that our estimates were high, and that we had become captured and overly influenced by our own clinicians. This perception of provider capture would have significantly weakened our negotiating position if we had been unable to demonstrate a rigorous and robust framework within which we made our original estimates. This modelling process provided that mechanism.
The impact of managed care in New Zealand was difficult to define in terms of a single factor that could then be used in the model. The lack of a comprehensive primary care database, and at the time the absence of a clear policy intent to integrate funding across primary, secondary and tertiary care, led us to the conclusion that any forces for integration would not impact significantly on the planning process that we undertook. However, it was thought that the factors of contestability, disease prevalence and sub-regional equitable access (SREA) would reflect some of the effects of managed care.
The second major characteristic of the model was its ability to calculate immediately the final bed number outcome, (as well as other analytical end-points). This was useful when the negotiating parties could not agree on the appropriate value for the factor in question. In the example figure one it was shown that 7,924 bed-days used in 1998-99 translated into a requirement for twenty-six beds in 2004. If there were disagreement between stakeholders as to the appropriate value of one of the factors, insertion of the two values into the model would show how relevant the debate was. Often, this substitution would demonstrate a minor or negligible effect on the outcome for that service. For example, if the factor 'percentage of day-cases' was increased from ten to twenty percent, the model showed that there would be one extra bed required for the day-case facility, with no change to the inpatient requirement. The use of the model in this way was useful in bringing the negotiation process to resolution.
This model gives the ability of decision-makers to cut through many layers of discussion and focus on some of the major determinants of health service growth. It highlights areas that need further research; the most obvious of which is a proper community based "needs analysis". Because of the nature of its function, it continues to be useful past the planning stages and well into implementation. The explicit clarity of the assumptions provides a yardstick for those responsible and accountable for major capital project implementation. Although not a complete answer to capacity projection we believe it provides a very useful framework for rational and comprehensive capacity analysis within the health sector.
