Abstract. We study a recursion that generates real sequences depending on a parameter x. Given a negative x the growth of the sequence is very difficult to estimate due to canceling terms. We reduce the study of the recursion to a problem about a family of integral operators, and prove that for every parameter value except −1, the growth of the sequence is factorial. In the combinatorial part of the proof we show that when x = −1 the resulting recurrence yields the sequence of alternating Catalan numbers, and thus has exponential growth. We expect our methods to be useful in a variety of similar situations.
Introduction
Fix an arbitrary real number x = 0, and consider the sequence defined by the recursive expression (1) a 1 = x , a n = x n−1 r=⌈ n 2 ⌉ r n − r a r .
For x = 1, formula (1) produces the sequence 1, 2, 7, 34, 214, 1652, . . . Note that the last summand n−1 1 a n−1 guarantees that a n > (n − 1)! This means that {a n } grows very fast since n! > (n/e) n . We prove Theorem 1. For any real x = −1, 0 the sequence {a n } defined by (1) grows super-exponentially.
This is an interesting behavior, and not altogether obvious because when x < 0, there are a lot of cancellations. In fact, when x = −1, the positive and negative terms exactly balance out to yield a surprising contrast: Theorem 2. When x = −1, formula (1) produces the sequence (−1) n C n of Catalan numbers with alternating signs, and therefore grows exponentially.
The phenomenon at play is very interesting. In the first part of the paper some combinatorial constructions will allow us to prove the results when x > 0 and when x ≤ −1. However, when x ∈ (−1, 0), the cancellations and the small size of x conspire to render elementary arguments ineffective. In the second part we introduce functional analytic methods to control the effect of the cancellations in that case. We expect these ideas to be useful in a variety of similar situations.
1.1. Structure. The paper has two parts. In the first (sections 2 to 4) we prove Theorem 2 and the case x / ∈ [−1, 0] of Theorem 1. Section 2 presents some basic facts about hypercube graphs and the Catalan numbers; Section 3 defines the combinatorial structure we use; and Section 4 contains the proofs.
The second author was supported by NSF grant DMS-0701557. 1 The second part (sections 5 to 7) tackles the case x ∈ (−1, 0) of Theorem 1. Section 5 uses the combinatorial knowledge gained in the first part to derive an alternative expression for a n as the sum of a sequence of numbers S n (1), . . . , S n (n − 1) constructed recursively. This sequence is translated into a function s n ∈ L 2 [0, 1], and the recursion is interpreted as an integral operator. Section 6 contains the proof of the theorem assuming the statement of Lemma 10, and Section 7 is devoted to the proof of Lemma 10.
Basic Combinatorial Facts
2.1. Hypercubes. The hypercube graph H n is the graph whose set of vertices V n consists of all n-vectors with coordinates 0 or 1. Two vertices are adjacent whenever they differ in one coordinate. There is a natural stratification of V n by the number of coordinates of each value in a vertex; accordingly, let V n,r ⊂ V n denote the vertices with r coordinates equal to 1. 
.
The exponential rate of growth of the sequence {C n } follows easily from Stirling's formula:
A lattice path is a path in the lattice Z × Z that moves one horizontal or vertical unit at every step without self-intersections. We consider monotone paths, which never move left nor down. Note that a monotone path from (0, 0) to (m, n) requires m + n steps. Choosing one such path is tantamount to deciding which of these steps will be the m horizontal steps, so the number of monotone lattice paths from (0, 0) to (m, n) is m+n m .
Lemma 3. The number of monotone paths from (0, 0) to (n, n) that do not cross over the diagonal {y = x} is equal to C n . 
Proof of Lemma 3.
A monotone path γ from (0, 0) to (n, n) that crosses over the diagonal will pass through a point (j, j + 1). Let P be the first such point, and γ ′ the portion of γ going from P to (n, n). Reflecting γ ′ on the diagonal {y = x + 1} transforms γ into a monotone path from (0, 0) to (n − 1, n + 1). This operation is bijective because such paths must cross over the diagonal. Therefore the number of monotone paths from (0, 0) to (n, n) that do not cross over the diagonal equals the number of all monotone paths from (0, 0) to (n, n), minus the number of monotone paths from (0, 0) to (n − 1, n + 1); i.e.,
3. Structure of a n 3.1. Signatures and Binomial Products. The internal structure of the expression a n is better understood by separating the different contributions of weight x r . After expanding the recursive expressions in (1), the first few terms are 1 1 1 Figure 4 . The 5-signature (5, 3, 2, 1) has six associated arrays: The block at position 2 can hold either a 1 or a 2, while the block at position 3 can hold any descending combination of the numbers 1, 2, 3.
Proof. The tower associated to σ has s blocks. The j th block is based at position b j and its length is b j+1 − b j (for the topmost block the length is n − b s ). Therefore the j th block can be filled with an arbitrary choice of b j+1 − b j numbers between 1 and b j ; i.e.,
possibilities. This proves (a), from which item (b) follows immediately. To prove (c), note from (3) that a n counts n-arrays with weight x s . Thus, when x = 1, a n simply counts the number of n-arrays as claimed.
Definition. The sequence of numbers that specifies an array is called a pattern. We convene to read patterns from the bottom up; thus, for instance, the rightmost array in Figure 4 
Proof. In a canonical array every block has length one. This means that the position of the j th block is b j = j, and the number in this block is t j . Thus, in this case, the pattern condition is equivalent to t j ≤ b j = j, proving the result for canonical arrays.
In a non-canonical array, the cell at position j belongs to a block at position i ≤ j. The pattern condition states that the number t j in that cell must be at most i, and the result follows.
3.3. Array Hypercubes.
Definition. If an array has a block at position p with more than one cell, the block can be split into two shorter blocks. The result is a valid array since the blocks have positions p and p + η > p (η is the location of the split within the original block), and the numbers in both blocks are all at most p. We call this operation on arrays a split. Note that an array can usually be split in several ways, all of which commute. Moreover, repeated splitting eventually results in a canonical array.
The reverse operation is also well defined. If an array has two consecutive blocks at positions p and p + η, and the numbers contained in both blocks run together in descending order, the two blocks can be combined into a single one. This is because the new block is at position p and contains numbers in descending order, which means that the length of the new block cannot exceed its position. In other words, condition (4) is satisfied. This operation on arrays is called a merge. As with splitting, merge operations are commutative, and repeated merging must terminate. An array where no pair of blocks can be merged is called primitive.
Definition. The graph G n on the set of n-arrays is defined by joining any two arrays related by a single split/merge operation. Arrays belong to the same connected component of G n when they have the same pattern of numbers (disregarding block divisions). Note that a split/merge is possible at a given position if and only if the numbers at that position are in descending order. In particular, splitting/merging does not depend on the structure of blocks in an array, but only on the pattern of numbers. This yields the following lemma.
Lemma 6. Every connected component of G n is homeomorphic to a hypercube graph.
Proof. Consider an array A ∈ G n . The connected component C of A consists of all arrays with the same pattern of numbers as A. This pattern has ℓ descents (locations where the numbers are in descending order). Now view such locations as placeholders for a symbol 1 or 0 depending on whether two blocks of A meet at that location or not. This puts the arrays of C in correspondence with vertices of the hypercube graph H ℓ ; see Figure 5 . Since a split/merge depends only on the pattern of numbers, all edges of H ℓ are included and C is homeomorphic to H ℓ .
Observation. Every hypercube C ⊂ G n has a unique primitive array and a unique canonical array. In particular, the numbers of hypercubes in G n and of primitive n-arrays are both equal to (n − 1)! Also, if ℓ is as in the proof above, the primitive array has s = n − ℓ − 1 blocks (because the canonical array has n − 1), so C is homeomorphic to H n−s−1 . 
The First Proofs
Each a n is a polynomial in x. When written with the monomials ξ r x r in ascending order by degree, we say a n is in basic format. Since every n-array with r − 1 blocks contributes x r to the total a n , the coefficient ξ r counts the number of such arrays.
Example. The first few a n in basic format are (compare (2)):
When n = 6 for instance, we know that the towers with 4 blocks correspond to the three signatures (6, 4, 3, 2, 1), (6, 5, 3, 2, 1), and (6, 5, 4, 2, 1) (see Figure 3 ). These have = 20 associated arrays respectively, and we see that each of these 86 arrays contributes x 5 to the value of a 6 .
Recall that the array graph G n consists of isolated hypercube components. We can also break a n down as a sum of contributions by hypercubes. Let A be a primitive n-array with s = r − 1 blocks. We know that A contributes x r to a n . Since the connected component C of G containing A is homeomorphic to H n−r , items (H2) and (H4) in Section 2.1 give
Let prim n (r) be the number of primitive arrays with r − 1 blocks; this is also the number of components of G n homeomorphic to H n−r . Equation (6) shows that the total contribution to a n of all arrays in all such hypercubes is prim n (r) · x r (1 + x) n−r , so (4) implies that the least possible number of blocks is ⌈log 2 n⌉). When a n is written in that form, we can read that each of the prim n (r) components of G n with dimension n − r contributes x r (1 + x) n−r to the total sum a n . We will say that a n is in binomial format.
Example. Let us compute the binomial format of a 6 . From (5) we see that there are 8 arrays with 3 blocks. All of these must be primitive, so prim 6 (4) = 8. These arrays (together with those obtained by splitting) determine 8 copies of H 2 in G 6 . Gathering the monomials of all arrays in these hypercubes gives
The remaining 70 arrays with 4 blocks must be primitive since they do not belong to an H 2 ; i.e., prim 6 (5) = 70. These arrays (together with those obtained by splitting) determine 70 copies of H 1 in G 6 . Thus,
The first few a n in binomial format are:
where y stand for 1 + x. This convetion makes for cleaner looking expressions, and will be consistently used in the rest of the paper.
Now that the combinatorial structure is in place, the proofs of Theorem 2 and the case
Proof of Theorem 2. Since x = −1, the only non-zero term in (7) occurs when r = n. In other words, a n = (−1) n prim n (n).
Now, prim n (n) is the number of n-arrays with n − 1 blocks; that is, arrays that are both primitive and canonical. By definition, these are arrays with non-decreasing patterns of n − 1 numbers. Any such pattern can be associated to a monotone lattice path from (0, 0) to (n − 1, n − 1) that does not cross over the diagonal. Simply substract 1 from each entry in the pattern and interpret the results as heights of the horizontal steps of a monotone path (compare Figure 2 ). This procedure is bijective, so by Lemma 3, prim n (n) = C n .
Proof of Theorem 1 when
Depending on the sign of x, one of the two formats for a n displays no cancellations. x > 0: All monomials ξ r x r in the basic format of a n are positive because the coefficient ξ r counts arrays with r − 1 blocks. In particular, a n is larger than the highest order monomial. The coefficient of this monomial is the number of arrays with the most blocks; i.e., canonical arrays. By Lemma 4, a n > (n − 1)! · x n .
x < −1: Since y < 0, all terms prim n (r) · x r y n−r in the binomial format of a n have the same sign, and do not cancel each other. Also, |x| > |y|, so
where the last equality follows from the observation after Lemma 6.
In both cases, |a n | is larger than (n − 1)! · w n for some positive w, and the result holds. The situation when x ∈ (−1, 0) is more delicate because the terms in both the basic and binomial formats of a n have alternating signs. Our strategy in this second part involves a different representation ( (8) and (9)) of a n . We will interpret the sequences {S n (1), . . . S n (n − 1)} as functions s n ∈ L 2 [0, 1] and the recursion (9) as a sequence of integral operators A n : s n → s n+1 . We will deduce some facts about the shape of the graph of s n , and about the limit operator T = lim A n . Then we will use this information to show that the largest eigenvalue λ of T bounds from below the exponential rate of decay of a n /(n − 2)! 5.1. A new recursion. So far we have established that a n is the sum of contributions of the form x r over a large set of arrays (for each array, r − 1 is the number of blocks). We grouped arrays with the same number pattern into hypercube graphs, and showed that a n is the sum of contributions x n−ℓ (1 + x) ℓ = x n−ℓ y ℓ over hypercubes C, where ℓ is the dimension of each C. This dimension is the number of descents in the associated pattern, so we can abandon arrays and express a n directly as a sum of contributions over patterns:
patterns with ℓ descents
This allows us to sort the contributions to a n made by individual patterns. To this end, consider an n-pattern π = [t 1 , . . . , t n−1 ]. If the truncated pattern [t 1 , . . . , t n−2 ] contributes x a y b to a n−1 , then π contributes x a y b+1 or x a+1 y b to a n depending on whether t n−1 < t n−2 or not (i.e., on whether π has one extra descent or not at the last position). This motivates the following definition.
Definition. For n ≥ 2 let S n (r) denote the sum of contributions of all patterns [t 1 , . . . , t n−1 ] such that t n−1 equals r (thus, r can take values in {1, . . . , n − 1}). In particular, S 2 (1) = x 2 , and
By the previous argument, S n+1 (r) can be computed from the contributions of n-patterns:
(when r = n − 1 or n, there is no descent in the last position, so (9) should be interpreted to mean S n+1 (n − 1) = S n+1 (n) = x · n−1 j=1 S n (j)). Figure 6 shows a plot of the values {S 16 (1), . . . , S 16 (15)} when x = −1/2. It is not coincidental that the graph looks sinusoidal.
5.2.
Sinusoidal shape of S n . Note that
From this relation we can derive a more convenient method of computing the sequence S n :
• S 2 (1) = x 2 ; and for n ≥ 3,
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• S n (0) = y n−2
Observation. S n (0) is not part of the original sequence, but we will find it easier to study the properties of S n by including this auxiliary term in the discussion. For instance, note that S n (0) = ya n−1 and S n (n − 1) = xa n−1 . Recall that y = 1 + x and x ∈ (−1, 0). It is vital to the coming arguments that these two values have opposite signs.
Definition. The sequence S n has
• a sign change if n ≥ 4 and there are a, b (1 ≤ a < b ≤ n − 2) such that
• an extreme if n ≥ 5 and there are a,
• an inflection if n ≥ 6 and there are a,
The pair (a, b) is the locus of the change/extreme/inflection. We also say that the change/extreme/inflection is located at a.
Observation. Recall that S n−1 (c) = S n (c + 1) − S n (c), so this value acts as a "discrete derivative" of the sequence S n in the definition of inflection. Notice that in our inflections the slope at the center is steeper than at the sides. A corollary of property (ShB) below is that no other inflection shape is necessary. Also, note that S n (n − 1) is not allowed to be part of a change/extreme/inflection.
Proposition 7. For all n ≥ 6 the sequence S n satisfies (ShA) There are exactly one sign change, one extreme, and one inflection. Proof of (ShA). A sign change in S n implies an extreme in S n+1 , which in turn implies an inflection in S n+2 ; therefore we only need to prove that S n has exactly one sign change. For n ≥ 4, S n (0) = ya n−1 and S n (n − 2) = xa n−1 . Since x and y have opposite signs, the sequence S n has at least one sign change. If there were more changes than one, there would be at least three because sgn S n (0) = sgn S n (n − 2) . Then S n has two extremes, and thus S n−1 has two sign changes. But S 4 (2) = S 4 (3), so S 4 can have at most one sign change, so by induction, S n has exactly one sign change.
Proof of (ShB). Assume S n (n − 1) > 0 (the negative case is analogous). In particular, a maximum of S n must lie above S n (n − 1) and thus be positive. Also, S n (0) = ya n−1 < 0 because S n (n − 1) = xa n−1 .
• If S n (1) < 0, then a minimum must lie lower than S n (1) and thus be negative.
• If S n (1) > 0, then there is an increase from S n (0), so S n−1 (1) < 0. Thus S n−1 cannot have a down-change, and therefore S n cannot have a minimum.
Proof of (ShC).
Since S n has at most one sign change, we need only discard the possibility of two (or more) consecutive zeros. Accordingly, assume that S n (r) = . . . = S n (r + k) = 0 (k ≥ 1) with S n (r − 1) < 0 and S n (r + k + 1) = 0 (the case S n (r − 1) > 0 is analogous). Now, S n (r + k + 1) < 0 contradicts (ShB), so we can assume S n (r + k + 1) > 0. But then S n−1 (r) < 0 = S n−1 (r + 1) = . . . = S n−1 (r + k) > S n−1 (r + k + 1), and this means that S n−1 contradicts (ShB).
Proof of (ShD). Assume S n−1 (1) < 0 so S n (1) > ya n−1 (the case S n−1 (1) > 0 is analogous). Moreover, S n−1 cannot have a down-change (because it starts with a negative value); therefore S n cannot have a minimum. Since S n starts above ya n−1 and ends at xa n−1 , the conclusion follows.
Proof of (ShE).
We can assume that the extreme of S n is a maximum (the minimum case is analogous). Then S n−1 has an up-change at (a + 1, b), and an extreme at (c + 1, d).
(a) If a ≤ c, S n−1 has an increase (namely the up-change) before its extreme. Hence the extreme is a maximum which, therefore, lies above xa n−2 . By (ShD),
(b) If a > c, S n−1 has an increase (namely the up-change) after its extreme. Hence the extreme is a minimum which, therefore, lies below ya n−2 . In particular, S n−1 is decreasing until this minimum. We claim that it is decreasing starting at the auxiliary term, i.e., that S n−1 (0) ≥ S n−1 (1); otherwise, S n−2 has two sign changes. Then we have 0 > ya n = S n−1 (0) ≥ S n−1 (1) ≥ S n−1 (2).
5.3.
S n becomes a step function. Formula (9) induces a linear operator A n : R n−1 −→ R n . Here we will embed A n as an integral operator A n :
, and find an operator T which is the limit of {A n } in the operator norm. The goal will be to link the growth of {a n } to the spectral properties of T .
For n ≥ 2, the r th entry of the column vector
represents the average contribution to a n of patterns with last entry t n−1 = r (of which there are (n − 2)!). With this notation, Equation (9) can be interpreted as a linear transformation
where A n is the n × (n − 1) matrix whose (i, j)-entry is x if i ≥ j, and y otherwise. Let E n : . The vector s n maps to the step function
. The maps {E n } 12 embed the linear operators A n :
In particular, Equation (11) takes the form
where the kernel α n is a piecewise constant function whose value at (u, v) ∈
Observation. The factor 1/(n − 1) in (11) is hidden as a normalization factor in (12). Indeed, when u lies in the interval
which is the i th entry of s n+1 . In particular, (compare equation (8)):
To prove the theorem we need to show that the rate of exponential decay of the integrals 1 0 s n (v) dv is bounded from below. The bound will be dictated by the largest eigenvalue λ of the limit operator of A n . 5.4. The limit operator T . Here we define the limit operator T of the sequence {A n }, and establish some of its basic properties.
Let T :
Lemma 8. The operator T is the limit of {A n } in the operator norm:
Proof. The kernel of T − A n is the function κ − α n . Since y is just a shorthand for 1 + x, we see that κ − α n is the characteristic function of the staircase region Ω n in the unit . square, consisting of the upper triangle {0 ≤ u, v ≤ 1 | u < v}, minus those rectangles
It follows that
5.5. Eigenfunctions of T . The operator T can be expressed as follows:
where F is any primitive of f . To find the eigenvalues of T , set
and differentiate to obtain the ODE
A primitive of f is F (u) = −λCe −u/λ , so substituting in (13) gives
Thus, λ is an eigenvalue if and only if
Note that The reverse argument shows that {f m } are linearly independent.
In order to turn {f m } into an orthonormal basis, we introduce the weighted inner product
Note that for m ≥ 0 the pair of functions f −(m+1) , f m are complex conjugate and their eigenvalues have the same magnitude. As a consequence, a convenient basis for the subspace L 
The functional approach
In this section we establish the lower bound on the exponential rate of decay of the sequence a n /(n − 2)! The long proof of Lemma 10 interferes with the flow of logic, and is consequently deferred to the next section. and E ⊥ are denoted P and P ⊥ respectively. By Parseval's Theorem we can define the angle θ n by any of the three equivalent formulas sin θ n := P ⊥ s n 2 s n 2 , cos θ n := P s n 2 s n 2 , tan θ n := P ⊥ s n 2 P s n 2 .
Intuitively, the closer θ n is to 0, the better s n resembles a function in E.
Now we can describe the strategy of the proof:
Step 1: We use the shape properties of the sequence S n to show that the angles θ n are bounded away from π/2.
Step 2: The sequence {θ n } converges to 0, so the functions s n become progressively sinusoidal.
Step 3: There is a sequence of indices {n k } such that {|a n k |} is comparable to { s n k 2 }.
Meanwhile, s n 2 ≥ (λ − ε) n for arbitrarily small ε, and the result will follow.
6.1.
Step 1 (θ n ≤ Θ < π/2). Fix n and consider the locus (a, b) of the sign change of S n . The value z n := a/(n − 1) ∈ [0, 1) is such that s n (u) · sin(π(u − z n )) never changes sign. We will show there is a K > 0 such that for all n,
The projection P s n is larger than | s n (u),
x y u sin π(u−z n |, and thus the angle θ n is bounded away from π/2 by θ n < arccos K =: Θ < π/2.
The proof of (15) follows from Corollary 11 and Lemma 12 below, using K = CC ′ .
Lemma 10. The sequences { s n 1 } and { s n ∞ } are comparable in the sense that there is a constant C such that for all n,
This is the main technical lemma, and its proof is deferred to Section 7.
Corollary 11. The sequences { s n 1 } and { s n 2 } are comparable in the sense that there is a constant C such that for all n,
Proof. The left side is the Cauchy-Schwarz inequality. On the right we have
Lemma 12. Let z n be defined as above. Then there is a constant C ′ such that
Proof. Given z ∈ [0, 1], the maximum of the function |
is M z,ε > 0; a quantity that varies continuously. Fix ε ≡ ε(z) so that the Lebesgue measure of the set Recall that z n is chosen so that s n (u) · sin π(u − z n ) has constant sign. For simplicity, let us assume that this sign is positive. Then the weighted inner product s n (u), x y u sin π(u−z n ) equals (compare (14)):
by Lemma 10, so we get
s n 1 .
6.2.
Step 2 (θ n → 0). We will show in Lemma 13 that when n is large enough, the sequence {tan θ n } enters a decreasing regime that makes it eventually converge to 0. This establishes the desired result.
First we derive two versions of the basic estimate for tan θ n+1 :
and that θ n < Θ allows us to remove the absolute value in the denominator by assuming n is large enough. Since T commutes with the projections P and P ⊥ , and using Lemma 8,
Lemma 13. Let n > 9 cos 2 Θ(λ−µ) 2 . Then there are constants 0 < ε < 1 and R > 0 such that
In other words, when n is sufficiently large, each step in the sequence {tan θ n } affords a definite relative decrease, or a slower but absolute decrease.
Proof of Lemma 13.
a) The angle θ n is smaller than Θ, so the initial assumption on n implies
so (17) is smaller than
, and the result follows.
6.3.
Step 3 (| s n k | > cst (λ − ε) n k ). We are ready to prove that
n along a subsequence of indices. The immediate consequence is factorial growth of |a n |, since a n = (n − 2)! · 1 0 s n (v) dv. Equation (18) follows at once from propositions 14 and 15.
Proposition 14.
There is an infinite integer sequence n 1 < n 2 < . . ., and a constant
Proposition 15. For every ε > 0 there are constants G, N > 0 such that for n > N,
The proof of Proposition 14 uses the following auxiliary result:
Lemma 16. There is an infinite integer sequence n 1 < n 2 < . . . such that for all k,
We prove Lemma 16 first, and then propositions 14 and 15. The lemma will follow once we prove that if a large enough n does not satisfy (19), then n + 1 does. Accordingly, assume that
Since the function P s n is in E, it has the form P s n (u) = B sin(π(u + ω)) for some constants B, ω. According to (20), the assumption above means that |ω (mod 1)| ≥ 1/4. Now,
We estimate both terms on the right side. On one hand, since P commutes with T , and
On the other hand,
by Lemma 8. Since θ n < Θ < π/2, the last quantity is smaller than
where the last estimate comes from comparing the 1-and 2-norms of a sine function. Altogether, plugging both estimates in (21) gives
It only rests to compare P s n 1 with P s n+1 1 = P T s n + P (A n − T )s n 1 . Since P and T commute, P T s n 1 = λ P s n 1 . Also, P (A n − T )s n 1 ≤ 2 √ 2 π cos Θ √ n P s n 1 , as we saw above. This gives
which, plugged back in (22) gives
For large enough n the last quantity is larger than 1 2 P s n+1 1 , and the result follows.
With the above result we are ready to prove propositions 14 and 15, establishing (18) and our main result.
Proof of Proposition 14. Consider the sequence {n k } from Lemma 16, truncated in the beginning so that the right hand expression in
is positive. Let us evaluate both terms. By Lemma 16,
where 0 < W ≤ 1 is a lower bound on the quotient of the 1-and 2-norms of x y u sin π(u + φ) (here 0 ≤ φ ≤ 1 is an arbitrary phase shift). On the other hand, the triangle and CauchySchwarz inequalities give
If n k is sufficiently large, then tan θ n k < W/4 ≤ 1/4, where W is as before, and we get
Plugging these estimates back in (23) gives
Proof of Proposition 15. For large enough n, the right hand side of
is positive. In fact, the two terms on the right have the bounds T s n 2 ≥ T P s n 2 = λ cos θ n s n 2 , and
by Lemma 8, so s n+1 2 ≥ λ cos θ n − 1 √ n s n 2 .
Since θ n < Θ, the result follows.
Proof of Lemma 10
The inequality s n 1 ≤ s n ∞ is trivial, but the opposite direction requires estimates based on the shape of the sequences S n . Because of the rescaling S n (j) (n − 2)! = s n j−1/2 n−1
, all statements about the shape of the sequence S n can be interpreted as applying to the function s n . The idea of the proof is as follows: Our definition of inflection yields a natural concept of concavity for step functions. Within each interval of concavity we find suitable 20 linear functions that bound |s n | from below as illustrated in Figure 9 . Then we show that these bounds are comparable to the maximum s n ∞ .
Basic assumption: Let the sign change of S n be located at Z, the extreme at E, and the inflection at I. We will assume that the extreme is a minimum and that E < I, the other cases being analogous by symmetry. Note that S n−1 has a minimum at I and a down-change at E. In particular, S n−1 is negative to the right of E, so S n−1 (0) = y −x S n−1 (n − 2) > 0. Then S n−1 (1) < S n−1 (0) by property (ShD), and S n−1 (1) > 0 because it is to the left of the down-change. . We denote by Λ n (a, w 1 , b, w 2 ) the linear function whose graph is the straight line from a, w 1 to b, w 2 . Also, let µ(a, b) be the length b − a of the interval [a, b].
For our purposes, w j will always be 0 or s n (a) for some a ∈ [0, 1]. Consequently, if s n is positive, and s n−1 is increasing (so s n is "concave") from a to b, the function Λ n (A, s n (a), B, 0) is also positive in (a, b). Moreover, its integral gives a lower bound for |s n | on every intermediate interval where s n is constant. eiz ezi zei Figure 9 . These continuous functions are caricatures of the step function s n in the different situations of cases 1, 2, 3. The 1-norm is bounded from below by the shaded areas under the linear functions. We show that these areas are comparable to the maximum s n ∞ .
Using inequality (28) we prove Lemma 17 as follows. The absolute value of S n−1 is decreasing from 1 to E, and from I to n − 2. In the second of these spans the average exceeds the rightmost term S n−1 (n − 2); thus, |S n (0)|.
