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Abstract
The existence of analytic threshold nonlinearities was probed with 2AFC incremental threshold functions for both local and
extended test patterns on stationary matched pedestals of the same and opposite sign. In contrast to the facilitation effect with
same-sign pedestals, sensitivity with opposite-sign pedestals first deteriorated up to the mask detection level, abruptly improved
and then deteriorated again. Analytic solutions for the transducer function with additive noise were derived to account for the
incremental data in all conditions. The results for positive difference-of-Gaussian (DoG) stimuli (whose increment made the
central spot lighter) and for 10 c deg1 Gabor stimuli were consistent with accurate hard-threshold behavior with best-fitting d %
powers from 17 to 358. The 10 c deg1 data further implied that contrast gain control was operating throughout the subthreshold
range. The results for negative DoGs (whose increment corresponds to the darkening of the central spot) and 2 c deg1 Gabor
profiles were consistent with mild nonlinearities having d % powers of 1.6–3. Significant differences between the nonlinearities for
positive and negative DoGs indicate that only a small portion, if any, of the near-threshold nonlinearity could be attributed to
uncertainty. Our analysis suggests that, with low spatial frequency gratings, detection was based on those bars that become
darker; with high-frequency gratings, on the bars that become brighter. © 1999 Elsevier Science Ltd. All rights reserved.
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1. Introduction
Visual psychophysics relies mainly on measuring
thresholds, the origin of which has been always an issue
of concern. One factor defining thresholds is clear: since
both light and neurons are inherently noisy (Swets,
1961), the signal evoked in the visual system by a
stimulus is buried in noise and the task is to distinguish
it from the noise in the no-stimulus condition. A com-
prehensive account of the detectability of noisy signals
is given by the Signal Detection Theory. There is,
however, another factor affecting thresholds, whose
mechanism is less well understood: nonlinearity of the
internal signal with respect to contrast. Nonlinearity of
this kind in signal transduction may seem an odd
feature to include in a neural processing system, but it
has one useful function: suppression of noise. If there is
a known level of additive noise associated with the
signal, it can be advantageous to suppress it in channels
when they are carrying no signal. A hard threshold1 is
an efficient means of implementing such suppression if
it is matched to the noise level, since it will block the
noise in the absence of signal but allow transmission of
the signal except when it is in the range delimited by the
noise.
There are two primary phenomena indicating the
presence of a nonlinearity in the detection of sensory
signals. Firstly, the shapes of experimental psychomet-
ric functions usually do not conform to the form ex-
pected for linear signal transduction. For numerous
detection task conditions, the relationship between the
internal signal represented by d % and the stimulus inten-
sity can be accurately approximated by a power func-
tion with the exponent greater than one, typically about
two (Nachmias & Kocher, 1970; Foley & Legge, 1981;
1 We make a distinction between the terms high and hard
thresholds. High threshold (Blackwell, 1963) is a threshold set by a
criterion that is fixed and high, relative to the spread of the noise. The
term hard threshold (vs. soft threshold) reflects a region of zero
response before the point where the mechanism is activated regardless
of its position in relation to the noise.* Corresponding author. Internet: www.ski.org:cwt.
0042-6989:99:$ - see front matter © 1999 Elsevier Science Ltd. All rights reserved.
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Nachmias, 1981; Legge, Kersten & Burgess, 1987;
Tyler, 1991). Secondly, near threshold behavior may be
explored by means of a contrast discrimination task in
which the test is detected in the presence of a nondis-
criminative pedestal stimulus, spatiotemporally
matched to the test stimulus but present at a fixed
contrast. The significant improvement in sensitivity in
the presence of such a pedestal (Kulikowski, 1969;
Nachmias & Sansbury, 1974) cannot be explained by a
simple linear transducer model.
At present, there are two principal explanations for
the nonlinear effects. The first attributes the nonlinear-
ity to a transducer process that distorts the signal
(Foley & Legge, 1981; Legge, 1984). The alternative
explanation is that the contrast signal is transmitted
linearly and nonlinearity originates from interplay be-
tween signal, the noise and the number of channels
monitored (Pelli, 1985; Ahumada, 1987; Legge et al.,
1987). The following three effects may be caused by this
interaction:
(1) At any analysis frequency the noise adds at an
arbitrary phase relative to the signal. This interaction
between signal and noise harmonics is described by the
Rice distribution (Rice, 1945; Legge, 1984; Norcia,
Tyler, Hamer & Wesemann, 1989), which leads to an
approximately quadratic nonlinearity for small signals.
(2) A rectified transient response, being integrated
over time, distorts small signals according to a
quadratic law (Laming, 1986). According to this
scheme, the information about the signal polarity
should be lost at threshold. This is not the case, how-
ever, for local stimuli, which have similar detection and
polarity discrimination thresholds (Tolhurst & Dealy,
1975).
(3) Uncertainty of the stimulus location in space and
time results in a subset of the channels monitored by
the visual system being irrelevant to the stimulus. The
noise in the irrelevant channels acts like a threshold for
the signals evoked by the stimulus (Tanner, 1961; Pelli,
1985). The nonlinear effect of uncertainty may vary
over a wide range depending on the proportion of
irrelevant channels. It may be noted that this explana-
tion represents an inefficiency in the visual processing
mechanism with no obvious benefit, at least under the
observation conditions of the experiment.
To distinguish between these possibilities, detection
behavior near threshold needs to be estimated with high
precision and compared with the predictions of differ-
ent transducer models. Although a number of studies
have been concerned with sensitivity in the near-
threshold range (Bradley & Ohzawa, 1986; Whittle,
1986; Ross, Speed & Morgan, 1993; Yang & Makous,
1995), none made the experimental evaluation of the
nonlinearity under a range of the conditions, the issue
of primary concern. In the present study the evaluation
is carried out for four representative kinds of stimuli;
local spots of both polarities and grating of low and
high spatial frequency. The analysis of these results led
us to the conclusion that near-threshold nonlinearities
are largely inconsistent with an uncertainty explanation
but are mainly due to linear-frequency-specific nonlin-
earities in the transduction of the contrast signal.
2. Method
To evaluate the near-threshold contrast nonlinearity,
we measured threshold-versus-contrast (TvC) curves
with great precision and a fine contrast sampling rate
for the pedestal levels. Adopting the idea of Kulikowski
(1976), we measured thresholds for both in-phase and
counter-phase pedestals to double the measurement
range and get additional information about the
nonlinearity.
2.1. Stimuli
The stimuli employed in this study were either DoG
(difference of two concentric Gaussian blobs) or Gabor
luminance profiles modulated in time. The positive
luminance-balanced DoG profile is expressed by the
formula:
DoG(x, y, m)
L0
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adopted from the study of Tyler, Chan and Liu (1993).
The positive sign option forms a DoG with a light
spot-center. The same expression with the negative sign
defined the dark-centered DoG profile. The vertically
striped Gabor profiles
Gabor(x, y, m)L0

19ce
x2y2
2s2 sin(2p f x)
n
were also balanced. The DoG profiles had spatial
parameter s3.5 arc min, corresponding to 7.7 arc
min diameter of the central blob as delimited by the
zero-crossing. In the Gabor stimuli, the envelope had
s28 arc min, corresponding to 78 arc min diameter
at the 1:e level. The carrier frequency f was set either to
low or high spatial frequencies of 2 or 10 c deg1. The
luminance profiles of these stimuli with intensity scaling
parameter c1 are shown in Fig. 1.
The intensity scaling parameter c specifies both the
polarity and the magnitude of the stimulus profile. This
parameter is analogous to the contrast variable; we
shall call it parametric contrast. In the general case it
defines the family of profiles according to
P(c)L0(1cP0).
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Fig. 1. The four stimulus profiles used in the experiments: positive DoG, negative DoG, 2 and 10 c deg1 Gabor. All profiles are horizontal
cross-sections through the center for unity value of parametric contrast.
Parametric contrast is not an objective characteristic of
the luminance profile as is, for example, Weber or
Maxwell contrast because it depends on an arbitrary
choice of the template P0. Parametric contrast can be
negatively signed, unlike conventional Weber and
Maxwell contrasts, which are positive by definition. In
this paper all mention of ‘contrast’ for the templates
specified earlier.
During each experimental session the pedestal was
presented as stationary with a constant contrast C. The
test stimulus was a raised cosine pulse with temporal
modulation:
c(t)CDC [1cos(2p t:T)]:2
where DC specifies the magnitude of the modulation
and T536 ms is the pulse duration. The pulse was
always positive, i.e. DC]0. An increment of the signed
parametric contrast value does not lead necessarily to
an increment in stimulus magnitude. For example, ac-
cording to this definition, a stimulus of 0.1 paramet-
ric contrast vanishes when increased by 0.1 because the
resultant contrast is equal to a value of zero.
2.2. Apparatus
Stimuli were generated by the Morphonome™ soft-
ware, which improves the contrast resolution of color
monitors with the bit-stealing method (Tyler et al.,
1992). The stimuli were presented on the screen of 16%
Sony color display (74.6 Hz frame rate) controlled by a
Quadra 750 computer. The monitor was calibrated with
the Smith-Kettlewell LightMouse™ package.
2.3. Procedure
The method of constant stimuli with two-interval
force-choice paradigm was employed. Each block of
100 trials evaluated detectability of five test pulse levels
with logarithmic spacing for a particular pedestal level.
The thresholds were measured in three or more blocks
with rejection of outliers until the required precision
was obtained.
The sustained pedestal was presented continuously
during the block; its position was marked by the cor-
ners of a square of 0.53° sides for the DoG stimuli and
3.4° for the Gabors. Each trial consisted of two inter-
vals indicated by tones at the beginning and the end,
the presentation intervals were separated by 1.2 s delay.
The task for the observer was to detect the interval
containing the incremental contrast pulse on the steady
pedestal of the same spatial profile. The time allotted
for the response was not limited. For any new condi-
tion, the observers were always shown the stimuli well
above the threshold to be tuned into the task and then
adapted to the mask stimulus for a few minutes. A
typical block of trials typically took about 10 min.
The stimuli were presented in the dark room on the
monitor screen at 127 cm distance from the observer.
At this distance the aperture of the screen was 14.4
10.8° and the pixel size was 1.04 arc min. The images
on the screen had a neutral gray color. The background
luminance Lb was 47 cd m2.
2.4. Obser6ers
Two paid observers, one male (NF, 52) and one
female (LS, 42), were employed in the experiments.
Both were emmetropic and naı¨ve regarding the goals of
the experiments. They were carefully trained in this
paradigm and prior experiments to produce data with
an average precision of 0.02 log units or better in most
of the test conditions.
2.5. Data analysis
The threshold level was defined throughout this study
as 75% correct. The threshold was estimated as the
intercept of the piecewise linear function defined by the
measured points and the 75% correct level. This ap-
proach was chosen because for some test conditions the
experimental psychometric functions deviated dramati-
cally from the standard parametrizations (they exhib-
ited a plateau at intermediate levels rather than
continuing smoothly toward 100% correct).
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Fig. 2. (a–d) Experimental TvC curves presented in standard double-logarithm coordinates over the full range measured. To show data for
counter-phase pedestals that had negative parametric contrast, their sign was inverted. The curves represent the model fits.
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3. Results
The TvC curves were measured for four stimuli de-
scribed in Section 2, positive DoGs, negative DoGs, 2
and 10 c deg1 Gabor profiles. The parametric con-
trasts of the pedestal were densely sampled in both
positive and negative ranges. The test, being superim-
posed on the pedestal, always increased the parametric
contrast of the pedestal in the positive direction. Fig. 2
presents the results of measurements in double-logarith-
mic coordinates.
For positive pedestal contrasts the TvC curves (solid
circles) have the well-known ‘dipper’ shape, the
threshold first decreases at low pedestal contrasts and
then increases for higher pedestal contrasts. The de-
crease was the largest for the 10 c deg1 Gabor,
somewhat smaller for positive and negative DoG profi-
les, and minimal for the 2 c deg1 Gabor. The slope of
the increasing part defines a power relationship between
the pedestal and the threshold (Legge, 1981). The mini-
mal dipper for the low spatial-frequency Gabor was as
expected from previous work with sustained pedestals
(Lawton & Tyler, 1994). It may be noted that the lack
of a dipper in the presence of a steady pedestal is
consistent with the idea that the pedestal reduces the
temporal uncertainty of the stimulus. However, the
presence of a dipper in the high spatial-frequency con-
dition is inconsistent with this idea, leading us to con-
sider alternative models for that change in behavior.
The TvC curves for negative pedestals (hollow cir-
cles) have a markedly different behavior. At small
pedestal magnitudes the threshold increases, then sud-
denly drops, and subsequently increases in accord with
the power law. This kind of behavior is called, after
Bowen and Cotten (1993), a ‘bumper’. The threshold
increase and subsequent drop is the most evident for
the 10 c deg1 Gabor profile. This feature is not
obvious for observer LS for the negative DoG and 2 c
deg1 Gabor profile. Interestingly, for each stimulus
studied, the TvC curves have similar slopes for positive
and negative pedestals in the high-magnitude range
although they vary noticeably across the stimulus
profiles.
3.1. Analytic model
Predicted TvC curves were obtained from a nonlinear
transducer model with additive noise (Lasley & Cohn,
1981). An analytic expression for the transducer func-
tion was chosen to provide a closed-form solution for
the TvC curve (Fig. 3). The parameters of this expres-
sion controlled most of the key aspects of the trans-
ducer: p–the power of the accelerating nonlinearity,
q–the power of the saturation nonlinearity, r–the width
of the transition between these two nonlinearities, a–
the range of the accelerating nonlinearity and g–the
gain of the effective signal (which is reciprocal to the
noise level since the effective signal is the ratio of signal
and noise in the system). The values of these parame-
ters were not constrained to be the same for the positive
and negative branches of the transducer. There was also
a bias parameter b for the increment and a multiplier m
equalizing the contrast gain between static pedestal and
dynamic test; these two parameters were common for
both positive and negative pedestal contrasts. The for-
mal description of the transducer model is provided in
the Appendix A.
Following Klein and Levi (1985), and Beard, Klein
and Carney (1997), the analytic expression for the TvC
curve was derived as a solution of the following
equation:
S(CDC)S(C)1,
where S is the effective signal, C is the pedestal contrast
and DC is the effective contrast of the test increment
expressed in the contrast units for pedestals. (Note: this
equation is valid only under the constant additive noise
assumption (Green & Swets, 1966; Ahumada, 1987); in
the general case, the signal and the noise should be
treated separately.) The TvC curve for each full experi-
mental condition was defined by 12 parameters (see
Appendix A).
To provide an idea of how the power of the acceler-
ating nonlinearity interacts with the noise level to affect
the TvC curve shape, we generated a set of TvC curves
with the model for p1, 2, 4 and  as shown in Fig.
4. The top curve in each panel corresponds to a high
noise level; the bottom curves were generated with a
low noise level. The vertical dashed line in the middle
indicates zero pedestal contrast. The rest of the parame-
ters were kept unchanged across the conditions. As the
graphs show, the sawtooth becomes more prominent
Fig. 3. Depiction of the parameters controlling the transducer at
positive pedestals; the negative part was controlled by a similar (but
independent) set of parameters. p–Power of the accelerating nonlin-
earity, q–power of the saturation nonlinearity, r–transition range
between the nonlinearities, a–range of the accelerating nonlinearity,
g–gain of the internal signal.
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Fig. 4. Sample TvC functions generated by the model for accelerating
nonlinearity values p1, 2, 4 and . The other parameters (except
noise level) were the same across conditions. The units of both axes
are arbitrary but the same for all graphs. Each plot contains two TvC
curves for a particular value of p, the upper curve for high and the
lower one for low noise levels. Dashed lines in the center demarcate
zero pedestal contrast. Note that accelerating nonlinearities generate
a bumper for negative pedestals that widen the noise level.
data at high contrasts; it is a poor choice, however, for
presentation of the TvC behavior at low pedestal con-
trasts. To illustrate this behavior and goodness of the
fits, we re-plot in Fig. 5 the central parts of the Fig. 2
on a linear scale. The sharp corners in the plots for
positive DoG and 10 c deg1 stimuli correlate with the
higher power p of the acceleration nonlinearity.
To validate this observation, the power p of the
accelerating nonlinearity in the positive part of the
transducer was evaluated in a rigorous fashion. For
each data set, optimization was carried out for a range
of values of this parameter. The relationship between
the fit error and the nonlinearity power is shown in Fig.
6. The minimum error for each relationship was esti-
mated and the confidence interval for significantly
larger errors was computed based on F-statistics for the
comparison of multi-parameter models (Bevington,
1969; Gorea & Tyler, 1986). Upper confidence levels (at
PB0.05) for the minimum values are shown in Fig. 6
indicated by the horizontal dashed lines; the corre-
sponding confidence intervals for the power parameter
p are listed in Table 1. This table does not show the
results for the 10 c deg1 Gabor stimuli because we
were unable to complete optimizations for these stimuli
(see Appendix A for details)
4. Discussion
The experimental TvC curves at low pedestal con-
trasts shown in Fig. 5 have a sawtooth shape. The
corners in the sawtooth profiles vary between experi-
mental conditions from sharp for the positive DoG and
10 c deg1 Gabor stimuli to smooth for the negative
DoG and 2 c deg1 Gabors. The results of the statisti-
cal analysis presented in Table 2 validate this distinc-
tion for both the DoG and 2 c deg1 Gabor stimuli.
4.1. Local stimuli
For the positive DoG profile the lower limit of the
power parameter was 4.2 for observer NF and 6.7 for
LS. For such large values of the power parameter, the
transducer is close to a hard-threshold nonlinearity.
For negative DoG, the values of the power parameter
were about 1.5–2, i.e. the nonlinearity was approxi-
mately quadratic. The confidence intervals for these
estimates are below and do not overlap with those for
positive DoG. Consequently, the responses to positive
and negative DoG stimuli have significantly different
powers of their acceleration nonlinearity.
The increments of positive and negative DoG stimuli
were perceived, respectively, as brightening and dim-
ming of those stimuli. The dramatic difference found
between the powers of the accelerating nonlinearities
suggests a functional difference between the psycho-
and has sharper features with the increase of the non-
linearity power p. The noise increase leads to a rise of
the TvC curve and also introduces an unusual curved
plateau as it makes the left side of the sawtooth wider.
Remarkably, however, increases in noise do not make
the sawtooth features smoother than they are at low
noise level. Moreover, the width of the plateau at the
left is not a free parameter, but is directly set by the
elevation of the function.
3.2. Computer simulations
The parameters of the theoretical formula for the
TvC function were optimized to obtain the best fit for
each of the data sets measured in the experiments. The
error of the fit was computed on a logarithmic scale.
The values of the optimal parameters are presented in
Table 2 in Appendix A, the corresponding TvC curves
are those shown in Fig. 2. The nonlinear transducer
model provided a good fit for both DoG stimuli and
the 2 c deg1 Gabor. The fit for the 10 c deg1 Gabor
data, however, was poor because the ramp showed a
concave curvature (see Fig. 5) that was not available
from the model parametrization. To improve the fit, we
incorporated a contrast normalization stage in the
model (as is discussed in more detail below and in
Appendix A). For the other conditions, contrast nor-
malization did not improve the fit and was omitted to
keep the number of parameters smaller.
The double-logarithmic scale employed in Fig. 2 is an
appropriate choice for representation of the masking
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Fig. 5. The data and simulated TvC curves at low pedestal contrasts presented in linear coordinates.
physically identifiable systems responsible for the per-
ception of brightening and dimming, as hinted in some
previous work (Anstis, 1967; Krauskopf, 1980; Tyler et
al., 1992).
4.2. Origin of the nonlinearity
The estimates of the nonlinearity power permit rejec-
tion of some explanations for the accelerating nonlin-
earity. Since the DoG stimuli of both polarities have
the same size, the degree of channel uncertainty in their
detection should be the same. Therefore, if the acceler-
ating nonlinearity were solely due to uncertainty, the
nonlinearity powers would be identical for both condi-
tions. They were significantly different, however, and
therefore uncertainty accounts at most for the smallest
nonlinearity power among the polarities, about 3 for
observer NF and 1.6 for LS. Nonlinearity powers ex-
ceeding these limits must be due to a different origin
and uncertainty, therefore, cannot be the source of
much of the accelerating nonlinearity. A similar argu-
ment can be applied to the other two nonlinear effects
attributable to signal:noise interaction, narrowband sig-
nal processing (Rice, 1945) and a rectifying nonlinearity
(Laming, 1986). These factors, if they are operative,
should be present in both polarities. Moreover, the
power of these effects must be equal to exactly two,
which is too large to explain the power 1.2–1.7 for the
negative DoG estimated for the observer LS. Therefore,
we conclude, the only plausible explanation for the
differences between the accelerating nonlinearities
found for positive and negative DoG stimuli is the
presence of (different) nonlinear transducers. Uncer-
tainty for the local stimuli has a minor effect, if any,
relative to those of the transducer.
4.3. Extended stimuli
The TvC curves measured for 2 c deg1 stimuli
resembled those measured for positive the DoG in both
cases; for observer NF the sawtooth had a large magni-
tude and rounded corners, for LS any sawtooth was
apparently buried in the noise. This observation is
corroborated by the simulation results; for observer NF
the nonlinearity must be about a value of two, for LS it
may be similar (unfortunately, the data for LS did not
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Fig. 6. The error of the fit as a function of the power of the threshold nonlinearity, computed for positive and negative DoG stimuli and 10 c
deg1 Gabor for two observers. The dashed lines represent the upper 95% confidence levels for the minimum in each graph.
impose an upper limit for the nonlinearity power be-
cause the noise level was too high).
The basic transducer model adopted was insufficient
to provide a close fit to the data for 10 c deg1 Gabor
stimulus. The concave shape in the middle of the saw-
tooth required low power of the nonlinearity, which
prevented a good fit for the extremely sharp peak at the
negative pedestal. While treating this peak as evidence
of a high power of the accelerating nonlinearity, the
sawtooth concavity was readily explained by invoking a
gain control effect due to a contrast normalization
process (Foley, 1994). Interestingly, to cause a concav-
ity of this form, the normalization process has to
operate below the pedestal detection threshold; the re-
cent work of Carandini and Ferster (1997) on cats
indicates such a possibility.
The transducer nonlinearity for the 10 c deg1
Gabor stimulus was estimated to have extraordinarily
high powers of 358 for NF and 17.2 for LS. Although
we failed to produce the confidence intervals for these
values, we may draw a parallel between the results for
the positive DoG and 10 c deg1 Gabor with regard to
the fact that both require a strong, essentially hard-
threshold, nonlinearity.
Looking through the results of other published stud-
ies, we found that many of the empirical TvC functions
have sharply-pointed dips, implicating the presence of
hard thresholds (e.g. Kulikowski, 1969; Bradley &
Table 1
Confidence intervals for the parameter p
Subject LSNF
Best Upper LowerBounds BestLower Upper
DoG 4.2 33  6.7 138 
DoG 3.01.4 3.4 1.2 1.6 1.7
2.51.302.51.8 2.42 c deg1
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Table 2
Optimized parameter values shown for all conditions
Subject NF LS
DoG DoG 2 c deg1Stimulus DoG DoG 10 c deg12 c deg1 10 c deg1
1.56 23.1p 13.9 6.93 19.0 11.7 15.410.99
0.3290.230q 0.7690.204 0.6030.463 0.352 1.32
1.06 0.225 0.755r 1.08 1.161.08 0.947 0.582
4.87 9.43g 4.21 1.93 8.448 1.95 1.87 2.33
0.1351.99a 0.5723.75 1.982.01 1.34 0.673
138. 1.62 2.51p 17.233.4 2.98 2.45 358.
0.043 0.292q 0.344 0.580 0.331 1.81 0.590 0.629
0.3210.719r 1.041.23 1.081.65 0.360 1.16
1.34 158. 18.5g 4.422.82 1.37 6.24 0.953
12.8 0.417a 8.57 2.63 0.176 2.27 2.72 0.708
0.6130.332m 0.8870.413 0.8580.922 1.28 1.33
0.994 0.001 0.005b 0.035.68 0.001 0.004 0.149
Ohzawa, 1986; Whittle, 1986; Foley & Boynton, 1994;
Ross et al., 1993; Yang & Makous, 1995). Ironically,
the idea of a hard threshold was not considered as an
option and the data were always approximated by
smooth TvC curves corresponding to relatively low
powers of the accelerating nonlinearity. The previous
lack of reports of hard thresholds does not, therefore,
present an inconsistency with our results. Confirmation
of the hard threshold nonlinearity should not be con-
sidered a step back to the epoch before Swets (1961)
proposed the analysis of detection thresholds within the
Signal Detection Theory framework because our model
shows that hard thresholds can co-exist with noise in
the system.
4.4. Properties of grating perception
The described similarity between the results for posi-
tive DoGs and 10 c deg1 Gabors and between nega-
tive DoGs and 2 c deg1 Gabors raises the possibility
that there are two spatial-frequency-dependent regimes
of grating perception. A positive DoG profile is per-
ceived as a small bright spot on the gray surround; a
negative DoG is correspondingly seen as a dark spot.
Increments of the DoG profile of either sign are per-
ceived as a brightening of the center, i.e. as a luminance
increment. Conversely, for the negative DoG profile
contrast increments are perceived as a darkening, i.e. as
a luminance decrement.
For the Gabor profiles, contrast increases or de-
creases change the luminance in the dark and bright
bars in opposite directions. For a positive pedestal the
luminance of the bright bars increases and for the dark
bars it decreases. For a negative pedestal the change is
in the opposite direction; bright bars become dimmer
and dark become brighter. The sensitivities to darken-
ing and brightening may, in principle, be different, such
that at threshold levels the observers may detect change
in only ‘half’ of the grating: those bars to whose
luminance change the visual system is the most sensitive
(as described by Tyler et al., 1993). The similarity
between the TvC curves for negative DoG and 2 c
deg1 Gabor profiles suggests that, at low spatial fre-
quencies, the visual system is more sensitive to local
decrements of luminance. High-frequency gratings, on
the contrary, are detected with the bars whose lumi-
nance increases.
4.5. Possible neural mechanisms
The early visual system is divided into ON and OFF
pathways that process positive and negative luminance
changes separately (see Schiller, 1992, for a review).
Local positive and negative DoG profiles are stimuli
that should dissociate the processing by these pathways
at the very early stage of the bipolar cells; positive DoG
increments stimulate ON cells and negative DoG incre-
ments stimulate, correspondingly, OFF cells. According
to our analysis, the ON pathway has a hard threshold
nonlinearity and the OFF pathway exhibits a substan-
tially softer one. It is possible that these differences
represent the effects of different types of synaptic con-
nection to the cone pedicle.
The ON and OFF pathways are not targeted selec-
tively by the Gabor profiles. When contrast changes,
the bright and dark bars change their luminance in
opposite directions stimulating both pathways. Our
study suggests, however, that the OFF pathway is more
sensitive than the ON pathway to the stimuli of low
spatial frequency; at high spatial frequencies the ON
pathway takes over.
Our results suggest that increments are transmitted
by a single mechanism for pedestals of both polarities
because our data show subthreshold summation of
opposite-sign pedestals and increments. At low con-
trasts this assumption is valid for ganglion and LGN
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cells, which maintain a relatively high level of sponta-
neous activity. This assumption fails in the cortical
cells, which act as rectifiers. At the cortical level, ON
and OFF pathways must undergo a further split to
ON-pedestal:ON-test, ON-pedestal:OFF-test, OFF-
pedestal:ON-test, and OFF-pedestal:OFF-test streams.
Linear subthreshold summation after this split is un-
likely because cortical cells are highly nonlinear in the
low contrast range. Therefore, we conclude that the
near-threshold nonlinearity is probably located not
later than in the first cortical cell after the LGN.
4.6. Rele6ant studies
Cole et al. (1990) presented similar measurements for
1° luminance disks presented on stationary luminance
adapting fields. The pedestal and the pedestal-plus-test
were presented in two short (200 ms) flashes; the task
for the observer was to determine which flash was
brighter. These stimuli may stimulate both ON and
OFF channels in the region of interest (for example, if
the pedestal is darker than the background and the
pedestal-plus-test is brighter, the first stimulates the
OFF and the second stimulates the ON pathway). This
possibility tremendously complicates the analysis of the
experimental results obtained with flashed-pedestal
paradigm because the observers can produce 100%
correct responses in the trials where they miss the test
by just detecting the pedestal and inferring that the test
was presented in the other trial. This problem has been
resolved in the present study by the use of stationary
pedestals. The TvC profiles obtained by Cole et al.
(1990) suggested a soft (P:2) accelerating
nonlinearity.
Bowen and Cotten (1993), Bowen (1997) and Foley
and Chen (1999) used a similar flashed-pedestal
paradigm to study spatial frequency and phase selectiv-
ity of masking. They obtained a monotonic increase of
TvC curve for negative pedestals instead of the initial
rise, fall-off and subsequent rise that we report. To
explain the absence of the fall-off, Bowen (1997) sug-
gested an interaction between ON and OFF channels.
Foley and Chen (1999) obtained sharp fall-offs only for
highly trained observers; the less trained observers did
not produce this effect. Thus, differences between the
observers (our observers were particularly well-trained)
and the tasks (our stimuli were less transient than those
used in the other studies) may explain the discrepancies
between our and earlier studies.
5. Conclusion
Computer simulations of the experimental results
reveal both hard-threshold and soft nonlinearities in the
visual system. We argue that the primary source of the
nonlinearity measured is transducer nonlinearity with a
minor effect of uncertainty. Comparison of the TvC
curves for local and extended stimuli suggests that the
visual system is more sensitive to luminance decrements
at low spatial frequencies and to increments at high
spatial frequencies. An explanation of the threshold
behavior for the extended high-frequency stimuli re-
quired the introduction of a gain-control mechanism
operating over a wide range below the level of detection
threshold.
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Appendix A
The unbiased transducer function was defined inde-
pendently for negative and positive parametric con-
trasts respectively with the following formulae:
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g·
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See Fig. 3 for explanation of the parameters. When g, a
andr have a unity value with normalized constants, the
formulae represent a simple relationship
S (1Cp)q:p1,
which is a different parametrization of the sigmoid
transducer than that employed by Foley and Legge
(1981). At small pedestal contrasts values the signal
power is defined by the p parameters: SC p. For
large contrasts SC q so that the q parameters define
the saturation of the transducer. (Note that the slope of
the resulting TvC function at high pedestal contrast
would be given by 1q). The a parameters set the
range of the accelerating nonlinearities, while the r
parameters set the transition range between the
nonlinearities.
The incremental threshold was obtained by solving
the equation:
S(CDC)S(C)1.
For the range S(C)]1 the solution is:
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For the remaining signal values S(C)B1:
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The threshold u was defined as:
um ·DCb,
where parameter b defines bias of for the transient
increment signal and the multiplier m equates the effec-
tive contrast gains of static pedestal and dynamic test
increment. Parameter b was found to be necessary to
provide a faithful approximation for the positive DoG
and the 10 c deg1 Gabor data. For other conditions
its presence was unimportant.
In analyzing the data for the 10 c deg1 Gabor
stimulus, we found that there was no continuous trans-
ducer function that would explain the shape of these
TvC curves. The accuracy of the fit improved dramati-
cally when contrast gain control of the form
Gain1:(1kCu)6
was incorporated into the model before the nonlinearity
site. Unfortunately, the gain control parameters
strongly interfered with the parameters of the trans-
ducer, creating multiple local minima and making opti-
mization intractable. The parameters of the gain
control were thus optimized by hand (k0.1, u3,
60.3 for NF and k16, u2.5, 60.2 for LS), and
then the rest of the parameters were optimized by the
computer.
The optimized parameter values are shown for all
conditions in Table 2.
One may argue that we required an excessive number
of parameters (12 to cover both signs of base contrast)
to approximate the transducer function. Each of the
parameters controlled different aspects of the trans-
ducer function, however; in fact, omitting any of them
resulted in a notably poorer fit to the data.
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