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Abstract 
This paper provides a unified method for analyzing chaos synchronization of the 
generalized Lorenz systems. The considered synchronization scheme consists of 
identical master and slave generalized Lorenz systems coupled by linear state error 
variables. A sufficient synchronization criterion for a general linear state error 
feedback controller is rigorously proven by means of linearization and Lyapunov’s 
direct methods. When a simple linear controller is used in the scheme, some easily 
implemented algebraic synchronization conditions are derived based on the upper and 
lower bounds of the master chaotic system. These criteria are further optimized to 
improve their sharpness. The optimized criteria are then applied to four typical 
generalized Lorenz systems, i.e. the classical Lorenz system, Chen system, Lü system 
and a unified chaotic system, obtaining precise corresponding synchronization 
conditions. The advantages of the new criteria are revealed by analytically and 
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1. Introduction 
The generalized Lorenz system is a class of three-dimensional (3-D) autonomous 
quadratic chaotic systems, first introduced in [1] and then extended and investigated 
in detail in [2] and [3]. Several well-known chaotic systems, e.g. the classical Lorenz 
system, Chen system, Lü system and a unified chaotic system [4], are special cases of 
the generalized Lorenz system. The introduction of the generalized Lorenz system 
makes possible the study of characteristics and dynamics of such typical chaotic 
systems in a unified manner. 
As a topic of dynamical systems theory, chaos synchronization of generalized 
Lorenz systems is interesting and important due to its potentials in both theory and 
applications [2] [5]. On the other hand, linear state error feedback control is a robust 
and easily implemented control technique available for chaos synchronization. 
Recently, this technique has been widely used to synchronize two identical classical 
Lorenz systems [6]-[10], Chen systems [11], Lü systems [12] [13] and unified chaotic 
systems [7] [14]. Some sufficient synchronization conditions have been derived by 
means of the Lyapunov stability theory [6]-[14], however, generally providing rather 
conservative design for the linear controllers, as can be seen from [6] and Section 4 
below. 
This paper systematically investigates a synchronization scheme consisting of two 
identical generalized Lorenz systems unidirectionally coupled by a linear state error 
feedback controller. A sufficient synchronization criterion is first proven by means of 
linearization and Lyapunov’s direct methods, and then applied to derive the algebraic 
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synchronization conditions for some special (simple) linear controllers, where a useful 
piecewise function is introduced and the upper and lower bounds of the master chaotic 
system are utilized. These criteria are further optimized to achieve less conservative or 
sharper results. The new synchronization criteria for the classical Lorenz system, 
Chen system, Lü system and a unified chaotic system are finally developed based on 
the optimized results, and verified to be sharper than the existing ones proposed in 
[6]-[14] via both theoretical analysis and numerical simulation. 
The main contributions of the paper can be summarized into two aspects. First, 
some sufficient synchronization criteria for the linearly coupled generalized Lorenz 
systems are obtained in an explicit algebraic form. Second, the new synchronization 
criteria for some typical chaotic systems are developed, generalizing and improving 
most, if not all, existing criteria of this type. 
The rest of the paper is organized as follows. In the next section, a master-slave 
synchronization scheme for the generalized Lorenz systems coupled by a linear state 
error feedback controller is introduced. Section 3 presents the main theoretical results 
on the synchronization criteria for the scheme, including their proofs and optimization. 
In section 4, some algebraic synchronization criteria for several typical chaotic 
systems are derived and compared analytically and numerically with the existing 
criteria. Concluding remarks are finally given in the last section. 
2. The Synchronization Scheme 
Consider a class of generalized Lorenz systems described by [2] 
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where Tyyyy ),,( 321=  and A  is a constant matrix of parameters. 
According to the classification given in [2], the Lorenz system satisfies the 
condition 02112 >aa , Chen system satisfies 02112 <aa , and Lü system satisfies 
02112 =aa . 
Four typical chaotic systems can be specified, as follows: 
(i) the classical Lorenz system 
1 , , 22211112 −===−= acaaaa , and ba −=33 ;                   (2) 
(ii) the Chen system  
caacaaaa =−==−= 22211112  , , , and ba −=33 ;                   (3) 
(iii) the Lü system 
caaaaa ===−= 22211112  ,0 , , and ba −=33 ;                    (4) 
(iv) a unified chaotic system 
129 ,3528 ,25 22211112 −=−=+=−= ααα aaaa  and 3
8
33
α+
−=a ,         (5) 
where 0 ,0 ,0 >>> cba  and ]1,0[∈α . 
Now, construct a master-slave synchronization scheme for two identical generalized 
Lorenz systems coupled by a linear state error feedback controller )(tu , as follows: 



−=
++=
+=
),()(:Control
),()(     :Slave
),(  :Master
zxKtu
tuzfAzz
xfAxx


                        (6) 
where 3, Rzx ∈ , the matrix A  and the nonlinearity )(⋅f  are defined as in (1), and 
33×∈RK  is a constant matrix, referred to as the “feedback gain matrix” or “coupling 
 6
matrix”. 
Define the error variable zxe −= , where Teeee ),,( 321=
Tzxzxzx ),,( 332211 −−−= . 
From (6), one can obtain a dynamical error system: 
).()()()()()( exfxfeKAzfxfeKAe −−+−=−+−=            (7) 
The objective of the synchronization scheme (6) is to design a constant coupling 
matrix K  such that the trajectories, )(tx  and )(tz , of the master and slave systems 
satisfy 
0||)()(||lim =−
∞→
tztx
t
,                           (8) 
where |||| ⋅  denotes the Euclidean norm. 
From the viewpoint of control theory, the synchronization issue (8) is equivalent to 
the uniform asymptotical stability of the error system (7) at 0=e . Hence, chaos 
synchronization in the sense of (8) is referred to as uniform chaos synchronization 
below. 
In order to find a sufficient synchronization criterion for the scheme (6), the 
following assumption on the master system is needed. This assumption is in light of 
the master system being free and chaotic, and based on a well-known fact that chaotic 
attractors are bounded in the phase space. 
Assumption. In the synchronization scheme (6), the chaotic trajectory of the master 
system is bounded, i.e., for any bounded initial state 0x  within the defining domain 
of the master system, there exist some finite real constants )( 0xiρ  and )( 0xiρ  such 
that 
.0  ,3,2,1  ,),( 0 ≥∀=≤≤ tixtx iii ρρ  
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3. Main Theoretical Results 
In this section, the generalized Lorenz system (1) is considered and some sufficient 
synchronization criteria for scheme (6) are proven and then optimized. These criteria 
can be used to analytically design various structures of the coupling matrix K  
guaranteeing the scheme (6) to achieve uniform chaos synchronization. 
For a 1C  nonlinear function mn RRf →: , let 
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Then, the Jacobian matrix of )( yf  given by (1) at the orbit x  of the master system 
equals 
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The following result provides a sufficient condition for designing the general 
coupling matrix K . 
Theorem 1. The master-slave synchronization scheme (6) achieves uniform chaos 
synchronization if there exists a symmetric positive definite matrix 33×∈RP  and a 
coupling matrix 33×∈RK  such that 
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is negative definite for all orbits 3Rx∈  of the master system. 
Proof. The relation between the stability of the error system (7) and that of its 
linearized error system is first discussed. 
Since the nonlinear function )3,2,1( )( =iyfi  defined by (1) have continuous first 
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and second partial derivatives for 3Ry∈ , the Taylor expansion of )( yf  at the 
orbits x  and z  of the master and slave system, respectively, is 
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in which 3R∈η  and 
)}(,,{))(),(),(( 321321 xzdiagxttt
T
−+== θθθηηηη  
with )3,2,1(  10 =<< iiθ . 
In particular, for the function )(yf  given in (1), one has 
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Thus, 
TT eeeeQQQQ ),,0(),,( 2131321 −== . 
By (11), the error system (7) can be reformulated as 
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and 0
||||
||||suplim
0||||
=
→ e
Q
e
. 
Hence, it follows from the well-known linearization method for the stability of 
non-autonomous systems (see Theorem 4.2 of [15]) that if the following linearized 
system 
exf
y
KAe 



∂
∂
+−= )(                      (12) 
is uniformly asymptotically stable at 0=e , then the original error system (7) is also 
uniformly asymptotically stable at 0=e . 
To analyze the stability of system (12), use the quadratic Lyapunov function 
330  ,)( ×∈=<= RPPPeeeV TT .  
The derivative of )(eV  with respect to time t  along the trajectory of system (12) 
equals 
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Thus, 0)( <eV  under the condition that the matrix Y  defined by (10) is negative 
definite. This means that the linear time-varying system (12) is uniformly 
asymptotically stable at the origin (see Theorem 4.1 of [15]), and the proof is 
completed.  ■ 
Now, consider a special linear controller characterized by the coupling matrix 
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With the bounds 
i
ρ  and iρ  of the trajectory of master system, let 
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where the constant 0>p . 
The following theorem gives an algebraic synchronization criterion for the coupling 
matrix (13). 
Theorem 2. The master-slave synchronization scheme (6) achieves uniform chaos 
synchronization if there exists a constant 0>p  and a coupling matrix K  defined 
by (13) such that 
0,0,0 333322221111 >−>−>− akakak ,                     (18) 
0)(
4
1
)( 2222223333 >−−∆− ρakp
ak ,                          (19) 
where 
),,())(( 211222221111 kkpcakak −−−=∆ .                     (20) 
Proof. Take a symmetric positive definite matrix },,{ 221 pppdiagP=  with 
)2,1(0 => ipi . For the coupling matrix (13), the matrix Y  defined by (10) can be 
represented as 





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−−−+−
−−+−−
=
)(20
0)(2)()(
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kapxkapkap
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Y . 
Since the matrix Y  is symmetric, Y  is negative definite if and only if 
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0,0,0 333322221111 >−>−>− akakak , 
,0)]()([ ))((4 2321212121212222111121 >−−+−−−− xkapkapakakpp  
)(2))()((8 2222
2
2
2
2333322221111
2
21 akxpakakakpp −−−−−  
.0)]()()[(2 23212121212133332 >−−+−−− xkapkapakp  
Let 021 >= ppp . Then, the above inequalities are equivalent to 
0,0,0 333322221111 >−>−>− akakak ,                   (21) 
0
4
)())((
2
122112213
22221111 >
−−++
−−−
p
paapkkxakak ,           (22) 
.0
4
)( 
4
)())(()( 222222
2
122112213
222211113333 >
−
−

 −−++
−−−− x
p
ak
p
paapkkxakakak    (23) 
If 2112 , kk  and 0>p  are selected such that 
012211221 ≤−−+ paapkk , 
then, for any 0≥t , 
.)( )( 2122112213
2
3
2
3
2
122112213 paapkkpaapkkx −−+++−≤−−++ ρρρ  
Thus, the inequalities (22) and (23) hold if (18) and (19) are satisfied for 
),,(),,( 211212112 kkpckkpc = . 
Similarly, if 2112 , kk  and p  are selected such that 
012211221 >−−+ paapkk , 
then, for any 0≥t , 
.)( )( 2122112213
2
3
2
3
2
122112213 paapkkpaapkkx −−+++−≤−−++ ρρρ  
Thus, inequalities (22) and (23) hold if conditions (18) and (19) are satisfied for 
),,( 2112 kkpc ),,( 21122 kkpc= . 
The proof is completed.  ■ 
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From Theorem 2, one can easily obtain a sufficient synchronization criterion for the 
coupling matrix },,{ 332211 kkkdiagK = . Let 
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with 0>p . 
Theorem 3. The master-slave synchronization scheme (6) achieves uniform chaos 
synchronization if there exist a constant 0>p  and a coupling matrix 
},,{ 332211 kkkdiagK =  such that 
1111 ak > ,                                    (27) 
1111
2222
)(
ak
pcak
−
+> ,                           (28) 
p
akak
∆
−
+>
4
)( 2222
2
2
3333
ρ ,                        (29) 
where 
)())(( 22221111 pcakak −−−=∆ .                    (30) 
Proof. Inequalities (27)-(29) can be immediately derived from (18)-(20) according 
to the )( pc  defined by (24)-(26).       ■ 
Remark 1. The synchronization criteria obtained above are only sufficient but not 
necessary conditions. Theoretically and practically, it is always expected that the 
synchronization criterion can provide a wide range of the coupling coefficients, as 
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close as possible to the threshold determined by the necessary synchronization 
conditions (if exist). Such a criterion is referred to as being sharp. Thus, a measure for 
the quality of a sufficient synchronization criterion is the range of the coupling 
coefficients produced by the criterion. 
Return to criterion (27)-(29), which can be characterized as 3,2,1),(* => ipkk iiii , 
in which )(* pkii  are called the analytical critical values. To improve the quality of 
the criterion, one should select a suitable 0>p  such that the critical values are as 
small as possible. 
It follows from (27) and (28) that 0>∆ . Thus, minimizing )( pc  for ),0( ∞∈p  
is a reasonable choice for the optimization of the above criterion. 
Lemma 1. )( pc  is a positive continuous function for ),0( ∞∈p  and 012 ≠a . 
Proof. From definitions (24)-(26), it is easy to see that )( pc  is positive for 0>p . 
Now, assume that 012 >a . Then, for 021 ≥a , one has 01221 >+ paa  for ),0( ∞∈p , 
and  
),0(),()( 1 ∞∈= ppcpc , 
which is continuous. 
If 012 >a  and 021 <a , then let ),0(0 ∞∈p  such that 
012021 =+ apa .                               (31) 
One has 
2
3
0
1 4
1)(lim)(lim
00
ρ
p
pcpc
pppp
==
→→ +
, 
2
3
0
2 4
1)(lim)(lim
00
ρ
p
pcpc
pppp
==
→→ −
. 
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Thus, )( pc  is also continuous in this case. 
The same method can be applied to prove the result for the case of 012 <a .  ■ 
Lemma 2. Assume that the (master) system has 012 >a . Then, the minimum mc  
of )( pc  for ),0( ∞∈p  equals 



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≥−<≥
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,020,0),(
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*
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p ρρρ                        (33) 
,0)2(1 2213
2
3
2
3
12
*
2 >−+−= aa
p ρρρ                       (34) 
and 0p  is defined by (31). 
Proof. For the )(1 pc  defined by (24), one has 
),(
4
)( 2*1
2
2
2
12'
1 ppp
a
pc −−=  
.
2
)(
2
)(
2
122*
1
2
3
2
12''
1 p
app
p
apc +−−=  
Thus, *1p  is a unique minimal point of )(1 pc  for ),0( ∞∈p . This means that 
)(1 pc  is decreasing for ),0(
*
1pp∈  and increasing for ),(
*
1 ∞∈ pp . 
Similarly, one can verify that *2p  is a unique minimal point of )(2 pc  for 
),0( ∞∈p . 
For 012 >a , it is clear that 
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Now, analyze the minimal mc  of )( pc  for ),0( ∞∈p . 
If 021 ≥a , then 01221 >+ paa  for any 0>p . Thus, )()( 1 pcpc =  for ),0( ∞∈p  
and )( *11 pccm = . 
If 021 <a , then )()( 2 pcpc =  for ],0( 0pp∈  and )()( 1 pcpc =  for ),( 0 ∞∈ pp . 
Hence, 00
*
1
*
2 >≥> ppp  provided that 02 321
2
3 ≥− ρρ a . This means that for 
],0( 0pp∈ , one has )()( 2 pcpc =  which is decreasing; for ],(
*
10 ppp∈ , one has 
)()( 1 pcpc =  which is decreasing; and for ),(
*
1 ∞∈ pp , one has )()( 1 pcpc =  which is 
increasing. Thus, *1p  is a unique minimal point of )( pc  for ),0( ∞∈p , and 
)( *11 pccm =  in this case. 
If 021 <a  and 02 321
2
3 ≤− ρρ a , then 0*1*20 >>≥ ppp . In this case, for 
),0( *2pp∈ , one has )()( 2 pcpc =  which is decreasing; for ],( 0
*
2 ppp∈ , one has 
)()( 2 pcpc =  which is increasing; and for ),( 0 ∞∈ pp , one has )()( 1 pcpc =  which is 
increasing. Thus, *2p  is a unique minimal point of )( pc  for ),0( ∞∈p , and 
)( *22 pccm = . 
For the case where 021<a  and 02 321
2
3 >− ρρ a  and 02 321
2
3 <− ρρ a , one has 
0*10
*
2 >>> ppp . Thus, for ],0( 0pp∈ , one has )()( 2 pcpc =  which is decreasing; and 
for ),( 0 ∞∈ pp , one has )()( 1 pcpc =  which is increasing. Hence, 0p  is a unique 
minimal point of )( pc  for ),0( ∞∈p  and )( 01 pccm = . 
The proof is thus completed.  ■ 
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Form (24) and (25), it follows that 
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pc ρ                            (37) 
According to Lemma 2, one can obtain an optimized synchronization criterion as 
follows. 
Theorem 4. The master-slave synchronization scheme (6) with 012 >a  achieves 
uniform chaos synchronization if there exists a coupling matrix },,{ 332211 kkkdiagK =  
such that 
1111 ak > ,                                     (38) 
1111
2222 ak
cak m
−
+> ,                           (39) 
*
2222
2
2
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4
)(
p
akak
m∆
−
+>
ρ ,                       (40) 
where 
mm cakak −−−=∆ ))(( 22221111                   (41) 
and mc  is defined by (32), with 
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Remark 2 . The concerned chaotic systems that satisfy 012 >a  conclude the 
classical Lorenz system, Chen system, Lü system, and the unified chaotic system. 
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Hence, Theorem 4 covers a broad variety of special cases of the generalized Lorenz 
systems. 
Theorem 4 suggests a simple procedure for designing the coupling coefficients 
)3,2,1( =ikii  to achieve chaos synchronization, as follows: 
(i) choose 11k  such that 01111 >− ak ; 
(ii) choose 22k  such that 
1111
2222 ak
c
ak m
−
+> ; 
(iii) choose 33k  such that  
*
2222
2
2
3333 4
)(
p
ak
ak
m∆
−
+>
ρ
, 
where m∆  and 
*p  are defined by (41) and (42), respectively.  
The following results present some chaos synchronization criteria for single 
variable-coupled configurations, which correspond to the simplest possible linear 
synchronization controllers. 
Theorem 5. The master-slave synchronization scheme (6) with 012 >a  and 
021 >a and 0<iia  )3,2( =i  achieves uniform chaos synchronization if there exist 
a constant 0>p  and a coupling matrix }0,0,{ 11kdiagK =  such that 
2
2
33
1
22
1111 ||4
1)(
||
1 ρ
ap
pc
a
ak ++> ,                      (43) 
where )(1 pc  is defined by (24). 
Proof. For the considered scheme, one has 
01221 >+ paa , ),0( ∞∈p . 
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Thus, )()( 1 pcpc ≡ . 
The synchronization conditions (27)-(29) can be satisfied provided that 
01111 >− ak , and 
2
2
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a
ak ++> . 
Clearly, condition (43) guarantees the above inequalities to hold.  ■ 
Let 
2
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22 ||4
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1)( ρ
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Finding a 0>p  such that )( pG  achieves its minimum will improve the sharpness 
of the synchronization criterion (43). This expectation is realized by the following 
lemma and theorem. 
Lemma 3. Assume 012 >a . Then, )( pG  achieves the following minimum mG  
for ),0( ∞∈p : 
)(
||2
)(
321
*
312
22
12*
3 ρ−+== apaa
a
pGGm                (45) 
at the unique minimal point 
0
||
||)(1 22
33
222
213
2
3
2
3
12
*
3 >+−+−= ρρρρ a
aa
a
p .             (46) 
Proof. It is easy to obtain the minimal point *3p  and the minimum value mG  of 
)( pG  by calculating the first-order and second-order derivatives of )( pG  for p . ■ 
Theorem 6. The master-slave synchronization scheme (6) with 012 >a  and 
021 >a  and 0<iia )3,2( =i  achieves uniform chaos synchronization if there exists a 
coupling matrix }0,0,{ 11kdiagK =  such that 
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mGak +> 1111 ,                                 (47) 
where mG  is determined by (45) and (46). 
Remark 3. Theorem 5 and Theorem 6 are applicable to a class of generalized 
Lorenz systems containing the classical Lorenz system and the unified chaotic system 
with 2910 ≤≤α . 
Theorem 7. The master-slave synchronization scheme (6) with )3,1(0 =< iaii  
achieves uniform chaos synchronization if there exist a constant 0>p  and a 
coupling matrix }0,,0{ 22kdiagK =  such that 
04 223311 >− ρapa ,                             (48) 
)(
4
||4
2
23311
33
2222 pc
apa
ap
ak
ρ−
+> ,                    (49) 
where )( pc  is defined by (24)-(26). 
Proof. According to (48), one has 
0
||
1
4
||4
11
2
23311
33 >>
−
aapa
ap
ρ
. 
Thus, the synchronization conditions (27)-(29) hold for 03311 == kk , if 011<a  and 
033 <a , and inequality (49) is satisfied.                 ■ 
Now, consider the function 
)(
4
||4)( 2
23311
33 pc
apa
appL
ρ−
=                        (50) 
with 011<a  and 033 <a . Let 
+
∈Rpk  and satisfy 
04 223311 =− ρaapk .                            (51) 
In order to optimize the synchronization criterion (49), one has to minimize the 
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function )( pL  for ),0( ∞∈p  under condition (48), or equivalently, to minimize 
)( pL  for ),( ∞∈ kpp . 
Define 
)(
4
||4
)( 12
23311
33
1 pc
apa
ap
pL
ρ−
= , ),0( ∞∈p ,                   (52) 
)(
4
||4
)( 22
23311
33
2 pc
apa
ap
pL
ρ−
= , ),0( ∞∈p ,                  (53) 
2
12
2
3
2
32
12
213
3311
2
2
3311
2
2*
4 )4
(
4 aa
a
aaaa
p
ρρρρρ −
+
−
−+= ,                (54) 
2
12
2
3
2
32
12
213
3311
2
2
3311
2
2*
5 )4
(
4 aa
a
aaaa
p
ρρρρρ −
+
−
−+= .               (55) 
Lemma 4. Assume that the chaotic (master) system has 012 >a  and 0<iia  
)3,1( =i . Let 
3311
2
2
12
21
4 aaa
a ρ
+=Ω .                                 (56) 
Then, the minimum of )(pL  for ),( ∞∈ kpp  equals 



≤+<Ω
≥+<Ω≥Ω
=
,),(
,00),(
,00,0),(
01
12
*
521
*
52
12
*
421
*
41
otherwisepL
apaandifpL
apaandorifpL
Lm          (57) 
where *4p , 
*
5p  and 0p  are defined by (54), (55) and (31), respectively. 
Proof. By some complex algebraic operations, one can obtain the derivatives of 
)(1 pL  for p , as 




−
−


 −
−−



−= 2
12
2
3
2
3
2
12
213
3311
2
2
2
3311
2
2
1
'
1 44
)()(
aa
a
aaaa
pppL
ρρρρρ
σ , 
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



−+−=
3311
2
2
1
1
'
1
2
''
1 4
)(2
)(
)()()(
aa
pp
p
pLppL ρσ
σ
σ , 
where 
22
23311
11
2
33
2
12
1 )4(
||4
)(
ρ
σ
−
=
apa
aaa
p , 
2
23311
1
2 4
)(2
)(
ρ
σ
σ
−
=
apa
p
p . 
Thus, *4p  defined by (54) is a unique minimal point of )(1 pL . 
Again, 04 223311
*
4 >− ρaap . This means that 0*4 >> kpp . Hence, )(1 pL  is 
decreasing for ),( *4ppp k∈  and increasing for ),(
*
4 ∞∈ pp . 
Similarly, it can be verified that *5p , defined by (55), is a unique minimal point of 
)(2 pL  and 0
*
5 >> kpp . Thus, )(2 pL  is decreasing for ),(
*
5ppp k∈  and increasing 
for ),( *5 ∞∈ pp . 
Apparently,  



<Ω<
=Ω=
>Ω>
,0,
,0,
,0,
*
5
*
5
*
5
*
4
ifp
ifp
ifp
p  
where Ω  is defined by (56). 
Next, analyze the minimum mL  of )( pL  for ),( ∞∈ kpp . 
It is already known that )( pc  is a continuous positive function for ),( ∞∈ kpp  
and so is )( pL . 
If 021 ≥a , then 0>Ω  and 01221 >+ paa  for ),( ∞∈ kpp . Thus, )()( 1 pLpL =  for 
),( ∞∈ kpp , and the minimum is )(
*
41 pLLm = . 
If 021 <a  and 0≥Ω , then 0*5*4 pppp k ≥>≥ . This shows that )()( 1 pLpL =  for 
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),( ∞∈ kpp . Thus, we have )(
*
41 pLLm = . 
If 021 <a  and 0<Ω , then kpp >0  and 
*
4
*
5 pp > . For this case, one must 
classify the parameters ),( 1221 aa  in order to solve for the minimum mL . 
The first case is 012
*
421 ≥+ apa . In this case, 0
*
4 pp > , so one has kpppp >>> 0
*
4
*
5 . 
Then, for ],( 0ppp k∈ , one has )()( 2 pLpL =  which is decreasing; for ),(
*
40 ppp∈ , one 
has )()( 1 pLpL =  which is decreasing; for ),(
*
4 ∞∈ pp , one has )()( 1 pLpL =  which 
is increasing. Hence, *4p  is a unique minimal point of )( pL  for ),( ∞∈ kpp , and 
)( *41 pLLm = . 
The next case is 012
*
521 ≤+ apa , which leads to 0
*
5 pp ≤ . So, one has kppp >≥
*
50 . 
Then, for ],( *5ppp k∈ , one has )()( 2 pLpL =  which is decreasing; for ),( 0
*
5 ppp∈ , 
one has )()( 2 pLpL =  which is increasing; for ),[ 0 ∞∈ pp , one has )()( 1 pLpL =  
which is increasing because of 0
*
5
*
4 ppp ≤<  in this case. Hence, 
*
5p  is a unique 
minimal point of )( pL  for ),( ∞∈ kpp , and )(
*
52 pLLm = . 
Finally, consider the case of 012
*
421 <+ apa  and 012
*
521 >+ apa . In this case, 
*
50
*
4 ppp << . Thus, for ),( 0ppp k∈ , one has )()( 2 pLpL =  which is decreasing; for 
),[ 0 ∞∈ pp , one has )()( 1 pLpL =  which is increasing. Hence, 0p  is unique minimal 
point of )( pL  for ),( ∞∈ kpp , and )( 01 pLLm = . 
The proof is completed.  ■ 
Theorem 8. The master-slave synchronization scheme (6) with 012 >a  and 
)3,1(0 =< iaii  achieves uniform chaos synchronization if there exists a coupling 
matrix }0,,0{ 22kdiagK =  such that 
mLak +> 2222 ,                                  (58) 
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where mL  is defined by (57). 
Remark 4. There exist some special types of generalized Lorenz systems satisfying 
the conditions 012 >a  and )3,1(0 =< iaii , including the classical Lorenz system, 
Chen system, Lü system and the unified chaotic system. 
For convenience in calculating mL , some relative formulas are listed below: 



 −
−=
12
213*
4
11
2
12*
41 ||2
)(
a
a
p
a
a
pL
ρ
,                         (59) 




−
−= 2
12
2
3
2
3*
5
11
2
12*
52 ||2
)(
a
p
a
a
pL
ρρ ,                        (60) 
2
2331121
2
31233
01 ||4
||
)(
ρ
ρ
−
=
aaa
aa
pL ,                       (61)  
with 012 >a , 011 <a  and 033 <a . 
From Theorem 3, one can easily prove the following synchronization criterion for 
the coupling matrix },0,0{ 33kdiagK = . 
Theorem 9. The master-slave synchronization scheme (6) with 012 >a , 021>a  
and )2,1(0 =< iaii  achieves uniform chaos synchronization if there exists a constant 
0>p  and a coupling matrix },0,0{ 33kdiagK =  such that 
0)( 22111 <− aapc ,                                 (62) 
2
2
12111
22
3333 ))((4
|| ρ
pcaap
a
ak
−
+> ,                       (63) 
where )(1 pc  is defined by (24). 
Let 
))((4)( 12211 pcaappQ −=                          (64) 
with 011 <a  and 022 <a . 
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It is intended to maximize )( pQ  for ),0( ∞∈p  under condition (62), so as to 
improve the synchronization condition (63). 
Lemma 5. Inequality (62) has the solution of 0>p  if and only if 
,)(
2 2
3
2
3
2
213213
12
2211 ρρρρ −+−>−+ aa
a
aa                 (65) 
and its solution satisfies 
0>>> ppp ,                                  (66) 
where 






−+= 213
12
2211
12
21 a
a
aa
a
p ρ 

+−−−



−++ 2
3
2
3
2
213
2
213
12
2211 )(2 ρρρρ aa
a
aa ,    (67) 






−+= 213
12
2211
12
21 a
a
aa
a
p ρ 

+−−−−+− 2
3
2
3
2
213
2
213
12
2211 )()2( ρρρρ aa
a
aa .   (68) 
According to this lemma, the optimization issue can be described as maximizing 
)( pQ  for ),( ppp∈ . The optimized result is presented in the following lemma. 
Lemma 6. Assume that the master chaotic system has 012 >a , 021>a  and 
)2,1(0 =< iaii , and satisfies inequality (65). Then, for ),( ppp∈ , )( pQ  achieves 
the maximum 
2
3
2
3
*
62
12
2211
2211
*
6 4)( ρρ +−



+== p
a
aa
aapQQm ,               (69) 
at the unique maximal point 
),(
21
213
12
2211
12
*
6 ppaa
aa
a
p ∈



−+= ρ .                  (70) 
Theorem 10. The master-slave synchronization scheme (6) with 012 >a , 021>a  
and 0<iia )2,1( =i  achieves uniform chaos synchronization if the master system 
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satisfies inequality (65) and there exists a coupling matrix },0,0{ 33kdiagK =  such 
that 
mQ
a
ak
|| 22
2
2
3333
ρ
+> ,                          (71) 
where mQ  is determined by (69) and (70). 
Remark 5. The specific generalized Lorenz systems that satisfy 012 >a , 021 >a  
and )2,1(0 =< iaii  are the classical Lorenz system and the unified chaotic system 
with 2910 ≤≤α . Theorem 9 and Theorem 10 are applicable to these types of 
chaotic systems. 
Now, consider the coupling matrix 








=
000
000
00 12k
K ,                             (72) 
which results in a so-called dislocated feedback control applicable to the 
synchronization scheme studied in [7]. 
Let 
p
paapk
kpc
4
)(
),(
2
1221
2
312
2
3
2
3
121
−−++−
=
ρρρ
,                (73) 
P
paapk
kpc
4
)(
),(
2
1221312
2
3
2
3
122
−−++−
=
ρρρ
,                (74) 


≥−−
≤−−
=
,0),,(
,0),,(
),(
122112122
122112121
12 paapkkpc
paapkkpc
kpc                    (75) 
with 0>p . 
Theorem 11. The master-slave synchronization scheme (6) with )3,2,1(0 =< iaii  
achieves uniform chaos synchronization if there exist a constant 0>p  and a 
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coupling matrix K , defined by (72), such that either of the following synchronization 
conditions is satisfied: 
(i) 1232112 ))((
1 kpma
p
a <−−+ ρ 12a< ))((
1
321 pmap
−−+ ρ ,             (76) 
where +∈ Rp  and 




+> 22
33
222
3
22114
1 ρρ
a
a
aa
p ,                             (77) 
,4)( 23
2
3
2
2
33
22
2211 ρρρ +−−= a
a
apapm                       (78) 
2
3
2
3
2
2
33
22
22114)( ρρρ +−−= a
a
apapm ;                      (79) 
(ii) 1232112 ))((
1
kpma
p
a <−−+ ρ 12a< ))((
1
321
pma
p
−−+ ρ                 (80) 
with 0
3
≥ρ  and 




−+≥≥



+ 2
3
2
3
2
2
33
22
2211
2
3
2
2
33
22
2211 4
1
4
1 ρρρρρ
a
a
aa
p
a
a
aa
,         (81) 
with )( pm  and )( pm  defined by (78) and (79), respectively. 
Proof. It is known that )( pm , +∈Rpm )(  under conditions (77) and (81). 
According to the selection of K  and 0<iia )3,2,1( =i , the synchronization 
conditions (18) and (19) hold provided that 
pa
a
aakpc
4
),(
2
2
33
22
221112
ρ
−>                           (82) 
with )3,2,1(0 =< iaii . 
Inequality (76) has the following equivalent form: 
31221123
)()( ρρ −<−−<−− pmpaapkpm . 
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Again, when inequality (77) is satisfied, one has 0||)( 3 >> ρpm  and 
0||)(
3
>> ρpm . 
Thus, if 0)( 1221123 ≤−−<−− paapkpm ρ , then ),(),( 12112 kpckpc =  and the 
synchronization condition (82) holds; if 3122112 )(0 ρ−<−−≤ pmpaapk , then 
),(),( 12212 kpckpc =  and condition (82) also holds. This means that synchronization 
condition (82) is satisfied if inequalities (76) and (77) hold. 
Again, inequality (80) is equivalent to 
31221123
)()( ρρ −<−−<−− pmpaapkpm .                  (83) 
Based on 0
3
≥ρ  and inequality (81), one has 
3
)(0 ρ<< pm . Thus, inequality (83) 
implies that 0122112 <−− paapk . In this case, ),(),( 12112 kpckpc =  and synchronization 
condition (82) is satisfied provided that inequalities (80) and (81) hold. 
The proof is thus completed.  ■ 
Remark 6. There are several methods for optimizing the synchronization criteria 
(76)-(77) and (80)-(81), so as to reduce their conservativeness. For example, a method 
is to design p  such that the interval of 12k  determined by (76) or (80) is maximal 
under condition (77) or (81). In this way, the objective function for optimization is 
chosen to be ppmpm ))()((
33
ρρ +−+  for criterion (76), or ppm )(  for criterion 
(80). Another method is to select p  such that the upper bounds of criterion (76) or 
(80) are maximal, or their lower bounds are minimal, under the constraint conditions 
(77) and (81). Then, the objective function must be these bounds. Hence, several 
optimized synchronization criteria can be produced in light of the selected objective 
functions.  
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Consider another “dislocated” coupling matrix 








=
000
00
000
21kK .                              (84) 
Let 
p
paak
kpc
4
)(
),(
2
1221321
2
3
2
3
211
−−++−
=
ρρρ
,                (85) 
p
paak
kpc
4
)(
),(
2
1221321
2
3
2
3
212
−−++−
=
ρρρ
,                  (86) 


>−−
≤−−
=
.0),,(
,0),,(
),(
122121212
122121211
21 paakkpc
paakkpc
kpc                    (87) 
Theorem 12. The master-slave synchronization scheme (6) with )3,2,1(0 =< iaii  
achieves uniform chaos synchronization if there exist a constant 0>p  and a 
coupling matrix K , defined by (84), such that either of the following synchronization 
criteria is satisfied: 
(i) 21212131221 )( paakpmpaa +<<−−+ ρ )(3 pm+− ρ ,                   (88) 
where p  satisfies (77), and )( pm  and )( pm  are defined by (78) and (79), 
respectively; 
(ii) 12212131221 )( paakpmpaa +<<−−+ ρ )(3 pm+−ρ ,                   (89) 
where 0
3
≥ρ , p  satisfies (81), and )( pm  is defined by (79). 
Proof.  It is similar to the proof of Theorem 11.  ■ 
Remark 7. Similar to the discussion in Remark 6, analysis on optimizing criteria 
(88) and (89) can be given. Besides, since the classical Lorenz system and the unified 
chaotic system with )291,0[∈α  have )3,2,1(0 =< iaii , Theorem 11 and Theorem 12 
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are applicable to such generalized Lorenz systems. 
Owing to the limitation of space, the sufficient synchronization criteria for scheme 
(6) with the special coupling matrix K  defined only by the coupling coefficients 
233113 ,, kkk  or 32k  are not further discussed here. 
4. Applications and Simulations 
In this section, the theoretical results are illustrated with four typical chaotic 
systems, i.e., the classical Lorenz system, Chen system, Lü system and a unified 
chaotic system. The newly developed synchronization criteria are verified and then 
compared with the existing criteria. 
4.1. The classical Lorenz system  
Some sufficient criteria for the synchronization scheme (6) with the Lorenz system 
were investigated in [6-10]. 
According to the parameters of the Lorenz system given in (2), one can obtain the 
new synchronization criteria for the scheme using Theorems 4, 6, 8, 10, 11, and 12, as 
summarized in the following proposition. 
Proposition 1. The master-slave synchronization scheme (6) for the classical 
Lorenz system achieves uniform chaos synchronization if any of the following 
synchronization criterion is satisfied: 
(i) },,{ 332211 kkkdiagK =  with 
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011 >+ ak , 
,1)(
)(2 3
2
3
2
3
2
3
11
22 −


−+−−+
+
> ρρρρ cc
ak
ak                     (90) 
b
c
ka
k
L
−
−−+∆
+
>
2
3
2
3
2
3
22
2
2
33
)(4
)1(
ρρρ
ρ , 
where 



−+−−+−++=∆
3
2
3
2
3
2
32211 )(2
)1)(( ρρρρ ccakakL ;                 (91) 
(ii) }0,0,{ 11kdiagK =  with 




−−++−−+> 21)(
2 3
2
2
2
3
2
3
2
311 ρρρρρ cb
cak ;                 (92) 
(iii) }0,,0{ 22kdiagK =  with 




−−++−+−+> 2
4
1)
4
1(
2
1
3
2
2
2
3
2
3
2
2
2
322 ρρρρρρ cb
c
b
k ;            (93) 
(iv) },0,0{ 33kdiagK =  with 
2
3
2
3
2
33
)(2 ρρρρ −−+>−+ cc                             (94) 
and 
bck −+−−+> 2
3
2
3333
)3(4 ρρρ ;                            (95) 
(v) 








=
000
000
00 12k
K  with 
,141141 23
2
3
2
2312
2
3
2
3
2
23 



−+−−−+<<



−+−−−+ ρρρρρρρρ
b
apc
p
ak
b
apc
p
a    (96) 
where 



+> 23
2
2
1
4
1 ρρ
ba
p ,                                  (97) 
or, 
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,141141 23
2
3
2
2312
2
3
2
3
2
23 



−+−+−+<<



−+−−−+ ρρρρρρρρ
b
apc
p
ak
b
apc
p
a        (98) 
where 
01
4
11
4
1 2
3
2
3
2
2
2
3
2
2 >


−+≥≥


+ ρρρρρ
ba
p
ba
;                      (99) 
(vi) 








=
000
00
000
21kK  with 
,1414 23
2
3
2
2321
2
3
2
3
2
23
ρρρρρρρρ −+−+−+<<−+−−−+
b
apapck
b
apapc    (100) 
where p  satisfies (97), or, 
,1414 23
2
3
2
2321
2
3
2
3
2
23
ρρρρρρρρ −+−+−+<<−+−−−+
b
apapck
b
apapc      (101) 
where p  satisfies (99). 
To the best of our knowledge, the sufficient synchronization criteria for the 
classical Lorenz systems, linearly coupled by }0,,0{ 22kdiagK=  or },0,0{ 33kdiagK = , 
are not available in the existing literature. 
It should be noticed that the bounds of the trajectory of the master chaotic system 
have to be estimated before any of the above synchronization criteria can be used. The 
precision of the estimation sensitively influence the sharpness of the synchronization 
criteria. 
For the classical Lorenz system, the trajectory of the chaotic attractor has been 
proven to satisfy [16] 
2
1
2
3
2
2
2
1 )( Rcaxxx ≤−−++                         (102) 
where 
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






<<>+
≥<<
−
+
≥≥
−
+
=
,20,
2
,)(
,2,10,
)(4
)(
,2,1,
)1(4
)(
2
22
22
2
1
bbaca
aba
aba
bca
ba
b
bca
R                   (103) 
or, more precisely [17][18], 
,)(,|| 22
2
3
2
221 RcxxRx ≤−+≤                       (104) 
where 



>
−
≤<
=
.0,
12
,20,
2 b
b
bc
bc
R                              (105) 
Thus, the following analytical estimations for the bounds of the master Lorenz system 
can be solved based on (102)-(105) if the initial state of the master chaotic system is 
selected from inside a neighborhood of its attractor:  
(i) 1331312 ,, RcaRcaR ++==−+== ρρρρ ,                         (106) 
or, 
(ii) .,, 2332322 RcRcR +==−== ρρρρ                              (107) 
However, numerical simulations show that the above estimation is very rough. For 
example, if the typical parameters of the classical Lorenz system, 38,10 == ba  and 
28=c , are chosen, then the lower bound 
3
ρ  can be estimated as 3.1502−  by 
using formula (106), or 92.0−  by formula (107). But simulation shows that a more 
precise estimation is 9.6
3
=ρ , as seen from Fig.1. 
 
To show the advantage of the new criteria derived above in this paper, a new 
Fig.1 
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concept is first introduced. 
Definition 1. A sufficient synchronization criterion “A” is referred to be sharper 
than a criterion “B” if the ranges of the coupling coefficients produced by “A” cover 
the corresponding ranges produced by “B”. 
Recall the following form of synchronization criterion for the scheme with the 
unidirectional coupling },,{ 332211 kkkdiagK =  [9] and the bidirectional coupling 
},,{ 1312111 ddddiagK =  and },,{ 2322212 ddddiagK =  [8], respectively, obtained by using 
a Lyapunov function },,{ 221 pppdiagP=  with 0>ip  )2,1( =i : 
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where iii kr =  for unidirectional coupling and iii ddr 21 +=  for bidirectional coupling 
)3,2,1( =i , 




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
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p
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p
rapp
εε 2
231 ))(( pxcap −+−             (109) 
and 0≥ε  is a small constant. 
For the classical Lorenz system, with ,16=a  4=b  and 6.45=c , a 
synchronization condition is obtained in [9] with 
}110,16,6.45{diagK = ,                            (110) 
by using criterion (108) and letting 121 == pp  and 1.0=ε . 
From Fig.10 of [9], the master Lorenz system has the following bounds: 
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75,10,40 3332 ==== ρρρρ .                      (111) 
According to the new criterion defined by (90)-(91) and the procedure suggested in 
Section 3, the following new synchronization conditions can be obtained: 



=
=
=
}.110,16,3.40{
},110,5.14,6.45{
},9.12,16,6.45{
diagK
diagK
diagK
 
The corresponding coupling coefficients are smaller than or equal to those coefficients 
shown in (110). This means that the new criterion defined by (90)-(91) is sharper than 
the existing criterion (108), at least in this example. 
Chaos synchronization performance of the master-slave Lorenz systems coupled by 
}9.12,16,6.45{diagK =  is illustrated in Fig.2. 
 
In [8], the classical Lorenz system with 38,10 == ba  and 28=c  is considered, 
showing that if 121 == pp  and 4.0=ε , then the coupling coefficients ,5.02111 ==dd  
32212 ==dd , and 32313 == dd  can satisfy criterion (108) for any trajectory 
),,( 321 xxx  of the master system. 
However, a counterexample can be easily found: with 121 == pp , 4.0=ε  and 
5.02111 ==dd , the synchronization condition derived from (108) is 
8.0
2.43
)38( 23
2212 −
−
>+
x
dd .                      (112) 
Figure 1 shows 2.449.6 3 << x . Thus, there must exist a trajectory, 83 =x , such that 
condition (112) does not hold for 32212 == dd . Hence, criterion (108) proposed in 
[8] cannot produce such a sharp synchronization condition. 
For an analytical comparison between criterion (108), proposed in [8], and the new 
Fig.2 
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criterion (90)-(91), derived in this paper, a reasonable criterion is derived from (108) 
with 0=ε , as follows: 
,11 ak −>  
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)(4
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2
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k
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>
ρρ
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where 
2
212211212 )()1)((4 cpapkakpp +−++=∆ ,)(2 23223221 ρρ ppcpap −++       (114) 
and 
32
, ρρ  and 3ρ  are defined as before. Only unidirectional coupling is 
considered here. 
For the master Lorenz system defined by (111), one can obtain two synchronization 
conditions based on criterion (113) and criterion (90)-(91), respectively, i.e., 
,111 =k  
,4.120)1('2222 => kk                               (115) 
,4
8.2046)1(17
)1(25.1406
)1(
22
22'
3333 −
−+
+
=>
k
k
kk  
which is related to criterion (113), and 121 == pp , 
,111 =k  
,6.54)1(*2222 => kk                               (116) 
,4
16.944)1(17
)1(65.77
)1(
22
22*
3333 −
−+
+
=>
k
k
kk  
which is related to criterion (90)-(91). 
For the master Lorenz system illustrated in Fig. 1, one has  
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5.44,5.6,24 3332 ==== ρρρρ .                         (117) 
Then, using criterion (113) with 121 == pp , one obtains 
,111 =k  
,6.65)2('2222 => kk                            (118) 
.
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Using criterion (90)-(91), one has 
,111 =k  
,0.31)2(*2222 => kk                             (119) 
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It is clear that 
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This means that the new criterion (90)-(91) is sharper than criterion (113), so is 
sharper than criterion (108), suggested by [8] and [9] respectively. 
Very recently, a synchronization criterion for the scheme with bidirectional 
coupling is presented in Theorem 2 of [7], which is less conservative than the one 
proposed in Theorem 1 of [6]. 
If the unidirectional coupling with =K },,{ 332211 kkkdiag  is considered, then their 
criterion can be reformulated as 



−
+
>+++
>>>
,
)1(16
)())(1)((
,0,0,0
22
332211
332211
N
b
cabbkkak
kkk
                      (120) 
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where 
},1max{ 3322 bkkN ++= .                           (121) 
Using our new criterion (90)-(91), one has 
NcMa
M
a
bkkak 



−++>+++ )(
24
))(1)((
3
2
2
332211 ρ
ρ
,                  (122) 
where N  is defined by (121) and 
2
3
2
3
2
3 )( ρρρ −+−= cM . 
To compare criterion (120) with criterion (122), choosing the Lorenz system 
illustrated in Fig. 1, one obtains 
Nkkk 1.385)28)(1)(10( 332211 >+++                           (123) 
based on (120), and  
Nkkk 4.357)28)(1)(10( 332211 >+++                           (124) 
based on (122). 
This shows that the new criterion (122) is sharper than criterion (120), suggested in 
[7]. 
Take the coupling matrix }2,2,9{diagK = , which satisfies condition (124) but not 
(123). Figure 3 shows the performance of chaos synchronization of the master-slave 
Lorenz systems coupled by this matrix. 
 
In [6] and [7], a synchronization scheme for two bidirectionally coupled classical 
Lorenz systems is considered, with }0,0,{ 111 ddiagK =  and }0,0,{ 212 ddiagK = , where 
12111 ddd == . A synchronization criterion is obtained as follows: 
Fig.3 
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.2,1,
2)1(32
)( 22
1 ≥≥−
−
+
> baa
b
cabd                        (125) 
If unidirectional coupling ( ,1111 kd = 021 =d ) is used in the scheme, then the 
synchronization criterion is 
.2,1,
)1(16
)( 22
11 ≥≥−
−
+
> baa
b
cabk                        (126) 
Now, continue to use the system illustrated in Fig. 1 as example for simulation. 
Applying criterion (126) gives  
0667.375)3('1111 => kk .                          (127) 
From the new criterion (92), it follows that 
.245.353)3(*1111 => kk                            (128) 
Thus, criterion (92) is sharper than criterion (126), proposed in [6] and [7], because 
)3()3( '11
*
11 kk < . 
With the coupling matrix }0,0,354{diagK = , which satisfies (128) but not (127), 
Figure 4 illustrates the performance of chaos synchronization. 
 
For the Lorenz system illustrated in Fig. 1, some synchronization criteria for the 
dislocated coupling matrix (72) and (84) were studied in [10]. 
However, there exist two errors on pages 203 204−  of [10]. The coefficients of the 
term |||| 21 ee , )2810( 32 Mk +−+β  and )28)10(( 31 Mk ++− β  should be corrected 
as )|2810(| 32 Mk +−+β  and )|28)10((| 31 Mk ++− β , respectively. With the corrections, 
replacing 132 ,1,, kMM β  and 2k  by ,, 32 ρρ  12, kp  and 21k , respectively, one 
can revise the synchronization criteria described in Theorem 2 and Theorem 1 of [10], 
Fig.4 
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as follows: 
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and 
2
2312
2
23 8
3401028
8
3401028 ρρρρ −+−+<<−−++ ppkpp          (130) 
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Applying our new criteria (96) and (100), one can obtain the synchronization 
conditions for the dislocated coupling matrices as follows: 
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=> pp .                               (135) 
It is obvious that )2()2()1()1( '**' pppp ==> . Thus, the new criterion (132) is 
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sharper than criterion (128) because the synchronization area of the former covers that 
of the latter for any p  satisfying the constraint (129). 
To compare criterion (130) with (134), first observe that 
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and that 
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where the following known inequality has been used: 
,22 baba −>−  for 0>> ba . 
Thus, the area determined by (134) covers that determined by (130). This means 
that our new criterion (134) is sharper than criterion (130). 
Take 138=p , which satisfies (129) and (133), and 8.912=k , which satisfies (132) 
but not (128) for the selected p . Figure 5 illustrates the performance of chaos 
synchronization for the dislocated coupling case. 
Take 55=p , which satisfies (131) and (135), and 56621 =k , which satisfies (134) 
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but not (130) for 55=p . Figure 6 illustrates the performance of chaos 
synchronization for 56621 =k . 
 
4.2. The Chen system 
For the Chen system defined by (3) with parameter 022 >= ca , Theorems 6, 10, 
11, and 12 are not applicable. 
Nevertheless, Theorem 4 and Theorem 8 lead to the following proposition. 
Proposition 2. The master-slave synchronization scheme (6) for the Chen system 
achieves uniform chaos synchronization if either of the following synchronization 
criteria is satisfied: 
(i) },,{ 332211 kkkdiagK =  with 
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2
3
2
3
2
31 )( cau −++−= ρρρ , 2323231 )( cau −++−= ρρρ ;       (142) 
Fig.5 Fig.6 
 42 
(ii) }0,,0{ 22kdiagK =  with  
mLckk +=> )4(*2222 ,                               (143) 
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To verify these criteria, choose the chaotic Chen system with 3,35 == ba  and 
28=c , yielding a chaotic attractor of the system as shown in Fig. 7.  
 
The system has the following bounds: 
44,6,27 3332 ==== ρρρρ ,                   (146) 
and satisfies 0<−ac  and 
3
2
3
)(2
ρρ −≥
− ca
. 
According to the new criterion consisting of (138)-(142), one can obtain the 
synchronization condition for },,{ 332211 kkkdiagK =  as follows: 
03511 ≥+k , 
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With }5.28,44,5{diagK = , satisfying (147), Figure 8 illustrates the performance of 
chaos synchronization for the coupling matrix. 
 
In [11], an optimized synchronization criterion for the master-slave Chen systems 
linearly coupled by }0,,0{ 22kdiagK =  is given as follows: 
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If the master Chen system satisfies 
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then the critical value of the criterion defined by (143)-(145) is 
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This means that the new criterion (143)-(145) is sharper than criterion (148). 
Using criterions (143)-(145) and (148), one can solve for the critical values for the 
Chen system, resulting in 8.125)4('22 =k  and 2.84)4(
*
22 =k , respectively. With the 
coupling matrix =K }0,85,0{diag , which satisfies (143)-(145) but not (148), Figure 
9 illustrates the performance of chaos synchronization. 
 
4.3. The Lü system 
Since 022 >= ca  in the Lü system, only Theorem 4 and Theorem 8 can be 
Fig.8 
Fig.9 
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utilized to deduce some synchronization criteria. 
Proposition 3. The master-slave synchronization scheme (6) for the Lü system 
achieves uniform chaos synchronization if either of the following synchronization 
criteria is satisfied: 
(i) },,{ 332211 kkkdiagK =  with 
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Choosing the Lü system with 3,36 == ba  and 20=c  gives a chaotic attractor 
as shown in Fig. 10. 
 
One can obtain the bounds of this system from Fig. 10, as follows: 
39,4,5.24 3332 ==== ρρρρ .                      (152) 
Applying the new criterion (149) to this system results in a synchronization 
condition for =K },,{ 332211 kkkdiag , as 
 
Fig.10 
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It is easy to verify that }37,40,1{−= diagK  satisfies condition (153). Figure 11 
illustrates the performance of chaos synchronization for this case. 
 
In [12] and [13], the following synchronization criterion for two Lü systems 
coupled by }0,,0{ 22kdiagK =  is given: 
3
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b
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If the master Lü system has a bound 0
3
≥ρ , then the critical value of criterion 
(151) is 
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Thus, the new criterion (151) is sharper than criterion (154). 
For the Lü system illustrated in Fig.10, one can obtain the critical values as 
1.73)5(*22 =k  and 0.109)5(
'
22 =k . With the coupling matrix }0,74,0{diagK = , 
which satisfies our criterion (151) but not (154), Figure 12 illustrates the performance 
of chaos synchronization. 
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4.4. A unified chaotic system 
For the unified chaotic system defined by (5), one can derive the synchronization 
criteria based on Theorems 4, 6, 8, 10, 11, and 12. 
Proposition 4. The master-slave synchronization scheme (6) for the unified chaotic 
system achieves uniform chaos synchronization if any of the following 
synchronization criteria is satisfied: 
(i) },,{ 332211 kkkdiagK =  with  
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(ii) }0,0,{ 11kdiagK =  with 
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(iii) }0,,0{ 22kdiagK =  with  
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where 
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(iv) },0,0{ 33kdiagK =  with  
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It should be noted that the above proposition only gives one part of synchronization 
criteria for the unified chaotic system. For the case of 0
3
<ρ , or when inequality 
(162) is not satisfied, the synchronization criteria for },,{ 332211 kkkdiagK =  and 
}0,,0{ 22kdiagK =  can be derived from Theorem 4 and Theorem 8, respectively, and 
the criteria for the dislocated coupling matrix (72) and (84) can be derived from 
Theorem 11 and Theorem 12, respectively.  
In [7] and [14], some synchronization criteria for the unified chaotic systems 
bidirectionally coupled by },,{ 32121 ddddiagKK ==  are derived. If the 
unidirectional coupling is used, criterion (9) of [7] can be re-stated as 
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and criterion (8) of [14] is equivalent to 
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where },,max{}3,2,1|,max{| 321 ρρρ=== ixM i . 
To compare the new criterion (155) with criterion (166), first produce the following 
criterion from (155): 
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Take 1,0=α , and 0.8, which are corresponding to the classical Lorenz system, 
Chen system and Lü system, respectively. Their bounds are defined respectively by 
(117), (146) and (152). The critical values )6(*k  and )6('k  are calculated and listed 
in Table 1. 
 
It is apparent that the new criterion (168) is sharper than criterion (166) according 
to the comparison given in Table 1. In fact, the synchronization area determined by 
criterion (155) is broader than that by (168). 
For 0=α  (the Lorenz system), take the coupling matrix }1,38,50{diagK = , 
Tab.1 
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which satisfies our new criterion (168) but not criterion (166). The performance of 
chaos synchronization for this coupling is illustrated in Fig. 13. 
 
In [14], the following optimization problem is considered: 
332211
,, 332211
min kkk
kkk
++ , 
subjected to (167).                                     (169) 
Using numerical methods, the optimized coupling matrices satisfying (169) are 
obtained as follows [14]: 
(i) }3554.32,3554.77,3556.14{diagK =  for 1=α ; 
(ii) }6554.32,7554.55,3552.41{diagK =  for 1.0=α . 
The bounds of the system with 1=α  are determined by (146) and that with 
1.0=α  can be obtained from Fig. 14 as follows: 
46,0.6,5.25 3332 ==== ρρρρ .                    (170) 
 
Using the new criterion (155), the following synchronization conditions can be 
obtained: 
(i) }7.3,50,3556.14{diagK = , for 1=α ; 
(ii) }5.1,15,30{diagK = , for 1.0=α . 
This shows that the new criterion (155) is sharper than criterion (167). 
For the unified chaotic system with 1.0=α , take the coupling matrix 
}5.1,15,30{diagK = . Figure 15 illustrates the performance of chaos synchronization. 
 
Fig.13 
Fig.14 
Fig.15 
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5. Conclusion 
Chaos synchronization of the general master-slave identical generalized Lorenz 
systems via linear state error feedback control has been systematically investigated in 
this paper. By means of linearization and Lyapunov’s direct methods, some new 
sufficient synchronization criteria have been obtained, which are more flexible and 
less conservative than those given in the literature. Optimization techniques are 
applied to these criteria so that the ranges of the coupling coefficients, determined by 
the criteria, are enlarged, improving the sharpness of the criteria. As application of the 
theoretical results, synchronization criteria for four typical generalized Lorenz 
systems have been derived in algebraic forms, which are easy to verify. It is believed 
that the main results of the paper provide a promising new approach for 
synchronization of autonomous chaotic systems via the simple but effective linear 
state error feedback control. 
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Fig. 1. The chaotic attractor of the classical Lorenz system in the 32 xx −  plane, with 
parameters ,10=a  ,3/8=b  28=c , and initial condition =)0(x )4.18,5.3,2( . 
 
 
 
 
Fig.2. Chaos synchronization of two Lorenz systems coupled by 
}9.12,16,6.45{diagK = , with parameters 16=a , 4=b , 6.45=c , and initial 
conditions =)0(x  )4.18,5.3,2( , )3.8,2.10,1()0( −=z . 
 
 
 
Figure
 2
 
 
Fig. 3. Chaos synchronization of two Lorenz systems coupled by }2,2,9{diagK = , 
with parameters 10=a , 3/8=b , 28=c , and initial conditions =)0(x )4.18,5.3,2( , 
)3.8,2.10,1()0( −=z . 
 
 
 
 
 
Fig. 4. Chaos synchronization of two Lorenz systems coupled by }0,0,354{diagK = , 
with parameters 10=a , 3/8=b , 28=c , and initial conditions =)0(x )4.18,5.3,2( , 
)3.8,2.10,1()0( −=z . 
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Fig. 5. Chaos synchronization of two Lorenz systems coupled by the coupling matrix 
(72) with 8.912 =k , where  10=a , 3/8=b , 28=c , and initial conditions 
=)0(x )4.18,5.3,2( , )3.8,2.10,1()0( −=z . 
 
 
 
 
Fig. 6. Chaos synchronization of two Lorenz systems coupled by the coupling matrix 
(84) with 56621 =k , where  10=a , 3/8=b , 28=c , and initial conditions 
=)0(x )4.18,5.3,2( , )3.8,2.10,1()0( −=z . 
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Fig. 7. The chaotic attractor of Chen system in the 32 xx −  plane, with parameters 
35=a , 3=b , 28=c , and initial condition =)0(x )6.35,4.5,3( − . 
 
 
 
 
Fig. 8. Chaos synchronization of two Chen systems coupled by }5.28,44,5{diagK = , 
with parameters 35=a , 3=b , 28=c , and initial condition =)0(x  )6.35,4.5,3( − , 
)5.26,1.3,1()0( −=z . 
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Fig. 9. Chaos synchronization of two Chen systems coupled by }0,85,0{diagK = , with 
parameters 35=a , 3=b , 28=c , and initial condition =)0(x  )6.35,4.5,3( − , 
)5.26,1.3,1()0( −=z . 
 
 
 
 
Fig. 10. The chaotic attractor of Lü system in the 32 xx −  plane, with parameters 36=a , 
3=b , 20=c , and initial condition =)0(x )3.20,4.3,2.4( −− . 
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Fig. 11. Chaos synchronization of two Lü systems coupled by }37,40,1{−= diagK , 
with parameters 36=a , 3=b , 20=c , and initial condition =)0(x )3.20,4.3,2.4( −− , 
)4.15,2.5,3()0( −=z . 
 
 
 
 
Fig. 12. Chaos synchronization of two Lü systems coupled by }0,74,0{diagK = , 
with parameters 36=a , 3=b , 20=c , and initial condition =)0(x )3.20,4.3,2.4( −− , 
)4.15,2.5,3()0( −=z . 
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Fig. 13. Chaos synchronization of two unified chaotic systems coupled by 
}1,38,50{diagK = , with parameters 0=α , and initial condition =)0(x )7,5,3( , 
)5.16,3.8,5.2()0( −=z . 
 
 
 
 
Fig. 14. The chaotic attractor of the unified chaotic system in the 32 xx −  plane, with 
parameters 1.0=α , and initial condition =)0(x )7,5,3( . 
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Fig. 15. Chaos synchronization of two unified chaotic systems coupled by 
}5.1,15,30{diagK = , with parameters 1.0=α , and initial condition 
=)0(x )7,5,3( , )5.16,3.8,5.2()0( −=z . 
 
 
 
 
 
 Table 1. Comparison of the critical values. 
α  The critical value )6(*k  The critical value  )6('k  
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