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The Bernstein–Bézier representation of polynomials is a very useful tool in computer aided
geometric design. In this paper we make use of (multilinear) tensors to describe and
manipulate multivariate polynomials in their Bernstein–Bézier form. As an application we
consider Hermite interpolation with polynomials and splines.
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1. Introduction
The Bernstein basis for polynomials has been extensively studied in approximation theory and computer aided geometric
design. Bernstein basis polynomials of degree d in s variables defined over an s-dimensional simplex have a lot of
interesting properties. They are nonnegative, they sum up to one, and they admit a geometrically intuitive representation of
polynomials [1], the so-called Bernstein–Bézier representation. In [2,3] it was proved that the Bernstein basis polynomials
form an optimally stable basis, in the sense that it has the smallest condition number among all nonnegative bases for
polynomial spaces. There also exist good evaluation algorithms for polynomials in such a representation, e.g., the deCasteljau
algorithm and the VS-algorithm (see [4,5]).
Tensors are a natural generalization of vectors and matrices. They are an appropriate tool for formulating and solving
problems in a wide range of application areas, such as higher-order statistics and signal processing [6]. In this paper we
use symmetric tensors to represent and manipulate multivariate polynomials in Bernstein–Bézier form. Using the tensor
representation of a polynomial is closely related to applying the de Casteljau algorithm. As a case study we will solve the
Hermite interpolation problem for polynomials using the tensor approach. In [7,8] it was alreadymentioned that symmetric
tensors are bijectively related to homogeneous polynomials.
The paper is organized as follows. In Section 2 we recall the definition of barycentric coordinates of points and vectors
with respect to simplices. Section 3 is devoted to multivariate Bernstein–Bézier polynomials defined on simplices, and
in Section 4 we describe the blossoming of such polynomials. In Section 5 we briefly recall some relevant concepts of
tensor algebra, and in the next section we point out the relation between tensors and blossoms of polynomials. Then
some applications are considered. In Section 7 we show how a Hermite interpolating polynomial can be computed using
multilinear algebra. In Section 8 we discuss interpolation with Powell–Sabin splines.
2. Barycentric coordinates
Let V0, . . . ,Vs be a set of linearly independent points in Rs, s > 0. The Cartesian coordinates of point Vi are denoted by
(V i1, . . . , V
i
s). An s-simplex T is defined as the convex hull of s+ 1 linearly independent points, i.e.,
T (V0, . . . ,Vs) =

s−
i=0
λiVi :
s−
i=0
λi = 1, λi ≥ 0

. (2.1)
E-mail address: Hendrik.Speleers@cs.kuleuven.be.
0377-0427/$ – see front matter© 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2011.04.032
590 H. Speleers / Journal of Computational and Applied Mathematics 236 (2011) 589–599
Barycentric coordinates provide an elegant tool for defining points inside a simplex. Let P be a point in Rs with the
Cartesian coordinates (P1, . . . , Ps). The barycentric coordinates τ = (τ0, τ1, . . . , τs) of point Pwith respect to the s-simplex
T in (2.1) are defined as the solution of the following linear system of size (s+ 1):
1 1 · · · 1
V 01 V
1
1 · · · V s1
...
...
...
V 0s V
1
s · · · V ss


τ0
τ1
...
τs
 =

1
P1
...
Ps
 . (2.2)
If P lies inside T , then its barycentric coordinates are all positive.
Given two points P1 and P2 in Rs, the barycentric coordinates δ = (δ0, δ1, . . . , δs) of the vector P2 − P1 with respect
to the s-simplex T are defined as the difference of the barycentric coordinates of both points. If the Euclidean distance
‖P2 − P1‖2 = 1, then δ is called a unit barycentric direction. The barycentric direction can be found as the solution of the
linear system
1 1 · · · 1
V 01 V
1
1 · · · V s1
...
...
...
V 0s V
1
s · · · V ss


δ0
δ1
...
δs
 =

0
P21 − P11
...
P2s − P1s
 . (2.3)
In the case of the unit xi-direction (1 ≤ i ≤ s), the right hand side of (2.3) reduces to
0 · · · 0 1 0 · · · 0T , (2.4)
with the one at the (i+ 1)th row. The barycentric direction corresponding to the unit xi-direction is denoted by δxi .
The partial derivative of a function f (τ )with respect to the barycentric variable τi (0 ≤ i ≤ s) is denoted by ∂τi f (τ ). The
directional derivative of f (τ )with respect to a unit barycentric direction δ is given by
Dδ f (τ ) =
s−
i=0
δi∂τi f (τ ). (2.5)
3. Multivariate polynomials
Let P sd denote the linear space of s-variate polynomials of total degree less than or equal to d. Following the standard
multi-index notation, we compactly write
|λ| = λ0 + · · · + λs, λ! = λ0! . . . λs!, τ λ = τ0λ0 . . . τsλs , (3.1)
for λ = (λ0, λ1, . . . , λs) and τ = (τ0, τ1, . . . , τs). The Bernstein basis polynomials of degree d with respect to s-simplex
T (V0, . . . ,Vs) are defined as
Bdλ(P) = Bdλ(τ ) =
d!
λ!τ
λ, for all |λ| = d. (3.2)
Here, τ are the barycentric coordinates of point P with respect to T . As the Bernstein basis polynomials form a basis of P sd,
each polynomial pd ∈ P sd has a unique Bernstein–Bézier representation
pd(P) =
−
|λ|=d
bλBdλ(P). (3.3)
The coefficients bλ are called Bézier ordinates.
Example 3.1. Let s = 2 and d = 3. The polynomial p3(τ ) is given by
p3(τ ) = b300τ03 + 3b210τ02τ1 + 3b201τ02τ2 + b030τ13 + 3b021τ12τ2 + 3b120τ12τ0
+ b003τ23 + 3b102τ22τ0 + 3b012τ22τ1 + 6b111τ0τ1τ2. (3.4)
See, e.g., [1,9] for more details on the Bernstein–Bézier representation of polynomials.
4. Blossoms of polynomials
Let τ l = (τ l0, τ l1, . . . , τ ls) for l = 1, . . . , d. The blossom (or polar form) of a polynomial pd(τ ) is denoted by
P s+1d (τ 1, τ 2, . . . , τ d), and it is completely characterized by the following three properties (see, e.g., [10–13]).
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Property 4.1. The blossom is symmetric with respect to any permutation π of its d arguments,
P s+1d (τ
1, τ 2, . . . , τ d) = P s+1d (π(τ 1, τ 2, . . . , τ d)).
Property 4.2. The blossom is multi-affine, i.e. affine in each of its d arguments,
P s+1d (aτ + bσ , τ 2, . . . , τ d) = aP s+1d (τ , τ 2, . . . , τ d)+ bP s+1d (σ , τ 2, . . . , τ d),
for a+ b = 1.
Property 4.3. The restriction of the blossom to the diagonal gives the polynomial pd,
pd(τ ) = P s+1d (τ , τ , . . . , τ ).
LetΠdλ be the set of all unique permutations of
0, . . . , 0  
λ0 times
, 1, . . . , 1  
λ1 times
, . . . , s, . . . , s  
λs times

, (4.1)
for a given |λ| = d. Note that multi-set (4.1) has d!
λ! unique permutations, and each π ∈ Πdλ consists of d elements. The
blossom of a polynomial pd in Bernstein–Bézier form (3.3) can be written as
P s+1d (τ
1, τ 2, . . . , τ d) =
−
|λ|=d
bλ
−
π∈Πdλ
d∏
l=1
τ lπ(l). (4.2)
One can easily verify that expression (4.2) satisfies Properties 4.1–4.3.
Example 4.4. Let s = 2 and d = 3. The blossom of p3 related to domain triangle T (V0,V1,V2) is given by
P 33 (τ
1, τ 2, τ 3) = b300(τ 10 τ 20 τ 30 )+ b030(τ 11 τ 21 τ 31 )+ b003(τ 12 τ 22 τ 32 )
+ b210(τ 11 τ 20 τ 30 + τ 10 τ 21 τ 30 + τ 10 τ 20 τ 31 )+ b201(τ 12 τ 20 τ 30 + τ 10 τ 22 τ 30 + τ 10 τ 20 τ 32 )
+ b021(τ 12 τ 21 τ 31 + τ 11 τ 22 τ 31 + τ 11 τ 21 τ 32 )+ b120(τ 10 τ 21 τ 31 + τ 11 τ 20 τ 31 + τ 11 τ 21 τ 30 )
+ b102(τ 10 τ 22 τ 32 + τ 12 τ 20 τ 32 + τ 12 τ 22 τ 30 )+ b012(τ 11 τ 22 τ 32 + τ 12 τ 21 τ 32 + τ 12 τ 22 τ 31 )
+ b111(τ 10 τ 21 τ 32 + τ 10 τ 22 τ 31 + τ 11 τ 22 τ 30 + τ 11 τ 20 τ 32 + τ 12 τ 20 τ 31 + τ 12 τ 21 τ 30 ), (4.3)
with bλ, |λ| = 3, the Bézier ordinates of p3 (see Example 3.1).
The multi-affine de Casteljau algorithm can be used for the evaluation of the blossom. For i = 0, . . . , s, let ei =
(0, . . . , 0, 1, 0, . . . , 0) be a tuple of length s+1with all zeros, except one at the (i+1)th position. The de Casteljau algorithm
computes P s+1d (τ 1, τ 2, . . . , τ d) as follows:
P s+1d (τ
1, τ 2, . . . , τ d) = b[d]0,...,0, (4.4a)
where
b[0]λ = bλ, |λ| = d, (4.4b)
b[r]λ = τ r0b[r−1]λ+e0 + τ r1b[r−1]λ+e1 + · · · + τ rs b[r−1]λ+es , |λ| = d− r, and r = 1, . . . , d. (4.4c)
The intermediate values b[r]λ are called de Casteljau ordinates. This algorithm allows us to evaluate the blossom at points
inside the domain simplex in a stable way, i.e. with only convex combinations.
One can also use the blossom to find the Bernstein–Bézier representation of a polynomial pd with respect to another
(usually finer) simplex. Let T (V0, . . . ,Vs) be a given s-simplex, and let bλ, |λ| = d, be the Bézier ordinates of pd with respect
to T . Consider a second s-simplex, whose verticesWl, l = 0, . . . , s, have σ l = (σ l0, . . . , σ ls) as barycentric coordinates with
respect to the former simplex T . The Bézier ordinates cλ, |λ| = d, of pd related to the new simplex can be compactly written
using (4.2) as
cλ = P s+1d

σ 0, . . . , σ 0  
λ0 times
, σ 1, . . . , σ 1  
λ1 times
, . . . , σ s, . . . , σ s  
λs times

, (4.5)
for all |λ| = d. If the new simplex is a smaller simplex inside the original domain simplex, the expressions (4.5) are convex
combinations for all |λ| = d. They can be used for subdividing the polynomial onto a partition of the original simplex.
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Example 4.5. Let s = 2 and d = 3. Using blossom P 33 described in Example 4.4, the new Bézier ordinates cλ, |λ| = 3, of p3
are given by
c300 = P 33 (σ 0, σ 0, σ 0), c210 = P 33 (σ 0, σ 0, σ 1), c201 = P 33 (σ 0, σ 0, σ 2),
c030 = P 33 (σ 1, σ 1, σ 1), c021 = P 33 (σ 1, σ 1, σ 2), c120 = P 33 (σ 0, σ 1, σ 1),
c003 = P 33 (σ 2, σ 2, σ 2), c102 = P 33 (σ 0, σ 2, σ 2), c012 = P 33 (σ 1, σ 2, σ 2),
c111 = P 33 (σ 0, σ 1, σ 2). (4.6)
Blossoming can also be used to describe (mixed) directional derivatives of a polynomial (3.3). The r-th order mixed
directional derivative of polynomial pd with respect to the unit barycentric directions δi, i = 1, . . . , r , related to simplex T
can be compactly expressed as
Dr
δ1,...,δr
pd(τ ) = d!
(d− r)!P
s+1
d

τ , τ , . . . , τ  
d−r times
, δ1, . . . , δr

. (4.7)
Here, the r barycentric directions δi and (d − r) times the barycentric coordinates τ are taken as the arguments of the
blossom.
5. Tensor algebra
In this section we introduce some basic definitions of multilinear algebra. More details can be found in [14,6]. A tensor,
also known as a multiway array or a multidimensional matrix, is a higher-order generalization of a vector (first order
tensor) and a matrix (second order tensor). Tensors are multilinear mappings over a set of vector spaces. The order of
tensor A ∈ RI1×I2×···×IN is N . An element of A is denoted by Ai1 i2...iN where 1 ≤ in ≤ In. The n-mode vectors of A are the
In-dimensional vectors obtained fromA by varying the index in while keeping the other indices fixed. In this terminology,
column vectors of a matrix are referred to as 1-mode vectors and row vectors as 2-mode vectors.
A tensor can be represented in matrix form by unfolding the tensor along a single dimension. The matrix unfolding
A(n) ∈ RIn×(In+1...IN I1...In−1) of a tensorA ∈ RI1×···×IN is a matrix composed of all the n-mode vectors of the tensor. It contains
the element Ai1 i2...iN at the position with row number in and column number equal to
1+
n−1
j=1
(ij − 1)
n−1∏
k=j+1
Ik +
N−
j=n+1
(ij − 1)
N∏
k=j+1
Ik
n−1∏
k=1
Ik.
These unfoldings are illustrated in Fig. 1 for a tensor of order three.
A generalization of the product of two matrices is the product of a tensor and a matrix. The n-mode product of a tensor
A ∈ RI1×···×IN and a matrix U ∈ RJn×In is defined as the tensor B ∈ RI1×···×In−1×Jn×In+1×···×IN of which the elements are
given by
Bi1...in−1jn in+1...iN =
In−
in=1
Ai1...in−1 in in+1...iNUjn in . (5.1)
The product is denoted by
B = A×n U . (5.2)
Using matrix unfolding it is equal to
B(n) = UA(n). (5.3)
The n-mode product satisfies the following properties.
Property 5.1. Given the tensor A ∈ RI1×···×IN and the matrices F ∈ RJn×In ,G ∈ RJm×Im(n ≠ m), it holds
(A×n F)×m G = (A×m G)×n F = A×n F ×m G. (5.4)
Property 5.2. Given the tensor A ∈ RI1×···×IN and the matrices F ∈ RJn×In ,G ∈ RKn×Jn , it holds
(A×n F)×n G = A×n(GF). (5.5)
Computing a tensor–matrix product in each mode n (n = 1, . . . ,N) is called an all-mode tensor–matrix product.
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(a)
(b)
(c)
Fig. 1. Unfolding of the (I1 × I2 × I3)-tensor A to (a) the (I1 × I2I3)-matrix A(1) , (b) the (I2 × I3I1)-matrix A(2) and (c) the (I3 × I1I2)-matrix A(3) with
I1 = I2 = I3 = 3.
6. Blossoming and tensors
The blossom of a polynomial pd ∈ P sd in Bernstein–Bézier form can be described using tensor algebra. To this end, we first
consider a tensorB belonging to the space
R
(s+ 1)× (s+ 1)× · · · × (s+ 1)  
d times .
The elements Bi1i2...id of this tensor, with 1 ≤ in ≤ (s+ 1) and 1 ≤ n ≤ d, are chosen such that
Bπ = bλ, (6.1)
for all |λ| = d and for all π ∈ Πˆdλ . Here, bλ are the Bézier ordinates of a polynomial pd in Bernstein–Bézier form (3.3), and
Πˆdλ is the set of all unique permutations of
1, . . . , 1  
λ0 times
, 2, . . . , 2  
λ1 times
, . . . , (s+ 1), . . . , (s+ 1)  
λs times

.
From this definition it is clear that the tensorB has a lot of symmetries. Definition (6.1) can also be interpreted as follows.
Element Bi1 i2...id is equal to the Bézier ordinate bν , with ν = (ν0, . . . , νs), and each νn stands for the number of times an
index of Bi1i2...id equals (n+ 1), i.e.,
νn =
d−
j=1

1, if ij = (n+ 1),
0, otherwise, (6.2)
for n = 0, . . . , s.
Example 6.1. Let s = 2 and d = 3.We can represent the (3×3×3)-tensorB defined in (6.1) by its matrix unfolding B(1) as
B(1) =
 b300 b210 b201 b210 b120 b111 b201 b111 b102
b210 b120 b111 b120 b030 b021 b111 b021 b012
b201 b111 b102 b111 b021 b012 b102 b012 b003

. (6.3)
Note that the three matrix unfoldings ofB are equal, i.e., B(1) = B(2) = B(3).
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The barycentric coordinates τ l = (τ l0, τ l1, . . . , τ ls) for l = 1, . . . , d, with respect to the domain s-simplex of pd, can be
arranged into the vectors T l = τ l0 τ l1 · · · τ ls.
Theorem 6.2. Blossom (4.2) can be written as the product of tensor B , defined in (6.1), and the d vectors T l:
P s+1d (τ
1, τ 2, . . . , τ d) = B×1 T 1×2 T 2×3 · · · ×d T d. (6.4)
Proof. LetB[0] = B, and letB[r] be the product of tensorB and the r vectors T l, l = 1, . . . , r ,
B[r] = B×1 T 1×2 T 2×3 · · · ×r T r , (6.5)
for r = 1, . . . , d. One can easily see that
B[r] = B[r−1]×r T r . (6.6)
These tensors belong to the spaces
R
1× 1× · · · × 1  
r times
× (s+ 1)× (s+ 1)× · · · × (s+ 1)  
(d−r) times ,
for r = 0, . . . , d. We now show that
P s+1d (τ
1, τ 2, . . . , τ d) = B[d]. (6.7)
Let Bi1 i2...id be the elements of tensorB. For simplicity of notation, we will not show the initial r indices equal to one in the
multi-index of the elements of the intermediate tensorsB[r]. Let B[r]ir+1...id be the elements of tensorB
[r]. Using the definition
of the n-mode tensor–matrix product (5.1) and relation (6.6), the elements ofB[r] can be computed as follows:
B[0]i1 i2i3...id = Bi1 i2 i3...id ,
B[1]i2 i3...id =
s+1−
i=1
B[0]ii2i3...idT
1
i ,
B[2]i3...id =
s+1−
i=1
B[1]ii3...idT
2
i ,
...
B[d] =
s+1−
i=1
B[d−1]i T
d
i ,
for all in = 1, . . . , (s + 1), and n = 1, . . . , d. This expansion is nothing else but applying the multi-affine de Casteljau
algorithm to blossom P s+1d (τ 1, . . . , τ d) as described by (4.4). 
Combining Theorem 6.2 with the properties of a blossom, we are able to represent a multivariate polynomial in
Bernstein–Bézier form, its directional derivatives and subdivision rules by particular all-mode tensor–matrix products.
Corollary 6.3. Polynomial pd in Bernstein–Bézier form (3.3) can be written as
pd(τ 1) = B×1 T 1×2 T 1×3 · · · ×d T 1, (6.8)
withB and T 1 defined as in (6.4).
Proof. This result follows from Property 4.3 and Theorem 6.2. 
In a similar way one can represent directional derivatives of polynomial pd. Let δi = (δi0, δi1, . . . , δis), with i = 1, . . . , r ,
be a set of unit barycentric directions with respect to the domain s-simplex of pd. The coordinates of each δi can be arranged
into a vector Di = δi0 δi1 · · · δis.
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Corollary 6.4. The r-th order mixed directional derivative Dr
δ1,...,δr
of pd can be written as
Dr
δ1,...,δr
pd(τ 1) = d!
(d− r)!B×1 D
1×2 D2×3 · · · ×r Dr ×r+1 T 1×r+2 T 1×r+3 · · · ×d T 1, (6.9)
withB and T 1 defined as in (6.4).
Proof. Combining (4.7) and (6.4) results in (6.9). 
Let C be a tensor defined in a similar way as B in (6.1) using now the Bézier ordinates cλ, |λ| = d. Let the matrix S be
defined as
S =

σ 00 σ
0
1 · · · σ 0s
σ 10 σ
1
1 · · · σ 1s
...
...
...
σ s0 σ
s
1 · · · σ ss
 . (6.10)
Corollary 6.5. The subdivision rules given in (4.5) can be compactly written as
C = B×1 S×2 S×3 · · · ×d S. (6.11)
Proof. Let S i be the i-th row vector of matrix S in (6.10). Then (6.11) implies that each element Ci1 i2...id of tensorC is equal to
Ci1 i2...id = B×1 S i1 ×2 S i2 ×3 · · · ×d S id .
Using the definition of C, we have
cλ = B×1 S1 · · · ×λ0 S1×λ0+1 S2 · · · ×λ0+λ1 S2 · · · ×λ0+λ1+···+λs−2+1 Ss · · · ×λ0+λ1+···+λs−1 Ss
×λ0+λ1+···+λs−1+1 Ss+1 · · · ×d Ss+1,
which is equal to (4.5) by Theorem 6.2. 
We can easily derive the Bézier ordinates bλ from the Bézier ordinates cλ by inverting expression (6.11). Using
Properties 5.1 and 5.2, we obtain
B = B×1(S−1S)×2(S−1S)×3 · · · ×d(S−1S)
= B×1 S×2 S×3 · · · ×d S×1 S−1×2 S−1×3 · · · ×d S−1
= C×1 S−1×2 S−1×3 · · · ×d S−1. (6.12)
In (6.12) we need to compute once the inverse of the (s+1)×(s+1)-matrix S and apply an all-mode tensor–matrix product.
7. A Hermite interpolation problem
Let a = (a1, a2, . . . , as), x = (x1, x2, . . . , xs), and λ = (λ0, λ1, . . . , λs). Let ∂ |a|∂xa be the mixed partial derivatives of
order |a| corresponding to the Cartesian coordinates in Rs. In this section we consider the following Hermite interpolation
problem.
Problem 7.1. Find the Bézier ordinates bλ, |λ| = d, of the polynomial pd ∈ P sd in Bernstein–Bézier form (3.3) that satisfies
∂ |a|
∂xa
pd(P) = fxa , ai ≥ 0, |a| ≤ d, (7.1)
for a given point P ∈ Rs and a given set of fxa-values.
In the classical approach this problem is handled by solving a linear systemwith the number of equations and the number
of unknowns equal to the dimension of the polynomial space P sd, i.e.,
dim(P sd) =

d+ s
s

= (d+ s)!
d! s! . (7.2)
Alternatively, we can use the following tensor approach. Let
fˆxa = (d− |a|)!d! fxa . (7.3)
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We define the tensor F belonging to the space
R
(s+ 1)× (s+ 1)× · · · × (s+ 1)  
d times
such that the elements Fi1 i2...id of this tensor satisfy
Fπ = fˆx1λ1 ...xsλs , (7.4)
for all |λ| = d and for all π ∈ Πˆdλ . Here, Πˆdλ is the same set of permutations used in the definition of the tensorB, see (6.1).
Example 7.2. Let s = 2 and d = 3. We can represent the (3× 3× 3)-tensor F by its matrix unfolding F(1) as
F(1) =
 fˆ fˆx fˆy fˆx fˆx2 fˆxy fˆy fˆxy fˆy2fˆx fˆx2 fˆxy fˆx2 fˆx3 fˆx2y fˆxy fˆx2y fˆxy2
fˆy fˆxy fˆy2 fˆxy fˆx2y fˆxy2 fˆy2 fˆxy2 fˆy3
 . (7.5)
Let (P1, . . . , Ps) be the Cartesian coordinates of the point P in Problem 7.1. Assume that P has barycentric coordinates
τ = (τ0, τ1, . . . , τs) related to the domain s-simplex of polynomial pd. Let δxi = (δxi0 , δxi1 , . . . , δxis ), with i = 1, . . . , s, be the
unit barycentric directions along the xi-directions, see (2.3)–(2.4). We then combine the barycentric coordinates τ together
with the unit barycentric directions δxi into the matrix T as follows:
T =

τ0 τ1 · · · τs
δ
x1
0 δ
x1
1 · · · δx1s
...
...
...
δ
xs
0 δ
xs
1 · · · δxss
 . (7.6)
Using definition (4.7) and relation (6.4), we then obtain that interpolation problem (7.1) can be reformulated as
F = B×1 T ×2 T ×3 · · · ×d T . (7.7)
This leads to the following theorem.
Theorem 7.3. Let B and F be the tensors defined in (6.1) and (7.4). The solution of Problem 7.1 can then be computed as
B = F ×1 T−1×2 T−1×3 · · · ×d T−1, (7.8)
with
T−1 =

1 V 01 − P1 V 02 − P2 · · · V 0s − Ps
1 V 11 − P1 V 12 − P2 · · · V 1s − Ps
...
...
...
...
1 V s1 − P1 V s2 − P2 · · · V ss − Ps
 . (7.9)
Proof. Using (7.7) and Properties 5.1 and 5.2, we have
B = B×1(T−1T )×2(T−1T )×3 · · · ×d(T−1T )
= B×1 T ×2 T ×3 · · · ×d T ×1 T−1×2 T−1×3 · · · ×d T−1
= F ×1 T−1×2 T−1×3 · · · ×d T−1.
Wenowdetail the computation of T−1. From the definition of barycentric coordinates and the unit barycentric directions
δxi , see (2.2)–(2.4), we derive the relation
1 1 1 · · · 1
V 01 V
1
1 V
2
1 · · · V s1
V 02 V
1
2 V
2
2 · · · V s2
...
...
...
...
V 0s V
1
s V
2
s · · · V ss


τ0 δ
x1
0 δ
x2
0 · · · δxs0
τ1 δ
x1
1 δ
x2
1 · · · δxs1
τ2 δ
x1
2 δ
x2
2 · · · δxs2
...
...
...
...
τs δ
x1
s δ
x2
s · · · δxss
 =

1 0 0 · · · 0
P1 1 0 · · · 0
P2 0 1 · · · 0
...
...
...
...
Ps 0 0 · · · 1
 . (7.10)
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Combining (7.6) and (7.10), we obtain that
T−1 =

1 V 01 · · · V 0s
1 V 11 · · · V 1s
...
...
...
1 V s1 · · · V ss


1 P1 · · · Ps
0 1 · · · 0
...
...
...
0 0 · · · 1

−1
=

1 V 01 · · · V 0s
1 V 11 · · · V 1s
...
...
...
1 V s1 · · · V ss


1 −P1 · · · −Ps
0 1 · · · 0
...
...
...
0 0 · · · 1

=

1 V 01 − P1 V 02 − P2 · · · V 0s − Ps
1 V 11 − P1 V 12 − P2 · · · V 1s − Ps
...
...
...
...
1 V s1 − P1 V s2 − P2 · · · V ss − Ps
 . 
Given the Cartesian coordinates of the point P and the vertices Vi, i = 0, . . . , s, of the domain simplex of the polynomial,
the assembling (7.9) of the inverse of matrix T is very straightforward. It is even easier than the construction of T , see (7.6),
because no barycentric coordinates or barycentric directions have to be computed.
Using our tensor approach to solve Problem 7.1, we just need to apply in each of the dmodes a tensor–matrix product.
Computing an all-mode tensor–matrix product may be more convenient than solving a linear system of size (d+s)!d! s! in the
classical way. One such an n-mode tensor–matrix product has a cost of O((s + 1)d+1) arithmetic operations. The total
computation of (7.8) needs about O(d(s+ 1)d+1) operations.
We now illustrate solution (7.8) of Problem 7.1 for two particular examples.
Example 7.4. Let s = 2 and d = 1. In this caseB and F are vectors in R3, and we getb100
b010
b001

=
1 V 01 − P1 V 02 − P21 V 11 − P1 V 12 − P2
1 V 21 − P1 V 22 − P2
 ffx
fy

. (7.11)
In this example, and generally for any s and d = 1, the tensor approach (7.8) is equivalent to the classical strategy by turning
(7.1) into a linear system of size (s+ 1).
Example 7.5. Let s = 2 and d = 3. The form of tensors B and F was already illustrated in Examples 6.1 and 7.2. For a
compact notation of solution (7.8), we make use of a function R(P0, P1, P2) with three points Pl = (P l1, P l2), l = 0, 1, 2, as
arguments. This function is defined as
R(P0, P1, P2) = f + 1
3

(P01 − P1)+ (P11 − P1)+ (P21 − P1)

fx + 13

(P02 − P2)+ (P12 − P2)+ (P22 − P2)

fy
+ 1
6

(P01 − P1)(P11 − P1)+ (P11 − P1)(P21 − P1)+ (P21 − P1)(P01 − P1)

fx2
+ 1
6

(P01 − P1)(P12 − P2)+ (P11 − P1)(P22 − P2)+ (P21 − P1)(P02 − P2)
+ (P02 − P2)(P11 − P1)+ (P12 − P2)(P21 − P1)+ (P22 − P2)(P01 − P1)

fxy
+ 1
6

(P02 − P2)(P12 − P2)+ (P12 − P2)(P22 − P2)+ (P22 − P2)(P02 − P2)

fy2
+ 1
6
(P01 − P1)(P11 − P1)(P21 − P1)fx3 +
1
6

(P01 − P1)(P11 − P1)(P22 − P2)
+ (P02 − P2)(P11 − P1)(P21 − P1)+ (P01 − P1)(P12 − P2)(P21 − P1)

fx2y
+ 1
6

(P02 − P2)(P12 − P2)(P21 − P1)+ (P01 − P1)(P12 − P2)(P22 − P2)
+ (P02 − P2)(P11 − P1)(P22 − P2)

fxy2 +
1
6
(P02 − P2)(P12 − P2)(P22 − P2)fy3 . (7.12)
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Let T (V0,V1,V2) be the domain triangle of polynomial p3. The Bézier ordinates bλ, |λ| = 3, resulting from interpolation
problem (7.1) are given by
b300 = R(V0,V0,V0), b210 = R(V0,V0,V1), b201 = R(V0,V0,V2),
b030 = R(V1,V1,V1), b021 = R(V1,V1,V2), b120 = R(V0,V1,V1),
b003 = R(V2,V2,V2), b102 = R(V0,V2,V2), b012 = R(V1,V2,V2),
b111 = R(V0,V1,V2). (7.13)
Note the similarity in the notation used in Example 4.5.
Referring to Examples 7.4 and 7.5, we see that the solution of our problem can be found without the computation of
barycentric coordinates or barycentric directions. Only the Cartesian coordinates of the point P and the vertices Vi, i =
0, . . . , s, of the domain simplex of the polynomial have to be known.
8. Powell–Sabin spline interpolants
Powell and Sabin [15] studied the use of piecewise quadratic C1-continuous polynomials on triangulations for drawing
contour lines of bivariate functions. In that context, they developed a particular triangulation refinement that led to the so-
called quadratic Powell–Sabin splines. This refinement splits every triangle of a given arbitrary triangulation into six smaller
triangles. Several authors considered the construction of spline spaces on this type of triangulations with a higher order of
polynomial degree and smoothness, see [16–20].
The results in the previous section can be used to construct interpolants based on Powell–Sabin splines. A normalized
basis for quadratic and quintic Powell–Sabin splines was developed in [21,22]. For the construction of such a basis one
needs to determine so-called PS-triangles that must contain a specific set of points. The basis functions have a local support,
they are nonnegative, and they sum up to one. In addition, these B-splines allow a natural definition of control points. In
the quadratic case the control points are combined into control triangles, and in the quintic case they form cubic control
polynomials. These control triangles/polynomials are defined over the PS-triangles and are tangent to the spline surface
evaluated at the vertices in the triangulation. They are useful for geometric modelling purposes. A Powell–Sabin spline in
such a representation can also be evaluated in a stable way, using only a sequence of simple convex combinations.
The spline coefficients in this normalized B-spline representation can be regarded as the Bézier ordinates of the
control triangles/polynomials represented in their Bernstein–Bézier form. We now consider the construction of a Hermite
interpolating Powell–Sabin spline at the vertices of the triangulation. Using the normalized B-spline representation, we
have to solve Problem 7.1 for each vertex, in which P is the considered vertex and pd is the corresponding control
triangle/polynomial. One can use (7.8) for the computation of the solution of each of these problems. For quadratic
Powell–Sabin splines, the Hermite interpolation rules are given in Example 7.4, see also [23]. In the case of quintic
Powell–Sabin splines,we can use the result described in Example 7.5. Because the cubic control polynomials are only tangent
to the spline surface, we have to replace fxa in (7.12) by
(5− |a|)(4− |a|)
20

5
3
|a|
fxa , (8.1)
for all |a| ≤ 3, in order to obtain the Hermite interpolation rules of quintic Powell–Sabin splines. We refer to [22,24] for
more details.
9. Concluding remarks
In this paper we have presented a (multilinear) tensor notation to describe blossoms of multivariate polynomials in
Bernstein–Bézier form. Such a blossom can be written as a collection of tensor–vector products. The computation of
these products can be interpreted as applying the (multi-affine) de Casteljau algorithm. Tensor algebra can then be used
for manipulating polynomials. In particular, we have elaborated the Hermite interpolation problem for polynomials and
Powell–Sabin splines based on this tensor approach.
To solve the Hermite interpolation problem for an s-variate polynomial of degree d, the tensor approach requires the
computation of an all-mode tensor–matrix product. Such aproduct has a cost of atmostO(d(s+1)d+1) arithmetic operations.
Note that this power can be improved. The classical algorithm for computing amatrix–matrix multiplication of size N needs
O(N3) arithmetic operations. There exists a class of algorithms that improves this power, e.g. like O(N2.8) for Strassen’s
algorithm (see [25]). Such algorithms can also be used for the multiplication of a tensor and a matrix. Exploiting the
symmetry of the tensor is another way to speed up the computation.
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