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Contact geometry of multidimensional Monge-Ampe`re
equations: characteristics, intermediate integrals and solutions
Dmitri Alekseevsky∗, Ricardo Alonso-Blanco†, Gianni Manno‡, Fabrizio Pugliese§
Abstract
We study the geometry of multidimensional scalar 2nd order PDEs (i.e. PDEs with n
independent variables) with one unknown function, viewed as hypersurfaces E in the La-
grangian Grassmann bundle M (1) over a (2n + 1)-dimensional contact manifold (M, C).
We develop the theory of characteristics of the equation E in terms of contact geometry
and of the geometry of Lagrangian Grassmannian and study their relationship with inter-
mediate integrals of E . After specifying the results to general Monge-Ampe`re equations
(MAEs), we focus our attention to MAEs of type introduced by Goursat in [11], i.e. MAEs
of the form
det
∥∥∥∥ ∂2f∂xi∂xj − bij (x, f,∇f)
∥∥∥∥ = 0.
We show that any MAE of the aforementioned class is associated with an n-dimensional
subdistribution D of the contact distribution C, and viceversa. We characterize this
Goursat-type equations together with its intermediate integrals in terms of their char-
acteristics and give a criterion of local contact equivalence. Finally, we develop a method
of solutions of a Cauchy problem, provided the existence of a suitable number of interme-
diate integrals.
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1 Introduction
1.1 Characteristics of PDEs, Cauchy-Kowalewski theorem and MAEs
Characteristics of PDEs are a classic subject ([10, 11, 20, 22]) as they are related to the local
existence and uniqueness of solutions of Cauchy problems. As an example, if
F (x1, . . . , xn, z, p1, . . . , pn, p11, p12, . . . pnn) = 0 (1)
where z = z(x1, . . . , xn), pi = ∂z/∂x
i, pij = ∂
2z/∂xi∂xj is a scalar second order partial
differential equation (2nd order PDE), the Cauchy problem consists of finding a solution
z = f(x1, . . . , xn) of (1) which satisfies the following conditions
f |(X1(t),...,Xn(t)) = Z(t) ,
∂f
∂xi
∣∣∣∣
(X1(t),...,Xn(t))
= Pi(t), (2)
where
Φ(t) = (X1(t), . . . ,Xn(t), Z(t), P1(t), . . . , Pn(t)) , t = (t1, . . . , tn−1) (3)
is a given (n − 1)-dimensional manifold, i.e. a Cauchy datum; obviously, in (3) the choice of
the parametrization is irrelevant. If Cauchy datum (3) is non-characteristic, then, in the C∞
case, Cauchy problem (2) for Equation (1) admits, locally, a unique formal solution: in fact in
this hypothesis we can put Equation (1) in the Cauchy-Kowalewski form (see Section 6.3 for
a geometric description). Under the same hypothesis, in the analytic case it admits a locally
unique solution.
In the case n = 2, non-characteristicity condition means that tangent direction v = Φ˙(0) at a
point m = Φ(0) = (x1, x2, z, p1, p2) of the (1-dimensional, in this case) Cauchy datum satisfies
the condition
∂F
∂p11
∣∣∣∣
m1
v2
2
−
∂F
∂p12
∣∣∣∣
m1
v1v2 +
∂F
∂p22
∣∣∣∣
m1
v1
2
6= 0 (4)
for each m1 = (x1, x2, z, p1, p2, p11, p12, p22) satisfying (1), where
v = v1(∂x1 + p1∂z + p1i∂pi) + v
2(∂x2 + p2∂z + p2i∂pi).
The vector v can be considered as an “infinitesimal Cauchy datum”.
From Equation (4) it is clear that one can associate with any point m1 satisfying (1) two
(possibly imaginary) directions in the space (xi, z, pi), namely, those annihilating (4) (“char-
acteristic lines”); if we let this point vary keeping the point m fixed, these two directions
form, in general, two cones at m. It is proved that the only PDEs for which these two cones
degenerates in two 2-dimensional planes are classical Monge-Ampe`re equations (MAEs) (see
for instance [3, 4]).
One of the targets of this paper is to see if a similar phenomenon occurs also in the case of
MAEs with an arbitrary number of independent variables, which, of course, is considerably
more complicated.
In fact, MAEs for n = 2 have been intensely studied since the second half of XIX century by
many ge´ome`tres, among them Darboux, Lie, Goursat (a systematic account of such investi-
gations can be found in [9] and [10]); later, this classical approach was put aside in favour of
more “hard analysis” techniques. The last 40 years have witnessed a renewed interest in the
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differential-geometric approach to MAE’s, mainly due to Lychagin and his school (see [13]
and [14] for an exhaustive bibliography). However, such results are focused on the classical
case (n = 2). Up to now, no serious effort has been made to extend the classical theory to the
general multidimensional case (only very special cases have been studied). In fact, the main
achievements so far obtained in this direction are due to Boillat and Lychagin.
Boillat [6] noticed that MAEs with two independent variables were the only second order
PDEs which are exceptional in the sense of Lax [15]. This physical property was used in [21]
to find the general form of a MAE in three independent variables, and in [7] for the case of
arbitrary independent variables. The result is that such general form is
Mn +Mn−1 + . . .M0 = 0 (5)
whereMk is a linear combination (with functions of x
i, z, pi as coefficients) of all k×k minors
of the Hessian matrix ‖zxixj‖.
In [16], by introducing a new approach based on contact geometry, Lychagin defined mul-
tidimensional MAEs as the zero locus of a differential operator associated with a class of
n-differential forms on a contact manifold. Locally, such PDEs are described by (5). In the
rest of the paper, when we write “general MAEs” we mean “multidimensional MAEs in the
sense of Lychagin”.
The oldest paper regarding the multidimensional generalization of the concept of MAEs dates
back to Goursat. In [11] he noticed that classical MAEs (n = 2) can be obtained by substi-
tuting dp1 = p11dx
1 + p12dx
2 and dp2 = p12dx
1 + p22dx
2 in the following system{
dp1 − b11dx
1 − b12dx
2 = 0
dp2 − b21dx
1 − b22dx
2 = 0 bij = bij(x
1, x2, z, p1, p2)
and by requiring its (non trivial) compatibility. Obviously, such “horizontalization” of the
above Pfaffian system can be extended to any number n of independent variables; namely,
one can consider the system
dpi −
n∑
j=1
bijdx
j = 0 , i = 1, . . . , n , bij = bij(x
1, . . . , xn, z, p1, . . . , pn) ,
“horizontalize” it (dpi = pijdx
j) and impose the compatibility condition, thus getting MAE
det ||pij − bij|| = 0. (6)
It turns out that the class of PDEs considered by Goursat is a subclass of those considered
by Lychagin.
The above analytical procedure has a natural geometrical meaning, tightly linked with the
fundamental notion of characteristics of a PDE. Such a connection, which was already studied
in [3, 4] for n = 2, will be extended below to the case of any number of independent variables.
As we shall see, for n > 2 the complexity of the problem drastically increases. For this
purpose, as a first step we develop a coordinate free setting to the theory of characteristics of
scalar second order PDEs (with n independent variables) in terms of contact manifolds and
Lagrangian Grassmannians, which we summarize below.
Let (M, C) be a (2n + 1)-dimensional contact manifold, i.e. a (2n + 1)-dimensional manifold
where C is a completely non integrable distribution of codimension 1. Locally C is the kernel of
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(a contact) 1-form θ (which is defined up to a conformal factor) which in appropriate (contact
or Darboux) coordinates (xi, z, pi), i = 1, . . . , n has the form
θ = dz − pidx
i.
The restriction
ω = dθ|C
defines on each hyperplane Cm a conformal symplectic structure, of fundamental importance in
contact geometry: in fact, Lagrangian (i.e. maximally ω-isotropic) planes of Cm are tangent to
maximal integral submanifolds of C and thus n-dimensional; for this reason, such submanifolds
of M are called Lagrangian (or also Legendrian). We denote by L(Cm) the Grassmannian of
Lagrangian planes of Cm and by
π :M (1) =
⋃
m∈M
L(Cm)→M
the bundle of Lagrangian planes. Contact coordinates (xi, z, pi) on M induce coordinates
on M (1): a point m1 ≡ Lm1 ∈ M
(1) has coordinates (xi, z, pi, pij), 1 ≤ i ≤ j ≤ n iff the
corresponding Lagrangian plane Lm1 is given by:
m1 ≡ Lm1 = 〈∂̂xi + pij∂pj 〉 , ∂̂xi
def
= ∂xi + pi∂z
with ‖pij‖ a symmetric matrix.
A scalar 2nd order PDE with n independent variables with one unknown function is defined
as a hypersurface E of M (1) and its solutions are Lagrangian submanifolds Σ ⊂M such that
TΣ ⊂ E . In view of reasonings made at the beginning of the section, a Cauchy datum for E
is defined simply as an (n − 1)-dimensional submanifold of M which in view of (2) must be
also integral of C. The restriction on E of fibre bundle π is a bundle over M whose fibre at m
is denoted by Em:
Em := E ∩ L(Cm). (7)
Em is a hypersurface of the Grassmannian L(Cm) of Lagrangian planes of C. A straightforward
computation shows that the set of Lagrangian planes at m ∈ M containing a given (n − 1)-
dimensional isotropic subspace is a curve in L(Cm): condition (4) (in the case n = 2) means
that the curve formed by Lagrangian planes containing v is not tangent to Em at m
1. This
condition can be easily generalized to any dimension: we can define a characteristic subspace
for E at m1 as a hyperplane of Lm1 such that the curve in L(Cm) whose points are Lagrangian
planes containing it is tangent to Em at m
1. The tangent space to this curve at m1 is called
a characteristic direction for E at m1.
By means of previous geometric concepts, we are able to give an intrinsic definition of MAEs of
form (5) and (6). The former describe, locally, hypersurfaces EΩ ofM
(1) formed by Lagrangian
planes which annihilate an n-form Ω on M :
EΩ = {m
1 ∈M (1)
∣∣ Ω|L
m1
= 0}, (8)
whereas the latter hypersurfaces ED of M
(1) formed by Lagrangian planes which non trivially
intersect an n-dimensional subdistribution D of C:
ED = {m
1 ∈M (1)
∣∣ Lm1 ∩ Dπ(m1) 6= 0}. (9)
It is easy to realize that MAEs of type ED are associated with decomposable n-forms on M .
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1.2 Main results and description of the paper
All we said so far shows that characteristics of a PDE E are of “point” nature, in the sense
that any information regarding them is contained in their fibres (7). This justifies the im-
portance of studying conformal properties of the Grassmannian of Lagrangian planes L(V )
of a generic symplectic space (V, ω) together with its submanifolds. In [8] an interpretation
of special MAEs with constant coefficients is given in terms of Lagrangian Grassmannians.
We concentrate mostly on hypersurfaces of Lagrangian Grassmannians, as the fibre (7) of a
PDE is a hypersurface of L(Cm). We study these subjects in Sections 2 and 3, and then we
reformulate the results in the languages of PDEs and MAEs in Section 5.
In Section 2 we describe the main geometric structures of the Lagrangian Grassmannian L(V ).
We denote by T (L(V )) the tautological vector bundle of L(V ), i.e. the vector bundle on L(V )
whose fibre at a point L ∈ L(V ) is the vector space L. The main geometric structure of L(V )
is the “symmetric Grassmann structure” i.e. a canonical identification
g : TL(V )
∼
→ S2
(
T ∗(L(V ))
)
, v 7→ gv (10)
of the tangent bundle with the symmetric square of the dual tautological bundle. To keep the
notation simple, we continue to denote the inverse of the dual map of (10) by g:
g : T ∗L(V )
∼
→ S2
(
T (L(V ))
)
, ρ 7→ gρ (11)
Note that there is no ambiguity in denoting by g both the maps (10) and (11) since vectors
appear as superscripts whereas covectors as subscripts. Thus one can define the rank of
vectors (resp. covectors) as the rank of the corresponding bilinear form through (10) (resp.
(11)). We underline that both gv and gρ change conformally if the symplectic form ω change
conformally.
The manifold L(V ) has a natural Plu¨cker embedding into the projective space PΛnV so that
any tangent vector L˙ ∈ TLL(V ) defines a projective line ℓ(L, L˙) ⊂ PΛnV , that we show it
belongs to L(V ) iff rank(L˙) = 1.
In Section 3 we study geometry of submanifolds (mostly, hypersurfaces) of L(V ).
In view of (11), with any hypersurface E = {F (pij) = 0} of L(V ) it is associated the (possibly
degenerate) conformal metric
gE = [gdF |E] ,
which turns out to be independent of the function F . Characteristic subspaces and charac-
teristic directions of E are defined as follows. Any subspace U ⊂ V defines a distinguished
submanifold U (1) of L(V ), which we call the (first) prolongation of U , formed by Lagrangian
planes containing U if dimU ≤ n or which are contained in U otherwise. An isotropic sub-
space U ⊂ L ∈ E is called a characteristic subspace for E at L if U (1) is tangent to E at
L. In the case that U is an (n − 1)-dimensional characteristic subspace for E at L, U (1) is
1-dimensional and the tangent space TLU
(1) is called a characteristic direction (for E at L):
its elements are vectors of rank 1.
The converse is also true: the radical of gL˙ (see (10)) where L˙ spans a characteristic direction
for E at L (i.e. L˙ is a vector of TLE of rank 1) is a characteristic subspace for E at L ∈ E.
In other words, the projective line ℓ(L, L˙) associated with such L˙ is tangent to E (via the
Plu¨cker embedding). Up to sign, gL˙ = η ⊗ η where η ∈ L∗ is a gE-isotropic covector.
An important class of hypersurfaces of L(V ) ⊂ PΛnV is that of hyperplane sections of PΛn(V ):
they are the intersection of L(V ) with a hyperplane of PΛnV (via the Plu¨cker embedding).
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Since any hyperplane of PΛnV is given by {Ω = 0} where Ω ∈ ΛnV ∗, we denote such a
hypersurface by EΩ. Hypersurfaces of type EΩ are the prototype of fibres (7) of a general
MAE, i.e. of type (8).
At the end of this Section 3, we study hypersurfaces ED associated with an n-plane D ⊂
V . By definition, such a hypersurface consists of Lagrangian planes which have non-trivial
intersection with D. It is easy to realize that these hypersurfaces are special hyperplane
sections of PΛn(V ): they are defined by decomposable n-forms on L(V ). Hypersurfaces of
type ED are the prototype of fibres (7) of a MAE of Goursat type, i.e. of type (9).
The main results of Section 3 can be summarized as follows:
• Characteristic subspaces for a hypersurface E of L(V ) are those whose annihilator is
gE-isotropic (Theorem 3.7). By using this, we find a relationship between the decom-
posability of gE and the behavior of characteristic subspaces (Theorem 3.9);
• The projective line ℓ(L, L˙) associated with a characteristic vector L˙ of a hyperplane
section EΩ is included in EΩ (we say that L˙ is strongly characteristic). In other word, if
a hyperplane H of L ∈ L(V ) is characteristic at L for a hypersurface of type EΩ, then
it is characteristic for any L ∈ EΩ such that L ⊃ H (Theorem 3.12). We also describe
H in terms of isotropy of Ω (Theorem 3.14);
• A hypersurface of type ED can be associated only with two n-dimensional planes of V
which are mutually symplectically orthogonal (Theorem 3.19);
• Conformal metric gED is decomposable: it has rank equal to 1 if D is Lagrangian and
rank 2 otherwise. For each regular point L ∈ ED we have that (gED)L = ℓL ∨ ℓ
′
L, where
ℓL = L ∩D and ℓ
′
L = L ∩D
⊥ are lines. Then we have the following correspondence:
L ∈ ED 7−→ (ℓL, ℓ
′
L).
ED possesses two (n− 2)-parametric families H and H
′ of characteristic hyperplanes of
L which rotate, respectively, around the line ℓL and resp. ℓ
′
L: if we let vary the point
L on ED, the corresponding lines fill the n-dimensional space D (resp. D
⊥). In other
words, we can reconstruct ED starting from its characteristics (Theorem 3.30).
By substituting L(V ) ↔ L(Cm), E ↔ Em, EΩ ↔ (EΩ)m, ED ↔ (ED)m, gE ↔ g(Em) in the
above points, we reformulate previous results in the language of PDEs in Sections 5.1, 5.2 and
in that of MAEs in Sections 5.3, 5.4.
In Section 4 we recall the basic notions of contact geometry and geometric theory of first
order PDE. We also shortly describe the solution of the Cauchy problem by the method of
characteristics.
In Section 5, beside the results that we described above, we give a criterion of local equivalence
for a PDE to be a MAE of Goursat type (Theorem (5.15)).
For the sake of completeness, in Section 6 we deal with the full (or infinite) prolongation
of a 2nd order PDE. We show that any 2nd order PDE E is formally integrable provided
that conformal metric gE does not vanish, and that a non-characteristic Cauchy problem has
unique formal solution. In fact, finding necessary and sufficient conditions for the existence
and uniqueness of the solution of the Cauchy problem is the historical motivation of the notion
of characteristics.
In Section 7 we consider intermediate integrals of 2nd order PDEs with special attention to
MAEs of type ED. The main results of the section are summarized below.
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• The existence of an intermediate integral of a 2nd order PDE is equivalent to the exis-
tence of a special vector field (Hamiltonian vector field) whose directions are strongly
characteristic (Theorem 7.5);
• Intermediate integrals of ED coincide with the first integrals of the distribution D or D
⊥
(Theorem 7.8). In particular, the existence of such a first integral implies the existence
of a C∞ solution of ED.
• If D (or D⊥) possesses n independent first integrals, we describe a method (going back
to Monge and reinterpreted in contact geometric terms by Morimoto [17]) of solution
of any Cauchy problem associated with ED which involves only solutions of ordinary
differential equations and finite equations (Theorem 7.15). We also show that, in this
case, ED can be reconstructed by means of its intermediate integrals (Theorem 7.16).
Notations and conventions:
In the rest of the paper Latin indices will run from 1 to n, unless otherwise specified. We will
use Einstein convention. We denote by X ·̺ the Lie derivative of a form ̺ along a vector field
X. The symmetric tensor product will be denoted by ∨, i.e. A∨B = 12 (A⊗B+B⊗A). The
annihilator of a vector subspace U will be denoted by U0. We denote by 〈vi〉 the linear span
of vectors v1, . . . , vn.
2 Geometry of the Lagrangian Grassmannian L(V )
2.1 Lagrangian Grassmannian L(V ) and its tautological bundle T (L(V ))
Let (V, ω) be a symplectic 2n-dimensional vector space. Recall that a Lagrangian plane is
an isotropic subspace L ⊂ V of maximal dimension, i.e. an n-dimensional subspace L such
that ω|L = 0. We shall denote by
L(V ) := LGr(V )
the Grassmannian of Lagrangian planes in V .
A smooth structure of the manifold L(V ) is defined as follows. For any L0 ∈ L(V ), we
choose a complementary Lagrangian plane L′0 ∈ L(V ), and a symplectic basis {ei, e
i} (i.e.
ω(ei, e
j) = δji ) such that
V = L0 ⊕ L
′
0 = 〈e1, . . . , en〉 ⊕ 〈e
1, . . . , en〉. (12)
Then any n-plane L ∈ Gpn(V ) transversal to L
′
0 has unique basis {wi} projecting onto the
basis {ei} (with respect to L
′
0). Elements of such a basis can be written as
wi = ei + pije
j, (13)
with the matrix P = ‖pij‖ being symmetric if and only if L is Lagrangian. So, every element
L ∈ L(V ) transversal to L′0 is uniquely determined by a symmetric n× n real matrix P :
L = LP = 〈ei + pije
j〉
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This gives a local chart on L(V ) with values in the vector space of symmetric matrices (hence,
dimL(V ) = 12n(n + 1)). It is easy to check that coordinate changes in the overlaps between
two such charts are C∞. The matrix P of coordinates on L transforms like a quadratic form
P 7→ P˜ = BTPB
where B is the matrix of the transformation from basis {e˜i} to basis {ei}: e˜i 7→ ei = B
j
i e˜j .
With respect to a symplectic basis, an element of the symplectic group Sp(V ) ≃ Spn(R) is
represented by matrix (
A B
C D
)
∈ Spn(R)
with the blocks satisfying the conditions:
AT C = CT A
BT D = DT B
AT D − CT B = Id
The group Spn(R) acts transitively on L(V ) by fractional linear transformations:
Spn(R) ∋
(
A B
C D
)
: P 7→ P˜ = (AP +B)(CP +D)−1.
We denote by T (L(V )) the tautological bundle of L(V ), i.e. the vector bundle on L(V )
whose fibre at a point L ∈ L(V ) is the vector space L.
We have the Plu¨cker embedding of the Lagrangian Grassmannian L(V ) into the projective
space PΛn(V ) given by
ι : L = 〈e1, e2, . . . , en〉 7→ [volL]
where volL = e1 ∧ e2 ∧ · · · ∧ en is the volume element associated with the basis {ei} of L.
A straight line of the projective space PΛn(V ) which is included in ι(L(V )) is called a line of
L(V ). We will denote by ℓ(L, L˙) the line of PΛn(V ) starting from L in direction L˙ ∈ TLL(V ).
From now on, where needed, we shall identify L(V ) with ι(L(V )).
2.2 Metrics associated with tangent and cotangent vectors of L(V )
Below we prove that the bundle TL(V ) is canonically isomorphic to the symmetric square
S2
(
T ∗(L(V ))
)
of the dual bundle T ∗(L(V )) of the tautological bundle of L(V ).
Namely, let L˙0 ∈ TL0L(V ) and φt an 1-parameter subgroup of Sp(V ) such that L˙0 =
dφt(L0)
dt
∣∣∣
t=0
. The symmetric bilinear form gL˙0 on L0 is defined by
gL˙0(v,w)
def
= ω
(
dφt(v)
dt
∣∣∣∣
t=0
, w
)
, v, w ∈ L0. (14)
It does not depend on 1-parametric group φt whose orbit has tangent vector L˙0. Indeed, any
other such 1-parameter group can be written as φ′t = φt ◦ ht + o(t) where ht belongs to the
stabilizer H = Sp(V )L0 of the point L0. Then
dφ′t(v)
dt
∣∣∣∣
t=0
=
dφt(v)
dt
∣∣∣∣
t=0
+
dht(v)
dt
∣∣∣∣
t=0
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and
ω
(
dφ′t(v)
dt
∣∣∣∣
t=0
, w
)
= ω
(
dφt(v)
dt
∣∣∣∣
t=0
, w
)
since ω|L0 = 0. Then we get the following theorem.
Theorem 2.1 The map defined by (14)
g : TLL(V ) −→ S
2(L∗) , L˙ 7−→ gL˙ (15)
is a canonical isomorphism of the tangent bundle TL(V ) with the symmetric square S2
(
T ∗(L(V ))
)
of the dual tautological bundle.
In particular, a vector field X on L(V ) defines a section gX of S2
(
T ∗(L(V ))
)
which we will
call a metric on T (L(V )) (note that it can be degenerate).
In terms of coordinates pij , the metric g
L˙ on L = 〈ei + pije
j〉 associated with L˙ ∼ P˙ = ||p˙ij ||
is given by
gL˙ = p˙ije
i ⊗ ej .
By duality, we get
Corollary 2.2 There is a canonical isomorphism
g : T ∗LL(V ) −→ S
2(L) , ρ 7−→ gρ (16)
of the cotangent bundle T ∗L(V ) with the symmetric square S2
(
T (L(V ))
)
of the tautological
bundle.
There is no ambiguity in denoting by g both the maps (15) and (16): in fact vectors appear
as superscripts whereas covectors as subscripts.
A 1-form ρ on L(V ) defines a section gρ of S
2
(
T (L(V ))
)
which we call a metric on T ∗(L(V ))
(note that it can be degenerate).
In terms of coordinates pij, the metric gρ on L
∗ associated with 1-form ρ = ρijdpij , with ‖ρ
ij‖
being the symmetric matrix of coordinates of ρ with respect to basis {(dpij)L} of T
∗
LL(V ), is
gρ = ρ
ijwi ⊗ wj (17)
where L = 〈wi = ei+ pije
j〉. In particular, a function F ∈ C∞(L(V )), defines a metric on L∗:
g(dF )L =
∑
i≤j
∂F
∂pij
wi ∨ wj (18)
where we recall that wi ∨ wj =
1
2(wi ⊗ wj +wj ⊗ wi).
Remark 2.3 Under conformal change ω → λω of the symplectic form, the above metrics
change as
gL˙ 7→ λgL˙, gρ 7→ λ
−1gρ.
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2.3 Lagrangian Grassmannian as a homogeneous space
The group Sp(V ) acts transitively on L(V ) and the stabilizer H of a point L0 ∈ L(V ) is
H = GL(L0)⋉ S2(L0). Hence we can identify L(V ) with the coset space
L(V ) = Sp(V )/
(
GL(L0)⋉ S2(L0)
)
.
Lagrangian Grassmanniann L(V ) is a compact manifold and the maximal compact subgroup
U(n) of the group Sp(V ) = Sp(n,R) acts on it transitively with stabilizer O(n). So we can
identify L(V ) with the symmetric space U(n)/O(n), (whose central symmetry at o = eO(n) is
defined by complex conjugation). Note that the square of the determinant
det2 : U(n)/O(n)→ S1
defines a fibration over the circle S1 with fibre SU(n)/SO(n). The pull back (det2)∗(dϕ) of
the fundamental class [dϕ] of the circle is called the Maslov index of L(V ).
The tautological bundleT L(V ) is a homogeneous vector bundle associated with the principal
vector bundle
Sp(V )→ Sp(V )/H = L(V )
and the tautological representation
H = GL(L0)⋉ S2(L0)→ GL(L0)
with kernel S2(L0).
Decomposition (12) induces a gradation of the Lie algebra sp(V ) of Sp(V ) (which is identified
with the symmetric square S2(V )) given by
sp(V ) = g−1 + g0 + g1 = S2(L′0) + L
′
0 ∨ L0 + S
2(L0).
We identify m = g−1 = S
2(L′0) with the tangent space TL0L(V ) and h = L
′
0 ∨ L0 + S
2(L0)
with the Lie algebra of the stabilizer H. The commutative ideal S2(L0) is the kernel of the
isotropy representation of h on m and the stability subalgebra h = L′0∨L0 ≃ gl(L
′
0) acts on m
in the natural way. Hence we get an identification of the tangent space TL0L(V ) with space
of symmetric bilinear forms on L0 :
TL0L(V ) ≃ S
2(L∗0).
According to Theorem 2.1, this identification does not depend on the choice of L′0. Note that
in terms of basis {ei} of L0 and the dual basis {e
i} of L′0 ≃ L
∗
0, the matrix of elements of
sp(V ) has the form (
A B
C −AT
)
where A ∈ gl(L0), B ∈ S
2(L0), C ∈ S
2(L′0).
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2.4 Rank of tangent vectors of L(V ) and its geometrical meaning
By using Theorem 2.1, we define the rank of a tangent vector L˙ ∈ TL(V ) as the rank of the
corresponding bilinear symmetric forms gL˙. In view of Remark 2.3, this definition is invariant
under a conformal change of the symplectic form. Of course, proportional tangent vectors
have the same rank. We denote by
T kL(V ) = {L˙ ∈ TL(V ) | rank(L˙) = k}
the set of vectors of rank k and define the canonical map Rad : TL(V ) → Grn−k(V ) which
associates with any tangent vector L˙ ∈ TL(V ) the radical of gL˙:
Rad(L˙) := Rad (gL˙). (19)
In the next section we shall construct a sort of inverse of map Rad (see Remark 3.6). Now
we give a geometrical interpretation of Rad(L˙). The space Rad(L˙) is the intersection of the
plane L and the infinitesimally close Lagrangian plane L+ L˙dt, more precisely,
Rad(L˙) = lim
t→0
L ∩ L(t) , L(0) = L, L˙(0) = L˙.
Indeed if L = {x = xiei} and L(t) = {x
i(ei + pij(t)e
j)} then
L ∩ L(t) = {x = xiei | pij(t)x
i = 0} = Rad(P (t))
and Rad(L˙) = limt→0 L ∩ L(t) = Rad(P˙ (0)).
We call the set T 1L(V ) of vectors of rank 1 the characteristic cone or Segre variety (see
[1]). If L˙ ∈ T 1L(V ), then, up to a sign,
L˙ ≃ gL˙ = η ⊗ η , for some η ∈ L∗ (20)
and the canonical map Rad takes values in Grn−1(L) ≃ PL∗. From now on, unless otherwise
specified, we identify L˙ with gL˙.
In terms of coordinates, if L = 〈wi = ei + pije
j〉 and L˙ ∈ T 1L(V ) has coordinates p˙ij , then
by (20) p˙ij = ηiηj and
Rad(L˙) = [ηie
i] ∈ PL∗.
We recall the straight line ℓ(L, L˙) in PΛn(V ) starting from L in direction L˙ ∈ TLL(V ).
Proposition 2.4 The straight line ℓ(L, L˙) of PΛn(V ) is a line of L(V ) (i.e. it is included in
L(V )) if and only if rank(L˙) = 1, i.e. L˙ ∈ T 1LL(V ).
To prove the proposition we need the following lemma.
Lemma 2.5 Let a, a′ ∈ Λk(W ) be two k-vectors such that ta + sa′ is decomposable for any
t, s ∈ R. Then there exists a decomposable (k − 1)-vector b ∈ Λk−1(W ) and vectors v, v′ such
that a = v ∧ b and a′ = v′ ∧ b.
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Proof. A k-vector c is decomposable iff it satisfies the Plu¨ker relation (γ y c) ∧ c = 0 for any
γ ∈ Λk−1(W ∗) (see, for example [12]). By hypothesis these relations hold for c = a, c = a′
and c = a+ a′. Then we derive that
0 = (γ y a) ∧ a′ + (γ y a′) ∧ a , ∀ γ ∈ Λk−1(W ∗).
We choose γ such that v′ := γ y a 6= 0 and v := −γ y a′ 6= 0. Then v′ ∧ a = v ∧ a′, so that
a = v ∧ b , a′ = v′ ∧ b for some b ∈ Λk−1(W ).
Proof of Proposition 2.4. Assume that L˙ ∈ T 1LL(V ). We can choose local coordinates
P = ||pij|| such that P (L) = 0 and P (L˙) = diag(1, 0, . . . , 0). Then the straight line
ℓ(L, L˙) = [(e1 + te
1) ∧ e2 · · · ∧ en] = [e1 ∧ · · · ∧ en + te
1 ∧ e2 ∧ · · · ∧ en]
is included in L(V ).
The converse claim follows from the above lemma.
3 Submanifolds of the Lagrangian Grassmannian L(V )
3.1 Characteristic cone and characteristic subspaces of a hypersurface E of
L(V ) and its conformal metric gE
Let
E = {F = 0}
be a hypersurface of L(V ) which is the zero level set of a non singular function F ∈ C∞(L(V )).
We denote by
gE := [gdF |E] ,
the conformal class of the restriction to E of the contravariant metric gdF . It is easy to se
that gE depends only on the hypersurface E and is called the conformal metric associated
with E. Its local expression is given by (18).
Definition 3.1 The set
ChL(E) = TLE ∩ T
1
LL(V )
of rank 1 tangent vectors to E is called the characteristic cone at L of the hypersurface
E. Elements of ChL(E) are called characteristic vectors for E at L. The 1-dimensional
vector space generated by a characteristic vector is called a characteristic direction. A
characteristic vector L˙ for E at L is called strongly characteristic if the associated line
ℓ(L, L˙) is contained in E.
Proposition 3.2 Characteristic vectors L˙ ∈ ChL(E) are, up to sign, the tensor square L˙ =
η ⊗ η of gE-isotropic covectors η ∈ L
∗.
Proof. A tangent vector L˙ ∈ TLL(V ) with coordinates P˙ = ||p˙ij || has rank 1 iff p˙ij = ±ηiηj
(see (20)). It is characteristic for E at L if and only if∑
i≤j
∂F
∂pij
p˙ij =
∑
i≤j
∂F
∂pij
ηiηj = gE(η, η) = 0 , (21)
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i.e. iff the covector η = Rad(L˙) is gE-isotropic.
We define the prolongation U (1) ⊂ L(V ) of a subspace U ⊂ V by :
U (1) :=

L ∈ L(V ) | L ⊇ U, if dim(U) ≤ n
L ∈ L(V ) | L ⊆ U, if dim(U) ≥ n
(22)
Since L = L⊥, one can easily check that
• U ⊂W =⇒ U (1) ⊃W (1);
• U (1) =
(
U⊥
)(1)
.
The following simple proposition describes the prolongation U (1) of an isotropic subspace U
of V .
Proposition 3.3 Let U be an isotropic k-dimensional subspace of V . Let U ′ be also an
isotropic k-dimensional subspace of V such that ω is not degenerate on U ⊕ U ′. Then W :=
(U ⊕ U ′)⊥ is a symplectic subspace and
U (1) ≃ U ⊕ L(W ) := {U ⊕ L′ |L′ ∈ L(W )}.
In particular
dim U (1) = dimL(W ) =
(n− k)(n − k + 1)
2
. (23)
Definition 3.4 An isotropic subspace U is called characteristic for a covector ρ ∈ T ∗LL(V )
if U ⊂ L and ρ|TLU (1) = 0. It is called characteristic for a hypersurface E = {F = 0} of L(V )
at a point L ∈ E if it is characteristic for (dF )L. It is called strongly characteristic if
U (1) ⊂ E. A covector η ∈ L∗ is called characteristic for ρ if Ker(η) is characteristic for ρ.
Remark 3.5 Previous definition is also valid for submanifolds of L(V ) of any dimension.
We restrict our attention to hypersurfaces of L(V ) as our target is to treat characteristics of
scalar second order PDEs with one unknown function (see Section 5.2).
The following remark clarifies the relationship between characteristic directions and charac-
teristic subspaces.
Remark 3.6 Prolongation (22) is a sort of inverse of map (19). Namely, any L˙ = ±η⊗ η ∈
T 1LL(V ) defines the hyperplane H = Rad(L˙) = Ker(η) of L which has the property that
TLH
(1) = 〈L˙〉, and viceversa (we note that H(1) is 1-dimensional in view of (23)). Thus we
have the following correspondence:
hyperplanes of L (which correspond to elements of PL∗) ⇐⇒ directions of TLL(V ) of rank 1
(24)
It follows that if Ker(η) = H ⊂ L is a hyperplane of a Lagrangian plane L then H(1) =
ℓ(L, L˙ = η ⊗ η) = {Lt} is a straight line of L(V ) in view of Proposition 2.4. Restricting (24)
to a hypersurface E of L(V ) we have the following correspondence:
(n− 1)-dimensional characteristic subspaces for E at L ⇐⇒ characteristic directions for E at L
(25)
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We have already seen, in Proposition 3.2, that a vector L˙ = ±η⊗η ∈ TLL(V ) is characteristic
for E at L if η ∈ L∗ is gE-isotropic. Next theorem generalizes this property.
Theorem 3.7 Let U ⊂ L ∈ L(V ) and ρ ∈ T ∗LL(V ). Then U is characteristic for ρ if and
only if its annihilator U0 ⊂ L∗ is gρ-isotropic.
Proof. Let {e1, . . . , en} be a basis of L such that {ea}a=1,··· ,k is a basis of U . Let also
{e1, . . . , en, e
1, . . . , en} be its extension to a symplectic basis of V . Then we can consider
{ei}i=k+1,··· ,n as a basis of U
0. So U0 is gρ-isotropic if
gρ(e
i, ej) = ρij = 0, i, j ∈ {k + 1, · · · , n},
with gρ as in (17). By Proposition 3.3,
U (1) = {L = 〈ea, ei + pije
j〉
∣∣ 1 ≤ a ≤ k , ||pij || ∈ S2Rn−k}.
Then its tangent space is given by
TLU
(1) = 〈ei ∨ ej , i, j = k + 1, . . . , n〉.
Hence, U is characteristic for ρ if and only if
ρ(ei ∨ ej) = ρij = 0, i, j = k + 1, . . . , n
which means that U0 is gρ-isotropic.
Corollary 3.8 Let F = F (pij) be a function on L(V ). Then a subspace U ⊂ L, in view of
(18), is characteristic for (dF )L (i.e. for the hypersurface E = {F = 0} at L) iff
g(dF )L(α, β) =
1
2
∑
i≤j
∂F
∂pij
(αiβj + αjβi) = 0 , ∀α, β ∈ U
0.
In view of previous theorem we have the following correspondence:
η is characteristic for ρ ⇐⇒ η is gρ-isotropic ⇐⇒ ρ(η ⊗ η) = 0.
In the case in which ρ = dF , the last property means that the vector η ⊗ η is characteristic
for {F = 0} at the point L (see also Remark 3.6).
Theorem 3.9 Let ρ ∈ T ∗LL(V ). Then gρ is decomposable iff (n−1)-dimensional characteristic
subspaces for ρ (at L) form two (n− 2)-parametric families H and H′ such that
dim
⋂
U∈H
U = dim
⋂
U∈H′
U = 1.
Proof. Assume that gρ is decomposable, i.e. gρ = v ∨w for some v,w ∈ L. By Theorem 3.7,
a hyperplane U = Ker(α) of L is characteristic iff gρ(α,α) = α(v)α(w) = 0. This means that
v ∈ U or w ∈ U . So we get two families
H = {U ⊂ L | v ∈ U} , H′ = {U ⊂ L | w ∈ U},
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of characteristic hyperplanes such that⋂
U∈H
U = 〈v〉 ,
⋂
U∈H′
U = 〈w〉.
.
Assume now that H is a (n − 2)-parametric family of characteristic hyperplanes of L which
contain a common line 〈v〉. By dimensional reason, the set⋃
U∈H
U0 = {α ∈ L∗ | α|U = 0 for some U ∈ H}
contains a conic convex open subset O of the annihilator v0 ⊂ L∗. So α,α′ ∈ O implies that
α+ α′ ∈ O. Theorem 3.7 shows that
gρ(α,α) = gρ(α
′, α′) = gρ(α+ α
′, α+ α′) = 0
which implies gρ(α,α
′) = 0. Hence any linear combination of covectors in O is gρ-isotropic.
The set of such linear combinations coincides with the annihilator v0. The gρ-isotropy of all
vectors in v0 implies that vo is gρ-isotropic. Then
gρ = v ∨ w
for some vector w ∈ L.
Remark 3.10 The second part of the above proof shows that the existence of only one of the
families of Theorem 3.9 implies the existence of the other one. Also, as by-product, we derive
that each of such family consists of all hyperplanes of L containing some line.
3.2 Hypersurfaces EΩ of L(V ) associated with n-forms Ω on V and their
characteristics
Any n-form Ω ∈ Λn(V ∗) defines the hypersurface
EΩ = {L ∈ L(V ) | Ω|L = 0}. (26)
That EΩ has codimension 1 follows from the fact that, if P = ‖pij‖ is the local chart on L(V )
defined as in Section 2.1, then
Ω|LP = F (P ) e
∗
1 ∧ · · · ∧ e
∗
n ≃ F (P ) e
1 ∧ · · · ∧ en,
for some function F ∈ C∞(L(V )), {e∗i } being the dual basis of {wi} defined by (13); so, the
condition in (26) reduces to the vanishing of F .
Remark 3.11 The correspondence L ∈ L(V ) 7→ Ω|L ∈ Λ
n(L∗) defines an n-form on the
tautological bundle T (L(V )) of L(V ).
Two n-forms Ω, Ω˜ define the same hypersurface (EΩ = EΩ˜) if, up to a non vanishing factor,
they are related by
Ω˜ = Ω + σ ∧ ω =: Ωσ
for some σ ∈ Λn−2(V ∗).
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Note that hypersurfaces of the form EΩ can be obtained as intersections of L(V ) (or, rather, its
Plu¨cker image) with hyperplanes of PΛn(V ). In fact, such hyperplanes biunivocally correspond
to hyperplanes of Λn(V ), which in their turn can be identified with lines in Λn(V )∗:
(PΛn(V ))∗ ≃ P(Λn(V )∗);
on the other hand, one can associate with any Ω ∈ Λn(V ∗) the covector Ω˜ ∈ Λn(V )∗ given by
Ω˜(v1 ∧ · · · ∧ vn) := Ω(v1, . . . , vn) , v1, . . . , vn ∈ V,
so that Λn(V ∗) is canonically isomorphic to Λn(V )∗. Therefore,
EΩ = L(V ) ∩ {L ∈ L(V ) ⊂ PΛn(V ) | Ω˜(L) = 0}.
Theorem 3.12 Let L ∈ EΩ. If a hyperplane H of L is characteristic for EΩ at L then it is
strongly characteristic.
Proof. Let us choose a symplectic basis {ei, e
i} of V such that H = 〈e1, . . . , en−1〉. Then
H(1) = {Lt = 〈e1, . . . , en−1, en + te
n〉}. All Lagrangian planes in a neighborhood of L are
described by
L˜ = 〈ei + pije
j〉.
So we can define
vol
L˜
:= (e1 + p1je
j) ∧ · · · ∧ (en + pnje
j).
Also, for short, volt := volLt .
If L′ = 〈e1, . . . , en−1, e
n〉, we add the notation volL′ := e1 ∧ · · · en−1 ∧ e
n in such a way that
volt = volL + tvolL′ . In this way the tangent vector to H
(1) at L is defined by the derivative
along volL′ . Also, we define F (L˜) = volL˜ yΩ so that EΩ is locally described by {F = 0}. The
derivative of F at L along volL′ is
lim
t→0
F (Lt)− F (L)
t
= lim
t→0
volt yΩ− volL yΩ
t
= lim
t→0
(volL + t volL′) yΩ − volL yΩ
t
=
= volL′ yΩ = Ω(e1, . . . , en−1, e
n)
which vanishes if and only if L′ belongs to EΩ. In this case we derive that H
(1) is included in
EΩ.
Below we describe (n− 1)-dimensional characteristic subspaces for the hypersurface EΩ . We
need the following definition.
Definition 3.13 Let Ω ∈ Λn(V ∗) be an n-form on a vector space V . A k-dimensional sub-
space U = 〈e1, · · · , ek〉 ⊂ V is called Ω-isotropic if (e1 ∧ · · · ∧ ek)yΩ = 0.
Note that an n-dimensional subspace U is Ω-isotropic if Ω|U = 0. Next theorem describes
(n− 1)-dimensional characteristic subspaces of EΩ.
Theorem 3.14 Let L ∈ EΩ. A hyperplane H of L is characteristic for EΩ at L iff H is
Ωσ-isotropic for some σ ∈ Λn−2(V ∗).
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Proof. We use the same notations as in the proof of Theorem 3.12.
Then
H is characteristic ⇐⇒ H(1) ⊂ EΩ ⇐⇒ volt yΩ = 0 ⇐⇒ Ωa(en) = Ωa(e
n) = 0
where Ωa = a yΩ , a = e1 ∧ · · · ∧ en−1. For any σ ∈ Λ
n−2(V ∗), we have that
a yΩσ = Ωa +
∑
j
(−1)jσ(e1, . . . , ej−1, ej+1, . . . , en−1)(ej yω).
In particular, (a yΩσ)|L′ = 0 and
(a yΩσ)(ei) = Ωa(e
i) + (−1)iσ(e1, . . . , ei−1, ei+1, . . . , en−1)
which vanishes if
σ(e1, . . . , ei−1, ei+1, . . . , en−1) = (−1)
i+1Ωa(e
i).
Then, for such σ, a yΩσ = 0, i.e. H is isotropic for Ωσ.
The converse statement is trivial. In fact, if H = 〈e1, . . . , en−1〉 is Ω-isotropic, then Ωa = 0
which implies en yΩa = e
n
yΩa = 0.
Remark 3.15 If H is an isotropic (n−1)-plane which contains at least one vector of KerΩσ
then it is Ωσ-isotropic and hence characteristic. Converse statement is not true: it may
happen that a characteristic plane H has trivial intersection with the kernels of all forms of
type Ωσ, σ ∈ Λn−2(V ∗). For instance, for n = 3, consider the following example:
H = 〈e1, e2〉, Ω = e
∗
1 ∧ e
∗
3 ∧ e
2∗ + e2∗ ∧ e1∗ ∧ e3∗,
where {ei, e
i} is a symplectic basis. However the following proposition says that this is true
for decomposable n-forms.
Proposition 3.16 An (n− 1)-dimensional subspace H is Ω-isotropic for a decomposable n-
form Ω if and only if
H ∩KerΩ 6= 0.
Proof. Let Ω = ̺1 ∧ · · · ∧ ̺n and H = 〈e1, . . . , en−1〉 such that volH yΩ = 0. It implies that
rank of the ||̺i(ej)|| is ≤ n − 2. Hence there exists a linear combination e := λ
jej ∈ H such
that ̺i(e) = 0, which entails e ∈ KerΩ.
3.3 Hypersurfaces ED of L(V ) associated with an n-plane D ⊂ V and their
characteristics
3.3.1 Definition of ED and reconstruction of D from ED
We associate with an n-dimensional subspace D ⊂ V the subset of L(V )
ED = {L ∈ L(V ) | L ∩D 6= 0}
consisting of all Lagrangian planes which non trivially intersect D. With respect to a sym-
plectic basis {ei, e
i} the subspace D can be written as
D = 〈wi = ei + bije
j〉 = {x = xiei + x
ibije
j} (27)
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where B = ||bij || is an n × n matrix. If we denote by D
⊥ the orthogonal complement of
D w.r.t. the symplectic form ω, we have that
D⊥ = 〈w′i = ei + bjie
j〉.
In particular, D is a Lagrangian plane iff matrix B is symmetric, as D = D⊥. The proposition
below shows that ED is an algebraic hypersurface of L(V ).
Proposition 3.17 In terms of the coordinates P = ||pij || of L = LP ∈ L(V ) associated with
the basis {ei, e
i}, ED is described as follows:
ED = {LP
∣∣ det(P −B) = 0}
with D given by (27).
Proof. Since
L = 〈ei + pije
j〉 = {x = xiei + x
ibije
j}.
we have L ∩D = {x = xiei + x
ibije
j | (P −B) · x = 0} = Ker (P −B).
Equations of type ED are also defined by n-forms (and then are of the type introduced in
Section 3.2) as the following proposition shows.
Proposition 3.18 Let D = {̺1 = ̺2 = · · · = ̺n = 0} be an n-dimensional subspace defined
by n linear forms, then ED = EΩD where
ΩD = ̺1 ∧ · · · ∧ ̺n.
Theorem 3.19 Let (V, ω) be a 2n-dimensional symplectic vector space. Let D and D˜ be
n-dimensional planes of V . Then
E
D˜
= ED ⇐⇒ D˜ = D or D˜ = D
⊥.
Proof. The condition is necessary. Let e ∈ D˜ so that e(1) ⊂ E
D˜
= ED which implies that
L ∩D 6= 0 for all L ∈ e(1). We shall prove that e ∈ D or e ∈ D⊥. Choose a symplectic basis
{ei, e
i} such that e1 = e and
D = 〈ei + bije
j〉,
for some bij ∈ R.
Then the vector e = e1 belongs to D iff b1j = 0 for any j and belongs to D
⊥ iff bj1 = 0. We
shall show that if all Lagrangian subspaces containing the vector e intersects D (non trivially),
then either b1j = 0 or bj1 = 0.
In order to do this, we shall choose appropriated Lagrangian subspaces.
Let us consider the Lagrangian subspace
L = 〈e1, e
2, . . . , en〉.
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By hypothesis L intersects non trivially D. So the determinant of the following matrix
1 0 0 · · · 0 0 0 0 · · · 0
0 0 0 · · · 0 0 1 0 · · · 0
0 0 0 · · · 0 0 0 1 · · · 0
...
...
...
. . .
...
...
...
...
. . .
...
0 0 0 · · · 0 0 0 0 · · · 1
1 0 0 · · · 0 b11 b12 b13 · · · b1n
0 1 0 · · · 0 b21 b22 b23 · · · b2n
...
...
. . .
. . .
...
...
...
...
. . .
...
0 0 0
. . . 0 bn−1 1 bn−1 2 bn−1 3 · · · bn−1 n
0 0 0 · · · 1 bn1 bn2 bn3 · · · bnn

is equal to zero. Since previous determinant is equal to b11, we obtain b11 = 0.
Next, let us consider the following 3-parameter family of Lagrangian planes
L = 〈e1, e2 + p22e
2 + p23e
3, e3 + p23e
2 + p33e
3, e4, e5, . . . , en〉,
where p22, p23 and p33 are arbitrary real constants.
Each of such Lagrangian plane intersects D, which implies that the determinant of the fol-
lowing matrix
1 0 0 · · · 0 0 0 0 0 · · · 0
0 1 0 · · · 0 0 p22 p23 0 · · · 0
0 0 1 · · · 0 0 p23 p33 0 · · · 0
0 0 0 · · · 0 0 0 0 1 · · · 0
...
...
...
. . .
...
...
...
...
...
. . .
...
0 0 0 · · · 0 0 0 0 0 · · · 1
1 0 0 · · · 0 b11 = 0 b12 b13 b14 · · · b1n
0 1 0 · · · 0 b21 b22 b23 b24 · · · b2n
...
...
. . .
. . .
...
...
...
...
...
...
...
0 0 0
. . . 0 bn−1 1 bn−1 2 bn−1 3 bn−1 4 · · · bn−1 n
0 0 0 · · · 1 bn1 bn2 bn3 bn4 · · · bnn

vanishes for each choice of p22, p23, p33. But the previous determinant is equal to
det
 0 b12 b13b21 b22 − p22 b23 − p23
b31 b32 − p23 b33 − p33
 (28)
So, if we choose p22 = b22, p23 = b23 and p33 = b33, we get the following equation
b21b13(b32 − b23) = 0. (29)
First case: b21 = 0.
In this case (28) is equal to b31
(
b12(b23 − p23) − b13(b22 − p22)
)
. If b31 = 0 we obtain
b21 = b31 = 0.
If b31 6= 0, then
(
b12(b23 − p23) − b13(b22 − p22)
)
= 0 for any p22, p23, which implies
b12 = b13 = 0.
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Second case: b21 6= 0, b13 = 0.
This case is analogous to the first case, and then we shall not discuss it.
Third case: b21 6= 0, b13 6= 0, b23 = b32.
If we put in matrix (28) p22 = b22−1, p23 = b23, p33 = b33, then its determinant is equal
to b13b31. Since this determinant vanishes,we obtain b31 = 0, i.e. in the same situation
of first case.
So, we arrived to the following alternative (that we call β23):
(β23) : b12 = b13 = 0 , or b21 = b31 = 0.
In addition, the above reasoning for indices 2, 3, can be repeated for any couple i, j = 2 . . . n.
In this way, for any i, j,
(βij) : b1i = b1j = 0 , or bi1 = bj1 = 0.
The collection of alternatives (βij) implies
(A) b12 = b13 = b14 = · · · = b1n = 0
or
(B) b21 = b31 = b41 = · · · = bn1 = 0
Indeed if, for example, b21 6= 0, then (β1,j) implies b12 = b1j = 0, j = 3 . . . n. In other words
(A) holds.
By taking into account that b11 = 0, (A) means e ∈ D and (B) means e ∈ D
⊥.
The condition is sufficient. We shall prove that ED ⊂ ED⊥ . If L a Lagrangian plane, we have
the following equalities:
L ∩D⊥ = L⊥ ∩D⊥ = (L ∪D)⊥ = (L+D)⊥. (30)
If furthermore L ∈ ED, then by definition L non trivially intersects D, that implies dim(L+
D) ≤ n − 1. This means that dim(L+D)⊥ ≥ 1, and then L ∩D⊥ 6= 0. The same argument
leads to the proof of the inverse inclusion.
Corollary 3.20 Up to a factor, there exist only two decomposable n-forms ΩD and ΩD⊥
which give the same equation.
Remark 3.21 Note that subspaces L ∩D and L ∩D⊥ have the same dimension. In fact by
(30) we have that
dim(L∩D⊥) = dim(L+D)⊥ = 2n− dim(L+D) = 2n− (n+n− dim(L∩D)) = dim(L∩D).
As a corollary of Theorem 3.19, we can reconstruct D ∪D⊥ from the hypersurface ED.
Corollary 3.22 Let (V, ω) be a 2n-dimensional symplectic vector space and D ⊂ V be an
n-plane. Then
D ∪D⊥ = {e | e(1) ∩D 6= 0} = {e ∈ V | e(1) ⊂ ED}.
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3.3.2 Description of the conformal metric gED and of the singular points of ED
Below we describe conformal metric gED . We need the following technical lemma.
Lemma 3.23 Let C be an (n× n) matrix and A its classical adjoint matrix. Then
1. If C is not degenerate then A is not degenerate;
2. if rank(C) < n− 1 then A = 0;
3. if rank(C) = n−1 then rank(A) = 1 and A = ||aibj ||, where a is solution of the equation
C · x = 0 and b is solution of the equation Ct · x = 0. In particular if Ann = anbn = 0
then either the last column or the last row is zero.
Proof. Let ci be the rows of matrix C and a
j the columns of matrix A. Then ci·a
j = det(C)δji .
This proves 1. Claim 2 is well known. Now we prove claim 3. From equation ci ·a
j = det(C)δji
it follows that vectors aj are solutions to equation C · x = 0 and then they are proportional
to some solution a. Changing columns and rows in matrices C and A, we prove that vector
b = (b1, b2, . . . , bn) is a solution to equation Ct · x = 0.
Proposition 3.24 Let ED be the hypersurface of L(V ) associated with n-plane (27) and
L = LP = 〈wi = ei + pije
j〉 ∈ ED. Then the conformal metric gED in L
∗ is given by
gED = A
ij wi ∨ wj
where A = ||Aij || is the classical adjoint matrix of matrix (P −B).
Moreover
1. A = 0 if rank (P −B) < n− 1;
2. A = ||aibj|| if rank (P − B) = n − 1 where (P − B) · a = 0 and (P − Bt) · b = 0. In
particular
(a) gED = a ∨ b, a = a
iwi, b = b
iwi;
(b) matrix 12(A + A
t) of the symmetric form gED has rank equal to 1 if B = B
t and
rank equal to 2 if B 6= Bt.
Proof. Since
∂
∂pij
(
det(P −B)
)
=
{
Aii if i = j
Aij +Aji if i 6= j
then
gED(η, η) =
∑
i≤j
∂
∂pij
(
det(P −B)
)
ηiηj =
∑
i,j
Aijηiηj =
1
2
∑
(Aij +Aji)ηiηj.
So the matrix of symmetric bilinear form is the symmetrization of the matrix A. This proves
the first part of proposition.
The second part follows from Lemma 3.23.
Definition 3.25 A point L ∈ ED is called singular if dim(L∩D) ≥ 2 and regular otherwise.
The set of regular points of ED will be denotes by E
reg
D .
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Now we give a criterion to distinguish singular points.
Proposition 3.26 A point LP ∈ ED is singular iff the differential of det(P − B) at L van-
ishes, that is if the metric gED vanishes at L.
Proof. We have that
dim(L ∩D) = k ⇐⇒ rank (P −B) = n− k,
where L ∈ ED. If k ≥ 2, then rank (P − B) ≤ n − 2, which implies that its adjoint matrix
vanishes in view of Lemma 3.23. Then ∂
∂pij
(
det(P − B)
)
= 0 at the point L and gED |L = 0
(see also the proof of Proposition 3.24).
In view of the definition of singular points, taking into account Remark 3.21, Theorem 3.19
restricts to regular points, more precisely we have the following results.
Corollary 3.27 Let (V, ω) be a 2n-dimensional symplectic vector space. Let D and D˜ be
n-dimensional planes of V . Then
Ereg
D˜
= EregD ⇐⇒ D˜ = D or D˜ = D
⊥.
3.3.3 Description of ED in terms of its characteristics
The theorem below describes characteristic (n − 1)-dimensional subspaces for hypersurfaces
of type ED.
Theorem 3.28 Let D and ΩD be as in Proposition 3.18. Let also H ⊂ V be an (n − 1)-
dimensional isotropic subspace and H(1) = {Lt}. Then the following conditions are equivalent:
1. H ⊂ L0 is characteristic for ED at L0 ∈ ED;
2. H(1) ⊂ ED;
3. volt yΩD = 0, where volt is a volume element of Lt;
4. Lt ∩D 6= 0 for all t;
5. H has non trivial intersection with D or D⊥.
Proof. Equivalence 1⇔ 2 is Theorem 3.12, taking into account that ED = EΩD .
Properties 3 and 4 are by definition an alternative ways to write property 2.
Now we prove equivalence 2 ⇔ 5. Let H be characteristic for ED at L, (so, is also strongly
characteristic and then any Lagrangian plane which contains H, intersects non trivially D).
We want derive that H has non trivial intersection with D or D⊥.
Let us assume that H ∩D = 0; we will show that H ∩D⊥ 6= 0.
We can take a symplectic basis {ei, e
i} such thatH = 〈e1, . . . , en−1〉 and L = 〈e1, . . . , en−1, en〉.
By hypothesis, L ∩ D 6= 0, so that the unique possibility is that L ∩ D is generated by a
vector en +
∑n−1
i=1 αiei. By a change of the basis we can suppose that this generator is en
(in particular, en ∈ D). Now, the Lagrangian planes Lt := 〈e1, . . . , en−1, en + te
n〉 have non
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trivial intersections with D. Indeed, by the same reasoning as above, the intersection Lt ∩D,
t 6= 0, must be generated by a vector of the form
en + te
n +
n−1∑
i=1
αi(t)ei = en + t
(
en +
n−1∑
i=1
αi(t)
t
ei
)
Taking into account that en ∈ D, we have
en +
n−1∑
i=1
αi(t)
t
ei ∈ D,
If we take two different values t, t we have that
n−1∑
i=1
(
αi(t)
t
−
αi(t)
t
)
ei ∈ D ∩H = 0,
so that
vn := e
n +
n−1∑
i=1
αi(t)
t
ei
does not depend on t. A new change of coordinates allow us to take en = vn so that,
Lt ∩D = 〈en + te
n〉;
in particular, D ⊃ 〈en, e
n〉 and D⊥ ⊂ 〈en, e
n〉⊥. Also, H ⊂ 〈en, e
n〉⊥ and a computation of
dimensions gives us
dimD⊥ ∩H = dimD⊥ + dimH − dim(D⊥ +H) ≥ n+ (n− 1)− (2n − 2) = 1,
because D⊥ +H ⊂ 〈en, e
n〉⊥. Finally, H ∩D⊥ 6= 0, as we wanted.
Remark 3.29 Claims 1, 2, 3 of the theorem remain equivalent also for a hypersurface EΩ,
associated with any n-form Ω ∈ Λn(V ∗).
Bringing together Theorems 3.9, 3.19, 3.28 and Proposition 3.24, in the theorem below we will
summarize the main results regarding the hypersurfaces of type ED by putting in evidence
how to describe them in terms of their characteristics.
Theorem 3.30 Let EregD be the set of regular point of ED. Then
• A hyperplane H of L ∈ EregD is characteristic for E
reg
D at L iff it contains one of the
following straight lines:
ℓL := L ∩D or ℓ
′
L := L ∩D
⊥.
Then, if ℓL 6= ℓ
′
L, there are two (n−2)-parametric families H(t1, . . . , tn−2) and H
′(t1, . . . , tn−2)
of characteristic hyperplanes in L: one contains
ℓL =
⋂
t1,...,tn−2
H(t1, . . . , tn−2)
and another contains
ℓ′L =
⋂
t1,...,tn−2
H ′(t1, . . . , tn−2).
If ℓL = ℓ
′
L then these two families coincide.
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• The conformal metric of EregD is decomposable and is given by(
gEreg
D
)
L
= ℓL ∨ ℓ
′
L.
• For any line ℓ ⊂ D there exists L ∈ EregD such that ℓ = ℓL = L ∩D. Hence
D =
⋃
L∈ED
ℓL , D
⊥ =
⋃
L∈ED
ℓ′L.
4 Contact manifolds and scalar PDEs of 1st order
Definition 4.1 A (2n+1)-dimensional smooth manifold M endowed with a completely non-
integrable codimension one distribution C is called a contact manifold. A diffeomorphism
Ψ of M which preserves C is called a contact transformation.
Locally C = Ker θ, where the contact form θ is defined up to a conformal factor. There exist
coordinates (xi, z, pi), i = 1, . . . , n such that
θ = dz − pidx
i. (31)
Such coordinates are called contact (or Darboux) coordinates. Locally defined vector
fields
∂̂xi
def
= ∂xi + pi∂z, ∂pi , i = 1, . . . , n. (32)
span the contact distribution C. We remark that, in view of the complete non-integrability of
C, the contact form θ cannot depend on k 1-forms, with k ≤ n. From now on, for simplicity,
we will assume that the contact form θ is globally defined. The 2-form dθ is non degenerate
on Cm, ∀m ∈M . We will consider the symplectic structure
ω = dθ|C
in the distribution C. A contact transformation induces a conformal transformation both of θ
and of ω, so that with any contact manifold a conformal symplectic structure on the contact
distribution is associated.
Recall that a Legendre transformation is a local contact transformation (xi, z, pi) →
(x′i, z′, p′i) defined by
x′i = pi, z
′ = z − pix
i, p′i = −x
i, i = 1, . . . , n.
The action of such transformation on vector fields interchanges the roles of ∂̂xi and ∂pi ; indeed,
∂z 7→ ∂z′ , ∂̂xi 7→ −∂p′i , ∂pi 7→ ∂̂x′i . (33)
Sometimes it is useful to define a “partial” Legendre transformation. For instance, we can
divide the indices i = 1, . . . , n into α = 1, . . . ,m and β = m+ 1, . . . , n and define
z′ = z − pαx
α, x′α = pα, p
′
α = −x
α, x′β = xβ, p′β = pβ, α = 1, . . . ,m , β = m+ 1, . . . , n
(34)
which also defines a contact transformation. In this case, only the first m coordinates xα and
pα are interchanged (joint the corresponding partial derivatives).
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4.1 Cartan and Hamiltonian vector fields
Definition 4.2 Sections Y ∈ Γ(C) are called Cartan vector fields.
Cartan fields form a C∞(M)-module and vector fields (32) form a local basis. They do not
form a Lie algebra: in fact the formula
(Y · θ)(X) = dθ(Y,X) = ω(Y,X) = θ([X,Y ]), X, Y,∈ Γ(C)
where we recall that Y · θ is the Lie derivative of θ along Y , shows that two Cartan fields are
orthogonal iff their Lie bracket is still a Cartan field. It allows to express ω-orthogonality in
C in terms of Lie derivatives. For example, the orthogonal complement of Y in C is described
by
Y ⊥ = {θ = 0, Y · θ = 0}.
In particular, Y ⊥ is (2n−1)-dimensional and contains Y ; moreover, any (2n−1)-dimensional
subdistribution of C is of this form. Analogously, if D ⊂ C is a distribution spanned by vector
fields Y1, . . . , Yk then its orthogonal complement is given by
D⊥ = {θ = 0, Y1 · θ = 0, . . . , Yk · θ = 0}.
The flow generated by a Cartan field Y deforms C, and the sequence of iterated Lie derivatives
θ, Y · θ, Y · (Y · θ), . . . , Y · (Y · · · · · (Y︸ ︷︷ ︸
(2n−1)-times
· θ) . . . ) (35)
gives a measure of this deformation.
Definition 4.3 The type of a Cartan field Y is defined as the rank of system (35).
Let us fix a contact form θ; the Reeb vector field Z is defined by conditions
θ(Z) = 1, Z yω = 0.
It depends on the choice of θ. We denote by Z0 ⊂ Λ1(M) the annihilator of Z in the space of
1-forms. In a contact chart (31), Z = ∂/∂z and the following decomposition holds:
TM ≃ 〈Z〉 ⊕ C, v 7→ θ(v)Z + (v − θ(v)Z)
or, dually,
T ∗M ≃ 〈θ〉 ⊕ Z0, α 7→ α(Z)θ + (α− α(Z)θ). (36)
The map
χ : Γ(C)→ Z0, Y 7→ Y · θ = Y y dθ
is an isomorphism of C∞(M)-modules. So any 1-form α ∈ Λ1(M) defines a Cartan vector
field
Yα
def
= χ−1 (α− α(Z)θ)
(see the direct sum (36)). In other words, Yα ∈ C is determined by the relation
Yα · θ = Yαydθ = α− α(Z)θ.
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So any Cartan vector field has the form Yα and 1-form α is canonically defined up to adding
a form proportional to θ. We have
Yα · θ = α− α(Z)θ, Yfα = fYα, ∀f ∈ C
∞(M).
If we choose a different generator θ′ = λθ we have that
X ′α =
1
λ
Xα;
in particular, although Xα depends on the choice of θ, its direction does not change.
Definition 4.4 A vector field Yf := Ydf is called a Hamiltonian vector field.
In contact coordinates (xi, z, pi) a Hamiltonian vector field can be written as
Yf =
n∑
i=1
∂pi(f)∂̂xi − ∂̂xi(f)∂pi .
In particular Yxi = −∂pi , Yz = −
∑n
i=1 pi∂pi , Ypi = ∂̂xi .
From the above definition, next lemma easily follows.
Lemma 4.5 A Hamiltonian vector field Yf satisfies the following equalities
df(Yf ) = Yf (f) = 0 , θ(Yf ) = 0 , Yf · θ = df −
∂f
∂z
θ. (37)
Remark 4.6 Previous lemma implies that Yf is a characteristic symmetry for the distribution
Y ⊥f = {θ = 0, df = 0}. In other words, Yf coincides with the classical characteristic vector
field of the first order equation f(xi, z, pi) = 0 where pi = ∂z/∂x
i. Also, properties (37) easily
imply that Yf is a vector field of type 2.
Definition 4.7 Two functions f and g on M are in involution if ω(Yf , Yg) = 0 (or equiva-
lently, if Yf (g) = 0).
Lemma 4.8 Two functions f and g on M are in involution iff the distribution 〈Yf , Yg〉 is
integrable.
Proof. We have that
ω(Yf , Yg) = −θ([Yf , Yg]). (38)
Now let us suppose that f and g are in involution. Then previous equality implies that
[Yf , Yg] ∈ Γ(C). On the other hand it is easy to see that
[Yf , Yg] · θ = λYf · θ + µYg · θ + νθ
for some functions λ, µ, ν. In this way
([Yf , Yg]− λYf − µYg) · θ = νθ,
which implies that
[Yf , Yg]− λYf − µYg = 0,
since a non-trivial Cartan field cannot be an infinitesimal symmetry of C.
If 〈Yf , Yg〉 is integrable, then equality (38) implies that f and g are in involution.
The theorem below is extracted from [18].
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Theorem 4.9 Any set (f1, . . . , fk) of k functions on the contact manifold M which are in
involution can be extended to a contact chart.
Proof. By Lemma 4.8, distribution P = 〈Yf1 . . . , Yfk〉 is integrable. In particular P is
isotropic and k ≤ n. If k < n, in view of Lemma 4.8, we can take a first integral fk+1 of P
such that distribution 〈Yf1 . . . , Yfk+1〉 is (k+1)-dimensional and integrable. By iterating this
process, we get an n-dimensional integrable distribution 〈Yf1 . . . , Yfn〉 = 〈df1 = · · · = dfn =
θ = 0〉. So there exists a function f0 such that θ =
∑n
i=0 aidfi. Then
z = f0 , x
i = fi , pi = −
ai
a0
, i = 1, . . . , n
gives a contact chart on M .
4.2 Integral submanifolds of the contact distribution
Recall that an integrable subdistribution of C is ω-isotropic, hence it has dimension ≤ n. As
is well know, any n-dimensional integral distribution of C, if parametrizable by (x1, . . . , xn),
is of the form:
z = g(x1, . . . , xn), pi =
∂g
∂xi
(x1, . . . , xn).
Integral distributions of C of dimension (n − 1) are described below. The following lemma is
a version of classical method of characteristics.
Lemma 4.10 Let N be an integral submanifold of C, f ∈ C∞(M) such that f |N = 0 and ϕt
be the local flow of Yf . Then
⋃
t ϕt(N) is a solution of θ = 0 and also of f = 0.
Proof. In view of Remark 4.6, the local flow ϕt of Yf preserves solutions of the Pfaff system
{θ , df}. So
⋃
t ϕt(N) is a solution of both θ = 0 and f = 0.
Proposition 4.11 An (n− 1)-dimensional submanifold N is an integral submanifold of C iff
it is a hypersurface of an n-dimensional integral submanifold (of C).
Proof. Of course the condition is sufficient. We prove that it is also necessary. Let us consider
a function f on M such that f |N = 0 and (Yf )m ∩ TmN = 0 for any m ∈ N . Such a function
always exists. In fact, if
N = {f1 = 0, . . . , fn+2 = 0}
then the (n + 2) Hamiltonian vector fields Yfi cannot be simultaneously tangent to N for
dimensional reasons. The proposition follows in view of above lemma.
Corollary 4.12 Let N be an integral (n − 1)-dimensional submanifold of C. Then for any
point of N there exists a neighborhood in N which is described by{
x1, x2, . . . , xn = 0, z = φ(x1, . . . , xn−1), p1 =
∂φ
∂x1
, . . . , pn−1 =
∂φ
∂xn−1
, pn = φn(x
1, . . . , xn−1)
}
w.r.t. some local contact coordinates (xi, z, pi) of M for certain functions φ and φn. Further-
more, we can select a new contact chart (xi, z, pi) by taking z = z − φ so that in this new
chart N is described by{
x1, x2, . . . , xn = 0, z = 0, p1 = 0, . . . , pn−1 = 0, pn = φn(x
1, . . . , xn−1)
}
.
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4.3 Scalar PDEs of 1st order and methods of characteristics
Definition 4.13 A scalar first order partial differential equation (1st order PDE) with one
unknown function and n independent variables is a hypersurface F of a (2n+1)-dimensional
contact manifold (M, C). A solution of F is, by definition, an integral manifold of C contained
in F .
Clearly the dimension of a solution of F is less or equal to n, as it is also an integral manifold
of C. In terms of coordinates, F can be described as a zero level set
Mf := {f(x
i, z, pi) = 0}
of a function f . A solution Σ parametrized by x1, . . . , xn can be written as
Σ ≡

z = φ(x1, . . . , xn)
pi =
∂φ
∂xi
(x1, . . . , xn)
where the function φ satisfies
f
(
xi, φ,
∂φ
∂xi
)
= 0,
which coincides with the classical notion of solution.
Remark 4.14 The role of coordinates “xi” as independent variables is purely external. A
contact transformation can change the aforesaid role. For instance, a total or partial Legendre
transformation (see (33) and (34)) can be used in order to consider “pi” coordinates (all or
some of them) as new independent variables.
Definition 4.15 A Cauchy datum for a first order PDEMf = {f = 0}, f ∈ C
∞(M), is an
(n−1)-dimensional integral submanifold of C included in Mf . It is called non-characteristic
if it is transversal to the Hamiltonian vector field Yf .
Remark 4.16 The name “non-characteristic” is justified since Yf coincides with the classical
characteristic vector field of first order PDEMf (see Remark 4.6). The name “Cauchy datum”
is justified in view of the following fact: in the case that M is the space J1(Rn) of 1-jets of
functions on Rn, an (n− 1)-dimensional submanifold N ′ of Rn can be prolonged in a unique
way to a Cauchy datum N for equation f = 0 without solving any differential equation. In
coordinates, if (xi, z, pi) is a contact chart on M = J
1(Rn) and N ′ is locally described by
N ′ : xi = φi(t1, . . . , tn−1) , z = φ(t1, . . . , tn−1),
then
N : xi = φi(t1, . . . , tn−1) , z = φ(t1, . . . , tn−1) , pi = ψi(t1, . . . , tn−1),
where functions ψi are uniquely determined by the system of n algebraic equations
0 = (dz − pidx
i)|N =
(
∂φ
∂th
− ψi(t)
∂φi
∂th
)
dth
0 = f |N = f(φ
i(t), φ(t), ψi(t))
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Now, let us consider a given Cauchy datum N for the equation Mf = {f = 0}. Then, by
Lemma 4.10, manifold Σ =
⋃
t ϕt(N), where ϕt is the local flow of the Hamiltonian vector
field Yf , is a solution of f = 0. This solution is, locally, the unique which contains N ,
because by Lemma 4.10 Yf is tangent to any maximal solution of Mf . In more concrete
terms, construction of solutions of first order PDE f = 0 goes along the following steps:
1. take a non-characteristic Cauchy datum N ;
2. integrate vector field Yf ;
3. take the set Σ of integral curves of Yf crossing N .
The above method is called the method of characteristics (see also [5]).
5 Characteristics of general 2nd order PDEs, general MAEs
and MAEs of Goursat type
5.1 Prolongation of a contact manifold and its submanifolds
Let (M, C) be a contact manifold. We recall that it defines a conformal symplectic structure
ω = dθ|C on C, where θ is any 1-form such that Ker(θ) = C. We also recall that L(Cm) denotes
the Lagrangian Grassmannian of (Cm, ωm), m ∈M .
Definition 5.1 The prolongation of a contact manifold (M, C) is the fiber bundle π :M (1) →
M where
M (1) =
⋃
m∈M
L(Cm)
is the set of all Lagrangian planes of the contact distribution.
Points of M (1) are Lagrangian planes of (Cm, ωm), m ∈ M : a generic point of M
(1) will be
denoted either by m1 or by Lm1 so that the tautological bundle
T (M (1)) = {(m1, v) | v ∈ Lm1} →M
(1), (m1, v) 7→ m1
over M (1) is well defined.
Obviously all that we said in Sections 2 and 3 can be applied to the fibers of M (1), i.e. to
L(Cm).
A system of contact coordinates (xi, z, pi) on M induces coordinates
(xi, z, pi, pij = pji, 1 ≤ i, j ≤ n) (39)
on M (1) as follows: a point m1 ≡ Lm1 ∈M
(1) has coordinates (39) iff m = π(m1) = (xi, x, pi)
and the corresponding Lagrangian plane Lm1 is given by:
Lm1 = LP = 〈∂̂xi + pij∂pj〉 ⊂ Cm,
where P = ‖pij‖, ∂̂xi are defined in (32) and all vectors are taken in the point m. Note that
the isotropy condition entails that pij = pji, so that the number of “second order” coordinates
pij is
n(n+1)
2 and dimM
(1) = 12 (n
2 + 5n+ 2).
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An integral submanifold N of the contact manifold (M, C) (i.e. TN ⊂ C) is called isotropic.
Note that TmN is an isotropic subspace of Cm, since θ|N = 0 implies ω|N = dθ|N = 0.
Maximal (n-dimensional) integral submanifolds of C are called Lagrangian.
We define the prolongation N (1) ⊂ M (1) of a submanifold N of a contact manifold M as
the set of all Lagrangian planes L which are prolongations of the tangent spaces of TmN (see
(22)):
N (1) :=

m1 ∈M (1) | Lm1 ⊇ TmN ∩ Cm, if dim(N) ≤ n
m1 ∈M (1) | Lm1 ⊆ TmN ∩ Cm, if dim(N) ≥ n
If N is an isotropic submanifold, then he natural projection πN : N
(1) → N is a fibre bundle
whose typical fibre is U ⊕L(W ) ≃ L(R2n−2k) where U and W are as in Proposition 3.3, with
U = TmN and V = Cm. In particular, if N is a Lagrangian submanifold, then N
(1) consists
of tangent spaces of N (which are Lagrangian) and the projection πN is a diffeomorphism.
5.2 Characteristic cone and characteristic subspaces of a PDE E of 2nd order
and its conformal metric gE
Definition 5.2 Let (M, C) be a (2n + 1)-dimensional contact manifold and M (1) its prolon-
gation. A hypersurface E of M (1) is called a scalar second order partial differential equation
(2nd order PDE) with one unknown function and n independent variables. A solution of E is
a Lagrangian submanifold Σ ⊂M whose prolongation Σ(1) is contained in E.
As in the first order case, if E = {F (xi, z, pi, pij) = 0} then a solution Σ parametrized by
x1, . . . , xn, can be written as
Σ ≡

z = ϕ(x1, . . . , xn)
pi =
∂ϕ
∂xi
(x1, . . . , xn)
pij =
∂2ϕ
∂xi∂xj
(x1, . . . , xn)
where the function ϕ satisfies the equation
F
(
xi, ϕ,
∂ϕ
∂xi
,
∂2ϕ
∂xi∂xj
)
= 0,
which coincides with the classical notion of solution.
The restriction of π :M (1) →M to the equation E ⊂M (1) is a fibre bundle whose fibre at m
is denoted by Em:
Em := E ∩ π
−1(m).
Obviously, all definitions and properties of Section 3.1 are still valid on fibres Em: we can find
them just by substituting E with Em, m ∈M . Below we resume such properties.
Definition 5.3 A Cauchy datum for a second order PDE is an (n−1)-dimensional integral
submanifold of the contact distribution C.
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Definition 5.4 The set
Chm1(E) = Tm1Em ∩ T
1
m1L(Cm)
of rank 1 (vertical) tangent vectors to the hypersurface E at m1 is called the characteristic
cone of the equation E at m1. Elements of Chm1(E) are called characteristic vectors for E
at m1. The 1-dimensional vector space generated by a characteristic vector is called a charac-
teristic direction. A characteristic vector v for E at m1 is called strongly characteristic
if the line ℓ(m1, v) (see the end of Section 2.1) is contained in Em.
Definition 5.5 A subspace U ⊂ TmM is said to be characteristic for the equation E at m
1 if
U (1) is tangent to E at m1. If in addition U (1) ⊂ E, U is said to be strongly characteristic.
A submanifold S ⊂ M is said to be characteristic for E (resp. strongly characteristic) if, for
any m ∈ S, TmS is characteristic at least for a point m
1 ∈ E (resp. strongly characteristic).
We would like to underline that previous definitions, in view of Remark 2.3, are invariant
under a conformal change of the contact form.
Remark 3.6 explains the relationship between characteristic directions and characteristic sub-
spaces of E . As we did in Section 3.1, we can introduce a conformal metric (gE )m1 = gEπ(m1)
on S2(L∗
m1
) at each point m1 ≡ Lm1 ∈M
(1) and Theorem 3.7 is still valid mutatis mutandis.
In coordinates, a tangent vector to Em at m
1 having P˙ = ||p˙ij || as matrix of coordinates is of
rank 1 iff p˙ij = ηiηj up to a sign (see also (20)). Furthermore, it is characteristics if it satisfies
Equation (21). A covector η is characteristic for E (see also correspondences (24) and (25))
iff it is isotropic for gE . In view of Theorem 3.9, (gE )m1 is decomposable iff characteristic
hyperplanes of Lm1 are divided in two (n− 2)-parametric families Hm1 and H
′
m1
such that
dim
⋂
U∈H
m1
U = dim
⋂
U∈H′
m1
U = 1
Example 5.6 Here we treat the classical case n = 2. Let E = {F = 0} be a second order
scalar PDE and m1 ∈ E a regular point. Then η = (η1, η2) is a characteristic covector for E
at m1 if it satisfies Equation (21):
∂F
∂p11
η21 +
∂F
∂p12
η1η2 +
∂F
∂p11
η22 = 0, (40)
where ∂F
∂pij
are computed in m1. We note that (η11 , η1η2, η
2
2) is a vector of the characteristic
cone of E at m1.
Dually, v = (v1, v2) spans a 1-dimensional characteristic subspace (i.e. a hypersurface of Lm1 ,
see correspondence (25)) for E at m1 iff
∂F
∂p11
v2
2
−
∂F
∂p12
v1v2 +
∂F
∂p22
v1
2
= 0 (41)
(compare with (4)). Previous equations have 2, 1 or no real solutions, according to the sign
of
∆ = F 2p12 − 4Fp22Fp11
(positive, zero or negative). It follows that left hand side of (40) and (41) are always decom-
posable over C. They are decomposable over R if ∆ ≥ 0.
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5.3 Characteristics of general MAEs
Let (M, C) be a contact manifold and I(θ) ⊂ Λ∗(M) be the differential ideal generated by a
contact form θ. Following V.V. Lychagin (see [14, 16]), we give the following definition
Definition 5.7 Let Ω ∈ Λn(M)\I(θ). We associate with Ω the hypersurface EΩ of M
(1)
defined by
EΩ
def
= {m1 ∈M (1) s.t. Ω|L
m1
= 0} =
⋃
m∈M
EΩm ,
where Lm1 ⊂ Tπ(m1)M is the Lagrangian plane associated with m
1 (recall that π is the projec-
tion of M (1) onto M). Equations of this form are called general Monge-Ampe`re equa-
tions.
In other words EΩ is the differential equation corresponding to the exterior differential system
{θ = 0, Ω = 0}.
Remark 5.8 The correspondence m1 ∈ M (1) 7→ Ω|L
m1
∈ Λn(L∗
m1
) defines an n-form on the
tautological bundle T (M (1)).
Two n-forms Ω,Ω′ defines the same equation EΩ = EΩ′ iff, up to a non vanishing factor, are
related by
Ω′ = Ω+ α ∧ dθ + β ∧ θ for some α ∈ Λn−2(M), β ∈ Λn−1(M). (42)
All results of Section 3.2 can be applied to fibers EΩm just by substituting Ω with Ωm and
EΩm with EΩ, m ∈M . In particular, by putting together Theorems 3.12 and 3.14, we obtain
the following results.
Theorem 5.9 Let m1 ∈ EΩ. A hyperplane H ⊂ Lm1 is characteristic for the MAE EΩ at
m1 if and only if it is strongly characteristic. Moreover, characteristic hyperplanes are those
hyperplanes which are isotropic with respect to some n-form Ω′ equivalent to Ω in the sense
of (42).
5.4 MAEs ED associated with n-dimensional subdistributions D of the con-
tact distribution and their description in terms of their characteristics
As before, (M, C) is a (2n+ 1)-dimensional contact manifold and θ a contact form.
Definition 5.10 Let D be an n-dimensional subdistribution of the contact distribution C of
M . We associate with D the hypersurface ED of M
(1) defined by
ED
def
= {m1 ∈M (1) | Lm1 ∩Dπ(m1) 6= 0} =
⋃
m∈M
EDm .
Proposition 5.11 The equation ED defined by an n-dimensional subdistribution D ⊂ C is
the MAE associated with the n-form
Ω = ΩD := Y1 · θ ∧ · · · ∧ Yn · θ,
where Yi are vector fields generating the orthogonal distribution D
⊥. The converse is also
true.
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Proof. Since the subdistribution D ⊂ C is defined by the system of 1-forms{
θ = 0
Yi · θ = 0
where vector fields Yi generate D
⊥ the result follows from Proposition 3.18.
The following proposition describes the equation ED in terms of local coordinates.
Proposition 5.12 Let D ⊂ C be an n-dimensional distribution. Then there exists a local
contact coordinates (xi, z, pi) such that
D = 〈X1,X2, . . . ,Xn〉 , Xi = ∂̂xi + bij∂pj (43)
for some functions bij ∈ C
∞(M). In term of these coordinates
ED =
{
LP = 〈∂̂xi + pij∂pj 〉
∣∣ det ‖pij − bij‖ = 0} . (44)
Proof. The distribution D can be written in the form (43) if
D ∩ 〈∂p1 , . . . , ∂pn〉 = 0. (45)
Starting from a local contact system of coordinates (x¯i, z¯, p¯i), we can construct a new contact
system of coordinates of the form 
xi = x¯i + ǫip¯i
z = z¯ − 12
∑
ǫip¯
2
i
pi = p¯i
where ǫi are appropriate constants, which satisfies condition (45). In terms of these coordi-
nates, the condition
LP ∩ D = 〈 ∂̂xi + pij∂pj 〉 ∩ 〈 ∂̂xi + bij∂pj〉 6= 0
is expressed by (44) in view of Proposition 3.17.
Remark 5.13 The ω-orthogonal complement D⊥ of D defines the same equation as D :
ED = ED⊥. In general, the distributions D and D
⊥ are not contactomorphic. As an example,
let us consider the case n = 2 and the distribution
D = 〈∂̂x1 + x
1∂p2 , ∂̂x2 + x
2∂p1〉.
Its derived distribution
D′ = 〈∂̂x1 + x
1∂p2 , ∂̂x2 + x
2∂p1 , ∂z〉
is integrable, whereas the derived distribution of D⊥
D⊥
′
= 〈∂̂x1 + x
2∂p2 , ∂̂x2 + x
1∂p1 , (x
2 − x1)∂z + ∂p1 − ∂p2〉
is not. In fact it is straightforward to check that dimD⊥
′′
= 4.
In the following theorem, taking into account identification (20), we reformulate the results
of Theorem 3.30.
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Theorem 5.14 Let m1 ∈ (ED)m be a regular point. Then the conformal metric gED is de-
composable: (gED )m1 = ℓm1 ∨ ℓ
′
m1
, where ℓm1 = Lm1 ∩ Dm and ℓ
′
m1
= Lm1 ∩ D
⊥
m are lines.
Then there exist only two (n − 2)-parametric families of characteristic hyperplanes of Lm1 :
one rotates around ℓm1 , the other around ℓ
′
m1
. Moreover, the characteristic cone is given by
Chm1(ED) = {±η ⊗ η, η ∈ ℓ
0
m1 ∪ ℓ
′ 0
m1}
where ℓ0
m1
, ℓ′ 0
m1
⊂ L∗
m1
are, respectively, the annihilators of ℓm1 and ℓ
′
m1
. Covectors η ∈ L∗
m1
which correspond to characteristic directions and belong to ℓ0
m1
(resp., ℓ′ 0
m1
) define hyperplanes
{η = 0} which contain ℓm1 (resp., ℓ
′
m1
). If one varies the point m1 on EDm, the line ℓm1 (resp.,
ℓ′
m1
) fills the n-dimensional space Dm (resp. D
⊥
m).
Conversely, let us consider a partial differential equation E ⊂ M (1) which has the following
property: there exists a subdistribution D such that for each m1 ∈ E (over the point m ∈M),
Lm1 ∩ Dm 6= 0.
Obviously, in this situation we have that E ⊆ ED. Being both E and ED submanifolds of the
same dimension, locally, they coincide: given m1 ∈ E , there exists an open set O ⊂ M (1)
containing m1 such that
E ∩ O = ED ∩ O.
This property, without the addition of any other, has no practical value in view of the impos-
sibility of finding the subdistribution D. So, in order to have a converse of Theorem 5.14, we
have to follow the steps outlined in that theorem.
Theorem 5.15 Let E ⊂M (1) be a 2nd order PDE which satisfies the following properties:
1. Its conformal metric is decomposable:
(gE )m1 = ℓm1 ∨ ℓ
′
m1
where ℓm1 , ℓ
′
m1
⊂ Lm1 are lines.
2. If we let vary the point m1 along the fibre Em, the lines ℓm1 , ℓ
′
m1
fill two n-dimensional
spaces D1m, D2m of Cm.
Then, locally, E = ED1 = ED2 .
In the case n = 2, the above theorem characterizes the classical hyperbolic and parabolic
Monge-Ampe`re equations (i.e. with 2 independent variables). More precisely we have the
following
Corollary 5.16 A second order partial differential equation E ⊂ M (1) with 2 independent
variables is a non-elliptic MAE if and only if the characteristic lines fill two 2-dimensional
subdistributions D1, D2 of the contact distribution of M . Subdistibutions D1, D2 are mutually
orthogonal. Moreover, the equation is parabolic if D1 = D
⊥
1 and is hyperbolic otherwise.
Proof. It is sufficient to take into account that, in the case n = 2, a MAE E has characteristic
directions if and only if it is of the form EΩ where 2-form Ω is decomposable.
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Example 5.17 Let us consider the case n = 2 and the hyperbolic MAE
E : p11p22 − p
2
12 + 1 = 0. (46)
Equation of characteristics (21), restricted to E, is
(p212 − 1)η
2
1 − 2p11p12η1η2 + p
2
11η
2
2 = 0.
The left side term is decomposable in(
(p12 + 1)η1 − p11η2
)(
(p12 − 1)η1 − p11η2
)
so that the conformal metric of E at a point m1 is equal to (gE)m1 = ℓm1 ∨ ℓ
′
m1
where
ℓm1 = 〈(p12 + 1)w1 − p11w2〉 , ℓ
′
m1 = 〈(p12 − 1)w1 − p11w2〉 (47)
with
w1 = ∂̂x1 + p11∂p1 + p12∂p2 , w2 = ∂̂x2 + p12∂p1 +
p212 − 1
p11
∂p2 .
Lines (47) are the only characteristic subspaces for E at m1. By a direct computation we
realize that such lines are, respectively
〈(p12 + 1)(∂̂x1 + ∂p2) + p11(∂p1 − ∂̂x2)〉 , 〈(p12 − 1)(∂̂x1 − ∂p2)− p11(∂p1 − ∂̂x2)〉.
If we let vary the point m1 on the fibre Em, m = π(m
1), previous lines fill the following
mutually orthogonal 2-dimensional planes at m
Dm = 〈∂̂x1 + ∂p2 , ∂̂x2 − ∂p1〉 , D
⊥
m = 〈∂̂x1 − ∂p2 , ∂̂x2 + ∂p1〉
so that we obtain distributions D and D⊥ on M .
If we consider two generators of distribution D, for instance ∂̂x1 + ∂p2 and ∂̂x2 − ∂p1, we have
that
(∂̂x1 + ∂p2) · θ ∧ (∂̂x2 − ∂p1) · θ = dp1 ∧ dp2 + dp1 ∧ dx
1 + dp2 ∧ dx
2 + dx1 ∧ dx2
whose restriction on Lagrangian planes gives the 2-form (see also Remark 5.8)
Ω = (p11p22 − p
2
12 + 1)dx
1 ∧ dx2
which vanishes iff Equation (46) is satisfied. We obtain the same result if we consider two
generators of the distribution D⊥.
Example 5.18 Let us consider the case n = 3 and the equation
E : p12 − f(x
i, z, pi) = 0. (48)
The equation of characteristics (21) of E is η1η2 = 0. Then the conformal metric of E at a
point m1 is equal to (gE )m1 = ℓm1 ∨ ℓ
′
m1
where
ℓm1 = 〈∂̂x1 + p11∂p1 + f∂p2 + p13∂p3〉 , ℓ
′
m1 = 〈∂̂x2 + f∂p1 + p22∂p2 + p23∂p3〉
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If we let vary the point m1 on the fibre Em, m = π(m
1), lines ℓm1 and ℓ
′
m1
fill, respectively,
the following mutually orthogonal 3-dimensional planes at m
Dm = 〈∂̂x1 + f∂p2 , ∂p1 , ∂p3〉 , D
⊥
m = 〈∂̂x2 + f∂p1 , ∂p2 , ∂p3〉
so that we obtain distributions D and D⊥ on M .
If we consider three generators of distribution D, for instance ∂̂x1 + f∂p2, ∂p1 and ∂p3, we
have that
(∂̂x1 + f∂p2) · θ ∧ ∂p1 · θ ∧ ∂p3 · θ = dp1 ∧ dx
1 ∧ dx3 + fdx1 ∧ dx2 ∧ dx3
whose restriction on Lagrangian planes gives the 3-forms (see also Remark 5.8)
Ω = (−p12 + f)dx
1 ∧ dx2 ∧ dx3
which vanishes iff Equation (48) is satisfied. We obtain the same result if we consider three
generators of distribution D⊥.
6 The full prolongation of a 2nd order PDE and its formal
integrability
For the sake of completeness, in this section we consider some formal aspects of the integration
of a 2nd order PDE E . We will treat this subject in the framework of contact manifolds by
using, in addition, the conformal metric gE .
6.1 The full prolongation of a contact manifold
We can define the k-prolongation M (k) of a contact manifold (M, C) iteratively as follows.
To start with, we put M (0) =M , C(0) = C and π1,0 = π. Then we define
M (k+1) = {Lagrangian planes of M (k) }
where Lagrangian planes of M (k) are defined iteratively in the following way. The manifold
M (k) is endowed with the distribution
C(k) = {v ∈ TmkM
(k) | πk,k−1∗(v) ∈ Lmk} (49)
where Lmk ≡ m
k is a point of M (k) considered as a Lagrangian plane in C
(k−1)
mk−1
and
πk,k−1 :M
(k) →M (k−1), mk 7→ mk−1 (50)
is the natural projection. It is known [14] that (50) are affine bundle for any k > 1. Denote
by θ(k) the distribution of 1-forms on M (k) which defines distribution (49): C(k) = Ker θ(k).
Definition 6.1 An n-dimensional subspace L ⊂ TmkM
(k) is called a Lagrangian plane if
it is horizontal w.r.t. πk,k−1 (i.e. πk,k−1∗|L is not degenerate) and the distributions θ
(k) and
dθ(k) vanish on it.
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In the same way as in Section 5, a contact chart (xi, z, pi) ofM defines a chart (x
i, z, pi, pi1i2 , . . . , pi1···ik+1)
of M (k) in a way that a point mk ≡ Lmk ∈M
(k) is given by
Lmk = 〈∂xi +
∑
|I|≤k
pI,i∂pI 〉
where I = (i1 · · · iℓ), 1 ≤ i1 ≤ i2 ≤ · · · ≤ iℓ ≤ n is a multi-index of length |I| = ℓ and
I, i
def
= (i1, . . . , iℓ, i) (which will be reordered if necessary). The distribution θ
(k) is spanned by
the 1-forms
θI = dpI − pI,idx
i, |I| ≤ k.
Integral manifolds of C(k) project onto integral manifolds of C(k−1) through πk,k−1. In partic-
ular, Lagrangian submanifolds S ⊂M (k) (i.e. submanifolds such that TsS ∈M
(k+1),∀s ∈ S)
project onto Lagrangian submanifolds of M (k−1).
6.2 The full prolongation of a second order PDE E ⊂ M (1) and its formal
integrability
The 1st-prolongation of a submanifold S ⊂M (k) is the submanifold S(1) ⊂M (k+1) defined
as follows:
S(1) = The set of points mk+1 ∈M (k+1) such that Lmk+1
{
⊆ TmkS ∩ C
(k)
mk
if dimS ≥ n
⊇ TmkS ∩ C
(k)
mk
if dimS ≤ n
where mk = πk+1,k(m
k+1). Iteratively, we define the h-prolongation S(h) ⊂M (k+h) of S.
We define the full prolongation M (∞) as the inverse limit of the tower of projections
. . . −→ M (k)
πk,k−1
−→ M (k−1) −→ . . . so that a point m∞ ∈ M (∞) is a sequence (m =
m0,m1, . . . ,mk, . . . ) where mk ∈ M (k) and πk,k−1(m
k) = mk−1. Similarly, we define the
full prolongation S(∞) of any submanifold S ⊂M (k).
A system of (resp. scalar) PDEs of order k, with one unknown function, is a submanifold
(resp. hypersurface) E of M (k−1).
Definition 6.2 A formal solution of a k-th order PDE E is a point of E(∞).
Now we describe the k-th prolongation E(k) ⊂M (k+1) of a second order PDE
E = {F (xi, z, pi, pij) = 0} ⊂M
(1).
We denote by
Di = ∂xi + pi∂z + pij∂pj + · · ·
the total derivative w.r.t. xi and for I = (i1, · · · , iℓ) we put DI = Di1 ◦ · · · ◦ Diℓ . It is
straightforward to check that the k-th prolongation E(k) of E is locally described by the
system of equations
E(k) = {F = 0, DIF = 0, 1 ≤ |I| ≤ k}.
As a corollary, we can describe the fibre E
(k)
mk
= π−1k+1,k(m
k) ∩ E(k) of the projection
πk,k−1|E(k) : E
(k) → E(k−1)
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in terms of the coordinates pI , |I| = k+2, of the fibreM
(k+1)
mk
= π−1k+1,k(m
k) and of the metric
gijE =
1
2− δij
∂F
∂pij
.
We will consider coordinates pI = pi1···iℓ as symmetric tensor of S
ℓ(Rn).
Corollary 6.3 Let m1 = (xi, z, pi, pij) ∈ E. Then E
(1)
m1
is defined by the following system of
linear equations
E
(1)
m1
= {(2− δjℓ)gjℓpijℓ = ci}
where ci = ci(m
1) = −
(
∂F
∂xi
+ pi
∂F
∂z
+ pij
∂F
∂pj
)
(m1). More generally, if mk ∈ E(k−1), then
E
(k)
mk
= {(2 − δjℓ)gjℓpi1···ik−1jℓ = ci1···ik−1}
where
ci1···ik−1 = ci1···ik−1(m
k−1) = [Dik−1ci1···ik−2 − (Dik−1g
jℓ)pi1···ik−2jℓ](m
k−1).
Recall the following
Definition 6.4 An equation E ⊂ M (1) is called formally integrable if the prolongations
E(k) are smooth submanifolds of M (k+1) and πk+1,k|E(k) : E
(k) → E(k−1) are smooth fibre
bundles.
Theorem 6.5 Let E = {F = 0} ⊂ M (1) be a smooth hypersurface of M (1). The equation
E is formally integrable if the associated conformal metric gE does not vanish (i.e. for any
m1 ∈ E, (gdF )m1 6= 0).
To prove the theorem we need the following lemma.
Lemma 6.6 Let b = bjℓ(y) ∈ S2V ∗ (resp., c = ci1···ik−1(y) ∈ S
k−1V ) be a symmetric bilinear
form (resp., symmetric contravariant (k − 1)-tensor) in the vector space V = Rn = {v =
(v1, · · · vn)} which smoothly depends on coordinates y = (y1, · · · , yq) ∈ Rq. If b 6= 0 for all
y ∈ Rq, then the equation
bjℓ(y)pi1···ik−1jℓ = ci1···ik−1(y) (51)
defines a smooth submanifold H ⊂ Rq × Sk+1V such that the natural projection π : H → Rq
is an affine fibration with a fibre of dimension d(k, n) := dimSk+1Rn − dimSk−1Rn.
Proof. First of all, one can easily check that the contraction
ιb : S
k+1V → Sk−1V, pi1···ik−1jℓ 7→ b
jℓpi1···ik−1jℓ
is surjective if b 6= 0. This shows that π−1(y) is an affine space of dimension d(k, n). To
construct a local coordinates in H, we consider a linear change of coordinates vi → v
′
i =
Aji (y)vj with the matrix A(y) depending on y which transforms the bilinear form b into the
standard form:
b = ǫiδ
ij , ǫi ∈ {±1, 0}.
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We can assume that ǫ1 = 1. The components pi1···ik−1jℓ, ci1···ik−1 transform like tensors. In
terms of the new components p′i1···ik−1jℓ, c
′
i1···ik−1
the equation (51) takes the form
p11I = cI −
∑
j>1
ǫjpjjI .
This is a system of linear equations with free variables pJ , p1J where the multi-index J does
not contain 1. These free variables together with y form a coordinate system of H such that
the projection π : H → Rq is given by π(y, pJ , p1J) = y.
Proof of Theorem 6.5. Now we can prove the theorem by induction. We will assume
that E(k−1) ⊂ M (k) is a smooth submanifold. Then the restriction of the affine bundle
M (k+1) → M (k) to E(k−1) is a locally trivial bundle which locally can be identified with the
trivial bundle
E(k−1) × Sk+1Rn → E(k−1), (y, pi1···ik+1) 7→ y
where y are local coordinates of E(k−1). Then E(k) is defined by the system of equations
(2− δjℓ)gjℓ(y)pi1···ik−1jℓ = ci1···ik−1(y)
where gjℓ(y), cI(y) are smooth functions of y. Now the theorem follows from lemma.
6.3 Formal solution of a non-characteristic Cauchy problem
In this subsection an explicit formal solution of E is given once we fix a (non characteristic)
Cauchy datum N . The reader can guess that the proof of the following theorem is related
to the possibility of writing the equation E in the Cauchy-Kowalewski normal form. In fact,
this is a particular instance of a classical result (see for instance [20]); a general statement,
showing that the existence of non-characteristic covectors allows to write a system of PDEs
in the Cauchy-Kowalewski normal form, was proved in [19].
Theorem 6.7 Let N ⊂ M be an (n − 1)-dimensional integral manifold of C, m = m0 ∈ N ,
m1 ∈ Em such that
Tm1(TmN)
(1) " Tm1Em. (52)
Then, there exists exactly one point m∞ = {mk}k∈N0 ∈ E
(∞) such that, for any k ∈ N0, it
holds
Lmk+1 ⊃ TmkN
(k)
E , (53)
with manifolds N
(k)
E ⊂M
(k) recursively defined by formulas
N
(k)
E := (N
(k−1)
E )
(1) ∩ E(k−1), N
(0)
E := N.
Without entering into details, the proof consists in fixing in the neighborhood of m a Darboux
chart (xi, z, pi) such that N is represented by
xn = z = 0
ph = 0, h < n
pn = Φn(x˜)
, (54)
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for some suitable function Φn(x˜), x˜ = (x1, . . . , xn−1) (see Corollary 4.12), and showing by a
recursive scheme that, in such a chart, N
(k−1)
E is described by
xn = z = 0
pI =

0 if ia ≤ n− 1 ∀ a
∂|J|
∂xJ
Φn · · ·n︸ ︷︷ ︸
h
(x˜) if I = (J, n · · · n︸ ︷︷ ︸
h
), h < ℓ , jb ≤ n− 1∀ b
Φn · · ·n︸ ︷︷ ︸
ℓ
(x˜) if I = (n · · ·n︸ ︷︷ ︸
ℓ
)
, (55)
with ℓ running from 1 to k, where I = (i1 · · · iℓ), J = (j1 · · · jℓ−h), ∂x
J = ∂xj1 · · · ∂xjℓ−h and
function Φn · · ·n︸ ︷︷ ︸
ℓ
(x˜) is obtained by expliciting jet variable pn · · ·n︸ ︷︷ ︸
ℓ
in the equation
(Dn · · · n︸ ︷︷ ︸
ℓ−2
F )
∣∣∣∣∣∣
(N
(ℓ−2)
E )
(1)
= 0,
where E = {F = 0}. This can be done at any step, since the coefficient of the higher order
term of Dn · · ·n︸ ︷︷ ︸
ℓ−2
F (i.e. the coefficient of pn · · ·n︸ ︷︷ ︸
ℓ
), is ∂F
∂pnn
(m1), and ∂F
∂pnn
(m1) 6= 0 in view
of non-characteristicity condition (52). Indeed, let U = TmN . By computing the Jacobian
matrix of (54) one gets U = 〈ξ1, . . . , ξn−1〉, with
ξh = ∂xh |m +
∂Φn
∂xh
∂pn |m = ∂̂xh
∣∣∣
m
+
n∑
j=1
phj(m) ∂pj
∣∣
m
(56)
for h = 1, . . . .n − 1 (with functions phj given by (55)). But vectors ξh are exactly the first
n − 1 vectors of the canonical basis of Lagrangian plane Lm1 , for any m
1 ∈ π−1(m) ∩ N (1);
hence, U (1) = π−1(m) ∩ N (1) and this curve is described by the free parameter pnn, so that
Tm1U
(1) = 〈∂pnn |m1〉; therefore, non-characteristicity condition (52) is exactly
∂F
∂pnn
(m1) 6= 0.
Once (55) is proved, it can be used to check (53) by simple computations.
Note that Theorem 6.7 is, substantially, an infinitesimal formal analogue of Cauchy-Kowalewski
theorem, and that m∞ corresponds to the Taylor expansion of the unique formal solution of
Cauchy problem (E , N,m).
7 Intermediate integrals of general 2nd order PDEs, general
MAEs, MAEs of Goursat type and generalized Monge method
7.1 Intermediate integrals of 2nd order PDEs and general MAEs
For the sake of simplicity, we give the definition of intermediate integrals only for PDEs of
second order. Recall that Mf = {m ∈M | f(m) = 0} denotes the zero level set of a function
f ∈ C∞(M).
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Definition 7.1 Let E ⊂ M (1) be a 2nd order PDE. A function f ∈ C∞(M) is called an
intermediate integral of E if all solutions of 1-parametric family {Mf−c}c∈R of first order
PDEs, are also solutions of E.
The following lemma follows from the definition of solution of a first order PDE.
Lemma 7.2 A Lagrangian submanifold Σ of M is a solution of the first order PDE f = 0 iff
Σ(1) ⊂M
(1)
f .
We need also the following lemma.
Lemma 7.3 Any Lagrangian plane L ⊂ TmMf is tangent to a solution of PDE Mf .
Proof. In view of Theorem 4.9, we can suppose that f = pn. Then
TmMf = 〈∂x1 , . . . , ∂xn , ∂z , ∂p1 , . . . , ∂pn−1〉
and
L = 〈∂̂xi + pij∂pj 〉 , pij ∈ R , pnj = pjn = 0.
Now the function
z = z(m) +
n−1∑
i=1
pi(m)(x
i − xi(m)) +
n−1∑
i,j=1
pij
(xi − xi(m))(xj − xj(m))
2− δij
is a solution tangent to L.
Proposition 7.4 A function f is an intermediate integral of E iff
⋃
c∈RM
(1)
f−c ⊂ E.
Proof. The condition is necessary. Assume that f is an intermediate integral. Let m1 ≡
Lm1 ∈M
(1)
f−c for some c ∈ R. Then by Lemma 7.3 m
1 is tangent to a solution Σ of PDE f = c
which is also a solution of E . This means that m1 ∈ Σ(1) ⊂ E .
The condition is sufficient. Let us suppose that
⋃
c∈RM
(1)
f−c ⊂ E . If we fix c ∈ R, by Lemma
7.2 Σ ⊂ M is solution of the first order PDE f = c iff Σ(1) ⊂ M
(1)
f−c, which implies that
Σ(1) ⊂ E . Hence Σ is also a solution of E .
Theorem 7.5 A function f ∈ C∞(M) is an intermediate integral of E iff integral curves of
Yf are strongly characteristic for E.
Proof. Recall that Yf = Ydf = Yf−c. Also, 〈(Yf )m〉
⊥ = Cm ∩ TmMf−f(m). Then (Yf )
(1)
m
=
(TmM f−f(m))
(1) and theorem follows in view of the above proposition.
As an application of previous results we are able to characterize 2nd order PDEs which have
a large number of intermediate integrals. Such PDEs are described in the following theorem
whose statement was known by Goursat [11]. We give a simple and clear geometric proof of
it.
Theorem 7.6 Let E be a 2nd order PDE. If there exist n independent functions f1, . . . , fn
such that f = ϕ(f1, . . . , fn) is an intermediate integral for any ϕ, then E = ED where D =
〈Yf1 , . . . , Yfn〉.
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Proof. For each f = ϕ(f1, . . . fn) we have that Y
(1)
f ⊂ E by Theorem 7.5. Now let us define
Dm = {(Yf )m | f = ϕ(f1, . . . , fn) with ϕ arbitrary};
it describes an n-dimensional subdistribution of C. Indeed, if dimD = n−1, then {Yf1 , . . . , Yfn}
would be dependent, and this would imply that the contact form θ is dependent on {df1, . . . , dfn},
which is not possible, as θ must depend at least on (n+1) differential 1-forms (see Section 4).
By definition,
⋃
f=ϕ (Yf )
(1)
m
= EDm. Since
⋃
f=ϕ (Yf )
(1)
m
⊆ Em, we conclude that EDm ⊆ Em.
The following theorem describes intermediate integrals for any Monge-Ampe`re equation.
Theorem 7.7 ([2]) A function f is an intermediate integral of a Monge-Ampe`re equation
EΩ, with Ω an arbitrary n-form on the contact manifold (M, C), if and only if the associated
Hamiltonian vector field Yf satisfies the following equation:
df ∧ θ ∧ iYfΩ = 0.
where θ is a contact form.
7.2 Intermediate integrals of MAEs of type ED
Now we describe intermediate integrals for Monge-Ampe`re equations of type ED.
Theorem 7.8 A function f ∈ C∞(M) is an intermediate integral of the Monge-Ampe`re equa-
tion ED if and only if the associated Hamiltonian field Yf belongs to D or D
⊥. Equivalently,
the intermediate integrals are the first integrals of D or D⊥.
Proof. According to Theorem 7.5, f is an intermediate integral of ED iff Yf is strongly
characteristic. By arguing as at the beginning of the proof of Theorem 3.19, we obtain that
for equations of type ED this means that Yf ∈ D or Yf ∈ D
⊥.
Corollary 7.9 If D (or D⊥) admits a first integral, or equivalently its derived flag
D ⊆ D′ ⊆ D′′ ⊆ · · · ⊆ Dk ⊆ . . .
is such that Dk  TM for any k, then ED admits a smooth solution.
Corollary 7.10 The set of intermediate integrals of ED is the union of two subrings R1
and R2 of C
∞(M) which are in involution, in the sense that if fi ∈ Ri, i = 1, 2, then
{f1, f2} := ω(Yf1 , Yf2) = 0.
The following theorem characterizes the simplest equation of type ED. Such characteriza-
tion was known by Goursat [11]; here we give a proof by using simple properties of contact
manifolds together Theorem 7.8.
Theorem 7.11 The following conditions are equivalent:
1. D is an n-dimensional integrable distribution of C;
2. D is generated by n commuting Hamiltonian vector fields;
3. ED is contact-equivalent to the equation det ||pij || = det ||zxixj || = 0;
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4. ED is contact-equivalent to the equation p11 = zx1x1 = 0;
5. ED admits a ring of intermediate integrals generated by (n + 1) independent functions.
Proof.
1 ⇒ 2. In fact, since D is integrable, we can find n + 1 functions {fi}i=0...n such that D is
described by D = {df0 = df1 = · · · = dfn = 0}. Since D ⊂ C, then (up to a factor)
θ = df0 +
n∑
i=1
aidfi
for some a1, ..., an ∈ C
∞(M). Hence xi = fi, z = f0, pi = −ai, are contact coordinates on M
and D can be written as
D = {dx1 = 0, dx2 = 0, . . . , dxn = 0, dz = 0} = 〈∂p1 , . . . , ∂pn〉.
2⇒ 1. It is an easy application of Theorem 4.9.
1 ⇔ 3. In fact, we already proved that condition 1 implies that D is contact-equivalent
to 〈∂p1 , . . . , ∂pn〉. By using Legendre transformation (33) we realize that D is also contact-
equivalent to 〈∂̂x1 , . . . , ∂̂xn〉, whose associated ED is det ||pij || = 0.
1⇔ 4. This equivalence goes as the previous one by using a partial Legendre transformation
(see (34)) which interchanges only ∂p1 with ∂̂x1 .
1 ⇒ 5. In fact, D is integrable iff there exist (n + 1) functions fi, i = 0, . . . n, such that
D = {df0 = 0, . . . , dfn = 0}. This implies that ϕ(f0, f1, . . . , fn) is a first integral of D for any
function ϕ.
5 ⇒ 1. Let us suppose that ϕ(f0, f1, . . . , fn) is an intermediate integral of ED = ED⊥ for any
function ϕ. In view of Theorem 7.6, D or D⊥ is equal to 〈Yf0 , ..., Yfn〉. Since dimD = n, then
there exist (n+ 1) smooth functions µi, i = 0 . . . n, such that
0 =
n∑
i=0
µiYfi = Y
∑
µidfi
that implies
∑
µidfi depend on the contact form θ, i.e. for some n smooth functions ai it
holds
θ = df0 +
n∑
i=1
aidfi
Hence xi = fi, z = f0, pi = −ai, are contact coordinates on M and D or D
⊥ can be written
as
D = {dx1 = 0, dx2 = 0, . . . , dxn = 0, dz = 0} = 〈∂p1 , . . . , ∂pn〉
which implies that D = D⊥.
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7.3 Construction of solutions of MAEs of type ED by the generalized Monge
method
As usual, let (M, C) be a contact manifold, θ a contact form and D ⊂ C an n-dimensional
subdistribution of C. Below we describe a method to construct solutions of ED by generalizing
the Monge method of characteristics (see [10, 17]). Recall that a vector field Y ∈ D is of type
2 iff
Y · (Y · θ) = λθ + µ(Y · θ)
for some function λ and µ on M .
Proposition 7.12 Let N ⊂M be an (n−1)-dimensional (embedded) integral submanifold of
the distribution of C and X ∈ D a vector field of type 2 which is transversal to N . Let
Σ =
⋃
t
ϕt(N) ⊂M
where ϕt is the local flow of X. Then Σ is solution of the equation ED iff
ω(TmN,Xm) = 0 ∀ m ∈ N.
Proof. Let us recall that Σ is a solution of ED if it satisfies the conditions:
1. TmΣ ∩ Dm 6= 0 , ∀m ∈ Σ ;
2. TmΣ ⊂ Cm , ∀m ∈ Σ.
Condition 1 is obviously satisfied.
To check condition 2 we choose coordinates (t, yi) on Σ such that (yi) are local coordinates
on N and X = ∂t. Any vector field Y ∈ X (N) can be considered as vector field on Σ which
does not depend on t, hence commutes with X. It is sufficient to check that the function
f(t, yi) := θ(t,yi)(Y ) be identically zero. The first two derivatives of f w.r.t. t are
f˙ = (X · θ)(Y ) = ω(X,Y ) , f¨ = (X · (X · θ))Y = λθ(Y ) + µ(X · θ)(Y ) = λ f + µ f˙.
Then f satisfies second order ODE with the initial conditions
f(0, yi) = 0 , f˙(0, yi) = ω(X,Y )|N = 0.
This shows that f ≡ 0.
Proposition 7.13 Let D ⊂ C be an n-dimensional subdistribution of C. Then a function
f ∈ C∞(M) is a first integral of distribution D⊥ (D⊥ · f = 0) iff the Hamiltonian vector field
Yf belongs to D.
Proof. Let D⊥ = 〈Y1, . . . , Yn〉 and D = Ker θ∩Ker (Y1 ·θ)∩· · ·∩Ker (Yn ·θ). The proposition
follows from the identity
Yi(f) = Yi y df = Yf y (Yi ydθ) = Yf y (Yi · θ).
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According to Proposition 7.13, any first integral f of the distribution D⊥ defines a Hamiltonian
vector field Yf (which is a vector field of type 2, see Remark 4.6) included in D. So, in view
of Proposition 7.12, the problem of constructing solutions of ED reduces to constructing of
(n− 1)-dimensional submanifolds N of M such that
ω(TmN,Yfm) = 0 ∀m ∈ N. (57)
Proposition 7.14 Let f be an intermediate integral of ED and N a Cauchy datum for Mf =
{f = 0} (i.e. an (n − 1)-dimensional integral submanifold of C included in Mf). Then
submanifold
Σ =
⋃
t
ϕt(N)
where ϕt is the local flow of Hamiltonian vector field Yf , is a solution of ED. If N is non-
characteristic, then the solution is unique.
Proof. Let X ∈ TN . Then
ω(Yf ,X) = df(X) = X(f) = 0.
Therefore Σ is a solution of ED since N satisfies condition (57). The uniqueness of Σ follows
since Σ is also a solution of first order PDE f = 0, as it can be derived from Lemma 4.10.
Note that (n−1)-dimensional submanifold N ⊂Mf which is integral manifold of C is the same
as (n− 1)-integral submanifold of the first order PDE f
(
xi, z, ∂z/∂xi
)
= 0. A description of
such submanifolds is given in Section 4.2. In particular, if an n-dimensional submanifold Σ is
a solution of previous equation, any hypersurface N of Σ satisfies above equation.
Summarizing above results, we can describe a general version of Monge method of character-
istics as follows:
1. Find a first integral f of the distribution D⊥. Such function exists iff D⊥ belongs to
a proper integrable subdistribution of TM . Then the construction of such a function
reduces to finding a solution of a Frobenius system;
2. Find an (n− 1)-dimensional integral submanifold N of the first order PDE. We can do
it by method explained above;
3. Integrate Hamiltonian vector field Yf to a local flow ϕt. Then the submanifold
Σ =
⋃
t
ϕt(N)
defined in a tubular neighborhood of N is a solution of ED.
Theorem 7.15 Let us suppose that D (or D⊥) possesses n independent first integrals. Then
any Cauchy datum N can be extended to a solution of ED.
Proof. Let f1, . . . , fn be independent first integrals of D (so that any function of them is
an intermediate integral of ED). Let denote by gi the restriction of fi to N . Of course the
functions gi are dependent. So there exists a non trivial functional relation
ψ(g1, . . . , gn) = 0.
The function f = ψ(f1, . . . , fn) turns out to be an intermediate integral which vanishes on N
and it also satisfies the hypothesis of Proposition 7.14. Then the flow of Yf extends N to a
solution of ED.
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Theorem 7.16 Assume that D⊥ possesses n independent first integrals f1, · · · , fn. Denote
by MI =
⋃
φM
(1)
φ(f1,...,fn)
where φ is an arbitrary function of n variables. Then
MI = ED.
Proof. MI ⊂ ED. In fact, L ∈ MI means that L = TmΣ, where Σ is a solution of a first
order PDE Mf for some fist integral of the form f = ϕ(f1, · · · , fn) (such Σ exists, by Lemma
7.3). Since Σ is also a solution of ED, then L ∈ ED.
MI ⊃ ED. Let L = Lm1 ∈ ED. Then Lm1 ∩ Dπ(m1) contains a vector (Yf )π(m1) for an
appropriate first integral f of D⊥. As a consequence, L ∈M
(1)
f .
Example 7.17 Let Q be a k-dimensional smooth manifold and consider the contact manifold
M := J1(Q×Q,R). Let us take the map
A : M = J1(Q×Q,R)→ T ∗Q , j1q,qf 7→ dqi
∗
qf ,
where iq : Q→ Q×Q is defined as iq(q
′) = (q, q′) for each q′ ∈ Q. For each m ∈M we define
Dm = KerA∗m∩Cm. In this way we get an n-dimensional subdistribution of C (the orthogonal
complement D⊥ can be also constructed in an analogous way). If xi, xi are coordinates on
Q × Q and z is the coordinate on R, we get a contact chart {xi, xi, z, pi, pi}. Now, the local
expressions for the subdistributions defined above are
D = 〈∂̂xi , ∂pi〉, D
⊥ = 〈∂̂xi , ∂pi〉.
The Monge-Ampe`re equation ED, which is associated with 2k-form Ω = dp1∧ · · · ∧ dpk ∧ dx
1∧
· · · ∧ dxk, is described in coordinates by
det
(
∂2z
∂xi∂xj
)
= 0.
Taking into account Theorem 7.8 and the local expressions of D and D⊥, the intermediate in-
tegrals of ED are ϕ(x
1, . . . , xk, p1, . . . , pk) and ϕ(x
1, . . . , xk, p1, . . . , pk), where ϕ is an arbitrary
function of 2k variables.
Therefore, the generalized Monge method applies to ED and any Cauchy datum can be ex-
tended to a solution in a unique way. In order to illustrate the method we will carry out all
computations in a simple concrete example. Let k = 2 so that the equation reads
∂2z
∂x1∂x1
∂2z
∂x2∂x2
−
∂2z
∂x1∂x2
∂2z
∂x2∂x1
= 0.
Now, we consider a Cauchy datum which, for instance, we can suppose to be parametrizable
by x1, x2, x1; then, we can fix x2, p2 and z as arbitrary functions of x
1, x2, x1 and next we
determine the remaining coordinates by imposing the condition of N being a integral manifold
of C = {dz − p1dx
1 − p2dx
2 − p1dx
1 − p2dx
2 = 0}. In order to perform explicit computations,
let us take, for example, the Cauchy datum N given by
N ≡
{
x2 = ex
2
, p1 = e
x1+x1 , p2 = −x
1ex
2
, p1 = e
x1+x1 , p2 = x
1, z = ex
1+x1
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Next, we need to look for an intermediate integral f = ϕ(x1, x2, p1, p2) vanishing on N . In
view of the parametrization of N we see that f := p2 + x
1ex
2
holds the requirement. The
Hamiltonian field associated with f is
Yf = Yp2 + e
x2Yx1 + x
1ex
2
Yx2 = ∂x2 + p2∂z − e
x2∂p1 − x
1ex
2
∂p2 ,
which is easily integrated having the following 8 first integrals:
λ1 = p2 + x
1ex
2
, λ2 = x
1, λ3 = x
2, λ4 = p1, λ5 = p2, λ6 = x
1, λ7 = p2 + x
1p1, and
λ8 = z − (p2 + x
1ex
2
)x2 − x1ex
2
.
According with the Theorem 7.15, the propagation of N along the integral curves of Yf gives us
the unique solution of ED we are looking for. To do this, it is sufficient to find 5 independent
relations among the first integrals of Yf which hold on N , which can be done by eliminating 7
coordinates in the parametrization of N by using the λ’s. These relations are:
λ1 = 0, λ7 = 0, λ4 − e
λ6+λ2 = 0, λ5 − λ6 = 0 and λ8 − λ4 + λ5λ3 = 0.
By expressing this relations in terms of the original variables we get, finally,
z = x1ex
2
+ ex
1+x1 − x1x2.
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