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ABSTRACT
CdZnTe detectors have been developed since 1990s [10, 39, 58, 19, 37, 21]. They
have shown great potential to be one of the room-temperature substitutes of tra-
ditional HPGe detectors. Many eorts have been made to make CdZnTe detectors
to approach the theoretical 0.2 % FWHM energy resolution at 662 keV. The 3-D
position-sensitive pixelated CdZnTe detectors have demonstrated 0.48 % energy reso-
lution when the electronic noise is low, which is close to the theoretical limit. However,
current ASICs that only read out the signal amplitude and timing information have
several limitations, which placed obstacles on further improvement of the performance
of CdZnTe detectors, especially for multi-pixel and high-energy events. In order to
overcome those limitations, a new digital ASIC, which is capable of read out pre-
amplier pulse waveforms is developed. This thesis presents several signal processing
techniques base on this digital ASIC. First, the electronic noise and its characteris-
tics is studied and discussed. A new tting method utilizing the characteristics of
noise is presented and its performance is demonstrated. Then, a new position sens-
ing technique that presents sub-pixel lateral position resolution is discussed. The
improvement of angular resolution of Compton imaging from 37 degree to 34 degree
for polar angle and 23 degree to 17 degree for azimuthal angle after employing such
an algorithm is achieved. The potential of using sub-pixel position sensing to further
improve energy resolution is depicted. Finally, a new energy and position reconstruc-
tion algorithm based on the concept of system response function is described. The
method to generate system response function is presented. Several benets of the
xvii




1.1 Room-temperature Semiconductor Detectors
Semiconductor detectors have been introduced into the eld of radiation detection
for more than half a century. Their merits, especially the small ionization energy
required to create the information carriers: electron-hole pairs and small values of
Fano Factor, provide the best achievable spectroscopic performance among all types
of comparable detectors.
The earliest two types of semiconductor detectors are Ge and Si detectors. Si has
very low Z, and they (mostly Li-Drifted Si detectors) are widely used in low energy X-
rays or charged particle spectrometry. Ge has higher Z and good stopping power for
gamma rays. Although the modern Ge detectors (high-purity Ge detectors, or HPGe)
keep the record of the best energy resolution for gamma rays, their requirement of
cooling to liquid nitrogen temptation (77K) is an obstacle for many applications, such
as hand-held radiation detection devices. Recently, there are many eorts to develop
new types of semiconductor detectors that can be operated at room temperature and
at the same time can provide high energy resolution close to HPGe detectors. These
new materials include CdTe [41, 56], HgI2 [41, 48], CdZnTe [41, 21, 67], TlBr [26] etc.
Great eorts have been done for past several decades and CdZnTe has been proven
to be a very promising candidate for future room-temperature semiconductor detec-
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tors. Prof. Zhong He and his group have demonstrated at room temperature that
CdZnTe can achieve as good as 0.48 % FWHM energy resolution at 662 keV using
BNL ASIC with 2-keV electronic noise [68] and 0.39 % FWHM with a lower 1.5 keV
FWHM electronic noise, showing the excellent potential of CdZnTe material. Re-
cently, Redlen Corp. has completed a contract supplying more than 130 202015
mm3 CdZnTe detectors to Prof. Zhong He's group, which have average better than
1 % FWHM energy resolution at 662 keV [33]. This signicant progress has ensured
the bright future of CdZnTe as a room-temperature alternative to HPGe detectors.
1.2 Shockley-Ramo Theory and Weighting Potential
Shockley-Ramo theory [20] is the most important basis behind the development
of modern CdZnTe detectors. It presents a method to calculate the induced signals
of moving charges on any electrodes inside a detector. With this tool, people can
design various types of electrodes to provide desired signals.
According to Shockley-Ramo theory, the total induced charge on an electrode can
be calculated by
Q =  q [0( ~x1)  0( ~x2)] (1.1)
Here, 0( ~x1) and 0( ~x2) is the weighting potential of the electrode at position ~x1 and
~x2 respectively. Q is the induced charge on the electrode when the charge q moves
from ~x1 to ~x2.
The weighting potential is a virtual potential used to describe the charge induc-
tion on an electrode. It is computed by articially setting the electrode of interest to
be 1 and all others to at 0. The potential obtained under this articial boundary con-
dition is the weighting potential. For example, in a traditional planar semiconductor
detector as shown in gure 1.1, the weighting potential for the planar anode is the red
line, a linear function. Using equation 1.1, one can calculate the induced signals on
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the anode. Assuming an interaction happens at depth Z0, electrons and holes would
be generated and drift to anode and cathode respectively. If both of them can drift
all the way through the detector, as they do in HPGe, and reach cathode and anode
respectively, one can obtain their induced signals as marked as the violet and green
lines. Obviously, the amount of signal individually induced by electrons and holes is
a function of interaction depth. However, the total signal adding electron signal and
hole signal together becomes a constant as illustrated by the blue line, which is why
the signal output from HPGe detectors is only a function of the number of ionized
electron-hole pairs and there is no dependence on the interaction location.
Figure 1.1: An illustration of the signal induction in a planar semiconductor detector.
Figure 1.2: The pulse height spectra when the energy deposition is xed. [20]
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However, in compound semiconductors such as CdZnTe, charges can be trapped
when they travel through the material. The slower the charge moves, the more severe
charge trapping can happen. Electrons in CdZnTe drift faster and therefore electron
trapping is smaller. However, holes in CdZnTe travel very slow and almost all holes are
trapped shortly after they are generated. As a result, the hole induced signal will be
lost and only electron signals can be readout out. Apparently, in this case, the induced
signal on the anode is a function of interaction depth and isn't uniquely determined
by the number of ionized electron-hole pairs. Figure 1.2 presents an illustration of
the pulse height spectra when the energy deposition is xed. The black line shows
the expected peak when both holes and electrons can move fast while the red line
shows a continuum when only electrons are collected. Therefore, the conguration of
planar detector can't be used to build CdZnTe gamma-ray spectrometers.
People have encountered similar problem in gas ion chambers. Ions have similar
slow-drift properties as holes. Therefore, electrons are also the major contributor to
the signal induction in gas detectors. To remove the dependence of the output signal
on the interaction position, a special electrode called Frisch grid [36] was invented.
As shown in gure 1.3, Frisch grid is a grid electrode that is typically placed close to
the anode in ionization chambers. Frisch grid can block any signal induction on the
anode when electrons drift in the sensitive region. The anode induced signal of any
interaction happened in the sensitive region is proportional to the number of ionized
electrons and the weighting potential change from the Frisch grid to the anode, which
is a constant value 1. Therefore, Frisch-grid detectors make interaction position no
longer aect the amplitude of the anode induced signal.
1.3 The Development of CdZnTe Detectors
Single-polarity charge sensing, which is to collect signals from the drift of only
one type of charge carriers, electrons in this case, has to be applied in CdZnTe to
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Figure 1.3: Schematic of a ionization chamber with a Frisch grid.
solve the problem of the dependence of signal induction on interaction location. Two
eective techniques have been invented: coplanar grid anode and pixelated anode.
1.3.1 Coplanar-grid CdZnTe Detectors
To imitate the Frisch grid in semiconductor detectors, a creative design of anode
was invented by Luke which is called coplanar grid [37] as shown in gure 1.4. Stripe
electrodes have been used in position-sensitive Si detectors. It is consisted of many
thin stripe electrodes placed in parallel to provide position information of interac-
tions. Coplanar grid anode employs the similar strip electrodes but those strips are
connected in an alternate manner to create two groups. One group is kept grounded
to collect electrons and it is called collecting grid. The other is biased at a negative
voltage to drive the electrons away and it is called non-collecting grid. The weighting
potential of the collecting and the non-collecting grid is found to be similar in the
detector bulk and it starts to dier only in the anode vicinity. Therefore, the signal
dierence of position dependence can be removed by subtraction the induced signal
on the collecting grid from that on the non-collecting grid when the interaction hap-
pens in the detector bulk. With coplanar grid, good energy resolution of about 2 %
FWHM at 662 keV has been achieved at room temperatures [24] and 1 % at -20 C
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[1].
Figure 1.4: Schematic of a simple coplanar-grid structure. [37]
1.3.2 3-D Position-Sensitive Pixelated CdZnTe Detectors
However, the theoretical limit of CdZnTe is estimated as 0.2 % FWHM at 662 keV
[23] (if we consider the Fano Factor to be 0.1 [47, 2, 43, 38]), which is much better than
the experimental result. In order to further improve the energy resolution of CdZnTe
detectors, Prof. Zhong He introduced the 3-dimemsional position sensing technique
[22]. Figure 1.5 shows the conguration of a pixelated CdZnTe detector. The anode
is divided into 11 by 11 pixels and the cathode is made as a planar electrode. In
additional, there is an extra electrode called steering grid placed between the pixels.
The steering grid is biased at a lower voltage than the pixels so that electrons that
fall in the gap of pixels can be driven toward the adjacent pixels to help increasing
the charge collection eciency.
There are generally three benets to make anode pixelated: (1) small pixel eect
can weaken the dependence of induced signal on interaction position; (2) the pixelated
anode make it possible to sense interaction depth and then perform correction of the
induced signals based on the interaction depth; (3) the multiple-site-interaction events
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can be identied and their energy can be reconstructed.
Figure 1.5: An illustration of the pixelated CdZnTe detector used in this study.
1.3.2.1 Small Pixel Eect
Based on the Shockey-Ramo theory, the weighting potential of a pixel anode can
be calculated and it is found that the induced signal of a pixel anode has very weak de-
pendence on the interaction depth when the interaction happens in the detector bulk.
The smaller the pixel is, the weaker the dependence is. Therefore, this phenomenon
is called small pixel eect [4]. Because of this eect, without any sophisticated correc-
tion algorithm to the anode signal, the raw anode energy spectra can show a similar
peak as gure 1.2. The sharpness or the resolution of the peak can be quite good
comparing to the energy resolution of 2 % FWHM at room temperature in coplanar
grid detectors, especially for those detectors with low electron trappings such as the
one illustrated in gure 1.6.
1.3.2.2 Depth Sensing technique and Energy Reconstruction
The electrode conguration on the anode and the cathode of the pixelated CdZnTe
detectors is not the same, so that the induced signals on the cathode and anode are
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Figure 1.6: The raw spectrum and corrected spectrum of 137Cs collected using a
Redlen 15-mm thick CdZnTe detector (detector # 4R169) at room tem-
perature. The pixel pitch is 1.72 mm.
in fact dierent. Since the cathode is a planar electrode, its weighting potential is a
linear function of interaction depth as depicted in gure 1.1. As a result, the induced
signal on the cathode is proportional to the interaction depth and also proportional
to the energy deposition. For the anode, because of the small pixel eect, the induced
signal is approximately proportional only to the energy deposition. Therefore, the
ratio between the cathode signal and the anode signal for each event can be used to
determine the interaction depth [22].
In addition, based on interaction depth, a correction can be made to compensate
the change of induced signal on the anode because of electron trapping and weighting
potential variation. Optimal energy resolution can be achieved after this so-called
depth correction as shown in gure 1.6. As mentioned above, we have achieved 0.48
% FWHM energy resolution at 662 keV on BNL ASICs [68], which is close to the
theoretical limit (2 %) of CdZnTe.
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1.3.2.3 Multi-pixel Events Energy Reconstruction and Cross Talk Cor-
rection
One signicance of pixelated detector is its capability to identify the 3-D position
of individual interaction of a multiple-site-interaction event if each interaction triggers
one pixel. Because of the small pixel eect, the anode signal rises only when the
electrons reach anode vicinity, which makes it possible to obtain the drift time of
electrons from their origin to the anode surface and therefore the interaction depth of
each interaction can be given. The depth correction can be performed pixel by pixel
to those multiple-site-interaction events. The 3-D position of individual interaction
can be used for Compton Imaging [65]. In addition, there is crosstalk between pixels
when multiple pixels are triggered [66]. In fact, when charges are collected by a
pixel, not only the collecting pixel has signal, but all the pixels in the detector would
have signal induced. If multiple pixels get triggered, the total induced signal on one
collecting pixel includes the induced signals from the charges that are not collected
by this pixel. Those induced signals on the non-collecting pixels are small but they
are big enough to degrade the energy resolution if they are left uncorrected.
Apparently, because of the existence of charge sharing among several pixels, multi-
pixel events don't necessarily mean multiple-site-interaction events. In addition, it is
also possible that a multiple-site-interaction event only triggers one pixel. Therefore,
event classication needs to be performed for those multiple pixel triggered events or
multi-pixel events as we call before energy correction or imaging algorithm is applied.
There are also several other benets of pixelated anode, which are
1. Pixels have smaller input capacitance and weaker leakage current, and thus
lower electronic noise.
2. Pixelation make the detector much less sensitive to material non-uniformity
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which is still common in recent CdZnTe crystals.
1.4 Digital Signal Processing in Radiation Detection
Digital signal processing is a modern technique invented with the development of
computers. It uses a serial of numbers to represent an analog signal. The procedure
of transforming an analog signal to discrete numbers is called sampling. The sampled
signal can be transferred into a computer and processed to provide the information
of user's interest. As long as the Nyquist-hannon theorem is followed, sampling won't
cause any loss of information [54, 44].
The benets of digital signal processing are the stability of signal transfer and
the exibility of signal processing. As we know, the transportation of analog signals
over long distance results in signal distortion. Nevertheless, the sampled signals are
only a serial of numbers, which makes it much easier to transport. Nowadays, people
from either side of the earth can video call each other, which could't become reality
if there wasn't the digital signal processing technique.
The sampled signals can be stored in computers. Any algorithm can be applied
to those samples without damaging them, which provides people exibility in terms
of developing signal processing techniques. The Fourier transform and ltering are
traditional techniques in the eld of signal processing. The wavelet transform [52]
is another technique invented decades ago to overcome the shortages of the Fourier
transform. In addition, tting is a intuitive method to process signals. All those
techniques can be implemented in digital signal processing with the cost of only
mental eort and computational power.
In the eld of radiation detection, people have noticed the merits of digital signal
processing for decades, especially the exibility of signal processing. In 1985, CERN
built a proportional chamber with a 100-MHz FADC readout system and achieved
substantial improvement with respect to their previous system [7]. Since then, many
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experiments utilized the digital signal processing method [53, 18, 8] to pursue optimal
performance. For scintillation detectors, pulse shape discrimination (PSD) is a pow-
erful capability. The implementation of digital signal processing was found eective
in increasing the PSD eciency [30, 64]. Recently, digital signal processing has been
implemented for Ge detectors to optimize the energy and timing performance [31, 49]
as well as to explore the pulse-shape analysis capability [13, 57].
Many algorithms [5, 17, 15, 16, 14] based on digital signal processing have been
developed in the past two decades to achieve the optimal signal-to-noise ratio. The
presence of those algorithms will push radiation detector designers to lean further to
the digitized pre-amplier readout system rather than the traditional amplitude-only
or timing-only readout system, especially for those applications pursuing very high
energy or timing resolution.
1.5 Summary
This chapter presents a brief introduction to the development of CdZnTe detec-
tors. The energy reconstruction and position determination method used for 3-D
position-sensitive pixelated detector is briey discussed. This thesis discusses several
new energy and position reconstruction algorithms based on a newly developed pre-
amplier waveform digitalizing ASIC. Chapter II discusses the attributes of electronic
noise and presents a new tting method based on accurately modeling the electronic
noise. Chapter III gives the simulation method for the whole detector system. Chap-
ter IV presents the new pre-amplier waveform digitalizing ASIC - the VAD UM
ASIC. Chapter V to chapter VIII introduces the new algorithms developed based
on the VAD UM ASIC, including sub-pixel position calculating algorithm, system
response function tting algorithm and electron cloud distribution calculation algo-




Electronic Noise and Digital Filters
2.1 Introduction
Electronic noise plays a critical role in a detector system and it is a signicant
contributor to energy resolution. Traditionally, a noise lter is employed to suppress
the impact of electronic noise. In theory, there is an optimal lter that can provide
the best signal-to-noise ratio. However, the optimal lter is too complicated to be
realized in most practical systems. Therefore, in most systems, some simple but
reasonably good lters such as CR-RC or CR-RCn lters are utilized as the lter
circuit or shaper. With the development of detector technology, now it is possible
to read out the whole waveform of pre-amplier signal. In this circumstance, digital
lters rather than a xed lter circuit can be applied. The advantage of using digital
lters is many categories of lters with various parameters can be tested and as a
result better performances can be achieved. Apparently, employment of digital lters
demands more calculation time during data processing, which is, however, acceptable
with the advance of computer technology.
This section presents a detailed introduction of electronic noise and lters, includ-
ing the dierent types of noise, noise composition in a detector system, CR-RCn lter
and optimal lter, and the optimal signal-to-noise ratio. The purpose of this section
is to provide a knowledge base to the following discussion as well as a reference for
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potential readers who are interested in the traditional signal processing techniques
used for nuclear measurement instruments.
2.1.1 Electronic Noise
Electronic noise includes several categories, such as shot noise [27], thermal noise
[29, 45], and 1/f noise etc [12]. Based on the role noise plays in a pre-amplier circuit,
noise can also be categorized into parallel noise and serial noise. This section gives an
introduction of the noise from various origins and then it presents a detailed discus-
sion of electronics noise in a charge-sensitive per-amplier circuit with semiconductor
detectors.
2.1.1.1 Shot Noise, Thermal Noise and 1/f Noise















T is a selected time window and vT (t) is the truncated noise signal within this window.
VT (!) is the Fourier transform of vT (t). The second equal is because of the Parseval






In a time-invariant system, the average power of noise is equivalent to the variance of
noise at any time. Therefore, when we do noise analysis, the integration of the power
spectrum density function is usually employed.
It should be noticed that the power spectral density functions includes one-sided
power spectrum function with frequency forced to be above 0 and double-sided power
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spectral density function with frequency from negative innity to positive innity.
Both functions are meaningful in noise analysis. In this article "power spectral density
functions" always means one-sided power spectrum function. If double-sided power
spectral density function is used, it will be pointed out explicitly. Double-sided power
spectral density function S(!) are related to one-sided power spectrum function s(!)
through the following equation:
s(!) =
8><>: S(!)= 0  ! <10 ! < 0 (2.3)
Shot noise originates from the uctuation of charge carriers. For example in
vacuum diode the generation of electrons on the thermal cathode follows Poisson
distribution and the induced current varies. Such variation is shot noise. In semi-
conductors, such as CdZnTe detectors, Schottky contacts blocks most current so that
radiation caused charge ow can be sensed. However, there are still some electrons
that can penetrate the Schottky barrier to form leakage current. The amplitude of
this leakage current is determined by how many electrons can penetrate the barrier,
which is also a statistical process. Therefore, the leakage caused electronic noise in
CdZnTe detectors is in fact shot noise. Pre-amplier is also a source of shot noise.
The amplitude or power spectral density function of shot noise depends on band-
width of the system. However, for most practical electronic systems, their bandwidth
is far lower than the bandwidth where the power density of shot noise starts to change.
Therefore, shot noise can be modeled as white noise [29, 45]. Its noise power spectral
density function can be expressed as
di2s = 2Ie  df (2.4)
Here I is the mean current and e is the charge of an electron.
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Thermal noise is generated by thermal or Brownian motion of charge carriers.
For example, in conductors or resistors, electrons not only drift along the direction of
applied voltage, but also move randomly as thermal motion. The random movement
of electrons causes the charge distribution to change and as a result, the macroscopic
current varies accordingly. similar to shot noise, thermal noise can also be modeled
approximately as white noise in most real electronic systems. In a resistor, the mean





Here k is Boltzmann's constant, T is temperature and R is resistance.
1/f or icker noise is a type of noise whose amplitude varies with a relation of 1/f.
In most cases,  is close to 1. Obviously, the amplitude of this noise at high frequency
is very small. Therefore 1/f noise is also called low frequency noise. The physical
origin of 1/f noise can be generally considered as low frequency variation of material
properties in the devices. Those properties include uctuating congurations of de-
fects in metals, uctuating occupancies of traps in semiconductors, and uctuating
domain structures in magnetic materials [12]. In electronic devices, 1/f usually exists
and it appears as resistance uctuation. However, in most circumstances, their am-
plitude is much smaller than shot noise and thermal noise and they can be neglected.





Here AF is a constant related to device properties.
It should be mentioned that 1/f noise not only exists in electronics but also is
commonly observed in the natural world, such as channel noise in neurons. In fact,
1/f noise is one of the three general categories of noise in the physical world. The
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other two categories of noise are white noise, including shot noise and thermal noise,
and Brown noise which can be seen as a integration of white noise. Brown noise has
a 1/f2 spectrum. In next section, we will see how white noise can be transferred into
Brown noise after passing through the feed-back resistor in the pre-amplier circuit.
2.1.1.2 Parallel and Serial Noise
In a semiconductor detector system with charge-sensitive pre-amplier, there are
many noise sources. Before discuss those noise sources individually, let's rst have
a simple review of the pre-amplier circuit. Figure 2.1 illustrates the pre-amplier
circuit for semiconductor detectors. The current signal generated in the detector
integrates on the feedback capacitor Cf to form a voltage output. It represents the
induced charge on the corresponding electrode connected with the pre-amplier. The
feedback resistor Rf discharge the feedback capacitor and reset the pre-amplier after
each event.
Figure 2.1: An illustration of the charge-sensitive pre-amplier circuit for semicon-
ductor detectors.
The electronic noise in the system originated from every component of the circuit.
To be specic, it includes the detector leakage current shot noise, the detector thermal
noise, the leakage current shot noise, channel thermal noise and 1/f noise inside the
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FET of the operational amplier and the feedback resistor thermal noise. The channel
thermal noise [11] diers from resistor thermal noise, but it still belongs to thermal
noise and its amplitude is proportional to temperature. The expressions of those noise
sources are listed below,


















Here, di2DL is detector leakage noise, di
2
RD
is detector thermal noise, di2TL is FET
leakage noise, dv2TC is FET channel thermal noise, dv
2
TF is FET 1/f noise and di
2
Rf
is is the feedback resistor thermal noise. There is also 1/f noise originated from
the detector itself as resistance oscillation. However, since usually the resistance of
radiation detectors is very large, the 1/f current noise from detector itself can be
ignored.
All those noise sources are illustrated in gure 2.2. Generally speaking, there are
two categories of noise: (1) di2DL, di
2
RD
and di2TL are in parallel with the detector
signal and they are called parallel noise. di2Rf can be also considered approximately
parallel to the detector signal since the output impedance of the operational amplier
is very small; (2) dv2TC and dv
2
TF appear as voltage signals and they are in serial with
the detector signal, so that we call them serial noise. Obviously, those two categories
of noise have dierent type of contribution to the output of the pre-amplier circuit.
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Figure 2.2: An illustration of noise sources in the charge-sensitive pre-amplier circuit
for semiconductor detectors. In this plot, di2DL is detector leakage noise,
di2RD is detector thermal noise, di
2
TL is FET leakage noise, dv
2
TC is FET
channel thermal noise, dv2TF is FET 1/f noise and di
2
Rf
is is the feedback
resistor thermal noise, iD is detector signal, RD is detector resistance.
CD, Cs and CA are detector capacitance, circuit distributed capacitance
and amplier input capacitance. Ci can be seen as the total input capaci-
tance to the pre-amplier. Rf and Cf are feedback resistor and capacitor
respectively.
Figure 2.3: The equivalent circuit for (a) serial noise and (b) parallel noise. In these















dv2po are the equivalent output noise of the pre-amplier.
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Figure 2.3 depicts the equivalent circuits for serial noise and parallel noise. The
detector resistor and feedback resistor usually have much larger impedance than the
input capacitors and the feedback capacitor and they are in parallel with those capaci-
tors, so that those resistors can be neglected in the equivalent circuits. The equivalent
output noise of parallel noise and serial noise can be simply derived as,
dv2so =




































Usually, circular frequency ! is more commonly used, so that we substitute f by !
with the relation ! = 2f in the above equations.
Denote
a2 =








































There are three terms in the expression. Each term has dierent dependance on
frequency. Term b represents parallel noise. Term a and term c are both parts of serial
noise. However, usually 1/f noise is small and term c can be neglected. Therefore, for
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convenience, in the following discussion we will just call term a as serial noise term
and call term c as 1/f noise term.
2.1.2 Filters
This section introduces the basic concept of lters. The mathematical expression
of CR-RCn lter and optimal lter will be discussed. The noise amplitude after the
pre-amplier signal having passed the lter will be presented.
If we assume that there is a signal v(t) and it will pass a lter with the impulse
response as h(t), the output r(t) will be
r(t) = v(t)  h(t) (2.19)
In frequency domain the output would be
R(!) = V (!) H(!) (2.20)
CR-RCn lters are the most commonly used lter because they are easy to im-
plement and their performance is relatively good. Figure 2.4 shows the schematics of






Here  = RC is the time constant. We will calculate the noise amplitude after passing
through this CR-RCn lter as an example to demonstrate the ltering process.







Figure 2.4: An illustration of a CRRCn lter circuit.









 (2n  1)(2n  3)!!
(2n)!!
+ c2  1
2n
(2.23)
The rst term with a belongs to serial noise and the second one with b is from parallel
noise. The contribution of serial noise and parallel noise changes with  , which is why
an optimal time constant needs to be found when using CR-RCn lters. However,
the contribution of 1/f noise as presented by the term with c is irrelevant to the time
constant. It only changes with the rank n for CR-RCn lters. The lowest noise can




Here, c = a=b and it is called corner time. The minimum noise amplitude can then
be found to be





(2n  1) + c2  1
2n
(2.25)
To accurately present the performance of a lter, we usually use signal-to-noise ratio.
In semiconductor detectors, the input signal is a very short current impulse. It can
be approximately treated as a  function with an amplitude of Q, the total induced







Here, Cf is feedback capacitor. The optimal signal-to-noise ratio for a CR-RC
n lter









 abp(2n  1) + c2  1
2n
(2.27)
Usually, 1/f noise is much smaller than parallel and serial noise. However, in
modern semiconductor detectors, 1/f noise could be signicant [6]. To determine if
1/f noise is a signicant component in our system, we need to measure its contribution.
If we consider equation 2.23 to be a function of  and simplify the coecients, we
will get
V 2n () =
A

+B + C (2.28)
Where, A, B and C represents the contribution of serial, parallel and 1/f noise re-
spectively. A, B and C are in dierent unit and they can't be compared directly. If
we change  , the minimum total contribution from serial and parallel noise can be
reached at  =
p
A=B where
V 2n;opt() = 2
p
AB + C (2.29)
Therefore, C can be compared with 2
p
AB to determine if 1/f noise is signicant or
not. Figure 2.5 presents the measured noise amplitude changing with shaping time
using CR-RC4 lter in detector # 3E2 (151510 mm3 pixllelated detector with grid
fabricated by eV Product). Equation 2.28 is used to determine the contribution of
1/f noise and compare it with serial and parallel noise. As shown in the gure, The
total amplitude for serial and parallel noise at the optimal shaping time is only about
5 times of the 1/f noise amplitude, indicating that 1/f noise is relatively large and
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can't be neglected in the system if the optimal performance needs to be reached. For
larger 202015 mm3 detectors, the leakage current and input capacitor is similar.
As pointed out in section 2.1.1.2, 1/f noise origins in pre-amplier and irrelevant
to detectors. Therefore, 1/f noise should still be noticeable in the system with big
CdZnTe detectors.
It should be mentioned that to ignore 1/f noise is also an option here since 1/f
noise is 5-times smaller than parallel and serial noise. This approximation should
result in a conclusion very close to the optimal one.
The signal-to-noise for 1/f noise after passing through dierent lters is presented
in gure 2.6. The input signal is assumed to be an ideal rectangular function, cor-
responding to an ideal current source connected to a charge-sensitive pre-amplier.
As a comparison, serial and parallel noise are also presented in the gure. As shown,
for dierent types of noise, the best lter is dierent. If the three types of noise adds
together, the best lter will depend on the composition of each noise.
2.2 Optimal Filter
2.2.1 Optimal Filter for Charge Collecting Signals
The optimal lter has been derived by Radeka [51] assuming the maximum of the
ltered signal as the desired measure of the signal. To construct the optimal lter, it
is required to have the knowledge of input signal and noise power spectral density. If
we assume the input signal to be vi(t) ; Vi(!) the double-sided noise power spectral



























Parallel+Serial = 9.96 
1/f Noise = 2.12
Experimental Data
Fitted by A/t + Bt + C
Figure 2.5: The measured noise amplitude as a function of shaping time using CR-
RC4 lter for channel 40 in detector # 3E2 (151510 mm3 pixllelated
detector with grid fabricated by eV Product) with the cathode bias at
-2500V and the grid bias at -30V. The sampling frequency is 80 MHz and
the sampling precision is 12 bit. The data is tted with a function of


























































































Figure 2.6: Serial, parallel and 1/f noise as a function of shaping time for various
lters. Shaping time has dierent meaning for dierent lters. In this
plot, we dene shaping time as follows: for CRRC4 lter the shaping time
is its time constant; for triangle lter, shaping time is the peaking time;
for Gaussian lter, shaping time is the variance of Gaussian function; for
trapezoid lter, shaping time is its half width.










In semiconductor detector systems, the input signal can be approximately treated
as a  current as talked in previous section. After integrated by the feedback capacitor,
the output of the pre-amplier or the input for the shaper would be a step function







, where Q is the total charge. The
power spectral density of electronic noise is shown in equation 2.18. Using equation
2.3, S(!) = (a + b=!2 + c=j!j). Therefore, the optimal signal-to-noise ratio for
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 ; 4a2b2 < c4
2=c2 ; 4a2b2 == c4
(2.33)
To evaluate the performance of a lter, we can compare its signal-to-noise ratio
opt at optimal shaping time with 1. We dene the gure of merit for a lter to
be M = opt=1. The bigger M is, the better the lter is. Obviously, the maximum
value of M is 1. Figure 2.7 presents the gure of merit for several types of lters
usually used for radiation detectors. As shown that the existence of 1/f noise will
degrade the performance of those lters. When the ratio c4=4a2b2 is close to 1, the
degradation becomes very fast. The reason is that those traditional lters (CRRCn,
Gaussian, triangle and trapezoid lter) are all designed to optimize serial and parallel
noise instead of 1/f noise. Additionally, as we know, when there is only serial noise, it
can be totally removed by averaging. Similarly when there is only 1/f noise, it should
be possible to nd some method to fully remove its inuence and reach innite signal-
to-noise ratio. In this case, traditional lter still gives a nite signal-to-noise ratio
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and therefore their gure of merit will be 0. As shown in gure 2.7, when c4=4a2b2
is close to 1, the gure of merit for those traditional lters falls very quickly to 0.
Usually serial noise and parallel noise contribute more than 1/f noise. If in a system,
1/f noise is found to be signicant, it will be required to design a new type of lter or
seek a way to form the optimal lter. In our system, it has been measured that 1/f
noise is about 1/5 of parallel and serial noise. The degradation of performance with
this much of 1/f noise is still small. If we considering that there are other factors
rather than electronic noise that contribute to energy resolution as will be discussed
in next section, it won't be necessary to develop a new lter or implement the optimal
lter to achieve this limited improvement.





























Figure 2.7: Figure of merit for various types of lters when the composition of noise
is dierent. The contribution of 1/f noise is represented by the ratio
C4=4a2b2. The bigger the ratio is, the more important the 1/f noise
component will be.
2.2.2 Optimal Filter for Transient Signals
Dierent from charge collecting signals, the amplitude of the transient signals
induced on the neighbor pixels is calculated by maximum of the ltered signal sub-
tracted by the minimum instead of just the maximum. The reason would be described
in chapter V. A typical signal can be found in gure 3.6. The optimal lter described
by Radeka [51] cannot be directly applied to those neighboring transient signals.
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Therefore, we will derive their optimal lter in this section based on the same logic
as used by Radeka [51].
The signal amplitude for transient signals can be written as









Here, vo(tmax) and vo(tmin) are the signal maximum and minimum. H(!) is the
Fourier transform of the lter and Vi(!) is the Fourier transform of the noise-free


























Here, t = tmin   tmax. V i (!) is the conjugate of the Fourier transform of the input
signal, k is a constant, and  ej!tmax is a time-shift term. Neither k nor  ej!tmax
aect the signal-to-noise ratio, thus, they can be eliminated to simplify the equations.







The time interval between occurrence of the maximum and minimum signal am-
plitude of the shaped transient signal depends on the digital lter. As a result, it is
dicult to analytically derive the solution for an optimal lter. However, a solution
can be found numerically by searching through all possible time intervals.
Fig. 2.8 shows the simulation result of the optimal lters comparing with several
traditional lters for charge collecting signals and neighboring transient signals.













































Figure 2.8: The signal-to-noise ratio of dierent shaping lters for: (a) the charge-
collecting pixel signal, and (b) the non-collecting pixel transient signal.
2.3 Digital Filter Design
As will be presented in chapter IV, some digital readout system is capable of
outputting the digitalized waveform of the pre-amplier signals. Various lters can
be applied to the data to achieve the best signal-to-noise ratio. Even the optimal
lter can be forged without much eort. However, during the digitalization process,
sampling and truncation (within the data acquisition time window) have to be applied
to the signal and the characteristic of the signal will be changed.
Nyquist-Shannon sampling theorem [44, 54] states that sampling frequency needs
to be at least double the signal bandwidth to avoid aliasing. In fact, the frequency
29
spectrum of a sampled signal is the sum of many frequency spectra of the original
signal but shifted by the sampling frequency one by one. When the sampling fre-
quency is not high enough, the frequency spectrum can overlap and cause aliasing.
Usually an anti-aliasing lter, which is basically a low-pass lter, is applied to the
circuit to make sure the signal bandwidth won't exceed half sampling frequency. Of
course, this anti-aliasing lter should be coupled with the sampling frequency. Dur-
ing the system design phase, it is only required to make sure the sample frequency
is fast enough to capture all the transient features of the signal. For example, in
a 202015 mm3 CdZnTe detector system with the cathode biased at -3000V, the
transient time for anode signals is about 200 ns, namely, 5 MHz. If using a 80 MHz
sampler, the sampling frequency would be good enough to avoid signal aliasing.
So what is the consequence of sampling electronic noise? Because of the existence
of the low-pass anti-aliasing lter, high frequency white serial noise will be cut and
throw away. Obviously, if any lter applied to the signal has the bandwidth lower
than the anti-aliasing lter, there won't be signicant inuence induced by the anti-
aliasing lter. The time constant of a lter controls its band limit. On the other hand,
the optimal time constant of a lter is determined by noise corner time c =
p
a=b.
Therefore, eventually whether the sampling changes the behaviors of noise or not is
determined by noise corner time. For example, if we consider CR-RC4 lter and take
the frequency where the amplitude reaches 1% of the maximum as the band limit, the
band limit can be calculated to be about 2 1=opt = 2
p
7=c. The noise corner time
in our system is about c = 300ns. Therefore, the band limit of the optimal CR-RC
4
lter is 17 MHz, less than the anti-aliasing band limit (80 MHz/2=40 MHz).
Theoretically speaking, the truncation process is equivalent to multiplying a win-
dow function to the signal. In frequency domain, the spectrum of the signal is con-
volved with a sinc function. However, the impact of truncation is more complicated
than what match shows us. A very important consequence of truncation is it makes
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the ltered noise to become time variable. As talked in section 2.1.1.1, the noise
amplitude can be represented by the integration of noise power spectrum density
function [5] is because the ltered noise is time-invariant. Truncation makes this
assumption invalid and therefore the optimal lter described in section 2.2 won't al-
ways be applicable. Truncation also causes amplitude decit and baseline evaluation
problem [3].
Generally, we extract the maximum value of the ltered signal as the signal am-
plitude and the noise of interest is located at this time. Based on this knowledge, to
make a lter not aected by truncation, we need to meet the following condition:
TZ
0
v(t)h(tM   t)dt =
1Z
 1
v(t)h(tM   t) (2.39)
or
) h(t) = 0; t > tM or t < tM   T (2.40)
Here tM is the time when the ltered signal reaches its maximum and T is the time
window width of truncation. h(t) is the impulse response of the lter. This equation
tells us that the length of the lter needs to be equal or shorter than the time window
T and additionally, tM needs to occur at the correct time (when the lter is reversed
and shifted by tM , it should still be contained by the time window T ). If the optimal
lter can meet this criteria, it is still the optimal lter, otherwise there will be some
other lters or methods that can give better signal-to-noise ratio. If there is only
white noise in the system, optimal lter is the matched lter which is the input signal
waveform. The maximum amplitude occurs when the optimal lter overlaps with
the signal. At this time, outside of the time window, the optimal lter is all zeros.
Therefore, equation 2.39 can be met and the optimal lter is truly the best lter.
However, if there are other types of noise (parallel noise and 1/f noise) in the system,
theoretically the length of the optimal lter would be innitely long and it won't be
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the best lter, unless all other types of noise are so small that they can be ignored. To
have a quantied standard to determine if parallel noise or 1/f noise can be ignored















To make parallel noise negligible, e jtj=c is the term extend the length of the optimal
lter. To make sure equation 2.39 is met, e jtj=c has to reach 0 very fast, for example,
within just one sample interval, which indicates the sampling frequency Sa has to be
1=Sa c (2.42)
In our system the sampling frequency Sa = 80 MHz, 1=Sa = 12.5 ns and c is about
300 ns. Obviously, equation 2.42 can't be satised. Therefore, we won't expect the
optimal lter to work well in our system.
To search for the best lter for electronic noise in our detector system without be-
ing disturbed by any physical causes that degrades the energy resolution, we collected
some pure noise signals as well as the mean waveforms on the anode and cathode to
simulate the measured signals. Figure 2.11 shows the performance of several tradi-
tional lers as well as the optimal lter for charge-collecting pixels. As shown, the
optimal lter performs worse than the Gaussian and trapezoid lter. In fact, trapezoid
lter is the simple subtraction of the mean values for two groups of samples, which is
very easy to be implemented. Since trapezoid lter and Gaussian lter have a similar
performance, we choose trapezoid lter as the best lter for charge-collecting pixels.
Figure 2.12 shows the same plot but for neighboring-pixel transient signals. Other
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than tting, CR-RC lter has the best performance. Therefore, we use CR-RC lter
as the best lter for neighbor-pixel signals. As for the tting methods, they require
the signal waveforms to be known, which can only be possible after signal amplitudes
have been calculated and the system response function has been established, which
will be discussed in chapter VII.
2.4 Electronic Noise Correlation and Waveform Fitting
To obtain the signal amplitude, rather than ltering, there is another option we can
employ which is least-square tting if the expected signal waveform can be obtained.
However, is tting better than ltering? This section will answer this question.
Assuming the measured signal waveform to be Sm(t) and the expected signal




(Sm(t)  a  f(t))2 dt (2.43)
where a is the signal amplitude and the signal is assumed to be 0 before measurement
start time, namely time 0. By using traditionally minimization method which is to
make dE(a)
da











(f(t))2 dt is a constant, we nd equation 2.44 represents exactly
the matched lter [51]. Therefore, the least-square tting is equivalent to a matched
lter.
Is the matched lter the optimal lter? The answer is no [51]. In fact, matched
lter is the optimal lter only in the condition that the noise is white Gaussian noise.
Obviously, in a system with the charge-sensitive pre-amplier the noise is not simple
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Gaussian noise. Therefore, least-square tting of pre-amplier signal won't give the
optimal signal-to-noise ratio.
We can also investigate this problem from another point of view. An important
feature of white noise is any number of samples of the noise are independent and
identically distributed (i.i.d.). For example, if we sample the noise at time t and
t + t as n(t) and n(t + t), they are independent random variables and share the
same possibility distribution. Then the joint possibility density function (p.d.f.) of a
serious of samples of noise can be written as





















If a serial of samples of a measured waveform is represented as Smi and the expected
signal is afi (a is signal amplitude and fi is expected signal prole), their dierence
should be the noise, namely, xi = S
m
i  afi. Therefore, the possibility density function
of a can be derived















Obviously, the most probable a is obtained when
nP
i=1
(Smi   afi)2 reaches minimum,
which is in fact the least square method. This discuss can serve as a proof that
least-square tting is the best available method to retrieve signal amplitude when
the noise is Gaussian white noise. On the other hand, this discussion also indicates
that if the noise has correlation in time, the probability model will change and model
mismatch will occur when employing the least-square tting. As a result, least-square
tting can't provide the optimal signal-to-noise ratio in a real detector system with
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charge-sensitive pre-amplier.
Then what is the correct model for this corrected noise? As talked above, the
i-th sample of the electronic noise is consisted of two major components: serial noise
ai and accumulated parallel noise
i 1P
j=1
bi. Additionally, there might be some baseline
uctuation and it can be modeled as common mode noise B. Therefore, the i-th noise
sample can be written as




Actually, the discharge on the feedback resistance will reduce the amplitude bi when
time goes on. Here, we ignore this eect because the time window of data acquisition
is much shorter than the feedback time constance. Additionally, if we consider the
low frequency 1/f noise, it might not be able to be modeled as a simple cumulation
process as parallel noise or totally time-independent variables as serial noise. To
make our model not too complicated, we guess that we can split 1/f noise into two
components, one as a cumulation process and another is time-independent. Then
those two components can be fused into variable ai and bi respectively. Eventually
the model keeps the same, but the meaning of those variable is changed.
The joint possibility density function (j.p.d.f.) of n samples of the electronic noise
can be derived as
f(x1; x2; x3; :::; xn) =
1Z
 1
f(x1; x2; x3; :::; xnjB; b1; b2; :::; bn 1) 




f(x1; x2; x3; :::; xnjB; b1; b2; :::; bn 1) 

























dB  db1  db2  db3:::  dbn 1 (2.48)
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K is a normalization factor. a, b and B denote the variances of ai, bi and B
respectively. B = B=a and  = b=a and they are used to simplify the equation.
By maximize f(x1; x2; x3; :::; xn), we can nd another method dierent from the least-
square tting to t the data. We call this method matched-model tting. However, it
is hard to calculate the general expression for f(x1; x2; x3; :::; xn) for arbitrary number
of sample points n and variance ratio . To investigate the characteristics of the new
matched-model tting, let's rst consider a simple case. Assuming there are only two
points and B = b, we can obtain the j.p.d.f of those points to be















If we know the expected value for these two sample points are w1, w2 and the measured






















































Let 21 = 1 + 
2 and 22 =
4+32+1
1+2
and if we make w1 and w2 to form a two-point
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step function, namely, w1 = 0 and w2 = 1, we will get
V ar[a] = 22 (2.54)




Obviously a has smaller variance than a0.  = b=a is the key factor to describe
how correlated the noise is and how much better the matched-model tting can do
comparing to the least-square tting. The bigger  is, the more the correlation of the
noise would be and therefore the better the matched-model tting can improve from
the least-square tting. For arbitrary number of samples n, this statement should also
be true. Though the general expression of f(x1; x2; x3; :::; xn) wasn't found, we gured
out a way to calculate f(x1; x2; x3; :::; xn) with computer program if n and  are
known as described in appendix A. If we dene the variance suppression factor of the
matched-model tting to be the ratio of the two amplitude variances obtained by the
matched-model tting and the least-square tting, the performance of the matched-
model tting is shown in gure 2.9. As plotted, if  is very small, the correlation in
noise can be ignored, so the matched-model tting performs the same as the least-
square tting. However, with  becoming bigger and the correlation getting stronger,
matched-model tting can be more than 5 times smaller variance than the least-
square tting. Though in this calculation, the baseline is zero. In real experiment,
there is always some baseline and it can't be exactly determined. Therefore, we added
baseline evaluation in the calculation and because of the additional parameter, the
performance of the matched-model tting was degraded.
To measure the variance ratio , we can investigate the j.p.d.f. of any two sample
points. However, in our experiment the ADC precision is relatively poor comparing
to the amplitude of each noise sample. So that we have to calculate the dierence
between the mean of two groups of m samples points wat are spaced by k points to
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Figure 2.9: The change of the variance suppression factor of the matched-model t-
ting as a function of the variance ratio . The noise here is simulated
through equation 2.47. The signal waveform is the average signal ob-















With simple derivation, it can be know that the variance of M2  M1 is








i2 + (k   1)
#
2b (2.58)
By varying k and m, we can obtain a and b. Figure 2.10 shows how the variance
of M2  M1 changes with k and m. As shown, all the curves have similar slopes,
indicating that the model we discussed above is correct. Using linear tting we can
nally obtain 2a = 46:4 and 
2
b = 0:0794. Therefore  = 0:0421. Figure 2.11 and
gure 2.12 shows the performance of the matched-model tting. As plotted, matched-
model tting can provide the best signal-to-noise ratio.
38





























Figure 2.10: The change of the dierence between the mean of two groups (V ar[M2 
M1]) versus the length of the mean m and their spacing k. For dierent
m, the slope of those curves are similar, which matches with the expec-
tation of equation 2.58, indicating the model we used for the noise is
correct.


































Figure 2.11: Filter performance for charge-collecting pixel signals. The data is ob-
tained on detector # 3E2 with cathode biased at -2500V and grid biased
at -30V.
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Figure 2.12: Filter performance for neighboring pixel transient signals. The data is
obtained on detector # 3E2 with cathode biased at -2500V and grid
biased at -30V.
2.5 Conclusion
This chapter introduces the origin and contribution of the various sources of elec-
tronic noise in the semiconductor detector system. The feature of the electronic noise
in our system is studied. Dierent traditional lters are tested. It is found that for
the charge-collecting pixels, trapezoid lter or subtraction method is the best lter,
while for the neighboring pixels, CR-RC lter is the best one.
A new tting method is introduced in this chapter with the consideration of the
correlation of the electronic noise. Better performance of this new tting method is





A simulation was performed to nd expected preamplier output pulse waveforms.
These simulated waveform results are then to be used to develop and optimize the sub-
pixel position estimation techniques for experimental data. The simulation package
includes two components: charge transport and induction, and electronic noise.
3.2 Simulation Software
3.2.1 Geant4
Geant4 is a C++ package designed by the European Organization for Nuclear Re-
search (CERN) to simulate particles interacting with materials. It is widely employed
in the elds of high energy physics, astronomy, medical physics, home security etc.
We used this package to simulate the interactions between gamma rays and detectors
within an energy range of 0 to 3 MeV, which by Geant4 standard is in low energy
range.
The detailed distribution of energy deposition for each interaction, including track-
ing of the ionization path of the recoil electron (which is also referred as an electron
cloud) is obtained through the simulation. Charge sharing eect is a very impor-
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tant phenomenon in our detectors, especially for multi-pixel-triggered events. This is
because the size of the electron cloud (around 300 m at 662 keV) is not negligible
comparing to the pixel size of our detectors (pixel pitch size is 1.72 mm), especially
when the recoil electron energy is high. The multi-pixel-triggered Compton events
are used to track the source location [65], However, charge sharing events can be con-
fused with Compton events. Therefore, it is necessary to include the electron cloud
simulation in Geant4 to study the impact of the charge sharing eect. To do so, we
set the threshold of electron tracking to be as small as 3 keV, corresponding to a 1-m
range. With this threshold, the simulated electron cloud should have a precision of 1
m. The gamma-ray threshold is also set very low, at about 1 keV (1 m range) so
that characteristic X-rays and bremsstrahlung radiation are included.
Figure 3.1 shows an example of a parallel beam hitting the 18-detector array.
Figure 3.2 shows the electron tracks for several dierent energy. As shown, as the
electron energy increasing, the length of the tracks gets longer and the orientation
becomes more correlated with the initial direction of the electron. Figure 3.3 is the
plot of the average electron cloud size as well as the variance of the size, as a function
of energy. Here, electron cloud size is dened as the largest distance between any two
points in the electron track. At 662 keV, the electron size is about 250 m.
3.2.2 Maxwell
To simulate the charge drifting behavior inside detectors and calculate the induced
signal on the electrodes, the computation of the electric eld is necessary. We use a
numeric software called Maxwell by Ansoft to perform the computation and obtain the
solution for operating electric eld and weighting eld. Operating electric eld is the
true electric eld inside the detector when the cathode and grid are biased. Weighting
eld is a virtual eld to help calculate the induced signals on each electrode [20].
The operating electric eld is very similar to a uniform eld in detector bulk.
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Figure 3.1: This plot shows the Geant4 simulation of the 18-detector array irradiated
by a parallel beam of 662 keV.
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(a) 184 keV, Zoom32 (b) 356 keV, Zoom16
(c) 662 keV, Zoom8 (d) 1460 keV, Zoom4
(e) 2615 keV, Zoom2 (f) 6000 keV, Zoom1
Figure 3.2: Accumulated tracks of 20 electrons, which are located in the same posi-
tion and emitted toward the same direction in each case (perpendicularly



































(a) Electron cloud size distribution


























Mean electron cloud size
Electron cloud size variance
(b) The mean and variance of electron cloud size
Figure 3.3: Electron cloud size distribution in the energy range from 0 to 3 MeV.
This result is obtained from Geant4 simulations. The electron cloud size
is dened as the largest distance between any two points in the electron
track.
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However, in the anode vicinity, since the grid needs to be biased at a dierent voltage
from the anode pixels, the operating eld gets complicated. As discussed in the intro-
duction, the grid is used to steer electrons toward the pixels to help fully collecting
charge. If the grid is left grounded as the pixels, charge will be collected on the grid.
However if the grid is biased at a negative voltage, electrons will be steered away from
the grid. As the grid voltage becomes more negative, more charge will be steered to
the pixels. There is a critical voltage above which all electrons will be driven away
from the grid. This eect is shown in Figure 3.4. As illustrated, -60 V is the optimal
grid bias, which is consistent with what we have observed through experiments.
Weighting eld [20] is the electric eld when the electrode of interest is set at 1
V and the others are set at 0 V. Figure 3.5 shows the potential for the weighting
eld (weighting potential) of the central pixel. Note that the colorbar is in log scale.
We choose log scale because the weighting potential drops very fast from the pixel
of interest. The weighting potential drops to about 1/10 at a distance of just one
pixel away. When the distance increasing to several pixels, the weighting potential
is only about 1/100. However, the energy resolution of our detector system is below
1%. Therefore, though the weighting potential is very weak, its inuence on induced
signal amplitude still need to be considered.
3.3 The Signal Induction
Charge induction on a given electrode can be calculated using the Shockley-Ramo
theorem [20]. An example was demonstrated [25] to tell how to calculate the charge
induction on electrodes. A simulation procedure applied for pixelated CdZnTe detec-
tors is described in detail by Kim [35]. This section uses a similar simulation method.
A simple description of the method is given in the following paragraphs.
The track and velocity of electrons and holes are determined by the operating
electric eld in the detector. It is assumed that electrons and holes follow the elec-
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(a) Grid at -40 V (b) Grid at -50 V
(c) Grid at -60 V (d) Grid at -70 V
(e) Grid at -80 V (f) Grid at -90 V
Figure 3.4: These plots shows the electric eld change with the grid bias. The length
of the arrow is proportional to the electric eld strength and the arrow-
head shows the opposite direction of the electric eld to illustrate the
electron drift path. The light blue rectangle-shaped electrode is the grid,
and the green one is the pixel. This result is obtained with a 3-D Maxwell
simulation for a 20  20  15 mm3 CdZnTe detector. The cathode is
biased at -3000 V and the grid at -40 V, -50 V, -60 V, -70 V, -80 V, -90
V respectively.
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Figure 3.5: The weighting potential distribution for the center pixel (with a red dot
on it). This result is obtained with a 3-D Maxwell simulation for a 20 
20  15 mm3 CdZnTe detector.
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tric eld lines in CdZnTe detectors. Of course electrons move toward the opposite
direction of the electric eld. When holes reach the cathode surface, they are simply
collected by the cathode. However, When electrons reach the anode surface, electrons
are assumed to be able to move further along the surface from the grid to the anode
pixels if the grid is biased. If the grid is not biased, electrons are assumed to stay at
the same position as they reach the anode surface.
The induced charge on each electrode is calculated from the weighting potential
along each charge track. The nal induced signal at time t is then equal to the
product of the charge quantity and the dierence in weighting potential between the
charge carriers position at time t and its initial position.
Figure 3.6 gives an example of the simulated waveform signal induced on a center
collecting pixel as well as the pixels surrounding it. The operating and weighting elds
are computed by Maxwell 3D v11. In this example, each electron cloud is modeled as
a geometrical point with a total charge equivalent to the energy deposition of a 662-
keV photon. Two electron clouds are simulated in this gure, one is located at the
center of the collecting pixel (thick line) and another is near the pixel edge (dashed
line). They both originate in the middle depth of the detector. For this simulation,
the cathode bias is -3000 V. Because the mobility of holes is much lower than that of
electrons, only the electron drift is simulated during the charge collection time. The
trapping of electrons in the detector is not modeled as it is not a critical factor in this
study, which will be discussed in Section 5.4.
The signal induced on the center collecting pixel is very small in the detector bulk
until the electron cloud drifts to the vicinity of the pixelated anode. In this anode
region, the induced signal rises rapidly due to the large gradient in weighting potential,
and eventually it will rise to an amplitude close to the original 662 keV. There is a
small amplitude decit due to the trapped holes in the detector bulk. Similarly,
electron trapping can contribute to the decit of the induced signal amplitude.
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Figure 3.6: Signal induction for a collecting pixel (pixel 22) and its 8 neighbors. The
responses correspond to a single simulated 662-keV point electron cloud
collected by the center pixel. The transient signals of the neighbor pixels
are shown for two events: one occurring underneath the center (thick line)
and the other near the edge (dashed line) of the collecting pixel. They
both originate in the middle depth of the detector.
50
For the non-collecting neighboring pixels, the signal rst rises as the electron cloud
travels from the detector bulk to near the anode surface and then drops when the
electron cloud enters the anode region. The boundary of the anode region is dened
as the depth where the \transient signal" reaches a maximum value, roughly one pixel
pitch away from the anode surface. Eventually, the signal will drop to zero or to a
negative value (hereafter referred as a \negative tail") due to trapped holes. The
amplitude of the negative tail depends on the depth of the initial interaction. When
the interaction happens at the cathode surface, the neighboring pixel signal will drop
to zero. If the interaction occurs in the detector bulk or in the anode region, the
negative tail occurs. The negative tail is the largest when the interaction happens at
the anode region boundary.
The peak signal amplitude of the neighboring pixel's transient waveform is very
sensitive to the lateral position (or sub-pixel position) of the interaction position. As
seen in Figure 3.6, the induced signal on the neighboring pixels changes signicantly
when the electron cloud moves from the pixel center (the thick line) to the edge (the
dashed line). As was mentioned earlier, the transient signal reaches its maximum
when the electron cloud is roughly one pixel pitch away from the anode. At this
time, the lateral distance from the electron cloud to the center of a neighboring pixel
ranges from half a pixel to one-and-a-half pixels for interaction location on one edge
of the collecting pixel. As a result, the total 3-D distance from the electron cloud
to a neighboring pixel at the transient peaking time strongly depends on the lateral
position of the electron cloud at that time. Therefore, the peak amplitude of the
neighboring transient signals actually gives the lateral position where the electron
cloud enters the anode region.
An interaction location is the starting point of an electron cloud trajectory. If an
electron cloud trajectory is a straight line perpendicular to the cathode and anode
surface, the neighboring transient signal peak amplitudes would be directly related to
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the initial lateral interaction position. However, the electron cloud trajectory can be
bent due to grid bias or material defects. The impacts of those factors on neighboring
pixel transient signals are dierent. The grid bias is used to help improve charge
collection eciency and it is normally very small compared to the cathode bias. Its
impact on an electron cloud trajectory is negligible before the electron cloud gets very
close to the anode surface, so the initial interaction position can still be obtained by
the neighboring transient signals. As for material defects, they can alter an electron
cloud trajectory signicantly when the electron cloud is still in the detector bulk.
In this case, the neighboring pixel transient signals won't be able to provide initial
interaction positions.
If a detector crystal is of very good quality and is free of material defects, we can
use the peak amplitude of the transient signals to determine the sub-pixel position of
an interaction. However, as we can see in Fig. 3.6, the transient signals are quite fast
and have very small amplitude compared to the charge collection signal. Electronic
noise is expected to be the limiting factor in how accurately we can determine the
sub-pixel interaction position.
3.4 Electronic Noise Simulation
Pullia and Riboldi [50] provided a method to precisely simulate the electronic
noise of a detector system in the time domain. As discussed in section 2.1.1.2 the
noise power spectrum density function can be written as
S2 = a2 + b2=!2 + c2=!: (3.1)
Where S2 is in unit of keV 2=Hz and ! is the circular frequency. a, b and c are required
to performance the noise simulation. If using a CR-RCn shaping, we can obtain a
curve showing the noise amplitude changing with the shaping time. This curve should
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follow equation 2.23 when the shaping time is much smaller than the time window of
the data. Then, a, b and c can be obtained as discussed and demonstrated in section
2.1.1.2.
However, in simulation, we did not consider 1/f noise. The reason is that 1/f
noise is small in our system compared to parallel and serial noise as already shown
in section 2.1.1.2. Additionally, in terms of searching for the optimal lter, existence
of 1/f noise will not make much dierence as shown in Figure 2.7. For example,
triangle lters are better than CR-RC4 no matter how much 1/f noise exists. Lastly,
the simulation of 1/f noise requires calculation of erf function, which is very time
consuming.
3.5 Conclusion
This chapter presents the method to perform a complete simulation of the whole
system. The gamma-ray interactions are modeled by Geant4 and the electric eld
is modeled by Maxwell. The induced signal is forged based on the Shockley-Ramo
theorem and the electronic noise is simulated using a method provided by Pullia and
Riboldi [50]. In the later chapters, we will use this simulation method and compare
its results to the experimental results.
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CHAPTER IV
UM-VAD ASIC and its Readout System
4.1 Introduction
Modern semiconductor detectors utilize specialized electronic system for data
readout, which is called Application Specied Integrated Circuit or ASIC. For past
ten years, we have been collaborating with Gamma Medica-Ideas for designing ASICs
for pixelated 3-D position sensitive CdZnTe detector array system [68, 67]. We have
successfully designed one generation of ASIC which we name as VAS UM/TAT. Those
VAS UM/TAT ASICs are capable of reading out the signal amplitude as well as the
drift time of each electron cloud for each pixel. So that energy and 3-dimensional
position can be obtained for each interaction of multi-pixel events, which make it
possible for a single detector to produce a 4- image of radiation sources through
Compton imaging. However, there are still limitations in these ASICs. For example,
if a Compton event has two interactions happened in a single pixel, VAS UM/TAT
ASICs won't be able to distinguish them. Additionally, the crosstalk on the neigh-
boring pixels can produce fake signals in VAS UM/TAT ASICs, which can't be dis-
tinguished only knowing signal amplitude and drift time. Those fake signals can
become very signicant when the energy deposition is high. As mentioned in chapter
V, pre-amp waveforms carry very rich information of the history of charge carriers
drifting. Therefore we worked together with Gamma Medica-Ideas again and devel-
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oped a new ASIC (VAD UM as we call it) which is capable of digitalize and output
the pre-amplier waveforms. This VAD UM ASIC carries great potential and it will
help to further explore the capability of CdZnTe detectors. This chapter introduces
the basic performance of the VAD UM ASIC. Chapter VI, chapter V and chapter VII
will present its performance and some of its applications.
Figure 4.1: The layout of the VAD UM ASIC.
4.2 VAD UM ASIC
4.2.1 Overview
VAD UMASIC is a 124-channel pipleline circuit with charge-sensitive pre-ampliers.
It is designed to provide the information of per-amplier signal waveform instead of
just signal amplitude and timing information. In the same time it will achieve a
dynamic range of 3 MeV with low electronic noise of about 2 keV and low power con-
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sumption around 2 mW per channel. The latest version VAD UM ASIC (VAD UM
v1.2) has all the designed functions working and its performance is close to the spec-
ication.
The 124 ASIC channels include 1 reference channel for baseline monitoring, 1
cathode channel, 1 grid channel and 121 anode channels for 121 pixels as shown in
gure 4.2 1. Each channel is consisted of a charge-sensitive pre-amplier, a anti-
aliasing lter and 160 sample-and-hold storage cells. The pre-amplier signals are
continuously sampled and stored in the 160 cells sequentially and circularly at a
frequency up to 80MHz until a readout sequence is initiated. At that time, all the
cells will have their values hold unchanged. After the readout is ended, the ASIC
will continue the sampling process and wait for another one. The readout sequence
is controlled outside of the ASIC. It can be initiated anytime and can be irrelevant
to any external triggers. This feature provides us a way to measure the baseline and
the electronic noise of the system precisely at anytime. Of course, in normal data
acquisition, readout sequences are issued in response to the external triggers. There
are two readout modes: full readout mode and sparse readout mode. In full readout
mode, all 124 channels are output as long as one pixel has a trigger; in sparse mode,
only those channels that have triggers and/or whose neighbor is triggered will be read
out. Those modes will be discussed in detail in section 4.2.2.
Additionally, to produce clean triggers, the output of every pre-amplier is fed into
a noise-reduction fast lter. This lter has small time constant so that the delay from
the start of the event and the trigger is small. Following the lter is a discriminator
which can be adjusted by users to further tune the threshold pixel by pixel. Usually,
the system will be triggered when any pixel has a signal passing the threshold after
shaped by the fast shaper. The cathode and grid are designed not being able to
trigger the system independently to avoid abnormal triggers. Since cathode and grid
1This plot is provided by Gamma Medica-Ideas
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have relative large area, their electronic noise is much larger than anode pixels and
they are vulnerable to interference. Those shortcomings make it easy for cathode and
grid to produce false triggers.
This ASIC also provides several special functions which will be discussed in section
4.2.5.
4.2.2 Data Acquisition
This section describes the working sequence of VAD UM ASIC responding to an
gamma-ray interaction in a pixelated CdZnTe detector.
VAD UM ASIC is running sampling continuously in a round-robin manner. When
a VAD UMASIC is power on and the main clock signal is fed in by the readout system,
it starts to sample the pre-amplier signals no matter if there is any trigger or not.
The round-robin manner is a method to sample innitely long signals with limited
number of buer units. Those buer units are called cell in our ASIC. We have 160
cells for each channel. In round-robin way, samples are stored in cells one by one
until they reach the last one, the 160th cell. At this moment, the sample storing will
be turned around and restart from the 1st cell. The values stored in the old cells will
be wipe out. Therefore, the newest cell is the one just refreshed and the oldest cell
is the one next to it. From the oldest cell to the newest one, the 160 adjacent cells
contain the 160 samples of a waveform. The system keeps a record how many rounds
it has rewound and which cell is currently under refreshing. This information will
be stored in a 16-bit global variable and used as the time stamp of the event, which
will be output during readout. The sampling frequency is controlled by the main
clock generated by the FPGA in the readout system. Additionally, ASIC itself can
slow down the sampling frequency to 1/2, 1/4 and 1/8 of the main clock frequency.
Currently, VAD UM ASIC works at 80 MHz. With 160 sampling cells, it can capture
the signals as long as 2 s.
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Figure 4.2: This gure is an illustration of the ASIC functionality. Each ASIC has
124 channels. Among them, channel 1 is a reference channel for baseline
monitoring, channel 2 is grid channel, channel 3 is cathode and channel 4
to channel 124 are anode pixels. Each channel has its own pre-amplier
followed by an anti-aliasing lter and a block of 160 analog buer cells for
sampling and store pre-amplifer output. The output of the pre-amplier
is also routed to another path going through a fast shaper and a com-
parator to produce clean triggers. The ASIC main clock, which is also
the sampling clock, is generated by an external system, which normally
is a FPGA. This FPGA monitors the trigger signal from ASIC and de-
termines if a readout sequence needs to be initiated. By assert the ACK
control line, the FPGA can start a readout sequence at any time.
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When an interaction happens, signals are induced on cathode and anodes. Each
VAD UM ASIC anode channel has a fast lter and a comparator. When an electron
cloud reach anode, a trigger is generated in the ASIC. This trigger is an internal signal
and not visible to the readout system. At the trigger time, the charge collecting may
not have been completed yet. Therefore, the ASIC will keep sampling for certain
amount of time, which is called hold-delay time, to ensure complete acquisition of
charges for every event. When hold-delay time is reached, the ASIC will stop sampling
and hold the amplitudes on all cells. At this time, an outgoing trigger, which we call
as Tout, will be generated to inform the FPGA the completion of the signal sampling.
The ASIC will wait for the reply of the FPGA for certain amount of time, which we
call reset delay time. If there is no response received from the readout system, The
ASIC will reset itself. All trigger information will be cleared and the state machines
will be reset. Figure 4.32 shows the diagram of the signal owing.
The response of FPGA to the ASIC is the acknowledge signal, or ACK signal.
FPGA can send ACK signals at any time. They may not necessarily be the response
to triggers. For VAD UM ASICs, as long as they receive a ACK signal, the amplitudes
of the cells will be held when ACK gets asserted and a readout sequence will start
when the asserted ACK is released. Therefore, the baseline of the ASIC can be
obtained by sending ACK signals in absence of triggers. This method can be used for
debugging, calibration or electronic noise measurement. We call this working mode
internal trigger mode. On the other hand, if FPGA only responses to the ASIC when
there is a trigger, we call the system working in external trigger mode.
When ACK signal is asserted, the amplitudes of the cells of a VAD UM ASIC will
be held and kept unchanged as long as the ACK signal isn't released. If there are
multiple ASICs having triggers, by asserting the ACK signals, we can read out the
data of one ASIC while keeping the data of the others untouched. In each readout
2This plot is provided by Gamma Medica-Ideas
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sequence, the ASIC will continue to output data until all agged channels are read or
dreset is set high. For each channel all 160 hold capacitors will be read, starting with
the one that contains the oldest sample. The readout frequency can be 1/4 or 1/8 of
the ASIC sampling frequency or ASIC main clock. The rst analog value of a channel
is valid on the second cycle of the readout clock and then the next on the following
cycle. Therefore it takes 161 cycles of the readout clock to read one channel, which
is 644 and 1288 ASIC main clocks for the readout clock as 1/4 and 1/8 ASIC main
clock respectively.
 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15 
Data Valid









Figure 4.3: The timing diagram of VAD UM ASIC. The external signals "Clock",
"Tout", "ACK", and "DATAout" are shown for a typical operating se-
quence of the ASIC when an event happens. The acquisition of signals
(or "aq"), data readout (or "RO"), and reset are marked. The number
of clock cycles shown here is for an illustration. In real operation, it is
dierence and it changes with the dierent modes the ASIC is operating
in.
VAD UM ASICs can work in either full readout or sparse readout mode. In full
readout mode, all channels are readout as long as one of them is triggered. In this
mode, the signals induced by an electron cloud on all 121 pixels can be examined.
We can then determine the crosstalk between any two pixels using only single-pixel-
triggered events. In addition, with sub-pixel position sensing, we can even determine
the crosstalk in sub-pixel scale and provide better calibration for multi-pixel-triggered
events especially for neighboring-pixel events, for which, crosstalk plays a critical role
in energy reconstruction.
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However, full readout requires a large amount of data to be streamed out of
the system, which limits the count rate. The highest count rate in full readout
was measured to be around 200 count per second. This count rate is too low for
real operation. Therefore, sparse readout function was designed and implemented
in VAD UM ASICs. In sparse readout, ASIC can output up to 9 channels for each
triggered channel: the triggered channel and its 8 neighbors. Obviously, the crosstalk
between two pixels with the distance greater than one pixel can't be determined in
this mode. Therefore, full readout can be run for a calibration purpose while sparse
readout can be used for routine operation.
4.2.3 Cell Pedestal Calibration
The pedestal of each cell is calibrated in internal trigger mode with all channels
being read out (full readout mode) as described in section 4.2.2. This calibration
is done without any detector attached to reduce electronic noise. The calibration
procedure is consisted of two steps: (1) acquiring waveforms in internal trigger mode
for every channel with no input signals; (2) averaging those samples from the same
cell and calculating the cell pedestal.
However, there is some crosstalk found between hold signal and pre-amplier
signal, which makes the calibration more complicated in reality. As talked in 4.2.2,
in internal trigger mode, the amplitudes on the cells will be held as soon as the
ASIC receives an ACK signal. However, the hold signal itself can introduce some
interference on the pre-amplier signal and it happens before holding procedure is
completed. As a result, there would be some cells that are made enabled for sampling
at that moment have their amplitudes changed to the interfered signal instead of their
true pedestal. Which cells are inuenced depends on when the FPGA issues the ACK
signal. The ASIC provides a function in internal trigger mode that user can specify
on which cell FPGA should issue an ACK signal and start a readout. We call this
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cell readout start cell. In fact, we found the interfered cells include the readout start
cell and several cells before it. Therefore, in real operation, we will need to rst
specify one cell as the readout start cell and perform the pedestal calibration for the
un-interfered cells. Then we change the readout start cell and calibrate the pedestal
for those cells previously having interference.
4.2.4 ASIC Performance
4.2.4.1 Power Consumption
Power consumption of a ASIC is a critical parameter. It rst determines how much
cooling power is required to keep the system temperature in the operation range.
Second, it denes how portable the whole detector system can be. For temperature,
as we know high temperature will cause high electronic noise and it can also make
the system unstable. Especially, for Polaris project, it is consisted of an array of 18
detectors with 18 ASIC chips. All those 18 chips need to be packed in a small space
to make Polaris portable. Therefore, a small amount of power increment for one
ASIC would result in signicant amount of additional heat generated by the packed
18 chips. As for portability, if the ASIC power is low, it would be possible to have
the whole detector system running on battery, which is the ultimate goal of Polaris
project.
The power consumption for VAD UM ASIC was targeted at 1.5 mW per channel.
We made a measurement of the current which ows into the FEC board between the
Vdd, Vss power rails and the ground in the GM-I system when it is acquiring data
at 80 MHz to calculate the power consumption. Table 4.1 shows the result.
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Voltage(V) Current(mA) Power(mW)
Vdd +1.50 36.6 54.9
Vss -2.00 -74.9 149.8
Ground 0 38.5 -
Total -0.2 205.7
Power per channel 1.65
Table 4.1: The power consumption of the GM-I system when it runs at 80 MHz
4.2.4.2 Linearity
Figure 4.43 represents the linearity of the system measured with the internal test
pulse of the ASIC. The system used in this measurement is GM-I 80 MHz system.
Since there is excess noise in the test pulse (the test pulse peak is measured to
be about 20 keV FWHM though the electronic noise of the system is only 3 keV
FWHM), this linearity measurement has big uncertainty. Therefore, we can only
estimate the limit of the system linearity. The maximum nonlinearity is below 50
ADC number for whole dynamic range as shown in the gure without considering
measurement uncertainty. Previous experiments have shown that 1200 ADC number
is corresponding to about 662 keV, which gives about 5400 ADC number as 3 MeV. If
we use the maximum dierence from the linear tting divided by the dynamic range
to quantify the nonlinearity, the system non-linearity should be less than 0.9% for
3-MeV dynamic range. Additionally, if we use 2nd-order polynomial tting to nd
out the trend of the measured dierential linearity, the nonlinearity of the system
can be estimated to be around 10 to 20 ADC number, which is about 0.2 to 0.4%
nonlinearity.
We also evaluated the system linearity using gamma-ray sours on 40MHz system
with detector 3E-2. A simple waveform processing algorithm (simple subtraction) of
calculating the dierence of the 64-point averages before/after the transient of the sig-
nal was used to extract the pulse amplitude. The reconstructed photopeak centroids
3This plot is provided by Cassarah Brown, University of Michigan
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are shown in gure 4.54, together with the dierence between the true gamma energy
and the reconstructed energy. The results show that overall the VAD UM ASIC has
excellent linearity, especially below 1 MeV. For higher energy, the reconstructed en-
ergy tends to be larger than the true energy. The maximum deviation from the best
t is 20keV at 2.6 MeV, giving about 0.7% nonlinearity for 3-MeV dynamic range.
However, at high energy, the electron cloud size is large and thus some of charge may
be lost to the neighboring pixels, resulting in physical nonlinearity. Therefore, the
electronic nonlinearity is expected to be less than 0.8%, which agrees with the test
pulse result.
4.2.4.3 Electronic Noise
The test pulse injected into the VAD UM ASIC is generated in the readout sys-
tem. It has very large extra noise so that the electronic noise of the ASIC can't
be measured with the test pulse. With the capability of reading out the baseline in
internal trigger mode, the electronic noise can still be accurately measured by inves-
tigating the baseline uctuation after signal processing procedures, such as ltering
and signal tting.
Figure 4.6 is a histogram showing the measured baseline uctuation in internal
trigger mode for channel 40 of detector # 3E2 with the detector biased at -2500 V
and the grid at -30 V. The amplitude of the baseline is obtained by using simple
subtraction, which is equivalent to the trapezoid lter. The FWHM of the peak is 5.8
channels. 137Cs 662-keV gamma-ray line is measured to be located around at channel
1200. Then the electronic noise is calculated to be 3.2 keV. The common mode noise
is subtracted which is discussed in section 4.4.
With detector attached and biased, the electronic noise in the system will increase.
Figure 4.7 shows how the electronic noise changes with the system conguration. For
4This plot is provided by Feng Zhang, University of Michigan
64
Figure 4.4: Integral (black dots) and dierential (blue dots) linearity (the dierence
between the linear tting and the measurement) of the VAD UM ASIC
in the ASIC dynamic range measured with the internal test pulser. The
linear tting to the integral linearity is presented as the red line and the
2nd-order polynomial tting to the dierential linearity is presented by
the magenta line.
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Figure 4.5: Integral (black dots) and dierential (blue dots) linearity (the dierence
between the linear tting and the measurement) of the VAD UM ASIC
from 60 keV to 2.6 MeV measured with radiative sources. The linear
tting to the integral linearity is presented as the red line.
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cathode channel, the most contribution of the electronic noise comes from the capac-
itance of the cathode bias board (HV board). The cathode capacitance is another
very important contributor. Surprisingly, the leakage current is found to play an
insignicant role in this case. For anode pixels, the anode capacitance, grid-to-anode
leakage (bulk leakage) and cathode-to-anode leakage (surface leakage) all play impor-
tant roles. Among them, the pixel capacitance is found to be the most important one.
For a good pixel, such as channel 83 as shown in the gure 4.7, either bulk leakage
or surface leakage won't contribute signicantly to the electronic noise.
Figure 4.6: The uctuation of measured baseline. The amplitude is obtained using
subtraction method. The data is obtained for channel 40 of detector #
3E2, which is biased at -2500 V on the cathode and -30 V on the grid.
The measured 3-keV electronic noise is higher than GM-I's expectation. The
possible causes of the high electronic noise were examined. Eventually three major
contributors were identied. First, the length of the traces connecting each pixel of
the detector to each channel of the ASIC was found too long, resulting in signicant
amount of distributed capacitance at the input of the pre-amplier. Figure 4.8 shows
the electronic noise as a function of trace length. Very strong correlation can be
identied. Second, on the espresso board it was found that extra noise was picked up






























































































































Figure 4.7: The measured electronic noise varies with the conguration. The detector
used here is detector # 3E2. Vc and Vg are cathode bias and grid bias
respectively. HV board is the cathode bias board. Channel 83 is the pixel
that has the best energy resolution. The leakage current on this pixel
should be low.
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pre-amplier current output to voltage signals to make it possible to performance AD
conversion. The gain of the receiver was found not large enough. As a consequence
the pick-up noise was signicant comparing to the signals from the receiver. Last,
the discharge current in the feedback circuit was too large, resulting in large amount
of noise. An ASIC setting called Vfp controls the discharge current in the feedback
circuit. The larger Vfp is, the lower the discharge current will be. Equivalently,
Vfp can be considered as the feedback resistance. Figure 4.9 shows how electronic
noise changes with Vfp in a bare ASIC, showing that the larger Vfp is, the lower the
electronic noise becomes. However, with detector attached and biased, the situation
is dierent. When the detector is biased, there is leakage current in the system.
If Vfp is too large, this leakage current can cause the baseline of the pre-amplier
to uctuate, which eventually increases the electronic noise. Therefore, there is an
optimal Vfp, which has to be determined based on leakage current.
After the traces were shortened to the minimum length, the gain of the receiver
was increased by 3.8 times and the Vfp was selected correctly, the electronic noise of
the system was reduced to 2 keV as shown in gure 4.10.
4.2.5 Special ASIC Functions
4.2.5.1 Frequency Change Mode
The frequency change mode is designed to solve the conict between the sampling
time window length and the sampling frequency. To capture the transient behavior of
induced signals, the sample frequency needs to be high. But to capture the complete
information of the event, the length of the sampling time window needs to be su-
ciently long. There are only 160 cells for each channel, so that these two requirements
can't always be satised.
For example, if the electron drift time is 750 ns, the time window is required to be
at least double the drift time, namely 1.5 s. The reason is for multi-pixel-triggered
69



















Figure 4.8: The electronic noise varies with the length of the trace which connects
each pixel of the detector to each channel of the ASIC.
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Figure 4.9: Signal amplitude and noise changes as a function of Vfp without any
detector attached.
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Figure 4.10: The measured electronic noise channel by channel with a CdZnTe de-
tector attached (detector # 4R169) and its cathode and grid biased at
-3000V and -60V respectively after the identied three noise contributors
are minimized.
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events, when one electron cloud triggers the system, the cathode signal has up to 750
ns rising edge before the trigger and the anode waveforms from the other electron
clouds can delay as long as another 750 ns. Additionally, the baseline data before
the interaction happens and the tail data (the at part of the signal after the charge
is collected) are necessary to determine the signal amplitude. If we use a lter of
1 s peaking time, the tail needs to be 1 s long. Then the totally time window
needs be at least 2.5 s long even if the baseline is ignored, which is longer than the
2-s time window 160 cells can store when the system runs at 80 MHz. Lower the
sampling frequency to 40 MHz can solve the problem. However, the measurement on
the neighboring pixel transient signals will be less accurate.
The frequency change mode provides a method to avoid this conict. It can slow
down the sampling frequency to a half after certain amount of time when the ASIC
receives a trigger. Therefore, the length of the signal tail can be extended. For the
example discussed above, 1 s tail can be sampled when the sampling frequency is
slowed down to 40 MHz, which only requires 25 cells to store. Since the 1.5 s time
window requirement due to drift time only cost 120 cells at 80 MHz, there are still
15 cells left which can be used for the baseline.
However, the frequency change mode increases the diculty of signal processing
since the samples are acquired at dierent frequencies. Additionally, if the drift time
caused time window requirement is too long, such as 1 s, the changing sampling
frequency method can't help to completely acquire the signal waveforms. 5
4.2.5.2 Slope Trigger Mode
The slope trigger function was designed to only acquire the photopeak events so
that both calibration data size and time can be reduced. As talked in section 4.2.1,
5Dr. Feng Zhang of University of Michigan proposed another solution, which is to double the
number of storage cells for the cathode channel so that the drift time caused time window requirement
will be the drift time itself instead of the double of the drift time.
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VAD UM system can only be triggered by anode signals. In slope trigger mode, those
anode triggers need to be validated by the cathode slope. Only when the cathode
slope is bigger than the threshold the anode signals can trigger the system. Since
the cathode slope is proportional to the energy deposition, photopeak events can be
selected in the slope trigger mode.
4.3 Readout System
Our readout system is an electronic and data interface for VAD UM ASICs. It
provides the power and the clock signal (ASIC main clock) to the ASIC and it transfer
the data ASIC acquired to the host computer. Our readout system has two key
components, the front end board (or FEC board) with ASICs bonded on it and
the motherboard having FPGA and ADC to control the ASICs and perform data
manipulation and transportation. The FEC boards have detector connectors on them
for detectors to be attached on. The inputs of the 124 channels of a VAD UM ASIC
are connected to the electrodes of a detector through those detector connectors. The
power, clock, test, data and control pins of the ASIC are routed out and connected
to the motherboard by a plugin connector, So that the FPGA on the motherboard
can congure the ASICs.
During readout, the ASIC streams out two sets of data: (1) the digital data
containing the information of each channel included in the readout and (2) the pipeline
data which is actually the analogue current signal proportional to the pre-amplier
amplitude samples stored in the cells and.
The digital data contains the coordination of each output channel and its trigger
ag. It is serially output to the FPGA one bit every readout clock. The function of
this digital data is to tell the identity of those readout channels. In full readout mode,
the digital data isn't necessarily required since the channel number is directly related
to the readout index number of this channel. For example, the fourth readout channel
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is always the anode channel #1. (The rst three readout channels are always reference
channel, cathode and grid for full readout and sparse readout mode since they all
needed to be output no matter which readout mode the system is in.) However, in
sparse readout mode, the fourth readout channel can be any one of the 121 anode
channels. Therefore, it is necessary to use digital data to tell the channel number of
each readout channel.
The pipeline data is output on a dierential current buer. The range of the buer
is approximately from -500 A to +500 A. This signal is converted to a dierential
voltage signal on the espresso board before AD conversion. The cathode channel
receives charge of dierent polarity, but the analog data is inverted such that the
output polarity becomes the same for all channels. The ADC on the espresso board
samples continuously on 1/4 or 1/8 of the ASIC main clock frequency. The ADC
sampling frequency can be changed in FPGA. It should match the readout clock to
reach optimal performance. Additionally, the ADC clock is also designed be able to
be inverted and/or delayed by 25-75 ns to further match the ASIC analog output.
The analog data and digital data for one channel are not synchronized because the
analog data needs to go through the AD conversion and it will be delayed for 8 ADC
clock cycle. There are two settings in FPGA: ADC data delay for the analog data
and ASIC data delay for the digital data, that can be adjusted to synchronize the
analog and digital data. In fact, since the analog data is always 8-ADC-clock-cycle
later than the digital data, ASIC data delay needs to be 8-ADC-clock-cycle larger
than ADC data delay.
During readout, the ACK signal is kept low. The FPGA can issue Dreset to end
the readout immediately and clear all the trigger data. When the last channel is read,
the ASIC will reset automatically. Old data will still be present in the pipeline for
160 clock cycles after reset.
We have developed two readout systems. One of them was designed by GM-I
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and it supports up to 4 detectors. The other system was designed together by Space
Physics Research Laboratory (SPRL) at the University of Michigan and our group.
This system is called DGD-1 and it was originally targeted at supporting 18 detectors.
Currently DGD-1 system has nished its rst iteration and it can now support a 3
by 3 detector array, totally 9 detectors. The following two sections will present a
detailed description of those two systems.
4.3.1 GM-I Readout System
GM-I system as shown in gure 4.116 is consisted of a FEC board, a espresso
motherboard, a cROB8s data acquisition board as well as a national instrument digital
IO card installed in a host computer. The cROB8s board and the national instrument
card work together as the digital data transfer interface between the motherboard and
the host computer.
The FEC board in the GM-I system has four ASIC chips wire-bonded on it. The
four ASICs share the same conguration line but each of them has its own data
path and AD converter chip to minimize the system dead time. The electronic noise
introduced by the readout system was measured to below 1 keV FWHM according
to GM-I, which is insignicant comparing to the total 3 keV electronic noise of the
system.
GM-I system has undergone two versions: 40 MHz and 80 MHz. The 40 MHz
system has the ASIC main clock running at 40 MHz instead of 80 MHz in the 80
MHz system. It was designed for debugging purpose. Since the ASIC main clock is
fed in by the readout system, the 40 MHz system can be upgraded to 80 MHz by
simply changing the FPGA code.
However, the GM-I system only supports 4 ASICs, while our ultimate goal is to
develop a system that can handle a detector array with 18 detectors. In addition, the
6This plot is provided by Gamma Medica-Ideas
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Figure 4.11: A plot of the GM-I system. As can be seen, the FEC board has detector
connectors on it and ASICs bonded on the other side. The espresso board
is connected through a HDMI interface to cROB8s data acquisition card
and then to a national instrument PCI-DIO-32HS card and nally to a
host computer.
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GM-I system requires two hardware components: cROB8s and national instrument
DIO card to transfer data between the motherboard and the host computer, which is
too complicated and inconvenient. For example, this complicated system is too large
to t into a hand-held system which is our future goal of the project, and the HDMI
interface of cROB8s is found vulnerary to external interference. We observed that
HDMI cable used for connecting the motherboard and the cROB8s board can pick
up interference in air and feedback to the pre-amplier signals. If the HDMI cable
is put in a wrong pose, signicant interference can be observed on the pre-amplier.
Additionally, the national instrument DIO card used in the system has problems.
For example, it can get freezed when the data piled up in its memory and requires
rebooting of the computer to reset the system. Therefore, we initiated an eort to
design a new readout system that supports 18 detectors and has a simpler, more
robust and more convenient data transfer interface.
4.3.2 DGD-1 Readout System
DGD-1 system is designed together by Space Physics Research Laboratory (SPRL)
at University of Michigan and our group. Its target is to build a system that can
support up to 18 detectors, which has two layers of 3 by 3 detector array. This system
follows the basic design of GM-I system. It also has FEC board and motherboard. The
dierence is a DGD-1 motherboard connects to 3 FEC boards and each FEC board
has 3 ASIC chips bonded on it so that one DGD-1 motherboard can totally support
9 detectors. Additionally, USB interface is realized directly on the motherboard for
system control and data transfer. Figure 4.12 shows the diagram of the system7. It
is more convenient and more robust than GM-I system in hardware debugging and
practical operation.
For the 3 ASICs on a FEC board, they share the same ADC and conguration
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Figure 4.12: the diagram of the DGD-1 system.
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line. As a result, DGD-1 system needs more time to readout one event comparing
to GM-I system if there are multiple ASICs having triggers. However, the readout
time is not the bottleneck that limits the event rate. In fact there is massive amount
of data generated for every event. The transfer speed of this amount of data denes
what is the event rate that can be processed by the whole system. As mentioned in
previous section, the GM-I interface with cROB8s plus NI digital IO card can provide
an event rate of 200 events per second in full readout mode. With USB interface,
the event rate can theoretically go to 1500 events per second if assuming full transfer
speed of USB 2.0 interface, which is 480 Mbits/sec. Currently, we have achieved a
transfer speed of 70 Mbits/sec with Cypress USB chips. It is corresponding to 220
events per second in full readout mode, slightly better than GM-I system.
We have performed several tests on DGD-1 system. The motherboard works
properly. The electric noise introduced on the motherboard during data transfer
from ASICs to ADCs was measured to be less than 1 keV FWHM, which is similar
to what we have obtained on GM-I motherboard. However, we found the DGD-1
FEC board is noisier than GM-I FEC board because of crosstalk. One observation
we got was the test pulse can induce signals on channel 104. Another is the common
mode noise. We found in DGD-1 system, common mode noise plays more important
role that it does in GM-I system. With more investigation, we discovered that the
common mode noise in DGD-1 system wasn't uniform from one channel to another.
We believe that some of the common mode noise should be due to the crosstalk
between input channels and control signals. A detailed discuss will be described in
section 4.4.
4.4 Common Mode Noise
In full readout mode, for singl-pixel-triggered events, there are many pixels having
very tiny induced signals, which can be neglected. By simple average the signals
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measured on those pixels, the common mode noise of the system can be observed.
We measured the common mode noise in the GM-I 40 MHz system and 80 MHz
system. Two categories of common mode noise were identied the 40 MHz system:
high frequency common mode noise (HFCM noise) and low frequency common mode
noise (LFCM noise).
The HFCM noise was found to be correlated with the readout clock. It was
suspected that the readout clock line can induce interference on the pre-amplier
output line. If it is running when the sampling is carrying on, the sampled signals
will include the interference. In fact, readout clock needs to be enabled only when
a readout sequence is enabled when the sampling is already done. Therefore, the
readout clock can be disabled during the sampling process and then the HFCM noise
can be removed. The upgrading from 40 MHz to 80 MHz of the GM-I system included
this correction.
Figure 4.13 shows the measured common mode noise in the 40MHz system and
80MHz system. Both of these plots were acquired at a lower sampling frequency (1/8
of the ASIC main clock) in order to make the LFCM noise clearly visible. It can
be seen that the readout clock interference (HFCM noise) is removed in the 80MHz
system, showing the operation to turn o the readout clock during sampling is an
sucessful solution.
The LFCM noise exists in both 40 MHz and 80 MHz systems as shown in gure
4.13. This slow oscillation of the signal is usually caused by the uctuation of power
supply. An eort was made to lter out the LFCM noise when the power was fed
into the ASICs in the GM-I readout system. However, the LFCM noise wasn't totally
removed.
In full readout mode, the common mode noise can be calculated. Therefore,
common mode noise correction (CMN correction) can be applied by subtracting the
measured signal in each channel by the common mode noise. As long as the number
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of no-signal or weak-signaled pixels is large enough that common mode noise can
be calculated without much uncertainty, the CMN correction shouldn't introduce
extra uncertainty to the system while the common mode noise is totally removed.
CMN correction can help to evaluate the inuence of common mode noise. Figure
4.14 shows the inuence of LFCM noise for 121 anode pixels at dierent sampling
frequency. Changing the sampling frequency can be realized because VAD UM ASIC
can slow down its sampling frequency as mentioned in section 4.2.2. As observed,
at low sampling frequency, the total electronic noise is much smaller when CMN
correction is performed. However, at 80 MHz, the reduction of electronic noise is
small.
As mentioned in section 4.2.2, in full readout mode, either GM-I system or DGD-1
system can only run at 200 events/sec because of large data size. To reduce dead
time, the only option is to use sparse readout mode. However, common mode noise
can be corrected in full readout mode. Therefore, it is required to have low common
mode noise to realize sparse readout. As shown in gure 4.14, in current system,
the contribution of common mode noise to the total electronic noise is around 1 keV.
Degradation of performance is expected when the system is running in sparse readout
mode. For example, the energy resolution of detector # 3E2 is measured to be 0.78%
FWHM at 662 keV using GM-I 80 MHz system. The electronic noise is 3.2 keV after
CMN correction. Without CMN correction, the resolution can be estimated to be
about 0.81% FWHM at 662 keV. Such a performance degradation is acceptable.
4.5 Conclusion
In this chapter, we introduced the VAD UM ASIC and its readout system. This
ASIC is designed collaboratively by University of Michigan and Gamma Medica-ideas.
It is a very powerful DAQ system because it can produce digitalized pre-amplier
signal waveforms for each event rather than only the signal amplitude and drift time
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(a) 40 MHz GM-I system
(b) 80 MHz GM-I system
Figure 4.13: The common mode noise measured in the 40 MHz system and the 80
MHz system.
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(a) 80 MHz, Before CMN Correction (b) 80 MHz, After CMN Correction
(c) 40 MHz, Before CMN Correction (d) 40 MHz, After CMN Correction
(e) 20 MHz, Before CMN Correction (f) 20 MHz, After CMN Correction
(g) 10 MHz, Before CMN Correction (h) 10 MHz, After CMN Correction
Figure 4.14: The common mode noise measured in the 80 MHz system with the mod-
ication to reduce LFCM noise. The common mode noise is measured
when the sampling frequency is set at 1, 1/2, 1/4 and 1/8 ASIC main
clock frequency.
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for traditional ASICs. The rst version VAD UM ASICs has been delivered and
modied based the test result. Its performance is summarized in this chapter. In
general, the VAD UM ASIC has good linearity and low power consumption. The
electronic noise is measured to be around 3 keV. The functions of the ASIC all work
as designed. In the future, we would like to further lower the ASIC noise to 2 keV.
Currently the BNL ASIC has 2 keV electronic noise [34], which presents the best
result we have achieved. With the VAD UM ASIC improved to 2 keV electron noise,
it is expected to produce better results than the BNL ASIC because of the much





As talked in I, our pixelated CdZnTe detectors are capable of providing 3-D po-
sition information of gamma-ray interactions within one detector volume. It is a key
performance parameter for Compton imaging applications. The lateral position res-
olution of CdZnTe detectors using pixelated anodes is currently limited by the pixel
pitch. In our present CdZnTe detector conguration, each pixel pitch is 1.72 mm. As
a comparison, our depth sensing-techniques provide an interaction-depth resolution
of about 0.5 mm [68], much more precise than the pixel pitch. This relatively poor
lateral position resolution limits the Compton image angular resolution to roughly 40
degrees FWHM using simple back-projection reconstruction [65].
Better position resolution is desired to improve the angular resolution of gamma-
ray imaging reconstruction. A number of eorts have been made in the past decades
to achieve position resolution better than the dimension of charge collecting electrodes
in semiconductor detectors. Warburton [62], Burks et al. [9] and Williams et al. [63]
proposed and demonstrated a method to obtain improved position resolution based on
induced transient signals on non-charge-collecting electrodes in striped CdZnTe and
HPGe detectors. Marks et al. [40], Vickersa and Chakrabarti [59] and Jakubek and
Uher [28] studied several algorithms to achieve sub-pixel position resolution when an
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electron cloud is collected by several pixels in pixelated detectors. Narita et al. [42]
showed the dierence in the transient signals on neighboring non-charge-collecting
pixels in pixelated CdZnTe detectors when the gamma-ray interaction position was
changed. For our detectors, the pixel size of the anode is 1.72 mm as mentioned above.
It is bigger than or comparable to the electron cloud size in the energy range of 0 to
3 MeV, the dynamic range of our detector system [35]. Therefore, the charge-sharing
sub-pixel position determination method discussed in [40, 59, 28] can't be applied.
The transient signal method mentioned in [9, 63] is promising. As mentioned in
[42], the induced transient signals on the neighbor pixels change with electron cloud
location. However, since the area of a pixel in our detectors is much smaller than the
area of the anode strip in [9, 63], the induced transient signals on the non-collecting
electrodes are expected to be much smaller in our case. Therefore, it is challenging
to implement the transient signal method in our pixelated detectors.
This chapter describes the rst detailed study on a sub-pixel position calcula-
tion algorithm based on non-charge-collecting transient signals [9, 63] for pixelated
CdZnTe detectors. First, a detailed simulation to generate the signal pulse waveforms
expected from the detection system is presented. Next, several sub-pixel position cal-
culation algorithms are proposed for single-pixel events, which, combined with results
from simulations, provides the theoretical limit on the best achievable position res-
olution as a function of electronic noise and energy deposition. These simulation
results are then compared with the experimental data from a 2.0 cm2.0 cm1.5 cm
CdZnTe detector irradiated with a 137Cs 662 keV gamma-ray source collimated by a
tungsten collimator with a 100 m opening. The result validated the accuracy of the
proposed sub-pixel calculation methods. Finally, a method for measuring sub-pixel
positions for two-pixel triggered events (or two-pixel events as we call) is presented
and discussed.
The major content of this chapter is from a publication of ours on IEEE Trans-
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action: Z. Yuefeng, S. Anderson and Z. He, Sub-Pixel Position Sensing for Pixelated
3-D Position Sensitive Wide Band-Gap Semiconductor Gamma-Ray Detectors, IEEE
TRANSACTIONS ON NUCLEAR SCIENCE, Volume: 58(3), Pages: 1400-1409.
5.2 The Detector System
An illustration of a 3-D position-sensitive CdZnTe detector is shown in Fig. 1.5.
The CdZnTe detector used in this study is 1.5 cm thick and its volume is 2.0 cm2.0
cm 1.5 cm. The cathode is a simple continuous plane, while the anode consists of
an array of 11  11 pixels. Each 1.22 mm1.22 mm pixel is surrounded by a grid
biased at a voltage lower than the pixel. This technique eectively steers electrons
toward pixels, thereby improving charge-collection eciency. Alternatively, the grid
can be biased at the same potential as the anode pixels, i.e. 0 V. In this case, some
charge will be collected by the grid if the electron cloud occurs outside of the pixel.
The grid also serves as a guard ring to reduce the surface leakage current from the
side of the crystal. The steering grid is 100 m wide and has a 200 m gap to
the pixels. Therefore, the total pixel pitch is 1.72 mm. In this study, a prototype
digital readout system was build, which is capable of digitizing preamplier signals
waveforms as a function of time from a 3x3 pixel array. These signals can be used
to retrieve a wealth of information of the interaction, including sub-pixel interaction
positions. The details of this system are given in Section 5.5.1.
5.3 Sub-pixel Position Calculation Algorithm
The maximum amplitude of the transient signals of the 8 neighboring pixels can
be compared quantitatively to determine the sub-pixel position of an interaction.
However, the transient signal maximum decreases as the interaction position changes
from the cathode side toward the anode side. The signal becomes very small when
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the interaction is in the anode region. If we choose the signal maximum to calculate
the sub-pixel position, the algorithm coecients may vary from depth to depth and
the sub-pixel position resolution will be poor in the anode region.
Fortunately, the signal maximum occurs in a certain depth for the interactions
located at a particular lateral position, where the electron cloud just drifts past the
boundary of the anode region. The weighting-potential change from this depth to
the anode surface (charge fully collected) is independent of the initial depth of the
electron cloud when this interaction occurs in the detector bulk. In other words,
the signal dierence between the signal maximum and its negative tail, the signal
minimum, is not a function of interaction depth at a particular lateral position and
in detector bulk. Therefore, we dene the transient signal amplitude as the value
dierence between the signal maximum and minimum amplitudes. In the anode
region this transient signal amplitude is no longer independent of interaction depth.
However, it is still much bigger than the transient signal maximum, which is actually
zero and thus this denition extends the active region where we can perform subpixel
position calculation.
Transient signal amplitude is the key measurable parameter that is used to calcu-
late sub-pixel interaction position. A method referred to as the opposing-neighboring
ratio uses these neighbor pixel amplitudes to calculate the sub-pixel centroid position
of an electron cloud. If the position of the center collection pixel and its 8 neighbors
is labeled as shown in Fig. 3.6, the opposing-neighboring ratio along the lateral x
direction, Rnx can be written as
Rnx(x; y; z) =
s21(x; y; z)  s23(x; y; z)
s21(x; y; z) + s23(x; y; z)
; (5.1)
where s21(x; y; z) and s23(x; y; z) are the transient signal amplitudes on the middle-
left and the middle-right neighbors respectively induced by an electron cloud located
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at (x,y,z). As described above, the transient signal amplitude is not a function of
depth z unless the interaction happens in the anode region. Therefore, equation 5.1
can be simplied as
Rnx(x; y) =
s21(x; y)  s23(x; y)
s21(x; y) + s23(x; y)
: (5.2)
Here, Rnx is not only a function of the lateral x coordinate of the electron cloud,
but also the lateral y coordinate. If a electron cloud is moving along the y direction,
its distance to the middle-left neighbor (pixel 21) and middle-right neighbor (pixel 23)
will change, resulting in dierent induced signals on those neighbors. However, if the
left three neighbors and right three neighbors are considered as a whole respectively,
the mean distance from the moving electron cloud to these neighbors will change
much less. Therefore, a new signal ratio can be written as
sl(x)  sl(x; y) =s11(x; y) + s21(x; y) + s31(x; y)






We call this the opposing-neighboring ratio. The relationship between Rx and the
x coordinates is calculated by simulation for dierent lateral y positions and depths z.
The result is presented in Fig. 5.1. The change in Rx due to the variation of the lateral
y position and the depth z of an interaction is given by the error bar. As can be seen,
such change is small compared to the pixel size, indicating that the approximation of
equation 5.3 is valid. Additionally, Fig. 5.1 shows that the Rx versus x curve is close
to a straight line. To a rst order approximation, we can employ a linear function to
model the signal ratio Rx versus x in the sub-pixel position calculation.
In the y direction, the opposing-neighboring ratio Ry can be formed the same way
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as for Rx:
st(y)  st(x; y) =s11(x; y) + s12(x; y) + s13(x; y)






























Figure 5.1: The relationship between the opposing-neighboring ratio Rx and real lat-
eral x coordination calculated by simulation. The curve gives Rx as a
function of x when the electron cloud is in the middle of a pixel (y = 0)
and near the cathode surface (z = 0). The error bars mark the range
of the Rx if the lateral y position and the depth z of the electron cloud
change in the pixel volume. The dashed lines mark the boundary of a
pixel.
Besides the opposing-neighboring ratio, there are at least two more ratios that
can be used to calculate the electron cloud position:
1. the ratio between the neighboring pixel signals and the center pixel signal
2. the signal ratio between two corner neighbors and the center pixel signal.
We refer to (1) as the neighbor-to-center ratio, and (2) the corner-neighbor ratio.
The neighbor to center ratio (Rcx and Rcy) and corner neighbor ratio (Rcrx and
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s11(x; y)  s13(x; y)
s22
Rcry(x; y) =
s11(x; y)  s31(x; y)
s22
(5.6)
where s22 is the charge collected by the center pixel. These two methods have their
shortcomings. For the neighbor-to-center ratio, the ratio is not a linear function of the
actual electron cloud position. For the corner-neighbor ratio, the ratio is a function
of both x and y coordinates and thus is dicult to calibrate. Therefore, the opposing
neighbors' transient ratio is preferred.
However, neighbor-to-center ratio and corner-neighbor ratio require fewer neigh-
boring pixel signals than the opposing-neighboring ratio. The neighbor-to-center ratio
requires three neighbors on one side of a collecting pixel. The corner-neighbor ratio
method requires two corner neighbors. For multi-pixel interaction events, the induced
signal on a neighboring pixel from a electron cloud may be polluted by the signal in-
duction from another separate electron cloud. In this situation, opposing-neighboring
ratio may not be applicable and then the neighbor-to-center ratio or corner-neighbor
ratio could be employed to determine the sub-pixel position for each electron cloud.
Section 5.6 addresses this scenario in greater detail.
5.4 Estimate of Sub-pixel Position Resolution by Simulation
The precision of the sub-pixel position obtained by the opposing-neighboring ratio
method can be estimated based on the system model discussed in section III. The
results are given in Fig. 5.2. In this simulation, the energy deposition of the gamma
ray is set to be 662 keV and the electronic noise is set to 4 keV FWHM. The cathode
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(a) Offset due to model bias













(b) Position fluctuation due to electric noise
Figure 5.2: Sub-pixel simulation performance results: (a) the oset dierence between
the mean calculated position and the true simulated position based on the
linear assumption, and (b) the position variation in terms of FWHM due
to 4 keV electronic noise. The oset and position variation is plotted for
the x coordinate. The error bars mark the oset and FWHM range as
the electron cloud position is shifted along y and z directions through the
volume of the collecting-pixel column.
is assumed to be biased at -3000V and the grid is at -100V. The sampling frequency
is set as 100MHz. The energy is assumed to be deposited at a single space point
rather than a extended electron cloud for principle study. Fig. 5.2(a) gives the bias
of the calculated position using the linear-relation assumption of Rx (as dened in
Equ.5.3) versus x from the true energy-deposition position. Fig. 5.2(b) presents
the calculated sub-pixel position uncertainty due to the 4 keV electronic noise. The
calculated position bias is smaller than the position uncertainty, indicating that the
linear assumption is an appropriate model.
The dominant source of uncertainty in the calculated sub-pixel position is the
electronic noise. Uncertainty in the collected charge due to charge production in
the ionization process and charge trapping will generate proportional changes to the
signals induced on all 8 neighbors. As a result, the associated uctuation cancel
out using the signal ratio. As seen in Fig. 5.2(b), the expected sub-pixel position
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resolution at 662 keV is below 180 m. This simulation result assumes energy is
deposited at a single point. In reality, energy is deposited in an extended electron
cloud. The calculated sub-pixel position for a real interaction is the centroid of the
electron cloud. As a result, the size of the electron cloud will introduce additional
uncertainty in the determination of the interaction position.
5.5 Measurements and Analysis
5.5.1 Measured Sub-pixel Position Resolution with Collimator
Results from a collimation experiment provide an experimental measure of the sub-
pixel position resolution. Fig. 5.3 illustrates the design of the collimator experiment.
The collimator is made of 6-cm thick tungsten with a 100-m opening, separated
by 3 cm away the bottom surface of the detector. The opening of the collimator is
aligned parallel with the edge of a target pixel. A 137Cs point source is placed in the
collimator and used to irradiate a narrow section of the pixel from the cathode side of
the detector. The irradiated pixel and its 8 neighbors are connected to eV-Products
model 5093 preampliers. Each preamplier signal is fed into a channel of a GaGe
Octopus CompuScope model 8389 multichannel digitizer card (8 channels per card,
14-bit resolution, 125 MHz), operating at a 100 MSa/s sampling rate (10-ns sampling
interval).
The detector is manufactured by eV-Products. The detector schematics are iden-
tical to those found in the system model discussion in Section III. During operation,
the cathode is biased at -3000 V but the grid was unintentionally left unbiased. How-
ever the dierent grid bias shouldn't impact the conclusion we have achieved in the
simulation.
The collimator is positioned near the center of the pixel at rst and then moved
toward the edge with a step size of 100 m. For each collimator position, photopeak
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Figure 5.3: The collimator design for experimentally measuring sub-pixel position
resolution.
events from single-pixel interactions are selected for use in the sub-pixel study. For
neighbor-pixel signals, a CR-RC lter with 200-ns shaping time is employed. This
lter choice is based on the simulation results described in Section 2.3. The results
of the measurements at four collimator positions are summarized in Fig. 5.4. Fig.
5.4(a) shows the opposing-neighboring ratio for each collimator position and Fig.
5.4(b) gives the measured position uncertainty. The x axis origin of both plots are
the start location of the collimator. The FWHM of the position estimate is below
360 m.
However, this 360-m position uncertainty is not equivalent to the sub-pixel res-
olution. There are two more factors that add uncertainty to the measurement: (1)
collimator-beam size and (2) electron cloud size. The collimator has a 100-m open-
ing, but the beam will be spread bigger at the detector surface and the beam size
will become even wider when the interactions occur at deeper depths in the detector.
The increase in measured resolution caused by the collimator is signicant. Addi-
tionally, the measured sub-pixel position of each interaction represents the centroid
of the ionized electron cloud not the initial gamma-ray interaction position. As a
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Figure 5.4: Measured sub-pixel resolution at 662 keV: (a) the mean neighboring pixel
ratio for each collimator position. This data is tted by a linear function
and the result shows the slope as (9:2 0:5) 10 4 and the interception
as 0:072  0:009 with 95% condence; (b) the FWHM of the position
variance at each collimator position. The origin of x axis of these plots
are the start location of the collimator instead of the center of the pixel.
result, even when the gamma beam is xed at a single position relative to the detec-
tor, the electron cloud centroid will be dierent if the secondary fast electron follows
a dierent track. Using the Geant4 simulation package, we can simulate the total
uncertainty contribution from the two factors together. As shown in Fig. 5.5, we
nd that the collimator beam and 662-keV electron cloud can cause 280-m FWHM
position uncertainty in the measurement. The contributions of spreading from col-
limator and electron cloud size can be simulated individually and the result shows
collimator can cause 150 m spreading in FWHM and electron cloud size introduces
240 m. Though both collimator and electron cloud caused spreading are not strictly
Gaussian shaped, the quadratic sum of the contribution from collimator and electron
cloud results in the same result as obtained with the simulation considering them to-
gether, indicating quadratic operation can be applied in estimating the contribution
of each factor to sub-pixel position resolution measurement.
After quadratic subtraction, the real sub-pixel resolution of the system in terms
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of determining electron cloud centroid position is calculated to be around 230 m at
662 keV. However, if we consider the initial gamma-ray interaction position, we would
need to add the additional uncertainty caused by electron cloud size. The projection
of electron cloud size on x-y plane is a function of recoil electron direction, especially
at high energy. If assuming the secondary electrons are emitted isotropically, the
sub-pixel position resolution of initial gamma-ray interaction position would be 330
m FWHM at 662keV.
The 230-m sub-pixel position resolution at 662 keV is slightly worse than the
simulation result of 180 m. There are several factors that may cause the dierence,
including the inaccuracy of the measured geometry of the collimator setup (especially
the distance between the detector and the collimator and the opening width), slight
skewing of the collimator beam, the neglected 1=f noise, the diusion of the electron
cloud and material defects.
The inaccuracy of the measurement on geometry setup can be estimated in an easy
way. The spreading caused by the collimator should be proportional to  (d+ z)=z,
where  is the opening width, d is the distance between collimator surface and detector
surface and z is the collimator thickness. It can be calculated that even with 1 cm
error on d or z, the change of total uncertainty caused by collimator and electron
cloud would be smaller than 20 m. For opening width , the error of measurement
should be less than 10% and its inuence on total uncertainty can be calculated to
be smaller than 20 m too. Therefore, the geometry measurement error should be
negligible. Diusion can change the drifting path of electrons [36]. For our 1.5 cm
CdZnTe crystals at 3000V, diusion caused position uncertainty for each electron
would be about 70 m in standard deviation and thus 170 m in FWHM if assuming
Gaussian distribution. However, ideally diusion shouldn't shift the centroid of an
electric cloud if the electron cloud is consisted of innite number of electrons. In
reality we expect additional uncertainty from diusion but its impact on sub-pixel
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position resolution should be much smaller than 170 m and we expect its impact
on the measurement uncertainty should be negligible. The presence of 1=f noise may
change the performance of the CR-RC lter and cause some underestimation of the
uncertainty from the electronic noise in simulation. At last, the material defects in
CdZnTe has been known for deviating electrons from drifting straight [32]. In a poor
crystal, this eect can move electron several hundred microns in lateral direction. In
our experiment, a good CdZnTe detector was chosen but the deviation should still be
noticeable according to Kaye et al. [32]. Therefore, we suspect material defects to be
the main cause of the slight inaccuracy of the collimator experiment result.
The sub-pixel position resolution of electron cloud centroid is proportional to
the energy deposition. The reason is the induced signals on the neighboring pixels
are proportional to the energy deposition while the electronic noise is a constant.
However, with the energy deposition increases, the electron cloud size gets larger.
The total inuence of those two eects will make the measured gamma-ray interaction
position resolution improve at rst with energy deposition increasing and then degrade
when the energy deposition passes a favorite energy. On the other hand when the
energy of recoil electrons is very high, the electron track would be very long and there
might be a chance to extract the electron cloud distribution and reduce the impact
of the large electron cloud size on identifying gamma-ray interaction position.
5.5.2 Complete Charge Collection Boundary
If a source is placed on the detector's cathode side and far from the detector, the
single-pixel photopeak counts should be distributed uniformly along the lateral plane
of the collecting pixel.
The boundary of this distribution marks the edge of the complete charge collection
region. If the steering grid between the pixels is biased at the correct voltage, the
electrons are expected to be steered toward the pixel and no charge should be lost in
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Figure 5.5: The simulated distribution of the electron cloud centroid from a 662-keV
gamma-ray source using a collimator. Distribution width is due to the
collimator and electron cloud size.
the gap between anode electrodes. In this case, the full pixel is the complete charge
collection region and photopeak counts distribution should spread from one pixel edge
to another, namely from -0.86 mm to 0.86 mm since the pixel pitch is 1.72 mm. When
the grid is unbiased or grounded, only those events located under the pixel pad can
be fully collected. The complete charge collection region should shrink to the pixel
pad size, which is 1.22 mm.
Fig. 5.6 shows the distribution of measured single-pixel photopeak events within
a pixel when the steering grid is unbiased. The dotted line marks the measured pixel
boundary of complete charge collection. As shown, the complete charge collection
region is from -0.6 mm to 0.6 mm, totally 1.2 mm, consistent with our expectation.
The pixel boundary can aect the measured result of the collimator position.
When the collimator is placed close to the complete charge collection boundary with
unbiased grid, a portion of events will lose some charge to the gap or the grid and then
they will not be registered as photopeak events. If we only choose photopeak events
to measure the collimator center position, the measured collimator center position
will be shifted. Fig. 5.7 shows that the center position of the selected photopeak
events, or the measured collimator center, is shifted toward the inside of the pixel
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Figure 5.6: The distribution of single-pixel photopeak events inside a pixel.
when the collimator is placed near the edge of the complete charge collection region.
The dotted line shows the edge of the complete charge collection region. A simulation
was carried out to test this behavior. The result is also shown in Fig. 5.7. The solid
curve gives the calculated collimator center using only photopeak events based on the
sub-pixel calculation algorithm. It agrees well with the measurement.

























Complete Charge Collection Region
 
 
Estimated collimator position by simulation
Measured collimator position
Figure 5.7: Calculated position versus collimator position including a comparison be-
tween the simulation and experimental results. The dotted line marks
the boundary of the complete charge collection region.
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5.6 Sub-pixel Resolution for Two-pixel Events
Two-pixel events can be categorized into three groups according to the distance
between the two triggering pixels:
1. neighboring events, including side neighboring or diagonally neighboring events
2. non-neighboring events with a pixel-center-to-pixel-center distance less than
three pixels, and
3. non-neighboring events with a pixel-center-to-pixel-center distance greater than
or equal to three pixels.
In the discussion above, we only considered the induced signals on the 8 pixels sur-
rounding the charge collecting pixel. For the non-neighboring pixels, the distance to
the electron cloud is far, but signals are still induced. However, these signals are so
small that we can ignore them in a rst order approximation. With this assumption,
the sub-pixel position calculation can be performed in the same way as it was for
single-pixel events in case (3). However, for case (1) and case (2), the induced signal
on a neighboring pixel from one electron cloud may be polluted by the induced signal
from another electron cloud. To study these two cases, they can be further grouped
into two categories based on the arrangement of the triggered pixels:
(a) the two collecting pixels are diagonally placed, and
(b) the two collecting pixels are both on the same row or column
Fig. 5.8 illustrates the two categories of neighboring pixel events. In Fig. 5.8(a),
the two collecting pixels are pixel A and pixel B. The neighboring pixels of pixel A
are labeled as A1, A2, A4, A5, A6, A7 and A8, while for pixel B as B1, B2, B3,
B4, B5, B6, B7 and B8. Based on our assumption that the induced signals on non-
neighboring pixels are negligible, the signals on the neighboring pixels except pixel
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B7/A5 and pixel B4/A2 are induced only by one electron cloud and their amplitudes
can indicate the position of that electron cloud. These unpolluted neighbors are
sucient to apply neighbor-to-center ratio (as dened in section 5.3) and both x and
y sub-pixel positions can be determined.
For the case shown in Fig. 5.8(b), the x-direction unpolluted neighbors for col-
lecting pixel A are A1, A4 and A6. They form one column so one can apply the
neighbor-to-center ratio for x direction. However, for the y direction, there is not an
entire row of 3 unpolluted pixels. Therefore, the corner neighbor ratio method needs
to be employed. We will discuss the application of neighbor-to-center ratio rst and
then the corner-neighbor ratio.
Figure 5.8: The two cases of the arrangement of the triggered pixels for neighboring
pixel events.
As discussed in Section 5.3, the neighbor-to-center ratio does not have a linear
relationship with the interaction position. However, the opposing-neighboring ratio
is a linear function of interaction position. Therefore, we can associate the neighbor-
to-center ratio with the opposing-neighbor ratio to calibrate the nonlinear relation.
This step can be done for single-pixel events.
To demonstrate the eectiveness of the neighbor-to-center ratio, we again use a
fan-beam collimator experiment. The collimator was placed near the center of a pixel
and its opening was oriented along the y direction so that all the events through the
collimator were located around x=0. The neighboring two-pixel photopeak events
were chosen and the sub-pixel position of the rst interaction (its electron cloud was
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collected by the collimated pixel) was calculated with the neighbor-to-center ratio.
As a comparison, we also blindly applied the opposing-neighboring ratio method
even though the neighboring pixel signals were polluted. If the sub-pixel position
calculation was correct, we should observe the rst interaction position around x=0.
The results are presented in Fig. 5.9. The sub-pixel position distribution for single-
pixel photopeak events is also plotted to give a reference position of the collimator.
As can be seen, the sub-pixel position calculated from the opposing-neighboring ratio
is pushed away from the real interaction position. Since for neighboring two-pixel
events, a neighbor is collecting charge and its total induced signal becomes much
higher than it should be. The neighbor-to-center ratio method gives a much better
result. However, the position resolution is poorer than that for the single-pixel events.
A major reason is that the energy of each interaction of a two-pixel photopeak events is
less than that of single-pixel photopeak events leading to smaller induced neighboring
pixel signals. Additionally, the neighbor-to-center ratio for neighboring two-pixel
events assumes the induced signals are negligible if the distance is greater than two
pixels. However, the induced signals are not exactly zero. This small charge induction
can cause small osets of the calculated interaction position from the real interaction
position. This eect will be most prominent when the electronic noise becomes very
low.
In Fig. 5.8 (b), the y sub-pixel position needs to be calculated by the corner-
neighbor ratio. As mentioned in section 5.3, the corner-neighbor ratio is a function
of both x and y coordinates. Thus, the x sub-pixel position needs to be calculated
rst by the center-to-neighbor ratio and then the corresponding relation of corner-
neighbor ratio versus y position can be extracted and used for calculating the y
sub-pixel position. As a result, the corner-neighbor ratio is expected to have higher
uncertainty than the neighbor-to-center ratio.
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Opposing−neighboring ratio method for 2−pixel events
Neighbor−to−center ratio method for 2−pixel events
Opposing−neighboring ratio for 1−pixel events
Figure 5.9: Sub-pixel position for the two-pixel events in the collimator experiment.
The energy deposition on the neighboring pixels is required to be greater
than 100 keV.
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5.7 Performance Improvement with Sub-pixel Resolution
5.7.1 Compton Imaging Improvement
With sub-pixel position sensing, Compton imaging resolution can be improved.
However, the events that can be used for Compton imaging are multi-pixel-triggered
events. As talked, sub-pixel position resolution is reversely proportional to the en-
ergy of the electron cloud. Therefore, the improvement of the image quality isn't
a simple function of total energy deposition. To estimate how much the sub-pixel
position sensing can improve Compton imaging, we did a simple simulation based
on Geant4. In this simulation, we used the inversely proportional relation between
sub-pixel position resolution and energy to add uncertainty to the simulated electron
cloud centroid to emulate the impact of electronic noise. Since the sub-pixel position
sensing would be very poor when the energy, the triggered pixel location may be more
precise the calculated sub-pixel position. Here is the criteria we applied to determine
if the sub-pixel position should be used: if the calculated sub-pixel position is outside
of the collecting pixel, we put the cloud back to the edge of the pixel; if the energy
is too small that the sub-pixel position uncertainty is bigger than the pixel size, we
pick the pixel center as the interaction location, or in other words, we discard the
sub-pixel information. The simulation result is shown in gure 5.121.
Additionally, there is one more information that can be used to further improve
the imaging quality, which is the displacement from the original interaction location
to the measured electron cloud center due to the momentum of reoil electrons. As we
know, the measured sub-pixel position isn't the original interaction position, but the
centroid of the electron cloud generated by the recoiled electron. The displacement
is a random variable. Figure 5.10 shows the 2-D plot of the distribution of this
displacement for those electrons emitted toward the positive x-axis for several dierent
1This plot is from Weiyi Wang, University of Michigan.
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energies. As shown, there is a hot spot in each plot, which represents the most
possible displacement that can happen. On the other hand, if the electron cloud
centroid is measured and the recoil direction is known, we should be able to correct the
displacement and determine what is the most possible original interaction location.
It is well known that in Compton imaging the recoil direction isn't unique. Compton
scattering only tells the recoil angle and the recoil direction can be any one of the
directions on the reoil cone. However, if we apply the displacement correction to
each possible recoil direction, the corresponding incoming gamma-ray direction will
be be better determined. As a result, the incoming gamma-ray cone can be more
precise and the Compton image can be better formed. The improvement of this
recoil electron correction depends on the uncertainty of the displacement. If the
uncertainty is too big, the improvement could be very limited. Figure 5.11 shows the
mean displacement and the variance as a function of energy. As can be seen, the
uncertainty is smaller than the mean value, indicating that it is possible to observe
some improvement, which can be seen from plot 5.12(b) to plot 5.12(b). The detailed
correction algorithm can be found in [61].
To verify the simulation result, we carried out an experiment on detector # 4E3,
a 20  20  15 mm3 CdZnTe detector made by eV product. The same criteria is
employed to determine how the calculated sub-pixel position should be used. Figure
5.132 shows the experimental result, which is poorer than the simulation result but
having the similar trend of improvement as sub-pixel and displacement correction is
applied individually.
5.7.2 Energy Resolution Improvement
Sub-pixel position sensing can help to improve the energy resolution (1) for single-
pixel-triggered events by correcting photopeak shift in lateral direction and (2) for



































































































































































Figure 5.10: The distribution of the displace between the original interaction location
and the centroid of the electron cloud. The crossing point of the red lines
marks the origin of the interaction. The electrons are emitted toward
positive-x direction.
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The variance of the displacement
Figure 5.11: The mean and variance of the displace between the original interaction
location and the centroid of the electron cloud. The variance is calcu-
lated for the displace spreading along x, y and z directions. The biggest
variance among the three directions is shown in this plot.
multi-pixel-triggered events by obtaining much detailed crosstalk information. This
section will give a demonstration of those two eects.
For single-pixel-triggered events, there are two factors that can cause the photo-
peak to vary within one pixel: (1) lateral change of weighting potential and (2) small
charge leakage to the neighboring pixels. The weighting potential is a function of
3-dimensional position. When the interaction is in the detector bulk, the variation
of weighting potential from one sub-pixel location to another is very small so that
usually this dierence can be ignored. When the interaction gets close the anode
surface, this dierence can become noticeable. As a result, the induced signal for
those interactions close to the anode surface is a function of sub-pixel location, which
is an very important reason why the anode side photopeak resolution is pretty poor
as shown in gure 5.14. The charge leakage to the neighboring pixels happens when
the interaction is close to the pixel edge. Usually we use a simple threshold to tell if
any charge is deposited on the pixel. With this method, when the leaked charge is so
small that it is comparable to the electronic noise, it will be invisible to the system.
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(a) Back-projected image with simple pixels. The polar and azimuthal angular
resolution is 31.7 degree and 23.6 degree respectively.
(b) Back-projected image with sub-pixel position. The polar and azimuthal an-
gular resolution is 24.8 degree and 15.8 degree respectively.
(c) Back-projected image with sub-pixel position plus recoil electron correction.
The polar and azimuthal angular resolution is 21.2 degree and 14.4 degree respec-
tively.
Figure 5.12: Simulated improvement of Compton imaging quality using simple back-
projection method after applying sub-pixel position calculation algo-
rithm and displacement correction. The sub-pixel position resolution
is assumed to be 300 m. The gamma-ray source is 1460 keV.
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(a) Back-projected image with simple pixels. The polar and azimuthal angular
resolution is 37.5 degree and 23.1 degree respectively.
(b) Back-projected image with sub-pixel position. The polar and azimuthal an-
gular resolution is 33.9 degree and 16.6 degree respectively.
(c) Back-projected image with sub-pixel position plus recoil electron correction.
The polar and azimuthal angular resolution is 30.0 degree and 15.3 degree respec-
tively.
Figure 5.13: The observed improvement of Compton imaging quality using simple
back-projection method after applying sub-pixel position calculation al-
gorithm and displacement correction on detector # 4E3. The sub-pixel
position resolution is estimated to be about 300 m. The gamma-ray
source is Co-60 1332-keV line.
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Additionally, the induced signal on the neighboring pixels is a function of depth. It
become more and more negative when the interaction happens closer and closer to
the anode surface, which can hide some charge and make the total signal appear to
be under the threshold even when the leaked charge is noticeable. Those two eects
can cause energy resolution to degrade.


























Figure 5.14: The measured energy resolution changing with depth for several chan-
nels. This data is obtained from detector # 4E3 with the cathode biased
at -3000V and the grid biased at -40V. This detector is a 20  20  15
mm3 CdZnTe detector made by eV product.
Figure 5.15 presents the 662keV photopeak centroid variation with sub-pixel po-
sition for two depths: one is near the anode side and another is in the middle of the
detector. When the interaction is the detector bulk, the change of weighting potential
as a function of sub-pixel position is very small, so that we can observe very clear
photopeak centroid drop at the edge of the pixel because of charge leak as shown in
the gure 5.15(b). On the anode side, weighting potential variation becomes signif-
icant and so that we can observe a dierent variation trend of photopeak centroid.
In fact, in the edge region of the pixel, the absolute weighting potential is smaller
comparing to the area in the middle of the pixel. Therefore, the dierence of the










































































(b) 7.5 mm from the anode side which is in the middle of the detector.
Figure 5.15: The 662keV photopeak centroid variation with sub-pixel position at two
depths This plot is measured on 4E7 with the thickness about about 15
mm and the cross-section as 20  20 mm3. This detector is made by eV
product.
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(which is 1) is bigger for the edge region. As a result, the induced signal would be
bigger which is what gure 5.15(a) presents.
We can directly apply this measured photopeak centroid vs. sub-pixel position
relation to correct the sub-pixel signal variation. We found this correction can help
the energy resolution to be improved from 0.73% FWHM to 0.69% FWHM at 662keV
in detector 4E7. However, it should be noticed that this improvement shows the upper
limit of sub-pixel correction. In fact, the charge loss is related to electron cloud size
and it is a function of energy. As a result the photopeak centroid variation with sub-
pixel position at other energy is dierent from that at 662 keV. Therefore, the two
factors, weighting potential variation and charge leaking, need to be separate in the
calibration process. The charge leaking needs to be compensated before the weighting
potential variation can be gured out. Chapter VII will talk about the method to
compensate the charge leaking.
As for multi-pixel events, sub-pixel sensing can help to obtain very precise weight-
ing potential crosstalk. Figure 5.16 shows the measured weighting potential crosstalk
with and without sub-pixel sensing. As shown, measured the sub-pixel crosstalk is
much ner than that without sub-pixel sensing.
5.8 Conclusion
The purpose of this chapter is to introduce and justify a sub-pixel calculation
algorithm based on the digital readout of the induced signal on the charge collecting
pixel and its 8 neighbors. Without such a method, the lateral position resolution
of pixelated, 3-D position sensitive, CdZnTe detectors is limited by their pixel pitch.
This barrier introduces a signicant limitation on the Compton imaging angular reso-
lution. To improve lateral position resolution to the sub-pixel scale, algorithms based
on signals induced on pixels that neighbor a charge collecting pixel are used. The















































(b) With sub-pixel sensing
Figure 5.16: The measured weighting potential crosstalk as a function of distance
and depth. The blank region is because the distance is too close that no
crosstalk data can be obtained. The unit of the crosstalk amplitude is
keV. This data is obtained from detector # 4E3 with the cathode biased
at -3000V and the grid biased at -40V. This detector is a 20  20  15
mm3 CdZnTe detector made by eV product.
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timates of sub-pixel electron cloud centroid position. A detailed system simulation
predicted 180-m FWHM position resolution at 662 keV with 4-keV electronic noise.
A collimator experiment resulted in a 360 m position uctuation for a 662 keV 137Cs
source. After subtracting the uncertainty caused by the collimator beam width and
the electron cloud size, the experimental sub-pixel position resolution for measuring
the electron cloud centroid of a recoil electron is found to be about 230 m. The
uncertainty of measured gamma-ray interaction position would then be 330 m at
662 keV if we assume the secondary electrons are emitted isotropically.
Besides the opposing-neighboring ratio, two additional methods (neighbor-to-
center ratio and corner-neighbor ratio) are discussed for the more dicult case of
multi-pixel charge collection events. It is demonstrated that neighbor-to-center ra-
tio method is eective in estimating the sub-pixel interaction position for two-pixel
events.
Some benets of sub-pixel position sensing are demonstrated. Generally speak-
ing, the energy resolution can be improved using sub-pixel position correction and
Compton imaging quality can be better because of more precise determination of in-
teraction location. There are other benets such as diagnosis of material properties,
correction of sub-pixel material property change in those non-uniform detectors and
so on, which could be a direction for further study.
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CHAPTER VI
Energy and Depth Reconstruction with VAD UM
System
6.1 Introduction
The VAD UM ASIC is a unique ASIC, which provides the signal waveform instead
of only signal amplitude and timing for radiation interactions. The rich information
each signal waveform carries can help to better determine the energy, position and
even category of the interaction. This chapter describes the traditional way to use
lters to perform the data processing to demonstrate the ASIC performance. The
next chapter will discuss a new method based on the concept of system response
function to explore the new capability of the ASIC.
6.2 Signal Processing
6.2.1 Energy Determination
In chapter II, for charge collecting anode pixels, the performance of various types
of traditional lters as well as two tting methods is investigated and summarized
in gure 6.1. The trapezoid lter is found to have the best performance among the
traditional lters. The matched-model tting method has better performance but it
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requires the knowledge of the waveform prole, which is unavailable unless the system
response function is calculated. Therefore, we choose the trapezoid lter to calculate
the signal amplitude.
For cathode signals, gure 6.1 shows the performance of various traditional lers
with the measured electronic noise and waveform prole. The electronic noise and
the waveform prole are measured separately and then added together to imitate real
waveforms as described in chapter II. Those imitated waveforms are used for the
cathode lter performance evaluation. As shown the trapezoid lter still has the best
performance.





































Figure 6.1: Filter performance for cathode signals. The noise and waveform prole
is obtained on detector # 3E2 with cathode biased at -2500V and grid
biased at -30V.
6.2.2 Timing Determination
Experimentally, the drift time of an electron cloud is obtained through the dier-
ence of the trigger time between the cathode signal and the anode signal. It should be
noticed that this drift time is dierent from the true electron cloud drift time because
anode signals rise and generate triggers before the electrons reach the anode surface.
Drift time is used to reconstruct interaction energy and depth for multi-pixel-triggered
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events as discussed in chapter I.
The lters of small shaping time (or fast shaper as we call it) are usually employed
for drift time determination. The trigger time of the cathode and anode signals
is determined by the moment when the ltered signal passes the threshold. If the
threshold is a constant value, the obtained trigger time changes with signal amplitude,
which is called time amplitude walk or TAW.
The BNL ASIC uses the time when the ltered anode signal reaches maximum
as the anode trigger time, which helps to avoid the anode TAW. We employ this
maximum trigger time method in this article to investigate the performance. For
cathode trigger time, we assume the electric eld inside the detector is uniform and
the cathode signals rise linearly so that we can use linear tting to nd out the rising
start time of the cathode signals. Additionally, we also have implemented the fast
lter method. However, instead of using a constant value as the threshold, we use
certain percentage of the maximum of the ltered signal as the dynamic threshold,
which is also widely used to avoid TAW [36].
Figure 6.2 shows the best percentage threshold for the fast shaper method for an-
ode signals. Figure 6.3 shows the timing performance of various lters. The electronic
noise is added to the waveform prole and then fed into the lters to calculate the
lter performance as described in chapter II. As shown, the fast shaper method has
better performance than the maximum trigger time method. As for the best lter,
gure 6.3 shows there isn't too much dierence in anode timing resolution from one
lter to anther when the fast shaper method is utilized. In addition, all anode timing
resolution is in the range of several nano second, which is roughly equivalent to 100
m or even less. The depth resolution in a pixelated CdZnTe detector is usually mea-
sured at about 0.5 mm [34]. Therefore, anode isn't the major contributor to depth
uncertainty. The choice of anode fast lter isn't critical. There is no need to choose
anode fast lter very carefully. From gure 6.3, 50-ns shaping time should be good
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enough for any anode fast lter.












































































































Figure 6.2: The timing resolution versus the percentage threshold. The dierent color
represents dierent shaping time. The noise and waveform prole is ob-
tained on detector # 3E2 with cathode biased at -2500V and grid biased
at -30V. The energy deposition is assumed to be 662 keV.
Cathode signals are usually much noisier than anode signals because of larger
electrode capacitance and leakage current. Figure 6.4 plots the trigger time uncer-
tainty obtained by various types of lters. As shown the best cathode trigger time
uncertainty is about 20 ns, which is much higher than the best anode trigger time
uncertainty as shown in Figure 6.3. Therefore, the uncertainty of drift time and
the resolution of depth which is calculated from the drift time, are dominated by
the cathode noise. Ultimately, timing lters are chosen to optimize the depth un-
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Figure 6.3: The timing performance of various lters for anode signals. The percent-
age threshold is set to be 50%. The noise and waveform prole is obtained
on detector # 3E2 with cathode biased at -2500V and grid biased at -30V.
The energy deposition is assumed to be 662 keV.
certainty. Therefore, depth resolution is taken as a reference to search for the best
cathode timing lter.
In fact, the cathode signal is a function of interaction depth. As a result, the
range of drift time, or the dierence of drift time between the anode side interactions
to the cathode side interactions, varies with the timing lter. For example, when the
shaping time of a CR-RC4 lter changes from 100 ns to 1000 ns, the drift time range
can vary from 600 ns to 400 ns. The interaction depth can be estimated through drift
time by the equation
d =
T   TA




Where, TA and TC are drift time for anode and cathode side interactions respectively,
Trange is the drift time range and D is detector thickness. If drift time range is small,
even if the cathode trigger time resolution is excellent, the depth resolution is not
necessarily to be good. Therefore, the depth resolution is a better standard to judge
the performance of the cathode timing lters.
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Figure 6.5 shows how the depth resolution varies with the percentage threshold.
Figure 6.6 presents the depth resolution for various types of lters when the best
percentage threshold is chosen, including the linear tting method. As shown, the
linear tting method has the worst performance.
The percentage threshold is a function of energy deposition. When the energy is
too low, the percentage threshold may fall below the noise. There is an energy limit
for each percentage threshold. If we require the percentage threshold to be greater
than 3-times noise variance, the energy limit can be calculated, which is plotted in
gure 6.7 as a function of shaping time. The energy limit should be as low as possible
to ensure the eectiveness of the percentage threshold at low energy range.
Taking into account both depth resolution and energy limit, the Gaussian lter
with a shaping time of 150 ns is chosen as the cathode fast shaper and the percentage
threshold is chosen to be 50%.



































Figure 6.4: The trigger time resolution obtained through various types of lters for
cathode signals. Dierent lines of the same color are for those cathode
waveforms from dierent depth. The noise and waveform prole is ob-
tained on detector # 3E2 with cathode biased at -2500V and grid biased
at -30V. The energy deposition is assumed to be 662 keV.
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Figure 6.5: The depth resolution versus the percentage threshold. The noise and
waveform prole is obtained on detector # 3E2 with cathode biased at
-2500V and grid biased at -30V. The energy deposition is assumed to be
662 keV.
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Figure 6.6: The performance of various types of lters for cathode signals. The noise
and waveform prole is obtained on detector # 3E2 with cathode biased
at -2500V and grid biased at -30V. The energy deposition is assumed to
be 662 keV.






















Figure 6.7: The energy limit of the fast shaper method using percentage threshold.
The minimum percentage threshold is 3-times noise variance. The cath-
ode side signals are used. The noise and waveform prole is obtained on
detector # 3E2 with cathode biased at -2500V and grid biased at -30V.





Figure 6.8, gure 6.9 and gure 6.10 shows the reconstructed energy spectrum for
single-pixel events without sub-pixel correction for several detectors. Since VAD UM
ASICs can slow down the sampling frequency as talked in Chapter IV, they can be
used to measure dierent types of detectors. Traditional ASICs are only designed for
one type of detector such as CdZnTe. If the detector material changes, the electron
drift time and leakage will also change and the induced signals and the electronic noise
will be dierent. Therefore, traditional ASIC needs to be designed for each type of
detector material. For example, the ASICs designed for HgI2 detectors can't be used
for CdZnTe detectors. However, the VAD UM ASIC is dierent. As shown by Figure
6.10, the same VAD UM ASIC were used for detector # 1C37, a HgI2 detector and
good energy resolution was obtained.
Figure 6.11 gives a comparison of the measured single-pixel spectrum using the
old analog VAS UM/TAT ASIC and the VAD UM ASIC. As discussed in Chapter
IV the electronic noise in the VAD UM ASIC is about 3 keV, which is similar to the
VAS UM/TAT ASIC. Therefore, we expect the VAD UM ASIC to present a similar
performance as the VAS UM/TAT ASIC using traditional digital lters without sub-
pixel correction. This performance similarity is proved with detector # 4E3 as shown
in Figure 6.11. The performance degradation of detector # 3E2 using the VAD UM
ASIC is believed to be because of detector material degradation instead of any ASIC
problem. As shown by the resolution map in Figure 6.8, many pixels have extremely
poor resolution. Those poor pixels were good pixels in the measurement using the
VAS UM/TAT ASIC, which was performed two years before the VAD UM ASIC
measurement.
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FWHM = 0.92 %
Figure 6.8: The performance of detector # 3E2 measured with the VAD UM ASIC.
The energy resolution for each pixel is shown by the resolution map lo-
cated above the spectrum. Energy resolution equal to 0 means bad pixel
or poor photopeak. The detector has its cathode biased at -2500 V and
its grid at -30 V.










































































































































FWHM = 0.75 %
Figure 6.9: The performance of detector # 4E3 measured with the VAD UM ASIC.
The detector has its cathode biased at -3000 V and grid at -40 V.
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FWHM = 1.09 %
Figure 6.10: The performance of detector # 1C37 measured with the VAD UM ASIC.
The detector has its cathode biased at -4000 V and guard ring at 0 V.
Instead of room-temperature, this result was obtained at 10C.
6.3.1.2 Drift Time
As discussed, we use percentage threshold to remove the TAW from the anode
and cathode trigger time. To examine if the time amplitude walk has been truly
removed, drift time distribution of single-pixel events from the same depth is plotted
as a function of energy deposition in Figure 6.12. As can be seen, the drift time isn't a
function of energy, showing that TAW has been removed with percentage threshold.
In Figure 6.12, we can also observe that below 60 keV, the drift time uncertainty
becomes very large. This is because the percentage threshold is very small at such
low energy and it is close to the electronic noise.
The accurately drift time uncertainty has to be measured with collimator. How-
ever, we can estimate the uncertainty using the data we already have. As we know,
there are two methods to determine interaction depth: C/A ratio and drift time. For
both methods, the cathode noise is the major contributor to the depth uncertainty.
If we investigate the distribution of drift time for a certain depth, the uncertainty of
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UM_VAD ASIC, FWHM = 0.92 %
VAS_TA ASIC, FWHM = 0.75 %
(a) 3E2

























UM_VAD ASIC, FWHM = 0.78 %
VAS_TA ASIC, FWHM = 0.81 %
(b) 4E3
Figure 6.11: Comparison of the detector performance measured with the
VAS UM/TAT ASIC and the VAD UM ASIC. Detector # 3E2
has its cathode biased at -2500 V and grid at -30 V. Detector # 4E3



































(b) 13.8 mm from the anode surface
Figure 6.12: the drift time distribution as a function of energy deposition for single-
pixel events. The data is obtained with detector # 4E3 with its cathode
biased at -3000 V and grid at -40 V. The detector thickness is 15 mm.
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this distribution, or sum uncertainty as we call it, includes C/A ratio uncertainty and
drift time uncertainty. However, since for each measurement the electronic noise that
causes the uctuation of the C/A ratio and the drift time is actually the same, the
sum uncertainty should be smaller than the quadratic sum of the depth uncertainty
and the drift time uncertainty. For detector # 4E3, the sum uncertainty is measured
to be 0.6 mm FWHM at 662 keV, indicating the depth uncertainty is better than
0.6 mm. As a comparison, the sum uncertainties measured on detector # 3E2 and
detector # 4E3 using the VAS UM/TAT ASIC are both around 0.9 mm, showing
that cathode lters used in the VAS UM/TAT ASIC is not optimized.
6.3.2 Multi-pixel Events
For multi-pixel events, the performance of the VAD UM ASIC is presented in
table 6.1. No sub-pixel correction is included in this result. Comparing to the
VAS UM/TAT ASIC, the VAD UM ASIC performs better for multi-pixel events. As
shown in the table, the degradation of the multi-pixel events energy resolution mea-
sured with the VAD UM ASIC is slower than that with the VAS UM/TAT ASIC: the
ratio of the energy resolution is 1.00, 1.44, 1.85 and 2.13 from 1-pixel to 4-pixel events
for the VAD UM ASIC, while it is 1.00, 1.52, 2.13 and 2.59 for the VAS UM/TAT
ASIC. Ideally, for multi-pixel events, the energy resolution should degrade only due
to the increment of the electronic noise. Therefore, the energy resolution ratio should
increase in a rate of 1, 1.44, 1.73 and 2. It is not the case for either ASICs. There are
several factors that can be blamed of. For example, in the VAS UM/TAT ASIC, it
was found that the peak-hold circuit for the shaper has severe nonlinearity problem
and it contributes signicantly to the energy resolution degradation [34]. This exam-
ple shows that the shaper and the timing picking circuit that follows the pre-amplier
can cause problems. The more complicated the ASIC circuit is, the more possible
problems may occur. In this sense, the VAD UM ASIC has an advantage. It only has
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pre-amplifers, which makes the VAD UM ASIC more promising to entirely address
the multi-pixel energy resolution degradation problem and reach the expected limit
of the multi-pixel energy resolution.
Table 6.1: The energy resolution FWHM of detector # 3E2 for 1-pixel, 2-pixel, 3-
pixel and 4-pixel events.
ASIC 1-pix 2-pix 3-pix 4-pix
VAD UM 0.96% 1.38% 1.78% 2.04%
VAS UM/TAT0.75% 1.14% 1.60% 1.94%
6.4 Conclusion
This chapter uses the traditional lter method to investigate the performance of
the VAD UM ASIC. Because of the exibility of choosing lter, the VAD UM ASIC
can produce better result comparing to old analog ASICs if the electronic noise is the
same. It is also demonstrated that the VAD UM ASIC can work for dierent types
of detectors. Good performance has been achieved in a HgI2 detector, whose induced
signals are ten times slower than the signals in CdZnTe detectors.
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CHAPTER VII
System Response Function and its Applications
7.1 Introduction
The VAD UM system provides a unique capability to obtain maximum amount
of information of each radiation interactions through the induced signal waveforms.
With those waveforms, energy deposition, interaction position and interaction types
can be identied. Chapter VI has demonstrated one way to extract the energy depo-
sition and interaction position using digital lters. This chapter shows an alternate
way, which utilizing the concept of system response function.
System response function generally describes what kinds of output signal should
be observed if an impulse input of a delta function is fed into the system. In our case,
it tells the induced signal prole and amplitude when a single electron-hole pair is
generated at a certain location in the detector and the electron and hole get collected
by cathode and anode respectively. In fact, holes can only move limited distance
in CdZnTe and their induced signal can be ignored as a rst-order approximation.
Therefore, the system response function of CdZnTe detectors is dominated by the
electron component and can be treated as the induced signal of a single electron.
Then, the total induced signal of an interaction is the sum of the signals produced
by every electron of the electron cloud generated in this interaction, if we assume the
formation of the total induced signal is a linear process:
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Here, t is time, representing that the induced signal is a function of time. n is the
number of interactions. E1, E2 until En are energy deposition of each interaction.
~X1, ~X2 until ~Xn are the interaction locations. mi is the number of the electrons in the
i-th electron cloud generated by each interaction. ~Pij is the location of i-th electron in
the j-th electron cloud. It can be also considered as the distribution of electron cloud.
H(~Pij) is the system response function, namely, the signal produced by an electron
located at ~Pij. If H(~Pij) is known, this equation can be used to nd out what is the
most probable distribution of electron cloud (~Pij) that best matches the measurement
S(t; E1; ~X1; E2; ~X2; :::; En; ~Xn). The distribution of an electron cloud is a very useful
piece of information. However, it requires signicant computation power to solve the
equation and sometimes it isn't necessary. The total charge and center location of
the electron cloud for a interaction are adequate in terms of readout information for
many applications. If we ignore the change of induced signal due to the electron
cloud shape variation as a rst-order approximation, the system response function
can be written in a simpler form as H(t; ~X;E), where ~X is the center location of
a electron cloud and E is the energy deposition. In addition, if we further assume
that in the range of energy deposition of our interest the size of any electron cloud
is small enough, the change of the induced signal can be treated as a linear function
of location. The linearity gives an advantage that no matter how large the electron
cloud is, the total induced signal is only a function of the electron cloud location.
Then, the system response function can be written as H(t; ~X;E) = E H(t; ~X).
If we have a measured signal S(t) and we have obtained the system response
function H(t; ~X), how to calculate the location and energy of this interaction? One
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answer is to use least-square tting, namely, to minimize the error function:
e =
Z
(S(t)  E H(t; ~X))2dt (7.2)
By making de=dE = 0 and de=d ~X = 0, we can form a group of equations to solve.
However, the derivative of the system response function H(t; ~X) can't be expressed
analytically and therefore equation 7.2 can't be solved directly. There is a function
minimization method called Levenberg-Marquardt algorithm that can be used to nd
tting solutions. In this algorithm, the numeric value of the derivative of H(t; ~X) can
be used and the solution to equation 7.2 can then be calculated.
7.2 Generation of System Response Function
The system response function H(~Pij) is dened as the induced signal produced
by a single electron, in other words, a point response function. In reality it is very
dicult to directly measure such system response function. In fact, if an electron
cloud is small enough, it should have very similar induced signal prole as a single
electron. To determine if an electron cloud is small enough, one can compare its size
with the size of the interested electrode, which in our case is the size of anode pixels.
If an electron cloud is much smaller than the pixel size, we can expect
1. The variation of induced signal along lateral location inside the electron cloud
is small so that the induced signal can be considered as a linear function of
position. As a result, the total induced signal is only related to the center
position of the electron cloud and isn't correlated to the electron cloud size.
2. When electrons drift to the anode surface, the collection delay time of some
electrons because of the size of the electron cloud is much smaller than the
signal rise time and for this reason it won't cause signicant change of signal
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prole. It should be mentioned that the induced signal on an anode pixel rises
only when the electron cloud is about one-pixel away from the anode surface.
Therefore, the condition that electron cloud size is much smaller than the pixel
size can ensure the signal rise time much bigger than the collection delay time.
In this case, the measured induced signal should resemble the system response func-
tion of the original denition. As for the simplied system response function H(t; ~X),
since it is obtained under the small electron cloud assumption, it is obviously the same
as the induced signal measured with small electron clouds.
Chapter V provides a method to sense the geometrical center of electron clouds
in sub-pixel resolution. Base on this method, a matrix of system response inside a
3-dimensional mesh (x,y for lateral position and z for depth) can be forged.
To measure the system response function, several factors should be considered:
how large the ionized electron cloud would be, how high the signal to noise ratio is,
how convenient and how ecient the measurement can be performed. As discussed,
the size of electron cloud needs to be small to make sure the measured system response
function is close to the point response function. For example, muon can't be used
to measure the system response because its track can be as large as the size of the
whole detector. There are two lab sources that can be considered: 662-keV 137Cs
gamma-ray source and 5.64-MeV 241Am alpha source. The advantages of 241Am
source are it has very high signal to noise ratio and its ionized electron cloud size is
very small. However, 5.54-MeV alphas have very short range, which is about tens
of micrometers in CdZnTe [60]. It will only interact at the detector surface and
won't be able to generate signals in detector bulk. Additionally, 241Am alpha source
can't be placed outside of the detector enclosure. It will be totally blocked by the
detector enclosure. Therefore, using 241Am to measure the system response function
requires complete disassembling of the detector system, which is not convenient in
practical operation. Alpha also can be easily blocked by any objects on the cathode
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surface such as detector name tag, conducting paste of the high voltage wire and so
on. As a result, some pixels may have no alpha signals and as a result the system
response function measured with alpha can be incomplete. As a comparison, 662-
keV photons don't have the range problem. However, the signal-to-noise ratio of the
induced signals of 662-keV photons is much poorer than those produced by 5.64-MeV
alphas. In addition, the detection eciency of photons is much smaller than alphas.
However, those disadvantages won't lead to crucial problems such as missing of the
system response function for several pixels. Therefore, 662-keV photon source is the
better choice.
The system response function is measured on a 3-dimensional mesh and linearly
interpolated to any arbitrary location inside the detector. This data mesh has to be
ne enough to make sure the accuracy of the linear interpolation. Along the depth,
traditionally we divide the whole detector thickness to 40 depth, which has been
proven to be precise enough [66]. Along lateral direction, the sub-pixel resolution is
anticipated to be around 300 m with about 3 keV electronic noise as demonstrated
in chapter V. Taking into account that in the future the VAD UM system targets at
2 keV electronic noise, we choose to separate each pixel into 9 divisions. The total
divisions or voxels in this mesh is close to 400,000.
To solve the problem of low signal-to-noise ratio of the induced signal for 662-
keV photons, we collect many waveforms inside one voxel and average them. The
number of events inside each voxel needs to be large enough to ensure the removal
of electronic noise. In addition, it should be noticed that the induced signal actually
changes inside each voxel. Our interest is the response at the center of each voxel.
This also needs to be achieved by averaging induced signals in one voxel. Therefore,
even with very good signal-to-noise ratio, enough number of events in each voxel is
still required. For 40 depths and 9 sub-pixels in each pixel, 400,000 voxels need to
be lled, which is a signicantly huge number. For example, if we only require 100
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photopeak events in each voxel to generate the system response, the total photopeak
events we would need is about 40 million. The photopeak eciency is about 10% in
CdZnTe. Therefore, it is required to acquire totally 400 million events. This number
of events will not only require long time to collect but also tremendous amount of
disk space to store. The rst version VAD UM system has high common mode noise
and it can only work in full-readout mode, which has a maximum count rate of 200
counts per second. Therefore, it will take 20 days to acquire 400 millions events. As
for disk space, the waveforms of this much events will consume about 3 Tera-Byte
which is unrealistic to store. In order to obtain the system response function for the
whole detector with reasonable number of events, we have to use approximations to
reduce the number of voxels in the mesh.
In this section, we talks about how to obtain system response function with the
662-keV 137Cs source. The techniques to reduce the number of voxels in the mesh
and overcome the problem of low signal-to-noise ratio and low eciency is the focus
of this section.
7.2.1 Charge-collecting Pixels and Cathode
As we discussed in chapter V, the induced signal changes laterally inside the
charge-collecting pixel. However, this change is small especially in the bulk of the
detector as shown in section 5.7.2 in chapter V. In addition, we have achieved sig-
nicant energy resolution of 0.48% FWHM at 662 keV on the best detector we have
[68] using the BNL ASIC without any correction of sub-pixel variation, indicating the
poorer energy resolution of around 1 % measured in other detectors or using other
ASICs isn't caused by the sub-pixel variation of induced signals. This statement is
correct at least for good CdZnTe crystals. Therefore, the system response function of
charge-collecting pixels can be generated without considering sub-pixel variation and
the number of divisions in the mesh can be reduced from 400,000 to less than 5,000.
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Figure 7.1: An example of the system response function measured for collecting pixel
and cathode. Channel 40 is picked for this example. With the color
changes from blue to yellow and then to red, the depth varies from the
anode side to the cathode side.
Figure 7.1 presents an example of calculated system response function for the
charge-collecting pixels and the cathode. From anode to cathode, the amplitude of
the cathode waveform increases almost linearly except for those depths very close to
the anode surface. For a charge-collecting pixel, from anode to cathode, its signal
waveform rst gets bigger because of the increment of weighting potential and then
starts to decrease when the interaction is in the detector bulk because of electron trap-
ping. Those observations are expected. There are several other interesting features
existing in those plots, which are going to be discussed later.
7.2.2 Neighboring Pixels
Dierent from the charge collecting and cathode signals, the induced signals on the
neighboring pixels are quite sensitive to the lateral location of the interaction inside
the charge-collecting pixel, which is the basis of the sub-pixel sensing. To reduce
the number of divisions of the mesh for neighboring pixel signals, we investigate the
possibility to ignore or compensate the dierence of the neighboring pixel signals for
those interactions located in the same depth and the same relative sub-pixel location
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but under dierent collecting pixels. If the signal dierence can be either ignored or
compensated, the system response function mesh then becomes a function of depth
and relative sub-pixel location instead of global location and the size of the mesh can
be reduced signicantly to about 3,000.
There are several factors that can contribute to the variation of the neighboring
pixel signals as the collecting pixel changes. Those factors include weighting potential,
trapping, electric eld and electronic gain. Some of the factors have the inuence that
can be corrected easily. For example, the dierent electronic gain among pixels can
be measured with test pulse and corrected by simply multiply each channel by a
constant. For other factors, we need to investigate one by one to determine if their
inuence can be compensated or not.
First, let's take a look at weighting potential. Since the detector is not innitely
large, the weighting potential between any two collecting pixels or neighboring pixels
aren't exactly the same, especially if we compare the center pixels with the edge
and corner pixels. Figure 7.2 shows the weighting potential of those left neighboring
pixels calculated by Maxwell v12. As shown, the weighting potential curves of the
inner-layer pixels are very similar. However, for the edge and corner pixels, their
weighting potential can vary as much as two times from the weighting potential of
the-inner layer pixels. Apparently, the edge and corner pixels should be excluded in
the pixel-combining method. After the system response function for the inner-layer
pixels has been determined, one can combine with simulation to estimate the system
response function for those corner and edge pixels.
There is one important feature that should be noticed: if the neighbor is far
away from the interaction location, whether this neighbor is a corner, edge or inner-
layer pixel has signicant impact on the weighting potential; on the other hand, if
the neighbor is close to the interaction location, the identity of this neighbor will
inuence much less signicant. This feature makes the sub-pixel position calculation
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algorithm insensitive to the identity of the neighbors if the collecting pixel belongs to
inner 9 by 9 pixels and all 8 neighbors exist.
The trapping of electrons can change the induced signal waveform. For example,
trapping denes how curved the cathode signal waveforms are. If there is severe trap-
ping, the cathode signal waveform would be very curved instead of a linear function as
observed in many moderate and low trapping detectors if the electric eld is uniform.
However, the induced signals on the neighboring pixels are very small in the detector
bulk. It rises when the electron cloud reaches the anode vicinity. Since trapping takes
place mostly in detector bulk, the inuence of trapping to the induced signal on the
neighboring pixels can be approximately treated only as amplitude change instead
of the variation of the waveform shape. By applying a simple gain correction, the
inuence of the trapping is expected to be almost totally removed. Figure 7.3 shows
an example. As can be seen, when the total trapping changes from 5% to 10%, the
change of the signal waveform is negligible. Usually, for good CdZnTe detectors, the
change of trapping from pixel to pixel is smaller than 5%. Therefore, trapping isn't
expected to be a problem to apply the pixel-combing method.
Lastly, the electric eld can be dierent from pixel to pixel. We have observed
such a case in some Redlen CdZnTe detectors [34]. The electron drift velocity is
a function of electric eld. Therefore, the change of electric eld can change the
signal waveform prole. If the dierence is signicant, the width of the measured
neighboring pixel waveforms would be dierent. Figure 7.4 shows the neighboring
pixel waveforms for all inner-layer pixels, there is no visible dierence in signal prole
that is more prominent than the electronic noise. In fact, the cathode signal contains
the electron velocity and therefore the electric eld dierence can be fully corrected
if it is required.
Therefore, we apply the pixel-combining method to obtain the system response
function for inner-layer pixels. Figure 7.5 presents an example of the measured system
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(a) At the center of the pixel

















(b) Near the left edge of the pixel



















(c) Near the right edge of the pixel
Figure 7.2: The calculated weighting potential dierence for various interaction lo-
cations. Each colored line is the weighting potential for the pixel of the
same color. Each colored circle marks the interaction location of the pixel
with the same color.
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Figure 7.3: The inuence of trapping on the neighboring pixels. The signal waveform
is obtained from experimental data. The trapping is added articially.
The nal waveforms are normalized to have the same maximum value.














Figure 7.4: Comparison of the normalized induced signal on the right side neighbor
when the electron cloud is located at dierent collecting pixels.
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response function for the neighboring pixels.
7.2.3 Charge Leak Correction and SRFSF Method
As we know, if the interaction location is very close to the edge of the pixel,
some charge will be leaked to one or even several neighboring pixels. A 662-keV
electron cloud produced by a fast electron is about 200 to 300 m. When using this
electron cloud to generate the system response function for the neighboring pixels,
charge leak can happen in the edge and corner sub-pixel voxels. Figure 7.6 shows an
example of the charge leak observed in the measured system response function. The
tail amplitude of the induced signal on the neighboring pixel tells how much charge
is collected on this pixel. It can be seen in this gure that 7 neighbors share the same
tail amplitude while the other has a bigger tail. The same tail amplitude of the 7
neighbors tells that for the depth of this example, the tail amplitude is not a sensitive
function of the sub-pixel location. Therefore, the true tail amplitude without charge
leak can be known. Then obviously, the neighbor that has bigger tail amplitude is
because of charge leak. The amount of leaked charge can be calculated and it can be
used to correct the measured system response. Figure 7.6 shows the corrected system
response for those 8 neighbors.
However, the 8 neighbors don't necessarily have the same tail amplitude for all
depths. Figure 7.7 gives an example of the system response for the 8 neighbors when
the interaction depth is close to the anode surface. It can be clearly seen that the tail
amplitude for those neighbors varies signicantly. To gure out how much charge is
leaked for those anode side system response, a method called system response function
self-tting (SRFSF) is invented.
The idea of SRFSF is to use the cathode surface system response to deduce the
system response of the other depths based on waveform tting. As we know, when




Figure 7.5: The measured system response function of the neighboring pixels for 9
 9 at depth 30, which is about 3.2 mm away from the cathode surface.
The dierent colored lines are the induced signals from the neighboring
pixel of the same color.
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Figure 7.6: The measured system response function for 8 neighbors at depth 30, which
is about 3.2 mm away from the cathode surface. The dierent colored
lines are the induced signals from the neighboring pixel of the same color.
The green dot marks the interaction location.


















Figure 7.7: The measured system response function for 8 neighbors at depth 10, which
is about 3.9 mm away from the anode surface. The dierent colored lines
are the induced signals from the neighboring pixel of the same color. The
green dot marks the interaction location.
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x the lateral interaction location and only let the depth vary, it is easy to nd that
the induced signal of any depth is just a part of the induced signal of the cathode
surface. This statement is true even if there is trapping. We can reach this conclusion
with the derivation below.






E( ~x(t0))v( ~x(t0))dt0 (7.3)
Here, w(t) is the induced signal.  is electron life time. ~x(t) is the position of the
electron cloud at time t. E(~(x)) is the electric eld strength along depth direction at
position ~x and v(~x) is the electron drift velocity. E(~x) and v(~x) are only a function
of position. w(t) can be be related to the induced signal from an interaction at an























 E( ~x(t0 + t0))v( ~x(t0 + t0))dt0







 E( ~x(t0 + t0))v( ~x(t0 + t0))dt0
35
(7.4)




 E( ~x(t0 + t0))v( ~x(t0 + t0))dt0
actually gives the induced signal at time t  t0 of an interaction happened at position
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~x0, which is in the path of the w(t) electron cloud drifting to the anode.







 E( ~x(t0 + t0))v( ~x(t0 + t0))dt0
35
= C + e 
t0
  w ~x0(t  t0)
= C +K  w ~x0(t  t0) (7.5)
w ~x0(t) is the induced signal when the interaction happens at position ~x0. K is electron
trapping ratio and C is the expected induced signal when the electron cloud drifts
from the cathode to the interaction position. Both K and C aren't a function of time.
Therefore, even with trapping, the induced signal from any interaction depth can be
deduced by the induced signal on the cathode surface with simple transformation
and SRFSF is expected to work. De-trapping isn't considered here. Its eect will be
discussed in section 7.4.2.
SRFSF can provide the expected signal prole for any interaction depth based
on the cathode surface system response function. By comparing the expected neigh-
boring signal waveform with the measured one, the amount of charge leak can be
found out. As a summary, after the system response function is measured for the
neighboring pixel events, three additional procedures can be applied to correct the
charge leak for those sub-pixel locations near the pixel edge:
1. Applying the charge leak correction based on signal tail comparing to those of
the cathode side system responses.
2. Using the system response in the center of the pixel to calculate the parameter
C and K for each depth.
3. Use the calculated C and K and charge-leak-corrected cathode-surface system
response to obtain the response function of the other depths and all charge leak
will be removed.
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It should be noticed that C and K are both insensitive to the sub-pixel location,
so that C and K calculated using the pixel-center system response function can be
applied to the pixel-edge system response function.
7.3 Numeric System Response Function Fitting
Numeric system response function tting follows the procedure of Levenberg-
Marquardt algorithm and uses linear interpolation to obtain the Jacob matrix. Figure
7.8 shows the ow chart of the tting procedure. Figure 7.9 gives an example of this
tting method for a single-pixel event. As seen, the anode and pixel waveforms can
be tted pretty well. Every detail of the measured waveform matches the tted sys-
tem response function. However, for neighboring pixel waveforms, there is still some
small disagreement. Relative high noise can be responsible, but the approximations
we have made to calculate the neighboring pixel system response function should also
contribute.
7.4 Application of System Response Function
There could be numerous applications of the system response function. In this
section, we discuss two of them.
7.4.1 Charge Leak Correction for single-pixel events
As discussed, some charge can leak to the neighbor pixels when the interaction
is near the pixel edge. With accurate system response function, this loss of charge
can be recovered. As shown in Figure 7.10, after the charge leak correction, the
photopeak becomes more symmetric and the low energy tail becomes much smaller.
For multi-pixel events and high energy events, the low energy tail of photopeak is more
severe. It is expected that the charge leak correction can help more in improving the
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Figure 7.9: An example of SRF tting method applied to a single-pixel event.
photopeak shape and energy resolution for those events.
7.4.2 Electron De-trapping Time Measurement
When we apply the SRFSF method, it is found that the cathode surface system
response can't perfectly match the system response from the other depths. Figure
7.11 shows an example. The best tting has a clear dierence at the turning part of
the waveform when the charge is being collected by the pixel. The tted waveform,
which is in fact the system response at the cathode surface, turns slower than that of
the anode waveform. If we calculate the area of the dierence of the two curves and
plot the change of this area as a function of the interaction depth, it can be found that
from the cathode to the anode side the turning dierence always exists as shown in
gure 7.12. This observation shows that the holes can't be responsible because their
contribution to the anode signals is very small in the detector bulk. The de-trapping
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Without charge leak correction
With charge leak correction







Figure 7.10: The single-pixel event spectrum before and after the charge leak correc-
tion. The data is obtained from detector # 4E3. The cathode is biased
at -3000 V and the grid is at -40 V. The energy resolution is slightly
improved from 0.81% to 0.80%.
of the trapped electrons could be the reason. The trapping and de-trapping process
can delay electrons and eventually make the electron cloud elongated. The electron
cloud that drifts more distance will experience more trapping de-trapping process and
its size will become bigger. As a result, cathode side electron clouds need more time
to be fully collected and then the turning part of their induced signal will last longer,
which is exactly what we observed in gure 7.11.
Equations can be derived to estimate the trapping time and de-trapping time
based on the SRFSF tting dierence. Here, we roughly estimate their values. Figure
7.13 illustrates the method. As plotted in the gure, the total delay of the collection
time is about 200 ns. Usually electrons needs about 5-time de-trapping time to be
fully de-trapped. Therefore, the de-trapping time should be around 40 ns. As for the
trapping time, we know that every time there is trapping, the electrons will be delayed.
The electrons remains in the leading edge of the electron cloud are those un-trapped
electrons. The fast rising of the anode signal then can be found as caused by those
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Figure 7.11: An example of the SRFSF method for the system response of a neigh-
boring pixel. The turning dierence indicates fast electron trapping and
de-trapping. Depth 5 is about 2 mm away from the anode surface. The
polarity of the signal is reversed in this plot.























Figure 7.12: The area of the turning dierence as a function of the interaction depth.
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 no trapping charge amplitude
amplitude change = 18
total amplitude is 147
Figure 7.13: An example of the SRFSF method. The turning dierence indicates fast
electron trapping and de-trapping. Depth 5 is about 2 mm away from
the anode surface. The polarity of the signal is reversed in this plot.
un-trapped electrons. Therefore, the quantity of those electrons can be measured by
the amplitude where the fast rising of the anode signal stops. From Figure 7.13, we
can determine that the trapping time is about 5 s. Here, a puzzle emerges. The 40-
ns de-trapping time should ensure all electrons to be de-trapped if they are trapped
with the 5 s trapping time. However, in this detector, the waveform amplitude as
a function of depth clearly shows the existence of the trapping of electrons. It is
suspected that in this detector, there are two trapping centers: one is shallow and
the other is deep. The shallow trapping center has the 40-ns de-trapping time and
contributes to the round turning of the induced signal while the deep one has very
long de-trapping time and is responsible of the observed electron trapping.
7.5 Conclusion
This chapter presents a new method called system response function tting to
obtain the energy and position information from the digital waveforms from the
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VAD UM ASIC. The method to generate the system response function is discussed.
The biggest diculty is the huge mesh size of the system response function if sub-pixel
precision is included. To overcome this problem, we treat charge-collecting pixels and
neighboring pixels dierently. For charge-collecting pixels, the sub-pixel variation of
the induced signal is ignored and the data is focused on capture the energy depo-
sition variation from pixel to pixel. For the neighboring pixels, the variance of the
neighboring induced signals for the same relative sub-pixel location and depth but
dierent charge collecting pixels is ignored or compensated. The focus is put on the
signal change because of the relative sub-pixel position variation. Additionally, the
method to correct the pollution of the charge leak on the neighboring pixel system
responses is provided. The charge leak correction is tested with single-pixel events
and is proven to be eective.
The best place to use system response function reconstruction is for high energy
events or neighboring pixel events. In fact, when the energy deposition is high, the
neighboring pixel events will have severe crosstalk, which can be confused with the
small charge leak or trigger the timing incorrectly in traditionally ASICs such as the
VAS UM/TAT ASIC. [34]. However, with system response function, those crosstalk





In previous several chapters, the position measurement was to nd out the centroid
of the electron cloud. The distribution of the electron cloud was ignored. However,
the electron cloud distribution may carry useful information. For example, in our de-
tectors, no knowledge of the electron recoil direction to Compton imaging. Compton
imaging relies on many cones crossing at a point to tell the source location. Those
cones can generate signicant background. However, If the recoil electron direction
can be measured, the possible incident gamma-ray direction would be limited to a
fragment of the cone or even a point if the measured reoil direction is precise. In this
case, the image background would be signicantly reduced and the signal-to-noise
ratio would be improved. Additionally, electron cloud distribution shows the path of
the ionization. Between electrons and other heavy charged particles, the ionized elec-
tron cloud size is dierent for the same energy deposition. Therefore, if the electron
cloud distribution is known, particle ID can be performed.
This chapter discusses a method to de-convolve the electron cloud distribution
from accurate system response function. The preliminary simulation result is pre-
sented.
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8.2 Electron Cloud Distribution Calculation algorithm
8.2.1 Problem Model
Let's use m(t) to present the total induced signal on an electrode, p(x; y; z; t)
as the system response function for this electrode, namely the induced signal by an
electron starting drift from the location (x; y; z) and c(x; y; z) as the distribution of
electron cloud, or energy deposition at position (x; y; z). Since the signal inducing is a




c(x; y; z)p(x; y; z; t)d~v (8.1)
If we assume the electron cloud is completely under one pixel and divide this pixel into
IJK sub-voxels along x, y (in anode plane) and z (in depth) direction respectively,




c(i; j; k)p(i; j; k; t) (8.2)
Where (i, j, k) is the coordination of the sub-voxel and t = 1; 2; 3; :::; T is the number
of samples. If let b = i+ j  I + k J K and B = I  J K, equation 8.2 can be














Or in forms of vector and matrix, it turns into
~n = P~c  ~m (8.5)
Therefore, if we know the system response function p(b; t) and the measured signal
on the electrode m(t), the problem is to nd c(b) to best t the measurement.
8.2.2 Solution
8.2.2.1 Solving with Inverse Matrix
As discussed in chapter II, the electronic noise is correlated, so that least-square
tting isn't the best tting method. We need to employ the matched-model tting,
which uses the joint distribution function of noise
f(~n) = K  e  12~n0A~n (8.6)
Here A is the covariance matrix. With equation 8.5, we can obtain probability for
electron cloud distribution ~c
f(~c) = K 0  e  12 (P~c ~m)0A(P~c ~m) (8.7)






d [(P~c  ~m)0A(P~c  ~m)]
d~c
= 0
) P 0A(P~c  ~m) = 0
) (P 0AP )~c = P 0A~m (8.9)
It's to solve a linear equation. The solution seems very easy to be obtained. However,
~c is electron cloud distribution or the energy deposition at each sub-voxel so that it
cannot be negative. Apparently, the solution in equation 8.9 doesn't guarantee ~c to
be positive. In fact, since the dimension of ~c is huge, there is very high possibility that
negative solutions can be obtained through equation 8.9. Therefore, we need another
method that can add the connement to the solution. Here we choose MLEM [55].
8.2.2.2 Solving with EM Method
To obtain MLEM solution, rst we articially split the noise into several variables





For simplicity, we ignore the correlation of noise and assume n(b,t) to be time inde-
pendent and Gaussian shaped with the variance as n. Then the signal amplitude at
time t induced by those ionized electrons in voxel b is
s(b; t) = c(b)p(b; t) + n(b; t) (8.11)
So that s(b; t) has a Gaussian distribution. Its mean value is c(b)p(b; t) and the
variance is n. We require
P
b
s(b; t) = m(t) to connect the model to the measurement.
The likelihood that energy deposition of a electron cloud c(b) to produce the measured
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signal m(t) can be written as
L(~c) = P (~mj~c) =
Y
b;t
K  e  12 [ s(b;t) c(b;t)n ]
2
(8.12)
To maximize L(~c), we can get
@L(~c)
@c(b)







The expectation of s(b; t) if we know the measured signal m(t) and electron cloud
distribution c(b), , E[s(b; t)j~m;~c] can be calculated as following. First we consider the
noise is time independent, so that s(b; t) is irrelevant of m(t0); t0 6= t, so that
E[s(b; t)j~m;~c] = E[s(b; t)jm(t);~c] (8.14)
Next, we use the relation m(t) =
P
b
s(b; t) = s(b; t) +
P
b0 6=b
s(b0; t). Let X = s(b; t)




s(b0; t) and then Y has a mean of
P
b0 6=b
c(b0)p(b0; t) = Y0 and a variance of
p
B   1n = Y . The total possibility to observe X when X + Y = m(t) is




































Where C and C 0 are constants. This equation tells us that the mean value of X is
















Substitute X0, Y0, X and Y to obtain
E[s(b; t)j~m;~c] =
c(b)p(b; t)  (B   1)2n + (m(t) 
P
b0 6=b
c(b0)p(b0; t))  2n
(B   1)2n + 2n
=










Substitute s(b; t) in equation 8.13 with its expectation, we can obtain the MLEM
solution in an iteration form














In each iteration, we require c(n)(b) to be positive to make the solution reasonable.
Figure 8.1 presents the convergence of the MLEM method. As seen, the convergence
is slow.
8.3 Simulation Result
The induced signal change from one voxel to another is expected to be very small.
Therefore, it is required to have low electronic noise to de-convolve the precise dis-
tribution of electron clouds. To evaluate how low the noise should be, we made a
simulation with 1 keV, 2 keV, 3 keV electronic noise and no electric noise with the
recoil electrons at the energy 1243 keV, which is shown in gure 8.3. As can be seen,
until 2 keV, the simulated result doesn't dier too much from the one without noise.
Therefore fortunately, the electron cloud distribution solution obtained by MLEM
method is not very sensitive to the electronic noise of the system.
Figure 8.4 presents a comparison of the calculated electron cloud distribution with
the real distribution using simulation data. Theses two plots have similar distribu-
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Figure 8.1: The convergence of the MLEM method for electron cloud distribution
calculation.
tions. However, it can be clearly seen that the calculation electron cloud distribution
is more diused. To obtain the emitting angle, the precise way is to have a mea-
surement which can show distinct initial path of the electron track. Apparently, our
electron cloud distribution calculation algorithm can't provide that capability.
Though the measured electron cloud distribution is very vague, the orientation
of the distribution may stay the same. To test this hypothesis and check if electron
cloud orientation is correlated with the initial electron emitting direction, we com-
pare separation angle between two directions for real electron cloud distribution and
calculated distribution using the simulation data. The electron energy is assumed to
be 1243 keV and it is emitted isotropically. Figure 8.5 shows the result. The inverse
matrix method is also tried and the electron cloud orientation calculated using this
method is also plotted in the gure. As can be seen, the calculated electron cloud
distribution agree well with the real distribution, indicating the electron cloud distri-
bution calculation algorithm is eective. As a comparison the inverse matrix method
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doesn't work. The correlation between the electron cloud orientation and the elec-
tron initial emitting direction is noticeable but it isn't strong. For other energies, we
investigate the fraction of events whose electron cloud orientation separated less than
30 degree from the initial electron emitting direction and plot the result in gure 8.2.
We add a case when the electron cloud orientation is totally irrelevant to the initial
electron emitting direction in the plot as a comparison. As shown, this fraction defers
very little from the irrelevant case from 0 to 2 MeV, indicating that electron cloud
orientation won't be an eective parameter to determine the recoil electron direction.
However, though the correlation is weak, it exists. In the future, it can be made a try
to investigate how can this weak correlation be used to improve Compton imaging.
Figure 8.2: fraction of the events whose electron cloud orientation separated less than
30 degree from the electron emitting direction. The isotropic line shows
the case when the electron cloud orientation is totally irrelevant to the
initial electron emitting direction. Each pixel is divided into 10  10
sub-pixels.
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Estimated Signal by MLEM
(a) No electronic noise
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Estimated Signal by MLEM
(b) 1 keV electronic noise
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Estimated Signal by MLEM
(c) 2 keV electronic noise
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Estimated Signal by MLEM
(d) 3 keV electronic noise
Figure 8.3: The calculated electron cloud distribution using MLEM method with dif-
ferent electronic noise. The electron used in this simulation is 1243 keV.
Each pixel is divided into 1010 sub-pixels. The depth is divided into
totally 30 depths. This plot only shows 10 depths where the cloud is
located. The waveforms shown in these plots are the joint waveforms for
the 8 neighbor pixels and the charge collecting pixel.
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(a) The calculation electron cloud distribution
(b) The real electron cloud distribution
Figure 8.4: The simulation result of the electron cloud distribution calculation algo-
rithm using MLEM. The electronic noise is assumed to be 1 keV and the
recoil electron energy is 1243 keV.
163

















Figure 8.5: The separation angle between the original electron emitting direction and
the electron cloud orientation. The electron cloud orientation is obtained
from the real electron cloud distribution and the calculated distribution
using MLEM method.
8.4 Conclusion
In this chapter, a MLEM algorithm was developed to calculate the electron cloud
distribution. The algorithm was found eective. An eort was made to investigate
the possibility of using electron cloud orientation calculated from electron cloud dis-
tribution to estimate the initial electron emitting direction. The result shows that
electron emitting direction is weakly correlated with the electron cloud orientation.
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CHAPTER IX
Conclusion and Future Work
9.1 Electronic Noise and Matched-model Filtering
In pre-ampliers, the electronic noise is categorized as parallel noise and serial
noise. Parallel noise is the integrated current noise on the feedback capacitor, so that
parallel noise is correlated in time. As a consequence, least-square tting performs
poorer than many traditional lters in terms of signal-to-noise ratio. This research
developed a new tting method based on complete modeling of the electronic noise.
This new tting method is named as matched-model tting. The method to calculate
the coecient of the matched-model tting is provided in this dissertation. The per-
formance of the matched-tting method is examined and the result shows signicant
improvement from the least-square tting. The matched-model tting is also found
performing better than many traditional lters, such as CR-RC lter, triangle lter,
Gaussian lter etc.
9.2 Simulation and Modeling
The 3-D position sensitive pixelated CdZnTe detector system is modeled in this
dissertation based on the Shockley-Ramo theory. The operating eld and weighting
eld are computed by a commercially- available electric eld calculation software:
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Maxwell 3D. The gamma interactions inside the CdZnTe detectors and the generation
of electron cloud are modeled by Geant4 from CERN. A C++ software was written
to combine the Maxwell data and Geant4 data to generate the induced signal on
each electrode. The electric noise is also modeled according to Pullia and Riboldi's
method.
9.3 VAD UM ASIC and its Performance
A new generation of readout system has been developed which is called VAD UM
ASIC. Traditional readout systems (such as VAS UM/TAT ASIC and BNL ASIC,
which are all called analog ASIC) sense the amplitude and trigger time of the pre-
amplier signals through various types of shapers and they only output amplitude and
trigger time to users. As a comparison, VAD UM ASIC digitizes the pre-amplier
signal and directly output the pre-amplier waveforms of each interaction without
passing through any shapers. In this way, maximum amount of information of the
interaction and the charge transportation properties is preserved. With such rich
information, many problems and diculties in energy and position reconstruction
with the analog ASICs are expected to be solved and better energy and position
resolution should be achieved.
The power consumption of the VAD UM ASIC is measured to be 1.6 mW per
channel. The nonlinearity of the system is estimated to be 0.2 to 0.4 % in the 3-MeV
dynamic range. Severe common mode noise was observed in the 40 MHz GM-I system,
which included two components: the high frequency (HFCM noise) component and
the low frequency (LFCM noise) one. HFCM noise was identied as the interference
originated from the readout clock. With a upgrade of the rmware to shut down
the readout clock during sampling, HFCM noise was removed. The LFCM noise
is suspected to be due to low frequency noise in the power supply. It's dicult to
completely remove the LFCM noise. The contribution of the LFCM noise is estimated
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to be about 1 keV in the GM-I 80 MHz system.
The rst generation GM-I 80 MHz readout system has 3 keV electronic noise.
Three major noise contributors are identied, including the long traces between each
detector pixel and each ASIC channel, the small gain of the receiver on the Espresso
board and the incorrect conguration of the equivalent feedback resistance setting
Vfp. By solving those three problems, the electronic noise was successfully reduced
to 2 keV.
9.4 Sub-pixel Position Sensing Technique
An important capability of the VAD UM ASIC is sub-pixel position sensing. The
transient signals induced on the neighbor pixels are a strong function of interaction
location, making it possible to sense the interaction position with sub-pixel resolution.
An algorithm is designed in this dissertation to calculate the sub-pixel interaction
position. In this algorithm, the transient signal amplitude is dened as the dierence
between the signal maximum and minimum to optimize the signal-to-noise ration in
the detector bulk. The sub-pixel position is determined by the ratio between the sum
signals of the three neighbors on either side of the collecting pixel. This ratio is called
opposing-neighboring ratio. The relation between the opposing-neighboring ratio and
the true interaction position is found close to a linear function. In addition, it doesn't
strongly depend on the interaction depth.
A simulation was carried out and 180 m sub-pixel position resolution is calcu-
lated at 662 keV assuming 4-keV electronic noise. An experiment was made thereafter
with a prototype digital readout system. The electronic noise in this prototype sys-
tem was 4 keV. The collimator used in the experiment had an opening of 100 m.
The raw uncertainty of the measured sub-pixel position was 360 m. This raw un-
certainty included the incident position uctuation due to the 100-m collimator and
the electron cloud centroid variation due to the 300-m electron cloud. After those
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additional uncertainties were removed, the sub-pixel position resolution of measuring
the centroid of an 662-keV electron cloud is estimated to be 230 m. The poorer sub-
pixel position resolution comparing to the simulation result is believed to be mostly
due to the pixel-jumping eect.
9.5 System Response Function Fitting Technique
The sub-pixel sensing technique based on the opposing-neighboring ratio requires
clear present of all 8 neighbors. However in the case of two neighboring pixels both
collecting charges, each collecting-pixel signal covers one neighbor signal, making it
impossible to sense sub-pixel location with the opposing-neighboring ratio method.
To solve this problem, a method called system response function tting is developed.
The system response function is a function describes the induced signals of any
electron cloud located at any location of the detector. It is a function of electron
cloud energy E and centroid location (x, y, z). If the electron cloud is small enough
so that the shape of the electron cloud doesn't noticeably aect the induced signal,
the electron cloud energy E can be taken out of the equation and the system response
function gets only relying on electron cloud centroid location (x, y, z).
With simple calculation, it was found to generate the system response function
for each sub-pixel and depth can take as long as 20 days. The eort to reduce the
necessary size of the system response function matrix is carried out in this dissertation.
For charge collecting pixels, if the detector material is relative uniform and there is
no signicant change of material properties inside each pixel, the sub-pixel variation
of signal induction can be ignored. The size of the charge collecting pixel system
response function can then be reduced by 81 times if the sub-pixel divisions are
set to be 9. For neighboring pixel signals, the material property change from one
pixel to another can be identied through the charge collecting pixel system response
function, which makes the pixel-to-pixel variation compensable for those neighboring
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pixel signals. As a result, neighboring pixel system responde function can be built
only as a function of sub-pixel location. The size of the neighboring pixel system
response function is then reduced by 121 times (11 by 11 pixels). System response
function generated in this means was used to t the measurement. It was found for
charge collecting pixels, the calculated system response function ts the measurement
with no biases. However, for neighboring pixel signals, there is slight disagreement.
During the study of the system response function generation, charge leak was
found in the neighboring pixel system response functions when the sub-pixel location
is close to the pixel edge. For cathode side events, charge leak can be removed
since the tail value of the neighboring pixel signals is known to be zero. When the
interaction is in the detector bulk, a method called system response function self
tting (SRFSF) is developed to estimate the tail value based on the cathode side
signal. The principle is if an electron cloud that generated in the middle of the
detector shares the same path as another electron cloud from the cathode surface,
the induced signal of the former electron cloud is approximately part of the induced
signal of the later one with one only dierence of gain. Using this method, the charge
leak can be identied for each depth. After the charge-leak correction, the photopeak
of a 662-keV gamma spectrum was found having smaller low energy shoulder and
becoming more symmetric and closer to the Gaussian function.
9.6 Electron Cloud Distribution Calculation
The possibility of calculating the electron cloud distribution is discussed in this
dissertation. In principle, if the system response function for each sub pixel is known,
it is possible to calculate a distribution of the energy deposition in each sub pixel
to best match the total induced signal. The tted energy deposition distribution
represents the electron cloud distribution. A simulation of 1-keV electronic noise was
made and the calculated electron cloud distribution was demonstrate to be similar
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to the true one. The impact of the electronic noise was studied. It was found that
from 0-keV to 2-keV electronic noise, the change of the calculated electron cloud
distribution is negligible, indicating the algorithm can work eectively to 2 keV.
9.7 Suggestions on Future Work
The performance of the VAD UM ASIC is presented in this dissertation, 2-keV
electronic noise has been achieved. However, the common mode noise in the system is
measured to be about 1 keV, which makes the electronic noise in the sparse readout
mode about 10 % higher than that in full readout mode. Reduction of common mode
noise could be studied to reach better performance in the sparse readout mode. For
the future of the VAD UM ASIC, one study can be considered is to evaluate the
possibility to further reduce the electronic noise, for example, by increasing the pre-
amplier gain or sacrice the low power consumption. It has been observed that with
the electronic noise decreased from 2 keV to 1.5 keV, the performance of detector #
4E1 can be improved from 0.48 % FWHM at 662 keV to 0.39 % on the BNL ASIC.
The BNL ASIC reached 1.5 keV by increasing its pre-amplier gain. The dynamic
range of VAD UM ASIC is in fact larger than 3 MeV and is about 4 MeV, which
opens the option to increase the gain of the pre-amplier. We may eventually achieve
electronic noise better than 2 keV. As for the readout system, the GM-I system can
work but its interface with the computer is too complicated. In the future, it can
be considered to implement the USB interface to simplify the interface. The DGD-1
system has higher electronic noise than the GM-I system. It may be because of the
interference on the FEC board but the reason isn't clear. Further eort should be
carried out to identify the source of the higher noise.
Sub-pixel resolution sensing technique is developed and proven eective for single-
pixel events. There is one more question left to be answered, which is to experimen-
tally identify the pixel boundary. In this dissertation, simulation is carried out to
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estimate what opposing-neighboring ratio is corresponding to the pixel boundary.
This method is proven to be eective in detector # 4E3. However, if the detec-
tor material is poor, such a method could become ineective. To identify the pixel
boundary experimentally, it may be possible to utilize equally-shared charge sharing
events.
For multi-pixel events, especially for neighboring pixel events, the opposing-neighboring
ratio method can't be used to sense the sub-pixel position. The system response func-
tion tting method needs to be employed. The method to fast calculate the system
response function for each sub-pixel voxel is provided in this dissertation. However,
the tting result shows that the neighboring pixel signal tting isn't as accurate as
the charge collecting and cathode pixels. One problem may be the missed system re-
sponse function for 2-pixel-away neighbors. In addition, if the detector is non-uniform
in sub-pixel dimension, the fast calculation method of system response function cam't
be applied. In this case, three solutions can be considered: (1) Based on the fact that
anode signals are not sensitive to the electron behavior in detector bulk, it may be
assumed that the anode signals are still similar across the pixel and we only inves-
tigate the cathode signal sub-pixel variation. Since cathode signal isn't critical to
energy resolution, such an approximation may lead to marginal degradation of detec-
tor performance. (2) 241Am alpha source can be considered to address the sub-pixel
non-uniformity problem since its signal-to-noise ratio is large. In this case, the depth
related variation of the system response function, such as trapping de-trapping caused
electron cloud elongation, is hard to accurately identied. It may be considered to
lower the tting weight for the rising edge of the collecting pixels to solve the loss
of such information. (3) 241Am alpha can be combined with 137Cs gamma data. For
example, 241Am alpha data can be used to generate the cathode sub-pixel system
response function at cathode side and extrapolated to the entire depth, while 137Cs
gamma data can be used to forge the anode system response function if the sub-
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pixel variation of the anode signal is smaller than the trapping de-trapping caused
waveform change.
For electron cloud distribution calculation, the simulation shows the algorithm
should be able to provide electron cloud distribution in 2-keV systems. With VAD UM
ASIC, it is possible to experimentally test the algorithm and evaluate that if the size







For any Gaussian-distributed random variables, with correlation the j.p.d.f. can
be generally written as
f(~x) = K  e ~xA~x0 (A.1)
Here, K is normalization factor and ~x is a vector of random variables, A is the
covariance matrix. If we express this equation with scalers,





Equation 2.48 we derived in Chapter II says
























dB  db1  db2  db3:::  dbn 1 (A.3)
Usually the baseline or common mode noise can be determined. Then B term can be
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removed from the integration, then




















db1  db2  db3:::  dbn 1 (A.4)





























db1  db2  db3:::  dbn 1 (A.5)
Then, Comparing Equation A.4 and Equation A.2, Aij can be calculated iteratively
by a function written with Matlab, which is provided in this appendix. The input
parameters are the number of samples n and the ratio  between the serial noise
variance a and the parallel noise variance b.
function e f = Ca l c u l a t e Co r r e l a t e dNo i s e j p d f c o e f f (n , alpha )
e f d2 = (n :  1 : 1 ) ' ;
e f dd = zeros (n , n ) ;
e f xx = eye (n , n ) ;
for k=1:n
for m=1:k 1
e f dd (k ,m) = n k+1;
end
for m=k : n





for i n t e g r a t i o n =1:n
c = e f d2 (k)+(1/ alpha ^2 ) ;
for l =1:k 1
e f d2 ( l ) = e f d2 ( l )   e f dd (k , l )^2/ c ;
end
for l=k : n
e f xx ( l , l ) = e f xx ( l , l )   e f dd (k , l )^2/ c ;
end
for l=k 1: 1:1
e f dd ( l , 1 : l  1) = e f dd ( l , 1 : l  1) . . .
  e f dd (k , 1 : l  1) e f dd (k , l )/ c ;
e f dd ( l , n : 1:k ) = e f dd ( l , n : 1:k ) . . .
  e f dd (k , n : 1:k ) e f dd (k , l )/ c ;
end
for l=k+1:n
e f xx ( l , k : l  1) = e f xx ( l , k : l   1 ) . . .
  e f dd (k , k : l  1)  e f dd (k , l )/ c ;
e f xx (k : l  1, l ) = e f xx (k : l  1, l ) . . .















3E2 CdZnTe eV Product 15  15 10 Yes
4E3 CdZnTe eV Product 20  20 15 Yes
1C37 HgI2 Constellation 20  20 10 No a
4R169 CdZnTe Redlen 20  20 15 Yes
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