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Abstract
If g is a contragredient Lie superalgebra and γ is a root of g, we prove the
existence and uniqueness of Sˇapovalov elements for γ and give upper bounds
on the degrees of their coefficients. Then we use Sˇapovalov elements to define
some new highest weight modules.
If X is a set of orthogonal isotropic roots and λ ∈ h∗ is such that λ + ρ
is orthogonal to all roots in X , we construct a highest weight module MX(λ)
with character eλpX . Here pX is a partition function that counts partitions
not involving roots in X . Examples of such modules can be constructed via
parabolic induction provided X is contained in the set of simple roots of some
Borel subalgebra. However our construction works without this condition and
provides a highest weight module for the distinguished Borel subalgebra. The
main results are analogs of the Sˇapovalov determinant and the Jantzen sum
formula for MX(λ) when g has type A.
We also explore the behavior of Sˇapovalov elements when the Borel subal-
gebra is changed, relations between Sˇapovalov elements for different roots, and
the survival of Sˇapovalov elements in factor modules of Verma modules. In type
A we give a closed formula for Sˇapovalov elements and give a new approach to
results of Carter and Lusztig [CL74].
For the proof of the main results it is enough to study the behavior for
certain “relatively general” highest weights. Using an equivalence of categories
due to Cheng, Mazorchuk and Wang [CMW13], the information we require is
deduced from the behavior of the modules MX(λ) when g = gl(2, 1) or gl(2, 2).
These low dimensional cases are studied in detail in an appendix.
1. Introduction.
2. Uniqueness of Sˇapovalov elements.
3. Proof of Theorems 1.2 and 1.4.
4. Changing the Borel subalgebra.
5. Relations between Sˇapovalov elements.
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6. Highest weight modules with prescribed characters.
7. The submodule structure of Verma modules.
8. An (ortho) symplectic example.
9. The Type A Case.
10. Survival of Sˇapovalov elements in factor modules.
11. The Jantzen sum formula.
Appendix A: Anti-distinguished Borel subalgebras.
Appendix B: Low Dimensional Cases.
1 Introduction.
Throughout this paper we work over an algebraically closed field k of characteristic
zero. If g is a simple Lie algebra necessary and sufficient conditions for the existence
of a non-zero homomorphism from M(µ) to M(λ) can be obtained by combin-
ing work of Verma [Ver68] with work of Bernstein, Gelfand and Gelfand [BGG71],
[BGG75]. Such maps can be described explicitly in terms of certain elements intro-
duced by N.N.Sˇapovalov in [Sˇap72]. Verma modules are fundamental objects in the
study of category O, a study that has blossomed into an extremely rich theory in
the years since these early papers appeared. We refer to the book by Humphreys
[Hum08] for a survey.
Significant advances have been made in the study of finite dimensional modules,
and more generally modules in the category O for classical simple Lie superalgebras
using a variety of techniques. After the early work of Kac [Kac77a], [Kac77b] the
first major advance was made by Serganova who used geometric techniques to obtain
a character formula for finite dimensional simple modules over gl(m,n), [Ser96]. The
next development was Brundan’s approach to the same problem using a combination
of algebraic and combinatorial techniques [Bru03]. For more recent developments
concerning the category O for Lie superalgebras, see the survey article [Bru14] by
Brundan and the book [CW12] by Cheng and Wang.
The Sˇapovalov determinant, also introduced in [Sˇap72] has been developed in a
variety of contexts, such as Kac-Moody algebras [KK79], quantum groups [Jos95],
generalized Verma modules [KM99], and Lie superalgebras [Gor02], [Gor04], [Gor06].
The factorization of the Sˇapovalov determinant is the key ingredient in the proof of
the original Jantzen sum formula, [Jan79] Satz 5.3, see also [KK79], [MP95] Corol-
lary to Theorem 6.6.1 for the Kac-Moody case.
Sˇapovalov elements have also appeared in a number of situations in representa-
tion theory. Though not given this name, they appear in the work of Carter and
Lusztig [CL74]. Indeed determinants similar to those in our Theorem 9.4 were intro-
duced in [CL74] Equation (5), and our Corollary 9.6 may be viewed as a version of
[CL74] Theorem 2.7. Carter and Lusztig use their result to study tensor powers of
the defining representation of GL(V ), and homomorphisms between Weyl modules
in positive characteristic, see also [CP80] and [Fra88]. Later Carter [Car87] used
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Sˇapovalov elements to construct raising and lowering operators for sl(n,C), see also
[Bru98], [Car95]. In [Car87], these operators are used to construct orthogonal bases
for non-integral Verma modules, and all finite dimensional modules for sl(n,C).
More recently Kumar and Letzter gave degrees on the coefficients of Sˇapovalov
elements. In the Lie algebra case, our Theorem 1.2 is roughly equivalent to [KL97]
Propositions 5.2 and 5.6. Kumar and Letzter use their result to obtain a new proof
of the irreducibility of the Steinberg module for restricted enveloping algebras and
their quantized cousins. They also apply their results in these cases to derive versions
of the Jantzen sum formula originally obtained by Andersen, Jantzen and Soergel,
[AJS94] Proposition 6.6. The Strong Linkage Principle may be deduced from this
sum formula.
The purpose of this paper is to initiate the study of these closely related topics
in the super case. New phenomena arise due to the presence of isotropic roots. We
note that in order to pass to positive characteristic, the results in [CL74] and [KL97]
are formulated using the Kostant Z-form of U(g). It is easily seen that our main
results can be so formulated. However we do not go in that direction.
I would like to thank Jon Brundan for suggesting the use of noncommutative deter-
minants to write Sˇapovalov elements for gl(m,n) in Section 9, and raising the possi-
bility of using Theorem 9.1 to prove Theorem 10.4. I also thank Kevin Coulembier,
Volodymyr Mazorchuk and Vera Serganova for some helpful correspondence.
1.1 Preliminaries.
Before we state the main results, we introduce some notation. Throughout the paper
[n] denotes the set of integers {1, 2, . . . , n}. Let g = g(A, τ) be a finite dimensional
contragredient Lie superalgebra with Cartan subalgebra h, and set of simple roots Π.
The superalgebras g(A, τ) coincide with the basic classical simple Lie superalgebras,
except that instead of psl(n, n) we obtain gl(n, n). Let ∆+ and
g = n− ⊕ h⊕ n+ (1.1)
be the set of positive roots containing Π, and the corresponding triangular decom-
position of g respectively. We use the Borel subalgebras b = h⊕n+ and b− = n−⊕h.
The Verma module M(λ) with highest weight λ ∈ h∗, and highest weight vector vλ
is induced from b. Denote the unique simple factor of M(λ) by L(λ).
We use the definition of partitions from [Mus12] Remark 8.4.3. Set Q+ =
∑
α∈Π Nα.
If η ∈ Q+, a partition of η is a map π : ∆+ −→ N such that π(α) = 0 or 1 for all
isotropic roots α, π(α) = 0 for all even roots α such that α/2 is a root, and∑
α∈∆+
π(α)α = η. (1.2)
For η ∈ Q+, we denote by P(η) the set of partitions of η. (Unlike the Lie algebra
case, there can be η ∈ Q+ for which P(η) is empty). If π ∈ P(η) the degree of
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π is defined to be |π| =
∑
α∈∆+ π(α). If σ, π are partitions we say that σ + π is a
partition if σ(α) + π(α) ≤ 1 for all isotropic roots α. In this case σ + π is defined
by (σ + π)(γ) = σ(γ) + π(γ) for all positive roots γ.
Next we introduce generating functions for certain kinds of partitions. If X is any
set of positive roots and η ∈ ∆+, set
PX(η) = {π ∈ P(η)|π(α) = 0 for all α ∈ X}.
and pX(η) = |PX(η)|. Usually X will be a set of pairwise orthogonal isotropic roots,
but in the Jantzen sum formula X will sometimes include even roots, see (11.14).
Let X0 (resp. X1) be the set of even (resp. odd) roots contained in X, and set
pX =
∑
pX(η)e
−η . Then
pX =
∏
α∈∆+1 \X1
(1 + e−α)/
∏
α∈∆+0 \X0
(1− e−α). (1.3)
If X is empty, set p = pX , and if X = {γ} is a singleton write
Pγ(η), pγ(η), and pγ (1.4)
instead of PX(η),pX (η), and pX . In Section 6 we also use the usual definition of a
partition. Thus for η ∈ Q+, let PX(η) denote the set of all functions π : ∆
+ −→ N
such that (1.2) holds, π(α) = 0 or 1 for α an odd root and π(α) = 0 for α ∈ X. The
main difference between the two notations arises in the definition of the elements
e−π in (1.6) below, see [Mus12] Example 8.4.5 for the case where g = osp(1, 2).
We denote the usual BGG category O of g0 modules here by O0 and reserve O
for the category of Z2-graded g-modules which are objects of O0 when regarded as
g0-modules. Morphisms in O preserve the grading. For a moduleM in the category
O0, the character of M is defined by chM =
∑
η∈h∗ dimkM
η
e
η. Recall that the
Verma module M(λ) has character eλp.
Fix a non-degenerate invariant symmetric bilinear form ( , ) on h∗, and for all
α ∈ h∗, let hα ∈ h be the unique element such that (α, β) = β(hα) for all β ∈ h
∗.
Then for all α ∈ ∆+, choose elements e±α ∈ g
±α such that
[eα, e−α] = hα.
It follows that if vµ is a highest weight vector of weight µ then
eαe−αvµ = hαvµ = (µ, α)vµ. (1.5)
Fix an order on the set ∆+, and for π a partition, set
e−π =
∏
α∈∆+
e
π(α)
−α , (1.6)
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the product being taken with respect to this order. In addition set
eπ =
∏
α∈∆+
eπ(α)α , (1.7)
where the product is taken in the opposite order. The elements e−π, with π ∈ P(η)
form a basis of U(n−)−η, [Mus12] Lemma 8.4.1.
For a non-isotropic root α, we set α∨ = 2α/(α,α), and denote the reflection cor-
responding to α by sα. As usual the Weyl group W is the subgroup of GL(h
∗)
generated by all reflections. For u ∈W set
N(u) = {α ∈ ∆+0 |uα < 0}, ℓ(u) = |N(u)|. (1.8)
We use the following well-known fact several times.
Lemma 1.1. If w = sαu with ℓ(w) > ℓ(u) and α is a isotropic root which is simple
for g0, then we have a disjoint union
N(w−1) = sαN(u
−1)
·
∪ {α}. (1.9)
Proof. See for example [Hum90] Chapter 1.
Set
ρ0 =
1
2
∑
α∈∆+0
α, ρ1 =
1
2
∑
α∈∆+1
α, ρ = ρ0 − ρ1. (1.10)
Usually we work with a fixed Borel subalgebra b which we take to be either the
distinguished Borel from [Kac77a] Table VI, or an anti-distinguished Borel, defined
in Appendix A. If necessary to emphasize the role played by the Borel subalgebra, we
write ρ1 = ρ1(b) and ρ = ρ(b). Note that b0 is fixed throughout. A finite dimensional
contragredient Lie superalgebra g has, in general several conjugacy classes of Borel
subalgebras, and this both complicates and enriches the representation theory of
g. The complications are partially resolved by at first fixing a Borel subalgebra (or
equivalently a basis of simple roots for g) with special properties. Then in Section
4 we study the effect of changing the Borel subalgebra.
1.2 Main Themes.
A. Coefficients of Sˇapovalov elements.
Fix a positive root γ and a positive integer m. If γ is isotropic, assume m = 1,
and if γ is odd non-isotropic, assume that m is odd. There are two special parti-
tions of mγ. Let π0 ∈ P(mγ) be the unique partition of mγ such that π0(α) = 0
if α ∈ ∆+\Π. The partition mπγ of mγ is given by mπγ(γ) = m, and mπγ(α) = 0
for all positive roots α different from γ. We say that θ = θγ,m ∈ U(b
−)−mγ is a
Sˇapovalov element for the pair (γ,m) if it has the form has the form
θ =
∑
π∈P(mγ)
e−πHπ, (1.11)
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where Hπ ∈ U(h), Hπ0 = 1, and
eαθ ∈ U(g)(hγ + ρ(hγ)−m(γ, γ)/2) + U(g)n
+, for all α ∈ ∆+. (1.12)
We call the Hπ in (1.11) the coefficients of θ. For a semisimple Lie algebra, the ex-
istence of such elements was shown by Sˇapovalov, [Sˇap72] Lemma 1. The Sˇapovalov
element θγ,m has the important property that if λ lies on a certain hyperplane then
θγ,mvλ is a highest weight vector in M(λ). Indeed set
Hγ,m = {λ ∈ h
∗|(λ+ ρ, γ) = m(γ, γ)/2}. (1.13)
Then θγ,mvλ is a highest weight vector of weight λ−mγ in M(λ) for all λ ∈ Hγ,m.
The normalization condition Hπ0 = 1 guarantees that θγ,mvλ is never zero. If γ is
isotropic, to simplify notation we set Hγ = Hγ,1, and denote a Sˇapovalov element
for the pair (γ, 1) by θγ . When X is an orthogonal set of isotropic roots, we set
HX =
⋂
γ∈X Hγ .
We give bounds on the degrees of the coefficients Hπ in (1.11). There is always
a unique coefficient of highest degree, and we determine the leading term of this
coefficient up to a scalar multiple. These results appear to be new even for simple
Lie algebras. The exact form of the coefficients depends on the way the positive
roots are ordered. Suppose Πnonisotropic, (resp. Πeven) is the set of nonisotropic
(resp. even) simple roots, and let Wnonisotropic (resp. Weven) be the subgroup of W
generated by the reflections sα, where α ∈ Πnonisotropic (resp. α ∈ Πeven).
1 Consider
the following hypotheses.
The set of simple roots of Π is either distinguished or anti-distinguished. (1.15)
γ = wβ for a simple root β and w ∈Weven. (1.16)
γ = wβ for a simple root β and w ∈Wnonisotropic. (1.17)
When (1.15) and either of (1.16) or (1.17) holds we always assume that ℓ(w) is
minimal, and for α ∈ N(w−1), we define q(w,α) = (wβ,α∨). If Π = {αi|i = 1, . . . , t}
is the set of simple roots, and γ =
∑t
i=1 aiαi, then the height htγ of γ is defined to
be htγ =
∑t
i=1 ai. Let I(Hγ,m) be the ideal of S(h) consisting of functions vanishing
on Hγ,m, and O(Hγ,m) = S(h)/I(Hγ,m).
Theorem 1.2. Suppose g is semisimple or a contragredient Lie superalgebra and
(a) γ is a positive root such that (1.15) and (1.16) hold.
(b) If γ is isotropic assume that m = 1.
(c) If g = G2 or G(3) assume that γ is not the highest short root of g0.
1In general we have
Weven ⊆ Wnonisotropic ⊆W. (1.14)
Suppose we use the distinguished set of simple roots. Then Weven = Wnonisotropic if and only if
g 6= osp(1, 2n), and Wnonisotropic =W if and only if g has type A,C or B(0, n).
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Then there exists a Sˇapovalov element θγ,m ∈ U(b
−)−mγ , which is unique modulo
the left ideal U(b−)I(Hγ,m). The coefficients of θγ,m satisfy
|π|+ degHπ ≤ mhtγ, (1.17)
and
Hmπγ has leading term
∏
α∈N(w−1)
hmq(w,α)α . (1.17)
If g is a semisimple Lie algebra this result is due to Kumar and Letzter, see [KL97]
where the case g = G2 is also covered.
We show that the exponents in (1.2) are always positive.
Lemma 1.3. If γ = wβ with ℓ(w) minimal, then q(w,α) is a positive integer.
Proof. By considering sub-expressions of w, it is enough to show this when w = sαu
with ℓ(w) > ℓ(u) and α is a simple non-isotropic root. Here α1 = −w
−1α is a
positive root, so (wβ,α∨) = −(β, α1) is a non-negative integer since β is a simple
root. If (wβ,α∨) = 0, then wβ = uβ so w does not have minimal length.
If we assume hypothesis (1.17) instead of (1.16), it seems difficult to obtain the same
estimates on Sˇapovalov elements as in Theorem 1.2. However it is still possible to
obtain a reasonable estimate using a different definition of the degree of a partition,
at least ifm = 1. Information on θγ,m in general can then be deduced using Theorem
5.8. In the Theorem below we assume that Π contains an odd non-isotropic root,
since otherwise (1.16) holds and the situation is covered by Theorem 1.2. This
assumption is essential for Lemma 3.10. Likewise if γ is odd and non-isotropic,
then again (1.16) holds, so we assume that γ = wβ with w ∈ Wnonisotropic and
β ∈ ∆
+
0 ∪∆
+
1 , where
∆
+
0 = {α ∈ ∆
+
0 |α/2 6∈ ∆
+
1 }, ∆
+
1 = {α ∈ ∆
+
1 |2α 6∈ ∆
+
0 }. (1.18)
For α a positive root, and then for π a partition, we define the Clifford degree of
α, π by
Cdeg(α) = 2− i, for α ∈ ∆+i , Cdeg(π) =
∑
α∈∆+
π(α)Cdeg(α).
The reason for this terminology is that if we set Un = span {e−π|Cdeg(π) ≤ n},
then {Un}n≥0 is the Clifford filtration on U(n
−) as in [Mus12] Section 6.5. The
associated graded algebra is a Clifford algebra over S(n−0 ).
Theorem 1.4. Suppose that g is finite dimensional contragredient, and that Π con-
tains an odd non-isotropic root. Assume γ is a positive root such that (1.15) and
(1.17) hold. If γ is isotropic assume that m = 1, and if g = G2 or G(3) assume that
γ is not the highest short root of g0. Then
(a) there exists a Sˇapovalov element θγ,m ∈ U(b
−)−mγ , which is unique modulo
the left ideal U(b−)I(Hγ,m).
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(b) If m = 1, the coefficients of θγ satisfy
Cdeg(π) + 2degHπ ≤ 2ℓ(w) + Cdeg(γ), (1.19)
and
Hπγ has leading term
∏
α∈N(w−1)
hα.
Remarks 1.5. (a) By induction using (1.9), we have
htγ = 1 +
∑
α∈N(w−1)
q(w,α). (1.20)
It is interesting to compare the inequalities (1.2) and (1.19). If Π does not contain
an odd non-isotropic root, then Cdeg(π) = 2|π| for all π ∈ P(γ), compare Lemma
3.12 (a). Moreover from (1.2) with m = 1 and (1.20), we have
Cdeg(π) + 2degHπ ≤ 2 + 2
∑
α∈N(w−1)
q(w,α).
Thus if q(w,α) = 1 for all α ∈ N(w−1) we have
Cdeg(π) + 2degHπ ≤ 2 + 2ℓ(w),
and if γ is even this equals the right side of (1.19). For example all the above as-
sumptions hold if g is a simply laced semisimple Lie algebra. However if g = osp(3, 2)
with (odd) simple roots β = ǫ − δ, α = δ, where α is non-isotropic and γ = w(β)
with w = sα, then q(w,α) = 2 and the upper bound for degHπγ given by (1.19) is
sharper than (1.2). If instead we take β = δ− ǫ, α = ǫ as simple roots, and γ = w(β)
with w = sα, then again q(w,α) = 2, but (1.19) does not hold. Note in this case Π
does not contain an odd non-isotropic root.
(b) It is often the case that equality holds in Equation (1.2) for all π ∈ P(mγ),
for example this is the case in Type A, and in the case g = osp(2, 4) when γ is
isotropic, see Sections 9 and 8 respectively. Furthermore in these cases, it is possi-
ble to order the positive roots so that all coefficients are products of linear factors.
Equality also holds for all π in (1.19) when g = osp(3, 2). However if g = osp(1, 4)
with simple roots α, β where β is odd, then using (3.3), it follows that the coefficient
of e−α−βe−β in θα+2β is constant. This means that the inequality in (1.19) can be
strict. These matters deserve further investigation.
Next we mention some important consequences of Theorems 1.2 and 1.4.
Corollary 1.6. In Theorems 1.2 and 1.4 (b), Hmπγ is the unique coefficient of
highest degree in θγ,m.
Proof. This follows easily from the given degree estimates, and the statements about
the leading terms.
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Suppose that {U(n−)j} is either the standard or the Clifford filtration on U(n
−).
Then if U = U(n−)⊗ k[T ] we define a filtration {Um} on U by setting
Um =
∑
i+j≤m
T iU(n−)j . (1.21)
For u ∈ U , set degU u = N if N is minimal such that u ∈ UN . Choose ξ ∈ h
∗
such that (ξ, γ) = 0 and (ξ, α) 6= 0 for all roots α ∈ N(w−1). Then for λ ∈ Hmγ ,
λ˜ = λ + Tξ satisfies (λ˜ + ρ, γ) = m(γ, γ)/2. Let θ = θγ,m be as in Theorem 1.2 or
1.4 (b). We obtain the following result for the evaluation of θ at λ˜.
Corollary 1.7. If N = mhtγ, we have θγ,m(λ˜) =
∑
π∈P(mγ) cπe−π ∈ UN with
cπ ∈ k[T ], and if π = mπ
γ or π0 we have degU cπe−π = N.
Proof. This follows easily from (1.20).
1.2.1 The case where γ is isotropic.
We show that positive isotropic roots satisfy Hypothesis (1.17).
Lemma 1.8. Suppose that Π is either distinguished or anti-distinguished and that
γ is a positive isotropic root which is not simple. If g = G(3) suppose that Π is
distinguished. Then for some non-isotropic root α we have (γ, α∨) > 0, and sαγ is
a positive odd root.
Proof. This can be shown by carrying out a case-by-case check. For types A-D, see
the proof of Lemma (5.4). The Lie superalgebraD(2, 1;α) is treated in the same way
as D(2, 1) = osp(4, 2). For the other exceptional Lie superalgebras it is convenient to
use the quiver Q defined as follows. Set Q0 = ∆
1
+ the set of odd positive roots of g.
There is an arrow γ′ −→ γ whenever some non-isotropic root α we have (γ, α∨) > 0,
and γ′ = sαγ. Then Q is a sub-quiver of the Borel quiver defined in [Mus12] Section
3.6. When g = G(3) this quiver appears in Exercise 4.7.10 of [Mus12]; the first and
last diagrams at the bottom of page 92 correspond to the distinguished and anti-
distinguished Borel subalgebra respectively. For the case of g = F (4) see Exercise
4.7.12. Examination of these quivers easily gives the result.
Corollary 1.9. If γ is as in the statement of Lemma 1.8, then γ satisfies Hypothesis
(1.17).
Sˇapovalov elements corresponding to non-isotropic roots for a basic classical simple
Lie superalgebra were constructed in [Mus12] Chapter 9. This closely parallels the
semisimple case. Properties of the coefficients of these elements were announced
in [Mus12] Theorem 9.2.10. However the bounds on the degrees of the coefficients
claimed in [Mus12] are incorrect if Π contains a non-isotropic odd root. They are
corrected by Theorem 1.4.
B. Modules with prescribed characters.
The existence of a unique coefficient of highest degree in the Sˇapovalov element θγ ,
when γ is isotropic, is useful in the construction of some new highest weight modules
MX(λ), as in the next result. We assume that Π is a basis of simple roots satisfy-
ing hypothesis (1.15). Let X be an isotropic set of roots and set HX =
⋂
γ∈X Hγ .
Since Hγ = H−γ for γ ∈ X, we may assume that all roots in X are positive with
respect to the basis Π. If Π contains (resp. does not contain) an odd non-isotropic
root, we may assume that each γ ∈ X satisfies (1.17) (resp. (1.16)) and then apply
Theorem 1.4 (resp. Theorem 1.2) to each Sˇapovalov element θγ . These assumptions
will remain in place for the remainder of this introduction, and then from Section 6
onwards.
Theorem 1.10. Suppose that X is an isotropic set of positive roots and λ ∈ HX .
Then there exists a factor module MX(λ) of M(λ) such that
chMX(λ) = eλpX .
If X is contained in the set of simple roots of some Borel subalgebra b, it is possible
to a construct module with character as in the Theorem by parabolic induction.
If p = b ⊕
⊕
γ∈X g
−γ , then provided (λ + ρb, γ) = 0 for all γ ∈ X, the module
Ind gp kλ induced from the one dimensional p-module kλ with weight λ will have
character eλpX . Our construction has however two features lacking in the approach
via parabolic induction. First we do not need the condition that X is contained
in the set of simple roots for a Borel subalgebra. Secondly we provide a uniform
construction of a highest weight module for the distinguished or anti-distinguished
Borel subalgebra. This allows us to compare MX(λ) to MY (λ) when, for example
Y ⊂ X, or Y = sα(X) for a reflection sα.
The construction of the modules in Theorem 1.10 involves a process of deforma-
tion and specialization. First we extend scalars to A = k[T ] and B = k(T ). If R is
either of these algebras we set U(g)R = U(g) ⊗R. Let h
∗
Q be the rational subspace
of h∗ spanned by the roots of g. Since QX is an isotropic subspace of h∗Q, it cannot
contain any non-isotropic root. Thus we can choose ξ ∈ h∗ such that (ξ, γ) = 0 for
all γ ∈ X, and (ξ, α) 6= 0 for all even roots α. Then for λ ∈ HX ,
λ˜ = λ+ Tξ (1.22)
satisfies (λ˜ + ρ, γ) = 0 for all γ ∈ X.2 Consider the U(g)B-module M(λ˜)B with
highest weight λ˜. 3 The next step is to consider the factor module MX(λ˜)B of
M(λ˜)B obtained by setting θγvλ˜ equal to zero for γ ∈ X. Then we take the U(g)A-
submodule of this factor module generated by the highest weight vector v
λ˜
and
reduce mod T to obtain the module MX(λ).
2Replacing T by c ∈ k in λ˜ gives the point λ˜ = λ + cξ on the line λ + kξ and we think of
λ˜ = λ+ Tξ as a generic point on this line.
3 Some general remarks on base change for Lie superalgebras and their modules can be found in
[Mus12] subsection 8.2.6.
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We explain the idea behind the proof that MX(λ) has the character asserted in
the Theorem. If X = {γ} we write Mγ(λ) in place of MX(λ) throughout the paper.
Set θ = θγ . Let L = U(g)Bv a module with highest weight λ˜ and highest weight
vector v, such that θv = 0. Evaluation of Sˇapovalov elements at elements of h∗⊗B is
defined at the start of Section 3. Based on the fact that θ(λ˜) has a unique coefficient
in A of highest degree we obtain an upper bound on the dimension over B of the
weight space Lλ˜−η, see Corollary 6.5. Now θ2v
λ˜
= 0 by Theorem 5.1, so the upper
bound holds for the first and third terms in the short exact sequence
0 −→ NB = U(g)Bθvλ˜ −→M(λ˜)B −→MB =M(λ˜)B/U(g)Bθvλ˜ −→ 0. (1.23)
This easily implies that the U(g)B-modules NB and MB have characters e
λ−γpγ
and eλpγ respectively. Now let MA = U(g)Avλ˜ be the U(g)A-submodule of MB
generated by v
λ˜
. It follows easily that MA/TMA is a highest weight module with
weight λ that has character eλpγ .
The construction of MX(λ) in the general case is similar, but we need an extra
ingredient which we illustrate in the case X = {γ, γ′}. Here we write θ, θ′, UB in
place of θγ , θγ′ and U(g)B respectively. We want to apply Corollary 6.5 to the four
factor modules arising from the series
UBθθ
′v
λ˜
⊂ UBθvλ˜ ⊂ UBθ
′v
λ˜
+ UBθvλ˜ ⊂M(λ˜)B ,
but to do this we need to know that θθ′v
λ˜
∈ UBθvλ˜, θ
′θv
λ˜
∈ UBθθ
′v
λ˜
and θ′θθ′v
λ˜
= 0.
All this will follow if we know that if µ ∈ Hγ ∩ Hγ′ , and vµ˜ is the highest weight
vector in the U(g)B Verma module M(µ˜)B , then θ
′θvµ˜ and θθ
′vµ˜ are equal up to a
scalar multiple.
We give two proofs of this fact. The first, Theorem 5.17 shows that
θγ′(µ− γ)θγ(µ) = a(µ)θγ(µ− γ
′)θγ′(µ), (1.24)
for a rational function a(µ), which is a ratio of linear polynomials that are equal
except for their constant terms. The computation relies on the fact that any or-
thogonal set of isotropic roots is W -conjugate to a set of simple roots in some Borel
subalgebra, see [DS].
Before turning to the second proof, we need some notation which will also be im-
portant for other results. For λ ∈ h∗ define
A(λ)0 = {α ∈ ∆
+
0 |(λ+ ρ, α
∨) ∈ N\{0}}
A(λ)1 = {α ∈ ∆
+
1 \∆
+
1 |(λ+ ρ, α
∨) ∈ 2N + 1} (1.25)
A(λ) = A(λ)0 ∪A(λ)1
B(λ) = {α ∈ ∆
+
1 |(λ+ ρ, α) = 0}.
Throughout the paper we say that a property holds for general µ in a closed sub-
set X of h∗, if it holds for all µ in a Zariski dense subset of X. (Such µ are the
11
relatively general highest weights referred to in the abstract.) The second proof,
which is representation theoretic, is based on the fact that for general µ such that
B(µ) = {γ, γ′} (that is for general µ ∈ Hγ∩Hγ′), the space of highest weight vectors
with weight µ− γ− γ′ in the Verma module M(µ) has dimension one, see Corollary
7.12. This implies (1.24) without however the explicit computation of a(µ).
C. The Sˇapovalov determinant and the Jantzen Sum Formula.
First we recall the Jantzen sum formula for Verma modules given in [Mus12] Theo-
rem 10.3.1. The Jantzen filtration {Mi(λ)}i≥1 on M(λ) satisfies∑
i>0
chMi(λ) =
∑
α∈A(λ)
chM(sα · λ) +
∑
α∈B(λ)
e
λ−αpα. (1.26)
We use the modules Mγ(λ) to obtain an improvement to (1.26). 4 At the same
time, rather than using characters, it will be useful to rewrite the result using the
Grothendieck group K(O) of the category O. We define K(O) to be the free abelian
group generated by the symbols [L(λ)] for λ ∈ h∗. IfM ∈ O, the class ofM in K(O)
is defined as [M ] =
∑
λ∈h∗ |M : L(λ)|[L(λ)], where |M : L(λ)| is the multiplicity of
the composition factor L(λ) in M .
Theorem 1.11. For all λ ∈ h∗∑
i>0
[Mi(λ)] =
∑
α∈A(λ)
[M(sα · λ)] +
∑
γ∈B(λ)
[Mγ(λ− γ)]. (1.27)
Proof. Combine Theorem 1.10 with (1.26).
The advantage of using this version of the formula is that K(O) has a natural partial
order. For A,B ∈ O we write A ≥ B if [A]− [B] is a linear combination of classes of
simple modules with non-negative integer coefficients. Clearly if B is a subquotient
of A we have A ≥ B. 5
This raises the question of whether there is a similar sum formula for the modules
Mγ(λ) and more generally for the modulesMX(λ). In Theorem 11.36 we obtain such
a formula for Lie superalgebras of Type A. As in the classical case the sum formula
follows from the calculation of the Sˇapovalov determinant detFXη for the modules
MX(λ), see Theorem 11.1. These results depend on most of the other results in the
paper. As usual detFXη factors into a product linear polynomials, each of which
has an interpretation in terms of representation theory. However there is a rather
subtle point about the computation of the leading term of detFXη , see Subsection
11.2. The issue is that there need not be a natural basis for MX(λ), indexed by
partitions and independent of λ as there is in the Verma module case. To remedy
4This improvement is mentioned by Brundan at the end of section 2 of [Bru14].
5In order not to lengthen this introduction, we postpone a discussion of the merits of working
with characters until the start of Section 7.
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this we introduce another determinant detGXη whose leading term is more readily
computed and then using Sˇapovalov elements we compare the two determinants.
There are also three conditions on the highest weight which result in behavior that
has no analog for semisimple Lie algebras.
• The first should be expected based on Theorem 1.11. The set X could be
contained in a larger isotropic set of simple roots Y = X ∪ {γ}, where γ /∈ X. Here
we show that for general λ ∈ HY , there is a non-split exact sequence
0 −→MY (λ− γ) −→MX(λ) −→MY (λ) −→ 0,
where the two end terms are simple, compare (1.23).
• Secondly there could be distinct non-isotropic roots α1, α2 such that α
∨
1 ≡ α
∨
2
mod QX. Then for general λ ∈ HX such that λ is dominant integral, the module
MX(λ) has length four, except in one exceptional case, where it has length five, see
Theorems 11.30 and 11.31.
• Thirdly suppose there is no pair of non-isotropic roots α1, α2 as in second
case. There could be a non-isotropic root α, such that there is a unique isotropic
root γ ∈ X with (γ, α∨) 6= 0. Then set γ′ = sαγ. We show that if (γ, α
∨) > 0,
(λ+ ρ, γ′) = 0 and Y = sαX, then for general λ ∈ HX ∩ HY , there is an onto map
MX(λ) −→MY (λ) having a simple kernel, Theorem 11.34.
The Jantzen sum formula (Theorem 11.36) follows easily once the Sˇapovalov de-
terminant is known. We note that, like Theorem 1.11, the sum of characters∑
i>0 chM
X
i (λ) is expressed as a sum of other modules with positive coefficients.
In the case of semisimple Lie algebras there are other modules which have Jantzen
sum formulas, see [AL03], [AJS94] Proposition 6.6 and [Jan79] Satz 5.14. However
these sum formulas involve terms with negative coefficients.
D. Low Dimensional Examples and Twisting Functors.
In an appendix to this paper we study the modules MX(λ) in detail for the cases
of gl(2, 1) and gl(2, 2). This serves two purposes. First it illustrates many of the
phenomena that arise elsewhere in the paper. For example the behavior described
after the second (resp. third) bullet above occurs already in the case of gl(2, 2)
(resp. gl(2, 1)). Secondly the results of the appendix play an important role in the
evaluation of the Sˇapovalov determinant and the proof of the Jantzen sum formula
for the modules MX(λ) in Type A in general. Namely the representation theory
needed for these results can be reduced to the case of gl(2, 1) and gl(2, 2) using an
equivalence of categories due to Cheng, Mazorchuk and Wang [CMW13]. A similar
study of low dimensional cases will presumably be necessary to extend these results
to the orthosymplectic case.
The equivalence in [CMW13] is obtained using twisting functors, parabolic induc-
tion and odd reflections. In Subsection 11.5, we adapt this result to our needs, and
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present some other results on twisting functors which may be of independent interest.
Finally our study of gl(2, 1) and gl(2, 2) leads us to make the following conjecture.
Conjecture 1.12. For any orthogonal set of isotropic roots X for gl(m,n), and
any dominant weight λ ∈ HX , the maximal finite dimensional quotient of M
X(λ) is
simple.
Organization of the paper.
In the next Section we discuss the uniqueness of Sˇapovalov elements. Theorems
1.2 and 1.4 are proved in subections 3.2 and 3.3 respectively. The proofs depend on
a rather subtle cancellation property which is illustrated in Section 8 in the cases of
sp(6) and osp(2, 4). Changing the Borel subalgebra and relations between Sˇapovalov
elements form the subject of Sections 4 and 5 respectively. The modules MX(λ) are
constructed and Theorem 1.10 is proved in Section 6. Applications to the submod-
ule structure of Verma modules follow in Section 7. In Section 9 we give a closed
formula for Sˇapovalov elements in Type A. By definition Sˇapovalov elements give
rise to highest weight vectors in Verma modules. The question of when the images
of these highest weight vectors in various factor modules is non-zero is studied in
Section 10. The Sˇapovalov determinant and the Jantzen sum formula are treated in
Section 11.
The material on the coefficients of Sˇapovalov elements has appeared in prelimi-
nary form in the unpublished preprint [Mus13]. There is a survey of some of the
results from Sections 3-8 in [Mus15].
2 Uniqueness of Sˇapovalov elements.
If k is a simple Lie algebra with Cartan subalgebra h and µ, λ ∈ h∗ we have, for k
Verma modules
dimHomk(M(µ),M(λ)) ≤ 1, (2.1)
by [Dix96] Theorem 7.6.6, and it follows that the Sˇapovalov element θγ,m for the
pair (γ,m) is unique modulo the left ideal U(b−)I(Hγ,m).
We do not know whether (2.1) holds in general for Lie superalgebras, but we note
that the analog of (2.1) fails for parabolic Verma modules over simple Lie algebras,
[IS88a], [IS88b]. Here we use an alternative argument to show the uniqueness of
Sˇapovalov elements.
Theorem 2.1. Suppose θ1, θ2 are Sˇapovalov elements for the pair (γ,m). Set H =
Hγ,m. Then
(a) for all λ ∈ H we have θ1vλ = θ2vλ
(b) θ1 − θ2 ∈ U(g)n
+ + U(g)I(H).
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Proof. Set
Λ = {λ ∈ H|A(λ) = {γ}, B(λ) = ∅},
if γ is non-isotropic, and
Λ = {λ ∈ H|B(λ) = {γ}, A(λ) = ∅},
if γ is isotropic. If λ ∈ Λ it follows from the sum formula (1.26) that M1(λ)
λ−mγ
is one-dimensional. Because M1(λ) is the unique maximal submodule of M(λ),
θ1vλ and θ2vλ are proportional. Then from the requirement that e−π0 occurs with
coefficient 1 in a Sˇapovalov element we have θ1vλ = θ2vλ. Since Λ is Zariski dense
in H, (a) holds and (b) follows from (a) because by [Mus12] Lemma 9.4.1 we have⋂
λ∈Λ
annU(g)vλ = U(g)n
+ + U(g)I(H). (2.2)
3 Proof of Theorems 1.2 and 1.4.
3.1 Outline of the Proof and Preliminary Lemmas.
Theorems 1.2 and 1.4 are proved by looking at the proofs given in [Hum08] or
[Mus12] and keeping track of the coefficients. Given λ ∈ h∗ we define evaluation at
λ to be the map
ελ : U(b−) = U(n−)⊗ S(h) −→M(λ),
∑
i
ai ⊗ bi −→
∑
i
aibi(λ)vλ.
If B is a k-algebra, then evaluation at elements of h∗ ⊗ B is defined similarly. Let
(γ,m) be as in the statement of the Theorems and set H = Hγ,m. If θ = θγ,m is as
in the conclusion of the Theorem, then for any λ ∈ H, θ(λ)vλ is a highest weight
vector in M(λ)λ−mγ . Conversely suppose that Λ is a dense subset of H and that
for all λ ∈ Λ we have constructed θλ ∈ U(n)−mγ such that θλvλ is a highest weight
vector in M(λ)λ−mγ and that
θλ =
∑
π∈P(mγ)
aπ,λe−π.
where aπ,λ is a polynomial function of λ ∈ Λ satisfying suitable conditions. For
π ∈ P(mγ), the assignment λ→ aπ,λ for λ ∈ Λ determines a polynomial map from
H to U(n−)−γ , so there exists an element Hπ ∈ U(h) uniquely determined modulo
I(H) such that Hπ(λ) = aπ,λ for all λ ∈ Λ. We define the element θ ∈ U(b
−) by
setting
θ =
∑
π∈P(mγ)
e−πHπ.
Note that θ is uniquely determined modulo the left ideal U(b−)I(H), and that
θ(λ) = θλ. Also, for α ∈ ∆+ and λ ∈ Λ we have eαθvλ = eαθ
λvλ = 0, because
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θλvλ = 0 is a highest weight vector, so eαθ ∈
⋂
λ∈Λ annU(g)vλ. Thus (1.12) follows
from (2.2).
We need to examine the polynomial nature of the coefficients of θγ,m. The fol-
lowing easy observation (see [Dix96] Lemma 7.6.9), is the key to doing this. For any
associative algebra and e, a ∈ A and all r ∈ N we have,
era =
r∑
i=0
(
r
i
)
((ad e)ia)er−i. (3.1)
Here we should interpret (ad e)a as ea−ae. The following consequence is well-known,
[BR75] Satz 1.4, [Mat00] Lemma 4.2. We give the short proof for completeness.
Corollary 3.1. Suppose that S is a multiplicatively closed subset of A, consisting
of non-zero divisors, which is generated by locally ad -nilpotent elements. Then S is
an Ore set in A.
We write AS for the resulting Ore localization, or Ae in the case S = {e
n|n ∈ N}.
Proof. It suffices to show that for a locally ad-nilpotent generator e ∈ S, the set
{en|n ∈ N} satisfies the Ore condition. Given a ∈ A and n ∈ N, suppose that
(ad e)k+1a = 0. Then ek+na = a′en, where
a′ =
k∑
i=0
(
n+ k
i
)
((ad e)ia)ek−i.
Now suppose α ∈ Πnonisotropic, and set e = e−α. Then e is a nonzero divisor in
U = U(n−), and the set {en|n ∈ N} is an Ore set in U (and in U(g)) by Corollary
3.1. Given a ∈ U−η, and π a partition, the coefficient of e−π in (5.2) depends
polynomially on r ∈ k, and hence this coefficient is determined by its values on
r ∈ N. Also, the adjoint action of h on U extends to Ue, and in the next result we
give a basis for the weight spaces of Ue. Let P̂(η) be the set of pairs (k, π) such that
k ∈ Z, π ∈ P(η − kα) and π(α) = 0. Then we have
Lemma 3.2.
(a) The set {e−πe
k|(k, π) ∈ P̂(η)} forms a k-basis for the weight space U−ηe .
(b) If u =
∑
(k,π)∈P̂(η)
c(k,π)e−πe
k ∈ U−ηe with c(k,π) ∈ k, then u ∈ U if and only if
c(k,π) 6= 0 implies k ≥ 0.
Proof. Throughout the proof we order the set ∆+ so that for any partition σ we
have e−σ = e−πe
ℓ where π(α) = 0.
(a) Suppose u ∈ U−ηe . We need to show that u is uniquely expressible in the form
u =
∑
(k,π)∈P̂(η)
c(k,π)e−πe
k (3.2)
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We have ueN ∈ U−(Nα+η) for some N . Hence by the PBW Theorem for U we have
a unique expression
ueN =
∑
σ∈P(η+Nα)
aσe−σ.
Now if aσ 6= 0, then e−σ = e−πe
ℓ where σ(α) = ℓ and where π ∈ P(η + Nα − ℓα)
satisfies π(α) = 0. Then π and k = ℓ−N are uniquely determined by σ, so we
set c(k,π) = aσ. Then clearly (3.2) holds. Given (a), (b) follows from the PBW
Theorem.
We remark that if α is a non-isotropic odd root, then we can use e2 in place of
e = e−α in the above Corollary and Lemma. However we will need a version of
Equation (3.1) when e is replaced by an odd element x of a Z2-graded algebra A.
Suppose that z is homogeneous, and define z[j] = (ad x)jz. Set e = x2 and apply
(3.1) to a = xz = [x, z] + (−1)zzx, to obtain
x2ℓ+1z =
ℓ∑
i=0
(
ℓ
i
)
z[2i+1]x2ℓ−2i + (−1)z
ℓ∑
i=0
(
ℓ
i
)
z[2i]x2ℓ−2i+1. (3.3)
The Sˇapovalov elements in Theorems 1.2 and 1.4 are constructed inductively using
the next Lemma.
Lemma 3.3. Suppose that µ ∈ Hγ′,m, α ∈ Π ∩A(µ) and set
λ = sα · µ, γ = sαγ
′, p = (µ+ ρ, α∨), q = (γ, α∨). (3.4)
Assume that q,m ∈ N\{0}, and
(a) θ′ ∈ U(n−)−mγ
′
is such that v = θ′vµ ∈M(µ) is a highest weight vector.
(b) If α ∈ ∆+1 \∆
+
1 , then q = 2.
Then there is a unique θ ∈ U(n−)−mγ such that
ep+mq−α θ
′ = θep−α. (3.5)
Proof. This is well-known, see for example [Hum08] Section 4.13 or [Mus12] Theorem
9.4.3.
Equation (3.5) is the basis for the proof of many properties of Sˇapovalov elements.
We note the following variations. First under the hypothesis of the Lemma the
Sˇapovalov elements θγ′,m and θγ,m are related by
ep+mq−α θγ′,m(µ) = θγ,m(λ)e
p
−α. (3.6)
Now suppose that instead of the hypothesis α ∈ Π∩A(µ), we have α ∈ Π∩A(λ−mγ),
and set r = (λ+ ρ−mγ,α∨). Then
θγ′,m(µ)e
r+mq
−α = e
r
−αθγ,m(λ). (3.7)
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Note that (3.7) becomes formally equivalent to (3.6) when we set r = −(p+mq).
In the proofs of Theorems 1.2 and 1.4 we write γ = wβ for β ∈ Π and w ∈ W .
We use the Zariski dense subset Λ of Hβ,m defined by (see (1.25) for the notation)
Λ = {ν ∈ Hβ,m|Πnonisotropic ⊆ A(ν)}. (3.8)
Remark 3.4. Before giving the proofs we remark that it is also possible to construct
Sˇapovalov elements directly in U(b−) instead of their evaluations in U(n−). To do
this note that if e = e−α, h ∈ h and f(h) is a polynomial in h, then ef(h) =
f(h + α(h))e. It follows that {en|n ∈ N} is an Ore set in U(b−), and we have
U(b−)e = U(n
−)e ⊗ S(h).
3.2 Proof of Theorem 1.2.
In this section we assume g is contragredient and hypotheses (1.15) and (1.16) hold.
In particular γ = wβ where β is a simple root, and w ∈ W. Since the statement of
Theorem 1.2 involves precise but somewhat lengthy conditions on the coefficients,
we introduce the following definition as a shorthand.
Definition 3.5. We say that a family of elements θλγ,m ∈ U(n
−)−mγ is in good
position for w if for all λ ∈ w · Λ we have
θλγ,m =
∑
π∈P(mγ)
aπ,λe−π, (3.9)
where the coefficients aπ,λ ∈ k depend polynomially on λ ∈ w · Λ, and
(a) deg aπ,λ ≤ mhtγ − |π|
(b) amπγ ,λ is a polynomial function of λ of degree m(htγ − 1) with highest term
equal to c
∏
α∈N(w−1)(λ, α)
mq(w,α) for a nonzero constant c.
We show that the conditions on the coefficients in this definition are independent
of the order on the positive roots ∆+ used to define the e−π. Consider two orders
on ∆+, and for π ∈ P(mγ), set e−π =
∏
α∈∆+ e
π(α)
−α , and e−π =
∏
α∈∆+ e
π(α)
−α , the
product being taken with respect to the given orders.
Lemma 3.6. Fix a total order on the set P(mγ) such that if π, σ ∈ P(mγ) and
|π| > |σ| then π precedes σ, and use this order on partitions to induce orders on the
bases B1 = {e−π|π ∈ P(mγ)} and B2 = {e−π|π ∈ P(mγ)} for U(n
−)−mγ . Then the
change of basis matrix from the basis B1 to B2 is upper triangular with all diagonal
entries equal to ±1.
Proof. Let {Un = Un(n
−)} be the standard filtration on U = U(n−). Note that if
π ∈ P(mγ), then e−π, e−π ∈ U|π|(n
−)−mγ . Also the factors of e−π supercommute
modulo lower degree terms, so for all π ∈ P(mγ), e−π ± e−π ∈ U|π|−1(n
−)−mγ . The
result follows easily.
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Lemma 3.7. For x ∈ U(n−)−mγ ⊗ S(h), write
x =
∑
π∈P(mγ)
e−πfπ =
∑
π∈P(mγ)
e−πgπ. (3.10)
Suppose that fmπγ has degree m(htγ − 1), and that for all π ∈ P(mγ), we have
deg fπ ≤ mhtγ − |π|. Then gmπγ has the same degree and leading term as fmπγ and
for all π ∈ P(mγ), we have deg gπ ≤ mhtγ − |π|.
Proof. By Lemma 3.6 we can write
e−π =
∑
ζ∈P(mγ)
cπ,ζe−ζ ,
where cπ,ζ ∈ k, cπ,π = ±1 and if cπ,ζ 6= 0 with ζ 6= π, then |ζ| < |π|. Thus (3.10)
holds with
gζ =
∑
π∈P(mγ)
cπ,ζfπ.
It follows that gζ is a linear combination of polynomials of degree less than or equal
to mhtγ − |ζ|. Also |mπγ | = m, and for ζ ∈ P(mγ), ζ 6= mπγ , we have |ζ| > m.
Therefore
gmπγ = fmπγ + a linear combination of polynomials of smaller degree.
The result follows easily from this.
If γ is a simple root, then θγ,m = e
m
−γ satisfies the conditions of Theorem 1.2.
Otherwise we have γ = wβ for some w ∈Weven, w 6= 1. Write
w = sαu, γ
′ = uβ, γ = wβ = sαγ
′, (3.11)
with α ∈ Πeven and ℓ(w) = ℓ(u) + 1. Suppose ν ∈ Λ and set
µ = u · ν, λ = w · ν = sα · µ. (3.12)
For the remainder of this subsection we assume that the positive roots are ordered
so that for any partition π we have e−π = e−σe
k
−α for a non-negative integer k and
a partition σ with σ(α) = 0. The next Lemma is the key step in establishing the
degree estimates in the proof of Theorem 1.2. The idea is to use Equation (3.5) and
the fact that θ ∈ U(n−), rather than a localization of U(n−), to show that certain
coefficients cancel. Then using induction and (3.5) we obtain the required degree
estimates. Since the proof of the Lemma is rather long we break it into a number
of steps.
Lemma 3.8. Suppose that p,m, q are as in Lemma 3.3, α ∈ Πeven and
ep+mq−α θ
µ
γ′,m = θ
λ
γ,me
p
−α. (3.13)
Then the family θλγ,m is in good position for w if the family θ
µ
γ′,m is in good position
for u.
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Proof. Step 1. Setting the stage.
Suppose that
θµγ′,m =
∑
π′∈P(mγ′)
a′π′,µe−π′ , (3.14)
and let
e
(j)
−π′ = (ad e−α)
je−π′ ∈ U|π′|(n
−)−(mγ
′+jα), (3.15)
for all j ≥ 0, and π′ ∈ P(mγ′). Then by Equation (3.1)
ep+mq−α e−π′ =
∑
i≥0
(
p+mq
j
)
e
(j)
−π′ e
p+mq−j
−α . (3.16)
Choose N so that e
(N+1)
−π′ = 0, for all π
′ ∈ P(mγ′). Then for all such π′ and j =
0, . . . , N we can write
e
(j)
−π′e
N−j
−α =
∑
ζ∈P(mγ′+Nα)
bπ
′
j,ζe−ζ , (3.17)
with bπ
′
j,ζ ∈ k. Furthermore if b
π′
j,ζ 6= 0, then since e
(j)
−π′e
N−j
−α ∈ U|π′|+N−j, (3.15) gives
|ζ| ≤ |π′|+N − j. (3.18)
Step 2. The cancellation step.
By Equations (3.14) and (3.16)
ep+mq−α θ
µ
γ′,m =
∑
π′∈P(mγ′)
a′π′,µe
p+mq
−α e−π′ (3.19)
=
∑
π′∈P(mγ′), j≥0
(
p+mq
j
)
a′π′,µe
(j)
−π′e
p+mq−j
−α .
Now collecting coefficients, set
cζ,λ =
∑
π′∈P(mγ′), j≥0
(
p+mq
j
)
a′π′,µb
π′
j,ζ . (3.20)
Then using Equations (3.17) and (3.19), we have in Ue, where e = e−α,
ep+mq−α θ
µ
γ′,m =
∑
ζ∈P(mγ′+Nα)
cζ,λe−ζe
p+mq−N
−α . (3.21)
By (3.13) and Lemma 3.2, cζ,λ = 0 unless ζ(α) ≥ N −mq.
Step 3. The coefficients aπ,λ.
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It remains to deal with the nonzero terms cζ,λ. There is a bijection
f : P(mγ) −→ {ζ ∈ P(mγ′ +Nα) | ζ(α) ≥ N −mq},
defined by
(fπ)(σ) =
{
π(σ) if σ 6= α,
π(α) +N −mq if σ = α.
(3.22)
Moreover if fπ = ζ, then
|ζ| = |π|+N −mq (3.23)
and e−π = e−ζe
mq−N
−α . Thus in Equation (3.13) the coefficients aπ,λ of θ
λ
γ,m (see
(3.9)) are given by
aπ,λ = cf(π),λ. (3.24)
Step 4. Completion of the proof.
We now show that the family θλγ,m is in good position for w. For this we use Equa-
tions (3.20) and (3.24), noting that p = −(λ+ρ, α) depends linearly on λ. It is clear
that the coefficients aπ,λ are polynomials in λ. By induction deg a
′
π′,µ ≤ mhtγ
′−|π′|.
Thus using (3.20),
deg aπ,λ = deg cζ,λ ≤ max{j + deg a
′
π′,µ | b
π′
j,ζ 6= 0}. (3.25)
Now if bπ
′
j,ζ 6= 0 then Equation (3.18) holds. Therefore by Equation (3.23)
deg aπ,λ ≤ deg a
′
π′,µ + |π
′|+N − |ζ|
= deg a′π′,µ + |π
′| − |π|+mq
Finally since γ = γ′ + qα, induction gives (a) in Definition 3.5.
Also, modulo terms of lower degree
amπγ ,λ ≡
(
p+mq
mq
)
a′
mπγ
′
,µ
. (3.26)
Note that the above binomial coefficient is a polynomial of degree mq in p. By
induction a′
mπγ
′
,µ
has highest term c′
∏
τ∈N(u−1)(µ, τ)
mq(u,τ) as a polynomial in µ,
for a nonzero constant c′. Now (µ + ρ, τ) = (λ + ρ, sατ), and (µ + ρ, τ) − (µ, τ),
(λ + ρ, sατ) − (λ, sατ) are independent of µ, λ. Therefore as a polynomial in λ,
a′
mπγ
′
,µ
has highest term
c′
∏
τ∈N(u−1)
(λ, sατ)
mq(u,τ) = c′
∏
τ∈N(u−1)
(λ, sατ)
mq(w,sατ).
Since we assume that γ is not the highest short root of g0 if g = G2 or G(3), it
follows from [Mus12] Table 3.4.1, that the α-string through γ′ has length q+1, and
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γ′ − α is not a root. Thus from the representation theory of sl(2), it follows that
(ad e−α)
q(g−γ
′
) = g−γ . Hence, as e−γ is not used in the construction of θγ′,m, we
can choose the notation so that e
(mq)
−mγ′ = e−mγ . Then e
(mq+1)
−mγ′ = 0. Now q(w,α) =
(γ, α∨) = q, and the degree of the binomial coefficient in (3.26) as a polynomial in
p is mq, so the claim about the leading term of amπγ ,λ in Definition 3.5 (b) follows
from Equations (3.26) and (1.9).
Theorem 3.9. Suppose γ = wβ with w ∈Weven and β simple. Define Λ as in (3.8).
Then there exists a family of elements θλγ,m ∈ U(n
−)−mγ for all λ ∈ w · Λ which is
in good position for w, such that
θλγ,mvλ is a highest weight vector in M(λ)
λ−mγ .
Proof. We use induction on the length of w. If w = 1, we take θλγ,m = e
m
−β for all
λ. Now assume that w 6= 1, and use the notation of Equations (3.11) and (3.12).
Suppose λ = sα · µ = w · ν ∈ w · Λ, and set
p = (µ + ρ, α∨) = (ν + ρ, u−1α∨), (γ, α∨) = q.
Then p and q are positive integers, and λ = µ−pα and γ = γ′+qα. Now U(n−)ep−αvµ
is a submodule of M(µ) which is isomorphic to M(λ). Also M(λ) is uniquely
embedded in M(µ), by [Mus12] Theorem 9.3.2, so we set M(λ) = U(n−)ep−αvµ.
Induction gives elements θµγ′,m ∈ U(n
−)−γ
′
which are in good position for u, such
that
v = θµγ′,mvµ ∈M(µ)
µ−mγ′ is a highest weight vector.
By Lemma 3.3 there exists a unique element θλγ,m ∈ U(n
−)−mγ such that (3.13)
holds and therefore
ep+mq−α v = θ
λ
γ,me
p
−αvµ ∈ U(n
−)ep−αvµ =M(λ).
It follows from Lemma 3.8 that the family θλγ,m is in good position for w.
Proof of Theorem 1.2. Let θλγ,m be the family of elements from Theorem 3.9. The
existence of the elements
θγ,m =
∑
π∈P(mγ)
e−πHπ ∈ U(b
−),
with θγ,m(λ) = θ
λ
γ,m for all λ ∈ w · Λ follows since w · Λ is Zariski dense in Hγ,m.
The claims about the coefficients Hπ hold since the family θ
λ
γ,m is in good position
for w. 
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3.3 Proof of Theorem 1.4.
Now suppose that g is contragredient, with Π as in (1.15). We assume that Π
contains an odd non-isotropic root and γ = wβ with w ∈Wnonisotropic, β ∈ ∆
+
0 ∪∆
+
1 .
Let {Un = Un(n
−)} be the Clifford filtration on U = U(n−). Our assumptions have
the following consequence.
Lemma 3.10. Let γ be as above and α ∈ Πnonisotropic is such that (γ, α) 6= 0. Then
(a) If α is even then (γ, α∨) = ±1
(b) If α is odd then (γ, α∨) = ±2.
Proof. Left to the reader. The assumption that Π contains an odd non-isotropic
root is crucial to (a). Without this osp(3, 2) would be a counterexample.
Lemma 3.11. The Clifford filtration on U(n−) is stable under the adjoint action of
n−0 , and satisfies ad n
−
1 (Un) ⊆ Un+1.
Proof. Left to the reader.
Fix a total order on the set P(γ) such that if π, σ ∈ P(γ) and |π| > |σ|, or if |π| = |σ|
and Cdeg(π) > Cdeg(σ) then π precedes σ.
Next we prove a Lemma relating Cdeg(π) to |π| and the order defined above.
Lemma 3.12. Set Ξ = ∆+0 \∆
+
0 , and suppose π, σ ∈ P(γ). Let a(π) =
∑
2δ∈Ξ π(δ).
(a) We have 2|π| − Cdeg(π) = a(π).
(b) a(π) ≤ 2.
(c) If σ precedes π, then Cdeg(π) ≤ Cdeg(σ).
Proof. (a) follows since
|π| = a(π) +
∑
α∈∆
+
0
π(α) +
∑
α non−isotropic
π(α),
and
Cdeg(π) = a(π) + 2
∑
α∈∆
+
0
π(α) +
∑
α non−isotropic
π(α).
For (b) we note that the Lie superalgebras that have an odd non-isotropic root
δ are G(3) and the family osp(2m + 1, 2n). Define a group homomorphism f :⊕
α∈Π Zα −→ Z by setting f(δ) = 1 and f(α) = 0 for any α ∈ Π, α 6= δ. It can be
checked on a case-by-case basis that if δ ∈ Π, then δ occurs with coefficient at most
two when a positive root γ is written as a linear combination of simple roots. Since
a(π) = f(γ) for π ∈ P(γ), (b) follows. If (c) is false, then by definition of the order,
we must have |π| < |σ| and Cdeg(π) > Cdeg(σ). But then by (a) this implies that
a(σ) = 2|σ| − Cdeg(σ) ≥ 2|π| − Cdeg(π) + 3 = a(π) + 3 ≥ 3
which contradicts (b).
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Remark 3.13. We remark that if g = G(3) and we work with the anti-distinguished
system of simple roots, then W ′ = Wnonisotropic has order 4 and is generated by the
commuting reflections s−δ and s−3α1−2α2 (notation as in [Mus12] section 4.4). Thus
in particular if β is the simple isotropic root, then |W ′β| = 4. We leave it to the
reader to check the assertions in Theorem 1.4 in this case, using Equation (3.3) and
Lemma 3.3. 6 For the rest of this section we assume that g 6= G(3). Thus since
we assume that Π contains an odd non-isotropic root, g = osp(2m+1, 2n) for some
m,n. In the proof of Lemma 3.15 we use the explicit description of the roots of g
given in, for example [Mus12] Section 2.3.
Definition 3.14. We say that a family of elements θλγ ∈ U(n
−)−γ is in good position
for w if for all λ ∈ w · Λ we have
θλγ =
∑
π∈P(γ)
aπ,λe−π, (3.27)
where the coefficients aπ,λ ∈ k depend polynomially on λ, and
(a) 2 deg aπ,λ ≤ 2ℓ(w) + Cdeg(γ)− Cdeg(π)
(b) aπγ ,λ is a polynomial function of λ of degree ℓ(w) with highest term equal to
c
∏
α∈N(w−1)(λ, α) for a nonzero constant c.
Consider two orders on ∆+, and for π ∈ P(γ), set e−π =
∏
α∈∆+ e
π(α)
−α , and e−π =∏
α∈∆+ e
π(α)
−α , the product being taken with respect to the given orders.
Lemma 3.15. Use the order on P(γ) defined just before Lemma 3.12 to induce
orders on two bases B1 = {e−π|π ∈ P(γ)} and B2 = {e−π|π ∈ P(γ)} for U(n
−)−γ.
Write x ∈ U(n−)−γ ⊗ S(h) as
x =
∑
π∈P(γ)
e−πfπ =
∑
π∈P(γ)
e−πgπ.
as in Equation (3.10). If the coefficients fπ satisfy
(a) 2 deg fπ ≤ 2ℓ(w) + Cdeg(γ)− Cdeg(π)
(b) fπγ is a polynomial of degree ℓ(w) with highest term equal to c
∏
α∈N(w−1) hα
for a nonzero constant c.
then the coefficients gπ satisfy the same conditions.
Proof. First we claim that the analog of Lemma 3.6 holds, that is changing the order
on ∆+ in the definition of the e−π requires only the introduction of terms e−σ where
π precedes σ. It is enough to check this when the two orders differ only in that
two neighboring roots are switched. By definition of the Clifford filtration any even
6If β is simple non-isotropic, then W ′β ∩∆+ = {β}. If g = G(3) it is more interesting to use
the distinguished system of simple roots.
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root vector is central modulo lower degree terms. Also for the distinguished or anti-
distinguished Borel subalgebra the commutator of two root vectors corresponding
to roots in ∆
+
1 is zero. So it is enough to check the case where the two roots are δi
and δj with i 6= j. Because an even power of e−δi or e−δj is central modulo lower
degree terms it is enough to check the case where π(δi) = π(δj) = 1. Here we have
[e−δi , e−δj ] = e−δi−δj up to a non-zero scalar multiple. Then
e−π = −e−π ± e−σ modulo terms of lower degree in the Clifford filtration,
where σ is defined by
σ(α) =


π(α)− 1 if α = δi or δj ,
π(α) + 1 if α = δi + δj ,
π(α) otherwise.
Now the claim follows since Cdeg(π) = Cdeg(σ), but |π| > |σ|. The rest of the proof
is the same as the proof of Lemma 3.7.
If γ is a simple root, then θγ = e−γ satisfies the conditions of Theorem 1.4. We
recall for convenience Equations (3.11) and (3.12) with minor modifications. Write
γ = wβ for some w ∈Wnonisotropic, w 6= 1. Assume that
w = sαu, γ
′ = uβ, γ = wβ = sαγ
′,
with α ∈ Πnonisotropic and ℓ(w) = ℓ(u) + 1. Suppose ν ∈ Λ and set
µ = u · ν, λ = w · ν = sα · µ.
As before we assume that the positive roots are ordered so that for any partition π
we have e−π = e−σe
k
−α for a non-negative integer k and a partition σ with σ(α) = 0.
Lemma 3.16. Suppose that p, q and α are as in Lemma 3.3 and
ep+q−α θ
µ
γ′ = θ
λ
γe
p
−α. (3.28)
Then the family θλγ is in good position for w if the family θ
µ
γ′ is in good position for
u.
Proof. If α is odd, then p = 2ℓ− 1 is odd, and by Lemma 3.10, q = 2. Write θµγ′ as
in (3.14) and then define the e
(j)
−π′ as in (3.15). Set ε(γ
′) = 1 if γ′ is an even root
and ε(γ′) = −1 if γ′ is odd. Then instead of (3.16) we have, by (3.3)
e2ℓ+1−α e−π′ =
ℓ∑
i=0
(
ℓ
i
)
e
[2i+1]
−π′ e
2(ℓ−i)
−α + ε(γ
′)
ℓ∑
i=0
(
ℓ
i
)
e
[2i]
−π′e
2ℓ−2i+1
−α . (3.29)
Parallel to the definition of the bπ
′
j,ζ in (3.17), we set for sufficiently large N
e
[j]
−π′e
N−j
−α =
∑
ζ∈P(γ′+Nα)
bπ
′
j,ζe−ζ .
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For x ∈ R we denote the largest integer not greater than x by ⌊x⌋. Then if bπ
′
j,ζ 6= 0,
we have
Cdeg(ζ) ≤ Cdeg(π′) +N − 2
⌊
j
2
⌋
. (3.30)
Indeed this holds because by Lemma 3.11, we have for such j
e
[j]
−π′e
N−j
−α ∈ UCdeg(π′)+N−2⌊ j2⌋
. (3.31)
Define coefficients a′π′,µ by
θµγ′,m =
∑
π′∈P(mγ′)
a′π′,µe−π′ , (3.32)
as in (3.14). Then replacing (3.20) we set,
cζ,λ =
∑
π′∈P(γ′), i≥0
(
ℓ
i
)
a′π′,µb
π′
2i+1,ζ + ε(γ
′)
∑
π′∈P(γ′), i≥0
(
ℓ
i
)
a′π′,µb
π′
2i,ζ . (3.33)
Then we obtain the following variant of Equation (3.21)
e2ℓ+1−α θ
µ
γ′ =
∑
ζ∈P(mγ+Nα)
cζ,λe−ζe
2ℓ+1−N
−α . (3.34)
In the cancellation step we find that cζ,λ = 0 unless ζ(α) ≥ N − 2, and the bijection
f : P(γ) −→ {ζ ∈ P(γ′ +Nα) | ζ(α) ≥ N − 2},
is defined as in Equation (3.22) with m = 1 and q = 2. Then the coefficients aπ,λ are
defined as in (3.24). Instead of Equations (3.23) and (3.25) we have, when fπ = ζ,
Cdeg(ζ) = Cdeg(π) +N − 2, (3.35)
and
deg aπ,λ ≤ max{⌊j/2⌋ + deg a
′
π′,µ | b
π′
j,ζ 6= 0}. (3.36)
Hence using (3.30) in place of (3.18), and then (3.35) we obtain,
2deg aπ,λ ≤ 2deg a
′
π′,µ +Cdeg(π
′) +N − Cdeg(ζ) (3.37)
= 2deg a′π′,µ +Cdeg(π
′)− Cdeg(π) + 2.
Therefore by induction, and since Cdeg(γ′) = Cdeg(γ),
2deg aπ,λ ≤ 2ℓ(u) + Cdeg(γ
′)− Cdeg(π) + 2
= 2ℓ(w) + Cdeg(γ)− Cdeg(π).
giving condition (a) in Definition 3.14.
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The proof in the case where α is an even root is the same as in Section 3 apart
from the inequalities. If bπ
′
j,ζ 6= 0, then instead of (3.18), we have
Cdeg(ζ) ≤ Cdeg(π′) + 2(N − j). (3.38)
Define a bijection
f : P(γ) −→ {ζ ∈ P(γ′ +Nα) | ζ(α) ≥ N − 1},
as in (3.22) with m = q = 1. Then condition (a) follows since in place of (3.23) we
have, if fπ = ζ
Cdeg(ζ) = Cdeg(π) + 2(N − 1). (3.39)
We leave the proof that (b) holds in Definition 3.14 to the reader.
Theorem 1.4 follows from Lemma 3.15 in the same way that Theorem 1.2 follows
from Lemma 3.8.
Remark 3.17. Sˇapovalov elements and their evaluations can also be constructed
inside a Kostant Z−form of the algebras U(b−) and U(n−). This is done for Lie
algebras in [KL97]. We briefly indicate how to do it for Lie superalgebras using the
Z−form given by Fioresi and Gavarini [FG12]. 7 For e ∈ n−0 , h ∈ h⊕ k and b, c ∈ N,
define
e(b) =
eb
b!
∈ U(n−) and
(
h
c
)
=
h(h − 1) . . . (h− c+ 1)
c!
∈ U(h).
Let {x1, . . . xp}, {e1, . . . eq} and {h1, . . . hn} be bases for n
−
1 , n
−
0 and h respectively.
Then for A ∈ Zp2, B ∈ N
q and C ∈ Nn, consider the elements xA, eB , hC of U(b
−)
given by
xA = x
a1
1 . . . x
ap
p , eB =
e1
b1!
. . .
eq
bq!
, hC =
(
h1
c1
)
. . .
(
hn
cn
)
.
By [FG12] Theorem 4.7, the products xAeBhC (resp. xAeB , hC) form a k-basis of
U(b−) (resp. U(n−), S(h)) and the Z-span of the set of all such products form a
Z-algebra UZ(b
−) (resp. UZ(n
−), SZ(h)). If (ad e)
(b) = (ad e)
b
b! , then by the proof of
[Hum72] Proposition 25.5, the operator (ad e)(b) leaves UZ(n
−) and UZ(b
−) invariant.
Now (3.1) may be written in the form
e(r)a =
r∑
i=0
((ad e)(i)a)e(r−i).
and (3.5) is equivalent to
7The point of doing this is to allow for a change in the base ring, and in particular to enable
passage to positive characteristic.
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e
(p)
−αe
mq
−αθγ′,m = θγ,me
(p)
−α.
Turning to (3.3) and using the notation introduced immediately before that equation,
we define
x(2i) = e(i) = ei/i! = x2i+1/i! x(2i+1) = x(2i+1)/i!
z
(2i)
=
(ad x)2iz
i!
z(2i+1) =
(ad x)2i+1z
i!
Then (3.3) can be written in the form
x(2ℓ+1)z =
ℓ∑
i=0
z(2i+1)x(2ℓ−2i) + (−1)z
ℓ∑
i=0
z(2i)x(2ℓ−2i+1).
Finally we note that if e = e−α is a root vector and h ∈ h, we have
e
(
h
c
)
=
(
h+ α(h)
c
)
e,
and by [Hum72] Lemma 26.1,
(
h+ α(h)
c
)
∈ SZ(h). Using these equations and the
inductive construction, compare (3.5) and (3.28), it is easy to construct a Sˇapovalov
element θγ,m inside UZ(b
−).
4 Changing the Borel subalgebra.
4.1 Adjacent Borel subalgebras.
We consider the behavior of Sˇapovalov elements when the Borel subalgebra is changed.
Let b′, b′′ be arbitrary adjacent Borel subalgebras, and suppose
gα ⊂ b′, g−α ⊂ b′′ (4.1)
for some isotropic root α. Let S be the intersection of the sets of roots of b′ and
b′′, p = b′ + b′′ and r =
⊕
β∈S ke−β. Then r, p are subalgebras of g with g = p ⊕ r.
Furthermore r is stable under ad e±α, and consequently, so is U(r). Note that
ρ(b′′) = ρ(b′) + α. (4.2)
Suppose vµ is a highest weight vector for b
′ with weight µ = µ(b′), and let N be the
module generated by vµ. Then
eαe−αvµ = hαvµ = (µ, α)vµ. (4.3)
As is well known (see for example Corollary 8.6.3 in [Mus12]), if (µ + ρ(b′), α) 6= 0,
then
µ(b′′) + ρ(b′′) = µ(b′) + ρ(b′). (4.4)
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In this situation we call the change of Borel subalgebras from b′ to b′′ (or vice-versa)
a typical change of Borels for N . Suppose that γ is a positive root of both b′ and
b′′, and that θγ,m is a Sˇapovalov element corresponding to the pair (γ,m) using the
negatives of the roots of b′′. Consider the Zariski dense subset Λγ,m of Hγ,m given
by
Λγ,m = {µ ∈ Hγ,m|(µ+ ρ, α) /∈ Z for all positive roots α 6= γ}.
Since the coefficients of θγ,m are polynomials, θγ,m is determined (as usual modulo
a left ideal) by the values of θγ,mvµ for µ ∈ Λγ,m.
Assume µ ∈ Λγ,m, and for brevity set θ = θγ,m(µ). Let vµ′ be a highest weight vector
in a Verma module Mb′(µ
′) for b′ with highest weight µ′ ∈ Λγ,m. Then vµ = e−αvµ′
is a highest weight vector for b′′ which also generates Mb′(µ
′). Thus we can write
Mb′(µ
′) =Mb′′(µ).
Next note that u = θe−αvµ′ is a highest weight vector for b
′′, and eαθe−αvµ′ is a
highest weight vector for b′ of weight µ′ −mγ that generates the same submodule
of Mb′(µ
′) as u. We can write θ in a unique way as θ = eαθ1 + θ2 with θi ∈ U(r).
Then
eαθe−αvµ′ = eαθ2e−αvµ′
= θ′1e−αvµ′ ± θ
′
2vµ′
where θ′1 = [eα, θ2], θ
′
2 = (µ
′, α)θ2 ∈ U(r). Note that the term e−mπγ cannot occur
in eαθ1 or θ
′
1e−α. Allowing for possible re-order of positive roots used to define
the e−π (compare Lemma 3.7) we conclude that modulo terms of lower degree, the
coefficient of e−mπγ in eαθe−αvµ′ is equal to ±(µ
′, α) times the coefficient of e−mπγ
in θ2eαvµ′ .
4.2 Chains of Borel subalgebras.
Using adjacent Borel subalgebras it is possible to give an alternative construction of
Sˇapovalov elements corresponding to an isotropic root γ which is a simple root for
some Borel subalgebra. This condition always holds in type A, but for other types,
it is quite restrictive: if g = osp(2m, 2n + 1) the assumption only holds for roots
of the form ±(ǫi − δj), while if g = osp(2m, 2n) it holds only for these roots and
the root ǫm + δn. (Theorems 1.2 and 1.4 on the other hand apply to any positive
isotropic root, provided we choose the appropriate Borel subalgebra satisfying Hy-
pothesis (1.15).)
Suppose that b is a distinguished or anti-distinguished Borel subalgebra, and let
b′ ∈ B. Consider a sequence
b = b(0), b(1), . . . , b(r) = b′ (4.5)
of Borel subalgebras such that b(i−1) and b(i) are adjacent for 1 ≤ i ≤ r. It follows
from [Mus12] Theorem 3.1.3, that such a chain always exists. If there is no chain of
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adjacent Borel subalgebras connecting b and b′ of shorter length than (4.5), we set
d(b, b′) = r. In this case there are isotropic roots βi such that
gβi ⊂ b(i−1), g−βi ⊂ b(i) (4.6)
for i ∈ [r], and β1, . . . , βr are distinct positive roots of b. Now suppose that γ is a
positive isotropic root for b and a simple root in some Borel subalgebra. Then define
d(γ) = min
{
r for some chain as in (4.5), γ is a simple root in b(r)
}
. (4.7)
Suppose that γ is a simple isotropic root of b(r), where d(γ) = r, and suppose that
λ is a general element of Hγ . Specifically we take this to mean that each change of
Borels in the chain (4.5) is typical for the Verma modules M(λ),M(λ− γ), induced
from b. The set of all such λ is Zariski dense in Hγ . Then set
v0 = vλ, λ0 = λ, vi = e−βivi−1, λi = λi−1 − βi for i ∈ [r], (4.8)
and
ur = e−γvr, ui = eβi+1 . . . eβrur for 0 ≤ i ≤ r − 1. (4.9)
Then ui and vi are highest weight vectors for the Borel subalgebra b
(i) with weights
λi and λi − γ respectively. Since each change of Borels is typical, it follows that
(λi + ρi, γ) = 0 for all i, where ρi is the analog of ρ for b
(i). The observations of the
previous Subsection give the following.
Lemma 4.1. The leading term of the coefficient of e−γvλ in
eβ1 . . . eβre−γe−βr . . . e−β1vλ
is, up to a constant multiple, equal to
∏r
i=1(λ, βi).
4.3 Relation to the Weyl group.
When γ is a simple root of some Borel subalgebra, we relate the approach to
Sˇapovalov elements by change of Borel to the approach using the Weyl group. The
analysis reveals a set of roots N(γ) which has properties analogous to those of the
set N(w−1) from (1.8).
Suppose that b is the distinguished or anti-distinguished Borel subalgebra, and
let b′ ∈ B. Consider the chain of Borels from (4.5) and the roots β1, . . . , βr from
(4.6). Recall the definition of q(w,α) before Theorem 1.2. The main result of this
Subsection is the following.
Proposition 4.2. Suppose γ = wβ with w ∈ Wnonisotropic and β a simple isotropic
root, and that γ is a simple root of the Borel subalgebra b(r), where d(γ) = r. Then
{γ − βi|i = 1, . . . , r, (γ, βi) 6= 0} = N(w
−1).
Moreover q(w,α) = 1 for all α ∈ N(w−1).
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A corollary will be used in the next Subsection. Before proving the Proposition we
need several preparatory results. The first is familiar from the Lie algebra case.
Lemma 4.3. If γ, α are roots with α non-isotropic, and the α-string through γ is
γ − pα, . . . , γ, . . . , γ + qα
then (γ, α∨) = p− q.
Proof. Let s be the subalgebra of g generated by the root vectors eα and e−α. Then s
is isomorphic to sl(2) or osp(1, 2). In the first case this is proved as in the Lie algebra
case, [Hum72] Prop. 8.4 (e) using the representation theory of sl(2). Essentially the
same proof also works when s ∼= osp(1, 2).
Lemma 4.4. Suppose d(γ) = r and γ is a simple root of the Borel subalgebra b(r).
Then α := γ − βr is a simple even root of b
(r−1) and γ′ := sαγ = γ − α = βr.
Proof. We show that the diagram below on the left (resp. right) is part of the
Dynkin-Kac diagram for b(r−1) (resp. b(r)).
❣
βrα −βrγ
⊗ ⊗⊗
Since d(γ) = r, γ is not a simple root of b(r−1) and thus γ is connected to −βr as
in the second diagram. By comparing the diagrams to those in Table 3.4.1 and
the first row of Table 3.5.1 in [Mus12], we see that the first diagram is the only
possibility, and the α-string through βr consists of βr and γ. Therefore by Lemma
4.3 (γ, α∨) = 1, and the assertions about γ′ follow easily.
Now suppose b is any Borel in B and set
Q(b) = {α|α ∈ ∆+1 (b
dist) ∩ −∆+1 (b)}. (4.10)
and Q(γ) = Q(b) where d(γ) = d(bdist, b). Next define
N(γ) = {α ∈ Q(γ)|(γ, α) 6= 0}. (4.11)
This set is analogous to the set N(w−1) from (1.8).
Lemma 4.5. In the situation of Lemma 4.4, we have a disjoint union
N(γ) = sαN(γ
′)
·
∪ {γ′}.
Proof. Without loss of generality, we can assume that g has type A, α = ǫi − ǫi+1,
γ′ = ǫi+1 − δj′ and γ = ǫi − δj′ . Set
R(γ) = {(k, ℓ′)|ǫk − δℓ′ ∈ N(γ)}.
Then we need to show
R(γ) = τi,i+1R(γ
′)
·
∪ {(i + 1, j′)}, (4.12)
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where τi,i+1 is the transposition switching i and i + 1. We can write the shuffles
corresponding to γ and γ′ as the concatenations of
A,A′, i, j′, i+ 1, B,B′ and A, i,A′, i+ 1, j′, B,B′ (4.13)
respectively, where
A = (1, . . . , i− 1), B = (i+ 2, . . . ,m),
A′ = (1′, . . . , j′ − 1), B′ = (j′ + 1, . . . , n′).
Thus
R(γ) = {i} ×A′
⋃
({i + 1}
·
∪ B) × {j′},
R(γ′) = {i+ 1} ×A′
⋃
B × {j′},
and this clearly gives (4.12).
Proof of Proposition 4.2. Suppose γ = wβ with w ∈ Wnonisotropic and β simple
isotropic. The first statement is clearly true for γ simple. As in Lemma 4.4 we
assume that γ′ = sαγ = γ − α = βr. Set Aw = {γ − βi|i = 1, . . . , r, (γ, βi) 6= 0} and
u = sαw. We show by induction on |Aw| that Aw = sαAu
·
∪ {α}, a disjoint union.
The first equality below comes from the definition of Aw, the second from Lemma
4.5, the third is a simple rearrangement, and the fourth holds by induction.
Aw = {γ − σ|σ ∈ N(γ)}
= {γ − σ|σ ∈ sαN(γ
′)}
·
∪ {γ − γ′}
= sα{γ
′ − τ |τ ∈ N(γ′)}
·
∪ {α}
= sαAu
·
∪ {α}. (4.14)
This shows that Aw satisfies the same recurrence as N(w
−1) from Equation (1.9),
and this gives the first statement. (Note also that since the union in (4.14) is
disjoint, we have ℓ(w) = ℓ(u) + 1.) By induction q(u, σ) = 1 for all α ∈ N(u−1).
Thus q(w, sασ) = 1 for all such σ. Since q(w,α) = (wβ,α
∨) = (γ, α∨) = 1 by
Lemma 4.4, the second statement holds. 
Corollary 4.6. The leading term of the coefficient of e−γvλ in θγvλ is given by∏r
i=1,(γ,βi)6=0
(λ, βi) up to a scalar multiple, independently of λ ∈ Hγ.
Proof. We work always up to a scalar multiple. Under the hypothesis of Theorem
1.4 the leading term equals
∏
β∈N(w−1)(λ, β). If instead we have the hypothesis of
Theorem 1.2, then since q(w,α) = 1 for all α ∈ N(w−1) by Proposition 4.2, we
obtain the same leading term. Furthermore∏
β∈N(w−1)
(λ, β) =
∏
i:(γ,βi)6=0
(λ, γ − βi).
Since (λ+ ρ, γ) = 0 this gives the result.
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4.4 Sˇapovalov elements and change of Borel.
There exists a unique (modulo a suitable left ideal in U(g)) Sˇapovalov element θ
(i)
γ
for the Borel subalgebra b(i) and polynomials gi(λ), hi(λ) such that
e−βiθ
(i−1)
γ eβivi = gi(λ)θ
(i)
γ vi, (4.15)
and
eβiθ
(i)
γ e−βivi−1 = hi(λ)θ
(i−1)
γ vi−1. (4.16)
Lemma 4.7. For general λ ∈ Hγ ,
gi(λ)hi(λ) = (λ+ ρ, βi)(λ+ ρ− γ, βi). (4.17)
Proof. We have using first (4.3) and the definition of vi, then (4.15) and (4.16),
(λi−1, βi)(λi−1 − γ, βi)θ
(i−1)
γ vi−1 = eβie−βiθ
(i−1)
γ eβie−βivi−1
= eβie−βiθ
(i−1)
γ eβivi
= gi(λ)eβiθ
(i)
γ e−βivi−1
= gi(λ)hi(λ)θ
(i−1)
γ vi−1.
Now each change of Borels is typical and βi is simple isotropic for b
(i−1), so we have
(λi−1, βi)=(λ+ ρ, βi). The result follows.
Theorem 4.8. Set F (γ) = {i ∈ [r]|(γ, βi) = 0}. There is a nonzero c ∈ k such that
for all λ ∈ Hγ ,
eβ1 . . . eβre−γe−βr . . . e−β1vλ = c
∏
i∈F (γ)
(λ+ ρ, βi)θγvλ.
Proof. It is enough to show this for all λ in a Zariski dense subset of Hγ . Thus
we may assume that each change of Borels in (4.5) is typical for M(λ). Since
vi = e−βivi−1, and ui−1 = eβiui, Equation (4.16) and reverse induction on i yield
ui−1 =
r∏
j=i
hj(λ)θ
(i−1)
γ vi−1. (4.18)
Hence
u0 =
r∏
j=1
hj(λ)θγv0. (4.19)
Therefore by comparing the coefficient of e−γvλ on both sides of (4.19), and using
Lemma 4.1 and Corollary 4.6, we have modulo terms of lower degree, that
r∏
j=1
hj(λ) =
∏
i∈F (γ)
(λ, βi). (4.20)
Now none of the functions λ −→ (λ, βi), for i ∈ [r], on Hγ is a multiple of another. It
follows that, up to a constant multiple, hj(λ) = (λ, βj)+ a constant if j ∈ F (γ), and
hj(λ) is constant if j /∈ F (γ). However we know from Lemma 4.7 that if (λ, βj) = 0
then hj(λ) divides (λ+ ρ, βj). Thus the result follows.
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Next suppose that b′′, b′ are adjacent Borel subalgebras as in Equation (4.1), and
that d(b, b′′) = d(b, b′) + 1. We can find a sequence of Borel subalgebras as in (4.5)
such that b′ = b(i−1) and b′′ = b(i) . Adopting the notation of Equations (4.15) and
(4.16), we can now clarify the relationship between the Sˇapovalov elements θ
(i−1)
γ
and θ
(i)
γ .
Corollary 4.9. With the above notation, we have up to constant multiples,
(a) If (γ, βi) = 0, then hi(λ) = gi(λ) = (λ+ ρ, βi).
(b) If (γ, βi) 6= 0, then hi(λ) = 1 and gi(λ) = (λ+ ρ, βi)(λ+ ρ− γ, βi).
Proof. From the last paragraph of the proof it follows that, up to a constant multiple,
hj(λ) = (λ + ρ, βj) if j ∈ F (γ). We obtain the result by looking at the degrees of
both sides in (4.20).
5 Relations between Sˇapovalov elements.
5.1 Powers of Sˇapovalov elements.
5.1.1 Isotropic Roots.
First we record an elementary but important property of the Sˇapovalov element θγ
corresponding to an isotropic root γ.
Theorem 5.1. If λ ∈ Hγ , then θ
2
γvλ = 0. Equivalently, θγ(λ− γ)θγ(λ) = 0.
Proof. It is enough to show this for all λ in a Zariski dense subset of Hγ . We assume
γ = wβ for β ∈ Π where β is isotropic, and w ∈Wnonisotropic. Let Λ be the subset of
Hβ defined by Equation (3.8), and suppose λ ∈ w ·Λ. The proof is by induction on
the length of w. We can assume that w 6= 1. Replace µ with µ − γ′ and λ = sα · µ
with sα · (µ− γ
′) = λ− γ in Equation (3.13) or (3.28). Then p is replaced by p+ q
and we obtain
ep+2q−α θ
µ−γ′
γ′ = θ
λ−γ
γ e
p+q
−α .
Combining this with Equation (3.13) and using induction we have
0 = ep+2q−α θ
µ−γ′
γ′ θ
µ
γ′ = θ
λ−γ
γ θ
λ
γe
p
−α.
The result follows since e−α is not a zero divisor in U(n
−).
Remark 5.2. From the Theorem, if λ ∈ Hγ , there is a sequence of maps
. . .M(λ− γ)
ψλ,γ
−→M(λ)
ψλ+γ,γ
−→ M(λ+ γ) . . . (5.1)
such that the composite of two successive maps is zero. The map ψλ,γ in (5.1) is
defined by ψλ,γ(xvλ−γ) = xθγvλ. The complex (5.1) can have non-zero homology
see Remark B.5 (d).
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5.1.2 Evaluation of Sˇapovalov elements.
Up to this point we have only evaluated Sˇapovalov element θγ,m at points λ ∈ Hm,γ .
However to study the behavior of powers of Sˇapovalov elements for non-isotropic
roots, we need to evaluate at arbitrary points, λ ∈ h∗. Another situation where it is
useful to do this is in the work of Carter [Car87] on the construction of orthogonal
bases for non-integral Verma modules and simple modules in type A. However some
care must be taken since the Sˇapovalov element θγ,m is only defined modulo the
ideal U(b−)I(Hγ,m).
Suppose e is locally ad -nilpotent. Equation (3.1) leads to a formula for conju-
gation by er which extends to the 1-parameter family of automorphism Θr, r ∈ k of
AS , given by
Θr(a) =
∑
i≥0
(
r
i
)
((ad e)ia)e−i. (5.2)
For a generalization, see [Mat00] Lemma 4.3.
Fix a non-isotropic root α and let S be the multiplicative subset S = {en−α} in
U = U(n−), and let US be the corresponding Ore localization. We use the general-
ized conjugation automorphisms Θx (for x ∈ k) of US defined in (5.2) with e = e−α.
For x ∈ N we have Θx(a) = e
x
−αae
−x
−α. Thus Θx(e−α) = e−α, and
Θx(e−αue
−1
−α) = Θx+1(u). (5.3)
As noted earlier, the value of Θx(u) for x ∈ k is determined by its values for x ∈ N.
To stress the dependence of Θx(u) on the root α we sometimes denote it by Θ
α
x(u).
Lemma 5.3. Suppose that µ ∈ Hγ′ , λ = sα · µ, γ = sαγ
′, q = (γ, α∨). Assume
that q ∈ N\{0}, and if α ∈ ∆+1 \∆
+
1 , that q = 2. If x = (µ + ρ, α
∨) we have
θγ(λ) = Θx(e
q
−αθγ′(µ)). (5.4)
Proof. If α ∈ Π ∩A(µ) this follows from Lemma 3.3.
The issue is that we need to show that using this definition, we need to show that
for arbitrary points, λ ∈ h∗, we have θγ,m(λ) ∈ U , and not just that θγ,m(λ) ∈ US , see
Corollary 5.6. Fortunately there is an easy way to ensure this in all non-exceptional
cases.
For β ∈ Π, let Wβ be the subgroup of W generated by all simple reflections sα
where α is non-isotropic and α 6= β. We consider a stronger version of hypotheses
(1.16) and (1.17).
The root γ ∈ ∆+ is such that for some (5.5)
β ∈ Π, and w ∈Wβ we have γ = wβ.
Lemma 5.4. Hypothesis (5.5) holds provided
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(a) g is a simple Lie algebra of type A-D, and γ is a positive root.
(b) g is a contragredient Lie superalgebra, the basis Π of positive roots satisfies
(1.15) and γ is a positive isotropic root such that (1.17) holds.
(c) g is a contragredient Lie superalgebra of type A-D, the basis Π of positive roots
satisfies (1.15) and γ is a positive root such that (1.16) or (1.17) holds.
Proof. To prove (a), it suffices to exhibit a chain of roots of the form
γ = γ0, γ1, . . . , γm = β (5.6)
such that β is simple, and that for i ∈ [m], we have γi = sβiγi−1 for some βi ∈ Π\{β}
with (γi, β
∨
i ) > 0. We use the same notation as Bourbaki [Bou02] Chapter 6. We
treat the case where g has type Bn or Cn first. Here there are two root lengths
and all but one of the simple roots has the same length, the exception being the
rightmost root αn of the Dynkin diagram. If γ and αn have the same length, then
by [Hum72] Lemma 10.2, the result holds with β = αn. If this is not the case we
have γ = ǫi ± ǫj for some i, j ∈ [n] with i < j. By induction we can assume that
i = 1. If γ = ǫ1 + ǫj , the sequence of roots is
γ = ǫ1 + ǫj, ǫ1 + ǫj+1, . . . , ǫ1 + ǫn,
ǫ1 − ǫn, ǫ1 − ǫn−1, . . . , ǫ1 − ǫ2 = β.
It is easy to see that each term in the above sequence is obtained from its prede-
cessor by a simple reflection, and that none of these reflections fixes the hyperplane
orthogonal to β. If γ = ǫ1 − ǫj we need only a terminal subsequence of the roots
in the second row. The same applies if g has type An. If g has type Dn, one such
sequence is
γ = ǫ1 + ǫj, ǫ1 + ǫj+1, . . . , ǫ1 + ǫn−1, ǫ1 + ǫn, (5.7)
ǫ1 − ǫn−1, ǫ1 − ǫn−2, . . . , ǫ1 − ǫ2 = β.
Next note that (b) follows immediately since for β isotropic we haveWβ =Wnonisotropic.
Finally to prove (c) we can assume that γ is non-isotropic, and then under the ad-
ditional assumptions in (c) the we reduce to the statement in (a).
Now suppose that γ = wβ is non-isotropic and satisfies (1.16) or (1.17). Suppose
also that (5.5) holds. We observe that in the inductive construction of the Sˇapovalov
element θγ,m, the assumption that λ ∈ Hm,γ is only used for the base case of the
induction. It follows that
Lemma 5.5. If Πnonisotropic\{α} = {α1, . . . , αr}, and λ, λ¯ ∈ h
∗ satisfy
(λ+ ρ, αi) = (λ¯+ ρ, αi) for i ∈ [r], (5.8)
then θγ,m(λ) = θγ,m(λ¯).
Corollary 5.6. For all λ ∈ h∗, and j > 0, we have θγ,j(λ) ∈ U .
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Proof. Suppose λ¯j ∈ Hγ,j satisfies (5.8) and note that θγ,j(λ¯) ∈ U by the cancellation
step in the proof of Theorem 1.2.
Remark 5.7. We end this Subsection with a discussion of the uniqueness of the
evaluations of Sˇapovalov elements constructed above. We first observe that even
if g = sl(3), and γ is the non-simple positive root, then unless λ ∈ Hγ,m the
construction depends on which of the simple roots we call β. We adopt the no-
tation of [Mus12] Exercise 9.5.2. Thus the simple the positive roots are α, β and
γ = α + β. Choose negative root vectors e−α = e32, e−β = e21 and e−γ = e31.
Suppose that µ = sα · λ, ν = sβ · λ and that p = (µ + ρ, α
∨) = −(λ + ρ, α∨),
q = (ν + ρ, β∨) = −(µ + ρ, β∨). Then using β, (resp. α) as the simple root in
question, we obtain evaluations θ
(β)
γ,1(λ) (resp. θ
(α)
γ,1 (λ))
θ
(β)
γ,1(λ) = e−βe−α + (p + 1)e−γ
θ
(α)
γ,1 (λ) = e−αe−β − (q + 1)e−γ .
These are equal iff p + q + 1 = 0, that is iff λ ∈ Hγ,1. Coming back to the general
case, we now fix the simple root β. If g does not has type A,B or C, then the
sequence of roots in (5.6) is uniquely determined by γ. For g = Dn the sequence is
unique except that the subsequence
γ1 = ǫ1 + ǫn−1, γ2 = ǫ1 + ǫn, γ3 = ǫ1 − ǫn−1
of (5.7) can be replaced by
γ1 = ǫ1 + ǫn−1, γ
′
2 = ǫ1 − ǫn, γ3 = ǫ1 − ǫn−1.
This is related to the fact that for g = Dn, the natural module is not uniserial as a
module for a Borel subalgebra of g, [Mus12] Exercise 3.7.6. Let α′ = ǫn−1 − ǫn and
α = ǫn−1 + ǫn, be the simple roots corresponding to the two rightmost nodes of the
Dynkin diagram. We have
γ1 = γ2 + α
′, γ2 = γ3 + α,
γ1 = γ
′
2 + α, γ
′
2 = γ3 + α
′.
Suppose that ν = sαsα′ · µ. The construction of θγ1,m(ν) from θγ3,m(µ) in 2 steps
can be carried out in 2 different ways. We claim each way gives the same result.
Suppose that λ = sαµ, λ
′ = sα′µ, x = (µ + ρ, α
∨) and y = (µ + ρ, (α′)∨). Then we
need to show that
Θαx(e
m
−αΘ
α′
y (e
m
−α′θγ3,m(µ))) = Θ
α′
y (e
m
−α′Θ
α
x(e
m
−αθγ3,m(µ))). (5.9)
To show this set Θα,α
′
x,y = Θαx ◦Θ
α′
y . Since the roots α and α
′ are orthogonal, we have
Θα,α
′
x,y = Θ
α′,α
y,x . Also Θαx(e−α′) = e−α′ and Θ
α′
y (e−α) = e−α. Therefore both sides of
(5.9) are equal to
Θα,α
′
x,y (e
m
−αe
m
−α′θγ3,m(µ)).
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5.1.3 Non-Isotropic Roots.
Theorem 5.8. If λ ∈ Hγ,m, then
θγ,m(λ) = θγ,1(λ− (m− 1)γ) . . . θγ,1(λ− γ)θγ,1(λ). (5.10)
Equivalently if vλ is a highest weight vector of weight λ in the Verma module M(λ)
we have θγ,mvλ = θ
m
γ,1vλ. If λ ∈ Hγ,m this is a highest weight vector which is
independent of the choice of β in the inductive construction.
Proof. Clearly (5.10) holds if γ is a simple root. Suppose that (3.4) holds, and
assume that λ ∈ w · Λ where Λ is defined in (3.8). For i = 0, . . . ,m− 1 we have
(µ+ ρ− iγ′, α∨) = p+ iq,
so by the inductive definition (5.3) and (5.4),
θγ,1(λ− iγ) = Θp+iq(e
q
−αθγ′,1(µ − iγ
′))
= Θp(e
(i+1)q
−α θγ′,1(µ − iγ
′)e−iq−α ). (5.11)
Now using the corresponding result for θγ′,m(µ) we have
emq−αθγ′,m(µ) = e
mq
−αθγ′,1(µ− (m− 1)γ
′) . . . θγ′,1(µ− γ
′)θγ′,1(µ)
= e
(m−1)q
−α (e
q
−αθγ′,1(µ − (m− 1)γ
′))e
−(m−1)q
−α ·
·e
(m−2)q
−α (e
q
−αθγ′,1(µ− (m− 2)γ
′))e
−(m−2)q
−α ·
· · ·
· ekq−α(e
q
−αθγ′,1(µ− kγ
′))e−kq−α ·
· · ·
· eq−α(e
q
−αθγ′,1(µ− γ
′))e−q−α · e
q
−αθγ′,1(µ).
The result follows by applying the automorphism Θp to both sides and using (5.4)
and (5.11).
5.2 Pairs of Roots.
Next we consider relations between Sˇapovalov elements coming from different isotropic
roots γ and γ′. There are two cases depending on whether or not (γ, γ′) = 0.
5.2.1 The non-orthogonal case.
Let Πnonisotropic be the set of nonisotropic simple roots, andQ
+
0 =
∑
α∈Πnonisotropic
Nα.
If γ, γ′ are positive non-orthogonal isotropic roots, then γ′ = sαγ for some non-
isotropic α ∈ Q+0 . In this situation the next result relates Sˇapovalov elements for
γ, γ′ and α. We set θα,0 = 1.
Theorem 5.9. Let γ be a positive isotropic root and α a non-isotropic root contained
in Q+0 . Let vλ be a highest weight vector in a Verma module with highest weight λ,
and set γ′ = sαγ. Let p = (λ + ρ, α
∨), and assume q = (γ, α∨) ∈ N\{0}. Suppose
α ∈ A(λ) and p = (λ+ ρ, α∨). Then
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(a) If (λ+ ρ, γ′) = 0 we have
θγθα,pvλ = θα,p+qθγ′vλ. (5.12)
(b) If (λ+ ρ, γ) = 0, and p− q ≥ 0, we have
θγ′θα,pvλ = θα,p−qθγvλ. (5.13)
Proof. It suffices to prove (a) for all λ in the Zariski dense subset Λ of Hγ′ ∩ Hα,p
given by
Λ = {λ ∈ Hγ′ ∩Hα,p|A(λ) = {α}, B(λ) = {γ
′}}.
However for λ ∈ Λ,M(λ) contains a unique highest weight vector of weight sα ·λ−γ.
Therefore, θγθα,pvλ and θα,p+qθγ′vλ are equal up to a scalar multiple. Now if π
0 is
the partition of γ + pα with π0(σ) = 0 for all non-simple roots σ, then it follows
easily from the definition of Sˇapovalov elements, that e−π0vλ occurs with coefficient
equal to one in both θγθα,pvλ and θα,p+qθγ′vλ, and from this we obtain the desired
conclusion. The proof of (b) is similar.
Remarks 5.10. (i) Perhaps the most interesting case of Equation (5.12) arises when
p = 0, since then we have an inclusion between submodules of a Verma module
obtained by multiplying the highest weight vector vλ by θγ and θγ′ . Similarly the
most interesting case of Equation (5.13) is when p = q.
(ii) In the case that α is a simple root, (5.12) reduces to Equation (3.13).
5.2.2 The orthogonal case for special pairs.
Now we consider two isotropic roots γ1, γ2 such that (γ1, γ2) = 0. In Subsection 5.2.4
we show that for λ ∈ Hγ1,γ2 := Hγ1 ∩ Hγ2 the highest weight vectors θγ2θγ1vλ and
θγ1θγ2vλ are equal up to a constant multiple, the constant being a ratio of linear
polynomials in λ differing only in their constant terms, see Equation (5.34) for the
exact statement. Here we consider some properties of such pairs of roots.
If g has two orthogonal isotropic roots then g has defect at least two, see [KW94].
In particular g cannot be exceptional. So we assume that g = gl(m,n), osp(2m, 2n)
or osp(2m + 1, 2n) with m,n ≥ 2. As has become quite standard we express the
roots of g in terms of linear forms ǫi, δi ∈ h
∗, see [Kac77a] 2.5.4 or [Mus12] Chapter
2. The odd isotropic roots have the form
∆1 = {±(ǫi − δj)|i ∈ [m], j ∈ [n]}, (5.14)
if g = gl(m,n) or
∆1 = {±ǫi ± δj |i ∈ [m], j ∈ [n]}, (5.15)
if g is orthosymplectic. We assume the bilinear form ( , ) on h∗ satisfies
(ǫi, ǫj) = δi,j = −(δi, δj). (5.16)
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We say that Π has osp type (spo type) if it contains the simple root ǫm − δ1 (resp.
δn − ǫ1). We also say that an isotropic root is of type spo if it does not have the
form ǫi − δj , and type osp if it does not have the form δi − ǫj . Roots of the form
ǫi + δj are of both osp and spo type. The following remarks and Lemma can easily
be checked using [Kac77a] Table VI, see also [Mus12] Table 3.4.3. The distinguished
set of simple roots for types B(m,n) with m ≥ 1 and D(m,n) have type spo, and
those of type A(m,n) and C(n) have type osp. The anti-distinguished set of simple
roots, when it exists, has the opposite type. Note that the Lie superalgebra C(n)
has no anti-distinguished set of simple roots. We have
Lemma 5.11. If Π is either distinguished or anti-distinguished and X is an orthog-
onal set of positive isotropic roots, then all roots in X have the same type.
We say that an orthogonal pair of isotropic roots γ1, γ2 is special if both roots are
simple for the same Borel subalgebra. If this is the case, we can if necessary perform
an odd reflection (see [PS89], [Ser11], Section 3) and replace one of the roots by its
negative, to assume that both γ1 and γ2 have the same type. From (5.14) or (5.15),
there are positive even roots α1, α2 such that
ι1 := γ1 + α1 = γ2 + α2 (5.17)
is a root. It follows that
ι2 := γ1 − α2 = γ2 − α1 (5.18)
is also a root, and that ι1, ι2 are positive orthogonal isotropic roots. Note that
γ1 + γ2 = ι1 + ι2. Thus 0 = (ι2, ι1 + ι2) = (ι2, γ1 + γ2), and we assume that
(γ2, ι2) = 1 = −(γ1, ι2). (5.19)
Now we can state the main result on Sˇapovalov elements for special pairs of isotropic
roots. If the functions a(λ) and b(λ) are proportional we write a(λ)
.
= b(λ).
Theorem 5.12. If γ1, γ2 is a special pair, and ι = ι2 is as in (5.18), then for all
λ ∈ Hγ1,γ2 we have
[(λ+ ρ, ι)− 1]θγ2(λ− γ1)θγ1(λ)
.
= [(λ+ ρ, ι) + 1]θγ1(λ− γ2)θγ2(λ). (5.20)
We introduce some notation that is needed for the proof. For the remainder of
Section 5, we assume that b is either the distinguished or anti-distinguished Borel
subalgebra. Consider a graph with vertices the set of Borel subalgebras having the
same even part as b, with an edge connecting two Borels if they are connected by an
odd reflection. If γ is an isotropic root, set d(γ) = r if r is the shortest length of a
path connecting b to a Borel containing γ. Such a path will be called a path leading
to γ. Thus if d(γ1) = r, d(γ2) = s, there are chains of adjacent Borel subalgebras,
compare (4.5)
b = b(0), b(1), . . . , b(r), (5.21)
and
b = b[0], b[1], . . . , b[s] (5.22)
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such that γ1 and γ2 are simple roots of b
(r) and b[s] respectively. There are odd
roots βi, for i ∈ [r] and β[i], for i ∈ [s], such that for all i,
gβi ⊂ b(i−1), g−βi ⊂ b(i), gβ[i] ⊂ b[i−1], g−β[i] ⊂ b[i].
Set
F (1) = {i ∈ [r]|(γ1, βi) = 0}, F (2) = {i ∈ [s]|(γ2, β[i]) = 0}.
We can arrange that the paths leading to γ1 and γ2 share an initial segment which
is as long as possible. This means that for some t, we will have βi = β[i], for i ∈ [t+1].
Proof of Theorem 5.12. Consider the Zariski dense subset Λγ1,γ2 of Hγ1,γ2 given
by
Λγ1,γ2 = {µ ∈ Hγ1,γ2 |(µ+ ρ, α) /∈ Z for all positive isotropic roots α 6= γ1, γ2}.
It is enough to prove the result for λ ∈ Λγ1,γ2 . This ensures that each change of
Borels in what follows is typical for M(λ), except where one of the roots γ1, γ2 is
replaced by its negative. Next we define the following products of root vectors
eT = eβ1 . . . eβt+1 , e−T = e−βt+1 . . . e−β1 ,
eR = eβt+2 . . . eβr , e−R = e−βr . . . e−βt+2 ,
eS = eβ[t+2] . . . eβ[s], e−S = e−β[s] . . . e−β[t+2].
The root ι := βt+1 is a simple root for the Borel subalgebra b
(t), and so ι corresponds
to a node of the Dynkin-Kac diagram for b(t). Let k (resp. l) be the subalgebra of g
generated by root vectors (positive and negative) corresponding to the nodes to the
left (resp. right) of this node. We have [k, l] = 0, and hence
[e±S , e±R] = [e±S , e−γ1 ] = [e±R, e−γ2 ] = 0. (5.23)
Set
ΦS = eSe−γ2e−S , ΦR = eRe−γ1e−R.
We claim that
ΦSΦR = ±ΦRΦS . (5.24)
Indeed by (5.23),
ΦRΦS = ±eRe−γ1e−ReSe−γ2e−S
= ±eRe−γ1eSe−Re−γ2e−S
= ±eReSe−γ1e−γ2e−Re−S
= ±eReSe−γ2e−γ1e−Re−S
= ±eSe−γ2eRe−Se−γ1e−R
= ±ΦSΦR.
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From Theorem 4.8 we obtain
eTΦRe−T vλ
.
=
∏
i∈F (1)
(λ+ ρ, βi)θγ1vλ. (5.25)
Similarly using the fact that the expression in (5.25) is a highest weight vector of
weight λ− γ1, we have
eTΦSe−T eTΦRe−T vλ
.
= aγ1θγ2θγ1vλ, (5.26)
where
aγ1 =
∏
i∈F (1)
(λ+ ρ, βi)
∏
i∈F (2)
(λ+ ρ− γ1, β[i]),
Next set
bγ1 = [(λ+ ρ, ι) + 1]
t∏
i=1
(λ+ ρ− γ1, βi), (5.27)
and cγ1 = aγ1/bγ1 . Switching the roles of γ1 and γ2, define similarly,
aγ2 =
∏
i∈F (2)
(λ+ρ, β[i])
∏
i∈F (1)
(λ+ρ−γ2, βi), bγ2 = [(λ+ρ, ι)−1]
t∏
i=1
(λ+ρ−γ2, βi),
and cγ2 = aγ2/bγ2 . Since the leftmost factor in eT is eβ1 , we can write eTΦRe−T vλ =
eβ1w for some w which is a highest weight vector for b
(1) of weight λ − γ1 − β1.
On the other hand, the rightmost factor of e−T is e−β1 , and from (1.5) we have
e−β1eβ1w = (λ+ ρ− γ1, β1)w. Continuing like this with the other factors of eT and
using (5.19), gives e−T eTΦRe−T vλ
.
= bγ1ΦRe−T vλ.
8 Therefore
eTΦSe−T eTΦRe−T vλ
.
= bγ1eTΦSΦRe−T vλ. (5.28)
Combining this with Equation (5.26) we have
eTΦSΦRe−T vλ
.
= cγ1θγ2θγ1vλ. (5.29)
Similarly
eTΦRΦSe−T vλ
.
= cγ2θγ1θγ2vλ. (5.30)
Together with Equation (5.24) this gives
cγ1θγ2θγ1vλ
.
= cγ2θγ1θγ2vλ. (5.31)
The proof of Theorem 5.12 is completed by the Lemma below. Since the proof is
rather technical, it is followed by an example illustrating some of the notation. 
8 The factor (λ + ρ, ι) + 1 in bγ1 , which plays a crucial role in (5.20), arises at this point using
(5.19), since eβt+1 = eι is a factor of eT . The differences between the first factors in the definitions
of bγ1 and bγ2 are due to (5.19).
42
Lemma 5.13. We have [(λ+ ρ, ι) + 1]cγ1 = [(λ+ ρ, ι)− 1]cγ2 .
Set G(j) = F (j) ∩ [t+ 1] and H(j) = F (j)\G(j) for j = 1, 2. First we show
Sublemma 5.14. If k ∈ H(1), then (γ2, βk) = 0 and similarly if k ∈ H(2), then
(γ1, β[k]) = 0.
Proof. To show this, we assume that γ1 = ǫi − δi′ and γ2 = ǫj − δj′ with i < j and
i′ < j′, compare also the first bullet in Theorem 5.16. (Note that (5.17)-(5.19) hold
with β1 = δi′ − δj′ , β2 = ǫi − ǫj , ι1 = ǫi − δj′ and ι2 = ǫj − δi′ .) Set ι = ι2.
In [Mus12] 3.3, the Borel subalgebras with the same even part as bdist are described
in terms of shuffles. Here the notation is slightly different. We write a permutation
σ of the set {1, 2, . . . ,m, 1′, 2′, . . . , n′} in one-line notation as
σ = (σ(1), σ(2), . . . , σ(m), σ(1′), σ(2′), . . . , σ(n′)).
Then we say that σ is a shuffle if 1, 2, . . . ,m and 1′, 2′, . . . , n′ are subsequences of σ.
We can write the shuffles corresponding to b(t+1) and b(r) as the concatenations of
A, i,B,A′, i′, j, C,B′ and A,A′, i, i′, B, j, C,B′
respectively, where
A = (1, . . . , i− 1), B = (i+ 1, . . . , j − 1), C = (j + 1, . . . ,m),
A′ = (1′, . . . , i′ − 1), B′ = (i′ + 1, . . . , n′).
Then {βk|k ∈ H(1)} consists of all odd roots α which are roots of b
(r) but not roots
of b(t), such that (γ1, α) = 0. Looking at pairs of entries which occur in opposite
orders in the two shuffles, it follows that any such root α is contained in the set of
roots
{ǫi − δa′ , ǫb − δa′ , ǫb − δi′ |a
′ ∈ A′, b ∈ B},
and clearly all roots in this set are orthogonal to γ2.
Proof of Lemma 5.13. By the Sublemma, if
z =
∏
i∈H(1)
(λ+ ρ, βi)
∏
i∈H(2)
(λ+ ρ, β[i]),
then
aγ1 = z
∏
i∈G(1)
(λ+ ρ, βi)
∏
i∈G(2)
(λ+ ρ− γ1, β[i]),
and
aγ2 = z
∏
i∈G(2)
(λ+ ρ, β[i])
∏
i∈G(1)
(λ+ ρ− γ2, βi).
Now denote the complements of G(1), G(2) in [1 . . . t+1] by G(1), G(2) respectively,
and set
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I1 = G(1) ∩G(2), I2 = G(1) ∩G(2), I3 = G(1) ∩G(2).
Note also that G(1) ∩G(2) = {t + 1}, but since αt+1 = ι is not orthogonal to γ1 it
does not contribute to the product defining aγ1 . Hence
aγ1 = z
∏
i∈I1
(λ+ ρ, βi)
2
∏
i∈I2
(λ+ ρ, βi)
∏
i∈I3
(λ+ ρ− γ1, βi).
and bγ1 = [(λ+ ρ, ι) + 1]
∏3
j=1 b
(j)
γ1 , where for 1 ≤ j ≤ 3,
b(j)γ1 =
∏
i∈Ij
(λ+ ρ− γ1, βi). (5.32)
Canceling common factors of aγ1 and bγ1 , it follows that
[(λ+ ρ, ι) + 1]cγ1 = z
∏
i∈I1
(λ+ ρ, βi),
and similarly this is equal to [(λ+ ρ, ι)− 1]cγ2 . 
This concludes the proof of Theorem 5.12.
Example 5.15. Let g = gl(4, 4), γ1 = ǫ1 − δ1, γ2 = ǫ3 − δ3. Then ι = ǫ3 − δ1.
Below we give four Dynkin-Kac diagrams for g. The first is the anti-distinguished
diagram, and the single grey node corresponds to the simple root ǫ4 − δ1. In the
notation of Theorem 5.12 the second, third and fourth diagrams correspond to the
Borel subalgebras b(t), b(r), b[s], and so ι, γ, γ′ are simple roots of these subalgebras
respectively. The node corresponding to the root ι is indicated by a square. If λ ∈ Λ,
and vλ is a highest weight vector in a Verma module with highest weight λ, then
e−T vλ, e−Re−T vλ and e−Se−T vλ are highest weight vectors for the Borel subalgebras
b(t), b(r), b[s] respectively.
❣ ❣ ⊗ ❣❣ ❣ ❣
❣ ❣ ⊗ ⊗ ⊗ ❣ ❣
⊗ ⊗ ❣ ❣ ⊗ ❣ ❣
❣ ⊗ ⊗ ⊗❣ ⊗ ⊗
We have t = 1, r = 3, s = 5,
β1 = ǫ4 − δ1, β2 = ǫ3 − δ1, β3 = ǫ2 − δ1,
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β[3] = ǫ4 − δ2, β[4] = ǫ4 − δ3, β[5] = ǫ3 − δ2,
F (1) = ∅, G(2) = {1}, H(2) = {3}
and
eT = e45e35, e−T = e53e54,
eR = e25, e−R = e52,
eS = e46e47e36, e−S = e63e74e64.
5.2.3 On a result of Duflo and Serganova.
To extend Theorem 5.12, we need a variant of a result of Duflo and Serganova, [DS]
Lemma 4.4 (2). First some definitions. Suppose that Π is a basis of simple roots for
g satisfying (1.15) and recall the group Wnonisotropic from Equation (1.17), defined
using Π. Let W1 (resp. W2) be the Weyl group of o(ℓ) with ℓ = 2m or 2m+1 (resp.
the Weyl group of sp(2n)). Then we have Wnonisotropic = W1 × Sn or Sm ×W2 if Π
has type spo or osp respectively.
Theorem 5.16. Suppose X is a set of orthogonal isotropic roots all having the same
type as Π. Then there exists w ∈Wnonisotropic, such that wX is contained in the set
of simple roots for some Borel subalgebra. In fact if X = |k|, there exists w ∈ W
such that wX has one if the following forms.
• {ǫi − δi}
k
i=1 if g is of type A, or Π is of osp type
• {δi − ǫi}
k
i=1 if Π is of spo type, and either g = osp(2m, 2n)
with k < m or g = osp(2m+ 1, 2n)
• {δn−k+i − ǫi, δn ± ǫm}
k−1
i=1 if Π is of spo type and g = osp(2k, 2n).
Proof. First suppose
X = {ǫf(i) − aiδh(i)}
k
i=1 (5.33)
where ai = ±1 and f : [k] −→ [m], and h : [k] −→ [n]. Since X is orthogonal, f and
h are injective, so reordering X, we may assume that f is increasing. Then using
the W -action we can assume f(i) = h(i) = i for all i ∈ [k]. If g has type A, then
ai = 1 for all i, and we have shown X is conjugate to {ǫi − δi}
k
i=1. By changing the
signs of the δi we also have the result for g is orthosymplectic, and Π of osp type. If
Π is of spo type, we start instead with X = {δh(i) − aiǫf(i)}
k
i=1 and argue similarly
unless g = osp(2m, 2n), where we are only allowed to change an even number of
signs of the ǫi. If k < m there is still enough room for the argument to go through.
Otherwise n ≥ m = k and we see that X is conjugate to
{δn−k+1 − ǫ1, . . . δn−1 − ǫm−1, δn + (−1)
bǫm},
where b is the number of ai that are negative.
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5.2.4 The orthogonal case in general.
Let X = {κ1, κ2} be a set of two orthogonal isotropic roots both having the same
type as Π, and let w be as in Theorem 5.16. Then set γ1 = wκ1, γ2 = wγ2 and let
ι = ι2 be as in (5.18). We obtain (1.24) in a more precise form.
Theorem 5.17. For λ ∈ Hκ1,κ2 we have
[(λ+ ρ,w−1ι)− 1]θκ2(λ− κ1)θκ1(λ)
.
= [(λ+ ρ,w−1ι) + 1]θκ1(λ− κ2)θκ2(λ). (5.34)
Proof. We use induction on the length ℓ(w) of w ∈Wnonisotropic, Theorem 5.12 giving
the result when w = 1. Write w = usα where ℓ(u) = ℓ(w) − 1 and α is a simple
root. Assume that (κ1, α
∨) = q, (κ2, α
∨) = q′, and define sακ1 = τ1 = κ1 − qα,
sακ2 = τ2 = κ2−q
′α. If (µ+ρ, α∨) = p, we assume that p, q and q′ are non-negative
integers. Then set λ = sα · µ = µ− pα, vλ = e
p
−αvµ. By induction
[(µ+ ρ, u−1ι)− 1]θτ2(µ− τ1)θτ1(µ) = [(µ + ρ, u
−1ι) + 1]θτ1(µ− τ2)θτ2(µ). (5.35)
Then by Equation (3.13)
θκ1e
p
−αvµ = e
p+q
−α θτ1vµ, (5.36)
and
θκ2e
p+q
−α θτ1vµ = e
p+q+q′
−α θτ2θτ1vµ. (5.37)
Hence
θκ2θκ1vλ = θκ2θκ1e
p
−αvµ
= θκ2e
p+q
−α θτ1vµ by (5.36)
= ep+q+q
′
−α θτ2θτ1vµ by (5.37). (5.38)
Similarly by first interchanging the pairs (τ1, κ1) and (τ2, κ2) in Equations (5.37)
and (5.36) we obtain
θκ1θκ2vλ = e
p+q+q′
−α θτ1θτ2vµ. (5.39)
Since (λ + ρ,w−1ι) = (µ + ρ, u−1ι), we obtain the result from Equations (5.35),
(5.38) and (5.39).
6 Highest weight modules with prescribed characters.
In this Subsection we assume that g is a basic classical simple Lie superalgebra and
Π is a basis of simple roots satisfying hypothesis (1.15) and either of (1.16) or (1.17).
Our goal is to prove Theorem 1.10. Let X be an orthogonal set of positive isotropic
roots. When (λ+ ρ, γ) = 0 for all γ ∈ X, we construct some highest weight modules
MX(λ) with highest weight λ and character eλpX .
We begin with a sketch of the construction. Define ξ and λ˜ as in (1.22). The
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main step in the proof of Theorem 1.10 is the proof that the module MX(λ˜)B de-
fined below in (6.11) has character eλ˜pX . First we show in Corollary 6.5 that the
weight spaces of MX(λ˜) satisfy dimBM
X(λ˜)λ˜−η ≤ pX(η) for all η ∈ Q
+. Then if
X = Y ∪ {γ} where γ /∈ Y, we show that there is an exact sequence
0 −→ L −→MY (λ˜)B −→ N −→ 0, (6.1)
where L, N are homomorphic images of MX(λ˜− γ)B and M
X(λ˜)B respectively, see
Equations (6.13) and (6.14). The claim about the character ofMX(λ˜)B then follows
by induction on |X|. Now let MX(λ˜)A be the submodule of M
X(λ˜)B generated by
the highest weight vector. We show that Theorem 1.10 holds with
MX(λ) =MX(λ˜)A/TM
X(λ˜)A. (6.2)
6.1 An upper bound for the dimension of certain weight spaces.
Let X be an orthogonal set of isotropic roots. In this Subsection, M = U(g)Bv is a
module with highest weight λ˜ and highest weight vector v. We assume θγv = 0 for
all γ ∈ X. In this Subsection we use the usual notation for partitions, see Subsection
1.1. Let L be the subspace ofM λ˜−η generated by all products e−πv with π ∈ PX(η).
We fix an order on the positive roots such that for any partition π the factors of the
form e−γ , with γ ∈ ∆
+
1 occur to the right of the other factors in Equation (1.6) and
among these factors, those with γ ∈ X occur farthest to the right.
Proposition 6.1. For all π ∈ P(η) we have e−πv ∈ L.
For S ⊆ ∆+1 we set e−S =
∏
γ∈S e−γ , and ‖S‖ =
∑
γ∈S γ. For any partition π ∈ P(η)
we have a unique decomposition
e−π = e−σe−S , (6.3)
where S ⊆ X and σ ∈ PX(η − ‖S‖). Because of the way we have ordered root vec-
tors, e−Sv ∈ L implies e−πv ∈ L. So it is enough to prove the result when η = ‖S‖,
equivalently e−σ = 1. If this is the case and (6.3) holds, we set Sπ = S.
Suppose a1, . . . , ar ∈ n1 and x1, . . . , xs ∈ n0. If J = {j1 < . . . < jt} is a subset
of [s], we set
xJ = xj1 . . . xjt , [ai, x]J = [[. . . [ai, xj1 ] . . .]xjt ].
Lemma 6.2. We have
a1 . . . arx1 . . . xs =
∑
xJ(0)[a1, x]J(1) . . . [ar, x]J(r) (6.4)
where the sum is over all partitions [s] = J(0) ∪ J(1) ∪ . . . ∪ J(r) of [s]. 9
Proof. An easy induction.
9We admit the possibility that some of the J(i) are empty.
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Lemma 6.3. If R and S are subsets of X, and ‖R‖ = ‖S‖ then R = S.
Proof. This is clear if |X| = 1. Otherwise we can assume that g is not exceptional,
and then the result follows using an explicit description of the roots, compare (5.33).
It is crucial that X is an orthogonal set of roots.
Proof of Proposition 6.1. By (6.3) and induction on η, it suffices to prove the result
when η = ‖Sπ‖. We use induction on sπ = |Sπ|. If sπ = 0, then π ∈ PX(η) and the
result holds by the definition of L. Assume the result holds whenever sσ < sπ = s.
Suppose Sπ = {γ1, . . . , γs}. Then
0 = θγ1 . . . θγsv =
∑
〈σ〉
p〈σ〉e−σ(1) . . . e−σ(s)v, (6.5)
where the sum is over all s-tuples 〈σ〉 = (σ(1), . . . , σ(s)) with σ(i) ∈ P(γi) for i ∈ [s],
and p〈σ〉 = p〈σ〉(T ) ∈ A. We write the term corresponding to 〈σ〉 as
e〈σ〉v = e−σ(1) . . . e−σ(s)v. (6.6)
Now one term in (6.5) is e−πv = e−γ1 . . . e−γsv. We write this term e−πv also as
e〈π〉v. If 〈σ〉 6= 〈π〉 we show that e〈σ〉v is, modulo terms that can be treated by
induction, a k-multiple of e〈π〉v, see (6.9). Since deg p〈σ〉 < deg p〈π〉 by Theorem 1.2
or Theorem 1.4, this will give the result.
We have σ(i)(βi) 6= 0 for a unique odd root βi, and βi ≤ γi. Also e−σ(i) = e−κie−βi
for some partition κi of γi − βi. Thus
e〈σ〉v = e−κ1e−β1 . . . e−κse−βsv, (6.7)
and by repeated use of Lemma 6.2, we move all odd root vectors e−βi to the right
in (6.7). We do not however need a formula as explicit as (6.4). Instead consider
the multiset
A =
s⋃
i=1
{ακi(α)|α ∈ ∆+0 }.
(The notation means that the root α appears κi(α) times.) Then we see that modulo
terms already known to satisfy the conclusion of the Proposition, e〈σ〉v is a k-linear
combination of products of the form
e−ω1 . . . e−ωsv, (6.8)
where the e−ωi ∈ (ad U(n0))e−βi are odd root vectors. Thus there is a multiset
partition
⋃s
i=1Ai of A such that ωi = βi +
∑
α∈Ai
α. Note that since the bracket of
two odd root vectors is even, and [n−0 , n
−
1 ] ⊆ n
−
1 , we can assume by induction on η,
that any terms xJ(0) arising from (6.4) are in fact constant. We can further require
that there is a partition ω of η such that the expression in (6.8) is equal to e−ω up
to a permutation of the factors. Then by induction on sπ, we can assume that the
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Ω = {ω1, . . . , ωs} is a subset of X, and so by Lemma 6.3, Ω = {γ1, . . . , γs}. Now if
i 6= j, then [e−γi , e−γj ] = 0, so it follows that after all the rewriting we have
e〈σ〉v = aσe−πv + bσ (6.9)
with aσ ∈ k and bσ ∈ L. By (6.5), p(T )e〈π〉 ∈ L for some polynomial p with
deg p = p〈π〉. The result follows. 
Example 6.4. We examine the proof in the case g = gl(2, 2) using the notation for
roots and root vectors from Section B.2. Let X = {β, α + β + γ}, η = α + 2β + γ
and M =MX(λ˜)λ˜−ηB . Then Proposition 6.1 claims that M is spanned over B by all
e−πv with π ∈ PX(η). The most interesting stage of the proof arises when in the
notation of Equation (6.3) we have e−π = e−S with S ⊆ X and we have already
shown by induction that the result holds when |S| = 1. Then we consider the prod-
uct 0 = e−βθα+β+γv. By Theorem 1.2 the coefficient of e−βe−α−β−γv in θα+β+γv is
quadratic in T . However the above product also contains the term e−βe−αe−γe−βv
with constant coefficient. Reordering creates the term e−βe−α−β−γv, and adding
this term does not change the quadratic nature of the coefficient of e−βθα+β+γv.
The product also contains the terms e−βe−αe−β−γv and e−βe−γe−α−βv both with
linear coefficient in T . Reordering these terms creates the new terms e−β−γe−α−βv,
e−αe−βe−β−γv and e−γe−βe−α−βv. The first of these has the form e−πv with
π ∈ PX(η) while the other two are contained in M by induction. It follows that
e−βe−α−β−γv ∈M.
Corollary 6.5. With the same notation as the Proposition.
(a) The weight space M λ˜−ηB is spanned over B by all e−πv with π ∈ PX(η).
(b) dimBM
λ˜−η ≤ pX(η).
Proof. Immediate.
We can in fact deduce more from the proof of the Proposition. Let LA be the
subspace ofMA spanned over A by all products e−πv where π ∈ PX = ∪η∈Q+PX(η).
We are interested in situations with LA =MA. This equality does not always hold,
see Theorem B.4 (f). However we show that the condition holds if λ is replaced by
λ+ cξ for all but finitely many values of c.
Corollary 6.6. Given λ, ξ as in Proposition 6.1, set λc = λ + cξ. Then for all
but finitely many c ∈ k, the weight space M λ˜−ηA is spanned over A by all e−πv with
π ∈ PX(η), for all η ∈ Q
+.
Proof. For simplicity we assume the hypotheses of Theorem 1.4 hold. By the choice
of ξ we have (α∨, ξ) = aα 6= 0 for all α ∈ ∆
+
0 . The leading term of θγ evaluated at
λc is up to a non-zero scalar multiple equal to
Hπγ(λc) =
∏
α∈N(w−1)
((α∨, λ) + caα), (6.10)
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and each term in the product is zero for exactly one value of c. For any other
coefficient of Hπ of θγ , Hπ(λc) is a polynomial in c which has degree strictly lower
than the polynomial in (6.10). With these remarks the proof is essentially the same
as the proof of Theorem 6.1. The role of the indeterminate T is played by c.
6.2 The Modules MX(λ).
Suppose λ ∈ HX , and with λ˜ as in (1.22) define
MX(λ˜)B =M(λ˜)B/
∑
γ∈X
U(g)Bθγvλ˜. (6.11)
Then MX(λ˜)B is a U(g)B-module generated by a highest weight vector v
X
λ˜
(the
image of v
λ˜
) with weight λ˜. Set MX(λ˜)A = U(g)Av
X
λ˜
⊂MX(λ˜)B . Then
MX(λ˜)A ⊗A B =M
X(λ˜)B .
Theorem 6.7. The set
{e−πv
X
λ˜
|π ∈ PX(η)}, (6.12)
is a B-basis for the weight space MX(λ˜)λ˜−ηB .
Proof. By Proposition 6.1 the listed elements span MX(λ˜)λ˜−ηB , so it suffices to show
dimBM
X(λ˜)λ˜−ηB = pX(η). Suppose that X = Y ∪ {γ} where γ /∈ Y. We show there
is an exact sequence of U(g)B-modules
0 −→ L −→MY (λ˜)B −→ N −→ 0 (6.13)
and surjective maps
MX(λ˜− γ)B −→ L, M
X(λ˜)B −→ N (6.14)
Indeed if L = U(g)Bw where w = θγv
Y
λ˜
, then L is a highest weight module of weight
λ˜ − γ. From Theorem 5.17, and Theorem 5.1 we have θγ′w = 0 for all γ
′ ∈ X.
Thus L is an image of MX(λ˜− γ)B . On the other hand, if N is the cokernel of the
inclusion of L into MY (λ˜)B , it is clear that N is an image of M
X(λ˜)B . Hence using
induction on |X| for the first equality below, and then Equations (6.13), (6.14) and
Proposition 6.1 we obtain
pY (η) = dimBM
Y (λ˜)λ˜−ηB = dimB L
λ˜−η + dimB N
λ˜−η
≤ dimBM
X(λ˜− γ)λ˜−ηB + dimBM
X(λ˜)λ˜−ηB
≤ pX(η − γ) + pX(η) = pY (η).
It follows that equality holds throughout, and that the maps in (6.14) are isomor-
phisms. Thus the dimension of MX(λ˜)λ˜−ηB is as claimed.
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Proof of Theorem 1.10. The module MX(λ) defined in (6.2) is generated by the
image of vX
λ˜
which is a highest weight vector of weight λ. Finally the claim about
the character of MX(λ) follows from Theorem 6.7 and the following considerations
applied to the weight spaces K,L of the modulesMX(λ˜)R for R = A,B respectively.
If K is an A-submodule of a finite dimensional B-module L such that K ⊗AB = L,
then dimkK/TK = dimB L. 
Corollary 6.8. Suppose that γ is an odd isotropic root and λ ∈ Hγ . Then the kernel
of the natural map M(λ) −→Mγ(λ) contains U(g)θγvλ˜.
Proof. This follows from (6.11) since θγv
X
λ˜
∈ U(g)Bθγv
X
λ˜
∩ U(g)Av
X
λ˜
.
Remark 6.9. We note some variations on (5.1). Suppose λ ∈ Hγ for γ an isotropic
root. By (6.13) and (6.14) with Y = ∅, we have an exact sequence
0 −→Mγ(λ˜− γ)B −→M(λ˜)B −→M
γ(λ˜)B −→ 0 (6.15)
where the first map sends xv
λ˜−γ
to xθγvλ˜.
The first map in (6.15) also induces a map Mγ(λ˜− γ)A −→ M(λ˜)A. Clearly the
kernel N ∩ TM(λ˜)A of the combined map
N =Mγ(λ˜− γ)A −→M(λ˜)A −→M(λ˜)A/TM(λ˜)A ∼=M(λ) (6.16)
contains TN , but the containment can be strict, see Theorem B.2 (c). If this is the
case the highest weight module Mγ(λ− γ) = N/TN will not embed in the Verma
module M(λ).
6.3 Behavior in the most general cases.
In the most general case, for λ ∈ HX the modules M
X(λ) are simple. Beyond this
case we are interested in the behavior of MX(λ) when λ lies on certain hyperplanes
in HX . For example in Proposition 6.11, we describe the general behavior when
λ ∈ HY for an orthogonal set of roots Y containing X such that |Y | = |X|+ 1.
Lemma 6.10. (a) Any orthogonal set of isotropic roots is linearly independent.
(b) If Y is an orthogonal set of isotropic roots and β ∈ ∆+\Y, then β /∈ kY.
Proof. Part (a) is left to the reader. It is similar to the proof of (b). Suppose β ∈ kY.
Then β is isotropic since kY is an isotropic subspace of h∗. Also (β, Y ) 6= 0 by (a).
The result is clear if |Y | = 1, so we assume that |Y | > 1. This implies that g is not
exceptional. Thus we have Y = {±(ǫpj + ajδqj )}
k
j=1, β = (ǫp ± δq) where aj = ±1,
and p, pj ∈ [m], q, qj ∈ [n] for some m,n. Suppose we have a relation
(ǫp ± δq) +
k∑
j=1
bj(ǫpj + ajδqj) = 0.
Since ǫ1, . . . , ǫm are linearly independent we have p = pj for some j, and bj = −1,
bℓ = 0 for ℓ 6= j. Thus the relation is equivalent to ǫp ± δq = ǫpj + ajδqj . But this
implies q = qj and β ∈ Y , a contradiction.
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Suppose that Y is an orthogonal set of (positive) isotropic roots. We introduce a
suitable Zariski dense subset ΛY of HY . For S ⊆ Y = ∆
+
1 \Y, we have, for any
highest weight vector vλ, that eSe−Svλ = pS(λ)vλ for some pS ∈ S(h) with leading
term
∏
β∈S hβ. It follows from Lemma 6.10 that if V (pS) is the zero locus of pS ,
then V (pS) ∩HY is a proper closed subset of HY . (We remark that if R is a subset
of S it need not be the case that pR divides pS .) Thus
Λ′Y = HY \
⋃
S⊆Y
V (pS)
is a non-empty open subset of HY . Now set
ΛY = {λ ∈ Λ
′
Y |(λ+ ρ0, α
∨) /∈ Z for all non-isotropic roots α}.
Since ΛY is obtained from Λ
′
Y by deleting a discrete countable union of hyperplanes,
ΛY is Zariski dense in HY .
If M is a U(g)-module, a g0-Verma flag on M is a filtration by g0-submodules
0 =M0 ⊂M1 ⊂ . . . ⊂Mk =M (6.17)
such that for i = 1, . . . , k Mi/Mi−1 is a Verma moduleM
0(µi) for U(g0) with highest
weight µi.
Proposition 6.11. Suppose Y is an isotropic and Y = X ∪ {γ}, where γ /∈ X.
(a) If λ ∈ ΛY , then M
Y (λ) is simple.
(b) If λ, λ− γ ∈ ΛY , there is a non-split exact sequence
0 −→MY (λ− γ) −→MX(λ) −→MY (λ) −→ 0
Proof. By [Mus12] Theorem 10.4.5, M(λ) has a g0-Verma flag. The assumption on
λ implies that if µ is the highest weight of any factor in this series, then (µ+ρ0, α
∨)
is not an integer for any non-isotropic root α. Thus the U(g0)-Verma moduleM
0(µ)
is simple. It follows that all U(g0)-module composition factors of M
Y (λ) are Verma
modules. In addition we can order the subsets S of Y so that the U(g0)-submodules
NR(λ) =
∑
R≤S U(g0)e−Svλ form a Verma flag in M
Y (λ). If L is a non-zero sub-
module of MY (λ) we can choose R so that L ∩ NR(λ) 6= 0, but L ∩ NS(λ) = 0 for
any S which properly contains R. This implies that e−Rv
Y
λ is a g0-highest weight
vector in L. Hence (a) holds because eRe−Rv
Y
λ is a non-zero multiple of v
Y
λ .
To prove (b), note first that θγv
X
λ is a highest weight vector in M
X(λ) so U(g)θγv
X
λ
has a factor module which is isomorphic to L(λ − γ). However MY (λ − γ) is a
highest weight module with highest weight λ − γ. Hence MY (λ − γ) ∼= U(g)θγv
X
λ .
A similar argument shows that MX(λ)/U(g)θγv
X
λ
∼= L(λ). This gives the sequence
in (b). It does not split since MX(λ) has a unique maximal submodule.
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7 The submodule structure of Verma modules.
In this section we apply Theorem 1.11 to determine the structure of Verma mod-
ules in the simplest cases. First however we make some remarks concerning the
Grothendieck group K(O) and characters. For λ ∈ h∗, set D(λ) = λ − Q+ and let
E be the set of functions on h∗ which are zero outside of a finite union of sets of the
form D(λ). Elements of E can be written as formal linear combinations
∑
λ∈h∗ cλe
λ
where eλ(µ) = δλµ. We can make E into an algebra using the convolution product,
see [Mus12] Section 8.4 for details. Let C(O) be the additive subgroup of E generated
by the characters ch L(λ) for λ ∈ h∗. It well known that there is an isomorphism
from the group K(O) to C(O) sending [M ] to chM for all modules M ∈ O, see
[Jan79] Satz 1.11, [Mus12] Theorem 8.4.6. Hence we can work either in K(O) or in
C(O) as it suits us. A reason for doing the former was mentioned in Section C of
the introduction. However if we wish to carry out computations involving partition
functions for example, then it is natural and easier to work with characters.
Lemma 7.1. Suppose λ ∈ h∗.
(a) If A(λ) = {α} and B(λ) = ∅, then M1(λ) =M(sα · λ) and M2(λ) = 0,
(b) If B(λ) = {γ} and A(λ) = ∅, then M1(λ) ∼=M
γ(λ− γ) and M2(λ) = 0.
In both cases the submodule M1(λ) is simple.
Proof. Parts (a) and (b) follow easily from (1.27). The last statement holds because
M1(λ) is a self dual highest weight module.
If M is a finitely generated U(g)-module, then M is finitely generated as a U(g0)-
module. We can give M a good filtration and then define the Gelfand-Kirillov
dimension d(M) and Bernstein number e(M) of M using the Hilbert polynomial
of the associated graded S(g0)-module. For a Verma module M = M(λ), we set
d = d(M), and e = e(M). Then d = |∆+0 |, and e = 2
|∆+1 |. For a more general result
on induced modules, see [Mus12] Lemma 7.3.12. Also if the module N has character
e
µpγ , we have d(N) = d and e(N) = e/2.
Lemma 7.2. If 0 = N0 ⊂ N1 ⊂ . . . ⊂ Nk = M(λ) is a series of submodules
of M , then
∑
i e(Ni/Ni−1) = e where the sum is over all factors Ni/Ni−1 with
d(Ni/Ni−1) = d.
Proof. See [KL00] Theorem 7.7.
We say that a U(g)-module M is homogeneous if d(N) = d(M) for any non-zero
submodule N of M. Any g0 Verma module contains a unique minimal submodule,
which is itself a Verma module, it follows that a g0 Verma module is homogeneous.
Lemma 7.3. If the U(g)-module M has a g0-Verma flag, then M is homogeneous.
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Proof. The argument is well-known, but we outline the proof for convenience. Con-
sider a filtration as in (6.17). Let N be a nonzero submodule of M and choose i
minimal such that N ∩Mi 6= 0. Then N ∩Mi is isomorphic to a nonzero submodule
of M0(µi) which is a homogeneous U(g0)-module as observed above. Hence
d(M0(µi)) = d(N ∩Mi)
≤ d(N) ≤ d(M).
The result follows since d(M0(µi)) = d(M) = d.
Corollary 7.4. Any Verma module M =M(λ) for U(g) is homogeneous.
Proof. By [Mus12] Theorem 10.4.5, M has a g0-Verma flag.
Lemma 7.5. Suppose A(λ) = {α} and B(λ) = {κ}, and set µ = sα · λ. Then
(a) A(µ) = ∅ and B(µ) = {sακ}.
(b) The unique maximal submodule of M(µ) is simple and isomorphic to
M sακ(sα · (λ− κ)).
(c) If N is a submodule of M(λ) whose character is equal to chMκ(λ− κ) then
M(µ) ∩N is the unique proper submodule of M(µ).
Proof. First B(µ) = {sακ} since the bilinear form ( , ), is W -invariant. We prove
A(µ) = ∅, in the case that ∆ does not contain a non-isotropic odd root. Let ∆λ =
{γ ∈ ∆0|(λ + ρ, γ
∨) ∈ Z} be the integral subroot system determined by λ. Then
∆λ = ∆µ, and to show A(µ) = ∅ we may assume that ∆λ = ∆0. Let P be the set
of indecomposable roots in ∆+0 . Then P = {ω1, ω2, . . . , ωr} is a basis for the root
system ∆0. Since A(λ) = {α} it follows that (λ + ρ, ω
∨
i ) > 0 for some i and then
that α = ωi. But then sα permutes the positive roots other than α and A(µ) = ∅
follows. Part (b) follows from Lemma 7.1 (b) applied to M(µ). To prove (c) use the
sum formula (1.27) in the form∑
i>0
[Mi(λ)] = [M(µ)] + [M
κ(λ− κ)], (7.1)
SetN ′ =M(µ)∩N. IfN ′ = 0, thenM1 containsM(µ)⊕N . Combined with (7.1) and
the hypothesis on chN this implies that M2 = 0 and M(µ) ⊕ N = M1. However
M1/M2 is self-dual, which is impossible since it has M(µ) as a direct summand,
and by (b) M(µ) is a non-simple highest weight module. Now e(N) = e/2, so N
cannot contain a Verma submodule. Since M(µ) has length two by (b) the result
follows.
Next for q = (γ, α∨) ∈ N\{0} where γ is isotropic, set γ′ = sαγ = γ − qα. We
consider Verma modules M(λ) such that
A(λ) = ∅, B(λ) = {γ, γ′}. (7.2)
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Note that B(λ) = {γ, γ′} implies that (λ+ ρ, α∨) = 0. Now consider the set
Λ = {λ|(7.2) holds and A(λ−γ) = ∅, B(λ−γ) = {γ}, A(λ+γ′) = ∅, B(λ+γ′) = {γ′}}.
(7.3)
Since (λ+ρ−γ, α∨) = (λ+ρ+γ′, α∨) = −q, Λ is a Zariski dense subset in Hγ∩Hγ′ .
Lemma 7.6. Suppose λ ∈ Λ, and that K is the kernel of the mapM(λ) −→Mγ
′
(λ).
Let L be the socle of M(λ). Then the Jantzen filtration on M(λ) satisfies
M3(λ) = 0 ⊂ L =M2(λ) ⊂ K =M1(λ) ⊂M(λ).
This is the unique composition series for M(λ). Furthermore K = U(g)θγ′vλ,
L = U(g)θγvλ ∼=M
γ(λ− γ) ∼= L(λ− γ), K/L ∼= L(λ− γ′) and d(K/L) < d.
Proof. The hypotheses and Lemma 7.1 imply that M(λ − γ) has length two with
simple top Mγ(λ−γ) andM(λ+γ′) has length two with simple socleMγ
′
(λ). Thus
Mγ
′
(λ) is the unique simple image of M(λ), so M1(λ) = K. Note K has the same
character as Mγ
′
(λ − γ′). Thus d(K) = d and e(K) = e/2. Now the socle of M(λ)
contains a copy ofMγ(λ−γ), and we have d(Mγ(λ−γ)) = d and e(Mγ(λ−γ)) = e/2.
From Lemma 7.3 we see that L is isomorphic to Mγ(λ− γ) ∼= L(λ− γ). Since θγvλ
is a highest weight vector with weight λ− γ we have L = U(g)θγvλ. It follows from
this and (1.27) that in the Grothendieck group K(O)
∑
i>0
[Mi(λ)] = [M
γ(λ− γ)] + [Mγ
′
(λ− γ′)]
= [K] + [L].
Therefore
∑
i>1[Mi(λ)] = [L], and this gives the statements aboutM2(λ) andM3(λ).
Finally d(K/L) < d by Lemma 7.2.
Proposition 7.7. Suppose that A(ν) = {α}, B(ν) = {γ} with p = (ν + ρ, α∨) ∈
N\{0}, and that λ = ν − γ ∈ Λ, as defined in (7.3). Set µ = sα · ν. If p = (γ, α
∨),
then the lattice of submodules of M =M(ν) is as in Figure B.1, where
V1 = U(g)θα,pvν ∼=M(µ), V2 = KerM(ν) −→M
γ(ν), V3 = U(g)θsαγθα,pvν .
(7.4)
The unique maximal submodule of Vi is Li where
L1 = L(µ) ∼=M
sαγ(µ), L2 = L(λ− γ
′), L3 = L(λ) ∼=M
sαγ(λ). (7.5)
The Jantzen filtration is given by
M3(ν) = 0, M2(ν) = V3 = V1 ∩ V2, M1(ν) = V1 + V2. (7.6)
Proof. Define the Vi and Li by (7.4) and (7.5). Note that (λ + ρ, α
∨) = 0, so
sα · λ = λ. Since (ν + ρ, α
∨) ∈ N\{0}, M(sα · ν) embeds in M(ν), and by Lemma
7.1, V1 = M(µ) has length two with socle V3. Now e(V3) = e(M(ν)/V3) = e/2,
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so the same argument as in Lemma 7.6 yields that V3 is the socle of M(ν). Hence
since V2 has length two, V3 ⊆ V1 ∩ V2 ⊆ V1 and V2 cannot contain V1, by looking at
characters. Thus V3 = V1 ∩ V2. Now by (1.27) we have in the Grothendieck group
K(O) ∑
i>0
[Mi(ν)] = [M
γ(ν − γ)] + [M(µ)]. (7.7)
Since d(L3) = d(L1) = d, and e(L3) = e(L1) = e/2, we have
e ≥ e(M1(ν)) ≥ |M1(ν) : L3|+ |M1(ν) : L1| ≥ e. (7.8)
Thus |M1(ν) : L3| ≤ 1, but by (7.7),
∑
i>0 |Mi(ν) : L3| = 2, so V3 ⊆M2(ν). Hence
[M1(ν)] + [V3] +
∑
i≥3
[Mi(ν)] ≤
∑
i>0
[Mi(ν)] = [M(µ)] + [V2]
= [M(µ) + V2] + [M(µ) ∩ V2] (7.9)
≤ [M1(ν)] + [V3].
Therefore M3(ν) = 0,M2(ν) = V3 and M1(ν) = V2+V1. The only thing left to show
is that V2/V3 ∼= L(λ−γ
′). However we have ch V2 = e
ν−γpγ , and by Lemma 7.6 with
λ = ν − γ, this is also the character of the length two module M(λ)/M2(λ). Thus
V2 has length two and V2/V3 is simple. We have ch V2/V3 = ch V2 − ch V3 and this
can easily be calculated, compare Lemma 11.14, and this gives the correct highest
weight.
Remarks 7.8.
(a) In the situation of Proposition 7.7, the modules V2 and M(λ − γ)/M2(λ− γ)
need not be isomorphic, see Theorem B.2 with n = 1. The same example
shows that V2 need not be a highest weight module.
(b) The hypothesis in Lemma 7.6 holds in Theorem B.4 when n = 0, with γ′ = β.
In the Theorem below, both cases arise when g = sl(2, 1), (or gl(2, 1)) using the
anti-distinguished Borel subalgebra. In the notation of Subsection B.1, take κ = γ
if q = 1, and κ = β if q = −1.
Theorem 7.9. Suppose q = (κ, α∨) = ±1 and p = (λ + ρ, α∨) ∈ N\{0} where
κ, α are isotropic and non-isotropic respectively. Then for general λ such that
A(λ) = {α}, B(λ) = {κ}, the lattice of submodules of M = M(λ) is as in Figure
B.1 with the submodules Vi as in (7.4). Moreover the Jantzen filtration is given by
(7.6) and if p > q = 1 or q = −1, then V2 = U(g)θκvλ.
Proof. Define V1, V2, V3 by Equation (7.4) with ν replaced by λ, and γ by κ. Set
µ = sα · λ. Then by Lemma 7.5 V1 = M(µ) has length 2 with socle V3. We use
induction on p. If ν = λ− qκ, then (ν+ρ, α∨) = p−1. Different proof strategies are
necessary depending on the sign of q. If q = 1 we use the map from M(ν) to M(λ)
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sending vν to θκvλ, and if q = −1, we use the map from M(λ) to M(ν) sending vλ
to θκvν .
Suppose that q = 1. If p = 1, then all the assertions hold by Proposition 7.7,
so assume p ≥ 2. By Proposition 7.7 if p = 2, or induction if p > 2, M(ν) has a
length two factor module with character eνpκ = ch V2. Hence V2 has length two
with socle isomorphic to V3. Also U(g)θκvλ ⊆ V2 by Corollary 6.8. Since θκvλ is
a highest weight vector with weight λ − κ, and the only highest weight of V3 is
sα · (λ − κ) 6= λ − κ, it follows that U(g)θκvλ = V2. Because e(M(sα · λ)) = e,
L(sα · (λ−κ)) = e/2 and M(sα ·λ) contains L(sα · (λ−κ)) with multiplicity one, we
have |M(λ) : L(sα · (λ− κ))| = |M2(λ) : L(sα · (λ− κ))| = 1. Now the sum formula
(1.27) takes the form∑
i≥1
[Mi(λ)] = [V1] + [V2] = [L(sα · λ)] + [L(λ− κ)] + 2[L(sα · (λ− κ))].
This easily gives M1(λ) = V1 + V2, M2(λ) = V1 ∩ V2 = V3 and M3(λ) = 0.
Now suppose q = −1. If p = 1, the conditions of Lemma 7.6 hold in the gen-
eral case with ν, κ′ = sα ·κ and κ in place of λ and γ and γ
′ respectively. Thus θκ′vν
generates M2(ν), and the map xvλ −→ xθκvν induces an isomorphismM(λ)/V2 −→
M1(ν) = U(g)θκvν ∼=M
κ(ν − κ). Therefore
ch (M(λ)/V2) = chM
κ(ν − κ) = eλpκ. (7.10)
If p > 1 then (7.10) holds by induction and a similar argument. Now as in the proof
of Proposition 7.7, (see Equation (7.8)) we see that |M1(λ) : V3| ≤ 1 and (7.9) holds.
Also from (7.10) M(λ)/V2 has length two. We know M1(λ)/M2(λ) = V1/V3⊕V2/V3
where V1/V3 ∼= L(sα · λ) and V2/V3 is a highest weight module with highest weight
λ − κ such that |V2/V3 : L(sα · λ)| = 0. Hence V2/V3 is a self-dual highest weight
module and so is simple.
Next we consider the structure of M(λ) when B(λ) = {γ, γ′} for orthogonal roots γ
and γ′.
Lemma 7.10. If λ ∈ Hγ ∩Hγ′ , then for all but only finitely many c ∈ k we have
θγ(λ+ cξ − γ)θγ′(λ+ cξ) 6= 0 (7.11)
and
θγ′(λ+ cξ − γ)θγ(λ+ cξ) 6= 0. (7.12)
Proof. Set λ˜ = λ + Tξ. It follows from Corollary 1.5 that when θγ(λ˜ − γ)θγ′(λ˜)vλ˜
is written as a A-linear combination of terms e−πvλ˜, the coefficient of e−γeγ′vλ˜ is a
polynomial in T of degree dγ + dγ′ . Hence (7.11) holds for all but finitely many c,
and a similar argument applies to (7.12).
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Lemma 7.11. For general λ ∈ Hγ ∩Hγ′ we have
[M(λ) : L(λ− γ − γ′)] = 1.
Proof. 10 We require θγ(λ − γ)θγ′(λ) 6= 0 or θγ′(λ − γ)θγ(λ) 6= 0, as well as some
further conditions that arise in the proof. This implies [M(λ) : L(λ − γ − γ′)] ≥
1. By [Mus12], Theorem 10.4.5 M(λ) has a series with factors which are Verma
modules M0(µ) for g0, and M
0(λ − 2ρ1) occurs exactly once as a factor in this
series. Furthermore M0(λ− 2ρ1) = L
0(λ− 2ρ1) for general λ, so as a g0-module
[M(λ) : L0(λ− 2ρ1)] = 1.
So it is enough to show that
[L(λ− γ − γ′) : L0(λ− 2ρ1)] ≥ 1. (7.13)
or equivalently [L(λ) : L0(λ− η)] ≥ 1 where λ = λ− γ − γ′, and −η = γ + γ′ − 2ρ1.
Let X be the set of all positive isotropic roots σ different from γ and γ′, and e−X
be the ordered product of all root vectors e−σ where σ ∈ X. The weight space
M(λ)λ−η has a basis consisting of vectors of the form e−πvλ, with π a partition of
η, and e−Xvλ is one such basis element. We claim that for general λ,
e−Xvλ /∈ n
−
0 M(λ) + Iλ (7.14)
where Iλ is the maximal submodule of M(λ). Let ( , ) be a contravariant form on
M(λ)λ−η with radical equal to I(λ)λ−η. By the proof of [Mus12] Lemma 10.1.2,
we see that as a polynomial in λ, the degree of g(λ) = (e−Xvλ, e−Xvλ) is greater
than the degree of (wvλ, e−Xvλ) for any w ∈ (n
−
0 U(n
−)vλ)
λ−η. Moreover the leading
term of g(λ) is
∏
σ∈X(λ, σ) which is non-zero at general elements of Hγ ∩Hγ′ . This
implies (7.14). We deduce from this that the image of e−Xvλ in H0(n
−
0 , L(λ))
λ−η is
non-zero. This says that L(λ) contains a g0 highest weight vector of weight λ− η,
and (7.13) follows.
This gives a representation theoretic proof of (1.24).
Corollary 7.12. There is a rational function a of λ ∈ Hγ ∩Hγ′ such that
θγ′(λ− γ)θγ(λ) = a(λ)θγ(λ− γ
′)θγ′(λ). (7.15)
Proof. Up to a scalar multiple, M(λ) can contain at most one highest weight vector
with weight λ− γ − γ′. However both θγ′(λ− γ)θγ(λ)vλ and θγ(λ− γ
′)θγ′(λ)vλ are
both highest weight vectors with this weight, so (7.15) holds.
10This proof is due to Vera Serganova.
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8 An (ortho) symplectic example.
Example 8.1. A crucial step in the construction of Sˇapovalov elements was the
observation in the proofs of Lemmas 3.8 and 3.16 that the term cζ,λ defined in
Equation (3.20) are zero unless ζ(α) ≥ N−mq, (using the notation of the Lemmas).
We give an example where the individual terms on the right of Equation (3.20) are
not identically zero, and verify directly that the sum itself is zero. This cannot
happen in Type A. The key difference in the examples below seems to be that it
is necessary to apply Equation (3.5) more than once with the same simple root α.
Consider the Dynkin-Kac diagram below for the Lie superalgebra g = osp(2, 4).
❅
 ❅❅  ✒✑
✓✏
✒✑
✓✏
✒✑
✓✏
ǫ− δ1 δ1 − δ2 2δ2
Let β = ǫ−δ1, α1 = δ1−δ2, α2 = 2δ2, be the corresponding simple roots. If we change
the grey node to a white node we obtain the Dynkin diagram for sp(6). In this case
the simple roots are β = δ0 − δ1, α1 = δ1 − δ2 and α2 = 2δ2. Let e−β , e−α1 , e−α2
be the negative simple root vectors. The computation of the Sˇapovalov elements
θ1, θ2, θ3 for the roots β+α1, β+α1+α2 and β+2α1+α2 respectively, is the same
for osp(2, 4) and for sp(6). Then define the other negative root vectors by
e−α1−α2 = [e−α1 , e−α2 ], e−2α1−α2 = [e−α1 , e−α1−α2 ],
e−β−α1 = [e−α1 , e−β ], e−β−α1−α2 = [e−α2 , e−β−α1 ], e−β−2α1−α2 = [e−α1 , e−β−α1−α2 ].
It follows from the Jacobi identity that
[e−β , e−α1−α2 ] = e−β−α1−α2 , [e−α1−α2 , e−β−α1 ] = e−β−2α1−α2 ,
and
[e−β, e−2α1−α2 ] = 2e−β−2α1−α2 .
We order the set of positive roots so that for any partition π, e−α1 occurs first if at
all in e−π, and any root vector e−σ with σ an odd root occurs last.
Let s1, s2 be the reflections corresponding to the simple roots α1, α2. Then for λ ∈ h
∗
define λ1 = s1 · λ, λ2 = s2 · λ, µ = s1 · λ2. Let
(λ+ ρ, α∨1 ) = p = −(µ+ ρ, (α1 + α2)
∨)
and
(λ1 + ρ, α
∨
2 ) = (λ+ ρ, (2α1 + α2)
∨) = q = −(µ+ ρ, (2α1 + α2)
∨),
(λ2 + ρ, α
∨
1 ) = (λ+ ρ, (α1 + α2)
∨) = r = −(µ+ ρ, α∨1 ).
Then r = 2q−p. Let γ be any positive root that involves β with non-zero coefficient
when expressed as a linear combination of simple roots. We compute the Sˇapovalov
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elements θγ,1 for sp(6) and θγ for osp(2, 4). To do this we use Equation (3.5). We
can assume γ 6= β. Suppose that p, q, r are nonnegative integers. Then
ep+1−α1e−β = θ1e
p
−α1
eq+1−α2θ1 = θ2e
q
−α2
er+1−α1θ2 = θ3e
r
−α1 .
In the computations below we write e−π, for π a partition (resp. θi for i = 1, 2, 3)
in place of e−πvλ (resp. θivλ). First note that
[ep+1−α1 , e−β ] = (p+ 1)e−β−α1e
p
−α1
[eq+1−α2 , e−β−α1 ] = (q + 1)e−β−α1−α2e
q
−α2
[eq+1−α2 , e−α1 ] = −(q + 1)e−α1−α2e
q
−α2 .
This easily gives
θ1 = (p+ 1)e−β−α1 + e−βe−α1 = pe−β−α1 + e−α1e−β .
We order the set of positive roots so that for any partition π, e−α2 occurs last if at
all in e−π, and any root vector e−σ with σ an odd root occurs first.
θ2 = (p+ 1)[(q + 1)e−β−α1−α2 + e−β−α1e−α2 ] + e−β[e−α1e−α2 − (q + 1)e−α1−α2 ].
Next order the set of positive roots so that for any partition π, e−α1 occurs last if
at all in e−π, and any root vector e−σ with σ an odd root occurs first. To find θ3
we use
[er+1−α1 , e−β−α1−α2 ] = (r + 1)e−β−2α1−α2e
r
−α1 ,
[er+1−α1 , e−β−α1e−α2 ] = (r + 1)e−β−α1e−α1−α2e
r
−α1 +
(
r + 1
2
)
e−β−α1e−2α1−α2e
r−1
−α1 ,
[er+1−α1 , e−βe−α1−α2 ] = (r+1)[e−βe−2α1−α2e
r
−α1+e−β−α1e−α1−α2e
r
−α1+re−β−α1e−2α1−α2e
r−1
α1
],
er+1−α1e−βe−α2e−α1 = e−β [e−α2e
2
−α1 + (r+ 1)e−α1−α2e−α1 +
(
r + 1
2
)
e−2α1−α2 ]e
r
−α1
+(r + 1)e−β−α1 [e−α2e−α1 + re−α1−α2 ]e
r
−α1 + (r − 1)
(
r + 1
2
)
e−βe−2α1−α2e
r−1
−α1 .
The above equations allow us to write er+1−α1θ2 in terms of elements e−π with π a
partition of β + (r + 2)α1 + α2. We see that the term e−β−α1e−2α1−α2e
r−1
−α1 occurs
in er+1−α1θ2 with coefficient(
r + 1
2
)
[(p+ 1)− 2q + (r − 1)] = 0.
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This is predicted by the cancellation step in the proof of Lemma 3.8. In the remaining
terms, er−α1 can be factored on the right, and this yields
θ3 = (p+ 1)(q + 1)(r + 1)e−β−2α1−α2 + (p+ 1)(q + 1)e−β−α1−α2e−α1 (8.1)
+ (q + 1)(r + 1)e−β−α1e−α1−α2 − (p/2)(r + 1)e−βe−2α1−α2
+ 2(q + 1)e−β−α1e−α2e−α1 + (r − q + 1)e−βe−α1−α2e−α1 + e−βe−α2e
2
−α1 .
Using the opposite orders on positive roots to those used above to define the e−π we
obtain
θ2 = p[qe−β−α1−α2 + e−α2e−β−α1 ] + [e−α2e−α1 − qe−α1−α2 ]e−β ,
and
θ3 = pqre−β−2α1−α2 + pqe−α1e−β−α1−α2 (8.2)
+ qre−α1−α2e−β−α1 − (r/2)(p + 1)e−2α1−α2e−β
+ 2qe−α1e−α2e−β−α1 + (r − q − 1)e−α1e−α1−α2e−β + e
2
−α1e−α2e−β.
Remark 8.2. It seems remarkable that all the coefficients of θ3 in (8.1) and (8.2)
are products of linear factors. This is also true in the Type A case, see Equations
(9.6) and (9.7). A partial explanation of this phenomenon is given by specializing
these coefficients to zero. Vanishing of these coefficients gives rise to factorizations
of θ3 as in the examples below.
(a) If p = (λ+ ρ, α∨1 ) = 0, then r = 2q and we have
θ3 = 2q
2e−α1−α2e−β−α1 − qe−2α1−α2e−β
+ 2qe−α1e−α2e−β−α1 + (q − 1)e−α1e−α1−α2e−β + e
2
−α1e−α2e−β
= θα1+α2θβ+α1 .
(b) If q = (λ + ρ, (2α1 + α2)
∨) = 0 then p = −r, θ2 = θβ+α1+α2 = θα2θβ+α1 , and
we have
θ3 = [(p/2)(p + 1)e−2α1−α2 − (p+ 1)e−α1e−α1−α2 + e
2
−α1e−α2 ]e−β
= θ2α1+α2θβ.
(c) If r = (λ+ ρ, (α1 + α2)
∨) = 0, then p = 2q, and we have
θ3 = 2q
2e−α1e−β−α1−α2
+ 2qe−α1e−α2e−β−α1 − (q + 1)e−α1e−α1−α2e−β + e
2
−α1e−α2e−β
= e−α1 [2q
2e−β−α1−α22qe−α2e−β−α1 − (q + 1)e−α1−α2e−β + e−α1e−α2e−β]
= θα1θβ+α1+α2 .
Similarly if p = −1, (resp. q = −1, r = −1) then (8.2) yields the factorizations θ3 =
θβ+α1θα1+α2 , (resp. θ2 = θβ+α1θα2 , θ3 = θβθ2α1+α2 , and θ3 = θβ+α1+α2θα1). On the
61
other hand we see that p divides the coefficients of e−β−2α1−α2 and e−α1e−β−α1−α2
in (8.2) since when p = 0, θ3 = θα1+α2θβ+α1 can be written as a linear combination
of different e−π. In this way we obtain explanations for all the linear factors in
(8.1) and (8.2) with the exception of the coefficients r − q ± 1 of e−βe−α1−α2e−α1
and e−α1e−α1−α2e−β . At this point it may be worthwhile mentioning that r − q =
(λ + ρ, α∨2 ). In addition equality holds in the upper bounds given in Theorem 1.2
for the degrees of all the coefficients in (8.1) and (8.2).
9 The Type A Case.
9.1 Lie Superalgebras.
We construct the elements θγ in Theorem 1.2 explicitly when g = gl(m,n). Suppose
that γ = ǫr − δs. For 1 ≤ i < j ≤ m and 1 ≤ k < ℓ ≤ n define roots σi,j, τk,ℓ by
σi,j = ǫi − ǫj , τk,ℓ = δk − δℓ.
Suppose B = (bi,j) is a k × ℓ matrix with entries in U(n
−), I ⊆ {1, . . . , k} = [k]
and J ⊆ {1, . . . , ℓ}. We denote the submatrix of B obtained by deleting the ith row
for i ∈ I, and the jth column for j ∈ J by IBJ . If either set is empty, we omit the
corresponding subscript. When I = {i}, we write iB in place of IB and likewise
when |J | = 1. If I or J equals [p] we write [p]B or B[p]. If k = ℓ we define two
noncommutative determinants of B, the first working from left to right, and the
second working from right to left.
−→
det(B) =
∑
w∈Sk
sign(w)bw(1),1 . . . bw(k),k, (9.1)
←−
det(B) =
∑
w∈Sk
sign(w)bw(k),k . . . bw(1),1. (9.2)
If k = 0 we make the convention that
←−
det(B) =
−→
det(B) = 1. We call
−→
det(B) and
←−
det(B) the LR and RL determinants of B respectively. We note the following co-
factor expansions down the first and last columns
−→
det B =
k∑
j=1
(−1)j+1bj1
−→
det(jB1)
=
k∑
j=1
(−1)k+j+1
−→
det(jBk)bjk.
These are easily derived from (9.1) by grouping terms. There is a similar formula
for cofactor expansion down the last column.
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Consider the following matrices with entries in U(n−)
A+(λ, r) =


er+1,r er+2,r . . . em,r
−a1 er+2,r+1 . . . em,r+1
0 −a2 . . . em,r+2
...
...
. . .
...
0 . . . . . . em,m−1
0 . . . 0 −am−r


, (9.3)
A−(λ, s) =


em+s,m+s−1 em+s,m+s−2 . . . em+s,m+2 em+s,m+1
bs−1 em+s−1,m+s−2 . . . em+s−1,m+2 em+s−1,m+1
0 bs−2 . . . em+s−2,m+2 em+s−2,m+1
...
...
. . .
...
...
0 0 . . . b2 em+2,m+1
0 0 . . . . . . 0 b1


,
(9.4)
where for λ ∈ Hγ we set
ai = (λ+ ρ, σ
∨
r,r+i) and bi = (λ+ ρ, τ
∨
i,s). (9.5)
Also let B+(λ, r) (resp. B−(λ, s)) be the matrices obtained from A+(λ, r) (resp.
A−(λ, s)) by replacing each ai by ai + 1 (resp. replacing each bi by bi + 1).
Observe that in A+(λ, r) and A−(λ, s) the number of rows exceeds the number
of columns by one. We also consider two degenerate cases. In general A+(λ, r) and
B+(λ, r) are m − r + 1 ×m − r matrices, so if r = m then A+(λ, r) and B+(λ, r)
are “matrices with zero columns” In this case we ignore the summation over j in
the following formulas, replacing
−→
det(jA
+(λ, r)) by 1, em+i,j+r−1 by em+i,m and
i+ j + r +m by i+ 1 + r +m. Similar remarks apply to the case where s = 1.
Below we present two determinantal formulas for the Sˇapovalov element θγ eval-
uated at λ ∈ Hγ . The key differences are the placement of the odd root vectors
em+i,j+r−1 and the types of the determinants used.
Theorem 9.1. For λ ∈ Hγ, we have
θγ(λ) =
m−r+1∑
j=1
s∑
i=1
(−1)i+1
−→
det(jA
+(λ, r))
−→
det(s+1−iA
−(λ, s))em+i,j+r−1. (9.6)
=
m−r+1∑
j=1
s∑
i=1
em+i,j+r−1 (−1)
i+1
←−
det(jB
+(λ, r))
←−
det(s+1−iB
−(λ, s)). (9.7)
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Proof. We prove (9.6). The proof of (9.7) is similar. For the isotropic simple root
β = ǫm − δ1, (9.6) reduces to θβ(λ) = em+1,m. Note that the overall sign in (9.6) is
determined by the condition that the coefficient of e−π0 in θγ(λ) is equal to 1, and
that this term arises when the last rows of A−(λ, s) and A+(λ, r)) are deleted before
taking determinants. Suppose that α = δs−δs+1, γ = ǫr−δs and γ
′ = ǫr−δs+1 = sαγ.
Assuming the result for γ we prove it for γ′. The result for ǫr−1− δs can be deduced
in a similar way. Set e−α = em+s+1,m+s. For 1 ≤ i ≤ s− 1 we have
τi,s+1 = δi − δs+1 = sατi,s.
Consider the matrix A−(λ′, s + 1) below, which replaces the matrix A−(λ, s) in
Equation (9.6) in the analogous expression for θγ′(λ
′).

em+s+1,m+s em+s+1,m+s−1 . . . em+s+1,m+2 em+s+1,m+1
(λ′ + ρ, τ∨s,s+1) em+s,m+s−1 . . . em+s,m+2 em+s,m+1
0 (λ′ + ρ, τ∨s−1,s+1) . . . em+s−1,m+2 em+s−1,m+1
...
...
. . .
...
...
0 0 . . . (λ′ + ρ, τ∨2,s+1) em+2,m+2
0 0 . . . 0 (λ′ + ρ, τ∨1,s+1)


.
Suppose that (λ+ ρ, α∨) = p and let λ′ = sα · λ. Then
(λ′ + ρ, τ∨i,s+1) = (λ+ ρ, τ
∨
i,s),
for 1 ≤ i ≤ s−1 , and this means that the last s−1 subdiagonal entries of A−(λ′, s+1)
and A−(λ, s) are equal. Also the entry in second row first column of A−(λ′, s + 1)
is equal to −p. If we remove the first row from A−(λ′, s+ 1) the first column of the
resulting matrix will have only one non-zero entry −p. If in addition we remove this
column, we obtain the matrix A−(λ, s). Therefore
− p
−→
det(1A
−(λ, s)) =
−→
det(1A
−(λ′, s+ 1)). (9.8)
Similarly by removing the second row from A−(λ′, s+1) and noting that em+s+1,m+s
commutes with all entries in 1A
−(λ, s), we see that
em+s+1,m+s
−→
det(1A
−(λ, s)) =
−→
det(1A
−(λ, s))em+s+1,m+s =
−→
det(2A
−(λ′, s+ 1)).
(9.9)
Equation (3.6) in this situation takes the form
ep+1−α θγ(λ) = θγ′(λ
′)ep−α. (9.10)
If r ≤ k ≤ m+ s− 1 we have
ep+1−α em+s,k = (pem+s+1,k + em+s+1,m+sem+s,k)e
p
−α. (9.11)
We now consider two cases: in the first entries in
−→
det(s+1−iA
−(λ, s)) are replaced
by entries in
−→
det({1,s+2−i}A
−(λ′, s + 1)1). Suppose 1 ≤ i ≤ s − 1, and r ≤ k ≤
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m. Then e−α commutes with em+i,k and all entries in the matrix s+1−iA
−(λ, s)
except for those in the first row. Replacing em+s,k in the matrix s+1−iA
−(λ, s) by
em+s+1,k yields the matrix {1,s+2−i}A
−(λ′, s + 1)1. Hence Equation (9.11) gives the
first equality below. For the second we use cofactor expansion down the first column
ep+1−α
−→
det(s+1−iA
−(λ, s))em+i,k = [p
−→
det({1,s+2−i}A
−(λ′, s+ 1)1)
+ em+s+1,m+s
−→
det(s+1−iA
−(λ, s))]em+i,ke
p
−α
=
−→
det(s+2−iA
−(λ′, s+ 1))em+i,ke
p
−α. (9.12)
In the second case entries in
−→
det(1A
−(λ, s)) are unchanged but the factor em+s,k
is replaced. If r ≤ k ≤ m, then all entries in the matrix 1A
−(λ, s), commute with
em+s,k and e−α, so by Equation (9.11) we get the first equality below, and the second
equality comes from Equations (9.8) and (9.9)
ep+1−α
−→
det(1A
−(λ, s))em+s,ke
−p
−α =
−→
det(1A
−(λ, s))[pem+s+1,k + em+s+1,m+sem+s,k]
= −
−→
det(1A
−(λ′, s + 1))em+s+1,k +
−→
det(2A
−(λ′, s+ 1))em+s,k.
(9.13)
Since
−→
det(jA
+(λ, r)) commutes with e−α and em+j,i for all i, j, it follows from the
induction assumption and Equations (9.10), (9.12) and (9.13) that
θγ′(λ
′) =
m−r+1∑
j=1
s+1∑
i=1
(−1)i+1
−→
det(jA
+(λ, r))
−→
det(s+2−iA
−(λ′, s+ 1))em+i,j+r−1,
as desired.
By inserting odd root vectors as an extra column in either A+(λ, r) or A−(λ, s), we
obtain a variation of Equation (9.6) where the odd root vectors are inserted into one
of the determinants. Note that the two determinants in (9.6) commute. We give
the details only for A+(λ, r). For i ∈ [s], let C(i)(λ, r) be the matrix obtained from
A+(λ, r) by adjoining the vector
(em+i,r, em+i,r+1, . . . , em+i,m)
transpose (9.14)
as the last column.
Theorem 9.2. With the above notation, suppose that γ = ǫr−δs and λ ∈ Hγ. Then
we have
θγ(λ) =
s∑
i=1
(−1)i+1
−→
det(s+1−iA
−(λ, s))
−→
det(C(i)(λ, r)). (9.15)
Proof. This follows by cofactor expansion of
−→
det(C(i)(λ, r)) down the last column.
If r = m,
−→
det(C(i)(λ, r)) should be interpreted as em+i,m.
Remark 9.3. For convenience we record the facts.
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(a) If A′′ is the matrix obtained from A−(λ, s) by deleting the row and column
containing bk, then there are no entries in A
′′ of the form em+k,∗ or e∗,m+k.
(b) If C ′′(i) is the matrix obtained from C(i)(λ, r) by deleting the row and column
containing aℓ, then there are no entries in C
′′
(i) of the form eℓ,∗ or e∗,ℓ.
9.2 Lie Algebras.
Let g = gl(m), and α = ǫr − ǫℓ. We give a determinantal formula for the Sˇapovalov
element θα,1. Set σi,j = ǫi − ǫj . Consider the following matrices with entries in
U(n−).
Cλ =


er+1,r er+2,r . . . eℓ,r
−a1 er+2,r+1 . . . eℓ,r+1
0 −a2 . . . eℓ,r+2
...
...
. . .
...
0 . . . −aj−1 eℓ,ℓ−1

 , Dλ =


eℓ,ℓ−1 eℓ,ℓ−2 . . . eℓ,r
1− a1 eℓ−1,ℓ−2 . . . eℓ−1,r
0 1− a2 . . . eℓ−2,r
...
...
. . .
...
0 0 1− aj−1 er+1,r

 .
where j = ℓ− r and ak = (λ+ ρ, σ
∨
r,r+k) for k ∈ [j − 1].
Theorem 9.4. The Sˇapovalov element θα,1 is given by
θα,1(λ) =
−→
det Cλ =
−→
det Dλ,
for λ such that (λ+ ρ, σ∨r,ℓ) = 1.
Proof. Similar to the proof of Theorem 9.1.
Note that if (λ + ρ, σ∨r,ℓ) = 1 and (λ + ρ, σ
∨
r,s) = 0, then (λ + ρ, σ
∨
s,ℓ) = 1 and
(λ+ ρ− σs,ℓ, σ
∨
r,s) = 1.
Corollary 9.5. In the above situation, for any highest weight vector vλ of weight
λ, we have θǫr,1−ǫℓ,1vλ = θǫr,1−ǫs,1θǫs,1−ǫℓ,1vλ.
Proof. Under the given hypothesis the matrix Cλ in Theorem 9.4 is block upper
triangular.
Corollary 9.6. For p ≥ 1 and λ ∈ Hα,p, we have
θα,p(λ) =
−→
det Cλ−(p−1)α . . .
−→
det Cλ−α
−→
det Cλ.
Proof. Combine Theorems 5.8 and 9.4.
The above result may be viewed as a version of [CL74] Theorem 2.7.
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9.3 Expansions of the Determinantal Formulas.
Returning to g = gl(m,n), we obtain two expansions of the determinantal formula
from (9.15). In the first case we assume that γ, γ′ ∈ B(λ), where γ′ = sαγ = γ − α.
This means that (λ + ρ, α∨) = 0 and by Equation (5.12) we have, in this situation
θγvλ = θα,1θγ′vλ. Theorem 9.11 below could be considered as a refinement of this
equation when λ is replaced by λ˜ = λ + Tξ. It will be used to study the modules
MX(λ) in Subsection 11.2.2. The idea is to express the extra term that arises as a
Sˇapovalov element for a proper subalgebra of g. There is a second case, which will
be used in a similar way in Subsection 11.2.3.
9.3.1 Hessenberg Matrices.
A matrix B = (bij) is (upper) Hessenberg if bij = 0 unless i ≤ j + 1. If B is n × n
Hessenberg, we say that B = (bij) is Hessenberg of order n. The determinant of
such a matrix is a signed sum of 2n−1 (suitably ordered) terms
∏n
i=1 bν(i),i for certain
permutations ν.
Lemma 9.7. Suppose that B is Hessenberg of order n.
(a) For a fixed q ∈ [n− 1], let T = bq+1q. Then
−→
detB = −T
−→
detB′′ +
−→
detB′, (9.16)
where B′ and B′′ are obtained from B by setting T = 0, and by deleting the
row and column containing T respectively.
(b) The matrix B′ is block upper triangular, with two diagonal blocks which are
upper Hessenberg of order q and n− q.
(c) The matrix B′′ is upper Hessenberg of order n − 1. Also any term in the
expression (9.1) for
−→
det(B) which contains a factor of the form biq or bq+1j
cannot occur in
−→
detB′′.
(d) If B is (n+ 1)× n Hessenberg with bq+1,q = 0, and i ∈ [q], then the submatrix
obtained from B by deleting row i is singular (both determinants are zero).
Proof. Part (a) follows by separating the products in (9.1) that contain T from those
that do not. Note that T commutes with all entries in B, and that the order of all
other factors of the products is unchanged. The rest is easy.
9.3.2 Two Factorizations.
At first we do not make any assumptions on λ ∈ h∗. However as in Subsection 5.1.2,
we need to evaluate Sˇapovalov elements at arbitrary points, λ ∈ h∗. To do this
we take Equation (9.15) as the definition. We write C ′(i) and C
′′
(i) for the matrices
obtained from C(i)(λ, r) by setting T = 0, and by deleting the row and column
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containing T respectively. Similarly we write A′ and A′′ for the matrices obtained
from A = A−(λ, s) by setting S = 0, and by deleting the row and column containing
S respectively. The same notation is used for submatrices of C(i) and A. Because
−T is on the subdiagonal, we have by Lemma 9.7
−→
detC(i) = T
−→
detC ′′(i) +
−→
detC ′(i). (9.17)
For 1 ≤ i ≤ s, let E(i) = [j]C(i)[j] be the matrix obtained from C(i) by deleting the
first j = ℓ− r rows and columns. Also let F = [s−k]A
−(λ, s)[s−k]. For an even root
α, we abbreviate θα,1 to θα.
Lemma 9.8. (a) If k + 1 ≤ i ≤ s, then s+1−iA
′ is singular.
(b) If i ∈ [k], the matrix s+1−iA
′ is block upper triangular with upper triangular
block having LR determinant θα2 and lower triangular block k+1−iF . Hence
−→
dets+1−iA
′ = θα2 ×
−→
detk+1−iF. (9.18)
(c) For all i ∈ [s], the matrix C ′(i) is block upper triangular with with upper trian-
gular block having LR determinant θα1 and lower triangular block E(i). Hence
−→
detC ′(i) = θα1 ×
−→
detE(i). (9.19)
Proof. Part (a) follows from Lemma 9.7 (d). By Lemma 9.7 (b) s+1−iA
′ is block
upper triangular, and using Theorem 9.4, the upper triangular block has determinant
equal to θα2 . This gives (b) and the proof of (c) is similar.
We apply Lemma 9.7 in the case that B = s+1−iA.
Lemma 9.9. (a) If i ≤ k − 1, then
−→
dets+1−iA = −S
−→
dets−iA
′′ +
−→
dets+1−iA
′. (9.20)
(b) If i ≥ k + 1, then
−→
dets+1−iA = S
−→
dets+1−iA
′′. (9.21)
(c)
−→
dets+1−kA =
−→
dets+1−kA
′. (9.22)
Proof. Note that if p < q, then row q of A is row q − 1 of pA. If i ≤ k − 1 it follows
that s−i(A
′′) is obtained from s+1−iA by deleting the row and column containing
S, that is s−i(A
′′) = (s+1−iA)
′′. Similarly if i ≥ k + 1 then s+1−i(A
′′) = (s+1−iA)
′′.
In both cases we obtain s+1−i(A
′) = (s+1−iA)
′, but by Lemma 9.8 (a) s+1−iA
′ is
singular if i ≥ k + 1. The different signs in (9.20) and (9.21) arise since S is on the
subdiagonal of s+1−iA in case (a), and on the diagonal of s+1−iA in case (b).
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9.3.3 Some General Linear Subalgebras.
To state the results, we require a bit more notation. For the rest of this Subsection,
the element ρ defined for gl(m,n) in Equation (1.10) will be denoted by ρm,n. In
addition let ( , )m,n be the bilinear form on h
∗ defined by
(ǫi, ǫj)m,n = −(δi, δj)m,n = δi,j
for all relevant indices i, j. Set (λ+ρ, α∨) = T . The extra term in (9.35) below comes
from a element for a subalgebra of g isomorphic to gl(m− 1, n). Suppose that V =
k
m|n is a super vector space of dimension (m|n) and identify gl(m,n) and gl(V ) by
means of the standard basis e1, . . . , em+n. Do the same for gl(m−1, n) = gl(k
m−1|n)
using the standard basis e1, . . . , em+n−1 for k
m−1|n. Fix k, ℓ with 1 ≤ ℓ ≤ m, and
1 ≤ k ≤ n. Then let ψ
ℓ
: g = gl(m − 1, n) −→ g = gl(m,n) be the embedding
induced by the map V = km−1|n −→ km|n sending ei to ei for i < ℓ and ei to ei+1
for i ≥ ℓ (so that eℓ is not in the image of this map).
The embeddings of general linear subalgebras defined in the above paragraph are
all we need for Theorem 9.11, but for Theorem 9.12 we need two variations. Define
maps km|n−1 −→ km|n, (resp. km−1|n−1 −→ km|n) of superspaces using basis ele-
ments in a similar way, with em+k not in the image ( resp. eℓ and em+k not in the
image). Then let ψ
k
: g = gl(m,n− 1) −→ g and ψ
ℓ
k
: g = gl(m− 1, n− 1) −→ g be
the embeddings of Lie superalgebras induced by these maps. Finally, let h, h and h
be the diagonal Cartan subalgebras of g, g and g, and let
φ
ℓ
: h∗ −→ h
∗
, φ
k
: h∗ −→ h∗ and φ
ℓ
k
: h∗ −→ h
∗
be the maps dual to the restriction of ψ
ℓ
, ψ
k
and ψ
ℓ
k
to h, h and h respectively.
We fix ℓ ∈ [m] and k ∈ [n], and then use the shorthand
ψ = ψ
ℓ
, ψ = ψ
k
, ψ = ψ
ℓ
k
, φ = φ
ℓ
, φ = φ
k
, φ = φ
ℓ
k
.
For α ∈ h∗ we define
α = φ(α), α = φ(α), α = φ(α).
Observe that φ(ǫℓ) = 0 and the restriction of φ to h
′ = span{ǫp, δq|p 6= ℓ} is an
isomorphism onto h
∗
. Given λ ∈ h∗, we define λ1 ∈ h
∗
, by
(λ1 + ρm−1,n, β)m−1,n = (λ+ ρm,n, β)m,n (9.23)
for β ∈ h′. Similarly we define λ2 ∈ h
∗, λ3 ∈ h
∗
by
(λ2 + ρm,n−1, β)m,n−1 = (λ+ ρm,n, β)m,n, (9.24)
(λ3 + ρm−1,n−1, β)m−1,n−1 = (λ+ ρm,n, β)m,n. (9.25)
In (9.24) and (9.25) we assume that
β ∈ span{ǫp, δq|q 6= k} and β ∈ span{ǫp, δq|p 6= ℓ, q 6= k}
respectively.
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9.3.4 Pullbacks.
From now on A = A−(λ, s). Let A′′ = s+1−kAs−k. This is the matrix obtained from
A by deleting the row and column containing S. By Remark 9.3, all entries from g in
A′′ are in the image of the map ψ
k
: g = gl(m,n− 1) −→ g = gl(m,n). This allows
us to define a matrix A[k] with entries in U(g) called the pullback of A′′ under ψ
k
in the following way.
(i) The matrix A[k] is Hessenberg of the same size as A′′.
(ii) All subdiagonal entries of A[k] and A′′ are equal.
(iii) If j ≥ i, then the entry in row i and column j of A[k] is the element of g which
is mapped by ψ to the entry in row i and column j of A′′.
We sometimes write ψ(A[k]) = A′′ in this situation. We have ψ(s−iA[k]) =s−i A
′′.
Note that this is consistent with (9.24). In fact the latter just says that (ii) holds.
The point of Equations (9.23)-(9.25) is that they make it clear that γ ∈ B(λ) implies
γ ∈ B(λ1) etc, which we need for the applications.
Next we list the other pullbacks we require. Then we explain why these pullbacks
are defined. Let
f(i) =
{
i if i ≤ k − 1
i+ 1 if i ≥ k.
(9.26)
We define
C(i)[k] (resp. E(i)[k]) to be the pullback of C(f(i)) (resp. E(f(i))) under ψ, (9.27)
F [ℓ] (resp. C(i)[ℓ]) to be the pullback of F (resp. C
′′
(i)) under ψ, (9.28)
A′′[k, ℓ] (resp. C(i)[k, ℓ]) to be the pullback of A
′′ (resp. C ′′(f(i))) under ψ. (9.29)
The pullbacks of C ′′(i) and both matrices in (9.29) exist by Remark 9.3. For (9.27)
note that all entries in A+(λ, r) are elements of gl(m) ⊕ 0 ⊆ g0. Also if i 6= k, the
vector in (9.14) contains no element of the form em+k,∗ or e∗,m+k, so the same is true
for C(i), and E(i), i 6= k. Note that C
′
(k) is not considered in (9.27). The argument
for F is similar but easier, all entries in F = [s−k]A
−(λ, s)[s−k] are elements of
0⊕ gl(n) ⊆ g0. Thus F contains no entries of the form eℓ,∗ or e∗,ℓ.
9.3.5 Sˇapovalov elements.
We can use Theorem 9.2 to express the Sˇapovalov elements for
γ1, β1 = γ1 + α2, β2 = α1 + γ1, γ = φ(γ). (9.30)
in terms of the matrices introduced above. Note that these are roots for different
Lie superalgebras.
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Lemma 9.10. Given λ ∈ h∗, define λ1 − λ3 by (9.23)-(9.25). Then the Sˇapovalov
elements for the roots γ1, β1, β2 and γ are given by
θγ1(λ) =
k∑
i=1
(−1)i+1
−→
detk+1−iF ×
−→
detE(i), (9.31)
θβ1(λ1) =
s−1∑
i=1
(−1)i
−→
dets−iA[k]×
−→
det E(i)[k], (9.32)
θβ2(λ2) =
k∑
i=1
(−1)i+1
−→
detk+1−iF [ℓ]×
−→
detC ′′(i)[ℓ], (9.33)
θγ(λ3) =
s−1∑
i=1
(−1)i+1
−→
dets−iA
′′[k, ℓ]×
−→
detC ′′(i)[k, ℓ]. (9.34)
Proof. This follows from Theorem 9.2 with F (resp. A[k], F [ℓ], A′′[k, ℓ]) playing
the role of A−(λ, s), and E(i), (resp. E(i)[k], C
′′
(i)[ℓ], C
′′
(i)[k, ℓ]) playing the role of
C(i)(λ, r).
9.3.6 Determinantal Expansions: Main Results.
Assume that γ = ǫr−δs, α = ǫr−ǫℓ and γ
′ = sαγ = ǫℓ−δs, where r < ℓ = r+j ≤ m.
11 Note that φ(ǫℓ) = 0 and the restriction of φ to h
′ = span{ǫi, δj |i 6= ℓ} is an
isomorphism onto h. Define ai, bi as in (9.5).
Theorem 9.11. With the above notation, set T = (λ+ρ, α∨) = aj . Then if γ = φ(γ),
we have
θγvλ = [ψ(θγ(λ1))T + θα,1θγ′ ]vλ. (9.35)
We remark that in the definition of A+(λ, r), and hence also in C(i)(λ, r) we have
We give the proof after proving Theorem 9.12.
Next we suppose α1, α2 (resp. γ1, γ2) are distinct positive even (resp. odd) roots
such that α1 + γ1 + α2 = γ2. Then set γ = γ2. Without loss of generality we may
assume that α1 = ǫr− ǫℓ, α2 = δk− δs, γ1 = ǫℓ− δk, where r < ℓ = r+ j ≤ m. In the
result below, we treat T = aj , and S = bk as indeterminates, and obtain expansions
of Equation (9.15).
Theorem 9.12. We have
θγ2vλ = [θα2θα1θγ1 − θα1ψ(θβ1(λ1))S + θα2ψ(θβ2(λ2))T − ψ(θγ(λ3))ST]vλ. (9.36)
Remark 9.13. We need to know that certain products in U(n−) commute, and
this can be shown based on a consideration of the weights of their factors. Write
ǫm+i = δi for i ∈ [n]. Then we say that a product u = u1 . . . ut has top weight
11 The case were α is a root of gl(n) can be handled similarly.
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ǫp − ǫq, where 1 ≤ p < q ≤ m+ n, if for i ∈ [t], ui has weight ǫpi − ǫqi (with pi < qi)
and
∑t
i=1 ǫpi − ǫqi = ǫp − ǫq. Clearly v,w commute if they are respectively linear
combinations of elements having top weights ǫp − ǫq and ǫa − ǫb with q < a.
Proof of Theorem 9.12. We substitute (9.17) and the expressions for s+1−iA
−(λ, s)
from Lemma 9.9 into (9.15) to obtain
θγ(λ) =
k−1∑
i=1
(−1)i+1(−S
−→
dets−iA
′′ +
−→
dets+1−iA
′)× (T
−→
detC ′′(i) +
−→
detC ′(i))
+
s∑
i=k+1
(−1)i+1S
−→
dets+1−iA
′′ × (T
−→
detC ′′(i) +
−→
detC ′(i))
+ (−1)k+1
−→
dets+1−kA
′ × (T
−→
detC ′′(k) +
−→
detC ′(k)). (9.37)
To complete the proof we compute the coefficients of ST, S, T and the constant term
in (9.37).
(i) The constant coefficient in (9.37) is the first expression below. We use Lemma
9.8 (a), then (9.18), (9.19) and then the fact that θα1 commutes with all entries in
−→
detk+1−iF (Remark 9.13). The final equality holds by (9.31)
s∑
i=1
(−1)i+1
−→
dets+1−iA
′ ×
−→
detC(i) =
k∑
i=1
(−1)i+1
−→
dets+1−iA
′ ×
−→
detC ′(i)
=
k∑
i=1
(−1)i+1θα2 ×
−→
detk+1−iF × θα1 ×
−→
detE(i)
=
k∑
i=1
(−1)i+1θα2θα1 ×
−→
detk+1−iF ×
−→
detE(i)
= θα2θα1θγ1vλ. (9.38)
(ii) Using first (a pullback of) (9.19), then the fact that θα1 commutes with all
entries in A[k], and then (9.32) we have
s−1∑
i=1
(−1)i
−→
dets−iA[k]×
−→
detC ′(i)[k] =
s−1∑
i=1
(−1)i
−→
dets−iA[k]× θα1 ×
−→
det E(i)[k]
=
s−1∑
i=1
(−1)iθα1 ×
−→
dets−iA[k] ×
−→
det E(i)[k]
= −θα1θβ1(λ1). (9.39)
By (9.27) and the fact that ψ maps s−iA[k] to s−iA
′′, ψ maps (9.39) to
k−1∑
i=1
(−1)i
−→
dets−iA
′′ ×
−→
detC ′(i) +
s−1∑
i=k
(−1)i
−→
dets−iA
′′ ×
−→
detC ′(i+1)
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and this shows that the coefficient of S in as stated in (9.37).
(iii) Next, by (9.18) and (9.33) we have
k∑
i=1
(−1)i+1
−→
dets+1−iA
′[ℓ]×
−→
detC ′′(i)[ℓ] =
k∑
i=1
(−1)i+1θα2
−→
detk+1−iF [ℓ]×
−→
detC ′′(i)[ℓ]
= θα2θβ2(λ2),
and ψ maps this to
k∑
i=1
(−1)i+1
−→
dets+1−iA
′ ×
−→
detC ′′(i),
which is the coefficient of T in (9.37).
(iv) Finally, let
A′′ = s+1−kAs−k = ψ(A[k, ℓ]).
By (9.34),
− θγ(λ3) =
s−1∑
i=1
(−1)i
−→
dets−iA
′′[k, ℓ]×
−→
detC ′′(i)[k, ℓ],
and ψ maps this to
k−1∑
i=1
(−1)i
−→
dets−iA
′′ ×
−→
detC ′′(i) +
s−1∑
i=k
(−1)i
−→
dets−iA
′′ ×
−→
detC ′′(i+1)
which is the coefficient of ST in (9.37). 
Proof of Theorem 9.11 The proof is similar to the proof of Theorem 9.12, but easier.
Instead of (9.37) we have
θγ(λ˜) =
s∑
i=1
(−1)i+1
−→
det(s+1−iA
−(λ˜, s))× (−T
−→
detC ′′(i) +
−→
detC ′(i)).
The proof is completed by computing coefficients as before. 
Remark 9.14. Suppose that (λ+ρ, α∨1 ) = (λ+ρ, α
∨
2 ) = 1 and assume that (ξ, γ1) =
(ξ, γ2) = 0, and (ξ, α
∨
1 ) = (ξ, α
∨
2 ) = 1. Then set λ˜ = λ + Tξ. Suppose that α1 =
ǫr − ǫℓ, α2 = δk − δs, γ1 = ǫℓ − δk, where r < ℓ = r + j ≤ m. Then (λ˜ + ρ, α
∨
1 ) =
(λ˜+ ρ, α∨2 ) = T +1. Hence in the notation of Theorem 9.12 we have S = T = T +1.
Thus if θγ1vλ˜ = θγ2vλ˜ = 0, then (9.36) yields, over B
0 = [ψ(θγ(λ˜3))(T + 1) + θα1ψ(θβ1(λ˜2))− θα2ψ(θβ2(λ˜1))]vλ˜. (9.40)
This gives a generalization of (B.18).
73
10 Survival of Sˇapovalov elements in factor modules.
Let vλ be a highest weight vector in a Verma module M(λ) with highest weight λ,
and suppose γ is an odd root with (λ+ ρ, γ) = 0. We are interested in the condition
that the image of θγvλ is non-zero in various factor modules of M(λ).
10.1 Independence of Sˇapovalov elements.
Given λ ∈ h∗ recall the set B(λ) defined in Section 2, and define a “Bruhat order” ≤
on B(λ) by γ′ ≤ γ if γ−γ′ is a sum of positive even roots. Then introduce a relation
↓ on B(λ) by γ′ ↓ γ if γ′ ≤ γ and (γ, γ′) 6= 0. If γ ∈ B(λ), we say that γ is λ-minimal
if γ′ ↓ γ with γ′ ∈ B(λ) implies that γ′ = γ. For γ ∈ B(λ) set B(λ)−γ = B(λ)\{γ}.
We say γ is independent at λ if
θγvλ /∈
∑
γ′∈B(λ)−γ
U(g)θγ′vλ.
Proposition 10.1. If γ′ ↓ γ with γ′ ∈ B(λ) and γ′ < γ, then θγvλ ∈ U(g)θγ′vλ.
Proof. The hypothesis implies that (γ, α∨) > 0 and γ = sαγ
′. Thus the result
follows from Theorem 5.9.
By the Proposition, if we are interested in the independence of the Sˇapovalov ele-
ments θγ for distinct isotropic roots, it suffices to study only λ-minimal roots γ.
For the rest of this section we assume that g = gl(m,n). We use Equation (9.6), and
order the positive roots of g so that each summand in this equation is a constant
multiple of e−π for some π ∈ P(γ). For such π the odd root vector is the rightmost
factor of e−π, that is we have e−π ∈ U(n
−
0 )n
−
1 .
Lemma 10.2. If If γ is λ-minimal, then e−γvλ occurs with non-zero coefficient in
θγvλ.
Proof. Assume γ = ǫr−δs. Then if α = ǫr−ǫi with r < i, or α = δj−δs with j < s we
have (λ+ρ, α∨) 6= 0, since γ is λ-minimal. Thus the entries on the superdiagonals of
A+(λ, r) and A−(λ, s) are non-zero. Thus the result follows from Theorem 9.1.
Theorem 10.3. The isotropic root γ is independent at λ if and only if γ is λ-
minimal.
Proof. Set B = B(λ)−γ . If γ is not λ-minimal then γ is not independent at λ by
Proposition 10.1. Suppose that γ is λ-minimal and
θγvλ ∈
∑
γ′∈B
U(g)θγ′vλ =
∑
γ′∈B
U(n−)θγ′vλ,
then by comparing weights
θγvλ ∈
∑
γ′∈B
U(n−0 )e−γ′vλ, (10.1)
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But Lemma 10.2 implies that
θγvλ ≡ ce−γvλ mod
∑
γ′∈B
U(n−0 )e−γ′vλ
for some non-zero constant c. By (10.1) this contradicts the PBW Theorem.
10.2 Survival of Sˇapovalov elements in Kac modules.
For g = gl(m,n) we have g1 = g
+
1 ⊕g
−
1 , where g
+
1 (resp. g
−
1 ) is the set of block upper
(resp. lower) triangular matrices. Let h be the Cartan subalgebra of g consisting of
diagonal matrices, and set p = g0 ⊕ g
+
1 . Next let
P+ = {λ ∈ h∗|(λ, α∨) ∈ Z, (λ, α∨) ≥ 0 for all α ∈ ∆+0 }
For λ ∈ P+, let L0(λ) be the (finite dimensional) simple g0-module with highest
weight λ. Then L0(λ) is naturally a p-module and we define the Kac module K(λ)
by
K(λ) = U(g)⊗U(p) L
0(λ).
Note that as a g0-module
K(λ) = Λ(g−1 )⊗ L
0(λ).
The next result is well-known. Indeed two methods of proof are given in Theorem
4.37 of [Bru03]. The second of these is based on Theorem 5.5 in [Ser96]. We give
a short proof using Theorem 9.1. We now assume that the roots are ordered as in
Equation (9.7), that is with the odd root vector first.
Theorem 10.4. If λ and λ− ǫr + δs belong to P
+ and (λ+ ρ, ǫr − δs) = 0, then
[K(λ) : L(λ− ǫr + δs)] 6= 0.
Proof. Set γ = ǫr − δs. Let θγ(λ) be as in Theorem 9.1. Then w = θγ(λ)vλ is a
highest weight vector in the Verma module M(λ) with weight λ − γ. It suffices to
show that the image of w in the Kac moduleK(λ) is nonzero. We have an embedding
of g0-modules
g−1 ⊗ L
0(λ) ⊆ Λg−1 ⊗ L
0(λ).
The elements em+j,i+r−1 in Equation (9.7) form part of a basis for g
−
1 . Furthermore
the coefficient of em+j,i+r−1 belong to U(n
−
0 ). Therefore it suffices to show that the
coefficient of em+s,r in this equation is nonzero. This coefficient is found by deleting
the first column of the matrix B+(λ, r) and the last row of B−(λ, s) and taking
determinants of the resulting matrices, which have only zero entries above the main
diagonal. We find that the coefficient of em+s,r is
±
m−r∏
k=1
(1− (λ+ ρ, σ∨r,r+k))
s−1∏
k=1
(1− (λ+ ρ, τ∨k,s)).
Since λ ∈ P+, (λ+ρ, σ∨r,r+k) ≥ 1 with equality if and only if k = 1 and (λ, ǫr−ǫr+1) =
0. This cannot happen if λ − γ ∈ P+, so the first product above is nonzero, and
similarly so is the second.
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11 The Sum Formula.
11.1 An analog of the Sˇapovalov determinant.
Throughout this Section we assume that g = gl(m,n). Although PX(η) = PX(η) for
all η, we continue to use the former notation because some arguments hold outside
of Type A. The goal is to give a Jantzen sum formula for the modules MX(λ)
introduced in Section 6. This is done by first computing a Sˇapovalov determinant
for these modules. We define an A-valued bilinear form on MX(λ˜)A as in [Mus12]
Corollary 8.2.11 and Equation (8.2.14). Let FXη (λ˜) be the restriction of this form to
the weight space MX(λ˜)λ˜−ηA . (Equation (11.20) below can be taken as the definition
of FXη (λ˜)). The determinant of this form has the important property, see [Jan79]
Lemma 5.1 or [Mus12] Lemma 10.2.1,
vT (detF
X
η (λ˜)) =
∑
i>0
dimMXi (λ)
λ−η, (11.1)
where {dimMXi (λ)} is the Jantzen filtration. However there is a related determinant
detGXη (λ˜) whose leading term is easier to compute. The elements e−πv
X
λ˜
with
π ∈ PX(η) belong to M
X(λ˜)λ˜−ηA , and form a B-basis for M
X(λ˜)λ˜−ηA ⊗AB, but they
do not in general form a basis for MX(λ˜)λ˜−ηA as an A-module. We define G
X
η (λ˜) to
be the A-bilinear form on MX(λ˜)λ˜−ηA such that for π, σ ∈ PX(η),
GXη (λ˜)(e−σv
X
λ˜
, e−πv
X
λ˜
) = [ζA(eσe−π)(λ˜)], (11.2)
where ζA : U(g)A −→ S(h)A is the Harish-Chandra projection, [Mus12] (8.2.13).
We note that detGXη depends on the ordering of the basis, as can be seen already
in the case of gl(2, 1). However its leading term, which we denote by LTdetGXη is
well-defined up to a scalar multiple.
Our goal in this section is to compute the determinants detFXη and LTdetG
X
η .
We point out at the outset some complications that arise which are not present
in the classical case [Hum08] Theorem 5.8, [Mus12] Theorem 10.2.5. The first is
a rather minor point: these determinants should really be considered as elements
of O(HX) = S(h)/I(HX), but we shall express them as elements of S(h) which
map to the corresponding elements of O(HX). Remarkably the determinant F
X
η
factors a product of linear terms with leading terms of the form hα with α a root,
see Theorem 11.1. Apart from having to deal with two determinants, the first real
complication arises since it is possible to have distinct non-isotropic positive roots
α1, α2 such that hα1 and hα2 are proportional mod I(HX). Indeed suppose that
there are distinct orthogonal isotropic roots γ1, γ2 ∈ X and consider the hypotheses
α∨1 ≡ −α
∨
2 mod Qγ1 +Qγ2. (11.3)
or
α∨1 ≡ α
∨
2 mod Qγ1 +Qγ2 (11.4)
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If either (11.4) or (11.3) holds, no third non-isotropic positive root α3 satisfies
α∨1 ≡ ±α
∨
3 mod QX.
For example in type A, suppose that i < j, k < ℓ,
α1 = ǫi − ǫj , α2 = δk − δℓ (11.5)
and either
γ1 = ǫj − δk, γ2 = ǫi − δℓ (11.6)
or
γ1 = ǫj − δℓ, γ2 = ǫi − δk. (11.7)
If we have (11.6), then α1 + γ1 + α2 = γ2 so (11.3) holds. If we have (11.7) instead,
then α1+γ1 = α2+γ2, so (11.4) holds. Note that for λ ∈ HX we have, (λ+ρ, α
∨
1 ) =
−(λ + ρ, α∨2 ) if (11.3) holds, and (λ + ρ, α
∨
1 ) = (λ + ρ, α
∨
2 ) if (11.4) holds. The
former case is easily dealt with. To deal with the latter, let EX be the set of pairs
(α1, α2) such that (11.4) holds. In this case we assume α1 + γ1 + α2 = γ2, and
we frequently let α denote α1, especially to avoid double subscripts. Similarly for
compactness we write [α] = (α1, α2). A subalgebra of g which is a direct sum of root
spaces and is isomorphic to gl(2, 2) will be called a gl(2, 2)-subalgebra. When (11.4)
holds we let k[α] denote the gl(2, 2)-subalgebra whose positive part is generated by
the root vectors for the roots α1, α2 and γ1. Let W
′(α) (resp. V ′(α)) be the set of
all (resp. all odd) positive roots of this subalgebra, and set W (α) = W ′(α) ∪ X,
V (α) = V ′(α) ∪X. For λ ∈ HX define
EX(λ) = {(α1, α2) ∈ EX |(λ+ ρ, α
∨
1 ) = 1}. (11.8)
There are two more situations to deal with. First set
BX = {γ ∈ (∆
+
1 \ X)|γ is isotropic and (γ,X) = 0}.
Finally let CX be the set of positive non-isotropic roots α, such that there is a unique
isotropic root γ ∈ X with (γ, α∨) 6= 0, and set γ = Γ(α). In this circumstance, since
X is an orthogonal set of roots, it follows that sαγ /∈ X. Note that if α ∈ CX and
γ = Γ(α) we have hsαγ ≡ ±hα mod I(HX). Let C
+
X be the subset of CX consisting
of those α for which (Γ(α), α∨) > 0. Thus for α ∈ C+X , we have sαγ = γ − α. For
α ∈ C+X , set Z(α) = X ∪ sαX = X ∪ {sαγ}. Then for λ ∈ h
∗, define
CX(λ) = {α ∈ C
+
X |Z(α) ⊆ B(λ)}.
Note that if α ∈ CX(λ) we have (λ+ ρ, α) = 0.
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Next fix η and consider the following products
D′0 =
∏
α∈C+
X
,γ=Γ(α)
h
2pZ(α)(η−γ)
α (11.9)
D′′0 =
∏
[α]∈EX
h
2(pV (α)(η−γ2)+pV (α)(η−γ1−γ2)−pW (α)(η−γ1−γ2))
α , (11.10)
D1 =
∏
α∈∆+0
∞∏
r=1
(hα + (ρ, α)− r(α,α)/2)
psαX(η−rα), (11.11)
D2 =
∏
γ∈BX
(hγ + (ρ, γ))
pX∪{γ}(η−γ), (11.12)
D3 =
∏
α∈C+
X
,γ=Γ(α)
(hα + (ρ, α))
pX (η)−psαX(η), (11.13)
D4 =
∏
[α]∈EX
(hα + (ρ, α1)− (α1, α1)/2)
2pW (α)(η−γ1−γ2). (11.14)
Then set D0 = D
′
0D
′′
0 and D
X
η = D1D2D3D4. Our main result on the Sˇapovalov
determinant is as follows.
Theorem 11.1. (a) Modulo the ideal defining HX , and up to a nonzero constant
factor
detFXη = D
X
η . (11.15)
(b) Up to a nonzero constant factor, detGXη has the same leading term as D0 detF
X
η .
Remarks 11.2. (a) The factors in D0 come from comparing the bilinear forms,
see Theorems 11.4 and 11.8, also (B.3) (resp. (B.19)-(B.21)) for the case of
gl(2, 1) (resp. gl(2, 2)). The other factors come from representation theory.
The factors in D1 are analogs of the classical ones, those in D2 come from
isotropic roots orthogonal to X and those in D3 come from Lemma 11.34. For
D4 see Theorem 11.31.
(b) We note that the contributions from D′′0 and D4 to the leading term simplify
when combined, since W (α) is eliminated. We obtain
LT D′′0D4 =
∏
[α]∈EX
h
2(pV (α)(η−γ2)+pV (α)(η−γ1−γ2))
α . (11.16)
(c) To compare the factors in the leading term of detGXη and D0D
X
η , we use some
shorthand. Thus if H ∈ S(h) and h ∈ h, let |H : h| denote the multiplicity of
h in the leading term of H. Similarly |H/H ′ : h| means |H : h|− |H ′ : h|. Note
that if α ∈ ∆+, then α can belong to at most one of the sets BX , CX , EX .
Hence to find |DXη : hα|, it is enough to find |D1Di : hα| for i = 2, 3, 4, see also
Remark 11.16.
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Example 11.3. Suppose g = gl(3, 2) and set γ1 = ǫ2− δ1, γ2 = ǫ1− δ2, α1 = ǫ1− ǫ2,
and α2 = δ1−δ2. Then α1+γ1+α2 = γ2. There are threeW -orbits on the set of sets
of orthogonal isotropic roots of size two and we consider a representative from each
orbit. If X = {γ1, γ2}, then EX = {(α1, α2)} and sα1X = sα2X = {ǫ1− δ1, ǫ2− δ2}.
We have
CX = {ǫ1 − ǫ3, ǫ2 − ǫ3} = C
+
X , Γ(ǫ1 − ǫ3) = ǫ1 − δ1, and Γ(ǫ2 − ǫ3) = ǫ2 − δ2.
If X ′ = {ǫ1− δ1, ǫ3− δ2} and X
′′ = {ǫ2− δ1, ǫ3− δ2}, then C
+
X′ = {ǫ1− ǫ2} and C
+
X′′
is empty. We have |CX′ | = |CX′′ | = 2 and EX′ , EX′′ are singletons.
11.2 Comparison of the Bilinear Forms.
Our aim is to compare the T -adic valuation of the determinants of the bilinear
forms FXη (λ˜) and G
X
η (λ˜) from Subsection 11.1. The main results, Theorems 11.4
and 11.8 explain the presence of the terms D′0 and D
′′
0 respectively in Theorem
11.1. Theorem 11.4 generalizes the behavior in the case of gl(2, 1), see (B.3) with
n = 0, while Theorem 11.8 generalizes the behavior in the case of gl(2, 2), see (B.19).
The proof of both results follows the same pattern, which we outline first. In this
subsection we denote the highest weight vector vX
λ˜
in MX(λ˜)B simply by vλ˜.
11.2.1 Strategy of the Proofs.
As before, A = k[T ] and B = k(T ). Let C be the local ring C = A(T ) with maximal
ideal (T ) = TC. As far as the T -adic valuation is concerned, we may work over C
rather than over A. If η ∈ Q+, then by Theorem 6.7, a non-zero p ∈MX(λ˜)λ˜−ηB can
be written uniquely in the form
p =
∑
τ∈PX(η)
aτe−τv
X
λ˜
∈MX(λ˜)λ˜−ηB , (11.17)
with aτ ∈ B, and we set Supp p = {τ ∈ PX(η)|aτ 6= 0}.
Also if α ∈ ∆+0 , an α-principal part of p is a partition σ ∈ Supp p such that
σ(α) > τ(α) for all τ ∈ Supp p, τ 6= σ. Clearly the α-principal part of p is unique if
it exists.
Fix λ ∈ HX , η ∈ Q
+, and set MC = M
X(λ˜)λ˜−ηC . Let NC the C-submodule of
MC spanned by the set {e−πvλ˜|π ∈ PX(η)}. By the elementary divisor theorem,
there is a C-basis v1, . . . , vk for MC and integers 0 ≤ z1 ≤ . . . ≤ zk such that
w1 = T
z1v1, . . . , wk = T
zkvk (11.18)
is a C-basis for NC . Let zλ,η = 2
∑k
i=1 zi. Suppose we use these bases to find
detGXη (λ˜) and detF
X
η (λ˜). Then if we factor T
∑k
i=1 zi from both the rows and the
columns of the Gram matrix of GXη (λ˜) we obtain the Gram matrix of F
X
η (λ˜). There-
fore
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zλ,η = vT (detG
X
η (λ˜))− vT (detF
X
η (λ˜)). (11.19)
We need to consider more general bilinear forms. Suppose that V is a basis for
MB =MC ⊗B contained in MC , and define
GXη,V(λ˜) = det(ζ(b
tb′))b,b′∈V.
Thus if W is a C-basis for NC , then vT (detG
X
η,W(λ˜)) = vT (detG
X
η (λ˜)). At the
other extreme, suppose that U is a basis of MC as a C-module, then
vT (detG
X
η,U(λ˜)) = vT (detF
X
η (λ˜)). (11.20)
Consider basesW = {w1, . . . , wk} and V = {v1, . . . , vk} such that (11.18) holds and
NC = C-spanW ⊆ C-span V ⊆ C-span U. (11.21)
Then we have
zλ,η ≥ vT (detG
X
η (λ˜))− vT (detG
X
η,V(λ˜)), (11.22)
and we show that when the hypothesis of Theorem 11.4 (resp. Theorem 11.8) hold
for an even root α, the right side of (11.8) is bounded below by |LTD′0 : hα| (resp.
|LTD′′0 : hα|).
At this point the proofs of the two results begin to diverge. For Theorem 11.4,
to construct V, W we use the explicit expressions for θγvλ˜ given in Theorem 9.11.
This yields non-zero elements p, q ∈MX(λ˜)λ˜−γC such that p+ qT = θγvλ˜ = 0. Then
for certain partitions σ we set pσ = e−σp and qσ = e−σq. The basis W contains all
of the pσ, and V is obtained from W by replacing each pσ by qσ. Then to prove
Theorem 11.4, we simply have to count the number of partitions affected. The sit-
uation for Theorem 11.8 is a bit more complicated. We begin with Theorem 9.12,
but then there are two different cases involved and certain partitions need to be
excluded.
11.2.2 The Factor D′0.
We start with the factor D′0 from Equation (11.9). Suppose that α ∈ C
+
X , γ = Γ(α)
and set Z = Z(α) = X ∪ sαX. We adopt the notation of Theorem 9.11, with T = T .
Thus γ = ǫr − δs, α = ǫr − ǫℓ and γ
′ = sαγ = ǫℓ − δs. Set j = ℓ− r.
Theorem 11.4. For general λ ∈ HX ∩Hα,0, we have
zλ,η ≥ 2 pZ(α)(η − γ) = |LTD
′
0 : hα|. (11.23)
The equality in (11.23) holds by the definition of D′0, see (11.9). To prove the
inequality, we need some preparation. The hypothesis in the Theorem implies that
γ, γ′ = sαγ = γ − α ∈ B(λ) for some odd root γ. If p = θα,1θγ′vλ˜ and q =
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ψ(θγ(φ(λ˜)))vλ˜, then by (9.35) θγvλ˜ = p+ qT . Suppose σ ∈ PZ(η − γ), define pσ, qσ
as in the previous subsection and set σ′ = σ + πα + πγ
′
. Thus
σ′(ξ) =


σ(α) + 1 if ξ = α
1 if ξ = γ′
σ(ξ) otherwise.
Note that σ′ ∈ PX(η), since γ = γ
′ + α, Z = X ∪ {γ′} and σ ∈ PZ(η − γ).
Lemma 11.5. For general λ ∈ HX ∩Hα,0
(a) The coefficient of e−σ′vλ˜ in θα,1θγ′vλ˜ is invertible in C.
(b) The α-principal part of pσ is σ
′.
Proof. Define ai and bj as in (9.5). Then
a˜i = (λ˜+ ρ, σ
∨
r,r+i) = ai + T (ξ, σ
∨
r,r+i) (11.24)
b˜i = (λ˜+ ρ, τ
∨
i,s) = bi + T (ξ, τ
∨
i,s).
To find the coefficients of p and q we evaluate the determinants appearing in the
determinants (9.3) and (9.4) with λ replaced by λ˜, that is with ai, bi replaced by
a˜i, b˜i respectively. Thus if the bi, and the ai are non-zero, then the b˜i, and the a˜i
(with i 6= j) are units in C. Thus for general λ the coefficients of p and q are units
in C.
Now to prove (b), observe first that πα + πγ
′
∈ Supp θα,1θγ′vλ˜, and for general
λ, e−σe−αe−γ′vλ˜ occurs in e−σθα,1θγ′vλ˜ with a coefficient that is a unit in C. Recall
that odd root vectors occur last in the product e−σ, and that the root vectors for odd
positive roots anti-commute since we are working in type A. Thus the only factor
in e−σe−αe−γ′vλ˜ that could be out of order is the middle root vector e−α. Also for
any term e−ω that arises by taking commutators of e−α with root vectors for roots
that are involved in σ, the partition ω satisfies ω(α) < σ′(α).
We consider in more detail the odd root vectors e−ω that arise in the way described
in the above paragraph, using commutators with e−α. We need to check that for
such ω we have ω(κ) = 0 for all κ ∈ X. (Clearly this also holds if e−ω arises from
commutators of e−α with other even roots.) Since α ∈ C
+
X , we have (γ, α
∨) = 1.
Thus without loss of generality, we can assume that α = ǫj − ǫk, γ
′ = ǫk − δr and
γ = γ′ + α = ǫj − δr. Then set
I(σ) = {s ∈ [n] | σ(ǫk − δs) = 1, σ(ǫj − δs) = 0, s 6= r}
and for σ ∈ PZ(η − γ) and s ∈ I(σ), define a partition σ
(s) of η by
σ(s)(ξ) =


0 if ξ = ǫk − δs
1 if ξ = ǫj − δs
1 if ξ = γ′
σ(ξ) otherwise.
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Note that ǫj − δs /∈ X because (ǫj − δs, γ) 6= 0 and X is an orthogonal set of
roots containing γ. Since σ ∈ PZ(η− γ) it follows that σ
(s) ∈ PX(η). Now we have,
modulo the span of terms obtained from commutators of e−α with even root vectors,
e−σe−αe−γ′ ≡ e−σ′ +
∑
s∈I(σ)
cσe−σ(s) , (11.25)
with non-zero cσ ∈ k, and σ
(s)(α) = σ(α) = σ′(α) − 1 for all s ∈ I(σ). Thus σ′ is
the α-principal part of pσ.
Example 11.6. Suppose that g = gl(3, 3), α = ǫ1 − ǫ3, γ
′ = ǫ3 − δ2, γ = ǫ3 − δ2,
e−σ = e63e43 and X = {γ}.
Suppose we want to collect all odd root vectors on the right. (Note that all
root vectors for positive odd roots commute). Then e−αe−γ′vλ˜ occurs with non-zero
coefficient in θα,1θγ′vλ˜. However, since the root vectors e63 and e43 are odd, e−α
is out of order in e−σe−αe−γ′vλ˜ = e63e43e31e53vλ˜. In the notation of the Lemma,
j = 1, k = 3, r = 2 and I(σ) = {1, 3}, and we have
e−σe−αe−γ′ = e31e63e43e53
+ e61e43e53
+ e63e41e53.
Now all terms are in the correct order, and e−α occurs only in the first term.
Next recall that NC = C-span {e−πvλ˜|π ∈ PX(η)}, and set
W1 = {e−πvλ˜|π ∈ PX(η), π 6= σ
′ for any σ ∈ PZ(η − γ)}.
Lemma 11.7. For general λ ∈ HX ∩Hα,0 the set
W = {pσvλ˜|σ ∈ PZ(η − γ)} ∪W1
is a B-basis for MX(λ˜)λ˜−ηB and C-spanW = NC .
Proof. Since |W| = dimBM
X(λ˜)λ˜−ηB = rankCNC , it suffices to prove the last state-
ment. Obviously L = C-span W ⊆ NC . If π ∈ PX(η) we show by induction on
π(α) that e−πvλ˜ ∈ L. By definition of W we only have to show this when π = σ
′
for some σ ∈ PZ(η − γ). Write
pσ = uσe−σe−αe−γ′vλ˜ +
∑
ω∈PX(η):ω 6=σ′
aσ, ωe−ωvλ˜
= uσe−σ′vλ˜ +
∑
ω∈PX(η):ω 6=σ′
bσ, ωe−ωvλ˜, (11.26)
where aσ, ω, bσ, ω ∈ C, and uσ is a unit in C. Each term e−ωvλ˜ in the sum (11.26) is
obtained by expanding e−σθα,1θγ′vλ˜ and re-ordering (as in the proof of the previous
lemma). Observe that when this is done, any ω arising from a commutator of e−α
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with another root vector satisfies ω(α) < π(α). Note that for general λ, e−γ′vλ˜
occurs in θγ′vλ˜ with a coefficient which is a unit in C. Since σ(γ
′) = 0, any term
e−ωvλ˜ in the expansion with ω = τ
′ (where τ ∈ PZ(η − γ)) must be a multiple of
e−γ′vλ˜ ∈ Supp θγ′vλ˜. Using Lemma 11.5, it follows that for all ω such that bσ, ω 6= 0
in (11.26) we have either ω 6= τ ′ or ω(α) < π(α). In either case e−ωvλ˜ ∈ L, so since
uσ is a unit in C, we obtain the result from (11.26).
Proof of Theorem 11.4. We claim first that the set {pσvλ˜|σ ∈ PZ(η−γ)} is B-linearly
independent. Suppose that ∑
σ∈PZ (η−γ)
aσpσ = 0,
and set k = max{σ(α)|aσ 6= 0}. Then from (11.26) we have∑
σ∈PZ(η−γ):σ(α)=k
cσe−σ′ = 0,
where cσ = aσuσ, for uσ as in (11.26). But by Theorem 6.7 the elements e−πvλ˜ with
π ∈ PX(η) are B-linearly independent, and σ
′ ∈ PX(η) by Lemma 11.5. Thus all
cσ are zero, a contradiction which proves the claim.
Next set
V = {qσ|σ ∈ PZ(η − γ)} ∪W1.
Since pσ + qσT = 0, it follows from Lemma 11.7 that there are bases w1, . . . , wk and
v1, . . . , vk for NC and C-span V respectively, and integers 0 ≤ z1 ≤ . . . ≤ zk such
that (11.18) holds and at least pZ(η − γ) of the zi are positive. Hence
vT (detG
X
η (λ˜))− vT (detG
X
η,V(λ˜)) ≥ 2 pZ(η − γ)
and combined with (11.22), this yields (11.23). 
11.2.3 The Factor D′′0 .
We now turn our attention to the factor D′′0 from Equation (11.10). If (α1, α2) ∈ EX
there are roots γ1, γ2 ∈ X such that α1+γ1+α2 = γ2. Set α = α1. The main result
is as follows.
Theorem 11.8. If η ≥ γ then for general λ ∈ HX ∩Hα,1 we have
zλ,η ≥ 2(pV (α)(η − γ2) + pV (α)(η − γ1 − γ2)− pW (α)(η − γ1 − γ2)) = |LTD
′′
0 : hα|.
Again the equality follows from the definition of D′′0 , see (11.10). For the rest we
first introduce some notation. The proof is similar to the proof of Theorem 11.4, so
we omit some of the details. First define
Θ(1)η = {π ∈ PV (α)(η − γ1 − γ2)|π /∈ PW (α)(η − γ1 − γ2)}, Θ
(2)
η = PV (α)(η − γ2),
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and set Θη = Θ
(1)
η ∪Θ
(2)
η .
Since (λ + ρ, α∨) = 1, we have (λ˜ + ρ, α∨) = T + 1. Adopting the notation of
Subsection 9.3.6 we define λ1, λ2, and λ3 as in (9.23), (9.24) and (9.25). Then from
Equation (9.36) we see that if θγ2vλ˜ = θγ1vλ˜ = 0 we have, (compare (B.19) for the
case gl(2, 2))
[ψ(θγ(φ(λ˜)))(T + 1) + θα1ψ(θβ1(λ2))− θα2ψ(θβ2(λ1))]vλ˜ = 0. (11.27)
Let
p1 = θα1ψ(θβ1(λ2))vλ˜, p2 = θα2ψ(θβ2(λ1))vλ˜, q = ψ(θγ(λ3))vλ˜
and p = p1 − p2 + q. Then in U(n
−)−γ2A vλ˜ we can write (11.27) as p+ qT = 0,
Lemma 11.9. (a) |Θ
(1)
η | = pV (α)(η − γ1 − γ2)− pW (α)(η − γ1 − γ2).
(b) If σ ∈ Θ
(1)
η , then either σ(α1) > 0 or σ(α2) > 0.
(c) If σ ∈ PV (α)(η − γ1 − γ2), then e−σp 6= 0.
Proof. The first two parts follow easily from the definitions, so we turn to (c). If
π1 = π
α1 + π(γ1+α2) and π2 = π
α2 + π(α1+γ1), 12 we have by Lemma 9.7 (c)
π1 ∈ Supp p1, π1 /∈ Supp p2, π1 /∈ Supp q, (11.28)
and
π2 ∈ Supp p2, π2 /∈ Supp p1, π2 /∈ Supp q. (11.29)
Next suppose σ ∈ PV (α)(η− γ1− γ2). Then σ(α1+ γ1) = σ(γ1+α2) = 0. Combined
with (11.28) and (11.29), this shows that e−σp 6= 0.
Lemma 11.10. Suppose σ ∈ PV (α)(η − γ1 − γ2)−PW (α)(η − γ1 − γ2), and define
σ′ = σ + πγ1+α2 + πα1+γ1 ∈ PX(η).
Then for general λ and for i = 1, or 2, σ′ is the α1 (resp. α2) principal part of
e−σe−(γ1+α2)e−(α1+γ1)vλ˜.
Proof. By Lemma 11.9 we have either σ(α1) > 0, or σ(α2) > 0, and we assume the
former. Define the partition σˆ by
σˆ(ξ) =
{
σ(α1)− 1 if ξ = α1
σ(ξ) otherwise
Then set pσ = e−σˆe−(α1+γ1)p and qσ = e−σˆe−(α1+γ1)q.
We have, up to re-ordering terms
e−σe−(γ1+α2)e−(α1+γ1)vλ˜ = e−σˆe−α1e−(γ1+α2)e−(α1+γ1)vλ˜ (11.30)
12 We can assume α1 = ǫr − ǫℓ, α2 = δk − δs, γ1 = ǫℓ − δk and γ2 = ǫr − δs. Then putting odd
root vectors last, we have e−π1 = eℓ,rem+s,ℓ and e−π2 = em+s,m+kem+k,r.
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Up to re-ordering these elements are in Supp pσ and for a general λ ∈ HX ∩ Hα,1,
they occur in pσ with coefficient that is a unit in C. The result follows. (Compare
(B.20) and (B.21) for the case of gl(2, 2).)
We need to consider additional relations arising in the following way. For σ ∈ Θ
(2)
η =
PV (α)(η − γ2) we have the relation e−σ(p+ qT ) = 0. Set pσ = e−σp and qσ = e−σq.
Set σ′ = σ + πα1 + π(γ1+α2) ∈ PX(η). As in Lemma 11.10 it can be shown that for
general λ, σ′ is the α1 principal part of pσ.
Lemma 11.11. Set
W1 = {e−πvλ˜|π ∈ PX(η), π 6= σ
′ for any σ ∈ Θη}.
Then Equation (11.21) holds with
W = {pσ|σ ∈ Θη} ∪W1, V = {qσ|σ ∈ Θη} ∪W1.
Furthermore W and V are B-bases for MX(λ˜)λ˜−ηB .
Proof. Similar to the proof of Lemma 11.7.
Proof of Theorem 11.8. First we use Theorem 6.7 to show the elements of W are
linearly independent and NC = C-spanW. Suppose that∑
σ∈Θ
(1)
η
aσpσ +
∑
σ∈Θ
(2)
η
bσpσ = 0,
with coefficients aσ, bσ ∈ B. Then both sums must be zero because for σ in the first
sum we have
σ′(α1 + γ1) = σ
′(γ1 + α2) = 1,
but for σ in the second sum we have
either σ′(α1 + γ1) = 0 or σ
′(γ1 + α2) = 0.
Arguing as in the proof of Theorem 11.4, it follows that all coefficients aσ, bσ are
zero. Hence (11.18) holds for the bases W and V, and at least
pV (α)(η − γ2) + pV (α)(η − γ1 − γ2)− pW (α)(η − γ1 − γ2)
of the zi are positive. The proof is concluded as before. 
Corollary 11.12. For all α ∈ ∆+0 ,
|LTdetGXη : hα| ≥ |LTD0 : hα|+ |LTdetF
X
η : hα|. (11.31)
Proof. Combine Theorems 11.4 and 11.8.
Remark 11.13. In this Subsection we have been concerned with situations where
zλ,η is as large as possible. However for general λ ∈ HX , we have zλ,η = 0. Indeed if
set λc = λ+ cξ for c ∈ k, it follows from Corollary 6.6 that for all but finitely many
c, zλc,η = 0 for all η, that is
udetGXη (λ˜c) = detF
X
η (λ˜c), (11.32)
for some unit u in C.
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11.3 Partition Identities.
We refer to p, pX and pα as defined by (1.3) as partition functions. They are functions
in the following sense. Suppose ν, µ ∈ Q+. If the Z-linear function eν from ZQ to
Z is defined by eν(µ) = δν,µ, then pX(−µ) =
∑
η pX(η)e
−η(−µ) = pX(µ). Note
that e−αpX(−µ) = pX(µ − α). We have the following relations between partition
functions.
Lemma 11.14. Suppose α ∈ CX , γ = Γ(α) ∈ X with γ
′ = sαγ /∈ X. Set Y = sαX,
Z = X ∪ Y , and µ0 = µ− γ. Then
(a) If γ′ = γ − α, then
(pX − psαX) = e
−γ′(1− e−α)pZ ,
and
pX(µ)− psαX(µ) = pZ(µ0 + α) − pZ(µ0).
(b) If γ′ = γ + α, then
pX(µ)− psαX(µ) = pZ(µ0 − α) − pZ(µ0).
Now suppose (α1, α2) ∈ EX and Y = sα1X = sα2X. Write α1+ γ1+α2 = γ2. Then
if V = X ∪ Y ,
(c)
pY − pX = [(1 + e
−γ1)(1 + e−γ2)− (1 + e−γ1−α1)(1 + e−γ1−α2)]pV .
(d)
pY (µ)−pX(µ) = pV (µ − γ1)+pV (µ − γ2)−pV (µ− α1 − γ1)−pV (µ− α2 − γ1).
Proof. The first statement in (a) follows since
pX − psαX = [(1 + e
−γ′)− (1 + e−γ)]pZ
= e−γ
′
(1− e−α)pZ .
The second follows by evaluation at −µ. The proofs of the other parts are similar.
11.4 The Leading Term.
We make a direct computation of the leading term of detGXη by adapting the proof
of [Mus12] Lemma 10.1.3, and show the result is consistent with Theorem 11.1. We
prove Theorem 11.1 by showing that for each factor of Dη we have
|Dη : hα| ≥ |Gη : hα|. (11.33)
Since Dη and Gη have the same leading term, it follows that there can be no fac-
tors of Dη other than those listed. We need to consider the cases where λ lies on
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a hyperplane inside HX , and among such λ it suffices to look at the most general
behavior. In such cases we will have equality in (11.33).
In the next result we use the notation BX , CX , EX , V (α) as in the statement of
Theorem 11.1.
Lemma 11.15. The leading term of detGXη has the form LTdetG
X
η = G1G2G3G4
where
G1 =
∏
α∈∆+0
∞∏
r=1
hpX (η−rα)α , G3 =
∏
α∈CX ,γ=Γ(α)
∏
π∈PX(η)
hπ(sαγ)α ,
G2 =
∏
γ∈BX
h
pX∪{γ}(η−γ)
γ , G4 =
∏
[α]∈EX
∏
π∈PX(η)
hπ(α1+γ1)+π(α2+γ1)α .
Remark 11.16. Note that
G3 =
∏
α∈CX
h
pX(η)−psαX(η)
α (11.34)
and
G4 =
∏
[α]∈EX
h
pV (α)(η−α1−γ1)+pV (α)(η−α2−γ1)+2pV (α)(η−γ1−γ2)
α . (11.35)
The exponent on G3 here is the same as the exponent on D3 in (11.13), however the
product is over CX in the former and C
+
X in the latter. It is worth noting that D2
and G2 are the only terms in Theorem 11.1 and Lemma 11.15 that involve odd roots.
Also the sets CX and EX are disjoint. This means that in checking the multiplicities
of the factors of the product in Theorem 11.1 (as well as Lemmas 11.15 and 11.17),
we can study 3 cases separately. Note that we need to consider D1 and G1 in both
Cases 2 and 3.
• Case 1. Factors of D2 and G2.
• Case 2. Factors of D′′0 ,D1,D4, G1 and G4.
• Case 3. Factors of D′0,D1,D3, G1 and G3.
Proof of Lemma 11.15. We adapt the proof of [Mus12] Lemma 10.1.3. The leading
term of detGXη is the same as the leading term of the product of the diagonal entries,
and this equals ∏
α∈(∆+ \ X)
∏
π∈PX(η)
hπ(α)α . (11.36)
We have to consider various possibilities for roots α ∈ ∆+ \ X. Suppose first that
α ∈ ∆+0 . If α /∈ CX and neither (11.4) or (11.3) hold. then the multiplicity of hα
is
∑∞
r=1 pX(η − rα) exactly as in [Mus12] Lemma 10.1.3, while if (11.3) holds the
multiplicity is
∞∑
r=1
pX(η − rα1) +
∞∑
r=1
pX(η − rα2). (11.37)
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This accounts for the exponent in the inner product in (11.36), and gives the term
G1. However if α ∈ CX and γ = Γ(α), then since hα ≡ ±hsαγ we get the additional
contribution coming from G3. This deals with Case 3, and we turn to Case 2. If
(α1, α2) ∈ EX we need to add
pV (α)(η − α1 − γ1) + pV (α)(η − α2 − γ1) + 2pV (α)(η − γ1 − γ2)
to (11.37) to get the multiplicity of hα, whence the term G4. Finally Case 1 is
straightforward: if α ∈ BX as in G2, the multiplicity of hα in the leading term of
detGXη is ∑
π∈PX(η)
π(α) = pX∪{α}(η − α).

Lemma 11.17. Modulo the ideal defining HX , we have |detG
X
η : h| = |D0D
X
η : h|
for all h ∈ h.
Proof. If α ∈ ∆+0 and sαX = X, it is easily checked that hα has the same multiplic-
ity in Gη and Dη. Next if α ∈ BX , that is α is an isotropic root which is orthogonal
to X, then hα has the same multiplicity in the leading terms of G2 and D2. Indeed
G2 is the leading term of D2. The multiplicity of hα in other terms is zero.
Next consider the case where α ∈ CX , that is Case 3 in Remark 11.16. Suppose
that γ = Γ(α) ∈ X, but γ′ = sαγ /∈ X. Set Z = X ∪ {γ
′} and η0 = η − γ. Then
using Lemma 11.14 we obtain telescoping sums
|G1 : hα| − |D1 : hα| =
∑
r≥1
pX(η − rα)− psαX(η − rα)
=
{
pZ(η0) if α ∈ C
+
X ,
−pZ(η0 − α) otherwise.
(11.38)
Next note that if γ ∈ X, and sαγ /∈ X then
|G3 : hα| =
∑
π∈PX(η)
π(sαγ)
= |π ∈ PX(η)|π(sαγ) = 1| = pZ(η − sαγ)
=
{
pZ(η0 + α) if α ∈ C
+
X , γ = Γ(α)
pZ(η0 − α) otherwise.
(11.39)
Also if α ∈ C+X and γ = Γ(α) then by Lemma 11.14 and (11.9),
|D3 : hα| = pZ(η0 + α)− pZ(η0) and |D
′
0 : hα| = 2pZ(η0). (11.40)
Therefore using (11.38), (11.39) and (11.40) we have
|G1 : hα| − |D1 : hα|+ |G3 : hα| − |D
′
0 : hα| − |D3 : hα|
= pZ(η0) + pZ(η0 + α)− 2pZ(η0) + pZ(η0)− pZ(η0 + α) = 0.
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showing that |Dη : hα| = |Gη : hα|. The case where α ∈ CX\C
+
X is similar, but easier
since the multiplicity of hα in D
′
0 and D3 is zero.
Now consider the case of a pair (α1, α2) ∈ EX , that is Case 2 in Remark 11.16.
Set α = α1, Y = sαX and V = X ∪ Y . We claim that
|D1/G1 : hα| = −2pV (η − γ2) +
2∑
i=1
pV (η − αi − γ1). (11.41)
Indeed by (11.11) and the expression for G1 in Lemma 11.15,
|D1/G1 : hα| =
∞∑
r=1
2∑
i=1
pY (η − rαi)− pX(η − rαi)
Next using Lemma 11.14,
|D1/G1 : hα| =
∞∑
r=1
2∑
i=1
pV (η − rαi − γ1) +
∞∑
r=1
2∑
i=1
pV (η − rαi − γ2)
−
∞∑
r=1
2∑
i=1
pV (η − rαi − α1 − γ1) −
∞∑
r=1
2∑
i=1
pV (η − rαi − α2 − γ1).
Introducing γ2 = α1 + γ1 + α2 into the second line above, we obtain the following,
which evidently collapses to the right side of (11.41)
|D1/G1 : hα| =
∞∑
r=1
2∑
i=1
pV (η − rαi − γ1) +
∞∑
r=1
2∑
i=1
pV (η − rαi − γ2)
−
∞∑
r=1
2∑
i=1
pV (η − (r + 1)αi − γ1) −
∞∑
r=1
2∑
i=1
pV (η − (r − 1)αi − γ2).
Taking into account the contributions given by D′′0D4 from (11.16), and G4 from
Lemma 11.15 we obtain
|D1/G1 : hα|+ |D
′′
0D4 : hα| − |G4 : hα| = 0 (11.42)
Corollary 11.18. To complete the proof of Theorem 11.1, it suffices to show that
detFXη is divisible by each of the factors D1, . . . ,D4 defined in Equations (11.11)-
(11.14).
Proof. Immediate. Since the leading terms match there can be no more factors.
Corollary 11.19. For all roots α, |DXη : hα| ≥ |detF
X
η : hα|.
Proof. Combine Lemma 11.17 with (11.31).
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11.5 Parabolic Induction and Twisting Functors.
11.5.1 Introduction.
Let X be an orthogonal set of isotropic roots. The aim of this Subsection is to con-
struct certain modules that appear in Jantzen sum formula Theorem 11.36. In the
next Subsection we consider a special case where the modules can be constructed by
parabolic induction. In Subsection 11.5.3 the general result will be deduced using
twisting functors.
Our next goal is to show that if [α] = (α1, α2) ∈ EX(λ) there is a module in
the category O with character eλpW (α).
13 14 These modules play an important
role in the Jantzen sum formula for MX(λ). We briefly recall what this means. The
hypothesis [α] ∈ EX means that there exist odd roots γ1, γ2 ∈ X and even roots
α1, α2, such that α
∨
1 ≡ α
∨
2 mod Qγ1 +Qγ2. This happens when γ2 = α1 + γ1 +α2.
Using the fact that X is orthogonal, it is easy to see that if α3 is any other positive
even root such that α∨1 ≡ α
∨
3 mod QX, then α3 = α2, that is either α1 or α2 in
[α] = (α1, α2) ∈ EX(λ) determines the other. The additional hypothesis on λ is
that (λ+ρ, α∨1 ) = 1. Let k[α] be the gl(2, 2) subalgebra associated to [α], andW
′(α)
(resp. V ′(α)) be the set of all (resp. all odd) positive roots of k[α]. We assume that
X ′ is an orthogonal set of isotropic roots which is orthogonal to W ′(α) and there
are disjoint unions X = V ′(α)
·
∪ X ′ and W (α) =W ′(α)
·
∪ X ′.
In the special case where k[α] = k is the subalgebra k from (11.43) with (k, ℓ) = (2, 2),
and X ′ = {ǫk+i − δℓ+i}
r
i=1 the result follows from Proposition 11.24. In general we
need to prove the result when [α] and λ are replaced by v[α] = (vα1, vα2) ∈ EvX(v·λ)
for v ∈W . 15 For this we use twisting functors. The result is as follows.
Theorem 11.20. Suppose k[α] is as above, [α] ∈ EX(λ), and v ∈ W is such that
N(v) is disjoint from ∆+(k). Then the module TvInd
g
p kλ has character e
v·λpvW (α).
Proof. This follows from the more general Theorem 11.27 below.
11.5.2 Parabolic Induction.
In the next Subsection, we use twisting functors to construct some new modules that
we need for the Jantzen sum formula. The underlying reason for the existence of
these modules is the fact that gl(1, 1) has many one dimensional modules. Here we
study a special case where the modules can be constructed by parabolic induction.
Suppose that k, l are subalgebras of g, such that k is isomorphic to gl(k, ℓ) and for
some r, t1, t2
l = k⊕ gl(1, 1)r ⊕ gl(1|0)t1 ⊕ gl(0|1)t2 . (11.43)
13See (11.8) for notation.
14This is the first and only time in this paper that we consider modules with a prescribed character
of the form eλpY where Y contains even roots.
15 Note that in Type A, vρ1 = ρ1 and hence v · λ = v ◦ λ.
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First we explain how l is embedded in g = gl(m,n). To do this it is convenient
to introduce a certain partial flag in km|n. This will also allow us to define some
important subalgebras of g. Let e1, . . . , em, e1′ , . . . , en′ be the standard basis for
k
m|n and consider the diagram below. The ith set of numbers (for i ≥ 0) separated
by a pair of vertical line is used as the index set for a Z2-graded subspace W
(i) of
k
m|n.
1′, 2′, . . . , ℓ′
1, 2, . . . , k
(ℓ+ 1)′
k + 1
· · ·
(ℓ+ r)′
k + r
k + r + 1 · · · m (ℓ+ r + 1)′ · · · n′
We assume that l contains h (equivalently m = k + r+ t1 and n = ℓ+ r+ t2). This
gives t+ 1 subspaces (where t := m− k + t2), which we number as
W(0) = span{e1, . . . , ek, e1′ , . . . , eℓ′}, W
(1) = span{ek+1, e(ℓ+1)′}, . . . ,W
(t) = ken′ .
Now set V(−1) = 0, and V(i) = W(0) ⊕ . . .⊕W(i) for 0 ≤ i ≤ t. In this notation, let
k = {x ∈ g|xW(0) ⊆W(0), xW(i) = 0 for i > 0},
p = {x ∈ g|xV(i) ⊆ V(i) for all i}, l = {x ∈ g|xW(i) ⊆W(i) for all i}.
Next define
v0 = {x ∈ g0|xW
(i)
j ⊆ V
(i−1)
j , for all i and j = 1, 2},
v+1 = {x ∈ g|xW
(i)
1 ⊆ V
(i−1)
0 , xW
(i)
0 = 0 for all i},
v−1 = {x ∈ g|xW
(i)
0 ⊆ V
(i−1)
1 , xW
(i)
1 = 0 for all i},
and then set v1 = v
+
1 ⊕v
−
1 , v = v0⊕v1. Note that p is the subalgebra of g stabilizing
the partial flag
0 ⊆ V(0) ⊆ V(1) ⊆ . . . ⊆ V(t),
and v is the ideal in p consisting of all elements that act nilpotently on the flag. We
have p = l ⊕ v. Also k ∼= gl(k, l). If c is an ad-h stable subspace of g, let ∆(c) be
the set of roots of c. The set of even and odd roots in ∆(c) is denoted by ∆0(c) and
∆1(c) respectively. Let w be the ad-h stable subspace of g with ∆(w) = −∆(v).
Then g = w⊕ p.
Example 11.21. The first diagram yields a flag in k5|4 The second diagram then
shows the resulting subspaces of g = gl(5, 4), constructed using the above recipes.
1′
1, 2
2′
3
3′
4
5 4′
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k k v0 v0 v0 k v
+
1 v
+
1 v
+
1
k k v0 v0 v0 k v
+
1 v
+
1 v
+
1
0 0 gl(1, 1)(1) v0 v0 0 gl(1, 1)
(1) v+1 v
+
1
0 0 0 gl(1, 1)(2) v0 0 0 gl(1, 1)
(2) v+1
0 0 0 0 gl(1, 0) 0 0 0 v+1
k k v−1 v
−
1 v
−
1 k v0 v0 v0
0 0 gl(1, 1)(1) v−1 v
−
1 0 gl(1, 1)
(1) v0 v0
0 0 0 gl(1, 1)(2) v−1 0 0 gl(1, 1)
(2) v0
0 0 0 0 0 0 0 0 gl(0, 1)
Non-zero entries in the second diagram correspond to the non-zero matrix entries in
p. Superscripts are used to distinguish the two copies of gl(1, 1).
Now set W = W(0) ⊕W(r+1) ⊕ . . . ⊕W(t), and
u+ = {x ∈ g|xW
(i)
1 ⊆W
(i)
0 , xW
(i)
0 = 0 for i ∈ [r], xW = 0},
u− = {x ∈ g|xW
(i)
0 ⊆W
(i)
1 , xW
(i)
1 = 0 for i ∈ [r], xW = 0}.
If u = u+ ⊕ u−, we have l = k⊕ u+ h. Note that the entries in u+ (resp. u−) occur
in the copies of gl(1, 1) above (resp. below) the main diagonal. The set of weights
of u+ is
{ǫk+j − δ(l+j)′ |j ∈ [r]}. (11.44)
Next define
Z0 = ∆
+(v0), Z
±
1 = ∆(v
±
1 ), Z1 = Z
+
1 ∪ Z
−
1 , Ẑ1 = Z
+
1 ∪−Z
−
1 .
Lemma 11.22.
(a) If L0 =
∏
α∈∆+0
(1− e−α), we have
∏
α∈∆(l+0 )
(1− e−α)
∏
α∈Z0
(1− e−α) = L0. (11.45)
(b) Set σ =
∑
α∈Z−1
α. Then
∏
α∈Z1
(1 + e−α) = e−σ
∏
α∈Ẑ1
(1 + e−α). (11.46)
(c) If ρ(b′) is the analog of ρ for b′ we have ρ(b′) = ρ+ σ.
(d) There is a unique Borel subalgebra b′ contained in p such that
d(b, b′) = min{d(b, b′′)|b′′ is a Borel subalgebras contained in p}
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(e) We have ∆+(b′) = Z1 ∪ {ǫk+j − δ(l+j)′ |j ∈ [r]}.
Proof. For (a) note we have a disjoint union ∆+0 = ∆(l
+
0 )
·
∪ Z0, from which (11.45)
follows. Similarly (b) holds since Z+1 is common to Z1 and Ẑ1. For (c) note that
Z−1 = ∆(v
−
1 ) is precisely the set of odd roots of b
′ which are not roots of bdist. We
leave (d), (e) to the reader.
Note that
(λ+ ρ(bdist),X) = (λ′ + ρ(b′),X) = 0. (11.47)
The following lemma is straightforward.
Lemma 11.23. If λ ∈ h∗, then λ defines a one dimensional representation of l if
and only if (λ + ρ, γ) = 0 for all odd γ ∈ X, and (λ, α) = 0 for each even simple
root α of l.
Proposition 11.24. Assume that λ ∈ h∗ defines a one dimensional representation
kλ of l, and regard kλ as a p-module by allowing v to act trivially. Let X = ∆
+(l).
Then
(a) The module Indgpkλ has character
ch Indgp kλ =
∏
α∈Z1
(1 + e−α)∏
α∈Z0
(1− e−α)
e
λ =
∏
α∈Ẑ1
(1 + e−α)∏
α∈Z0
(1− e−α)
e
λ−σ = eλpX . (11.48)
(b) The module Indg0p0 kλ has character
ch Indg0p0 kλ =
∏
α∈Z0
(1− e−α)
−1
e
λ =
∏
α∈∆(l+0 )
(1− e−α)eλ/L0. (11.49)
Proof. (a) Let w be the ad h-stable subalgebra of g such that ∆(w) = −∆(v) and
g = w ⊕ p. By [Mus12] Corollary 6.1.5, if S(w) is the supersymmetric algebra on
w, we can write U(g) = S(w)⊗ U(p) as right U(p)-modules. Now ∆(w) = Z0 ∪Z1,
Hence the first equality in (a) since S(w) is the tensor product of the exterior algebra
on w1 with the symmetric algebra on w0. The second equality comes from (11.46),
and the third is an easy consequence. The proof of the first equality in (b) is similar,
and the second follows from (11.45).
Let X = ∆+1 (l). We note the following general behavior of Ind
g
p kλ.
Lemma 11.25. If B(λ) = X, then M = Indgp kλ is a highest weight module for the
distinguished Borel subalgebra of g with highest weight λ′ = λ− σ.
Proof. Consider the Borel subalgebra b with the same even part as the distinguished
Borel subalgebra bdist of g, and with
bdist1 ∩ b1 = (b
dist
k )1 ⊕ u
+ ⊕ v1,
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where bdistk is the distinguished Borel subalgebra of k. Then b ⊆ p, so M is a highest
weight module for b with highest weight λ. Also there is a sequence
b = b(0), b(1), . . . , b(u). (11.50)
of Borel subalgebras of g, such that b(i−1) and b(i) are adjacent for 1 ≤ i ≤ u,
and b(u) = bdist. The assumption B(λ) = X ensures that each change of Borels
from b to bdist is typical for M , see (4.4). Now M is generated by a highest weight
vector vλ with respect to b, and there are odd root vectors e−α1 , . . . , e−αu such that
m = e−αu . . . e−α1vλ is a highest weight vector for b
dist. The assumption B(λ) = X
also implies that m generates M and the result follows.
11.5.3 New Modules via Twisting Functors.
Now consider any h-stable subalgebra l′ of g = gl(m,n) such that l′ ∼= k ⊕ gl(1, 1)r ,
with k a gl(k, ℓ)-subalgebra of l. By abuse of notation we write gl(1, 1)r for the
isomorphic copy of this subalgebra inside l′. We denote the set of even (resp. odd)
simple roots of k by Π0(k), (resp. Π1(k)) and do likewise for l
′.
Lemma 11.26. We have
(a)
Π0(k) = {ǫsi − ǫsi+1}
k−1
i=1 ∪ {δti − δti+1}
ℓ−1
i=1 ,
Π1(k) = {ǫsk − δt1}, Π0(l
′) = Π0(k), and Π1(l
′) = Π1(k) ∪ {ǫci − δdi}
r
i=1, where
1 ≤ s1 < s2 < . . . sk ≤ m, 1 ≤ t1 < t2 < . . . tℓ ≤ n and ci /∈ {si}
k
i=1,
di /∈ {ti}
ℓ
i=1
(b) Let i′ = n + i for i ∈ [ℓ]. Suppose w ∈ W = Sm × Sn satisfies w(k + i) = ci
for i ∈ [r], w(ℓ + i)′ = d′i for i ∈ [r] wi = si, for i ∈ [k], wi
′ = ti i ∈ [ℓ]. Then
w∆+(l) = ∆+(l′) and N(w) ∩∆+0 (l) = ∅.
Proof. Left to the reader.
Theorem 11.27. If λ defines a one-dimensional representation of p, then the mod-
ule TwInd
g
p kλ has character e
w·λp∆+(l′).
Proof. See [Mus17].
11.6 An Equivalence of Categories and Generic Cases.
11.6.1 The Equivalence of Categories.
In [CMW13], twisting functors are used to show that every block of the category O
for a Lie superalgebra in Type A is equivalent to an integral block of some (possibly
smaller) Lie superalgebra of Type A. We show how this result can be used to reduce
the study of the modules MX(λ) in the most general cases to the study of gl(2, 1)
and gl(2, 2). The main result of [CMW13] states that
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Theorem 11.28. Every block Oλ, λ ∈ h
∗, is equivalent to an integral block of the
category O for some direct sum of general linear Lie superalgebras.
The weight λ determines a subroot system ∆λ of ∆ with Weyl group Wλ which is
the subgroup of the Weyl group W generated by sα with α an even root of ∆λ. The
proof in [CMW13] shows that there is a Lie superalgebra g
[λ̂]
and an integral weight
λ̂ for g
[λ̂]
such that Oλ is equivalent to a block O
l
λ̂
of the category of Ol for l = g
[λ̂]
.
The block Ol
λ̂
is the Serre subcategory of Ol generated by simple objects of the form
Ll(µ) with µ = w · (λ−
∑
j kjαj), for w ∈Wλ and {αj} a set of mutually orthogonal
odd isotropic roots satisfying (λ + ρl, αj) = 0 and kj ∈ Z. Under this equivalence,
the Verma module M(w · λ) corresponds to the Verma module Ml(w · λ̂) for l with
highest weight w · λ̂, and the simple module L(w · λ) to Ll(w · λ̂) for all w ∈Wλ. In
this set-up l is a Levi subalgebra of g containing a Cartan subalgebra h of g.
Proposition 11.29. Suppose that B(λ) = X and l = g
[λ̂]
is as in (11.43).
(a) There is an equivalence of categories between the block Ol
λ̂
and the block Ok+h
λ̂
.
(b) There is an equivalence of categories Ok+h
λ̂
−→ Oλobtained by combining (a)
with Theorem 11.28. This equivalence sends N to IndgpN .
Proof. The key points are as follows: any simple l-module is the tensor product of
a simple k-module and simple modules for the copies of gl(1, 1), gl(1, 0) and gl(0, 1)
in (11.43). From the definition of Ol
λ̂
as a Serre subcategory and the fact that
X ′′ ⊆ B(λ) we see that the only simple gl(1, 1)-modules that can appear are one
dimensional, and are annihilated by u. Such modules arise canonically from simple
modules in Ok+h
λ̂
. This proves (a) and (b) holds by construction.
11.6.2 Lessons learned from the gl(2, 2) case: Roots in EX .
Now suppose that X is an orthogonal set of isotropic roots and (α1, α2) ∈ EX .
Suppose that α1 + γ1 + α2 = γ2 where γ1, γ2 ∈ X. Combining the equivalence
of categories from Theorem 11.28, with Proposition 11.24 we deduce most of the
following results from the gl(2, 2) case, see Theorems B.25, B.31 and B.32. However,
the fact that Sˇapovalov elements give highest weight vectors is of course true in
general. Also the statements about the Jantzen filtration hold because the modules
in question are multiplicity free, and each quotientMXi (λ)/M
X
i+1(λ) is contragredient
with composition factors of multiplicity one, and therefore semisimple. The phrase
“for general λ” means that, up to W -conjugacy, l = g
[λ̂]
is as in (11.43) with k =
gl(2, 2), and we assume (without any loss of generality) that
∆+0 (k) = {α1, α2}, B(λ) = X and {γ1, γ2} ⊆ ∆
+
1 (k) ∩X.
Note that the number of gl(1, 1) terms in (11.43) is r = |X| − 2.
Theorem 11.30. Let n be an integer greater than 1. For general λ ∈ HX ∩ Hα1,n
where (α1, α2) ∈ EX ,
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(a) The socle S of MX(λ) is MX(s1s2 · λ) ∼= L(s1s2 · λ).
(b) We have
U(g)θα1,nvλ
∼=MY (s1 · λ), U(g)θα2,nvλ
∼=MY (s2 · λ)
MX1 (λ) = U(g)θα1,nvλ + U(g)θα2,nvλ
and
S = U(g)θα1,nθα2,nvλ = U(g)θα1,nvλ ∩ U(g)θα2,nvλ ⊆M
X
2 (λ). (11.51)
The lattice of submodules of MX(λ) is as in Figure B.1 with V1 = U(g)θα1,nvλ and
V2 = U(g)θα2,nvλ.
Theorem 11.31. For general λ ∈ HX ∩Hα1,1 where (α1, α2) ∈ EX ,
(a) the socle S of MX(λ) satisfies
S = L(λ− γ1 − γ2)⊕ L(s1s2 · λ) = U(g)θα1,1vλ ∩ U(g)θα2,1vλ, (11.52)
and
S ⊆MX2 (λ). (11.53)
(b) We have
U(g)θα1,1vλ/L(λ−γ1−γ2)
∼=MY (s1·λ), U(g)θα2,1vλ/L(λ−γ1−γ2)
∼=MY (s2·λ),
L(s1s2 · λ) =M
X(s1s2 · λ),
and
U(g)θα1,1vλ + U(g)θα2,1vλ =M
X
1 (λ).
Remark 11.32. It follows from the sum formula, Theorem 11.36, that equality
holds in (11.51) and (11.53), that is S =MX2 (λ) in both cases. In addition we have
MX3 (λ) = 0.
Theorem 11.33. Suppose that (11.3) holds, and that m = (λ + ρ, α∨1 ) ∈ Z. Set
Y = sα1X. Then for general λ in HX ∩Hα1,m
(a) if m > 0 then MX(λ) has a unique proper submodule MY (sα1 · λ) =M
X
1 (λ).
(b) If m < 0, then MX(λ) has a unique proper submodule MY (sα2 · λ) =M
X
1 (λ).
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11.6.3 Lessons learned from the gl(2, 1) case: Roots in CX .
Next we consider the case where α ∈ CX . Most of the following result can be
deduced using twisting functors from the gl(2, 1) case, but since parts of it seem to
work outside type A, we give a direct proof. The highest weight vectors of MX(λ)
and MY (λ) are denoted by vXλ and v
Y
λ respectively.
Theorem 11.34. Suppose α ∈ CX , γ = Γ(α) and set γ
′ = sαγ, Y = sαX, Z(α) =
X ∪ Y .
(a) If α ∈ CX\C
+
X , then for general λ with B(λ) = X ∪ Y , M
X(λ) is simple.
(b) If α ∈ CX(λ), we have an onto map M
X(λ) −→MY (λ) sending vXλ to v
Y
λ .
(c) Let KX,α(λ) be the kernel of the map MX(λ) −→M sαX(λ). Then
chKX,α(λ) = eλ(pX − psαX) = e
λ−γ′(1− e−α)pZ(α). (11.54)
Equivalently
dimKX,α(λ)λ−η = pZ(α)(η − γ
′)− pZ(α)(η − γ).
(d) For general λ such that α ∈ CX(λ), K
X,α(λ) =MX1 (λ), and this submodule is
simple.
Proof. We deduce (a) from the gl(2, 1) case. Let k = gl(2, 1) in (11.43), and denote
highest weight modules for k by Mk. Then switching to the notation of the Ap-
pendix, what has to be checked is that the k-module Mβk (−ρ) is simple. However
from Theorem B.4 (e), Mβk (−ρ)
∼= Mk(−ρ)/V1 where V1 is the maximal submodule
of Mk(−ρ). It is clear that the map in (b) is surjective if it is well-defined. The
domain and target of the proposed map are both obtained as factors of M(λ) by
imposing certain relations. To show that it is well-defined we need to show that the
relations satisfied by MX(λ) are also satisfied by M sαX(λ). The relations needed
to define MX(λ˜)B and M
sαX(λ˜)B are the same except that we require θγvλ˜ = 0 in
MX(λ)B and θγ′vλ˜ = 0 in M
sαX(λ)B . Now in any module in which θγ′vλ˜ = 0 we
have θα,1θγ′vλ˜ = 0, and hence by Theorem 9.11, θγvλ˜ ∈ TU(g)Avλ˜. Reducing mod
T we obtain the statement in (b).
The first equality in (11.54) follows from (b), the second from Lemma 11.14. For (d),
note that by (a) MY (λ) is simple for general λ, hence KX,α(λ) = MX1 (λ). Again
we compare to the gl(2, 1) case. Then in the notation of Theorem B.4, the map
MX(λ) −→ MY (λ) is the map Mk(λ)/V2 −→ Mk(λ)/V1 and the kernel of this map
is simple.
11.7 Proof of Theorem 11.1.
We use Corollary 11.18 and consider the factors D1, . . . ,D4 defined in Equations
(11.11)-(11.14). We show that the multiplicity m(α, k, η)X of hα − k in detF
X
η
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is exactly that predicted in the Theorem for each relevant root α. To do this it
is enough to show that the multiplicity of hα in the leading term of detF
X
η is as
predicted. First an easy Lemma, see [KK79].
Lemma 11.35. Suppose MX1 (λ) is simple and isomorphic to M
Y (λ− µ) for some
µ ∈ Q+. Then
(a) the Jantzen filtration on MX(λ) takes the form
MX1 (λ) =M
X
2 (λ) . . . =M
X
ck
(λ) 6= 0 =MXck+1(λ). (11.55)
(b) the multiplicity of hα − k in detF
X
η is ckpY (η − µ).
Proof. Obviously (a) holds, and then (b) follows from (11.1).
Proof of Theorem 11.1. We consider 3 cases.
Case 1. First consider the factors of D2. Suppose that γ is isotropic (γ,X) = 0.
Suppose that λ satisfies the conditions of Lemma 6.11 (b), and use the notation of
the Lemma. Then MX1 (λ) =M
Y (λ− γ) is simple. Hence by (11.1) and (11.55), the
multiplicity of hγ + (ρ, γ) in detF
X
η is vT (detF
X
η (λ˜)) = apX(η − γ). The computa-
tion of the leading term in Lemma 11.15 implies a = 1 as claimed.
Case 2. Now consider the case where (11.4) holds. Without loss we can assume
that α1 + γ1 + α2 = γ2. Suppose that λ0 is a general point in HX ∩ Hα1,0. Then
if λk = λ0 − kγ1, for k ≥ 1 we have (λk + ρ, α
∨) = k. We use Theorems 11.30 and
11.31. The socle Sk of M
X(λk) satisfies Sk ⊆M
X
2 (λk). If k > 1, then the lattice of
submodules of MX(λk) is as in Figure B.1 with
V1(λk) =M
Y (s1 ·λk), V2(λk) =M
Y (s2 ·λk), and V3(λk) =M
X(s1s2 ·λk), (11.56)
where Y = s1X = s2X. Thus the composition factors of M
X
1 (λk) are
L1(λk) = L(s1 · λk), L2(λk) = L(s2 · λk) and L3(λk) = L(s1s2 · λk),
Also [L1(λk)], [L2(λk)], and [L3(λk)] generate the same subgroup of the Grothendieck
group K(O) as [V1(λk)], [V2(λk)], and [V3(λk)]. If k = 1, then the subgroup of the
Grothendieck group K(O) generated by the composition factors of MX1 (λ) is the
same as that generated by [L(λ1 − γ1 − γ2)] and [V1(λ1)], [V2(λ1)], [V3(λ1)] (as in
(11.56)). Thus the composition factors of MX1 (λk) are
L1(λk) = L(s1 · λk), L2(λk) = L(s2 · λk) and L3(λk) = L(s1s2 · λk),
Also [L1(λk)], [L2(λk)], and [L3(λk)]. Note that [M
X(s1s2 · λk)] = [L3(λk)].
In the classical case, the next step is to use the linear independence of certain
partition functions [KK79], [Mus12] Theorem 10.2.5. Here we use a generalization
of this argument. We have∑
i>0
[Mi(λk)] = ak[V1(λk)] + bk[V2(λk)] + ck[V3(λk)] + δk,1d[L(λ− γ1 − γ2)], (11.57)
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for integers ak, bk, ck, d. Since S1 ⊆ M
X(λ1) we have d ≥ 2. Thus the multiplicity
m(α1, k, η)
X of hα1 − k in detF
X
η is
akpY (η − kα1) + bkpY (η − kα2) + ckpX(η − kα1 − kα2) + δk,1dpW (α)(η − γ1 − γ2).
Now the multiplicity of hα in LTdetF
X
η is at least
∑
k≥1m(α1, k, η)
X . We claim
that∑
k≥1
pY (η − kα1) +pY (η − kα2) + 2pW (α)(η− γ1− γ2) ≥
∑
k≥1
m(α1, k, η)
X . (11.58)
By (11.11) and (11.14), the multiplicity of hα1 in the leading term of D
X
η equals the
left side of (11.58). Thus the claim follows from Corollary 11.19.
Now if η = iα1 for i ≥ 1, then pY (η − kα2) = pW (α)(η − γ1 − γ2) = 0 for all
k ≥ 1. Thus we obtain a system of inequalities∑
k≥1
pY ((i − k)α1) ≥
∑
k≥1
akpY ((i− k)α1).
Taking i = 1, 2, . . . we have
pY (0) ≥ a1pY (0), pY (0) + pY (α1) ≥ a2pY (0) + a1pY (α1) etc.
Since |MX1 (λk) : Lj(λk)| > 0 for j = 1, 2, it follows that ak and bk are positive. We
conclude that ak = 1 and similarly bk = 1 for all k ≥ 1. Since |M
X
1 (λk) : Lj(λk)| = 1
and Sk ⊆M
X
2 (λk) for all k, we have from (11.57) that ck ≥ 0 and
2pW (α)(η − γ1 − γ2) ≥ dpW (α)(η − γ1 − γ2) +
∑
k≥1
ckpX(η − kα1 − kα2).
Hence arguing as before, using η = i(α1+α2) for i ≥ 1, we find ck = 0 for all k, and
d = 2.
Case 3. Suppose next that α = α1 ∈ ∆
+
0 and (11.4) does not hold. We can
handle several cases simultaneously by introducing some more notation. First we
define the index set I by
I =


Z if there is a root α2 such that α
∨
1 ≡ −α
∨
2 mod QX,
N if α ∈ C+X
N\{0} otherwise.
Next for r ∈ I, define qY (η − rα) by
qY (η − rα) =


pY (η − rα1) if r > 0,
pY (η + rα2) if I = Z and r < 0
0 otherwise.
Suppose r ∈ I, r 6= 0 and choose a general λ ∈ HX such that r = (λ+ ρ, α
∨
1 ). Then
MX1 (λ) is simple by Theorem 11.33. Hence by Lemma 11.35, the Jantzen filtration
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has the form (11.55) and the multiplicity of hα+ρ(hα)−r(α,α)/2 in detF
X
η is equal
to crqY (η − rα), for some positive integer cr. If r = 0, and α ∈ C
+
X , set γ = Γ(α)
and γ′ = sαγ. Then by Theorem 11.34, M
X
1 (λ) = K
X,α(λ), is simple, and for some
positive integer c0, the multiplicity of hα + ρ(hα) in detF
X
η is equal to
c0(pZ(α)(η − γ
′)− pZ(α)(η − γ)).
Thus using Corollary 11.19, the multiplicity of hα in the leading term of detF
X
η is
at least
c0(pZ(α)(η−γ
′)−pZ(α)(η−γ))+
∑
r∈I,r 6=0
crqY (η−rα) = |LTdetF
X
η : hα| ≤ |D
X
η : hα|
On the other hand the multiplicity of hα in the leading term of D
X
η is
|D1D3 : hα| = pZ(α)(η − γ
′)− pZ(α)(η − γ) +
∑
r∈Z,r 6=0
qY (η − rα).
Reasoning as in Case 2, we deduce that cr = 1 for all r ∈ I, cr = 0 otherwise. So
the multiplicity of (hα+(ρ, α)− r(α,α)/2) is as claimed. Taken together, Cases 1-3
show that DXη divides detF
X
η . Therefore the result follows from Corollary 11.19. 
11.8 The Jantzen sum formula.
We have the following analog of the Jantzen sum formula.
Theorem 11.36. For all λ ∈ HX , we have
∑
i>0
chMXi (λ) =
∑
α∈A(λ)
chM sαX(sα · λ) +
∑
γ∈BX (λ)
chMX∪{γ}(λ− γ) (11.59)
+
∑
α∈CX (λ)
chKX,α(λ) +
∑
[α]∈EX(λ)
chMW (α)(λ− γ1 − γ2).
Proof. We have ∑
i>0
chMXi (λ) =
∑
i>0
∑
η
dimMXi (λ)
λ−η
e
λ−η, (11.60)
and by (11.1), ∑
i>0
dimMXi (λ)
λ−η = vT (detF
X
η (λ˜)). (11.61)
Now use the factorization of detFXη given by Theorem 11.1. For α ∈ ∆
+
0
vT ((hα + ρ(hα)− r(α,α)/2)(λ˜)) =
{
1 if (λ+ ρ, α∨) = r
0 otherwise.
and for γ ∈ BX
100
vT ((hγ + ρ(hγ))(λ˜)) =
{
1 if (λ+ ρ, γ) = 0
0 otherwise.
We have similar expressions if α ∈ C+X and (α1, α2) ∈ EX . From this we obtain
vT (detF
X
η (λ˜)) =
∑
α∈A(λ)
psαX(η − (λ+ ρ, α
∨)α) +
∑
γ∈BX(λ)
pX∪{γ}(η − γ).
+
∑
α∈CX (λ)
∑
η
(pZ(α)(η − γ
′)− pZ(α)(η − γ)) (11.62)
+
∑
[α]∈EX(λ)
pW (α)(η − γ1 − γ2).
We combine Equations (11.60) - (11.62) to conclude
∑
i>0
chMXi (λ) =
∑
α∈A(λ)
∑
ν
psαX(ν)e
sα·λ−ν +
∑
α∈CX (λ)
∑
η
(pX(η)− psαX(η))e
λ−η
+
∑
γ∈BX(λ)
∑
ν
pX∪{γ}(ν)e
λ−γ−ν +
∑
[α]∈EX(λ)
pW (α)(η − γ1 − γ2)e
λ−η
and this easily yields (11.59).
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Appendices
A Anti-distinguished Borel subalgebras.
In [Kac77a] Table VI, Kac gave a particular diagram for each contragredient Lie
superalgebra that we will call distinguished. 16 17 The distinguished diagram
contains at most one grey node, attached to a simple isotropic root vector. Un-
less g = osp(1, 2n), osp(2, 2n),D(2, 1, α) or F (4) there is exactly one other dia-
gram with this property. This diagram will be called anti-distinguished. The anti-
distinguished diagram for gl(m,n) is the same as the distinguished diagram for
gl(n,m). If g = osp(1, 2n) there is only diagram, and it contains no grey node, while
if g = osp(2, 2n) the anti-distinguished diagram contains exactly two grey nodes. If
g = F (4), then apart from the distinguished diagram, there are two other diagrams
with a unique grey node. We call all these diagrams anti-distinguished.
Except in type A, the anti-distinguished diagrams are given in the table below.
For g = F (4) or G(3) we follow the notation of [FSS00]. In the first two rows, the
symbol ❡• represents a node which is either grey or white. Each diagram in these
rows has a unique grey vertex. Each anti-distinguished diagram corresponds to one
or more Borel subalgebras, which we also call anti-distinguished. The number of
such Borels is indicated in the table. For g of type A, the grey node in the distin-
guished (resp. anti-distinguished diagram) corresponds to the simple root ǫm − δ1
(resp. δn − ǫ1). The corresponding Borel subalgebras consist of the upper (resp.
lower) triangular matrices. If g = D(2, 1, α) there are three Borel subalgebras that
share the same diagram as the distinguished diagram for osp(4, 2). We arbitrarily
declare one of these to be distinguished and another anti-distinguished. Without
doing this, some results would not apply to the Lie superalgebra D(2, 1, α).
16The term distinguished Borel subalgebra was later introduced by Kac to refer to the Borel
subalgebras corresponding to these diagrams, [Kac78] Proposition 1.5.
17We remark that there are some omissions in this table. Corrections appear in [FSS00] (and
elsewhere).
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algebra # Borels anti-distinguished diagram
B(m,n)
m > 0
1 ❡ •. . . ❡ ❡• ••  ❅
C(n) 1 ❡ . . . ❡ ❡
⊗
⊗
✟✟
✟
❍❍❍
D(m, 1) 2 ❡ ❡. . . ❡ ⊗
 
❅
❅
 
D(m,n)
m,n > 1
2 ❡ ❡. . . ❡ ❡••  
❅
F (4) 1 ❣ ❣⊗ ❣
❅
 
 
❅
F (4) 1 ❣ ❣⊗ ❣
 
❅
❅
 
G(3) 1 ❣• ⊗ ❅ 
B Low Dimensional Cases
This appendix serves two purposes. First it illustrates the general theory developed
in the rest of the paper. Secondly and more fundamentally, for the factorization of
the Sˇapovalov determinant for gl(m,n) we need to know the structure of the modules
MX(λ) in certain generic cases. This is done by a reduction to the cases of gl(2, 1)
and gl(2, 2).
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B.1 The Cases sl(2, 1) and gl(2, 1).
We suppose that g = sl(2, 1), though everything we say works with minor modifica-
tions for gl(2, 1). Let
h = e1,1 − e2,2, z = e1,1 + e2,2 + 2e3,3 and h = span {h, z}.
The notation used here is the same as [Mus12] Exercises 10.5.3 and 10.5.4. We use
the distinguished set of positive roots ∆+ = {α, β, γ = α + β}, with α even and β
odd simple roots. We define negative root vectors
e−α = e2,1, e−β = e3,2, e−γ = e3,1.
The Sˇapovalov element θγ is given by
θγ = e−βe−α + e−γh.
Note that g has three Borel subalgebras whose even part is the standard upper
triangular Borel subalgebra of g0. We label these as b
(1)-b(3) where b(1), b(2), b(3)
respectively have set of simple roots
{α, β}, {γ,−β}, {−γ, α}.
We also consider the parabolic subalgebras
p = b(1) + b(2), q = b(2) + b(3).
Note that g = p ⊕ m = q ⊕ n where m and n are abelian subalgebras with roots
−α,−γ and −α, β respectively. Thus U(m) = k[e−α, e−γ ] and U(n) = k[e−α, eβ ].
If µ ∈ h∗ defines a one-dimensional p-module, we write Indgp kµ for the induced
g-module. Similar notation is used for one-dimensional modules induced from q.
The figure below will be used repeatedly when we study the submodule structure of
Verma modules and the modules MX(λ) in certain cases.
M
V1 + V2
V1
▲▲
▲▲
▲▲
▲▲
▲▲
▲
rrrrrrrrrrr
V2
rr
rr
rr
rr
rr
r
▲▲▲▲▲▲▲▲▲▲▲
V3 = V1 ∩ V2
0
Figure B.1.
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Note that using the notation of the figure, we have in K(O) that
[V1 + V2] + [V3] = [V1] + [V2]. (B.1)
Suppose that λ = β + nγ where n is a non-negative integer. This is the most
interesting case, because λ+ ρ = nγ a multiple of the non-simple odd positive root
γ.
Theorem B.2. If λ = β + nγ with n ≥ 1, we have
(a) The lattice submodules of M = M(λ) is as in Figure B.1, where Vi = U(g)vi
for
v1 = e
n
−αvλ, v2 = e−γe−βvλ, and v3 = e−βv1 = e
n−1
−α eβv2. (B.2)
(b) The module M/V2 has character e
λpγ . Thus M
γ(λ) = M/V2 is the factor
module of M obtained from the specialization process described in Theorem
1.10.
(c) The following are equivalent
(i) n > 1
(ii) V2 = U(g)θγvλ.
(iii) V2 is a highest weight module.
(iv) The kernel N ∩ TM(λ˜)A of the map from N = M
γ(λ˜− γ)A to M(λ) in
(6.16) equals TN.
Proof. For the statement about the lattice of submodules see [Mus93] or [Mus12]
Exercise 10.5.4. We consider highest weight modules obtained by specialization. Let
λ˜ = λ+ Tγ and consider the U(g)B-module M(λ˜)B . We have
u := θγvλ˜ = (e−βe−α + (T + n− 1)e−γ)vλ˜ (B.3)
= (e−αe−β + (T + n)e−γ)vλ˜.
Let v¯
λ˜
be the image of v
λ˜
modulo U(g)Bu. Since T + k is invertible in B for any k,
it follows that
U(g)Bu = B[e−α, e−β]u and U(g)B v¯λ˜ = B[e−α, e−β]v¯λ˜.
Thus if N = U(g)Au and N
′ = U(g)Av¯λ˜, the proof of Theorem 1.10 shows that for
any n, N/TN and N ′/TN ′ are highest weight modules with characters eλ−γpγ and
e
λpγ respectively.
To prove (b) first note that e−βvλ is a highest weight vector for b
(2) which gen-
erates M(λ). However hγe−βvλ = 0, so e−γe−βvλ generates a proper submodule. It
follows easily that
V2 ∼= Ind
g
q kλ−β−γ = U(n)kλ−β−γ , and M/V2
∼= Indgq kλ−β = U(n)kλ−β, (B.4)
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which yields the first statement in (b). The second statement holds since V2 is the
unique submodule with this character.
Now we prove (c). Suppose first that n > 1. Since hβv2 = (1 − n)v2 it follows
from (B.3) that (ii) and (iii) hold, so V2 ∼= M
γ(λ − γ). Thus N/TN ∼= Mγ(λ − γ)
embeds in M(λ), so N ∩ TM(λ˜)A = TN.
Now suppose n = 1. Then the submodule V3 generated by θγvλ = v3 has char-
acter eβpβ 6= e
λ−γpγ . Since eβv2 6= 0, V2 is not a highest weight module. We
have shown that (ii), (iii) do not hold. Note in addition that by Equation (B.3),
e−βuvλ˜ = Te−βe−γvλ˜ ∈ N ∩ TM(λ˜)A. Since e−βe−γvλ˜ /∈ N , (iv) does not hold.
Remark B.3. The element v2 ∈M(λ) is not a highest weight vector for the distin-
guished Borel subalgebra. However, compare (B.3),
eβv2 = θγvλ = (e−βe−α + (n− 1)e−γ)vλ = (e−αe−β + ne−γ)vλ. (B.5)
Theorem B.4. Suppose that n = 0, that is λ = β = −ρ. Then
(d) M(λ) has a unique composition series of length 3
M(λ) ⊃ V1 = U(g)e−βvλ ⊃ V2 = U(g)e−αe−βvλ ⊃ 0,
and V1/V2 is isomorphic to the trivial module.
(e) M(λ)/V1 and M(λ)/V2 have characters e
λpβ and e
λpγ respectively.
(f) The module Mγ(λ) = M(λ)/V2 has a basis consisting of the images of the
elements em−αvλ, e
m
−αe−γvλ with m ≥ 0 and e−βvλ.
Proof. First (d) is shown in [Mus93] or [Mus12] Exercise 10.5.4. It is easy to see
that V1 ∼= Ind
g
p kλ−β = U(m)kλ−β, and M/V1 ∼= Ind
g
p kλ = U(m)kλ. This gives
chM(λ)/V1 = e
λpβ so by Lemma 11.14, chM(λ)/V2 = e
λpγ . Finally (f) holds
because in the factor module Mγ(λ)A of M(λ˜)A we have
em+1−α e−βvλ˜ = −Te
m
−αe−γvλ˜,
so that Mγ(λ)λ˜−γ−mαA has A-basis e
m
−αe−γvλ˜.
Remarks B.5. (a) Many of the submodules and factor modules of M(λ) can be
constructed using induced modules and their duals. When n = 1 in addition
to (B.4), we have V3 ∼= Ind
g
p ksα·λ−β = U(m)ksα·λ−β and V1
∼=M(sα · λ).
(b) When n = 0 we have V1 ∼= Ind
g
p kλ−β = U(m)kλ−β and M/V1 ∼= Ind
g
p ksα·λ =
U(m)ksα·λ and V2
∼= Indgq kλ−β−γ = U(n)kλ−β−γ .
(c) When n = 0, the module Mγ(λ) = M(λ)/V2 has a one dimensional trivial
submodule This shows that unlike the case of Verma modules, the modules
Mγ(λ) need not have a filtration with factors which are Verma modules for g0,
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compare [Mus12] Theorem 10.4.5. This example raises issues for the Jantzen
filtration, see Lemma 11.34 and the factor D3 in Theorem 11.1. Finally we
note that
(M(λ)/V2)
∨ ∼= Indgq kλ−β = U(n)kλ−β.
This is not a highest weight module for the standard Borel.
(d) We claim that the complex (5.1) is exact at M(λ) iff n 6= 0, 1. First if n = 0,
it follows easily from (B.5) that Im ψλ,γ = V3 and Ker ψλ+γ,γ = V2. If n = 1,
then as noted in the proof of Theorem B.2, Im ψλ,γ = V3. We have
ψλ+γ,γ(v2) = e−γe−β(e−βe−α + e−γ)vλ+γ = 0.
Thus V2 ⊆ Ker ψλ+γ,γ , and it is not hard to see that equality holds. If n > 1,
then by Theorems B.2 and that Im ψλ,γ = V2 ⊆ Ker ψλ+γ,γ . Equality must
hold since any submodule strictly containing V2 has finite codimension. Similar
arguments can be used for the case λ = β + nγ with n negative.
B.2 The Case of gl(2, 2).
The Jantzen sum formula has some terms which are not Verma modules. This
suggests that we look at some more modules. Suppose that X is a set of odd
orthogonal roots, and (λ+ ρ, α) = 0 for all α ∈ X. We consider the modules MX(λ)
with character eλpX defined in Section 6. For the remainder of this appendix, let
g be the Lie superalgebra gl(2, 2). Then g = n− ⊕ h ⊕ n where n−, h and n are the
subalgebras of lower triangular, diagonal and upper triangular matrices. Let
eα = e1,2, eβ = e2,3, eγ = e3,4,
so that the simple roots of n are α, β, γ. Also define
eα+β = e1,3, eβ+γ = e2,4, eα+β+γ = e1,4.
For each positive root η, let e−η be the transpose of eη. Let h
∗ have basis ǫ1, ǫ2, δ1, δ2
as usual with (ǫi, ǫj) = −(δi, δj) = δi,j. The inner product of the roots is given by
the table
α β γ
α 2 -1 0
β -1 0 1
γ 0 1 -2
Let h be the Cartan subalgebra with basis
hα = e1,1 − e2,2, hγ = e4,4 − e3,3, hβ = e3,3 + e2,2.
Note that with these definitions < hλ, hµ >= (λ, µ) where < , > is the supertrace,
so hλvµ = (λ, µ)vµ. Let
b = b1 =


∗ ∗ ∗ ∗
0 ∗ ∗ ∗
0 0 ∗ ∗
0 0 0 ∗


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be the distinguished Borel, and
b2 =


∗ ∗ ∗ ∗
0 ∗ 0 ∗
0 ∗ ∗ ∗
0 0 0 ∗

 .
Note that b, b2 are adjacent Borels. We also consider the subalgebras
p =


∗ ∗ ∗ ∗
0 ∗ 0 ∗
∗ ∗ ∗ ∗
0 ∗ 0 ∗

 ,m =


0 0 0 0
∗ 0 ∗ 0
0 0 0 0
∗ 0 ∗ 0


and q = b1 + b2. Note that the supertrace, Str is given by
Str = ǫ1 + ǫ2 − δ1 − δ2.
We think of Str as a one dimensional representation of g with kernel sl(2, 2). Let
X = {β, α + β + γ}, Y = {α + β, β + γ}. (B.6)
Each of X,Y is an isotropic set of positive roots, but only Y is the set of simple roots
for some Borel subalgebra. Note that sα(X) = sγ(X) = Y . When (λ+ ρ, β) = 0, λ
defines a one-dimensional q-module, kvλ, and we define M
β(λ) = Indgq kvλ.
B.3 Sˇapovalov Elements.
Suppose λ ∈ h∗ satisfies
hαvλ = avλ, hβvλ = 0, hγvλ = −cvλ (B.7)
and
(λ, α∨) = a, (λ, γ∨) = c.
Set σ = sα · λ, τ = sγ · λ, ν = sαsγ · λ. Then
(σ + ρ, α+ β) = (τ + ρ, β + γ) = (ν + ρ, α+ β + γ) = 0.
Also
(σ + ρ, α∨) = −(a+ 1), (σ + ρ, γ∨) = c+ 1.
(τ + ρ, α∨) = a+ 1, (τ + ρ, γ∨) = −(c+ 1).
(ν + ρ, α∨) = −(a+ 1), (ν + ρ, γ∨) = −(c+ 1).
First to find the Sˇapovalov element for the root α+ β, note that
ep+1−α e−β = [e−αe−β − pe−α−β ]e
p
−α.
Therefore using (3.5) with p = (sα · λ+ ρ, α
∨) = −(a+ 1), we obtain
θα+β(σ) = e−βe−α − (a+ 2)e−α−β .
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So
θα+β = e−βe−α + e−α−βhα. (B.8)
Similarly we have
θβ+γ = e−βe−γ + e−β−γhγ . (B.9)
θα+β+γ = e−βe−γe−α + e−α−βe−γhα + e−β−γe−αhγ + e−α−β−γhαhγ . (B.10)
This gives
Lemma B.6. With a, c as in (B.7) the Sˇapovalov element for the root α + β + γ
satisfies
θα+β+γ(λ) = e−αe−γe−β−(a+1)(c+1)e−α−β−γ+(a+1)e−γe−α−β−(c+1)e−αe−β−γ .
We will be especially interested in the deformed case with a = c. Note that
(ρ, α∨) = (ρ, γ∨) = 1 and (ρ, α + β + γ) = (ρ, β) = 0. Thus for λ ∈ HX we can take
λ˜ = λ+ Tρ. Then when a = c, we have
θα+β+γ(λ˜) = e−αe−γe−β−(a+T+1)
2e−α−β−γ+(a+T+1)e−γe−α−β−(a+T+1)e−αe−β−γ .
In the deformed setting when e−βvλ˜ = 0, and we can always cancel the factor a+T+1
in Mβ(λ˜)B . Hence
w˜ : = [(a+ T + 1)e−α−β−γ − e−γe−α−β + e−αe−β−γ ]vλ˜. (B.11)
= [(a+ T )e−α−β−γ − e−γe−α−β + e−β−γe−α]vλ˜
= [(a+ T − 1)e−α−β−γ − e−α−βe−γ + e−β−γe−α]vλ˜ ∈ U(g)Bθα+β+γvλ˜
B.4 Change of Borel.
In the table below we define 6 Borel subalgebras of g by listing the corresponding
sets of simple roots. Adjacent entries in the table correspond to adjacent Borel
subalgebras.
b(1) {α, β, γ}
b(2) {α+ β,−β, β + γ} b(3) {−α− β, α, β + γ}
b(4) {α+ β, γ,−β − γ} b(5) {−α− β, α+ β + γ,−β − γ} b(6) {γ,−α− β − γ, α}
Next let
f1 = e−α−β , f2 = e−β−γ , f3 = e−α−β−γ . (B.12)
The negatives of the weights of these elements are
σ1 = α+ β, σ2 = β + γ, σ3 = α+ β + γ.
Suppose that (λ + ρ, β) = (λ + ρ, α + β + γ) = 0, and let vλ be a highest weight
vector in M =Mβ(λ) or MX(λ) with weight λ. We list some highest weight vectors
in M for various Borel subalgebras. These elements will be used later to analyze the
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structure of the modulesMβ(λ) andMX(λ). Starting from b(1) and b(2) we perform
odd reflections, until we arrive at a highest weight vector vκ for b
(5). It turns out that
vκ is a highest weight vector for b
(6) in Mβ(λ), and also a g highest weight vector
which maps to zero in MX(λ), see Theorem B.18. Working now only in Mβ(λ) we
reverse the process until we return to a highest weight vector w for b(1) and b(2).
The element w arises from a Sˇapovalov element, see (B.11) and Lemma B.7. The
elements in the table below are highest weight vectors for g0 since b
(1), . . . , b(6) all
have the same even part. These elements will be used to study the decomposition
Mβ(λ) and MX(λ) as g0-modules.
Highest weight vector Borel subalgebra Weight
vλ b
(1), b(2) λ
e−α−βvλ b
(3) λ− σ1
e−β−γvλ b
(4) λ− σ2
e−α−βe−β−γvλ b
(5) λ− σ1 − σ2
vκ = e−α−β−γe−β−γe−α−βvλ b
(5) and b(6) λ− σ1 − σ2 − σ3
x = eα+βvκ b
(4) λ− σ2 − σ3
y = −eβ+γvκ b
(3) λ− σ1 − σ3
eβ+γeα+βvκ b
(2) and b(1) λ− σ3, see Lemma B.12
w b(1), b(2) λ− σ3
B.5 General Computations in Mβ(λ).
Suppose λ = a(α + β + γ).18At first there is no condition on a. We will construct
MX(λ) as a factor module ofMβ(λ). Before doing this it will help to introduce some
special elements of Mβ(λ). Since (λ, α + β + γ) = (λ, β) = 0, that is (λ,X) = 0, λ
defines a one dimensional q-module kvλ. Now (B.7) becomes
hαvλ = avλ, hβvλ = 0, hγvλ = −avλ. (B.13)
Also we have
(λ, α∨) = (λ, γ∨) = a.
Let M =Mβ(λ) be the induced g-module: M = Indgq kλ and
vκ = e−α−β−γe−β−γe−α−βvλ. (B.14)
The module M has character eλpβ.
Lemma B.7. The element
w = [(a+ 1)e−α−β−γ − e−γe−α−β + e−αe−β−γ ]vλ
= [ae−α−β−γ − e−γe−α−β + e−β−γe−α]vλ (B.15)
= [(a− 1)e−α−β−γ − e−α−βe−γ + e−β−γe−α]vλ
18 We could consider more generally µ = a(α+ β+ γ)+ bβ, but the analysis is very similar. This
is because
MY (λ)⊗ Str ⊗c ∼=M
Y (λ+ c(α+ 2β + γ)).
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is a highest weight vector for g, and
w = [e−α−β−γ(hα + 1)− e−γe−α−β + e−αe−β−γ ]vλ
Proof. This follows from (B.11) or a direct computation.
Next using (B.13)
x = eα+βvκ = e−γe−α−βe−β−γvλ − ae−α−β−γe−β−γvλ,
= e−α−βe−β−γe−γvλ − (a− 1)e−α−β−γe−β−γvλ (B.16)
and
y = −eβ+γvκ = e−αe−α−βe−β−γvλ + ae−α−β−γe−α−βvλ
= e−α−βe−β−γe−α + (a− 1)e−α−β−γe−α−βvλ. (B.17)
Remark B.8. In the deformed case, when a = 0 and (Tξ, α∨) = T , we obtain from
(B.11) that modulo U(g)Bθα+β+γvλ˜
Te−α−β−γvλ˜ ≡ [e−γe−α−β − e−β−γe−α]vλ˜ (B.18)
≡ [e−α−βe−γ − e−αe−β−γ ]vλ˜
Equivalently
(T + 1)e−α−β−γvλ˜ ≡ [e−α−βe−γ − e−β−γe−α]vλ˜ (B.19)
Similarly when a = 0 we obtain from (B.16) and (B.17) that
e−γe−α−βe−β−γvλ˜ ≡ Te−α−β−γe−β−γvλ˜ (B.20)
and
e−αe−β−γe−α−βvλ˜ ≡ Te−α−βe−α−β−γvλ˜. (B.21)
For a generalization of (B.19) see (9.40). These congruences are important when
we compare the determinants of the two bilinear forms FXη and G
X
η in Subsection
11.2. (Note that we can obtain (B.20) and (B.21) by multiplying (B.18) by e−β−γ
and e−α−β respectively.)
Lemma B.9. We have
e−α−βw = y (B.22)
e−β−γw = x (B.23)
e−α−βx = ±(a− 1)vκ (B.24)
e−β−γy = ±(a− 1)vκ. (B.25)
Therefore if a 6= 1, vκ ∈ U(g)w.
Proof. To prove (B.22) note that by (B.15) and (B.17),
e−α−βw = f1[(1− a)f3 + f2e−α]vλ = y.
The proof of (B.23) is similar. The proofs of (B.24) and (B.25) are easier. When
(B.16) is multiplied by e−α−β one of the terms becomes zero and the other a multiple
of vκ, giving (B.24). The last statement follows immediately.
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Corollary B.10. For any a we have x, y ∈ U(g)w ∩ U(g)vκ.
Proof. This follows from (B.16), (B.17), (B.22) and (B.23).
Next set
z = e−γf3f1vλ − e−αf3f2vλ. (B.26)
Lemma B.11. We have
(a) eβvκ = ±z.
(b) eαz = ±x, eγz = ±y.
(c) eβz = 0.
(d) e−βe−αvλ = f1vλ, and e−βe−γvλ = −f2vλ
Proof. For (a) we note that
eβvκ = ±f3[eβ , f1f2]vλ = ±f3(e−αf2 − e−γf1)vλ = ±z.
Then (c) follows from (a), (b) is an easy verification, and (d) follows since e−βvλ =
0.
Lemma B.12.
eβ+γx = (1− a)w. (B.27)
Proof. First note that
eβ+γe−α−βe−β−γvλ = −e−α−βhβ+γvλ = ae−α−βvλ.
Therefore
eβ+γe−γe−α−βe−β−γvλ = (e−γeβ+γ + eβ)e−α−βe−β−γvλ.
= [(a− 1)e−γe−α−β + e−αe−β−γ + e−α−β−γ ]vλ.
and
eβ+γe−α−β−γe−β−γvλ = [ae−α−β−γ + e−αe−β−γ ]vλ using (B.13).
Combining these equations gives
eβ+γx = eβ+γeα+βe−α−β−γe−α−βe−β−γvλ
= [(a− 1)e−γe−α−β + e−αe−β−γ + e−α−β−γ ]vλ
−a[ae−α−β−γ + e−αe−β−γ ]vλ
= [(1− a2)e−α−β−γ + (a− 1)e−γe−α−β + (1− a)e−αe−β−γ ]vλ.
= (1− a)w.
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Corollary B.13. eα+βy = (a− 1)w.
Proof. Immediate from (B.16), (B.17) and Lemma B.12.
Corollary B.14. If a 6= −1, then
U(g0)w ⊕ U(g0)f1vλ ⊕ U(g0)f2vλ = U(g0)f3vλ ⊕ U(g0)f1vλ ⊕ U(g0)f2vλ.
The LHS is a direct sum of U(g0) highest weight modules.
Proof. By Lemma B.7, w = [(a + 1)f3 − e−γf1 + e−αf2]vλ and this gives the first
statement. The second follows from Subsection B.4.
Corollary B.15. If a 6= 1 then w, x, y and vκ all generate the same submodule of
M(a).
Proof. This follows from Lemmas B.9, B.12, (B.16) and (B.17).
Lemma B.16. Suppose that a 6= 0. Then we have
(a)
U(g0)f2f1vλ ⊕ U(g0)x = U(g0)f2f1vλ ⊕ U(g0)f3f2vλ,
(b)
U(g0)f2f1vλ ⊕ U(g0)y = U(g0)f2f1vλ ⊕ U(g0)f3f1vλ.
(c) The left sides are direct sums of g0 highest weight modules.
Proof. (a) follows immediately from (B.23), and (b) is proved in a similar way. Note
that x, y are g0 highest weight vectors since they appear in the second table in
Subsection B.4.
Lemma B.17. If a = 1, then eβvκ is a non-zero multiple of e−αe−γe−βw.
Proof. Note that
vκ = e−(α+β+γ)e−(γ+β)e−(α+β)vλ.
An easy computation shows that eβvκ is a non-zero multiple of e−α−β−γw. If a = 1
then w has weight zero as a weight vector for sl(2) × sl(2). Hence e−αw = e−γw =
0. Another computation shows that e−αe−γe−βw is also a non-zero multiple of
e−α−β−γw.
For the convenience of the reader, we record that the elements vκ, w, x, y, z are de-
fined in this Section in Equations (B.14), (B.15), (B.16), (B.17), (B.26) respectively.
All these elements except for z are g0 highest weight vectors that also appear in the
table at the end of Section B.4. For the elements f1, f2, f3 see (B.12).
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B.6 MX(λ) as a factor module of Mβ(λ).
We assume throughout this section that λ ∈ HX , and (λ, α
∨) = a. Let N = NX(λ)
be the kernel of the natural map from Mβ(λ) onto MX(λ), and let NX(λ) be the
submodule of Mβ(λ) generated by w and vκ. The goal of this section is to show
that NX(λ) = NX(λ).
Theorem B.18. The submodule NX(λ) of Mβ(λ) is equal to NX(λ), and we have
x, y ∈ NX(λ). Furthermore NX(λ) is a highest weight module iff a 6= 1.
Proof. Recall the element w˜ ∈ U(g)Bθα+β+γvλ˜ from (B.11). After setting T = 0, w˜
specializes to w as in (B.15). Hence w ∈ NX(λ). By (B.22) and (B.23) x, y ∈ NX(λ),
and if a 6= 1 we have vκ ∈ N
X(λ) by (B.24) or (B.25), so by Lemma B.7 NX(λ) is
a highest weight module generated by w. Now suppose that a = 1. Then
e−α−βe−β−γw˜ = ±Tvκ ∈ U(g)Bθα+β+γvλ˜. (B.28)
Hence vκ ∈ U(g)Bθα+β+γvλ˜, so N
X(λ) ⊆ NX(λ). To complete the proof it suffices
to show that the factor module Mβ(λ)/NX (λ) has character eλpX . This is done in
Theorems B.19, B.20 and B.21.
For the remainder of this section we fix λ ∈ HX and suppose a is as in (B.13).
Theorem B.19. Suppose a 6= 0,−1 then
(a) Mβ(λ) is a direct sum of 8 Vermas for g0. The highest weight vectors are
vλ, f1vλ, f2vλ, f2f1vλ, vκ = f3f2f1vλ, x, y, w.
(b) The factor module Mβ(λ)/NX (λ) is the direct sum of the 4 Vermas for g0
with highest weight vectors
vλ, f1vλ, f2vλ, f2f1vλ. (B.29)
(c) We have chNX(λ) = eλ−σ3pX and chM
β(λ)/NX(λ) = eλpX . Thus N
X(λ) =
NX(λ).
Proof. (a) is immediate from Corollary B.14 and Lemma B.16. For (b) note that
NX(λ) = U(g)w contains the U(g0) highest weight vectors x, y and vκ by Lemma
B.9. The statement follows since w is a highest weight vector for g. Finally (c) is a
computation based on (b).
B.6.1 The case a = 0.
Theorem B.20. For the case a = 0, we have as g0-modules
(a) Mβ(λ) = U(g0)vλ ⊕ U(g0)f1vλ ⊕ U(g0)f2vλ ⊕ U(g0)w ⊕ U(g0)vκ ⊕ I
where I is an indecomposable with Verma socle U(g0)f1f2vλ and highest weight
vectors f1f3vλ and f2f3vλ in the top.
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(b) We have
NX(λ) = U(g0)w ⊕ U(g0)vκ ⊕ J
where J is an indecomposable U(g0)-module containing J
′ = (U(g0)x+U(g0)y)
and with J/J ′ = U(g0)z, a Verma module with highest weight λ−2(α+β+γ).
(c) The character of NX(λ) is
e
λ−σ3(1 + e−α−β)(1 + e−β−γ)/
∏
σ∈∆+0
(1− e−σ) = eλ−σ3pX .
Thus NX(λ) = NX(λ).
Proof. (a) Note that
eγf3f2vλ = f1f2vλ and eαf3f1vλ = ±f1f2vλ. (B.30)
For example the first equation holds since e−βvλ = 0, and
[eγ , e−α−β−γe−β−γ ] = e−α−βe−β−γ − e−α−β−γe−β .
In addition it is easy to see that
eαf3f2vλ = eγf3f1vλ = 0.
Now the first five summands in the expression forMβ(λ) are generated by g0-highest
weight vectors, and their sum K is direct. Thus Mβ(λ)/K has the same character
as the direct sum of g0 Vermas with highest weights λ − σ1 − σ2, λ − σ1 − σ3 and
λ− σ2 − σ3. The claim follows.
(b) By Lemmas B.9 and Lemma B.11 (a) all summands on the right side are con-
tained in the left. Also the sum is direct by comparing weights. (Note that the
weights of vκ involve β three times, x, y, z twice and w only once). Lemma B.11 also
implies that z is a highest weight vector mod J ′. The weight of z is antidominant,
so z generates a g0 simple Verma module.
(c) If a = 0, then
x = e−γe−α−βe−β−γvλ,
and
y = ±e−αe−α−βe−β−γvλ.
Hence U(g0)x∩U(g0)y = U(g0)e−αe−γf1f2vλ. Therefore U(g0)x+U(g0)y has char-
acter
e
λ−σ3(e−σ1 + e−σ2 − e−σ3)/
∏
σ∈∆+0
(1− e−σ). (B.31)
The result follows since z has weight λ − 2σ3, vκ has weight λ− σ1 − σ2 − σ3, and
w has weight λ− σ3.
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When a = 0 the elements z, x, y from Subsection B.5 can be written as follows.
z = e−γf3f1vλ − e−αf3f2vλ, x = e−γf1f2vλ, y = ±e−αf1f2vλ. (B.32)
It follows that J ⊂ I in Theorem B.20. Also
e−γy = ±e−αx
The table below gives a complete list of g0-singular vectors in M/N . In order to
show the Weyl group symmetry, for each g0-singular vector we list the shifted weight
(i.e. the ρ-shifted weight) of s as the ordered pair
((wt s+ ρ, α∨), (wt s+ ρ, γ∨)) (B.33)
This makes evident the singular vectors with the same central character.
g0-singular vector s shifted weight of s
vλ (1, 1)
f1f2vλ (−1,−1)
f3vλ (0, 0)
f1vλ (0, 2)
f2vλ (2, 0)
f1f2f3vλ (0, 0)
f1f3vλ (−1, 1)
f2f3vλ (1,−1)
x (1,−1)
y (−1, 1)
z (−1,−1)
vκ (0, 0)
The highest weight vectors of the Verma composition factors of I and their weights
for [g0, g0] ∼= sl(2)× sl(2) are displayed in the diagram below, see (B.30). We write
f1f2 in place of f1f2vλ etc.
f1f3 (−1, 1) f2f3 (1,−1)
f1f2 (1, 1)
PPPPPPPPPPP
♥♥♥♥♥♥♥♥♥♥♥
The weights of the elements x, y, z ∈ J are displayed in the diagram below. We note
that as a g0-module, J does not have a Verma flag see (B.31), and also Corollary
B.26.
z (−1,−1)
x (1,−1)
♣♣♣♣♣♣♣♣♣♣♣
y (−1, 1)
◆◆◆◆◆◆◆◆◆◆◆
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B.6.2 The case a = −1.
When a = −1, (λ+ ρ, α∨) = 0, and as we shall see MX(λ) is simple.
Theorem B.21. For the case a = −1, we have as g0-modules
(a) Mβ(λ) = U(g0)vλ ⊕ U(g0)x ⊕ U(g0)y ⊕ U(g0)f2f1vλ ⊕ U(g0)vκ ⊕ I
where I is an indecomposable having Verma socle V = U(g0)f1vλ ⊕U(g0)f2vλ
and such that the image of f3vλ is a highest weight vector which generates the
g0-Verma module I/V.
(b) We have
NX(λ) = U(g0)x ⊕ U(g0)y ⊕ U(g0)w ⊕ U(g0)vκ, (B.34)
where U(g0)w ⊂ V.
(c) The character of NX(λ) is
e
λ−σ3(1 + e−α−β)(1 + e−β−γ)/
∏
σ∈∆+0
(1− e−σ) = eλ−σ3pX .
Hence NX(λ) = NX(λ).
(d) Set M = Mβ(λ), N = NX(λ), u1 = e−γf1vλ and u2 = e−αf2vλ. Then as a
g0-module
M/N = [U(g0)vλ ⊕ U(g0)f2f1vλ ⊕ J ],
where J is an indecomposable with socle J1 = U(g0)u1 = U(g0)u2, and unique
maximal submodule J2 = U(g0)f1vλ + U(g0)f2vλ . The quotient J2/J1 is the
direct sum of two highest weight modules with weights (−2, 0) and (0,−2).
The second (resp. first) copy of sl(2) acts trivially on the first (resp. second)
module.
Proof. (a) For the structure of I, note that eαf3vλ = −f2vλ and eγf3vλ = f1vλ by
an easy calculation. For the other terms use Lemma B.16.
(b) Equation (B.34) follows easily from Lemma B.9. By Lemma B.7,
w = (e−αe−β−γ − e−γe−α−β)vλ = (e−αf2 − e−γf1)vλ = u2 − u1 ∈ V
is a highest weight vector for g, and by Lemma B.9, NX(λ) = U(g)w. Finally (c)
and (d) follow from (b).
The table below gives a complete list of g0-singular vectors in M/N . The weights
are shifted as in (B.33).
g0-singular vector s shifted weight of s
vλ (0, 0)
f1f2vλ (0, 0)
f3vλ (−1,−1)
u = e−αf2vλ = e−γf1vλ (−1,−1)
f1vλ (−1, 1)
f2vλ (1,−1)
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Theorem B.22. The module MX(λ) =M/N is simple.
Proof. It suffices to show that no linear combination of the singular vectors (other
than vλ) in the table is a highest weight vector. We have eβu = e−αe−γvλ, as noted
in the proof of Theorem B.21. Since eβ commutes with f3, it follows that eβf3vλ = 0.
However f3 is not a g0 highest weight vector.
For the rest of the proof we show that no linear combination, other than vλ is
killed by eβ .
We have [eβ, f1f2] = e−αf2− f1e−γ , and it follows that eβf1f2vλ = (2u− f3)vλ 6= 0.
So there is no highest weight vector with weight (−1,−1).
Finally we have [eβ , f1]vλ = e−αvλ 6= 0, and [eβ , f2]vλ = e−γvλ 6= 0.
B.7 The Maximal Finite Quotient.
Let n = a + 1 > 0, and suppose (λ + ρ, α∨) = n. Then MX(λ)/(U(g)en−αvλ) is
α-finite. If also (λ + ρ, γ∨) = n, then MX(λ)/(U(g)en−αvλ + U(g)e
n
−γvλ) is finite
(dimensional). Now the maximal finite quotient of M(λ) is the Kac module K(λ).
We use known results on the structure of K(λ) to determine the maximal finite
quotient ofMX(λ). From [SZ12], the Jantzen filtration on K(λ) is the unique Loewy
filtration, and hence coincides with both the socle and radical series of K(λ). For
g = gl(2, 2), this filtration takes the form
K(λ) = K0(λ) ⊃ K1(λ) ⊃ K2(λ) ⊃ K3(λ) = 0.
Setting Ki(λ) = K
i(λ)/Ki+1(λ) we have K0(λ) = L(λ). Concerning K1(λ) and
K2(λ) there are three cases.
(a) If n > 2, then
K1(λ) = L(λ− β)⊕ L(λ− α− β − γ), K2(λ) = L(λ− α− 2β − γ).
(b) If n = 2, then
K1(λ) = L(λ− β)⊕ L(λ− α− β − γ)⊕ L(λ− 2α− 3β − 2γ),
and K2(λ) is as in case (a). However K(λ) does not contain a highest weight
vector of weight λ− 2α− 3β − 2γ.
(c) If n = 1, then
K1(λ) = L(λ− β), K2(λ) = L(λ− 2(α+ β + γ)).
These facts can also be deduced from [MS11]. Until Theorem B.23, vλ will denote
the highest weight vector in K(λ). To describe the highest weight and singular
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vectors in K(λ), recall the element vκ from (B.14), now regarded as an element of
K(λ) and consider the following products, (which are zero in some cases)
v1 = e−βvλ, v2 = θα+β+γvλ, v3 = θα+β+γe−βvλ, v4 = f1f2f3e−βvλ.
Then we have
(a) In case (a), v1, v2 are highest weight vectors which together generate K
1(λ),
and v3 is a highest weight vector which generates K
2(λ).
(b) In case (b), v1, v2 are highest weight vectors and vκ is a highest weight vector
mod K2(λ), see Lemma B.17. Together these elements generate K1(λ). Also
v3 is a highest weight vector which generates K
2(λ).
(c) In case (c), v1 is a highest weight vector which generates K
1(λ), and v4 is a
highest weight vector which generates K2(λ). Note that λ− α− β − γ is not
dominant in this case.
For convenience we record the dimensions of the finite dimensional irreducible g-
modules. The same recursive method can be used to give an explicit expression for
their characters, see also (B.39). First note that if λ, µ ∈ HX and (λ + ρ, α
∨) =
(µ + ρ, α∨) = n, then L(λ) is isomorphic to a tensor product of L(µ) with a one
dimensional module. Hence bn = dimL(λ) depends only on n. Also dimK(λ) =
16n2. Now if n = 1, then L(λ) is trivial as a [g0, g0]-module, and so b1 = 1. Then
from (a)-(c) above we have
16 = 2b1 + b2
64 = 2b1 + 2b2 + b3
16n2 = bn−1 + 2bn + bn+1 for n ≥ 3.
Solving these equations we see that
bn = 4n
2 − 2 for n ≥ 2. (B.35)
The next result supports Conjecture 1.12.
Theorem B.23. If λ ∈ HX is dominant, the maximal finite quotient of M
X(λ) is
simple. Thus the maximal submodule of MX(λ) is U(g)en−αvλ + U(g)e
n
−γvλ.
Proof. This is shown by an analysis of cases (a)-(c) above.
Theorem B.23 is perhaps surprising since for any λ ∈ HX we have in K(O)
[M(λ)] = [MX(λ)]+[MX (λ−α−β−γ)]+[MX (λ−β)]+[MX (λ−α−2β−γ)]. (B.36)
In factMX(λ) has a filtration with factors having the same characters as the modules
on the right of this equation. Thus since a Kac module K(λ) can have 3, 4 or 5
composition factors, it is worth observing what happens to these composition factors
relative to this filtration. First we note that M(λ) has a submoduleMβ(λ−β) with
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factor module Mβ(λ). The first (resp. last) pair of summands on the right side of
(B.36) appear in a filtration of Mβ(λ) (resp. Mβ(λ−β)). The most interesting case
is (b) since if n = 2, the Kac module K(λ) has greatest length. Here v1, and v3 map
to zero in Mβ(λ) and v2, vκ ∈ N
X(λ). Thus the only composition factor of the Kac
module that survives in MX(λ) is L(λ), and NX(λ) is not a highest weight module.
The analysis of cases (a) and (c) is straightforward once it is noted that in case (a),
the weight λ− α− β − γ is not dominant.
B.8 On the structure of MX(λ).
Theorem B.24. The module MX(a) is simple unless a ∈ N.
Proof. We assume that a 6= −1, since that case has just been covered. Then if a is
not a non-negative integer, then none of the vectors in (B.29) are dominant. Thus
MX(λ) is a direct sum of simple g0-modules. The result now follows from easy
calculations. For example, since hα+βvλ = avλ, f1vλ does not generate a proper
submodule.
Theorem B.25. If (λ+ ρ, α∨) = n > 1, then
(a) The socle S of MX(λ) is MX(sαsγ · λ) ∼= L(sαsγ · λ).
(b) We have
U(g)en−αvλ
∼=MY (sα · λ), U(g)e
n
−γvλ
∼=MY (sγ · λ)
and
L(sαsγ · λ) =M
X(sαsγ · λ).
(c)
MX1 (λ) = U(g)e
n
−αvλ + U(g)e
n
−γvλ and S ⊆M
X
2 (λ).
The lattice of submodules of MX(λ) is as in Figure B.1 with V1 = U(g)e
n
−αvλ and
V2 = U(g)e
n
−γvλ.
Proof. Omitted. It is similar to, but easier than the proof of Theorem B.31.
Now we discuss the structure of Mβ(λ) and MX(λ) in the exceptional cases.
B.8.1 The case a = 0.
We continue with the notation from Subsection B.6.1. If n = (λ + ρ, α∨) = 1,
equivalently a = 0, then from Theorem B.20,
Mβ(λ)/NX(λ) = U(g0)vλ ⊕ U(g0)f1vλ ⊕ U(g0)f2vλ ⊕ I/J. (B.37)
Corollary B.26. Let g′ = [g0, g0]. Then as a g
′-module, I/J has composition
factors with highest weights (0, 0), (−2, 0) and (0,−2) each with multiplicity one.
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Lemma B.27. The element p = f1f2vλ is a g highest weight vector in M/N with
weight λ − α − 2β − γ and spans a 1-dimensional trivial g-module. We have p ∈
U(g)e−αvλ ∩ U(g)e−γvλ.
Proof. As noted in Subsection B.4, f1f2vλ = −f2f1vλ is a highest weight vector for
b5. In particular it is a g0 highest weight vector. Also we have in M that
eβf2f1vλ = ±(e−β−γe−α − e−γe−α−β)vλ = ±w ∈ N
X(λ),
see Lemma B.7. In addition e−αp = e−γp = 0 by (B.32) and Theorem B.20. Also
f3p = vκ ∈ N
X(λ). Since g0, f3 and eβ generate [g, g] we obtain the first statement.
The second follows since p = ±e−β−γe−βe−αvλ = ±e−α−βe−βe−γvλ.
Remark B.28. In contrast to the case n > 1, when n = 1 the submodule U(g)en−αvλ
of MX(λ) is not isomorphic to MY (sα · λ). Indeed, if u = e−αvλ then e−βu is a
highest weight vector for b(2) which generates the same submodule of MX(λ) as u.
So from U(g)e−αvλ ∼=M
Y (sα · λ) we would have U(g)e−αvλ ∼= Ind
g
p ke−βe−αvλ, see
Theorem B.37 (a) and hence e−β−γu = 0. However e−β−γu = ±f2f1vλ. What this
shows is the following.
Lemma B.29. There are non-split exact sequences
0 −→ kf2f1vλ −→ U(g)e−αvλ −→M
Y (sα · λ) −→ 0
and
0 −→ kf2f1vλ −→ U(g)e−γvλ −→M
Y (sγ · λ) −→ 0.
Lemma B.30. (a) pY − pX = e
−β.
(b) When (λ, α) = (λ, γ) = (λ, β) = 0 we have
[L(λ)]+[L(λ−α−2β−γ)]+[MY (sα ·λ)]+[M
Y (sγ ·λ)]−[M
X (w0 ·λ)] =M
X(λ).
(c) When (λ, α∨) = (λ, γ∨) > 0 = (λ, β) we have
[L(λ)] + [MY (sα · λ)] + [M
Y (sγ · λ)]− [M
X(w0 · λ)] =M
X(λ).
Proof. (a) follows from Lemma 11.14 (a). To prove (b) and (c), we identify the class
of a module in the Grothendieck group K(O) with its character. Then (b) follows
since by (a),
[MY (sα · λ)] + [M
Y (sγ · λ)]− [M
X(w0 · λ)]−M
X(λ)
= eλ[(e−α + e−γ)(pX + e
−β)− pX − e
−α−γpX ]
= eλ[(e−α − e−γ)e−β − pX(1− e
−α)(1− e−γ)]
= −eλ − eλ−α−2β−γ
= −[L(λ)]− [L(λ− α− 2β − γ)]. (B.38)
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Similarly if (λ + ρ, α∨) = n > 1, then setting x = e−α, y = e−β, z = e−γ and
Ξ = (1− x−α)(1− z−γ), we have
[MX(λ)] + [MX(w0 · λ)]− [M
Y (sα · λ)]− [M
Y (sγ · λ)] (B.39)
= eλ[(1 + xnzn)(1 + xy)(1 + yz)− (xn + zn)(1 + y)(1 + xyz)]/Ξ.
Taking limits as x, y, z −→ 1 we obtain 4n2−2, which equals dimL(λ) by (B.35).
Theorem B.31. (a) The socle S of MX(λ) satisfies
S = kf2f1vλ ⊕ U(g)e−αe−γvλ = U(g)e−αvλ ∩ U(g)e−γvλ.
(b) We have
U(g)e−αvλ/kf2f1vλ ∼=M
Y (sα · λ), U(g)e−γvλ/kf2f1vλ ∼=M
Y (sγ · λ)
and
U(g)e−αe−γvλ ∼=M
X(sαsγ · λ).
(c) S ⊆MX2 (λ).
Proof. First observe that U(g)e−αe−γvλ ∼= M
X(sαsγ · λ) is simple by Theorem
B.24. The other statements in (b) hold by Lemma B.29. Also by Lemma B.27,
kf2f1vλ spans a one-dimensional submodule of M
X(λ). This can also be shown
using Lemma B.11 (d). Thus S ′ = kf2f1vλ ⊕ U(g)e−αe−γvλ ⊆ S. Furthermore
MX(λ)/(U(g)e−αvλ +U(g)e−γvλ) is the one dimensional module L(λ) by Theorem
B.23. Next we show that L = (U(g)e−αvλ ∩ U(g)e−γvλ)/S
′ is zero. Set Mα =
U(g)e−αvλ,Mγ = U(g)e−γvλ. Then in the Grothendieck group K(O) we have
[Mα/Mα ∩Mγ ] = [M
Y (sα)/M
X (w0 · λ)]− [L], (B.40)
[Mγ/Mα ∩Mγ ] = [M
Y (sγ)/M
X(w0 · λ)]− [L]. (B.41)
For example using Lemma B.29
[Mα/Mα ∩Mγ ] = [Mα]− [L(λ− α− 2β − γ)]− [L]− [M
X(w0 · λ)]
= [MY (sα)/M
X(w0 · λ)]− [L].
In addition using (B.40) and (B.41),
[Mα ∩Mγ ] = [L] + [L(λ− α− 2β − γ)] + [M
X(w0 · λ)]. (B.42)
Finally
[Mα +Mγ ] − [Mα ∩Mγ ] (B.43)
= [MY (sα · λ)/M
X(w0 · λ)] + [M
Y (sγ · λ)/M
X (w0 · λ)].
Combining (B.43) and (B.42) with Theorem B.23 and comparing the result with
Lemma B.30 (b), we obtain L = 0. Finally (c) holds since the moduleMX1 (λ)/M
X
2 (λ)
is self-dual.
122
B.9 The module MY (λ).
The main result of this subsection is the following.
Theorem B.32. If λ ∈ HY and (λ+ ρ, α
∨) = a ∈ Z , then MY1 (λ) is simple and
MY1 (λ)
∼=
{
MX(sα · λ) if a ≥ 0
MX(sγ · λ) if a < 0.
Proof. This follows from Theorems B.38 and Corollary B.42 below.
We show that if a 6= 0, we can construct MY (λ) using induction from the parabolic
subalgebra p = b + b(2). As in the footnote in Subsection B.5, there is no loss of
generality in assuming that µ = a(α + β), with a ∈ Z. Let λ = µ + β. Then
(µ, α+ β) = (µ, β + γ) = 0, so µ defines a one dimensional p-module kvµ. Also
(λ+ ρ, α∨) = −(λ+ ρ, γ∨) = a. (B.44)
Note also that
hαvµ = hγvµ = avµ, hβvµ = −avµ (B.45)
and that
(µ, α∨) = −(µ, γ∨).
Set RY (a) = Indgp kvµ and vλ = eβvµ. Then vλ, vµ are highest weight vectors for the
Borels b, b(2) respectively. If a = 0, vλ generates a proper submodule.
Lemma B.33. For all a we have a direct sum of U(m0)-modules
RY (a) = U(m0)vµ ⊕ U(m0)e−α−β−γvµ ⊕ U(m0)eβvµ ⊕ U(m0)e−(α+β+γ)eβvµ.
Proof. Since RY (a) is induced from p and g = p ⊕ m, this follows at once from the
PBW Theorem.
Lemma B.34. Suppose (µ, Y ) = 0, so that µ defines a character of p. Then
ch Indgp kvµ = e
µ+βpY .
Thus RY (a) and MY (a) have the same character.
Proof. This follows from Lemma B.33 because
e
µ(1 + eβ)(1 + e−α−β−γ) = eµ+β(1 + e−β)(1 + e−α−β−γ).
Lemma B.35. Set
u = (e−αe−γ + ae−α−β−γeβ)vµ
u′ = (e−αe−γe−β − a
2e−α−β−γ)vλ
Then u, u′ are g0 highest weight vectors.
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Proof. A computation. Note that the substitution e−βvλ = avµ gives au = u
′.
Lemma B.36. The elements e−α−βe−βvλ and e−β−γe−βvλ = 0 are in the kernel of
the natural map M(λ) −→MY (a).
Proof. By (B.8) we have in MY (a)A that
0 = θα+βvλ˜ = (e−βe−α + e−α−βhα)vλ˜ = (e−βe−α + (T + a)e−α−β)vλ˜.
Multiplying both sides by e−β and using the fact M
Y (a)A is k[T ] torsion-free, we
obtain e−βe−α−βvλ˜ = 0 in M
Y (a)A. Hence e−βe−α−βvλ = −e−α−βe−βvλ = 0 in
MY (a). Similarly using the expression for θβ+γ in (B.9), we see that e−β−γe−βvλ = 0
in MY (a).
Now fix a and set M = RY (a). We will improve Lemma B.33 to obtain decomposi-
tions into g0-modules, see Theorems B.37 and B.40.
B.9.1 The case a > 0.
Because of (B.45) and (B.44), we can restrict our attention to the cases where
a ≥ 0. If a < 0 we can carry out a similar analysis using γ in place of α. Note that
vλ generates a proper submodule of M iff a = 0.
Theorem B.37. (a) If a 6= 0, then M is a highest weight module for the distin-
guished Borel with highest weight λ = µ+ β.
(b) Furthermore
M = U(m0)vµ ⊕ U(m0)u ⊕ U(m0)e−α−β−γvµ ⊕ U(m0)eβvµ,
= U(m0)e−βvλ ⊕ U(m0)(e−αe−γe−β − a
2e−α−β−γ)vλ
⊕ U(m0)e−α−β−γe−βvλ ⊕ U(m0)vλ, (B.46)
and these are direct sums of g0-modules. In addition M is generated as a
g-module by vλ which is a highest weight vector for b.
Proof. First (a) follows from Lemma B.33. By Lemma B.35 we have for a 6= 0,
U(m0)vµ ⊕ U(m0)e−α−β−γeβvµ = U(m0)vµ ⊕ U(m0)u.
The first decomposition in (b) follows from Lemma B.33, and the second from
e−βvλ = avµ.
Since (λ + ρ, α∨) = a, vη = e
a
−αvλ is a highest weight vector for b with weight η =
sα ·λ. Let N be the submodule generated by vη. Theorem B.37 gives a decomposition
of M into g0-submodules, and we give a compatible decomposition of N .
Theorem B.38. Set vκ = e
a+1
−α vµ. Then
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(a) we have a direct sum of g0-modules
N = U(m0)vκ ⊕ U(m0)e−β−γvη ⊕ U(m0)vη ⊕ U(m0)e−β−γvκ,
with
U(m0)vκ ⊆ U(m0)vµ, U(m0)e−β−γvη ⊆ U(m0)u (B.47)
U(m0)vη ⊆ U(m0)eβvµ, U(m0)e−β−γvκ ⊆ U(m0)e−α−β−γvµ. (B.48)
(b) The character of N is
e
κ(1 + eα+β)(1 + e−β−γ)/
∏
σ∈∆+0
(1− e−σ)
= eη(1 + e−α−β)(1 + e−β−γ)/
∏
σ∈∆+0
(1− e−σ) = esα·λpX .
(c) N and M/N are simple.
Proof. Note that vκ is a highest weight vector for b
(2) with weight
κ = sα · µ = µ− (a+ 1)α.
Also e−α−βvη = −vκ and eα+βvκ = −(a+1)vη , so vη and vκ both generate the same
submodule. Hence N ∩ U(m0)vλ contains vη, which has weight
η = κ+ α+ β = sα · (µ + β) = sα · λ. (B.49)
Next the inclusions in (B.47) and (B.48) follow since
e−β−γvη = e−β−γe
a
−αeβvµ,
= (ea−αe−β−γ + ae
a−1
−α e−α−β−γ)eβvµ
= ea−1−α (e−αe−γ + ae−α−β−γeβ)vµ
= ea−1−α u.
and
e−β−γvκ = e−β−γe
a+1
−α vµ
= (a+ 1)ea−αe−α−β−γvµ.
From these computations we also see that e−β−γvη is a g0 highest weight vector in
N ∩U(m0)e−(α+β+γ)vλ with weight sα · (µ−α−γ) = κ+α−γ, and that e−β−γvκ is
a g0 highest weight vector in N ∩U(m0)e−α−β−γvµ with weight sα · (µ−α−β−γ) =
κ− β − γ. Also eα+βe
a
−αe−α−β−γvµ = e
a−1
−α u. Equality in (B.47) and (B.48) as well
as the statements about simplicity follow easily by looking at the highest weights
and using sl(2) theory. Finally (b) follows from (a) and (B.49).
Corollary B.39. If a 6= 0, then RY (a) ∼=MY (a).
Proof. As p = b⊕span{e−α−β , e−β−γ},M(λ) = Ind
g
b kvλ and R
Y (a) = Indgp ke−βvλ,
it follows that RY (a) is the (universal) module obtained from M(λ) by setting
e−α−βe−βvλ and e−β−γe−βvλ equal to zero. Since the same relations hold in M
Y (a)
by Lemma B.36, there is an onto map from RY (a) −→ MY (a). Because both
modules have the same character, it must be an isomorphism.
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B.9.2 The case a = 0.
From (B.8) we have
(e−αe−β + (T + a)e−α−βvλ˜) = θα+βv
Y
λ˜
= 0.
Now set M = RY (λ), where λ = 0 and vµ = e−βvλ.
Theorem B.40. We have
(a) If I = U(m0)vµ ⊕ U(m0)e−(α+β+γ)eβvµ, we have
M = U(m0)eβvµ ⊕ U(m0)e−α−β−γvµ ⊕ I, (B.50)
a direct sum of g0-modules. Also I is an indecomposable containing the Verma
submodule S = U(g0)vµ, such that I/S is a Verma module with highest weight
vector e−α−β−γeβvµ.
(b) The unique maximal g-submodule of M is
N = U(m0)eβvµ ⊕ U(m0)e−α−β−γvµ ⊕ J,
where J is an indecomposable, codimension one submodule of I which fits into
an exact sequence
0 −→ U(m0)m0vµ −→ J −→ U(m0)e−(α+β+γ)eβvµ −→ 0.
(c) The character of N is eβpX , and M/N is the trivial module.
(d) The module N is a simple highest weight module with highest weight β. Thus
N ∼= L(β).
Proof. First (B.50) follows from Lemma B.33. Note that sα · µ = µ − α, sγ · µ =
µ − γ. Also e−αvλ = eβe−αvµ, e−γvλ = eβe−γvµ. It is easy to check that eβvµ and
e−α−β−γvµ are highest weight vectors for g0 and that
eαe−α−β−γeβvµ = −e−γvµ, eγe−α−β−γeβvµ = −e−αvµ
The character of U(m0)m0vµ is
(e−α + e−γ − e−α−γ)/
∏
σ∈∆+0
(1− e−σ).
In addition N contains the g0 highest weight vectors e−α−β−γvµ, eβvµ, e−α−β−γeβvµ
with weights −α − β − γ, β and −α − γ respectively. Adding the characters of the
g0-modules generated by these elements we obtain
chN = (e−α + e−γ + eβ + e−α−β−γ)/
∏
σ∈∆+0
(1− e−σ) = eβpX .
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Now (c) follows since by (b), Lemma B.37 (a) and Lemma B.30 we have
chM/N = chM − chN = eβ(pY − pX) = 1.
Finally, using
e−β−γeβvµ = ±e−γvµ, e−α−βe−γvµ = ±e−αvµ, e−α−βe−β−γeβvµ = ±e−(α+β+γ)vµ,
it is easy to check that eβvµ is a highest weight vector which generates N . Since
(λ+ρ, α∨) = (λ+ρ, γ∨) = 0. the results of Subsection B.6.2 apply, and in particular
(d) follows from Theorem B.22.
Corollary B.41. In the Grothendieck group K(O), we have [RY (0)] = [MY (0)].
Thus MY (0) has length two with unique maximal g-submodule isomorphic to the
module N in Theorem B.40 (b). However RY (0) and MY (0) are not isomorphic.
Proof. The first statement holds since RY (0) and MY (0) have the same character.
For the last statement note that MY (0) is a highest weight module for the distin-
guished Borel but RY (0) is not. By Theorem B.40, the submodule N of RY (0) has
codimension one. On the other hand the elements e−αvλ, e−βvλ and e−γvλ generate
a proper submodule ofMY (0) with codimension one. The result follows since RY (0)
and MY (0) have the same character.
Corollary B.42. If a = 0, the unique maximal submodule of MY (λ) is simple and
isomorphic to MX(λ).
Proof. Combine the previous corollary and Theorem B.40.
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