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AbstractPredicting student academic 
performance is one of the important applications in 
data mining in education. However, existing work is 
not enough to identify which factors will affect 
student performance. Information on academic 
values or progress on student learning is not enough 
to be a factor in predicting student performance and 
helps students and educators to make improvements 
in learning and teaching. K-Nearest Neighbor is a 
simple method for classifying student performance, 
but K-Nearest Neighbor has problems in terms of 
high feature dimensions. To solve this problem, we 
need a method of selecting the Gini Index feature in 
reducing the high feature dimensions. Several 
experiments were conducted to obtain an optimal 
architecture and produce accurate classifications. 
The results of 10 experiments with values of k (1 to 
10) in the student performance dataset with the K-
Nearest Neighbor method showed the highest 
average accuracy of 74.068 while the K-Nearest 
Neighbor and Gini Index methods showed the 
highest average accuracy of 76.516. From the results 
of these tests it can be concluded that the Gini Index 
is able to overcome the problem of high feature 
dimensions in K-Nearest Neighbor, so the 
application of the K-Nearest Neighbor and Gini 
Index can improve the accuracy of student 
performance classification better than using the K-
Nearest Neighbor method. 
Keywords: K-Nearest Neighbor, Gini Index, Student 
Performance 
 
IntisariMemprediksi kinerja akademik siswa 
adalah salah satu aplikasi penting dalam data 
mining bidang pendidikan. Namun, pekerjaan yang 
ada tidak cukup untuk mengidentifikasi faktor 
mana yang akan mempengaruhi kinerja siswa. 
Informasi nilai akademik atau kemajuan 
pembelajaran siswa saja tidak cukup untuk 
dijadikan faktor dalam memprediksi kinerja siswa 
serta membantu para siswa dan pendidik untuk 
melakukan perbaikan dalam pembelajaran dan 
pengajaran. K-Nearest Neighbor merupakan 
metode yang sederhana untuk klasifikasi kinerja 
siswa, namun K-Nearest Neighbor memiliki 
masalah dalam hal dimensi fitur yang tinggi. Untuk 
menyelesaikan masalah tersebut diperlukan 
metode seleksi fitur Gini Index dalam mengurangi 
dimensi fitur yang tinggi. Beberapa percobaan 
dilakukan untuk mendapatkan arsitektur yang 
optimal dan menghasilkan klasifikasi yang akurat. 
Hasil dari 10 percobaan dengan nilai k (1 sampai 
dengan 10) pada dataset student performance 
dengan metode K-Nearest Neighbor didapatkan 
rata-rata akurasi terbesar yaitu 74,068 sedangkan 
dengan metode K-Nearest Neighbor dan Gini Index 
didapatkan rata-rata akurasi terbesar yaitu 76,516. 
Dari hasil pengujian tersebut maka dapat 
disimpulkan bahwa Gini Index mampu mengatasi 
masalah dimensi fitur yang tinggi pada K-Nearest 
Neighbor, sehingga penerapan K-Nearest Neighbor 
dan Gini Index dapat meningkatkan akurasi 
klasifikasi kinerja siswa yang lebih baik dibanding 
dengan menggunakan metode K-Nearest Neighbor 
saja. 
Kata Kunci: K-Nearest Neighbor, Gini Index, 
Kinerja Siswa 
 
PENDAHULUAN 
 
Memprediksi kinerja akademik siswa adalah 
salah satu aplikasi penting dalam data mining 
bidang pendidikan (Altujjar, Altamimi, Al-Turaiki, 
& Al-Razgan, 2016). Sistem prediksi kinerja siswa 
  
 
Jurnal TECHNO Nusa Mandiri Vol. 16, No. 2 September 2019 
 
122 
 
P-ISSN: 1978-2136 | E-ISSN: 2527-676X | Penerapan Metode K-Nearest ... 
Techno Nusa Mandiri : Journal of Computing and Information Technology 
Sebagai Jurnal Terakreditasi Peringkat 4 berdasarkan Surat Keputusan Dirjen Risbang SK Nomor 21/E/KPT/2018 
pada tahap awal dapat sangat berguna untuk 
memandu pembelajaran siswa. Memprediksi 
kinerja siswa dapat membantu mengidentifikasi 
siswa yang lemah (Pandey & Taruna, 2016) dan 
memungkinkan lembaga akademik untuk 
memberikan dukungan yang sesuai bagi siswa 
yang menghadapi kesulitan (Altujjar et al., 2016). 
Agar model prediksi benar-benar berguna sebagai 
bantuan yang efektif untuk pembelajaran, model 
prediksi harus menyediakan alat untuk 
menafsirkan kemajuan secara memadai, untuk 
mendeteksi tren dan pola perilaku dan untuk 
mengidentifikasi penyebab masalah pembelajaran 
(Villagrá-Arnedo et al., 2017).  Namun, pekerjaan 
yang ada tidak cukup untuk mengidentifikasi 
faktor mana yang akan mempengaruhi kinerjanya, 
dengan cara mana siswa dapat membuat 
kemajuan, dan apakah siswa memiliki potensi 
untuk melakukan yang lebih baik (Yang & Li, 
2018). Informasi akademik siswa menjadi salah 
satu faktor penilaian seorang pendidik dalam 
memprediksi kinerja siswa, namun faktor nilai 
akademik saja tidak cukup dalam memprediksi 
kinerja siswa. Informasi kemajuan pembelajaran 
siswa tidak cukup sebagai indikator para siswa dan 
pendidik untuk melakukan perbaikan dalam 
pengajaran dan pembelajaran (Yang & Li, 2018). 
Faktor-faktor sosial, pribadi dan akademik juga 
mempengaruhi dalam memprediksi kinerja siswa 
di sekolah (Fernandes et al., 2019). 
Teknik yang paling populer untuk 
memprediksi kinerja siswa adalah data mining 
(Shahiri, Husain, & Rashid, 2015). Klasifikasi 
adalah teknik yang banyak digunakan untuk 
memprediksi kinerja siswa (Altujjar et al., 2016) 
Beberapa penelitian dengan teknik klasifikasi yang 
telah dilakukan, seperti Artificial Neural Networks 
(Alkhasawneh & Hobson, 2011), Regression 
(Conijn, Snijders, Kleingeld, & Matzat, 2017),  
Support Vector Machine (Al-Shehri et al., 2017), 
Decision Tree (Lopez Guarin, Guzman, & Gonzalez, 
2015), Naive Bayes (Lopez Guarin et al., 2015), dan 
K-Nearest Neighbor (Pandey & Taruna, 2016). 
Klasifikasi dengan K-Nearest Neighbor 
menjadi metode pengenalan pola terkenal yang 
telah digunakan secara luas di beberapa aplikasi 
(Cover & Hart, 1967) dan telah menarik minat luas 
pada komunitas penelitan (Gou et al., 2014) (Lin, 
Li, Lin, & Chen, 2014)(Lin et al., 2014).  K-Nearest 
Neighbor merupakan metode yang mampu 
memecahkan masalah klasifikasi, memiliki 
keuntungan yang signifikan dan sering 
menghasilkan hasil yang kompetitif dari beberapa 
metode penambangan data lainnya (Adeniyi, Wei, 
& Yongquan, 2016). Kesederhanaan K-Nearest 
Neighbor adalah keutamaan utamanya, yang 
memungkinkan klasifikasi dua pola atau lebih 
berdasarkan pada aturan yang cukup sederhana 
(Han, Kamber, & Pei, 2012).  
K-Nearest Neighbor merupakan metode 
yang sederhana namun karena kesederhanaannya 
ini, metode k-NN memiliki beberapa masalah yang 
harus dihadapi, masalah utamanya adalah terkait 
dengan dimensi fitur yang tinggi (López & 
Maldonado, 2018). K-Nearest Neighbor juga 
memiliki beberapa kekurangan yaitu kompleksitas 
komputasi kemiripan datanya besar. Untuk 
mengurangi kompleksitas K-Nearest Neighbor 
dapat dilakukan dengan salah satu metode yaitu 
dengan mengurangi dimensi fitur yang tinggi (de 
Vries, Mamoulis, Nes, & Kersten, 2003).  Dimensi 
fitur yang tinggi tidak diizinkan bagi banyak 
algoritma pembelajaran (Shang et al., 2007). 
Pengurangan dimensi sangat penting dalam 
pembentukan pola (López & Maldonado, 2018). 
Masalah utama pada klasifikasi yaitu 
dimensi fitur yang tinggi dapat diatasi oleh metode 
seleksi fitur yaitu Gini Index (Shang et al., 2007) 
Menggunakan metode seleksi fitur yang tepat 
dapat meningkatkan kinerja klasifikasi (Wang, Li, 
Song, Wei, & Li, 2011) serta meningkatkan akurasi 
(Xu, Peng, & Cheng, 2012). Seleksi fitur melakukan 
pengurangan fitur yang tinggi dengan menghapus 
atribut yang tidak relevan (Koncz & Paralic, 2011). 
Gini Index digunakan untuk memisahkan atribut 
dan mendapat ketepatan klasifikasi yang lebih baik 
(Shang et al., 2007). Gini Index diaplikasikan untuk 
seleksi fitur dan penyesuaian bobot (Shankar & 
Karypis, 2000). Dibanding dengan metode seleksi 
fitur lainnya Gini Index menunjukkan kinerja 
klasifikasi yang lebih baik (Shang et al., 2007). 
Dari penjelasan tersebut menerangkan 
bahwa Gini Index memiliki potensi yang baik 
dalam mengurangi dimensi fitur yang tinggi. Oleh 
karena itu pada penelitian ini akan menggunakan 
gabungan kedua metode yaitu K-Nearest Neighbor 
dan Gini Index untuk meningkatkan akurasi pada 
klasifikasi kinerja siswa. 
 
BAHAN DAN METODE 
 
Bahan  
Dataset student performance didapat dari 
UCI Machine Learning Repository digunakan pada 
penelitian ini.  Dataset student performance terdiri 
dari 30 atribut dan 1 kelas. Tabel 1 menunjukkan 
atribut dan keterangannya. Tabel 2 menunjukkan 
atribut, data, dan keterangan datanya. 
 
Tabel 1. Atribut dan Keterangan pada Dataset 
Student Performance 
No Atribut Keterangan 
1 Result Hasil kelulusan. (Merupakan 
atribut class) 
2 School Nama Sekolah 
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No Atribut Keterangan 
3 Sex  Jenis Kelamin 
4 Age Umur 
5 Address Alamat 
6 Famsize Jumlah anggota keluarga 
7 Pstatus Status tinggal dengan orang 
tua atau tidak 
8 Medu Pendidikan ibu 
9 Fedu Pendidikan ayah 
10 Mjob Pekerjaan ibu 
11 Fjob Pekerjaan ayah 
12 Reason Alasan memilih sekolah 
13 Guardian Wali siswa 
14 Traveltime Waktu tempuh dari rumah ke 
sekolah 
15 Studytime Waktu belajar dalam 
seminggu 
16 Failures Jumlah ketidaklulusan 
17 Schoolsup Dukungan pendidikan 
tambahan 
18 Famsup Dukungan pendidikan 
keluarga 
19 Paid Les tambahan 
20 Activities Kegiatan ekstrakurikuler 
21 Nursery  
22 Higher Ingin mengambil pendidikan 
tinggi 
23 Internet Akses internet di rumah 
24 Romantic Mempunyai pacar atau tidak 
25 Famrel Kualitas hubungan keluarga 
26 Freetime Waktu luang setelah sekolah 
27 Goout Pergi bersama teman-teman 
28 Dalc Mengkonsumsi alkohol pada 
hari kerja 
29 Walc Mengkonsumsi alkohol pada 
akhir pekan 
30 Health Status kesehatan saat ini 
31 Absences Jumlah ketidakhadiran 
Sumber:  (Cortez & Silva, 2008) 
 
Tabel 2. Atribut, Data dan Keterangan Data pada 
Dataset Student Performance 
No Atribut Data Keterangan Data 
1 Result Fail/ pass Gagal/ lulus 
2 School MS/ GP MS: Mousinho 
da Silveira 
GP: Gabriel 
Pereira 
3 Sex  M/ F Laki-laki/ 
perempuan 
4 Age 15-22  
5 Address R/U R: rural, U: 
urban 
6 Famsize LE3/GT3 LE3: <=3 
GT: >3 
7 Pstatus A/T A: terpisah 
T: bersama 
orang tua 
8 Medu 0/ 1/ 2/ 3/ 4 0: tidak ada 
1: SD 
2: SMP 
3: SMA 
4: pendidikan 
yang lebih tinggi 
9 Fedu 0/ 1/ 2/ 3/ 4 0: tidak ada 
1: SD 
2: SMP 
3: SMA 
4: pendidikan 
yang lebih tinggi 
10 Mjob Techer/ health/ 
services/ at 
home/ other 
Teacher: guru 
Health: di bidang 
kesehatan 
Services: PNS 
At home: di 
rumah 
Other: lain-lain 
11 Fjob Techer/ health/ 
services/ at 
home/ other 
Teacher: guru 
Health: di bidang 
kesehatan 
Services: PNS 
At home: di 
rumah 
Other: lain-lain 
12 Reason Home/ 
reputation/ 
course/ other 
Home: dekat 
dengan rumah 
Reputation: 
reputasi sekolah 
Course: mata 
pelajaran 
13 Guardian Mother/ father/ 
other 
Ayah/ Ibu/ Lain-
lain 
14 Traveltime 1/ 2/ 3/ 4 1: <15 menit 
2: 15-30 menit 
3: 30 menit- 1 
jam 
4: > 1 jam 
15 Studytime 1/ 2/ 3/ 4 1: < 2 jam 
2: 2-5 jam 
3: 5-10 jam jam 
4: > 10 jam 
16 Failures 1/ 2/ 3/ 4 1: 1 kali 
2: 2 kali 
3: 3 kali 
4: > 3 kali 
17 Schoolsup Yes/ no  
18 Famsup Yes/ no  
19 Paid Yes/ no  
20 Activities Yes/ no  
21 Nursery Yes/ no  
22 Higher Yes/ no  
23 Internet Yes/ no  
24 Romantic Yes/ no  
25 Famrel 1/ 2/ 3/ 4/ 5 1: sangat buruk 
2: buruk 
3: normal 
4: baik 
5: sangat baik 
26 Freetime 1/ 2/ 3/ 4/ 5 1: sangat buruk 
2: buruk 
3: normal 
4: baik 
5: sangat baik 
27 Goout 1/ 2/ 3/ 4/ 5 1: sangat buruk 
2: buruk 
3: normal 
4: baik 
5: sangat baik 
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28 Dalc 1/ 2/ 3/ 4/ 5 1: sangat buruk 
2: buruk 
3: normal 
4: baik 
5: sangat baik 
29 Walc 1/ 2/ 3/ 4/ 5 1: sangat buruk 
2: buruk 
3: normal 
4: baik 
5: sangat baik 
30 Health 1/ 2/ 3/ 4/ 5 1: sangat buruk 
2: buruk 
3: normal 
4: baik 
5: sangat baik 
31 Absences 0-75  
Sumber: (Cortez & Silva, 2008) 
 
Metode 
 
Dataset
Pre-processing
New 
Datas
et
Gini Index
10 Fold Cross Validation
Model
K-Nearest 
Neighbor
Traini
ng
Evaluation
Accuracy
Testin
g
Result 
Comparison
 
Sumber: (Setiyorini & Asmono, 2019) 
Gambar 1. Penerapan Metode K-Nearest Neighbor 
dan Gini Index 
 
Gambar 1 menampilkam metode K-
Nearest Neighbor dan Gini Index yang diusulkan 
pada penelitian ini. Pada tahap pre-processing, 
dilakukan seleksi fitur dengan menggunakan 
metode Gini Index sehingga menghasilan new 
dataset dengan atribut-atribut yang paling optimal. 
Kemudian new dataset dibagi menjadi data 
training dan data testing dengan metode 10 Fold 
Cross Validation. Kemudian data training 
diklasifikasi dengan menggunakan metode K-
Nearest Neighbor. Langkah terakhir data testing 
diuji dengan melihat performa akurasi. 
 
K-Nearest Neighbor 
K-Nearest Neighbor adalah metode yang 
bersifat efektif, intuitif dan sederhana (Gou et al., 
2014)(Lin et al., 2014). Dalam pengenalan pola, 
algoritma K-Nearest Neighbor merupakan metode 
non-parametrik yang berguna untuk 
mengelompokkan objek berdasarkan fitur-fitur 
yang dekat. Konsep K-Nearest Neighbor adalah 
label atau kelas ditentukan oleh suara mayoritas 
tetangganya (Won Yoon & Friel, 2015). Prinsip 
kerja K-Nearest Neighbor adalah mencari jarak 
terdekat antara data yang dievaluasi dengan k 
tetangga terdekatnya dalam data pelatihan. 
Persamaan penghitungan untuk mencari Euclidean 
dengan d adalah jarak dan p adalah dimensi data 
yaitu:  
 
d𝑖 = √∑ (x1i − x2i)2
p
i=1  ... ... ... ... ... ... ... ... ... ... ... ...   (1) 
 
di mana:   
x1: sample data uji  d: jarak  
x2: data uji  p: dimensi data  
 
Gini Index 
 
Gini Index merupakan probabilitas dari 
dua data yang dipilih secara acak yang memiliki 
class yang berbeda. Gini Index digunakan oleh 
Breiman (Breiman, 2001) untuk menghasilkan 
pohon klasifikasi pada decision tree. Misalkan S 
adalah 1 set dari sejumlah s data. Data ini memiliki 
sejumlah m class yang berbeda (Ci, i= 1, ..., m). 
Berdasarkan pada class tersebut, kita bisa 
membagi S ke dalam sejumlah m subset (Si, i= 1, ..., 
m) misalkan Si adalah dataset yang tergabung di 
dalam class Ci, si adalah jumlah data dari Si, maka 
Gini Index dapat dirumuskan sebagai berikut: 
 
𝐺𝑖𝑛𝑖 𝐼𝑛𝑑𝑒𝑥 (𝑆) = 1 − ∑ (
𝑆𝑖
𝑆
)
2𝑚
𝑖=1
... ... ... ... ... ...  (2) 
 
HASIL DAN PEMBAHASAN 
 
Tabel 3 menunjukkan hasil dari percobaan yaitu 
perbandingan akurasi metode K-Nearest Neighbor 
dengan K-Nearest Neighbor dan Gini Index pada 
klasifikasi kinerja siswa dengan menggunakan 
dataset student performance. Pada Tabel 3 
menunjukkan dengan metode K-Nearest Neighbor 
didapatkan rata-rata akurasi terbesar yaitu 74,068 
sedangkan dengan metode K-Nearest Neighbor dan 
Gini Index didapatkan rata-rata akurasi terbesar 
yaitu 76,516.  
Tabel 3. Perbandingan Akurasi dengan K-Nearest 
Neighbor dengan K-Nearest Neighbor dan Gini 
Index 
 Akurasi  
Percobaan 
(k) 
K-Nearest 
Neighbor 
K-Nearest 
Neighbor dan Gini 
Index 
1 68,96 72,41 
2 62,55 67,24 
3 75 75,96 
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 Akurasi  
Percobaan 
(k) 
K-Nearest 
Neighbor 
K-Nearest 
Neighbor dan Gini 
Index 
4 72,6 74,62 
5 76,34 77,78 
6 76,34 78,07 
7 77,58 79,12 
8 77,11 79,22 
9 77,1 80,75 
10 77,1 79,99 
Rata-rata 74,068 76,516 
Sumber: (Setiyorini & Asmono, 2019)   
 
Dari hasil percobaan tersebut 
menunjukkan bahwa Gini Index mampu mengatasi 
masalah dimensi fitur yang tinggi pada K-Nearest 
Neighbor sehingga menghasilkan tingkat akurasi 
klasifikasi kinerja siswa lebih baik dibanding 
dengan menggunakan metode K-Nearest Neighbor 
saja. Hal ini membuktikan penelitan Shang et al. 
bahwa Gini Index mampu mengurangi dimensi 
fitur yang tinggi sehingga mendapat ketepatan 
klasifikasi yang lebih baik (Shang et al., 2007). 
Hasil tersebut juga membuktikan penelitan 
Setiyorini dan Asmono (Setiyorini & Asmono, 
2017), bahwa Gini Index menjadi metode yang 
efektif untuk meningkatkan kinerja K-Nearest 
Neighbor sehingga meningkatkan akurasi 
klasifikasi tingkat kognitif soal pada Taksonomi 
Bloom. 
 
KESIMPULAN 
 
Hasil dari 10 percobaan dengan nilai k (1 
sampai dengan 10) pada dataset student 
performance dengan metode K-Nearest Neighbor 
didapatkan rata-rata akurasi terbesar yaitu 74,068 
sedangkan dengan metode K-Nearest Neighbor dan 
Gini Index didapatkan rata-rata akurasi terbesar 
yaitu 76,516. Dari hasil percobaan tersebut dapat 
disimpulkan bahwa seleksi fitur dengan Gini Index 
mampu mengurangi dimensi fitur yang tinggi, 
sehingga penerapan K-Nearest Neighbor dan Gini 
Index dapat meningkatkan akurasi klasifikasi 
kinerja siswa yang lebih baik dibanding dengan 
menggunakan metode K-Nearest Neighbor saja. 
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