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Introduction
The widespread deployment of distributed applications is putting renewed emphasis on solutions aimed at ensuring the best possible performance when transferring data between different end-points, but without necessarily incurring the cost and complexity of traditional QoS solutions. In particular, the increasing access to multiple providers and the development of technologies that provide end-users with the ability to control where and how their traffic is to be sent, make it possible to take advantage of "path diversity" to improve the performance and availability of data transfers for such applications. In this paper, we investigate the feasibility and the performance benefits of a mechanism that allows a source end system to dynamically switch among multiple paths to a destination, which is often referred to as "path switching." Our focus and goal is to demonstrate that path switching can indeed deliver meaningful performance improvements in settings involving limited path diversity and by using very simple mechanisms.
The exploitation of path diversity to improve performance has given rise to a number of commercial offerings and research activities that have taken different approaches towards achieving this goal. For example, solutions such as those of [8] and [9] assume that paths between user sites are continuously monitored, and that information gathered via monitoring is used to dynamically select the best provider. Similarly, some providers, e.g., see [7] , have opted to offer such a dynamic best path selection to their customers. The potential benefits of those solutions have been partially investigated in [2] with a focus on high volume data sources and data sinks. Alternatively, overlay networks [3] have also been used to exploit path diversity, [4] , even in the case that an end system has but a single provider. The investigation of path switching as a mechanism for improving the performance of data transfers has also been motivated by the observations that the default path is often far from optimal, e.g., see [10, 11] , and that performance fluctuations can be observed on most Internet paths, e.g., [5, 15] .
In general, the ability to improve the performance of data transfers through path switching requires several conditions to be met. First and foremost, there must be sufficient diversity across the different paths over which switching can take place. In other words, performance degradations should not be strongly positively correlated across paths. In our study, we explore this problem via measurements over a wide-area testbed consisting of three separate sites. Path diversity between sites can be achieved either through the use of different providers, or through overlay paths that use one of the sites as a relay point towards the third site 1 . Our investigation reveals that the level of path diversity achievable through either method yields paths with sufficiently decoupled performances, so that path switching has the potential of improving communication performance.
Another requirement for producing meaningful performance improvements through path switching (even when the performance of the various paths is sufficiently uncorrelated), is that the magnitude and time scale of performance variations across paths should both justify and allow track-ing of the best path. In particular, continuously switching from path to path to track small improvements in performance may be neither feasible nor desirable from an application performance point of view. In order to find out whether these requirements can be met, we conducted extensive measurements on our testbed across a period of several months to estimate both end-to-end delay and loss characteristics of the different paths, thus assessing the potential performance improvement achievable through path switching. Our findings across all those paths consistently showed propagation delay to be the dominant contributor to endto-end delay, with variations in queueing delays being typically insufficient to change the rank ordering of paths, at least over time scales consistent with path switching decisions, i.e., of the order of a minute. Nevertheless, our findings were somewhat different when it came to end-to-end losses, as the rank ordering of paths was far from stable. Although losses were consistently low across all paths (below 1%), they were not uniformly distributed over time. Because many congestion periods lasted sufficiently long and did not significantly overlap across different paths, path switching had the potential to substantially improve end-toend loss performance.
Last but not least, switching to a new path is predicated on the assumption that the new path will indeed remain better. This last requirement highlights the need to not only monitor the current performance of a path, but to also accurately predict its future performance. In other words, a decision to switch to a new path is justified only if the new path outperforms other paths, after the switch has occurred. Based on the insight into path behavior derived from our experiments, we developed a simple yet effective methodology for monitoring and predicting path performance and making path switching decisions. The performance improvements offered by this solution were evaluated against those achievable by an "optimal" solution, i.e., a solution that assumes perfect foresight in predicting the best performing path and selecting it. As we shall see, those results show not only that sufficient path diversity exists to achieve substantial performance improvements through path switching, but also that the simple methodology we developed is capable of delivering near optimal performance.
The remainder of this paper is organized as follows. Section 2 introduces the topology of our testbed and the methodology used in collecting measurement data. Sections 3 and 4 are concerned with the characteristics of paths available through multi-homing and overlay solutions, respectively. In both sections, we explore the variations in end-to-end delay and losses observed across different paths, and assess their implications on the benefits of path-switching. Section 5 is devoted to developing an effective path-switching solution for improving end-to-end loss performance. Finally, Section 6 concludes with a summary 
Wide-Area Measurement Testbed

Testbed Setup
In order to explore the benefit of end-to-end path switching, we use a wide-area testbed to apply and validate our analysis. As shown in Fig. 1 , the testbed involves three campus networks in the US, two on the east coast (University of Massachusetts and University of Pennsylvania), and one in the Midwest (University of Minnesota), all of which are multi-homed.
To reach other nodes, each node has the ability to select Abilene (AB) or commercial providers, i.e., UMass (node A) via Cable & Wireless (CW), UPenn (node B) via Cogent (CO), and UMN (node C) via Genuity (GE) and Supernet (SN). To enable automatic selection of outgoing ISPs, end hosts in our testbed are assigned multiple IP addresses, and the border gateways are configured with special routing policies: UPenn and UMN use source-address based routing, and end hosts at UPenn/UMN select one of the outgoing ISPs by choosing an appropriate IP address as the source address; UMass installs static routes to other two sites at the border gateway, which selects one of the two outgoing ISPs based on the destination address. In addition, end hosts at each site are also configured with source routing capability to forward traffic. An overlay network is then formed by establishing IP tunnels among them, so that an end host could also use overlay paths to reach other nodes. As a result, there exist more than 10 paths between any given source and destination. is relatively small, the combination of paths constitute a rich and diverse path set. We believe that this testbed is a representative example for campus or corporate networks, where end-to-end path switching mechanisms may be applied, thus serves as an appropriate setting for our study.
Measurement Experiments
Using the wide-area testbed, we conducted experiments that continuously monitored and measured the end-to-end performance (in terms of both delay and losses) of all combinations of paths over a timespan of several months. A measurement daemon is installed at every node on the testbed, where a source node sends time-stamped UDP probes every second to a destination node via different paths. When receiving a probe, the daemon at the destination node records the time at which it is received and stores this along with the source time-stamp in a trace file. From these trace files, we compute the end-to-end delay and loss statistics along various paths. To correlate path characteristics and end-to-end performance, we also run traceroute simultaneously (but at a much lower frequency, every 5 or 15 minutes) to track the paths that the probes traverse and record any path change at either the IP (i.e., router) level or the AS level.
Since our objective is to study the benefits of path switching among a set of available paths, we focus primarily on the relative performance of those paths, instead of their absolute performance. In terms of end-to-end delay, this has the added benefit that clocks at different nodes do not need to be precisely synchronized. To compare the relative delay performance among a set of paths between a given source and destination, we select a reference path (e.g., the "best" path over a measurement period) and compute the difference between measured delays of other paths and this reference path using data collected in the same probing interval. The loss statistics of each path are computed by counting the number of lost probes over some measurement window. In this paper, we use three sets of measurement traces, denoted respectively as E 1 , E 2 and E 3 , which were collected 
Path Diversity Through Multi-homing
In this section, we analyze and compare the performance of paths via different providers (called provider paths in short) on our testbed. This information is helpful in understanding the potential path switching benefits that can be attained via provider selection. Since path switching typically incurs a cost (e.g., the application flow could see delay jitter or packet reordering), too frequent path switching is impractical. Therefore, the time scale used in our analysis is no less than 1 minute 2 , and we mainly focus on performance variations averaged over minute-long intervals.
End-to-End Delay Performance
We first focus on the end-to-end delay performance of different provider paths. For a given source and destination node pair and its associated candidate provider paths, we fix a reference provider path and compute the relative delay of other provider paths with respect to this path. Then we rank the relative delay of these provider paths and analyze how the ranking changes over time. Based on our measurement data, our first major observation is that in terms of end-to-end delay, there usually exists a provider path that almost always outperforms the other provider paths. Table 2 . Relative delay performance and ranking of provider paths between each sourcedestination pair.
To illustrate, Table 2 presents the overall ranking of provider paths between every source-destination pair and their (average) relative delays (∆d, with respect to the best performing path) using the dataset E 2 . The notation x-y(z) indicates that the source is x, the destination is y and the first-hop ISP from x is z. Fig. 2 further shows the relative performance gain versus duration for each ranking change when another provider path outperforms the path with the overall smallest delay 3 . We see that the majority of ranking changes are short-lived (e.g., less than 1 minute), with mostly small performance gains. Using ranking statistics computed over 1-minute intervals, Table 3 shows (1) the percentage of time that the overall best path indeed provides the smallest delay; (2) the number of ranking changes, i.e., another path outperforms the overall best path; (3) the average duration of ranking changes, i.e., the average duration of another path other than the best overall one having the smallest delay. Between all source-destination pairs, the best overall provider path outperforms other provider paths in more than 99% of time. Table 3 . Performance of the overall best provider paths in terms of delay.
To better understand this "best provider path" phenomenon and its generality, we quantitatively consider the various factors that may contribute to the relative delay performance of provider paths and thus their rankings. We first consider the possible effect of queueing delay on provider path ranking changes. For this purpose we partition the measurement traces into 10-minute segments. As-suming that there is no path change during a 10-minute segment, the "queueing delay" is estimated by subtracting the minimum delay of the 10-minute segment from the delay measurement data in the same 10-minute segment. If there is a path change in a 10-minute segment, this segment is excluded from the analysis. The results show that queueing delays were relatively small. For example, the probability of queueing delay exceeding 4ms is less than 0.08 on path C-A(AB) [12] . Given that the average relative delay among the provider paths is larger than 7.3 ms (see Table 2 ), it is evident that queueing delay does not have a significant impact on the relative ranking of these paths.
Since the propagation delay is the dominant factor in determining the relative delay performance of different provider paths, it is natural to ask how path changes will affect their relative performance. To answer this question, we again analyze the traceroute data. We group path changes into two categories: IP-level (or router-level) path changes, namely, different IP addresses are seen in the traceroute data for a given provider path, but they still belong to the same AS; and AS-level path changes, namely, different AS paths are seen in the traceroute data for a given provider path. The IP address to origin AS mapping is done using BGP information from [1] . From the traceroute data collected over several weeks, we observe that most provider paths are quite stable, which is consistent with observations in [16] . Most IP-level paths last hours before any change occurs and their changes are short-lived, with duration less than 10-15 minutes. In addition, although about 48% of IP-level path changes last no longer than 15 minutes, a large portion of such changes are due to multi-path routing and traffic engineering in certain tier-1 ISPs such as AS 701 (UUNET). Moreover, IP-level path changes rarely affect the relative ranking of the provider paths, as they tend to occur within the same PoP. At the AS-level, the paths show even higher stability. From the data we collected, we found that more than 50% AS paths last at least 12 hours, with a small portion (18.9%) lasting fewer than 15 minutes, which is likely caused by some transient events in inter-domain routing. However, unlike most IP-level path changes, AS-level path changes can have a significant impact on the delay performance of a provider path [12] .
We conclude this section by summarizing our major findings. In terms of end-to-end delay performance, we find that there exists a best overall provider path that almost always outperforms the others. This is likely because propagation delay is the primary factor that determines the endto-end delay performance. The difference in the propagation delays of different provider paths comes from the fact that ISP's have different PoP locations and peer with other ASes only at certain PoP's. Queueing delay and IP-level path changes, in general, cause only small delay fluctuations relative to the propagation delay, thus having a minimal effect on the relative delay performance. In contrast, AS-level path changes, albeit rare, may have a significant impact on the relative delay performance. These findings suggest that there is no significant benefit in dynamic path switching for delay performance optimization, in particular, at small time scales (e.g., minutes). Switching to another provider path is only worthwhile when AS-level path changes cause a significant and long-lived increase in the delay performance of the dominant provider path. Those long-lived delay performance changes, however, can be easily detected without resorting to any sophisticated mechanism.
End-to-end Loss Performance
We now analyze the potential benefits of path switching for optimizing loss performance by comparing the end-toend loss rates of different provider paths. From the measurement data collected over our testbed we find that unlike endto-end delay performance, when it comes to end-to-end loss performance there does not exist a provider path that consistently outperform others. There are two reasons for this observation. First, as Table 4 shows, the average loss rate of each provider path computed using the dataset E 2 and averaged over the entire duration of the experiments, is extremely low. Second, when losses occur, they tend to come in bursts, and such losses can happen on any provider path. As a result, no provider path consistently outperforms the others. Although the overall loss rate of each provider path is extremely small, we do observe periods of significant losses on all provider paths that last a few minutes or longer. For example, in Fig. 3 we show the loss rates averaged over 1-minute intervals during a week period starting 09/02/2003 for the two provider paths from node A to node C. We can see many loss "spikes" on both paths with loss rates exceeding 1% or more, indicating that losses on both paths are generally bursty. Moreover, the losses occurring on the two paths do not appear to be highly correlated, as can be inferred from the bottom plot, where the loss rate differences between the two paths are shown. It can also be observed that at times path A-C(AB) has lower loss rates than path A-C(CW), but at other times it is the other way around. Hence no one provider path consistently outperforms the other. 4 illustrates the bursty nature of losses by showing a scatter plot of the loss periods of all provider paths, where the x-axis is the duration of a loss period, i.e., the number of consecutive 1-minute intervals with at least 1 lost probe, and the y-axis is the average loss rate computed over the loss period. From the figure we see that loss periods can some-times last more than 10 minutes, and the average loss rates during such periods can often go above 50% and even reach 100% (some paths actually experienced a few outage periods during which nearly all packets were lost). Intuitively, switching to a different path during those loss bursts can be very beneficial, especially for those points in the upper right quadrant, namely lossy periods of both high loss rate and long duration.
Using the 1-minute average loss rates computed from the dataset E 2 , Table 5 4 in which the best path does outperform other provider paths (i.e., occupation of best overall path (%) in Table 5 ); (2) the number of ranking changes, namely, another provider path outperforms the best path; and (3) the minimum, average, and maximum of the durations over which another provider path has the best average loss performance. Unlike the end-to-end delay performance (see Table 3 ), the provider path with the best long-term loss performance does not consistently outperform other provider paths. As illustrated in the last two rows of Table 5 , it is quite possible for the best overall path to only deliver the lowest loss rate for a small fraction of time. This is because having the best overall loss rate over a week-long period does not guarantee that at any given 1-minute interval there are no other paths that offer better performance. This is especially true when multiple alternatives are available, as is the case for site C, which can select among three providers. For example, from node C to node B, the best overall path (i.e., C-B(SN)) outperforms both the two other paths (i.e., C-B(AB) and C-B(GE)) for only 2.22% of the time, even though it outperforms each single one of them most of the time. From the above analysis, we can clearly see the potential of path switching that would allow close tracking of the best path in each time interval. Table 5 . Performance of the overall best provider paths in terms of loss.
In general, our findings on end-to-end loss performance of different provider paths suggest that there are potential benefits in performing dynamic path switching at a relatively fine time scale (e.g., a few minutes). To quantify the performance gains we can potentially achieve, we consider an ideal case where the provider path with the best average loss rate over each 1-minute interval is always used, assuming that the average loss rate on each path is known a priori. Hence the loss performance using this ideal dynamic path switching reflects the theoretically best attainable loss performance of any dynamic path-switching mechanism. Table 6 shows the resulting overall loss rate achieved by the ideal dynamic path switching for all six source-destination pairs (the column marked as "ideal dynamic"). For comparison, the best overall loss performance without path switching (that of the 1st ranked provider path in Table 4 ) is also shown (the column marked as "best static"). Clearly, the ideal dynamic path switching leads to marked improvement in the overall loss performance for all source-destination pairs. Table 6 . The achievable loss rate by statically choosing the best path and by ideal path switching.
Lastly, from Table 6 we see that although ideal dynamic path switching attains better overall loss performance for every source-destination pair, the percentage of performance gains is not uniform over all these sourcedestination pairs. For example, the performance gains of source-destination pairs A-B and A-C can be seen to be much lower than those of the other pairs. This can be explained by considering the loss performance correlation between the provider paths for each source-destination pair. We define the spatial correlation between two paths as the correlation coefficient of the 1-minute average loss rates between them. By computing this spatial correlation coefficient between two provider paths of each source-destination pair, we find that except for three pairs of provider paths, the correlation coefficient for all other pairs of provider paths is less than 0.03 (see Table 6 ). For the two provider paths from node A to node B, the correlation coefficient is about 0.21, and for the two provider paths from node A to node C, it is about 0.45. This mild loss correlation limits somewhat the potential performance gains of ideal dynamic path switch-ing. In the case of node C to node A, the two provider paths via SN and GE have a correlation coefficient of about 0.63. However, losses on these two provider paths are not correlated with those of the third provider path via AB. Consequently, the ideal dynamic path switching is still able to achieve over 95% performance improvement by switching to the third provider path when the other two paths experience losses.
In summary, we have shown that as long as losses on the candidate provider paths are not strongly correlated, dynamic path switching based on selecting the best performing provider path over, say, a one minute time scale, can potentially offer meaningful gains in end-to-end losses.
Path Diversity Through Overlays
Overlay networks can also provide path diversity. From the end-user's perspective, there is no difference between an overlay path and a direct (provider) path. However, unlike direct paths going through different ISP networks, overlay paths tend to share more common segments with the underlying direct paths used to form the overlay. This can lead to stronger correlation between overlay and direct paths, and as a result marginal potential for performance improvement from path switching. In the previous section we also observed that path diversity was of limited benefit when it came to improving end-to-end delays. This remains true with overlays, hence, we restrict our investigation to examining the potential that overlays have for improving end-toend loss performance.
In order to eliminate the influence of multi-homing, we select one provider for each site and consider the resulting overlay network spanning the three sites. Using our testbed, there are twelve possible overlay networks via different combinations of provider selections. This produces an overlay network with only two candidate paths for each source and destination pair: the direct path via the selected provider and the "two-hop" overlay path via the third node. Table 7 . Loss rate improvement achieved by ideal dynamic path switching between direct and overlay paths in the first case study (left) and in the second case study (right).
We initiate our study of end-to-end loss performance in an overlay with two case studies. In the first case, nodes A, B, and C use CW, AB, and GE as their respective provider. In the second case, they all use AB as their provider. We compare the loss performance of the direct path to that obtained by dynamically selecting every minute the better path, direct or overlay, for each source-destination pair. As shown in Table 7 , the loss rate improvement from the additional overlay path is remarkable in the first case study. However, the improvement is less obvious for the second case study (also see Table 7 ). By computing the spatial correlation of each path pair in the above two cases, we found that when the three sites are all connected through AB, the candidate paths are more likely to be strongly correlated. This might be explained by the fact that the overlay network using Abilene as the provider shares more physical links. From Table 7 , we also observe that there exist certain source-destination pairs for which the potential performance improvements are rather limited. For example, in both cases the path pairs originating from node A have strong correlations, which greatly limit the resulting performance improvement.
So far we have observed that a significant loss performance improvement is achievable when spatial correlation between the direct and overlay paths is small. We investigate next whether the spatial correlation factor can serve as a qualitative measure for predicting potential performance improvement. Consider, a pair of paths P 1 , P 2 with overall loss rate s 1 and s 2 , and let s denote the loss rate obtained by dynamically selecting the path with better loss performance in an off-line fashion. Let R(P 1 , P 2 ) = (min(s 1 , s 2 ) − s )/ min(s 1 , s 2 ) denote the best attainable loss performance improvement relative to the best single path. In Fig. 5 , the relationship between the spatial correlation and the achievable loss performance improvement is shown for all possible pairs of direct paths and all directoverlay path pairs. We observe from Fig. 5 that the connection between spatial correlation and performance improvement is rather strong. For example, if a pair of paths has spatial correlation lower than 0.2, the best attainable performance gain from path switching is always larger than 70%. Conversely, if a pair of paths exhibit strong correlation in their loss processes, then the likelihood that they benefit significantly from dynamic path switching is also greatly reduced. However, there are still cases where the potential performance improvement is larger than 40%, even for path pairs with a spatial correlation factor larger than 0.6.
To summarize, we have observed that path switching also has the potential for improving end-to-end loss performance even within an overlay. In some cases, this improvement is not as large as what is achievable through multihoming based path switching. This is most likely due to the presence of overlaps between direct paths and overlay paths. In the next section, we explore practical predictor- based techniques that can achieve much of the potential improvement, whether through multi-homing or through overlays.
The Case for Path Switching
Our previous measurement study demonstrated that there is significant potential for reducing end-to-end loss rates through path switching. In this section, we show that this potential can be realized in practice. In particular, our previous assessment relied on an ideal model where we always knew ahead of time which path was going to be the best one. This is obviously not a realistic assumption, and the first step towards realizing the potential benefits of path switching is, therefore, to develop a practical and effective method for predicting path performance and more specifically which path will offer the best performance. In the next two sub-sections, we focus on exploring if and how this is feasible.
Predictability of Path State
A random process is predictable only if it exhibits some form of temporal dependency. Our analysis of the traces that we have gathered shows the presence of temporal correlation. We computed the autocorrelation functions with different time lags for all 46 traces in E 2 , based on their average loss rates. The average loss rate is computed every minute when the time lag is greater than or equal to 1 minute, and is computed every 30 seconds when the time lag is 30 seconds. gests the possibility of using past path loss behavior to predict future path loss behavior. Markov processes are capable of capturing correlation and can, therefore, be used to predict future loss behavior (for example, see [6] for an application to a related problem of predicting degradations in round-trip delays, and using that information to select an "exit" gateway). In predicting loss, a Markov model can be tuned to operate at any time scale. From the data of Fig. 6 , we know that in general smaller time scale offers higher temporal correlation when analyzing loss. However, the temporal correlation in loss does not significantly increase when the time lag is reduced from 1 minute to 30 seconds. Since path switching and the associated re-routing incur a cost, using too fine time granularity for performance prediction and path switching has disadvantages. We therefore select 1 minute as the time scale of the Markov model used for path state prediction. We begin by labeling a path as being in one of two states, either good or bad. Suppose we use an observation interval of length w, the state of path X is defined as 1 if the average loss rate in the interval is greater than θ, and 0 otherwise. We use a kth order Markov process to represent the temporal correlation of the path state; the process is defined by the probability
where X i (x i ) refers to the state of the path in interval i. The order of the Markov model, k, determines how many intervals need to be observed before we can predict the state of the path in the next interval. It then remains to choose the parameters w and θ. As mentioned earlier, we choose w to be one minute because of the strong correlation that we observed in the traces at that lag. In order to choose appropriate values for θ and k, we focus on the predictability of process X as a function of these parameters. Let b represent the observed sequence (x i−1 , x i−2 , ..., x i−k ), and a represent the value of X i , then the predictability can be measured by the empirical conditional entropy (see [14] for details)
where
k is the sample space of b. The empirical conditional entropy is 0 if X is completely predictable and log |X| if X is completely random (note that P (a|b) could be 0, hence we define log 0 = 0). Given a time series representing process X, we can count the number of times that state b is observed (l k (b)), as well as the number of times that state b is followed by state a (l k (a, b)). Then P (a|b) can be estimated as
We estimated this value for the C-A(AB) path using the one-week E 1 trace collected on 08/15, and with different values of k and θ. From the results shown in Fig. 7 , we observe that:
• Predictability is slightly improved by increasing the order of the Markov predictor. This suggests that there are some long term temporal correlations in this loss process; thus having a longer memory of the history may lead to a more accurate prediction.
• The selection of θ has a critical effect on the predictability of loss. An appropriate value of θ improves the predictability of path quality because it enables better differentiation of the path states. For instance, θ = 3% seems to be the best choice for this particular trace.
Although some of the above conclusions are specific to this example, we observed similar trends when studying the other traces. Henceforth, we use θ = 3% as the threshold to define the 2 states of our path model. We further study the effect of the order of the Markov model on prediction accuracy in the next section.
Quality of Prediction
The performance of a predictor can be measured by the precision rate p, the fraction of predicted states that match the observed states, and the recall rate r, the fraction of observed states that are correctly predicted. Let h t represent the prediction of X in interval t, x t denote the actual value of X in interval t, then p and r can be defined as
Clearly, a good predictor should have both high precision and recall rates. Because the good state is dominant throughout all traces, the prediction accuracy for the good state (> 95%) is much higher than for the bad state. Therefore, we focus on the precision and recall rates of different predictors in predicting the bad state. We first study a simple predictor, which always predicts the state in the next interval as the state in the currently observed interval, i.e.,
This predictor assumes that the state of a path does not change in one observation interval. Note that the precision rate and the recall rate of this simple predictor are the same. We also study Markov predictors of different orders, i.e., given that the states of a path in the last k intervals,
The advantage of a Markov predictor over the simple predictor is that it relies on history to make a prediction. The first-order model maintains little history, only one observation interval, and thus does not exhibit this advantage. In fact, in most cases, the first-order Markov predictor makes the same decision as the simple predictor.
Higher-order models can account for long-term correlations in loss patterns. However, this requires that the temporal dependencies of the observation state sequence be stationary, which may not be the case in a real trace. As a result, while having longer memory can potentially increase the recall rate of the Markov predictor, it may also lower the precision rate. We measured the overall precision and recall rates for all traces in dataset E 2 , using both the simple predictor and Markov predictors of different orders. The results are shown in Table 8 . For this dataset, the 4th-order Markov model gives the best overall performance. However, the improvements of both precision and recall are very small compared to the simple predictor. Note that the average precision/recall rate is not very high. This is because many traces contain only a small number of bad states, and these bad states are typically not temporally correlated. To predict such sporadic loss events ahead of time is nearly impossible. It therefore makes sense to consider the performance of a predictor once a path has entered a bad state, i.e., a conditional performance measure. The last column of Table 8 shows the recall rate of the different predictors conditioned on the fact that the predictor has at least one bad state in its memory. As can be seen from the table, this conditional accuracy of the predictors is much higher. Note that the higher-order models have a lower conditional recall rate. This is because their longer memory, combined with the condition of having at least one bad state in memory, introduces larger possibility of incorrect predictions. In contrast, both the simple predictor and the 1st order predictor achieve a 100% recall rate as they essentially always predict another bad state after experiencing the first bad state.
The 2-state path model provides the simplest classification of path quality, but its coarseness can hide differences in the quality of two paths. For example, if one path has a loss rate s 1 = 0 and another has a loss rate s 2 = 2.5%, they are both considered to be in a "good" state when using a 2-state path model with θ = 3%. Categorizing loss rates into a larger number of states provides a finer granularity definition of path state. However, this need not improve prediction accuracy, because the addition of new states increases the probability that the model makes an incorrect prediction. For example, we can classify path quality using a finer granularity as being "good", "acceptable", "bad", or "very bad", based on three thresholds, say, 1%, 3%, and 5%. The last row of Table 8 shows the results of applying a first-order Markov predictor to this 4-state path model for all the traces. Note again that the precision-recall results are only computed for the lossy states, i.e., 1% ≤ s < 3%, 3% ≤ s < 5% and s ≥ 5%, and that the conditional recall rate is computed given that one of the 3 lossy states is observed in the last interval. The overall precision and recall percentages clearly show that the probability of correctly predicting the lossy states decreases as the number of states increases. However, in spite of its lower absolute accuracy, a finer definition of path state could still be beneficial when comparing the relative quality difference between two paths, which might help make better path switching decisions. As we will see in the next section, the results of this trade-off are case-dependent. 
Prediction-Based Path Switching
Based on the above analysis, we design the following path switching strategy. First, we use a predictor to predict the state of each path in the next time interval (1 minute). Then, at the beginning of each time interval, we choose the candidate path with the best predicted state. We remain on the current path, unless a better path exists.
We first compare the loss rates produced by the the above strategy when using Markov predictors of different orders. Fig. 8 compiles the ratios of the loss rate of the firstorder Markov predictor to those of the 4th-order and 6th-order Markov predictors, for all combinations of traces and source-destination pairs. The figure confirms the slightly better performance of the 4th-order predictor, but shows that although the 6th-order predictor decreases loss rate in some cases, it also yields worse performance in some other cases. This is because although the 6th-order predictor has a higher recall percentage, it has a lower precision percentage than the first-order predictor. For both the 4th-order and the 6th-order predictors, the loss rates are improved only for a few trace pairs. This suggests that a higher-order predictor in many cases does not provide a significant advantage over a simple (first-order) predictor. Therefore, we focus on the latter in the rest of this section.
To evaluate the performance of our path switching mechanism, we compare its performance to that of the ideal switching scheme that has perfect knowledge of future path Table 9 . The performance of prediction-based path switching using different models.
states and always picks the best. We use two trace-pairs, both of length one week, as examples. As shown in Table 9, the best attainable loss rate is 0.003% for trace-pair 1, composed of two traces with average loss rates 0.24% and 0.12%. This value is 0.13% for trace-pair 2, consisting of two traces with loss rate 0.33% and 0.30%. We first assume a 2-state path model, for which results are given in the fourth row of Table 9 . Although there is a gap between the resulting loss rate and that of ideal path switching, the prediction-based mechanism still reduces loss rate significantly. We then compare this result with what is achieved when using a 4-state path model. For trace-pair 1, the 4-state model performs slightly better than the 2-state model. This implies that, although the 4-state model is less accurate in predicting path state, its ability to differentiate path quality at a finer granularity helps path switching decisions. However, for trace-pair 2, this advantage is overtaken by the fact that the 4-state model tends to result in more incorrect predictions. We used both the 2-state and the 4-state path models for all trace-pairs in our datasets, and the resulting loss rate ratios are shown in Fig. 9 . It can be observed that the ratios are mostly close to 1, so that neither path model exhibits a clear advantage. For both the 2-state and the 4-state models, the loss rate is higher than that of the off-line reference, and it is important to understand the reasons behind this difference. The first-order predictor we are using has an intrinsic limitation in its ability to predict the state of a path, and therefore allow timely switching decisions. It needs at least one observation interval to detect the onset of congestion, so that path switching decisions are always off by one interval (1 minute). Conversely, path switching experiences a similar one interval lag when a path's state goes from bad to good so that it now becomes a better option, i.e., the other path is also in a bad state. A key question is, therefore, whether or not the losses that occur during those transition intervals account for the difference in performance with the ideal off-line model. We call these essentially "unavoidable" errors, mis-prediction errors, and investigate their magnitude by accounting for all the losses that take place during such periods. The results shown in Table 9 indicate that this is indeed the main cause for the In Fig. 10 , we extend our comparison from two tracepairs to all possible pairs of paths in our testbed. This includes direct multi-homing paths and overlay paths. As before, the performance of the path switching decision is compared to that of an ideal off-line decision. Each point in the figure corresponds to a different pair of paths. The loss rate improvement is a relative value. Namely, for a pair of candidate paths with loss rates s 1 and s 2 , we first compute the resulting loss rate of prediction-based path switching s , and the relative improvement is then computed as min (s1,s2)−s min (s1,s2) . The reference (optimal) value is computed similarly. Fig. 10 shows that in a few cases the loss improvement achieved by the on-line path switching mechanism is fairly close to the best attainable value, while in many other cases it is not. However, for most trace pairs the improvement in loss performance remains substantial. The issue of whether multihoming or overlay paths provides a greater opportunity for improvement is explored in Fig. 11 , in which each point cor-responds to a pair of direct-direct or direct-overlay paths. The comparison results show that in most cases in our environment there does not appear to be a major difference between the two. 
Conclusions
The increasing availability of path diversity when connecting multiple end-points makes it possible to consider improving communication performance simply by taking advantage of the fact that not all paths experience poor performance at the same time. In this paper, we investigate the feasibility of this idea in a reasonably representative setting, and devise a simple path switching mechanism to demonstrate the performance improvements that can be achieved. Our study shows that it is possible to achieve reasonable path diversity by relying either on limited multi-homing or through overlay-routing. In particular, we find that when it comes to losses, a relatively small amount of path diversity appears capable of producing paths with non-overlapping loss periods and, therefore, offers the opportunity to improve performance through path switching.
