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Abstract—Grasp is an essential skill for robots to interact
with humans and the environment. In this paper, we build a
vision-based, robust and real-time robotic grasp approach with
fully convolutional neural network. The main component of our
approach is a grasp detection network with oriented anchor boxes
as detection priors. Because the orientation of detected grasps is
significant, which determines the rotation angle configuration of
the gripper, we propose the Orientation Anchor Box Mechanism
to regress grasp angle based on predefined assumption instead
of classification or regression without any priors. With oriented
anchor boxes, the grasps can be predicted more accurately and
efficiently. Besides, to accelerate the network training and further
improve the performance of angle regression, Angle Matching is
proposed during training instead of Jaccard Index Matching.
Five-fold cross validation results demonstrate that our proposed
algorithm achieves an accuracy of 98.8% and 97.8% in image-
wise split and object-wise split respectively, and the speed of our
detection algorithm is 67 FPS with GTX 1080Ti, outperforming
all the current state-of-the-art grasp detection algorithms on
Cornell Dataset both in speed and accuracy. Robotic experiments
demonstrate the robustness and generalization ability in unseen
objects and real-world environment, with the average success
rate of 90.0% and 84.2% of familiar things and unseen things
respectively on Baxter robot platform.
Index Terms—Real-time Robotic Grasp, Oriented Anchor Box,
Angle Matching, Fully Convolutional Neural Network.
I. INTRODUCTION
RELIABLE grasp is the base of robot-environment in-teraction and human-robot cooperation. The advance in
grasp can boost the widespread use of robots in society to
promote the development of productivity. Human beings can
accomplish grasp under different circumstances almost instinc-
tively. However, for robots, grasp is still a challenging task
due to that grasp needs combination of perception, planning
and execution. To grasp an object successfully, robots need
first locate targets and predict grasps for this object. A precise
detection of grasps makes way for subsequent operations.
Recent works have explored the performance of deep learn-
ing for robotic grasp detection [1], [2]. They usually take RGB
or RGB-D images as input to do regression on grasp rectangles
and achieve better performance than previous works. As shown
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in object detection [3], [4], the prior information plays an
important role in the final performance since it reduce the
difficulty of direct regression of coordinates with regression
of offsets. Inspired by these works, Guo et al. [5] introduce
reference rectangles, also known as anchor boxes without
varying orientation, in grasp detection shown in Fig. 1(b).
Reference rectangles are a set of rectangles overlaid on the
image at different spatial locations. In Fig. 1(b), a set of
reference rectangles with 1 scale and 3 aspect ratios are at
a spatial location. These rectangles are parallel to horizontal
axis. The orientation of the grasp rectangles is quantized and
predicted by classification.
The orientation matters much more to robotic grasp detec-
tion [6]. In most cases, a feasible gripper orientation for a
given location is limited to a small range and is closely relevant
to the location. Inspired by this, our proposed algorithm
applies Oriented Anchor Box Mechanism as grasp priors in
deep learning grasp detection network to predict grasps from
processed images.
Differently from the previous works, as shown in Fig.1(c),
each pixel in feature map associates with an area (defined as a
cell) on the input image. For each cell we set several oriented
prior rectangles with different default rotation angles as the
reference for the final grasp detection, which is defined as
Oriented Anchor Box Mechanism in this paper. Fig. 1(c) and
(d) demonstrates an example of the proposed oriented anchor
boxes centered at one grid cell with the same scale and three
default values (60◦, 0◦ and −60◦). In our work, the grasps are
represented as oriented rectangle, which has five parameters:
(x, y, w, h, θ) as shown in Fig. 1(a). This is different from the
horizontal anchor box in objection detection. The introduction
of angle term is from the consideration of the property of
grasp detection. The target of our algorithm is to refine and
classify these oriented anchor boxes: the locations are refined
by regression layer and a proposed classifier is used to estimate
whether these oriented anchor boxes are graspable or not.
Our model consists of two parts, a feature extractor back-
bone and a predictor, which includes a regression layer and
classification layer. Our feature extractor backbone takes an
RGB or RGD image as input and produce feature maps
for grasp detection. To combine depth modalities with RGB
information, the Blue channel in the original RGB image is
substituted by normalized depth information because depth
information can help the robot sense spatial structures of the
environment and improve performance of our models better
than B channel.
Besides, during training stage, a new matching strategy
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Fig. 1. (a) An example of five-dimensional representation of the grasp for
a wrench. (b) Non-oriented reference rectangles with 1 scale and 3 aspect
ratios. Aspect ratio for red, green and orange rectangle is 1:2, 1:1 and
2:1 respectively. (c) and (d) Our oriented anchor boxes in a grid cell. The
orientations of these oriented anchor boxes is 60◦, 0◦ and −60◦.
named Angle Matching is proposed instead of the old match-
ing strategy based on Jaccard index (.i.e., the intersection over
union (IoU) between two slant rectangles). The motivation
behind this change is as follow: 1) Computation of angle
difference is much less time-consuming than Jaccard index.
Therefore, it will result in a faster training than before. 2)
The fact that if the center of the ground-truth rectangle is
inside of a grid cell, at least half of its surface is overlap with
the grid cell guarantees a large overlap between ground-truth
and its corresponding oriented anchor box no matter what the
rotation angle is. These indicate that using Angle Matching
is a smarter way to train the grasp detection network. Details
will be discussed in the following sections.
In robotic grasp experiment, we use grasp detection model
to find the grasp point and grasp vector. The grasp point is
defined as the closest point away from the RGB-D camera
and the grasp vector is the average of surface normals near
the grasp point. Using coordinate calibration, we map the
grasp vector from camera coordinates to Baxter coordinates,
and make Baxter robot execute the grasp configuration using
inverse kinematics.
In summary, our contributions in this paper are as follow:
• In this paper, we propose a grasp detection algorithm
based on fully convolutional neural network, which is
2.8% and 1.5% higher in image-wise split and object-
wise split respectively in accuracy and 7 times faster in
speed than the two-stage grasp detection algorithm of Chu
et al [2].
• We propose the Oriented Anchor Box Mechanism for
robotic grasp detection considering the property of
robotic grasps and its improvement on grasp detection
tasks is proved in our experiments. Moreover, benefitting
from Oriented Anchor Box Mechanism, our method can
directly regress angles of predicted grasps with oriented
priors instead of classification.
• A new matching strategy called Angle Matching is pro-
posed in this paper to accelerate network training without
loss of performance, which help us save about 10% of
training time.
The rest of this paper is organized as follow: Section II re-
views the background and related works of our approach; Sec-
tion III describes the details of our grasp detection algorithm;
Section IV gives the experimental results and discussions on
Cornell Grasp Dataset; and finally, conclusions of this paper
are discussed in Section V.
II. RELATED WORK
As a part of robotics, robotic grasp has been studied for a
long time [7]. At the early stage, Kaneko et al. [8] study the
robotic grasp pattern inspired by grasping action of humans.
Simple models are used to test the grasp performance. Later,
robotic grasp methods are developed based on 3D models [9]–
[11]. In [9] and [10], by adjusting rendering condition, 3D
object datasets used to train and test the proposed methods
are larger than the dataset collected by human. However, full
3D models are often not known and difficult to obtain in the
real scene. Therefore, researchers consider to combine multi-
model information to help robots plan grasp, such as visual
and tactile sensing [5], [12] and RGB-D information [6], [13].
Deep learning and popularization of consumer depth cam-
eras make it possible to use RGB-D images to predict high
quality grasps. Features extracted through deep learning is
proved to be better than hand engineered ones [14]. This
improvement has been explored in many fields such as clas-
sification [15], object detection [3], [4], action recognition
[16] and pose estimation [17]. Especially, the improvement
of object detection has inspired many researchers in the field
of grasp detection.
Lenz et al. [6] first employ neural network as classifier
to predict grasps from image patches, which are cropped
from original image using sliding window. Furthermore, they
present a five-dimension configuration of robotic grasp. It can
be projected to 3D grasp vector. Therefore, methods of object
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Fig. 2. (a) Network architecture based on ResNet-Conv5. The input is a 320 × 320 RGD image. The output includes regression and classification results.
Note that size of feature maps used to predict the final results depends on the backbone and feature layer (e.g. if we use VGG16 as backbone and Conv4
features, the feature size will be 512 × 10 × 10). (b) Process using network output to compute grasp prediction. First, the oriented anchor box with highest
graspable score is found according to classification results. Then, grasp prediction is computed using Eq. 1
detection are possible to be transferred to grasp detection.
Their algorithm reaches an accuracy of 73.9% accuracy on
image-wise split while running at a speed of 13.5 seconds per
frame. It is caused by time-consuming sliding window method.
This algorithm can not be used in real-time systems.
Redmon et al. [18] speed up grasp detection by dividing the
image into N ×N grid cells and regressing a grasp rectangle
in each grid cell with the probability that the predicted grasp
would be feasible. By doing this, they pass the entire image
only once to predict grasp rectangle instead of passing several
patches. This method also enables the simultaneous prediction
of several grasp rectangles. Meanwhile, the introduction of
depth information also contributes to the improvement of
accuracy. A relatively shallow network, AlexNet [15], is used
to extract features, because deeper networks seem to be prone
to degenerate at that time. This algorithm, in turn, inspires
researchers in object detection. With the appearance of the
more reliable and deeper network, ResNet, the algorithm of
Kumra et al. [19] directly regresses a grasp rectangle from
input image. By introducing a deeper network, the accuracy
of Direct Regression model is 88.84%, which outperforms the
work of Redmon et al. [18] by 4.13%.
Like Redmon et al, the algorithm of Guo et al. [1] regress
grasp rectangles for each grid cell. Instead of only one grasp
prediction in each grid cell, they associate each grid cell with
several horizontal reference rectangles with multiple scales
and aspects. Here, rotation angle is seperated from location
regression terms and is predicted by classification. Each refer-
ence rectangle will have its graspable and ungraspable scores.
Guo et al. [5] go further to collect THU Grasp Dataset which
contains tactile information and integrate it in their model.
On image-wise split of Cornell Grasp Dataset, they reach an
accuracy of 93.2% with only visual information.
The classification of graspable or ungraspable is then com-
bined with angle classification as a single classification prob-
lem by Chu et al [2]. The classification problem contains 20
labels, which includes 19 rotation angles and No Orientation
competing class. Under this framework, algorithms in object
detection can be transferred to grasp detection with little effort.
Chu et al reset oriented ground truth grasp rectangle to have
vertical weight and horizontal height. Thus, Faster-RCNN [4]
can be applied to grasp detection. Their model reach the state-
of-the-art perform with the accuracy of 96.0% on image-wise
split.
In this paper, we go further in robotic grasp detection
with fully convolutional neural network and oriented anchor
boxes, which are proved to be more efficient and suitable for
location of grasp than vertical ones. Moreover, we propose
a new matching strategy called Angle Matching instead of
matching based on Jaccard index. It is proved to provide the
network a much shorter training time. Finally, benefitting from
Oriented Anchor Box Mechanism, our method can directly
regress angles of predicted grasps based on oriented anchor
boxes instead of classification.
4Fig. 3. Oriented Anchor Box Mechanism. The origin input image is devided
into grid cells according to the feature maps output by the backbone. In each
cell, there are k predefined oriented anchor boxes to provide prior information
for the final prediction. The only one scale of anchors depends on size of grid
cell and the aspect ratio is always 1:1. Any two adjacent oriented anchor box
have a 180/k◦ rotation angle difference.
III. FULLY CONVOLUTIONAL GRASP DETECTION
A. Network Architecture
As most detection algorithms, our model consists of two
parts: a backbone for feature extraction and a header for clas-
sification and regression. During experiments, we try different
backbones in our network including VGG16 [20], ResNet50
and ResNet101 [21]. They are all pretrained on ImageNet.
For all the backbones, we use the feature maps output by
the last layer of the desired stage. Note that size of feature
maps C × N × N used to predict the final results depends
on the backbone and feature layer. C is the channel number
(e.g. 1024 for ResNet layer3). Each pixel in the feature map
of size N × N corresponds to a cell in the original image.
Formally, we use C4 and C5 denote the output of conv4 and
conv5 in ResNets or VGG16, which have strides of 16 and
32 pixels with respect to the original image, respectively. The
input image size of our network is 320× 320, and the feature
map used to predict grasps is 20 × 20 for C4 and 10 × 10
for C5. According to feature map size, the input image is also
divided into N×N grid cells and the scale of oriented anchor
box is set according to the cell size. Our network architecture
based on ResNet is shown in Fig.2(a).
For the detector, we have a convolutional layer of kernel
size 3 × 3 for classification, which outputs 2 × k channels
with size N × N . Each 2 channels represents the graspable
and ungraspable scores of all the oriented anchor boxes with
the same rotation angle. The visualization of these feature
map will be shown in experiments section. We also use a
convolutional layer to produce 5 × k offset values for each
location in feature map. Our model is a fully convolutional
network, which has much less parameters compared with those
models that have fully connected layer. Process that uses
output of the network to obtain the final prediction results is
shown in Fig. 2(b). First, the oriented anchor box with highest
graspable score is found according to classification results.
Then, grasp prediction is computed using Eq. 1 from oriented
anchor box and offsets output by the network.
B. Oriented Anchor Box Mechanism
The anchor box mechanism which is proposed in object de-
tection and proved to vastly improve the performance of object
detection algorithms inspires us to do similar work in robotic
grasp detection. However, different from the vertical ground
truth bounding boxes in object detection, grasp rectangles are
always slant since the object can be put arbitrarily. Therefore,
we propose Oriented Anchor Box Mechanism in our work.
The predefined oriented prior rectangles are called oriented
anchor boxes in this paper, instead of the vertical ones, and
corresponding to this change, one more dimension need to be
added into anchor representation. In detail, the oriented an-
chor box includes 5 dimensions: (xa, ya, wa, ha, θa). (xa, ya)
represents the center coordinate, wa and ha are the width and
height and θa is the counterclockwise rotation angle of the
oriented anchor box from horizon. All oriented anchor boxes
provide the grasp prediction network prior information for
regression, and make it possible to predict the grasp rectangle
offsets relative to oriented anchor boxes including not only the
center coordinate, width and height, but also the angle, which
is much easier than directly regression or classification.
For each picture, the output of the feature extractor back-
bone is a C × N × N matrix. Therefore, the input image is
divided into N ×N grid cells and each grid cell is associate
with k oriented anchor boxes. Oriented anchor boxes of a grid
cell have the same center coordinate and size (48×48 for stride
32 and 24× 24 for stride 16). These boxes are different with
each other in rotation angle. The location regression layer,
which is in fact a convolutional layer with kernel size 3× 3,
slides over the feature map and outputs 5× k values for each
pixel of the feature maps associating with a grid cell in the
origin image. In other words, five terms (txˆ, tyˆ, twˆ, thˆ, tθˆ) are
regressed in this layer for each oriented anchor box. These
five terms are the offsets of the predefined oriented anchor box
configuration. Following Eq. 1, we will get the final predicted
grasp rectangle.
txˆ = (xˆ− xa)/wa
tyˆ = (yˆ − ya)/ha
twˆ = log(wˆ/wa)
thˆ = log(hˆ/ha)
tθˆ = (θˆ − θa)/(90/k)
(1)
In Eq. 1, t is a five dimension offset vector representing the
output of regression layer of our network, and (xˆ, yˆ, wˆ, hˆ, θˆ)
is the final prediction of grasp rectangles.
Unlike object detection dataset, the size of grasp rectangle
ground truth labeled in the Cornell Grasp Dataset varies
slightly. As shown in Fig.3, our oriented anchor boxes only
have one default scale and its default aspect ratio is always
1:1. Any two adjacent oriented anchor boxes have a 180/k◦
rotation angle difference. The size of feature map is also a
very important parameter. A larger size can bring a denser
prediction. Therefore, in experiments, we try different scale
and feature settings to see its influence on the final perfor-
mance.
C. Angle Matching
Previous works use Jaccard index to distinguish positive
and negative examples during training. However, computation
5of Jaccard index between two slant rectangles is much more
complete than two vertical ones, which is very time-consuming
and can not be computed by batch in practice.
To improve this and accelerate training of network, in our
work, a new matching strategy is proposed based on angle
difference between ground truth grasp rectangles and oriented
anchor boxes called Angle Matching. In detail, we assign
positive label to oriented anchor box that satisfied following
two conditions:
• 1) The centers of both the ground-truth rectangle and the
oriented anchor box should be located in the same grid
cell.
• 2) The difference between rotation angles of ground-truth
rectangle and matched oriented anchor box should be less
than 90◦/k (k is the anchor number in one cell).
Grasp detection should consider rotation angle as well as
localization. Under first condition, the center of the matched
oriented anchor box is the nearest one to the center of ground-
truth grasp rectangle. The second condition ensures that the
matched oriented anchor box and ground-truth grasp rectangle
are within the same range of rotation angle.
Obviously, matching using angle difference is much easier
than computing the Jaccard index while taking rotation angle
into consideration. Previous works assign a reference rectangle
(horizontal parallel rectangle) to be positive if its Jaccard index
with ground-truth rectangle is above 0.5, which neglects the
importance of angle and more time-consuming.
The comparison between Jaccard Index Matching (JM, left)
and Angle Matching (AM, right) is shown in Table I, where
∆Ang and IoU represent the average angle difference and
Jaccard Index between oriented anchor box and the matched
ground truth respectively. tmatch is the matching time spent
in each iteration and titer is the total iteration time including
forward and backward propagation.
As shown in Table I, our matching strategy takes both
location and rotation angle into account at a very low com-
putation cost. Though the average IoU of Angle Matching is
lower than that of Jaccard Index Matching. However, different
from object detection, grasp orientation configuration is more
important to help adjust the gripper to fit grasps, which comes
from detected rotation angles. Therefore, Angle Matching is
enough to get good matching results without computation of
IoU between ground truth and oriented anchor box, and will
save about 10% of the training time. From Table I we can
see that the more anchor boxes are used, the more time will
TABLE I
COMPARISON BETWEEN JACCARD INDEX MATCHING (JM) AND ANGLE
MATCHING (AM).
Anc. Feat. JM / AM
∆Ang IoU tmatch(ms) titer(s)
k=4 C4 60 / 12 0.58 / 0.35 40.40 / 0.07 0.49 / 0.45C5 60 / 12 0.56 / 0.35 37.74 / 0.07 0.52 / 0.49
k=6 C4 62 / 8 0.57 / 0.35 59.45 / 0.07 0.51 / 0.46C5 62 / 8 0.56 / 0.36 56.49 / 0.07 0.55 / 0.49
k=8 C4 61 / 6 0.58 / 0.35 81.61 / 0.07 0.54 / 0.45C5 60 / 6 0.56 / 0.35 76.38 / 0.07 0.56 / 0.49
be saved by Angle Matching. Besides, Angle Matching limits
the rotation angle difference between oriented anchor box
and ground truth grasp rectangle with accepted loss of IoU.
It makes the regression of grasp rotation angles easier and
accelerate the convergence of regression loss. Jaccard Index
Matching will bring a much larger rotation angle difference
than Angle Matching, which makes the regression of grasp
rotation angles difficult.
To be fair, in experiments, we use Jaccard index for evalu-
ation, as [2], [5], [18], [19] do. More detailed evaluation will
be discussed in Section IV-D.
D. Loss Function
Loss function of our network includes two parts: classifica-
tion loss Lcls and regression loss Lreg.
In grasp rectangle regression, our network outputs five
dimension offset for each oriented anchor box as shown in
Eq. 1. Therefore, the ground truth needs to be encoded in the
same way:
tx = (x− xa)/wa
ty = (y − ya)/ha
tw = log(w/wa)
th = log(h/ha)
tθ = (θ − θa)/(90/k)
(2)
In Eq. 2, each ground truth is mapped into offset space with
assigning each ground one or more oriented anchor boxes.
Matching strategy used here is Angle Matching introduced
in section III.C. The anchor boxes that match at least one
ground truth grasp rectangle are also assigned positive labels.
Therefore, the loss of regression can be written as Eq. 3:
Lreg(t) =
P∑
i∈Positive
∑
m∈{x,y,w,h,θ}
smoothL1(t(i)m − tˆ(i)m ) (3)
where we use Smooth L1 loss to optimize the regression
results. P is the number of positive oriented anchor boxes. tm
is the offset predicted by the network. tˆm is the corresponding
ground-truth offset value. t(i) is a vector representing the
5 parametrized grasp offset values of the matched oriented
anchor box. Parameterization is shown in Equation(2). tˆ(i)
is the regression result of positive samples from network
prediction selected by Angle Matching.
Intuitively, the regression layer gives an offset that helps
the corresponding oriented anchor box get more close to the
matched ground truth grasp rectangle in position, size and
rotation angle. The closer the prediction is with the matched
ground truth grasp rectangle, the lower Lreg becomes.
The classification loss Lcls is defined as cross entropy loss
of positive and negative samples. Positive oriented anchor
boxes are only small part of the entire oriented anchor boxes,
and the rest are negative. Due to this imbalance between pos-
itive and negative examples, Lcls will lead to no convergence
by back propagating. Therefore, we only back-propagate the
classification loss of positive examples and part of negative
6examples. Specifically, the number of negative examples used
to optimize classification is three times of the number of
positive examples. We sort the negative oriented anchor boxes
by their graspability confidence and select the top 3N boxes
as negative examples used in training, which is called Hard
Mining [3]. Lcls is defined as:
Lcls(p) =
P∑
i∈Positive
log(p(i)g ) +
3P∑
i∈Negative
log(p(i)u ) (4)
where p(i)g is the graspability confidence score for the
positive sample, p(i)u is the ungraspability confidence score for
the negative sample, p(i) is combination of p(i)g and p
(i)
u .
Finally, our loss function is defined as:
L(p, t) =
1
4P
(Lcls(p) + αLreg(t)) (5)
The classification loss and regression loss are normalized
with number of training samples 4P and balanced weight α.
In our work, α is set to 2.
IV. VALIDATION
A. Dataset
In order to compare with other algorithms, our models
are trained and tested on Cornell Grasp Dataset. The dataset
contains 885 images of 240 graspable objects. In each image,
legal grasps are labeled as positive grasp rectangles. For a
given object, its grasp rectangles are varied in location, scale
and orientation.
Like previous works, we divide the dataset into five folds
following 2 ways:
• 1) Image-wise split divides the images into training set
and test set at random. This aims to test the generalization
ability of the network to new position and orientation of
an object it has seen before.
• 2) Object-wise split divides the dataset at object instance
level. All the images of an instance are put into the
same set, which is to test the generalization ability of
the network to new object.
To evaluate the performance of our network, we do 5-fold
cross validation in each experiment and use the average
accuracy as the final results.
The training process for a deep neural network needs a
large manually labeled dataset. While this kind of dataset is
unavailable in most robotics applications. Researchers solve
this problem from two aspects. First, pretrain the network in
larger dataset [22] like ImageNet [23]. Second, expand the
target dataset by data augmentation. In our work, we apply
both techniques in training.
Compared with other datasets in deep learning, the Cornell
Grasp Dataset is a small dataset. Therefore, extensive data
augmentation is needed before feeding the data into the
network. The data augmentation expands the dataset from
different aspects. We take a center crop of 320x320 pixels with
randomly translation up to 50 pixels in both x and y directions.
This image patch is then randomly rotated up to 30 degrees in
both clockwise and anti-clockwise direction. Then the image
is randomly flipped horizontally or vertically. Then we put
the image into the network at the resolution of 320x320. Our
augmentation is implemented online, which means every input
image is a new image from pixel-level.
B. Implementation Details
The feature extractors are convolutional layers pretrained on
RGB images of ImageNet, which helps the large convolutional
neural network to avoid overfitting, especially when the dataset
is limited. In experiments, we use the output of C4 and C5 as
the features with strides of 16 and 32 pixels with respect to
the original image, respectively.
Our models is implemented with Pytorch for its flexibility.
For training and testing, our models run on a single NVIDIA
GTX1080Ti (Pascal Architecture) with 11GB memory. For
each of the models we tested, we employ the same training
regimen. The batch size is set as 16. Each model is trained
end-to-end for 1000 epochs. We use SGD with momentum of
0.9 to optimize our models. The learning rate is set as 0.002
for RGD input and 0.001 for RGB input with a learning rate
decay of 0.0002 and 0.0001, respectively, since the RGD input
does not fit the RGB-pretrained model as well as the RGB
input.
C. Evaluation Metrics
Similar to [2], [5], [18], [19], we also use the rectangle
metric to evaluate grasp detection results. In this metric, a
predicted grasp is regarded as a good grasp if it satisfies both:
• 1) The rotation angle difference between the predicted
grasp and the ground-truth grasp is within 30.
• 2) The Jaccard index of the ground-truth grasp and the
predicted grasp is larger than 25%.
The Jaccard index is defined as:
J(G, Gˆ) =
G ∩ Gˆ
G ∪ Gˆ (6)
where G is the area of the predicted grasp rectangle and Gˆ
is the area of the ground-truth grasp rectangle. G ∩ Gˆ is the
intersection of these two rectangles. G ∪ Gˆ is union of these
two rectangles. Note that Jaccard index is only used in our
evaluation, not in the matching strategy.
D. Results
For images used to test the network, we just take a center
crop without any other augmentation. Then, they are feed into
the network one by one, not in the form of mini-batch. We test
the proposed models under different Jaccard index thresholds.
1) Self-Comparison Experiments: In Table II, we demon-
strate the influence of different inputs and settings on final
results. In the first two experiments of using each backbone,
we change the input from RGB to RGD. The performance on
image-wise split changes slightly, but there is a considerable
improvement in object-wise split. The reason is that when the
network uses RGB as input, it tends to detect edges or stripes
in the image, but depth information provide a possible way to
7TABLE II
SELF-COMPARISON EXPERIMENTS UNDER DIFFERENT INPUT DATA AND
FEATURES.
Backbone Setting Image-wise(%) Object-wise(%)
VGG-16
RGB, C5, k=6 96.4 95.6
RGD, C5, k=6 96.6 95.5
RGD, C4, k=6 98.2 96.2
RGD, C4, k=4 97.5 96.4
ResNet-50
RGB, C5, k=6 98.0 95.6
RGD, C5, k=6 97.9 96.9
RGD, C4, k=6 98.3 96.7
RGD, C4, k=4 98.8 97.0
ResNet-101
RGB, C5, k=6 98.0 96.5
RGD, C5, k=6 98.1 97.2
RGD, C4, k=6 97.9 97.8
RGD, C4, k=4 98.8 97.6
Fig. 4. True positive examples from ResNet-101 network. The first row is
ground-truth oriented rectangles. The second row is the visualization of Top1
grasp detection result. The third row is results of multi grasps.
help network discover the convex points on the object surface.
Therefore, RGD input will help our algorithms generalize
to new scenes and targets. The rest experiments explore the
change of convolutional features and oriented anchor number.
We can see that Conv4 features are more suitable for grasp
detection because Conv4 provide a finer features including
more detailed information of the image than Conv5 with little
loss of network depth. Different from object detection, grasps
are always represented by small rectangles, which are usually
smaller than 80×80. Therefore, finer features will be better for
grasp detection. Besides, increasing anchor boxes in each grid
cell will not have distinct improvement for the final results.
Therefore, in our experiments, we use k = 4.
2) Comparison Experiments and Analysis: The detailed
results of our methods compared with recent state-of-the-
art methods are listed in Table III. The comparison with
the methods of Guo et al. [5] demonstrates that 3 scales
and 3 aspect ratios can largely improve the performance on
object-wise split. The reason may be that the appearance of
unknown objects requires a thorough detection with multi-
ple rectangle settings. The distribution of scale and aspect
ratio for grasp rectangle in training set and test set when
using image-wise split is more similar than that when using
object-wise split. Therefore, algorithms need to tackle with
new position and size, which places more emphasis on the
orientation. Although ResNet-101 has similar performance
Fig. 5. Unsuccessful detections from ResNet-101 network. The first row is
the detection result. The second row is the ground-truth oriented rectangle.
Note that the accuracy of our model cause at most 4 unsuccessful detections
at each fold. Therefore, the unsuccessful detections listed here come from
different folds.
Fig. 6. Visualization of detection in more complex scenes and unseen objects.
with ResNet-50 on image-wise split, it performs better than
ResNet-50 on object-wise split, which may be caused by the
more powerful feature extraction ability. Using ResNet-101 as
feature extractor can be more robust to the change of objects.
The performance difference between ResNet-50 and ResNet-
101 shows that employing deeper network is another way to
improve object-wise accuracy apart from multiple scales and
aspect ratios. Our models based on VGG16, ResNet-50 and
ResNet101 run at the speed of 118 FPS, 105 FPS and 67 FPS,
respectively.
We have emphasized the importance of rotation angles in
former sections. In Table IV, our models are tested under
different angle thresholds. The performance of our model is
still good when the threshold is bigger than 15◦. Note that the
deeper network brings little improvement on the accuracy of
image-wise split. In practice, we have 600 (10× 10× k, k =
6) predictions, of which the number is only one third of
that in Chu et al. [2]. In other words, we achieve better
performance using a less dense prediction. Our ResNet-50
model outperforms the state-of-the-art method of Chu et al.
by 2.6% and 0.9% on image-wise split and object-wise split,
respectively, which demonstrates that oriented anchor box
mechanism provides a more accurate and efficient way for
grasp detection. In view of the great improvement brought by
multiple scales and aspect ratios on object-wise split accuracy,
further improvement on our accuracy of object-wise split can
be achieved by introducing multiple scales.
Table V shows the comparison with other algorithms on
Cornell Dataset. We can see that our algorithms achieve the
highest accuracy and fastest speed. Our model fwith ResNet-
50 backbone balances performance and speed best with 105
FPS and 97.0% accuracy on object-wise split. The best results
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ACCURACY UNDER DIFFERENT JACCARD THRESHOLDS.
Author Backbone Anchor Setting Input
Jaccard Thresholds
Image-wise (%) Object-wise (%)
20% 25% 30% 35% 20% 25% 30% 35%
Guo et al. [5] - 1 scale and 1 aspect ratio RGB-T 93.8 93.2 91.0 85.3 85.1 82.8 79.3 74.1- 3 scales and 3 aspect ratios RGB-T 88.1 86.4 83.6 76.8 90.8 89.1 85.1 80.5
Chu et al. [2] ResNet50 3 scales and 3 aspect ratios RGB-D - 96.0 94.9 92.1 - 96.1 92.7 87.6
Ours
VGG-16 1 scale and 1 aspect ratio RGD 98.0 97.5 93.8 87.5 97.0 96.4 92.9 88.1
ResNet-50 1 scale and 1 aspect ratio RGD 98.8 98.8 96.8 94.1 97.1 97.0 94.7 90.0
ResNet-101 1 scale and 1 aspect ratio RGD 98.8 98.8 96.4 93.7 98.1 97.6 96.0 92.9
TABLE IV
ACCURACY UNDER DIFFERENT ANGLE THRESHOLDS (JACCARD THRESHOLD IS 25%).
Backbone Setting
Angle Thresholds
Image-wise (%) Object-wise (%)
10◦ 15◦ 20◦ 25◦ 30◦ 10◦ 15◦ 20◦ 25◦ 30◦
VGG-16
1 scale and 1 aspect ratio, RGD, C4, k=4
79.0 90.7 95.1 96.6 97.5 79.0 90.5 95.1 95.9 96.4
ResNet-50 85.2 94.0 96.7 98.1 98.8 83.1 90.6 94.6 96.6 97.0
ResNet-101 86.6 93.7 96.5 97.9 98.8 85.1 92.1 95.4 97.2 97.6
TABLE V
ACCURACY OF DIFFERENT METHODS (JACCARD THRESHOLD IS 25%).
Author Algorithm Accuracy Speed (FPS)Image-wise (%) Object-wise (%)
Jiang et al. [13] Fast Search 60.5 58.3 0.02
Lenz et al. [6] SAE, struct. reg. Two stage 73.9 75.6 0.07
Redmon et al. [18] AlexNet, MultiGrasp 88.0 87.1 3.31
Kumra et al. [19] ResNet-50×2, Multi-model 89.2 89.0 16.03
Guo et al. [5] ZF-net, 3 scales, 3 aspect ratios 93.2 89.1 -
Chu et al. [2] VGG-16 95.5 91.7 17.24ResNet-50 96.0 96.1 8.33
Ours
VGG-16 98.2 96.4 118
ResNet-50 98.8 97.0 105
ResNet-101 98.8 97.8 67
are obtained by our ResNet-101 model with 97.8% accuracy
on object-wise split. Though the speed of our ResNet-101
model is only 2/3 of ResNet-50 model, it is nearly 4 times
faster than the previous fastest method (VGG-16 of Chu et
al. [2]). All our models can meet the real-time requirement in
real-world robot task.
3) Results Display: In Fig.4, we visualize ground-truth
rectangles and detection results of some objects in the test set
of Cornell Grasp Dataset under image-wise splitting. The first
row shows the ground-truth grasp rectangles of the objects.
The second row visualizes the Top1 detection results of these
objects. Multi-grasp detection results are demonstrated in the
third row. All the grasp rectangles in the third row have a
graspable score over 0.5. The multi-grasp result of first row
reveals the working mechanism of oriented anchor box, which
predicts several rectangles at the same center but with different
rotation angles. From the multi-grasp examples of the second
line, we can see that our model predicts grasps from the shape
of the objects rather than just fitting the annotation. Note that
the grasp rectangles in multi-grasp detection results cover most
graspable positions, even the one not labeled in ground-truth.
Only a few predicted grasps have large overlap with others,
which indicates our predicted grasps efficiently cover most of
the representative grasps.
Some false detection results are shown in Fig.5. The first
row is the detection results and the second row is the ground-
truth rectangles. Although these predictions do not satisfy the
rectangle metric, they are still feasible because the annotation
is not exhaustive.
To test our model on more realistic and complex scenes,
we test our ResNet-101 model, which is trained on image-
wise split, with some pictures where the objects overlap
with each other. Results are shown in Fig.6, Some categories
(knife, watch, wrench, wrist developer) never appear in Cornell
Grasp Dataset. Despite the occlusion, our model still has
good performance under more realistic and complex scene. It
indicates that our models have satisfying generalization ability.
V. ROBOTIC EXPERIMENTS
A. Method
During robotic experiment, there are several problems from
grasp detection to robotic grasp:
• 1) Detected grasps are 5 dimension vectors in image
coordinate system. Therefore, how can the robot locate
the best grasp position in real world?
9Fig. 7. Environment of robotic experiment.
• 2) How does the robot decide the best grasp posture?
• 3) How does the robot plan the trajectory to finish grasp?
Following Lenz et al. [6], we solve the last two problems
directly: using the average surface normals around the best
grasp position as the grasp vector, along which the gripper
approaches the target, and using robot inverse kinematics
package to plan grasp trajectories. However, different from
Lenz et al. [6], we locate the best grasp position following
these steps: 1) use all grasps of which the graspable confidence
scores are more than 0.5 as grasp candidates; 2) choose the
closest candidate away from the center of target as the grasp
rectangle to be executed; 3) use the point with minimum depth
in the chosen grasp rectangle as the grasp point, around which
the grasp vector is estimated; 4) map the grasp point and grasp
vector in image coordinate system to robot coordinate system
using camera-robot calibration. Because we do not detect
target during grasp, we estimated the object center (xoc, yoc)
using following Eq.7:
xoc =
max({x}candi) +min({x}candi)
2
yoc =
max({y}candi) +min({y}candi)
2
(7)
In Eq.7, {x}candi and {y}candi is the set of x and y
coordinates of predicted candidate centers.
B. Environment Setting
The robot used in our experiments is Baxter robot designed
by RethinkRobotics Corporation. Baxter robot has 2 arms and
each arm has 7 DoF. Baxter robot is fixed on the same height
of the desktop. RGB-D camera used in our work is Kinect
V2 developed by Microsoft and it is fixed on the head of
the baxter. The baxter gripper has two parallel fingers, but
the active range is limited (about 4 cm). Therefore, before
each experiment, we need to manually adjust the width of the
gripper to fit the specified target size. Complete environment
is shown in Fig.7.
To detect grasp, the Kinect V2 has a 60◦ depression angle
relative to the desktop, and limited by the robot arm and
inverse kinematics, targets should be put into a predefined area
which is around 30cm × 30cm on the desk. The calibration
between robot and camera is done using 4 calibration points in
real-world. To ensure the precise calibration, we recommend
these 4 points should be taken with the following coordinates
in real-world: (0, 0, 0), (L, 0, 0), (0, L, 0) and (L,L,L) as
Lenz et al. do, where L is chosen by yourself. In our experi-
ment, L is about 15 cm. After selecting the calibration points,
through the their coordinates in robot coordinate system and
image coordinate system, we can estimate the transformation
matrix, which can map any point coordinates from one to the
other one.
To evaluate the performance of our proposed algorithm
more validly, we use objects from 4 sorts including familiar
(belonging to the category that has appeared in Cornel Dataset)
and unknown things: fruits, tools, containers and others. In
each sort, there are totally 5 objects. With each object, we try
some times to grasp it and record the number of success.
C. Results
Robotic experimental results are shown in Table VI. In
robotic experiments, we use RGD model based on ResNet101
backbone to detect grasps. We can see that our algorithm
achieves a 90.0% and 84.2% success rate on familiar things
and unseen things respectively in real-world robotic grasp.
Some pictures of grasps are listed in Fig. 8. Note that all things
used in robotic experiment are not seen during training. Results
show that our algorithm can tackle different things well, and
will help the robot to successfully grasp the target.
Though detection results are satisfactory, the success rate
of robotic grasp is not as good as detection results. It’s worth
noting that we come across some objects that will cause a low
success rate in robotic experiments, such as glass, push up bar
and tape. The reasons are summarized as follow:
• Because of the limitation of Kinect Camera, of which the
depth sensor will be invalid when the target is transparent
(e.g. a glass), RGD models will not work well with
transparent things such as a glass.
• Objects that have similar color with the background will
increase the difficulty of grasp detection.
• Objects with complex shape (e.g. a push up bar) may
hinder the gripper from successful grasping due to the
limitation of the Baxter gripper (e.g. limited length and
active range).
• Flat things with circular surface such as a table tennis
bat may occasionally confuse the network and be treated
as a plate and the detected grasps may be located on the
margin and cause failure grasping.
Therefore, in our experiment, when grasping a glass, we
use the RGB model instead of the RGD model. However,
results are not satisfying as well. This is caused by the similar
color with the background and loss of depth information. The
other failures are mostly caused by the error of reaching action
of Baxter. In the future, we will try visual servo methods to
improve the performance of the Baxter robot.
VI. CONCLUSION
In this paper, we build a robust and real-time robotic grasp
approach based on fully convolutional neural network. We
propose Oriented Anchor Box Mechanism to fit the property
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TABLE VI
SUCCESS RATE OF ROBOTIC EXPERIMENTS ON DIFFERENT SORTS OF OBJECTS
Familiar Things Unseen Things
Object Suc./Tr. Det./Tr. Object Suc./Tr. Det./Tr.
Fruits
Banana 8 / 10 10 / 10 Peach 8 / 10 10 / 10
Apple 9 / 10 10 / 10 Peer 8 / 10 10 / 10
Orange 9 / 10 10 / 10 Avocado 9 / 10 10 / 10
Average(%) 86.7% 100% Average(%) 83.3% 100%
Tools
Scissors 9 / 10 10 / 10 Wrench 10 / 10 10 / 10
Screwdriver 10 / 10 10 / 10 Pliers 9 / 10 10 / 10
Tape 7 /10 8 / 10 Electroprobe 10 / 10 10 / 10
Average(%) 86.7% 93.3% Average(%) 96.7% 100%
Containers
Colorful Box 10 / 10 10 / 10 Ice Cube Tray 7 / 10 10 / 10
Cup 8 / 10 10 / 10 Spectacle Case 10 / 10 10 / 10
Bowl 10 / 10 10 / 10 Glass* 5 / 10 6 / 10
Average(%) 93.3% 100% Average(%) 73.3% 86.7%
Others
Glasses 9 / 10 10 / 10 Wrist Developer 10 / 10 10 / 10
Stapler 9 / 10 10 / 10 Push Up Bar 7 / 10 10 / 10
Spoon 10 / 10 10 / 10 Table Tennis Bat 8 / 10 8 / 10
Average(%) 93.3% 100% Average(%) 83.3% 93.3%
Total(%) 90.0% 98.3% Total(%) 84.2% 95.0%
* means that the experiment is done using RGB model.
Fig. 8. Robot experiments.
of robotic grasps, and it is proved to be efficient and helpful to
improve the performance of grasp detection. Besides, Angle
Matching is proposed with Oriented Anchor Box to accelerate
the convergence of our network. Experiments show that our
method achieves an accuracy of 98.8% and 97.8% in image-
wise split and object-wise split respectively, and the speed of
our detection algorithm is up to 67 FPS with GTX 1080Ti,
which means our method outperforms all the current state-of-
the-art grasp detection algorithms on Cornell Dataset both in
speed and accuracy. Besides, it is proved that our algorithm
can generalize well in complex scenes and unseen objects.
In robotic grasp experiment, we use grasp detection result
to find the grasp point and grasp vector. Using coordinate cali-
bration, we map the grasp vector from camera frame to Baxter
frame, and make Baxter robot execute the grasp configuration
using inverse kinematics. Our robotic grasp approach achieves
an average success rate of 90.0% and 84.2% of familiar things
and unseen things respectively on Baxter robot platform..
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