Abstract. We show that it is consistent for the almost-disjointness number a to have countable cofinality. For example, it may be equal to ℵω.
Introduction
Cardinal invariants of the continuum, that is, cardinal numbers between ℵ 1 and c (the size of the continuum) which are defined as the smallest size of a family of real numbers with a certain combinatorial property, play an increasingly important role in modern set theory. Equalities and inequalities between cardinal invariants have many connections with problems arising naturally in general topology, real analysis and algebra, and, from a purely set-theoretic point of view, there is a deep interplay with forcing theory, in particular in the light of the search for new iteration techniques.
One of the most basic questions about cardinal invariants is which values they can assume, and, for almost all cardinals, it is known that any regular value is possible.
1 Furthermore, most cardinals can either be shown to be regular in ZF C or they are equal to c in the random real model, in the Cohen real model, 2 or even in both, so that they can be consistently singular of uncountable cofinality. Notable exceptions are the splitting number s of which it is still unknown whether it may be singular [V] and the almost-disjointness number a, which has recently been shown to be consistently singular of uncountable cofinality by Shelah [S2] .
3 Things get trickier when one considers singular cardinals of countable cofinality. In fact, by far most of the cardinals, even those singular in the Cohen or random models, can be shown to have uncountable cofinality in ZF C. 4 Exceptions are
• Shelah [S1] has proved that the covering number of the null ideal may have countable cofinality, • the almost-disjointness number a dealt with below, result, one needs to replace Hechler forcing by eventually-different-reals forcing in the framework of Section 1 (cf. [Br, Section 4] ).
Let us briefly recall the main notions relevant for this paper. Two infinite subsets A and B of ω are called almost-disjoint if their intersection is finite. A ⊆ [ω] ω is an almost-disjoint family if its members are pairwise almost disjoint. A is a mad family (maximal almost-disjoint family) if it is maximal with respect to being an almost-disjoint family, i.e., for every B ∈ [ω] ω there is A ∈ A such that A ∩ B is infinite. The almost-disjointness number a is the size of the least infinite mad family. For functions f, g ∈ ω ω , we say that g eventually dominates f (and write f ≤ * g) if the set {n; f (n) > g(n)} is finite. The unbounding number b is the cardinality of the smallest unbounded family in the structure (ω ω , ≤ * ), that is, the size of the smallest F ⊆ ω ω such that for all g ∈ ω ω there is f ∈ F with f ≤ * g. The dominating number d is the size of the least cofinal family in (ω ω , ≤ * ). It is well known and easy to see that b ≤ d and b ≤ a in ZF C [vD] .
Hechler forcing [H2] D (see also [BJ] ) consists of pairs (s, f ) where s ∈ ω <ω , f ∈ ω ω and s ⊆ f , ordered by (t, g) ≤ (s, f ) if t ⊇ s, and g ≥ f everywhere. It generically adds a dominating real, that is, a real that eventually dominates all ground model reals. It is this forcing adjoining a dominating real which we shall use in the template framework sketched above.
Our notation is standard. For cardinal invariants of the continuum, we refer to [vD] , [V] or [Bl] . For forcing theory, in particular for forcing related to cardinal invariants of the continuum, see [BJ] .
I thank Juris Steprāns for pointing out a flaw in an earlier version of this work.
Templates and iterations
The most useful definition of a template seems to be (see also [Br] ) the following.
I is closed under finite unions and intersections,
I is well-founded, i.e., there is a function Dp = Dp I : I → On, called depth, recursively defined by Dp(∅) = 0 and Dp(A) = sup{Dp(B) + 1; B ∈ I and B ⊂ A} for A ∈ I \ {∅}.
Since I is closed under finite intersections, if A ∈ I, then I A = {B ∈ I; B ⊆ A}.
In our context, we need to slightly revise this definition because we will not only have "iteration coordinates" L Hech used for adjoining Hechler generics but also "product coordinates" L mad used for adding a mad family. Since the former should be generic over some, but not all, of the latter, we need to incorporate them into the same template framework L, and some of the above clauses should be true for all of L, while others need to be satisfied only for members of L Hech . Accordingly, let L Hech and L mad be disjoint sets, put L = L Hech ∪ L mad , and assume L is equipped with a linear order. Further suppose I ⊆ P(L) satisfies, in addition to (1) and (2) above, the following clauses:
as well as
This is the definition of "template" we shall work with for the remainder of the paper. Notice that (5 ) means in particular that the depth function Dp depends only on the L Hech -part, i.e., Dp(A) = 0 iff A ⊆ L mad and, recursively, Dp(A) = sup{Dp(B) + 1;
(6) is a closure condition for the L mad -part which is needed to make the proof of Main Lemma 1.1 below go through. More generally, we say that A ⊆ L is closed if A satisfies (6). (So I consists only of closed sets.) For arbitrary A ⊆ L, we then define its
The basic idea for the following, attempted, definition comes from [S2] . It is modified, however, due to our axiomatic treatment of the concept of "template" (see also [Br] ) and because of the inclusion of L mad .
Definition (Iterating Hechler forcing and adding a mad family along a template). Assume (L, I) is as above. We define, for A ∈ I, by recursion on Dp(A), the partial order (p.o.) P A (more explicitly, we define P (A, I), but we shall drop the reference to I in case there is no ambiguity).
• Dp(A) = 0. This means A ⊆ L mad . P A consists of all finite partial functions p with domain contained in A and such that p(z) ∈ 2 n for all z ∈ dom(p) for some n = n p ∈ ω. The ordering on P A is given by:
• Dp(A) > 0. P A consists of all finite partial functions p with domain contained in A and such that
7 for a condition in Hechler forcingḊ). The ordering on P A is given by: 
We have not argued yet that this recursive definition works at all. The point is this requires that all P A's be transitive, which is not trivial because the sets B ∈ I witnessing that q ≤ p may depend on the pair (p, q). Therefore, to prove transitivity, we need to show that the P B completely embed one into the other. This will be done in Main Lemma 1.1 below.
Note that, once this is achieved, P (A, I) = P (A, I A) is immediate for A ∈ I. Of course, the above recursion also defines
If A, B ∈ I, A ⊂ B, then P A ⊂ P B is immediate from the definition (because I A ⊂ I B in this case). This is much less clear if one of A or B does not belong to I. Neither is it clear whether P A <• P B, the most basic property the above recursive definition must satisfy to make it an iteration, even in case both A and B come from I. This issue is addressed by the following crucial lemma.
Main Lemma 1.1 (Completeness of embeddings)
. Let B ∈ I and A ⊂ B be closed. Then P B is a partial order, P A ⊂ P B and even P A <• P B. More explicitly, any p ∈ P B has a canonical reduction
and such that, whenever D ∈ I, B, C ⊆ D, C closed, C ∩ B = A, and q 0 ∈ P C extends p 0 , then there is q ∈ P D extending both q 0 and p.
Note that we do not require p ≤ P B p 0 .
Proof. By recursion-induction on α, simultaneously for all templates (L, I),
• we prove that P B is indeed a p.o. (i.e., transitivity holds) for all B ∈ I with Dp(B) = α; • we prove P A ⊂ P B for all B ∈ I with Dp(B) = α and all closed A ⊂ B; The case α = 0 is trivial. So assume α > 0 and Dp(B) = α. We first check transitivity of P B.
is a P A 1 -name and, in case y = z,ḟ q y is both a P A 1 -name and a P A 0 -name as well as, in case
, and we know by the induction hypothesis that
∈B. By clause (4 ) in the definition of a template, we may therefore assume without loss of generality thatB ⊆ L x . ThusB ⊂ B and Dp(B) < Dp(B) = α. By induction hypothesis, P Ā ⊂ P B and P Ā <• P B . Therefore, f r x is a P B -name as well. r ∈ P B follows immediately. Hence P A ⊂ P B as required.
Next assume also p ∈ P B is given. We construct 
We know by induction hypothesis that P Ā < • P B . Therefore, there exists a canonical projectionḟ =p 0 and, for n > |s
Then one can show by induction on n > |s p x | that the a s , |s| = n, are a maximal antichain belowp 0 . Therefore they canonically define a P Ā -nameḟ 
,B,Ā,p andp 0 are as in the previous construction.
∈Ē and y ∈ C, y / ∈F follows. By clause (4 ) in the definition of a template, without loss of generality,
∈ P C by the induction hypothesis.q 0 ≤ P Cp0 andC ∩B =Ā are immediate. By the inductive assumption for the barred version, there isq ∈ P D extending bothq 0 andp.
We define q such that
It is straightforward to check that q ∈ P D and q ≤ P D q 0 . So let us argue that
We need to check that there is at most one z ∈ dom(p) ∩ L mad with q(z)(i) = 1. By way of contradiction assume this is true for two distinct z 0 < z 1 . By construction we must have i ∈ n q0 , x < z 1 and z 1 ∈ dom(q 0 ) ∩ dom(p). Hence z 1 ∈ A. Therefore z 0 must belong to A as well because A is closed. Thus both z 0 and z 1 belong to dom(p 0 ). This means that q(z j )(i) = q 0 (z j )(i) = 1 for j = 0, 1, which contradicts q 0 ≤ P C p 0 , and we are done.
x is a P C -name. Without loss of generality,Ā ⊆C.C ∩B =Ā is immediate. There isD ∈ I D ⊆ I such thatC =D ∩ C. Since x / ∈C, we get x / ∈D. By (4 ), without loss of generality,D ⊆ L x . We may also assumeB ⊆D. Since Dp I (D) < Dp I (D) = α, we can freely use the induction hypothesis when dealing withĀ,B,C, andD. In particular,q 0 ≤ P Cp0.
Now note that we have s 
To see that q ∈ P D, note thatq
x by construction. It is then straightforward to check that q ≤ P D q 0 , p. In fact, for q ≤ P D p we argue as in Case 1 above.
Note that, as an immediate consequence of Main Lemma 1.1, we get that for arbitrary closed A ⊆ B ⊆ L, P (A, I A) completely embeds into P (B, I B) .
Lemma 1.2 (Chain condition).
Let A ∈ I. Any uncountable K ⊆ P A has an uncountable centered subset.
Proof. By a standard ∆-system argument, it suffices to show that if p, q ∈ P A,
We do this by induction on Dp(A).
The case Dp(A) = 0 is trivial. So assume Dp(
Lemma 1.3 (Embedding Hechler forcing). Let x ∈ L Hech and A ∈ I ∩ P(L x ).

Then the two-step iteration P A Ḋ x that canonically adds a Hechler-generic in coordinate x over the generic extension via P A completely embeds into P L.
Proof. Let B = cl(A ∪ {x}). P B embeds into P L by Main Lemma 1.1. So it suffices to show P A Ḋ x <• P B. This does not follow from (the statement of) Lemma 1.1 because A ∪ {x} need not be closed, but it is relatively straightforward from the proof of 1.1.
More explicitly, given p ∈ P B, there isB ∈ I B ∩ P(L x ) such thatp = p L x ∈ P B andḟ p x is a P B -name. Without loss of generality, A ⊆B. By 1.1, P A < • P B . Therefore,p has a canonical reductionp 0 ∈ P A. As in Case 2 of the proof of 1.1, there is a canonical projectionḟ This may badly fail in case A / ∈ I because then P A Ḋ x need not embed into P B.
Lemma 1.4 (Names for reals). Assume p ∈ P L andḟ is a P L-name for a real. Then there is A ⊆ L countable such that, letting B = cl(A), p ∈ P B, andḟ is a P B-name.
Proof. The proof proceeds by simultaneous induction on Dp(L). Without loss of generality, Dp(L)
Assume now thatḟ is a P L-name. By ccc-ness (Lemma 1.2), there are {p n,i ; i, n ∈ ω} ⊆ P L and {k n,i ∈ ω; i, n ∈ ω} such that
By the previous paragraph, we can find countable sets A n,i such that p n,i ∈ P cl(A n,i ). Put A = i,n A n,i , B = cl(A). Since P B < • P L (Lemma 1.1), we can construeḟ as a P B-name.
Assume (L, I) and (L, J ) are templates and I ⊆ J . We say that I is cofinal in
The following is, in a sense, a triviality.
Lemma 1.5 (Cofinal subtemplates). If I is cofinal in J , then P (L, I) is forcing equivalent to P (L, J ).
Proof. By induction on Dp(L) (in the sense of I), we argue that conditions in P (L, I) and conditions in P (L, J ) can be canonically identified so as to yield forcing equivalence. Without loss of generality, Dp(L) > 0.
Let
By Main Lemma 1.1, we know that P (A, J ) <• P (B, J ) and, by the induction hypothesis, P (B, J ) and P (B, I) are forcing equivalent. Therefore, we may construep as a condition in P (B, I) anḋ f p x as a P (B, I)-name. Thus p ∈ P (L, I). It is straightforward to verify that this identification induces forcing equivalence.
Proposition 1.6 (Adjoining a scale). Assume µ is regular uncountable
, µ ⊆ L Hech is cofinal in L, and L α ∈ I for all α < µ. Then P L forces b = d = µ (i.e.,
there is a µ-scale).
Proof. For each α < µ, letḟ α be the name for the Hechler-generic adjoined in coordinate α of the iteration (see Lemma 1.3). By construction, theḟ α are forced to be well-ordered by ≤ * . Letġ be a P L-name for a real. By Lemma 1.4, there is A ⊆ L countable such thatġ is a P cl(A)-name. Since µ is regular uncountable and cofinal in L, there is α < µ such that cl(A) ⊆ L α . Since L α ∈ I,ḟ α is forced to dominate the reals in the generic extension via P L α and, a fortiori, it will dominatė g. Proposition 1.7 (Adjoining a mad family). Assume L has uncountable cofinality and L mad is cofinal in L. Then P L canonically adjoins a mad family of size |L mad |.
By definition of the p.o., A is an almost-disjoint family. We need to check maximality. So letŻ be a P L-name for an infinite subset of ω and assume by way of contradiction that p forces thatŻ is almost disjoint from allẎ x . By Lemma 1.4 there is a countable set A such that p ∈ P cl(A) andŻ is a P cl(A)-name. Since L has uncountable cofinality and
SinceŻ is forced to be infinite, we can findp 2 ≤ P Lxp1 and i 0 ≥ k 1 such thatp 2 P Lx i 0 ∈Ż. Without loss of generality, np 2 > i 0 . Then we must necessarily havep 2 (y)
Define a condition p 2 by
It is straightforward to verify that p 2 ∈ P L and that p 2 ≤ P L p 0 . Since
we have a contradiction.
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Building a template for adjoining a mad family
For simplicity assume CH for the remainder of the paper. Assume λ 0 ≥ ℵ 2 is regular, and λ > λ 0 is a singular cardinal of countable cofinality, say λ = n λ n , the λ n being regular, equal to λ ℵ0 n , and strictly increasing. Also suppose κ ℵ0 < λ n for κ < λ n . As usual, µ * denotes (a disjoint copy of) µ with the reverse ordering. Elements of µ will be called positive, and members of µ * are negative. For each n choose a partition λ *
The following definition is motivated by Shelah's work [S2] .
Definition (Template for adjoining a mad family). Define L = L(λ) as follows. Elements of L are nonempty finite sequences x (i.e., dom(x) ∈ ω) such that
n ∪ λ n for 0 < n < |x| − 1, and 
It is immediate that this is indeed a linear ordering.
We identify sequences of length one with their ranges so that λ 0 is a cofinal subset of L. Say x ∈ L Hech is relevant if |x| ≥ 3 is odd, x(n) is negative for odd n and positive for even n, x(|x| − 1) < ω 1 , and whenever n < m are even such that x(n), x(m) < ω 1 , then there are β < α such that
, the interval of nodes between x (|x| − 1) and x in the order of L. Notice that if x < y are relevant, then either J x ∩ J y = ∅ or J x ⊂ J y (in which case we also have |y| ≤ |x|, x (|y| − 1) = y (|y| − 1) and x(|y| − 1) ≤ y(|y| − 1)).
Define I = I(λ) to be the collection of all finite unions of sets of the form
So L(λ) is a subtree of (λ * ∪λ) <ω (i.e., it is closed under taking initial segments). The nodes belonging to L mad are exactly the terminal (= maximal) nodes of this tree. The point of the J x is that we need "copies" of the large supports given by the L α for isomorphism-of-names arguments. The S α n , then, are used to code the places where we put the J x so that we basically get well-foundedness for free.
Lemma 2.1. (L, I) is a template.
Proof. Clauses (1) and (6) in the definition of template are immediate, as is closure under finite unions. To see closure under finite intersections, it suffices to argue that the intersection of any two sets of the above form (i.e., L α , cl(J x ), cl({x}), and L x ∩ L mad ) is again of this form. This, however, is straightforward so that (2) holds as well.
To prove (3 ), let x ∈ L Hech and y ∈ L x . In case y ∈ L Hech , we have
For (4 ), it suffices again to consider sets A from I of the above form. Let
We are left with showing well-foundedness (5 ). Assume A n , n ∈ ω, is a decreasing chain from I L Hech . Let α n be such that L αn ∩ L Hech occurs in A n as a component. Choose α n0 minimal among the α n . Without loss of generality, n 0 = 0. Then all L αn ∩ L Hech are the same and it suffices to consider the J x -components. Thus we may assume, without loss of generality, that
∩ L Hech , and there is a finitely-branching tree This, the strongest notion of "isomorphism" we shall consider, will be used in several pruning arguments below. However, for most purposes the following is sufficient. 
Definition (Weak isomorphism). Let
Proof. Call a nonempty X
So we can simply extend φ to ψ by mapping Comp x to Comp φ(x) for all x ∈ L Hech ∩ A. Then (c ) and (e) are immediate. To see (f ), note that, by definition of the template, sets in I cl(A) that are unions of sets from I A and of sets of the form L x ∩ L mad are cofinal in I cl(A). However, since φ identifies sets of I A and sets of I B, ψ identifies sets of the latter kind.
Note that we did not use the full strength of our notion of isomorphism in the above proof. Clauses (c) and (f) could be replaced by (c ) and (f ) respectively. Furthermore, instead of dealing with trees A and B (and having (a), (b), and (d)), it suffices that cl(A) ∩ L mad is the union of the components Comp x , x ∈ L Hech ∩ A, and similarly for B, and that extending φ by mapping Comp x to Comp φ(x) preserves (c ).
Proof. Notice that clauses (c), (e) and (f) are enough to guarantee that P A ∼ = P B. By Lemma 1.5, this is still true if (f) is replaced by (f ). Finally, by the way P A is defined recursively, interchanging elements of L mad that belong to the same connected component of A ∩ L mad does not affect the p.o.
9 (because the interchanging map sends a cofinal subset of I A to a cofinal subset of I A, see 1.5).
Completion of the proof of the Main Theorem. Now assumeȦ is a name for an almost-disjoint family of size < λ, sayȦ is listed as {Ȧ α ; α < κ}. Also assumeȦ is forced to have size at least λ 0 . Let k < ω be maximal such that κ ≥ λ k . Without loss of generality, κ ≥ λ k · 2. We shall perform several standard pruning arguments, reordering the family of theȦ α so that the first λ k many look very "similar", that is, thoseȦ α that do not fit the pattern get removed to higher indices. This is why we stipulate κ ≥ λ k · 2. Eventually, the first ω 1 manyȦ α will suffice, and it is those that we use to create a new nameȦ κ witnessing non-maximality. For fixed α, find countable maximal antichains {p
By CH and the ∆-system lemma we may assume, without loss of generality, that the {B α ; α < λ k } form a ∆-system, and that the bijection φ = φ α,β (see above) sending B α to B β is an isomorphism fixing the root R of the system. Because there are only λ
α ∩L Hech and |x| ≤ k, then x ∈ R. Also stipulate that there is some θ 0 < ω 1 such that whenever α < λ k , x ∈ B α , j odd and x(j) ∈ λ * j , then x(j) ∈ S θ j for some θ < θ 0 . As explained above, φ canonically induces a weak isomorphism ψ = ψ α,β between C α and C β (Lemma 3.1), which in turn yields an isomorphism χ = χ α,β between P C α and P C β (Lemma 3.2) both of which embed into P L (Main Lemma 1.1), as well as between P C α -names and P C β -names. Furthermore, since connected components are homogeneous from the forcing point of view, since is a weak isomorphism. By Lemma 3.2, P C α and P C κ are isomorphic by a map χ = χ α,κ . χ sends P C α -names to P C κ -names, and we defineȦ κ to be the image ofȦ α under χ. By construction, it is then also immediate that whenever β < κ, we can find α < ω 1 such that B κ ∪ B β and B α ∪ B β are weakly isomorphic via the mapping fixing nodes of B β and sending the x κ s to the corresponding x α s , and such that this mapping identifies cofinal subsets of the traces of I on the two sets.
10 Again, this weak isomorphism canonically extends to a weak isomorphism of C κ ∪ C β and C α ∪ C β , which in turn means that P C κ ∪ C β and P C α ∪ C β are isomorphic (Lemma 3.2) by a mapping sending the nameȦ κ toȦ α . SinceȦ α andȦ β are forced to be almost disjoint (by P C α ∪ C β ), so areȦ κ andȦ β (by the isomorphic P C κ ∪ C β ). Since P C κ ∪ C β embeds into P L (Lemma 1.1), this completes the proof of the non-maximality ofȦ and, by Corollary 2.2, of the Main Theorem.
