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INTRODUCTION
Many time series models have the form
Yt = τ +
∑
i
ψiYt−iki +
∑
j
νjet−jkj + et (1)
where {et} are iid with 0 mean and variance σ2e and Y1, ..., Yn form the time series observed
at times 1, ..., n while the errors et are unobserved random variables. For example, the
Box, Jenkins, and Reinsel (1994) multiplicative seasonal ARIMA(p, d, q)× (P,D,Q)s time
series models have this form.
Next several important time series models will be given. We will use the R software
notation and write a moving average parameter θ and seasonal moving average parameter
Θ with a positive sign. Many references and software will write the model with a negative
sign for the moving average parameters. The backshift operator or lag operator B satisfies
BWt = Wt−1 and BjWt = Wt−j.
A moving average MA(q) times series is
Yt = τ + θ1et−1 + θ2et−2 + · · ·+ θqet−q + et = τ + (1 + θ1B + · · ·+ θqBq)et = τ + θ(B)et
where θ(B) = 1 + θ1B + θ2B
2 + · · ·+ θqBq and θq 6= 0.
An autoregressive AR(p) times series is
Yt = τ + φ1Yt−1 + φ2Yt−2 + · · ·+ φpYt−p + et or (1− φ1B− · · · − φpBp)Yt = τ + et,
or φ(B)Yt = τ + et where φ(B) = 1− φ1B − φ2B2 − · · · − φpBp and φp 6= 0.
An autoregressive moving average ARMA(p, q) times series is
Yt = τ + φ1Yt−1 + φ2Yt−2 + · · ·+ φpYt−p + θ1et−1 + θ2et−2 + · · ·+ θqet−q + et,
or φ(B)Yt = τ + θ(B)et where θq 6= 0 and φp 6= 0.
To describe ARIMA models, let the difference operator5 = (1−B). Let Xt = 5dYt =
(1 − B)dYt be the differenced time series. The first difference is Xt = 5Yt = (1 − B)Yt =
1
Yt − Yt−1. The second difference is Xt = 52Yt = 5(5Yt) = Yt − 2Yt−1 + Yt−2. If Yt follows
an ARIMA(p, d, q) model, want Xt to follow a stationary and invertible ARMA(p, q) =
ARIMA(p, 0, q) model. Typically d = 0 or 1, but occasionally d = 2. Usually τ = 0 if
d > 1. The ARIMA(p, d = 1, q) model is Yt = τ + (1 +φ1)Yt−1 + (φ2−φ1)Yt−2 + · · ·+ (φp−
φp−1)Yt−p−φpYt−p−1 + θ1et−1 + · · ·+ θqet−q + et. The ARIMA(p, d, q) model can be written
compactly as φ(B)5d Yt = τ + θ(B)et.
The multiplicative seasonal ARIMA models also have backshift and difference no-
tation. Let Φ(B) = 1 − Φ1Bs − Φ2B2s − · · · − ΦPBPs. Let Θ(B) = 1 + Θ1Bs +
Θ2B
2s + · · · + ΘQBQs. Let s be the seasonal period. Hence s = 4 for quarterly data
and s = 12 for monthly data. Then the multiplicative ARMA(p,q)×(P,Q)s model satisfies
φ(B)Φ(B)Yt = τ + θ(B)Θ(B)et. This model is an ARMA(p+Ps, q+Qs) model where the
nonzero coefficients are determined only by p+P +q+Q coefficients, the AR characteristic
polynomial is φ(B)Φ(B) and the MA characteristic polynomial is θ(B)Θ(B).
Let 5sYt = (1 − Bs)Yt = Yt − Yt−s and 5Ds Yt = (1 − Bs)DYt where usually d ≤ 1
and D ≤ 1, d = 2 is rare and D = 2 is very rare. The differenced time series Xt =
5d 5Ds Yt. Then Yt ∼ ARIMA(p, d, q) × (P,D,Q)s if Xt ∼ ARMA(p, q) × (P,Q)s. Also,
φ(B)Φ(B)5d5Ds Yt = τ + θ(B)Θ(B)et where the default is τ = 0 if d > 0 or D > 0.
2
MODEL SELECTION
Let I be a time series model. The AIC(I) statistic is used to pick a model from
several ARIMA models. The model Imin with the smallest AIC is always of interest but
often overfits: has too many unnecessary parameters. Imagine fitting an ARIMA(p, d, q)
model where d = 0, 1 or 2 is fixed and p and q run from 0 to j for small j. The number
of parameters in the model for fixed d is p + q + 2 where σ =
√
V (Xt), τ , φ1, ..., φp,
θ1, ..., θq are the parameters. AIC(I) tends to be large when the model does not have
enough terms, to drop as needed terms are added, and then to rise as unnecessary terms
are added. If ∆(I) = AIC(I) − AIC(Imin), then models with ∆(I) ≤ 2 are good, models
with 4 ≤ ∆(I) ≤ 7 are borderline. See Brockwell and Davis (1987, p. 269), Duong (1984),
and Burnham and Anderson (2004).
The initial model to look at is the model II with the smallest number of predictors
such that ∆(II) ≤ 2, and also examine submodels I with fewer predictors than II with
∆(I) ≤ 7. Similar II rules are used in Olive (2008, pp. 145, 456) and Olive and Hawkins
(2005) for multiple linear regression and generalized linear models.
The aicmatrix computes ∆(I) = AIC(I) − AIC(Imin) for ARIMA(p,d,q) models
where d is fixed or for ARIMA(p, d, q)× (P,D,Q)s models where d, P,D,Q and s are fixed,
and p and q run from 0 to j for small j = pmax such as pmax = 5. Here Imin is the
ARIMA(pm, d, qm) model or the ARIMA(pm, d, qm) × (P,D,Q)s model with the smallest
AIC(I). This model will have a 0.00 in the aicmatrix. Look for model II with pI + qI ≤
pm+qm as small as possible such that the aicmatrix entry ≤ 2. It is possible that II = Imin.
Also look at models I with p+q ≤ pI+qI with aicmatrix entries ≤ 7, especially models with
entries ≤ 4. Check that the selected model I does not fail to reject Ho for Ho: φp = 0 or
Ho: θq = 0. Make the usual model checks of plotting the time series, ACF, PACF, response
and residual plots, the ACF and PACF of the residuals, and the plot of the Box–Ljung
pvalues.
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Another useful concept is that of a submodel. If d, P,D, and Q are fixed and model
Ii has pi and qi for i = 1, 2, then I1 is a submodel of I2 if p1 ≤ p2 and q1 ≤ q2. If
∆(I1) ≤ ∆(I) + 2 where I1 is a submodel of I, tentatively eliminate model I. Model I1 will
be a submodel of all models I with aicmatrix entries to the right and below the model I
entry. Hence model I1 is at the upper left corner of a block of models I such that I1 is a
submodel for each model I in the block.
These are rules of thumb: they do not always work but often lead to a good model.
If II is the ARIMA(1,0,1) model, might take an AR(3) or MA(3) model even though these
have 1 more parameter.
4
aicmat(WWWusage,dd=1,pmax=5,k=15)
$aics q
p 0 1 2 3 4 5 Find I_I by looking at models
0 119.86 38.67 8.74 9.13 8.24 7.72 on and above the diagonal
1 18.10 3.16 5.11 3.44 3.96 5.14 through (5,4) and (4,5) which have
2 11.04 5.15 6.22 4.63 2.10 6.95 p+q <= 9. Interesting models are on
3 0.85 2.80 4.48 3.27 3.62 5.29 or above the diagonal through (3,0),
4 2.79 1.74 5.04 7.94 4.26 6.99 (2,1), (1,2) and (0,3) since they
5 4.72 6.50 2.40 10.50 0.00 1.63 have p+q <= 3.
Example 1. Shown above is the aicmatrix of ∆(I) = AIC(I)−AIC(Imin) for the R
WWW usage time series, which gives the number of users connected to the Internet through
a server every minute where n = 100. First differences were used so d = 1. From this
output, Imin is the ARIMA(5,1,4) model and II is the ARIMA(3,1,0) model. Interesting
models have p+ q ≤ 3 with entries ≤ 7. These are the ARIMA(2,1,1), ARIMA(1,1,2), and
ARIMA(1,1,1) models. Since the ARIMA(1,1,1) model is a submodel of the ARIMA(2,1,1)
and ARIMA(1,1,2) models, look at the ARIMA(3,1,0) model II first, and then at the
ARIMA(1,1,1) model.
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PREDICTION INTERVALS
For forecasting, predict Yt+1, ..., Yt+L given the past Y1, ..., Yt. A large sample 100(1−
α)% prediction interval (PI) for Yt+j is (Ln, Un) where the coverage P (Ln ≤ Yt+j ≤ Un) =
1− δn → 1− α as n→∞.
The shorth estimator will be defined below and used to create large sample PIs
that do not require knowing the distribution of the errors et. If the data are Y1, ..., Yn,
let Y(1) ≤ · · · ≤ Y(n) be the order statistics. Let dxe denote the smallest integer
greater than or equal to x (e.g., d7.7e = 8). Consider intervals that contain c cases
(Y(1), Y(c)), (Y(2), Y(c+1)), ..., (Y(n−c+1), Y(n)). Compute Y(c) − Y(1), Y(c+1) − Y(2), ..., Y(n) −
Y(n−c+1). Then the estimator shorth(c) = (Y(d), Y(d+c−1)) is the interval with the short-
est length.
Suppose the data Y1, ..., Yn are iid and a large sample 100(1− α)% PI is desired for a
future value Yf such that P (Yf ∈ (Ln, Un))→ 1−α as n→∞. The shorth(c) interval is a
large sample 100(1− α)% PI if c/n→ 1− α as n→∞, that often has the asymptotically
shortest length. If c = dn(1−α)e, then for large n the coverage of the shorth(c) PI is about
1− α− 1.12√α/n. See Frey (2013).
Some more notation is needed before deriving PIs for time series. The l step ahead
forecast for a future value Yt+l is Yˆt(l) and the l step ahead forecast residual is eˆt(l) =
Yt+l − Yˆt(l). For example, a common choice for model (1) is
Yˆt(l) = τˆ +
∑
i
ψˆiY
∗
t+l−iki +
∑
j
νˆj eˆ
∗
t+l−jkj
where eˆt is the tth residual, Y
∗
t+l−iki = Yt+l−iki if l − iki ≤ 0, Y ∗t+l−iki = Yˆt(l − iki) if
l − iki > 0, eˆ∗t+l−jkj = eˆt+l−jkj if l − jkj ≤ 0, and eˆ∗t+l−jkj = 0 if l − jkj > 0, and the
forecasts Yˆt(1), Yˆt(2), ..., Yˆt(L) are found recursively if there is data Y1, ..., Yt. Typically the
residuals eˆt = eˆt−1(1) are the 1 step ahead forecast residuals and the fitted or predicted
values Yˆt = Yˆt−1(1) are the 1 step ahead forecasts.
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In the simulations, a moving average MA(2) = ARIMA(0,0,2)×(0, 0, 0)1 model, Yt =
τ + θ1et−1 + θ2et−2 + et, will be used. Suppose data Y1, ..., Yn from this model is available.
The R software produces eˆt and Yˆt = Yt−eˆt for t = 1, ..., n where Yˆt = Yˆt−1(1) = τˆ+θˆ1eˆt−1+
θˆ2eˆt−2 and eˆt(1) = Yt+1− Yˆt(1) for t = 3, ..., n. Also, Yˆn(1) = τˆ + θˆ1eˆn+ θˆ2eˆn−1. Hence there
are n 1 step ahead forecast residuals eˆt = eˆt−1(1) available. Similarly, Yˆt(2) = τˆ + θˆ2eˆt for
t = 1, ..., n. Hence the 2 step ahead forecast residuals are available for t = 3, ..., n− 2. Now
Yˆt(l) = τˆ ≈ Y for l > 2. Hence there are n l step ahead forecast residuals Yt − Y for l > 2
and t = 1, ..., n.
Typically time series PIs assume normality and are similar to equation (2) below.
There is a large literature on alternative PIs, especially for AR(p) models. See Clements
and Kim (2007), Kabaila and He (2007), Panichkitkosolkul and Niwitpong (2012), Thombs
and Schucany (1990), and Vidoni (2009) for references.
The following normal PI is often used, but typically does not work well unless the l
step ahead forecast is normally distributed. For many time series models, a large sample
normal 100(1− α)% PI for Yt+l is
(Ln, Un) = Yˆt(l)± t1−α/2,n−p−qSE(Yˆt(l)). (2)
Suppose that as n→∞, Yˆt(l)→ E(Yt+l) = µt+l and SE(Yˆt(l))→ SD(Yt+l) = σt+l. Then
P [Yt+l ∈ (Ln, Un)] ≈ P [Yt+l ∈ (µt+l − z1−α/2σt+l, µt+l + z1−α/2σt+l)] =
P [|Yt+l − µt+l| < z1−α/2σt+l] “ ≥ ” 1 − 1z2
1−α/2
assuming Chebyshev’s inequality holds to a
good approximation. Hence a 95% PI could have coverage as low as 75% and a 99.7% PI
could have coverage as low as 89%.
The next PI ignores the time series structure of the data. Let et = Yt − Y , and let
shorth(dn(1− α)e) = (L˜n, U˜n) be computed from the et. Then the large sample shorth(c1)
100(1− α)% PI for Yt+l is
(Ln, Un) = (Y + dnL˜n, Y + dnU˜n) (3)
where dn = (1 +
15
n
)
√
n− 1
n+ 1
. For stationary invertible ARMA(p, q) models, this PI is too
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long for l near 1, but should have short length for large l and if l > q for an MA(q) model.
This PI is the Olive (2013a) PI suggested for Yf when Y1, ..., Yt and Yf are iid.
The following PI is new and takes into account the time series structure of the data.
A similar idea in Masters (1995, p. 305) is to find the l step ahead forecast residuals
and use percentiles to make PIs for Yt+l for l = 1, ..., L. For ARIMA(p, d, q) models, let
c2 = dn(1− αn)e and compute shorth(c2) = (L˜n, U˜n) of the l-step ahead forecast residuals
eˆt(l). Then a large sample 100(1− α)% PI for Yt+l is
(Ln, Un) = (Yˆn(l) + L˜n, Yˆn(l) + U˜n) (4)
where 1−αn = min(1−α+0.05, 1−α+(p+q)/n) for α > 0.1 and 1−αn = min(1−α/2, 1−α+
10(p+ q)α/n) for α ≤ 0.1. Similar ideas to compensate for the undercoverage of estimated
highest density regions, such as the shorth(c) interval, are used in Olive (2007, 2013b)
to create prediction intervals for regression models and prediction regions for multivariate
regression models.
Figure 1 shows a simulated MA(2) time series with n = 100, L = 7 and U(−1, 1)
errors. The horizontal lines correspond to the 95% PI (3.2). Two of the one hundred time
series points Y1, ...Y100 lie outside of the two lines. All seven of the future cases Y101, ..., Y107
lie within their large sample 95% PI.
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Figure 1. PIs for an MA(2) Time Series with Uniform(−1, 1) Errors
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Table 1: Normal Errors
α N PI j=1 j=2 j=3 j=4 j=5 j=6 j=7
0.05 100 N 0.9396 0.9432 0.9444 0.9436 0.9486 0.9498 0.9462
0.05 100 3.889 4.072 4.198 4.198 4.198 4.198 4.198
0.05 100 A 0.9482 0.9582 0.9550 0.9496 0.9556 0.9590 0.9532
0.05 100 4.143 4.509 4.461 4.461 4.461 4.461 4.461
0.05 200 N 0.9508 0.9526 0.9538 0.9474 0.9492 0.949 0.9444
0.05 200 3.911 4.077 4.188 4.188 4.188 4.188 4.188
0.05 200 A 0.9502 0.9568 0.9558 0.9478 0.9504 0.9492 0.9472
0.05 200 4.003 4.255 4.283 4.283 4.283 4.283 4.283
0.05 400 N 0.9472 0.9464 0.9534 0.9472 0.949 0.9500 0.9476
0.05 400 3.917 4.081 4.186 4.186 4.186 4.186 4.186
0.05 400 A 0.9476 0.9470 0.9512 0.9456 0.948 0.9494 0.9450
0.05 400 3.942 4.145 4.210 4.210 4.210 4.210 4.210
0.05 1000 N 0.9520 0.9464 0.9476 0.9474 0.9496 0.9524 0.9474
0.05 1000 3.919 4.080 4.179 4.179 4.179 4.179 4.179
0.05 1000 A 0.9520 0.9488 0.9482 0.9446 0.9478 0.9500 0.9482
0.05 1000 3.913 4.086 4.170 4.170 4.170 4.170 4.170
0.1 100 N 0.8946 0.897 0.897 0.9036 0.8918 0.8904 0.9026
0.1 100 3.254 3.407 3.512 3.512 3.512 3.512 3.512
(Continued on next page)
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(Continued)
α N PI j=1 j=2 j=3 j=4 j=5 j=6 j=7
0.1 100 A 0.9186 0.915 0.9142 0.9182 0.9094 0.9116 0.9140
0.1 100 3.515 3.775 3.767 3.767 3.767 3.767 3.767
0.1 200 N 0.8974 0.9008 0.9006 0.8944 0.9008 0.9004 0.895
0.1 200 3.277 3.416 3.510 3.510 3.510 3.510 3.510
0.1 200 A 0.9058 0.9098 0.9062 0.9032 0.9042 0.905 0.8998
0.1 200 3.385 3.571 3.621 3.621 3.621 3.621 3.621
0.1 400 N 0.903 0.9002 0.9012 0.8988 0.8980 0.9006 0.902
0.1 400 3.281 3.419 3.506 3.506 3.506 3.506 3.506
0.1 400 A 0.905 0.901 0.904 0.8986 0.8986 0.9008 0.9048
0.1 400 3.316 3.478 3.545 3.545 3.545 3.545 3.545
0.1 1000 N 0.9074 0.9062 0.8978 0.906 0.9036 0.8986 0.8986
0.1 1000 3.288 3.423 3.505 3.505 3.505 3.505 3.505
0.1 1000 A 0.906 0.9094 0.8978 0.9048 0.8994 0.8972 0.8990
0.1 1000 3.291 3.434 3.508 3.508 3.508 3.508 3.508
0.5 100 N 0.4840 0.4896 0.5052 0.4980 0.4908 0.4984 0.4910
0.5 100 1.328 1.390 1.433 1.433 1.433 1.433 1.433
0.5 100 A 0.4912 0.4866 0.5052 0.4950 0.4956 0.4920 0.4974
0.5 100 1.391 1.456 1.497 1.497 1.497 1.497 1.497
0.5 200 N 0.5008 0.503 0.4868 0.484 0.4990 0.4902 0.4888
(Continued on next page)
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(Continued)
α N PI j=1 j=2 j=3 j=4 j=5 j=6 j=7
0.5 200 1.339 1.397 1.435 1.435 1.435 1.435 1.435
0.5 200 A 0.5038 0.487 0.482 0.4806 0.495 0.4868 0.4786
0.5 200 0.356 1.417 1.452 1.452 1.452 1.452 1.452
0.5 400 N 0.4852 0.5076 0.4936 0.4928 0.4952 0.5022 0.5062
0.5 400 1.344 1.340 1.435 1.435 1.435 1.435 1.435
0.5 400 A 0.4892 0.4962 0.487 0.4890 0.4894 0.4984 0.4936
0.5 400 1.341 1.397 1.432 1.432 1.432 1.432 1.432
0.5 1000 N 0.4936 0.4994 0.5000 0.4980 0.5114 0.5030 0.5072
0.5 1000 1.347 1.401 1.436 1.436 1.436 1.436 1.436
0.5 1000 A 0.4876 0.4920 0.4950 0.4940 0.5000 0.4964 0.4952
0.5 1000 1.338 1.392 1.427 1.427 1.427 1.427 1.427
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Table 2: t5 Errors
α N PI j=1 j=2 j=3 j=4 j=5 j=6 j=7
0.05 100 N 0.9366 0.9456 0.9448 0.9422 0.9422 0.9428 0.9434
0.05 100 4.995 5.226 5.385 5.385 5.385 5.385 5.385
0.05 100 A 0.9444 0.9576 0.9504 0.9468 0.9460 0.9492 0.9480
0.05 100 4.995 5.226 5.730 5.730 5.730 5.730 5.730
0.05 200 N 0.9404 0.9464 0.9434 0.948 0.9474 0.9524 0.9452
0.05 200 5.036 5.250 5.392 5.392 5.392 5.392 5.392
0.05 200 A 0.9444 0.9506 0.9444 0.9476 0.9456 0.954 0.494
0.05 200 5.17 5.534 5.530 5.530 5.530 5.530 5.530
0.05 400 N 0.9452 0.9490 0.9468 0.9530 0.950 0.9454 0.9492
0.05 400 5.055 5.268 5.405 5.405 5.405 5.405 5.405
0.05 400 A 0.9444 0.9478 0.946 0.9518 0.9502 0.9478 0.9498
0.05 400 5.125 5.409 5.467 5.467 5.467 5.467 5.467
0.05 1000 N 0.9466 0.9432 0.9484 0.9510 0.9480 0.9494 0.9464
0.05 1000 5.058 5.267 5.396 5.396 5.396 5.396 5.396
0.05 1000 A 0.9466 0.9436 0.9472 0.9510 0.9486 0.9472 0.9454
0.05 1000 5.100 5.336 5.429 5.429 5.429 5.429 5.429
0.1 100 N 0.8994 0.9062 0.9004 0.9036 0.9042 0.9116 0.8982
0.1 100 4.146 4.368 4.503 4.503 4.503 4.503 4.503
(Continued on next page)
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(Continued)
α N PI j=1 j=2 j=3 j=4 j=5 j=6 j=7
0.1 100 A 0.9069 0.9078 0.9026 0.9068 0.909 0.9126 0.9004
0.1 100 4.267 4.632 4.636 4.636 4.636 4.636 4.636
0.1 200 N 0.9018 0.9066 0.9122 0.9142 0.9018 0.9138 0.9072
0.1 200 4.220 4.400 4.519 4.519 4.519 4.519 4.519
0.1 200 A 0.9002 0.8978 0.9014 0.9062 0.8962 0.907 0.904
0.1 200 4.119 4.382 4.442 4.442 4.442 4.442 4.442
0.1 400 N 0.9112 0.9114 0.9118 0.9058 0.9004 0.9112 0.9088
0.1 400 4.229 4.401 4.513 4.513 4.513 4.513 4.513
0.1 400 A 0.9032 0.9012 0.9014 0.8948 0.8900 0.8986 0.8974
0.1 400 4.408 4.267 4.354 4.354 4.354 4.354 4.354
0.1 1000 N 0.9172 0.9124 0.9078 0.9118 0.9112 0.9172 0.9098
0.1 1000 4.243 4.418 4.526 4.526 4.526 4.526 4.526
0.1 1000 A 0.9018 0.901 0.8952 0.9024 0.9016 0.9058 0.8974
0.1 1000 4.023 4.224 4.328 4.328 4.328 4.328 4.328
0.5 100 N 0.5568 0.5414 0.5480 0.5436 0.5472 0.5580 0.5554
0.5 100 1.704 1.783 1.838 1.838 1.838 1.838 1.838
0.5 100 A 0.4928 0.4920 0.4910 0.5018 0.4990 0.4986 0.5044
0.5 100 1.518 1.621 1.678 1.678 1.678 1.678 1.678
0.5 200 N 0.5678 0.5686 0.5698 0.5598 0.5614 0.5532 0.5572
(Continued on next page)
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(Continued)
α N PI j=1 j=2 j=3 j=4 j=5 j=6 j=7
0.5 200 1.722 1.796 1.846 1.846 1.846 1.846 1.846
0.5 200 A 0.4984 0.4952 0.4990 0.4998 0.4918 0.4872 0.4922
0.5 200 1.466 1.559 1.619 1.619 1.619 1.619 1.619
0.5 400 N 0.579 0.5754 0.5648 0.5668 0.5880 0.5574 0.5654
0.5 400 1.734 1.804 1.849 1.849 1.849 1.849 1.849
0.5 400 A 0.5068 0.5050 0.4934 0.4978 0.4976 0.4862 0.4908
0.5 400 1.450 1.538 1.594 1.594 1.594 1.594 1.594
0.5 1000 N 0.5690 0.5658 0.5514 0.5632 0.5586 0.5574 0.5572
0.5 1000 1.739 1.890 1.855 1.855 1.855 1.855 1.855
0.5 1000 A 0.4968 0.4968 0.4868 0.4940 0.4924 0.4950 0.4878
0.5 1000 1.443 1.533 1.591 1.591 1.591 1.591 1.591
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Table 3: Uniform Errors
α N PI j=1 j=2 j=3 j=4 j=5 j=6 j=7
0.05 100 N 0.9904 0.9796 0.9820 0.9794 0.9780 0.9818 0.9800
0.05 100 2.254 2.359 2.433 2.433 2.433 2.433 2.433
0.05 100 A 0.9816 0.9756 0.9756 0.9702 0.9730 0.9776 0.9754
0.05 100 2.132 2.342 2.388 2.388 2.388 2.388 2.388
0.05 200 N 0.9976 0.9876 0.986 0.9816 0.9846 0.9832 0.9844
0.05 200 2.259 2.355 2.420 2.420 2.420 2.420 2.420
0.05 200 A 0.9704 0.9696 0.9628 0.9592 0.9666 0.9598 0.9638
0.05 200 2.008 2.193 2.265 2.265 2.265 2.265 2.265
0.05 400 N 0.9994 0.9906 0.987 0.9812 0.9802 0.9814 0.9818
0.05 400 2.263 2.358 2.419 2.419 2.419 2.419 2.419
0.05 400 A 0.9532 0.9578 0.958 0.9510 0.9506 0.9606 0.956
0.05 400 1.948 2.132 2.213 2.213 2.213 2.213 2.213
0.05 1000 N 1.0000 0.9898 0.9826 0.9830 0.9834 0.9822 0.9844
0.05 1000 2.263 2.357 2.416 2.416 2.416 2.416 2.416
0.05 1000 A 0.9548 0.9486 0.9494 0.9512 0.9514 0.9506 0.9478
0.05 1000 1.913 2.094 2.182 2.182 2.182 2.182 2.182
0.1 100 N 0.9362 0.9298 0.9340 0.938 0.9302 0.9354 0.9326
0.1 100 1.970 2.118 2.156 2.156 2.156 2.156 2.156
(Continued on next page)
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(Continued)
α N PI j=1 j=2 j=3 j=4 j=5 j=6 j=7
0.1 100 A 0.918 0.9074 0.9164 0.9210 0.9120 0.9172 0.9084
0.1 100 1.868 1.975 2.038 2.038 2.038 2.038 2.038
0.1 200 N 0.9344 0.9220 0.9196 0.9178 0.9330 0.9130 0.9176
0.1 200 1.893 1.974 2.028 2.028 2.028 2.028 2.028
0.1 200 A 0.9242 0.9162 0.9194 0.9140 0.9288 0.9194 0.9170
0.1 200 1.874 1.994 2.043 2.043 2.043 2.043 2.043
0.1 400 N 0.9386 0.9308 0.9204 0.9228 0.9218 0.9214 0.9192
0.1 400 1.897 1.974 2.025 2.025 2.025 2.025 2.025
0.1 400 A 0.9058 0.9156 0.9016 0.9078 0.9104 0.9074 0.9088
0.1 400 1.828 1.936 1.990 1.990 1.990 1.990 1.990
0.1 1000 N 0.9402 0.9262 0.9220 0.9206 0.9186 0.9182 0.9144
0.1 1000 1.898 1.976 2.025 2.025 2.025 2.025 2.025
0.1 1000 A 0.9006 0.9028 0.8992 0.9010 0.8964 0.8976 0.8950
0.1 1000 1.803 1.910 1.965 1.965 1.965 1.965 1.965
0.5 100 N 0.3860 0.4096 0.4088 0.4136 0.4178 0.4078 0.4258
0.5 100 0.770 0.805 0.831 0.831 0.831 0.831 0.831
0.5 100 A 0.4644 0.4698 0.4780 0.4798 0.4738 0.4916 0.4886
0.5 100 0.954 0.984 1.004 1.004 1.004 1.004 1.004
0.5 200 N 0.3984 0.3956 0.4098 0.4108 0.4152 0.4204 0.4136
(Continued on next page)
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(Continued)
α N PI j=1 j=2 j=3 j=4 j=5 j=6 j=7
0.5 200 0.774 0.808 0.834 0.834 0.834 0.834 0.834
0.5 200 A 0.4938 0.4782 0.4836 0.4804 0.4788 0.4826 0.4748
0.5 200 0.947 0.969 0.983 0.983 0.983 0.983 0.983
0.5 400 N 0.389 0.4124 0.3992 0.4242 0.4124 0.4148 0.4236
0.5 400 0.777 0.809 0.829 0.829 0.829 0.829 0.829
0.5 400 A 0.4916 0.4926 0.4728 0.4888 0.4774 0.4834 0.4844
0.5 400 0.952 0.968 0.979 0.979 0.979 0.979 0.979
0.5 1000 N 0.3996 0.4094 0.4138 0.4164 0.4094 0.4146 0.4260
0.5 1000 0.778 0.810 0.829 0.829 0.829 0.829 0.829
0.5 1000 A 0.4894 0.4904 0.4868 0.4940 0.4924 0.4950 0.4878
0.5 1000 0.963 0.974 0.982 0.982 0.982 0.982 0.982
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Table 4: EXP(1) - 1 Errors
α N PI j=1 j=2 j=3 j=4 j=5 j=6 j=7
0.05 100 N 0.9348 0.9470 0.9392 0.9448 0.9426 0.9432 0.9432
0.05 100 3.861 4.043 4.164 4.164 4.164 4.164 4.164
0.05 100 A 0.9430 0.9580 0.9472 0.9484 0.9508 0.9512 0.9458
0.05 100 3.485 4.075 4.041 4.041 4.041 4.041 4.041
0.05 200 N 0.9502 0.9478 0.9460 0.9480 0.9498 0.9530 0.9484
0.05 200 3.903 4.070 4.185 4.185 4.185 4.185 4.185
0.05 200 A 0.9566 0.9542 0.9464 0.9524 0.9524 9546 0.9532
0.05 200 3.295 3.775 3.887 3.887 3.887 3.887 3.887
0.05 400 N 0.9512 0.9454 9484 0.9514 0.9394 0.9468 0.945
0.05 400 3.904 4.068 4.171 4.171 4.171 4.171 4.171
0.05 400 A 0.9542 0.9460 0.9470 0.9522 0.9432 0.9492 0.9456
0.05 400 3.171 3.640 3.810 3.810 3.810 3.810 3.810
0.05 1000 N 0.9466 0.9504 0.9464 0.9438 0.9480 0.9442 0.9432
0.05 1000 3.914 4.078 4.178 4.178 4.178 4.178 4.178
0.05 1000 A 0.9490 0.9544 0.9452 0.9462 0.9466 0.9444 0.9430
0.05 1000 3.092 3.554 3.773 3.773 3.773 3.773 3.773
0.1 100 N 0.9222 0.9128 0.9244 0.9248 0.9164 0.9154 0.9186
0.1 100 3.237 3.385 3.492 3.492 3.492 3.492 3.492
(Continued on next page)
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(Continued)
α N PI j=1 j=2 j=3 j=4 j=5 j=6 j=7
0.1 100 A 0.908 0.9002 0.9088 0.9102 0.9036 0.9112 0.9016
0.1 100 2.732 3.129 3.191 3.191 3.191 3.191 3.191
0.1 200 N 0.9282 0.9252 0.9218 0.9268 0.9234 0.9292 0.9254
0.1 200 3.271 3.411 3.507 3.507 3.507 3.507 3.507
0.1 200 A 0.9072 0.8994 0.8966 0.9018 0.9030 0.9072 0.9032
0.1 200 2.561 2.921 3.056 3.056 3.056 3.056 3.056
0.1 400 N 0.9282 0.9204 0.9196 0.923 0.9304 0.9206 0.9228
0.1 400 3.278 3.415 3.503 3.503 3.503 3.503 3.503
0.1 400 A 0.9012 0.8928 0.8938 0.8994 0.9038 0.9000 0.8970
0.1 400 2.457 2.823 2.984 2.984 2.984 2.984 2.984
0.1 1000 N 0.9254 0.9278 0.9300 0.9200 0.9304 0.9270 0.9362
0.1 1000 3.283 3.419 3.504 3.504 3.504 3.504 3.504
0.1 1000 A 0.8958 0.8970 0.9024 0.8972 0.904 0.8994 0.9092
0.1 1000 2.384 2.763 2.949 2.949 2.949 2.949 2.949
0.5 100 N 0.5204 0.5390 0.5480 0.5494 0.5512 0.5412 0.5430
0.5 100 1.322 1.385 1.428 1.428 1.428 1.428 1.428
0.5 100 A 0.4924 0.5078 0.5064 0.4930 0.5080 0.5070 0.4944
0.5 100 0.850 0.963 1.031 1.031 1.031 1.031 1.031
0.5 200 N 0.5258 0.5388 0.5590 0.5478 0.5422 0.5620 0.5622
(Continued on next page)
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α N PI j=1 j=2 j=3 j=4 j=5 j=6 j=7
0.5 200 1.335 1.391 1.428 1.428 1.428 1.428 1.428
0.5 200 A 0.4834 0.4968 0.5102 0.4880 0.4878 0.4940 0.5104
0.5 200 0.785 0.912 0.986 0.986 0.986 0.986 0.986
0.5 400 N 0.5184 0.5496 0.5552 0.5666 0.558 0.5618 0.5680
0.5 400 1.342 1.400 1.433 1.433 1.433 1.433 1.433
0.5 400 A 0.4976 0.5088 0.492 0.5032 0.5010 0.5046 0.5042
0.5 400 0.751 0.892 0.971 0.971 0.971 0.971 0.971
0.5 1000 N 0.5238 0.5434 0.5512 0.5686 0.5586 0.5504 0.5522
0.5 1000 1.346 1.401 1.436 1.436 1.436 1.436 1.436
0.5 1000 A 0.4956 0.4876 0.4908 0.4966 0.5012 0.4950 0.4944
0.5 1000 0.725 0.882 0.964 0.964 0.964 0.964 0.964
The simulations used the MA(2) model where the distribution of the white noise {et}
is N(0,1), t5, U(−1, 1) or (EXP(1) - 1). All these distributions have mean 0, but the fourth
distribution is not symmetric. The simulation generates 5000 time series of length n + L
and PIs are found for Yn+1, ..., Yn+L. The simulations used L = 7 and 95% and 50% nominal
PIs. The two types of PI used were the normal PI (2), and the possibly asymptotically
optimal PI used which is (3) for Yt+j where j > 2 and (4) for j = 1, 2. These two types
of PIs are denoted by N and A respectively in the tables. The simulated coverages and
average lengths of the PI are shown.
With 5000 runs, coverages between 0.94 and 0.96 suggest that there is no reason to
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believe that the nominal coverage is not 0.95, while coverages between 0.48 and 0.52 suggest
that there is no reason to believe that the nominal coverage is not 0.5.
From table 1 for normal errors, note that for n = 1000, the coverages and lengths of
PIs (3) and (4) were very similar to the those of PI (2). PIs (3) and (4) were longer than the
normal PI (2) for n = 100 and normal errors. From table 2 for t5 errors, the 95% normal
PI (2) worked well, but the nominal 50% normal PI (2) had coverage that was too high
and the average lengths were too large. The alternative PIs had coverage near 50% with
shorter average lengths. From table 3 for uniform errors, the normal PIs (2) were too long
and the coverage was too high for 95% PIs. The alternative PIs (3) and (4) had coverage
closer to the nominal level with good coverage for n = 1000. From table 4 with EXP(1) -
1 errors, for 95% PIs the normal PIs (2) were longer than the alternative PIs (3) and (4).
For the 50% PIs, the normal PIs (2) were too long with coverage that was too high. The
alternative PIs (3) and (4) were shorter with good coverage.
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OUTLIER DETECTION
Oultiers are cases that lie far away from the pattern set by the bulk of the data, and
can be detected from the plot of t versus Yt and from the response plot of Yˆt versus Yt with
the identity line that has zero intercept and unit slope added as a visual aid. In both plots
Yt is on the vertical axis, and the vertical deviations of Yt from the identity line are the
residuals eˆt = Yt − Yˆt. The residual plot of Yˆt versus eˆt is also useful.
Suppose equations Yt = (1,x
T
t )β + et can be put in matrix form Y = Xβ + e where
X is of full rank with more rows than columns p+ 1 and β = (φ0,φ
T )T = (φ0, φ1, ..., φp)
T .
Then the least squares estimator βˆLS = (X
TX)−1XTY , φˆ0,LS = Y − φˆTLSx, and
φˆLS = Σˆ
−1
x Σˆx,Y . The population parameters are φ0 = E(Y ) − φTLSE(x) and φ = φLS =
Σ−1x Σx,Y . The stationary AR(p) model can be put in this form, with xt = (Yt−1, ..., Yt−p)
T
and Y = Yt. Here Σˆx and Σˆx,Y are the usual estimated covariance matrices used when
wi = (xi, Yi)
T are iid from some population. Write the AR(p) equations Yt = φ0+φ1Yt−1+
· · ·+ φpYt−p + et in matrix form Y = Xβ + e or
Yp+1
Yp+2
...
Yn

=

1 Yp Yp−1 . . . Y1
1 Yp+1 Yp . . . Y2
...
...
...
. . .
...
1 Yn−1 Yn−2 . . . Yn−p


φ0
φ1
...
φp

+

ep+1
ep+2
...
en

.
Under mild conditions on the white noise {et} with zero mean and variance σ2e (nor-
mality is not needed),
√
n(φˆ−φ) D→ Np(0, σ2eΣ−1x ), and
√
n(βˆ−β) D→ Np+1(0, σ2eC) where
lim
n→∞
XTX
n
→ C−1. Hence βˆ ≈ Np+1(β, σˆ2e(XTX)−1). So tests from ordinary multiple
linear regression can be applied to AR(p) time series, and SE(βˆi) =
√
σˆ2e(X
TX)−1ii .
A robust estimator for ARIMA(p, d, 0) data can be created by plugging in a robust
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estimator of multivariate location and dispersion. Let
w =
 x
Y
 , E(w) = µw =
 E(x)
E(Y )
 =
 µx
µY
 , and Cov(w) = Σw =
 Σx,x Σx,Y
ΣY,x ΣY,Y
 .
Let (T,C) = (µ˜w, Σ˜w) be a robust estimator of multivariate location and dispersion.
Then the robust plug in estimator φ˜0 = µ˜Y − φ˜T µ˜x and φ˜ = Σ˜
−1
x Σ˜x,Y . The robust
estimator (T,C) used will be the RMVN estimator of Olive and Hawkins (2010) and
Zhang, Olive and Ye (2012) that has been used to make robust estimators of multiple
linear regression and multivariate linear regression. See Olive (2013c). The robust AR(p)
estimator is not yet backed by theory and should be used as an outlier diagnostic.
Example 2. Here we examine outliers for the AR(p) model and use the Cryer and
Chan (2008) R package TSA data set deere1 which gives 82 consecutive values for the
amount of deviation from a specified target value in an industrial machining process at
Deere & Co. If there is an outlier at Yk where k is not too close to 1 or n, then fitted
values will use the outlier for t = k + 1, ..., k + p. So the outlier appears p+ 1 times in the
equations for the AR(p) model.
An AR(2) model will be used for the Deere time series, and the plot of the time series
in Figure 2 shows that there is one large outlier. Figure 3 shows the response and residual
plots for the AR(2) model. Only one outlier, instead of two, appears in the fitted values
since φˆ1 = 0.027 is quite small. The plots for the robust fit are similar and are not shown.
The outlier Y27 is changed from 30 to a more reasonable value 8 to create “cleaned
data.” The robust AR(2) model was refit using the cleaned data resulting in “cleaned fitted
values.” In the original data, cases Y7 and Y76 were changed to 25 and 26. The fitted values
from the robust AR(2) models versus the cleaned fitted values showed some tilt. Next
cases Y7 and Y76 were changed to 250 and 260. Figure 4 shows fitted values from the robust
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Figure 3. Response and Residual Plots for the AR(2) Model
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Figure 4. Fitted Values from the Cleaned Data Versus Robust Fitted
Values from the Data with 3 Outliers
AR(2) models versus the cleaned fitted values with the identity line added as a visual aid.
The two sets of fitted values for the bulk of the data are similar since big outliers are easier
to detect.
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DISCUSSION
The aicmatrix is also somewhat useful for GARCH models. The aicmatrix is made in
one of the R time series help files. Using II and submodels helps to quickly find a small
number of good models to examine.
Plots and simulations were done in R. See R Development Core Team (2011). Programs
are in the collection of functions tspack.txt. See
(http://lagrange.math.siu.edu/Olive/tspack.txt). The function aicmat makes the
aicmatrix for ARIMA(p, d, q) models with d fixed while the function saics makes the
aicmatrix for ARIMA(p, d, q)× (P,D,Q)s models with d, P,D,Q and s fixed. The
function pimasim was used to simulate the prediction intervals. The function robar fits a
robust AR(p) model.
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