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Abstract 
In this document a mathematical model for the Czochralski crystal growth process is 
developed. The trend in current research involves developing cumbersome numerical 
simulations that provide little or no understanding of the underlying physics. Vve 
attempt to review previous research methods, mainly devoted to silicon, and develop 
a novel analytical tool for indium antimonide (lnSb) crystal grovl'th. This process 
can be subdivided into two categories: solidification and fluid mechanics. 
Thus far, crystal solidification of the Czochralski process has been described in the 
literature mainly qualitatively. There has been little work in calculating actual 
solidification dynamics. Czochralski crystal growth is a very sensitive process, par-
ticularly for lnSb, so it is crucial to describe the system &'l accurately as possible. 
A novel ID quasi-steady method is proposed for the shape and temperature field of 
an lnSb crystal, incorporating the effects of the melt. 
The fluid mechanics of the Czochralski melt have been modelled by numerous re-
searchers, with calculations performed using commercial software. However, a de-
scription of the buoyancy and rotation interaction in the melt has not been ad-
equately performed. Many authors have presented flow patterns but none have 
indicated either: melt conditions preferential for crystal growth or at least a de-
scription of a typical melt structure. In this work, a scale analysis is performed that 
implies an idealized flow structure. An &'lymptotic model is then derived based on 
this order of magnitude analysis, resulting in a fast and efficient fluid flow calcula-
tion. The asymptotic model is validated against a numerical solution to ensure that 
the macroscopic features of the flow structure are present. The asymptotic model 
does not show exact agreement, but does provide an estimate of the melt heat flux 
that is necessary for the solidification calculation. The asymptotic model is also 
used to predict macroscopic changes in the melt due to rotation. 
Finally, the solidification and asymptotic fluid flow calculations are coupled to give 
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an overall process modeL The applications of this model are numerous for the indus-
trialist, allowing many process parameters to be calculated. Examples are presented 
where the crucible temperature, ambient gas temperature and of course the crystal 
shape are computed. If experimental data were available, such 8....'l temperature mea-
surements, the resulting calculations could be used to optimize or upgrade the entire 
grower apparatus. This work is meant to be simple and efficient so the calculations 
can be run on any modern computer, by someone with a moderate mathematics 
background. 
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Chapter 1 
Introduction - The Czochralski 
Crystal Growth Method 
1.1 Overview 
1.1.1 History 
Over 80 years ago, Jan Czochralski was developing a process to mea..sure the crys-
tallization rate of different low-melting point metals (Sn, Pb, Zn). This was part 
of his work as chief of AEG's metals laboratory in Berlin. His idea was to dip a 
capillary into a crucible containing liquid metal, and pull the capillary upwards as 
the metal solidified. He realized the rate of withdrawal must be directly related to 
the solidification rate. He published this work in 1918 [1] and managed to pull wires 
of 0.2, 0.5 and 1 mm in diameter. These wires were exceptional because they were 
all single crystal wires; the metal atoms were arranged almost perfectly according 
to their crystal lattices. This new technique was described in his later work up until 
1927 [2, 3, 4J. Although Czochralski had made a remarkable discovery, he did not 
1 
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realize the full potential of his research. 
In December of 1948, Teal and Little at Bell Laboratories in New Jersey, pulled their 
first single crystal of germanium from a melt. At this time there was little mention 
of Czochralski's work on solidification. In 1951, W. E. Buckley published his book 
[5] on crystal growth, making widespread acknowledgment to Czochralski for pulling 
metal single crystals from a liquid melt. There is still an ongoing debate whether 
Teal is the true originator of this process for making semiconductors [6] rather than 
Czochralski, but it seems clear Czochralski did have the idea of pulling crystals from 
a melt before Teal [7]. In either case, Teal made significant improvements that were 
critical to making high-quality semiconductor materials. His historic pulling of a 
germanium single crystal gave rise to the electronics revolution and is described in 
[8,9]. 
Today, the Czochralski process is used for making large semiconductor crystals that 
are cut into wafers for the electronics industry. These wafers are then used to 
create all sorts of devices: light emitting diodes, integrated circuits, lasers, infra-red 
detectors, transistors, representing an industry in the billions of dollars annually. 
1.1.2 Indium Antimonide (InSh) Crystal Growth 
One of the crucial steps in processing In8b is to transform high-purity raw material 
into a low-defect, single crystal form, which is then used by electronics manufactur-
ers. Indium antimonide is the material of choice, at the date of this publication, for 
infra-red sensors and emittors. The intrinsic ability of In8b to respond to infra-red 
radiation comes from its unique electronic structure. Extreme care and caution is 
required when attempting to manufacture any semiconductor crystal in order to 
ensure the electronic properties of the resulting material are homogeneous. 
A schematic of a modern In8b crystal grower is shown in Figure 1.1. The crystal 
growth process can be summarized as follows. First, the high-purity solid charge is 
placed in the crucible and an In8b seed crystal is placed in the seed chuck (at the end 
2 
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I nSb seed crysta 
Qua rtz crucible 
InSb 
Graphite radiation sh ield Graphite heater 
Figure 1.1: Schematic of InSb crystal grower (courtesy M. Ebbehoj UBC Mech. Eng.) 
of the seed rod). Quartz is used for the crucible material because it does not react 
with 1nSb. The grower is then sealed and hydrogen is pumped into the chamber 
to create a non-oxidizing environment. The graphite heaters are then activated to 
melt the InSb charge. Once the melt is at the desired temperature, the seed rod 
is lowered, dipping the seed crystal into the melt and then slowly pulled upwards. 
The speed of growth may vary but is approximately 2 cm per hour. The crystal 
and crucible are constantly counter-rotated, to ensure even heating and circulation 
of the melt. Figure 1.2 shows an InSb crystal being pulled from the melt, viewed 
through a viewing window. 
Silicon has dominated the semiconductor research arena so far, since it is commonly 
used in integrated circuits . InSb and Si crystals are grown in a similar manner, 
but there are several differences. The main difference arises from the crystallogra-
phy, which makes it more difficult to grow 1nSb single crystals. In addition , InSb 
has more extreme material properties than other semiconductors. The chapter by 
3 
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Figure 1.2: lnSb crystal growth (photo courtesy Firebird Semiconductors Ltd .) 
Micklethwaite [10] provides a detailed discussion of the crystallography, properties 
and other features of InSb. The importance for this thesis is that JnSb crystals are 
smaller and grown under different conditions than Si. Since Si crystals are much 
larger (see [10] for a comparison of crystal sizes), the size of the crucible and the 
melt volume are much greater, resulting in a turbulent flow field. The geometry 
and rotation rates for JnSb crystal growth imply the flow should be laminar but the 
low viscosity makes this uncertain. At the dimensions currently used with JnSb, the 
melt flow fieJd is very unlikely to be turbulent and appears laminar from inspection. 
A more detailed estimate, performed in Chapter 3, reveals that the flow is likely 
transitional. 
A less obvious difference between Si and InSb is the amount of technology developed 
specifically for making Si crystals. It is currently possible to purchase computer 
automated Si crystal growers, that use a magnetic field to stabilize the melt. The 
book by Rurle [11] provides a thorough overview of the Czochralski process with 
some of the modern enhancements, while Lan 's work [12] gives an account of the 
most recent developments in modelling and simulation of the entire process. In 
4 
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comparison, there are currently no commercial growers for InSb at the time of this 
publication. InSb is currently being produced on a relatively small scale since the 
process is still not fully understood. There are still uncertainties about making 
high-purity, low-defect InSb crystals. Figure 1.3 shows the evolution of InSb crystal 
diameter in production over the past decade. The most recent milestone is the 
capability to produce crystals 100 mm in diameter. A deeper understanding of the 
underlying physics would likely lead to the ability to make larger crystals, which 
would be of significant technological benefit. 
50nlm 
1992 
751nm 
1993 
100mm 
2002 
Figure 1.3: The evolution of lnSb crystal diameters 
1.1.3 Thesis Objective 
7 
The goal of this thesis is to develop a mathematical model of the overall Czochralski 
crystal growth process to further our understanding and to help producers make 
larger crystals. This requires a multi-disciplinary approach to determine what fac-
tors influence the crystal shape and quality. It is necessary to study each part of 
5 
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the crystal growth process to understand the effect of control parameters. 
The first and most obvious place to start is by examining the crystal itself. It is 
necessary to model the thermal behaviour and solidification dynamics since these 
determine the crystal growth rate. The result is a simplified calculation that en-
gineers can use to describe the process parameters without resorting to expensive 
commercial software. The important or sensitive features of the process can then 
be identified. 
This analysis would not be complete without looking at the melt fluid mechanics and 
heat transfer. Vve initially approach this problem with an asymptotic framework, 
hypothesizing a structure of the melt flow. By estimating the magnitude of the 
different forces we will construct an approximation of the flow field. Some of the 
melt conditions are idealized, but we are mainly interested in the macroscopic trends 
and developing a more fundamental understanding of the melt. In particular, we 
attempt to encapsulate the effects of the crystal rotation, crucible rotation and 
buoyancy of this system into a single model. We also seek to understand how the 
flow field changes with these parameters. It will become clear that the Czochralski 
melt flow is surprisingly complex. 
No asymptotic model can be useful without being validated. The Finite Element 
(FE) Method is then used to solve the full equations and verify the asymptotic 
assumptions. There is one caveat to the numerical analysis: any numerical scheme 
is likely to be unstable at the actual process parameters. As mentioned previously, 
the flow is likely transitional and the low Pr number makes the flow field very difficult 
to solve numerically. The approach that we take is to validate the asymptotic model 
at a higher viscosity and hope that it holds at the actual, lower value. In any case, 
qualitative trends of the melt flow field can be obtained. It should be noted that a 
commercial CFD software package was initially used and gave unsatisfactory results, 
particularly at low Pr numbers. A FE solution was subsequently implemented so 
that explicit control of the solving methods and matrices was readily available. 
6 
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Chapter 2 comprises the derivation and implementation of the solidification model, 
with results showing the effect of melt recession and with a varying gas tempera-
ture. In Chapter 3, the N avier-Stokes equations are non-dimensionalized and a scale 
analysis is performed that implies the presence of a boundary layer at the crucible 
wall and underneath the crystal. In Chapter 4, we develop an asymptotic model 
for the melt flow field, based on the scale analysis and assuming the presence of 
boundary layers. Results are presented for the boundary layer equations and for a 
specified crystal profile. Chapter 5 describes the derivation of the Finite Element 
approximation to the full Navier-Stokes equations. A test calculation is performed 
with a specified solution to show the accuracy of the solver. Chapter 6 is a com-
pilation of all the results for the melt flow, including a description of the effects of 
buoyancy and rotation. A comparison between the asymptotic and numerical results 
is also presented. In Chapter 7, calculations of the overall crystal growth process 
are performed by coupling the solidification and melt flow. Chapter 8 provides the 
conclusions and a summary of the key findings in this research. We draw to a close 
by proposing future research ideas that could be pursued. 
Vve now proceed by separating the analysis of the Czochralski process into two areas: 
solidification and fluid mechanics. 
1.2 Crystal Solidification 
The crystal solidification is a dynamic process that depends on many factors. Ne-
glecting the melt momentarily, there are several features that affect crystal growth 
that are difficult to model, such as the surrounding gas temperature [13], the crys-
tal/melt interface shape [14J and radiative heat transfer [15], to name the most 
prominent. Muller provides a more detailed description [16J of the challenges facing 
the crystal modelling community. Any attempt to combine all of these effects will 
produce an exhausting numerical model. 
The main objection to performing such a huge calculation is that the results usually 
7 
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provide little information in terms of a fundamental understanding of the process. 
There is also the question of the feasibility of solving a huge system of equations. 
The approach taken in this work is to include only the dominant forces in the model 
to see how they affect the overall crystal solidification. It is our goal to develop a 
solidification model that captures the governing physics and an engineer can solve 
on a personal computer in a reasonable amount of time. Furthermore, we intend to 
couple the solidification model with the melt fluid mechanics, thus requiring a rapid 
and efficient computation. 
As shown in Figure 1.2, the resulting lnSb crystal is not axisymmetric, however we 
wish to avoid modelling asymmetrical (3D) crystals. It is assumed that the crystal is 
2D axisymmetric since the analysis of the crystallographic orientation during growth 
is the subject of intense research on its own, as discussed in [17}. The temperature 
field will be averaged in the radial direction, resulting in a one-dimensional profile, 
which avoids requiring a 2D /3D numerical scheme. Since the crystals are pulled very 
slowly, we will show the time dependence can be neglected and then make use of the 
quasi-steady assumption. Our analysis comprises the macroscopic growth features 
of the Czochralski crystal growth process, but we wish to also include the effects of 
the melt dynamics. 
1.3 Melt Fluid Mechanics 
Mathematical results of the Czochralski melt fluid mechanics were first published 
in the 1970s, the most notable by Kobayashi [18] and Langlois [19] for Si. These 
pioneering calculations provided the first detailed insight into melt convection. Al-
though, these works did not have the advantage of the mathematical methods that 
came out in the late 80s for computational fluid dynamics and Finite Element meth-
ods for partial differential equations. The 1990s produced a wealth of numerical 
results for the Czochralski process, partly due to the increase in the computational 
ability of computers. Basu et at [20J provide a review of some of the 3D simulations 
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for Si and oxide melts that have been performed up until 2000. The most recent 
simulations include direct numerical simulation (DNS) of a turbulent melt, such as 
the work by Enger [21] and Wagner [22]. The majority of the research in Czochralski 
melts is relevant for Si or semiconductor oxide melts. 
The flow field of a Czochralski melt must be assumed laminar or turbulent a 
priori to performing any calculations. For current Si simulations, the melt is usually 
assumed fully developed turbulent flow, thus the numerical scheme will include a 
turbulence model to stabilize the solver. Oxide melts have a very high viscosity, 
making the numerical solutions well behaved. lnSb melts are somewhere in between 
the laminar and turbulent regimes. They have a very low viscosity, similar to Si, 
but the process parameters indicate a laminar or transitional flow field. 
To give the reader a feel for the flow properties of liquid lnSb, typical non-dimensional 
numbers using process values are presented in Table 1.1. A range is presented where 
the value of the temperature difference or velocity is not exactly known. 
Non-dimensional number 
Reynolds (Re = u ;;c) 
Prandtl (Pr = ~) 
Boussinesq (Bo = Rg~~b.T) 
Value 
1000-5000 
0.055 
Rayleigh number (Ra = R~~b.T) 4 X lO6 6 X 106 
Grashof (Gr = R~9~b.T) 7 X 107 - 9 X 107 
Table 1.1: Non-dimensional numbers for InSb melt with grower 
The Reynolds number can be described as the ratio of inertial forces to viscous 
In simple flow fields a numerical estimate can be obtained for the onset of turbulence. 
Since the crucible melt comprises buoyancy and rotation, this transition occurs over 
a range of values and will depend on process parameters. The Prandtl number 
is simply the ratio of the fluid momentum diffusivity to the thermal diffusivity. 
The Boussinesq number comes from the heat equation (for a convective flow), it 
9 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
can be described as the ratio of the fluid buoyancy to the thermal diffusivity. The 
Rayleigh number is associated with the heat transfer balance within the fluid. When 
the Rayleigh number is relatively low, the heat transfer is primary in the form of 
conduction; when it is large, heat transfer is primarily in the form of convection. 
The Grashof number represents the ratio of the buoyant forces to the viscous forces 
in a convective flow. 
It should be made clear that the InSb fluid mechanics modeller has two choices. 
Either model the flow as laminar and expect the numerical solution to become 
unstable, or, model the flow as turbulent even though this may not be the case. 
In this work, the former choice was made in an attempt to be closer to the actual 
process. 
There have also been attempts to solve fully coupled melt and gas flow equations 
for the entire grower. The gas flow and crucible melt profiles are then determined 
using only internal heating rates and grower boundary conditions. Earlier work by 
Van den Bogaert [23] and more recently by Lukanina [24] provide examples of these 
massive grower models. The down side to these calculations is they tend to be very 
time consuming and the geometry very restrictive, since significant work is required 
in meshing the entire system. These models account for the gas flow, but provide 
little physical insight to the melt fluid mechanics or crystal solidification. It is our 
intention to analyze and describe the structure of Czochralski InSb melts. 
An asymptotic model is first presented to estimate some key quantities of the thermal 
and flow fields, using only the dominant forces. The asymptotic model can be easily 
modified for different process parameters that vary throughout the growth period. 
The basic premise is to assume the presence of a boundary layer at the crucible wall 
and underneath the crystal; and then couple them using conservation of energy and 
angular momentum. Since no meshing is required, the calculation time is relatively 
fast compared to a full numerical solution. The key question for the validity of the 
asymptotic model is: does the assumed structure really exist in an actual melt? 
10 
U
ive
rsi
ty 
of 
Ca
pe
 To
wn
A Finite Element solution is also developed to resolve the velocity and temperature 
profiles within the crucible. There are two reasons for the numerical solution. First, 
for verifying if the structure assumed for the asymptotic model is valid or at le&"lt 
reasonable. Secondly, to show the different types of solutions that can exist, even 
if at slightly higher Pr numbers, under different crystalj crucible rotation. It is 
desirable to have some sort of picture of the melt flow field under crystal growing 
conditions. Unfortunately, the solver is unstable at actual Prandtl number and 
process parameters. 
There is one feature of the Czochralski process that can dramatically simplify the 
calculations. The relatively slow pull rate has motivated many quasi-steady models 
for the crystal growth, and steady-state models for the melt fluid mechanics. There 
has been literature supporting the fact that small transients and anti-symmetric 
profiles can arise, as shown early by Kakimoto [25], and in the calculations by Enger 
[21] but the magnitude of these transients or fluctuations is negligible compared to 
the overall flow field. \Ve will construct a steady-state melt calculation for the melt 
flow field that can be coupled to the solidification model. Our intent is to obtain an 
overall process model, not to calculate small fluctuations. 
The other assumptions for the melt, such as the idealization of the geometry and 
boundary conditions, need to be discussed further before proceeding. 
1.3.1 Model Boundaries 
\Vhen modelling the crucible flow it is necessary to define the appropriate boundaries 
surrounding the melt. The main boundary enclosing the liquid lnSb can be separated 
into four regions, as shown in Figure 1.4: 
1. the crucible wall (R1) 
2. the gas/melt interface (R2) 
3. the crystal/melt interface (R3) 
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4. the axis of symmetry at the center (R4) 
Gas I Melt Interface Crystal I Melt Interface 
R2 R.3 R3 R2 
Axis of Crucible wall 
Figure 1.4: Schematic of lnSb crucible with boundaries 
The crucible is heated by graphite heaters, so the wall temperature is determined by 
a combination of radiation and convection. These features would over complicate 
our model, so we assume the crucible to be at a known temperature or at least has a 
specified temperature profile . This is also to make the model easily compatible with 
experimental data. For instance, if the crucible temperature profile were measured, 
it could easily be entered into our calculations. Unfortunately, at the present time, 
crucible temperature measurements are not available. For the velocity components 
we apply the no-slip condition at the crucible wall. 
In an actual melt, the gas/melt interface is a free surface with a meniscus at the 
crystal and at the crucible wall. To simplify calculations, a fixed, horizontal surface 
is assumed. We also assume the gas/melt interface is unaffected by the fluid velocity 
and the surface tension is neglected. The height of the fluid decreases only due to 
the volume of liquid that has solidified. The heat transfer from the melt to the gas 
is relatively low, so the derivative of the temperature is assumed to be zero. Since 
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the amount of shear between the melt and gas will also be relatively small, no-shear 
is a reasonable assumption for this location. 
The crystal/melt interface is also assumed horizontal and axisymmetric. The tem-
perature of the crystal at this location must always be at the melting point of lnSb. 
No-slip conditions are applied to the crystal face for the velocity components. 
Only one half of the crucible is considered since it is assumed axisymmetric. In 
the case of the coupled boundary layer model, the center of the crucible is omitted 
because it does not directly contribute to heating or driving the melt. For the 
numerical calculation symmetry boundary conditions are applied: the gradients 
are zero for the temperature and vertical velocity component, but the radial and 
azimuthal velocity components must be zero. 
This completes the general discussion for the fluid mechanics model of the Czochral-
ski melt. More specific assumptions will be discussed later. 
1.4 Summary 
The inventive work of J. Czochralski and G. Teal have provided our generation with a 
myriad of modern electronic devices that still rely on their crystal pulling technique. 
The Czochralski crystal growth process continues to be a very active and challenging 
research field. The current trend is to construct numerical models in an attempt 
to model all of the physics and complexities inside the grower. However, there has 
been little description on how to improve the Czochralski process or discussion of 
the fundamental melt structure for InSb crystal growth. 
This work is dedicated mainly to growing InSb crystals, but could be used for 
other semiconductor materials with similar properties. It is intended to increase the 
fundamental understanding of the overall process by describing the structure of the 
melt fluid mechanics, the crystal solidification and their interaction. "We now proceed 
by deriving a ID solidification model for the crystal, followed by an asymptotic and 
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numerical solution for the melt flow. The results of these calculations will be used 
to construct an overall description of the Czochralski crystal growth process. 
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Chapter 2 
Crystal Solidification 
It is crucial to have an understanding of the crystal solidification dynamics in order 
to accurately determine optimal process parameters. In particular, knowing the 
ideal crystal pull rate, thermal behaviour and radial growth rate can be invaluable 
when scaling up industrial equipment or trying to pull crystals of new materials. A 
mathematical model of the temperature field, vertical growth rate and radial growth 
rate is proposed to provide insight on these variables and their dependencies. 
In this chapter, we analyze the temperature field in a Czochralski crystal and con~ 
sequently determine the radial gTowth rate. To do this we exploit the fact that 
the radial temperature variation is small, thus allowing us to deal with an average 
temperature field. An approximate, pseudo-steady model is developed first and so-
lutions are presented for cylindrical and conical crystals. A numerical solution for 
the fully time~dependent problem is then presented. Results are compared in order 
to validate the approximate solution. The extension of the method to arbitrarily 
shaped crystals is also discussed. The heat flux from the melt is estimated since it 
requires a more elaborate calculation, which is performed in Chapters 4 and 5 
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2.1 Previous Work and Motivation 
In the following work we will make two key approximations: the time-dependence 
and radial variation may be neglected in the crystal heat equation. Both approxima-
tions may be justified on physical and mathematical grounds. There are two reasons 
for taking this asymptotic approach, as opposed to solving the full equations nu-
merically. First, we wish to clearly illustrate how the process parameters affect the 
crystal growth by looking at the dominant terms in the heat and solidification equa-
tions. Preliminary models by RurIe [26, 27] and Crowley [28J attempted to describe 
the solidification dynamics but did not accurately calculate the crystal temperature 
field. Secondly, since crystal growth depends significantly on the melt, we wish to 
couple the solidification model with a fluid mechanics calculation. Solving for the 
crystal temperature field and melt flow field numerically would be excessively time 
consuming. It is for these reasons we resort to a quasi-steady approach for the 
crystal growth. 
Since the crystal is pulled at a slow rate (typically of the order 1O-6m/ s), a pseudo 
or quasi-steady approximation is likely to hold, i. e. time drops out of the governing 
equation, but may remain in the boundary conditions. In this case, the physical 
interpretation is that the heat equilibrates over a much more rapid time-scale than 
motion occurs, hence we can partially uncouple the thermal problem from the so-
lidification one. A number of authors have taken the pseudo-steady approach to 
predict other features of crystal growing. For example, Louchev [29J and Bohun [30] 
used a steady-state temperature profile to determine the thermal stress distribution 
in a crystal; while Wu [31] used a steady-state model to predict the crystal/melt 
interface shape. However, it was Derby and Brown who formalized the arguments 
as to the validity of this assumption [32] and is further discussed by Dupret [33]. 
Their arguments are based mainly on physical reasoning. The first goal of this work 
is to validate the argument from a mathematical viewpoint. In so doing we will be 
able to determine exactly what parameter or material property ranges are necessary 
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for this approximation to be valid. 
The second approximation we will use is that the temperature is primarily one-
dimensionaL Van der Hart and Uelhoff argued, on physical grounds, that the radial 
dependence of the crystal temperature could be neglected [34]. This viewpoint is 
confirmed by the numerical work of Schvezov et al [35]. These authors used a Finite 
Element solution to produce 2D axisymmetric crystal temperature profiles for GaAs. 
Their results show that there is little temperature variation in the radial direction, 
with only a slight curvature appearing towards the edge of the crucible, with the 
curvature becoming more noticeable towards the melt. Tatarchenko [36J used a one-
dimensional temperature profile but without formal justification. Recent results of 
Bohun et al [30] for lnSb also show temperature profiles with a small radial variation, 
where they derive the one-dimensional relationship using an asymptotic expansion. 
In the following we will assume the radial variation is negligible, except perhaps in 
a thin region near the surface of the crystal in contact with the surrounding gas. 
The use of the ID crystal temperature profile has recently become prevalent in the 
literature by Louchev [29, 37], for estimating the axial stress in crystals. Louchev 
cites lndenbom's work (38] where the ID equation was presented in Russian (and 
unavailable to the author). vVe will derive the ID relationship and show the limiting 
factors to the quasi-steady assumption, which has yet to be presented. 
Two shapes will be considered in the following analysis, cylindrical crystals with 
vertical sides (except for near the seed crystal) and conical crystals with linearly 
varying sides. It is current practice, for materials such as silicon (Si) to be grown 
primarily at constant radius, as can be seen at [39]. In contrast, other materials, 
such as lnSb are grown in a highly conical shape, as shown in Figure 2.1. The 
process data in Figure 2.2 from Firebird Semiconductors shows that the radial profile 
of their lnSb crystals is strongly linear, especially if the first data point is excluded. 
Although imposing such shapes is a limitation to our model, it is not useful to 
model (or fabricate) crystals with high curvature or strange shapes, we expect the 
geometry to deviate only slightly from this idealization. 
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Figure 2.1: InSb crystal grown at Firebird Semiconductors, Trail BC, Canada 
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Figure 2.2: InSb crystal geometry and linear fit (courtesy of Firebird Semiconductors) 
In the following section we will investigate the crystal temperature profile. Once 
determined, we can then look into the growth rate of a crystal, which is carried out 
in §2.3. Finally, we develop a numerical scheme of the fully time dependent problem 
to verify the approximations made in the analytical work. 
2.2 Governing Equations 
Consider the Czochralski crystal grower layout shown in Figure 2.3. The process 
involves pulling a seed crystal upward from the melt so that directional solidification 
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occurs. We choose a coordinate system moving with the seed crystal so that at time 
t the seed crystal is at position z = 0, the position of the crystal/melt interface is 
z = bet), the crystal radius at the melt is r = aCt). 
z o 
z = b(t} --'--
ax 
an 
= .H!I&Rxx 
kJ( 
I 
ax = 0 
02 
X(r,z) 
X=T, \ 
iqm i - a(t)-I 
ax 
-- ::;-
an 
r 
Figure 2.3: Schematic of the solidification problem 
The crystal pull rate (and consequently the vertical growth rate) is specified , so our 
aim is to estimate the radial crystal growth rate. To do this requires knowledge of 
the crystal temperature field . In order to describe this situation mathematically, we 
must solve the heat equation in this region: 
o ~ z ~ b, o ~ f ~ a, (2.1) 
where hats denote dimensional variables. The crystal growth rate is determined by 
the Stefan condition 
(2 .2) 
where A = ACt) is the cross-sectional area 7['O, 2 (£), Om is the heat flux from the melt 
and L f is the latent heat of freezing. The expression for the volume V depends on 
the type of crystal (conical or cylindrical) . 
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The next step is to non-dimensionalize equations (2.1) and (2.2) using typical values 
for the crystal radius (Hx), crystal height (Lx), crystal pull rate (v), the surrounding 
gas temperature eTg) and the melting temperature of the solid (Tf): 
( ) _ (f, a) r,a - -~-, 
Rx 
(z, b) (2, b) t = (Z.) i, _ X-Tg X - 6.7' (2.3) 
where 6.7' Tf Tg . The area and volume become A = A/7TH;, V = V /7TH;Lx1 ob-
viously for a cylindrical crystal it = a is constant. The non-dimensional equations 
become: 
1 0 ( ox) 
-:; or r or 
oV 
ot 
(2.4) 
(2.5) 
The boundary conditions for this system are chosen as typical process values. At the 
solid/liquid interface (z = b), the temperature must remain at the non-dimensional 
freezing temperature of lnSb (X 1). At the surface of the crystal, the heat loss 
will be proportional to the difference between the surface and ambient temperature, 
in non-dimensional form: 
(2.6) 
where Hgs is the heat transfer coefficient between the gas and the crystal. In the case 
where the ambient gas temperature varies along the surface the crystal, boundary 
condition (2.6) becomes 
(2.7) 
The temperature Xg (z) will be used to model the scenario where the ambient gas is 
warmer near the melt and cooler towards the seed. At the t.op of the crystal = 0), 
where we assume no heat is lost (8X/oz = 0) since it is connected to an insulated 
seed chuck. 
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2.2.1 Averaged Temperature Model 
The problem of solving for the temperature in the crystal can be significantly sim-
plified by noting firstly that the temperature upon formation of new crystal is in-
dependent of r. This is reflected in the boundary condition that x(r, b, t) = 1 is 
constant. When the seed crystal is inserted there is also no radial variation in the 
temperature field. It therefore seems likely that in general the radial temperature 
variation is small, except perhaps in a thin layer at the outer edge of the crystal, 
which is specified by r = 8(Z). This is exactly what is observed in the numerical 
calculations of [30, 35]. Hence, we now assume x(r, z, t) >=:;j X(z, t) except for in the 
immediate vicinity of T = 8. 
Multiplying equation (2.4) by T and integrating with respect to r then gives 
r- + -A- __ X X x aX jr=s Rx2 02X 82 P C R2fj aX 8 2 
or r=O L; oz2 2 kxLx at 2 . (2.8) 
Note, in order to carry out this integration we have imposed the condition that the 
temperature is approximately independent of r. The only exception to this occurs 
near the crystalj gas interface, hence we retain the term involving This then 
permits us to take into account the surface cooling. To deal with this term requires 
two conditions. Firstly, within the crystal our approximation has ~ a (however 
at T a symmetry requires this even in the absence of the approximation) hence 
= 0 at r = O. At the surface of the crystal r = 8, the convective heat transfer 
boundary condition (2.6) is applied. For the moment we will assume the ambient 
gas temperature is constant but later on we will apply condition (2.7) to allow the 
temperature to vary. Both of these conditions are in terms of the normal derivative, 
which we need to convert to the radial derivative. 
The normal derivative may be written in terms of rand z: 
aX 
an 
1 (ax v X . n = ----;===== or aT ax) oz oz 
where it is the unit normal. For a vertical sided crystal the radial co-ordinate and 
normal co-ordinate coincide and ~: = O. For a linear crystal we may also neglect 
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terms involving ~: provided the slope is steep. For a typical lnSb crystal, as shown 
. F' 2 2 ar 0 13 h ax ~ ax S b t't t' ~ f hid' . m Igure . , OZ rv • , ence an ~ Dr' U S 1 U mg Dr or t e norma envatlve 
and applying (2.6) t.o (2.8) result.s in 
[J2x oX 
OZ2 - X = ES at O:5:z:5:b, (2.9) 
where 
,2 Rxkx PxcxRxv 
2HgsL~ E 2HgsLx 
Using the data in Table 2.1 we see that for lnSb ,",(2 rv 0.17, E rv 0.10. In general, the 
time derivative is the smallest term in the equation, except at very small times. This 
is ea.sily understood by considering the ratio E/,2 rv Lx. At the start of the process 
when the length is small, the time derivative dominates the equation, subsequently 
conduction in the z direction takes over. The switch in behaviour may also be seen 
in the crystal growth data of Figure 2.2, where the early growth behaviour, when 
b < 0.05, differs from the subsequent growth. 
In the following section we will exploit the fact that the time derivative is small 
and neglect this term. In effect, we are taking the leading order solution in an 
asymptotic expansion in terms of E. leads us to a pseudo-steady problem 
where time drops out of the governing equation but still appears in t.he position of 
t.he moving boundary z = b( t). A similar approach has been successfully applied to 
ice growth in [40]. In §2.4 we will present a numerical solution of the problem to 
validate the results of this section and so justify the approximations. 
2.3 Temperature Profiles and Solidification Rates 
The temperature profile for a crystal is determined by equation (2.9). vVe now 
impose E « 1 and neglect terms of O(E). Note t.hat, although is also small, 
neglecting the diffusion term will prevent us from satisfying the boundary conditions 
at z = 0 and z b(t), hence we must retain this term. 
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Property Symbol Value Units 
Solid InSb 
thermal conductivity kx 4.57 VI/m/K 
density Px 5640 kg/m3 
heat capacity ex 266 J/kg/K 
latent heat of solidification Lf 2.3 x 105 J/kg 
melting temperature Tf 798 K 
Parameters 
maximum crystal radius Rx 0.05 m 
maximum crystal length Lx 0.33 m 
seed rod velocity v 5.56 x 10-6 mls 
Table 2.1: Material properties and physical parameters 
2.3.1 Cylindrical Crystals 
In the case of cylindrical crystals, the radius is constant and it is unnecessary to 
calculate the radial growth rate. aim here is to analyze the heat flow in the 
crystal to be able to predict the optimal and maximum crystal pull rate. Impos-
ing a constant (non-dimensional) radius, s 
homogenous 0 D E for the temperature: 
1, the problem reduces to a linear 
Applying appropriate boundary conditions, as shown in Figure 2.3, 
X(b) = 1, 
we find 
x(z) 
OXI = 0 
oz z=o 
cosh (zh) 
cosh (bl,) 
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The temperature therefore decreases monotonically from the melt interface to the 
seed crystal. 
With the temperature now known in the crystal we may turn our attention to the 
Stefan condition (2.5) which gives a relation between the growth rate and the heat 
fluxes into the crystal and the melt. The non-dimensional volume V b (since the 
non-dimensional radius a 1) giving 
EJb = S-l EJX 
EJt EJz 
The fact that the heat conduction is significantly faster than the growth rate means 
that both %; and qm can be determined from steady-state (or pseudo-steady at 
least) calculations. A steady-state calculation of the temperature field in the melt 
has been carried out in the numerical study of Kobayashi [41], and is performed 
in Chapters 4 and 6. For our current analysis it is sufficient to state that qm is a 
known input parameter. The solution of the steady-state equation (2.10), given by 
(2.12), determines %;. It is worth pointing out that the heat equations in the two 
regions, melt and crystal, are essentially uncoupled and may be solved separately. 
The only coupling comes through the mass transfer, so that as the crystal grows 
the melt shrinks and so the domain over which the heat equations are to be solved 
changes with time. The consequence for our current study is that we must take care 
in distinguishing between the growth rate ~~ and the pull rate v (which is unity in 
non-dimensional form). 
If h represents the height of the fluid in the melt then the change in height due to 
crystal formation is given by a simple mass balance 
where m denotes melt properties. Since both the non-dimensional pull rate and 
radius are unity, the actual growth rate becomes 
EJb 
at 
EJh Px 
v- =1+--
at PmR;n ' 
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where Rm is the melt radius that may be varying with time as well. From this we 
can see that if the crystal cross-sectional area is much smaller than the melt area, 
A « Am or 1 « Rm) then the melt height decreases very slowly and the crystal 
growth rate is approximately the same as the pull rate. 
The Stefan condition now becomes 
(2.13) 
This provides a relation between the pull rate and the heat fluxes at the interface. 
\Ve take qm as an input from a separate (uncoupled) numerical calculation and %; 
from equation (2.12). If we write (2.13) in dimensional form we find 
(2.14) 
Rearranging equation (2.14) provides the optimal pull rate Vopt based on balancing 
the heat flow at the crystal/melt interface 
Vopt 
kx~f tanh (-1-) Om 
-yLx Lx-Y (2.15) 
which can be used to solve for the melt heat flux Om if the pull rate is specified. 
Notice all of the input parameters are constant, except for the crystal height (b) and 
possibly the melt radius (Rm). This means the optimal pull rate can be determined 
for any time in the crystal growing process. 
In the limit of large x (tanh( x) -+ 1), we can state that the ma.ximum heat flux at 
the melt interface occurs at large crystal lengths 
k 1· aX x 1m ~ 
b->oo uZ 
(2.16) 
The final term in (2.16) shows that the heat flux in the crystal increases with increas-
ing heat transfer coefficient, conductivity and temperature difference L:::.i' whilst it 
decreases with crystal radius. This is inline with physical intuition. The faster heat 
flows (larger kx ) and is transferred out the sides to the ambient gas (high L:::.i', Hgs), 
the more rapid solidification can occur. Since the melt is the heat source for the 
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crystal, larger radius crystals will require longer to solidify since there is more energy 
that has to be extracted into the surrounding gas. 
Using (2.16) we can therefore write down an expression for the maximum pull rate 
(vmax ), in terms of the crystal parameters and the melt heat flux: 
6..1' / 2H'lSkx Q 
, Rx m 
V
max 
= PxLf (1 + PXR~~ ) 
Pmm 
(2.17) 
Alternatively, if we wish to specify a pull rate this expression allows us to determine 
a heating strategy. Realistically, the only way to change the pull rate for a given 
crystal size is to alter the temperature of the surrounding gas, 1'9' or to change the 
temperature profile in the melt. 
2.3.2 Conical Crystals 
When the crystal radius is changing with time then s is no longer a constant; as-
suming a linear variation we may write s(z) so+mz. Here, So is the crystal radius 
where the linear profile commences and m is the slope. For the crystal shown in 
Figure 2.1, appropriate values are of the order So ('..J 0.1 and m rv 0.9. Our leading 
order heat equation is now: 
(2.18) 
An exact solution to this equation, subject to boundary conditions (2.11) may be 
written in terms of Bessel functions. However, computing this solution then requires 
the numerical evaluation of the zeroes of the functions and then the calculation of a 
series. Instead we opt for using an ODE solver that uses collocation. This method 
and other standard techniques for solving two-point boundary value problems are 
discussed in the work by Ascher et al [42]. 
To compare conical and cylindrical crystals, temperature maps and profiles for each 
geometry are shown in Figure 2.4. The maximum radius of the conical crystal is 
a = 1 and for the cylinder is r 1/)3, so the crystal volumes are identical. 
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(a) Temperature map (b) Temperature vs. vertical position 
Figure 2.4: Temperature variation in differently shaped crystals 
In order to show the distribution of the crystal temperature, the steady state profiles 
for the cylindrical and conical crystals are presented in Figure 2.4(b). AB expected, 
the temperature gradient at z = 1 = b is much for the cone since the surface area 
increases closer to the melt. The cylindrical crystal displays a slower decrease in 
temperature. Both profiles decay similarly after approximately halfway down either 
crystal. 
For a conical crystal the rate of change of volume is 
av = ~ (2ab fJa + a2ab) . 
at 3 at at 
(2.19) 
As before, the growth rate differs from the pull rate and, in this case, is given by 
fJb Pxa2 
at = 1 + -----:R2 . Pm m (2.20) 
Realizing a = So + mb, the Stefan condition can be rearranged as an ODE for the 
radial growth rate, written as: 
da _ ma [3S-[ (ax - q ) - (1 + L)] 
dt - 2(a - so) az m Pm R';, 
The vertical growth rate can be written in terms of band t only: 
db _ 1 Px(so + mb)2 
- + 2 ' dt PmRm 
(2 .21) 
(2.22) 
Equations (2 .21) and (2 .22) provide two ODEs for the two unknowns: the crystal 
radius (a) and the height (b). 
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2.3.3 Non-Standard Crystal Shapes in a Variable Temper-
ature Gas 
The method applied in the previous subsection could be also used for an arbitrary 
shaped crystal. One further useful addition is to allow the gas temperature to vary 
in the z direction as well. Applying boundary condition (2.7), results in a more 
general form of the first order heat equation: 
(2.23) 
We can then solve numerically for X via equation (2.23) now with s = s(z) and 
Tg =I 0, Tg = Xg(z). This is solvable provided that at each time step the shape 
is relatively smooth (which will likely be true for sufficiently small times). Then 
equation (2.23) will provide the value for ~ required in the subsequent Stefan 
condition. It should also be noted the addition of the variable gas temperature 
could also be performed in the other crystal heat equations (2.10) and (2.18), but 
was omitted for clarity. 
2.4 Time Dependent Equations 
An asymptotic solution was derived in the previous section by neglecting the time 
dependence in the crystal. The pseudo-steady assumption is a simplification, but to 
be useful must accurately approximate the solutions to the full heat equation (2.1). 
This section is devoted to validating this assumption by solving the time dependent 
system. 
A fully implicit scheme was used for the temperature and an explicit scheme was 
used for the growth rates. A moving grid system is required since the domain is 
changing with time. The same substitutions were used to non-dimensiona.1ize all 
variables, as in §2.2, but terms involving E are no longer neglected. 
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2.4.1 Derivation 
Since we are dealing with a moving boundary problem, the first step is to realize 
that the spatial variable is now also time dependent. Expressing this formally for 
the temperature means 
x(x, t) -+ x(x(t), t). 
In terms of heat equation (2.1), the second order spatial derivative is unchanged but 
the time derivative needs to be replaced by the total derivative 
DX 
Dt (ax axaz) at + az at . (2.24) 
The approach we are using is discussed by Crank [43J and used for multiple moving 
boundary problems by Gupta et al [44]. The governing equation for the moving 
boundary scheme in terms of partial derivatives can then be restated by adding the 
convective term to heat equation (2.9) 
(2.25) 
To account for the changing crystal length, the temperature profile is calculated on 
a moving grid with a constant number of equally spaced points. Since the height of 
the crystal varies with time, the grid spacing of the mesh must be recalculated at 
each time step. 
The points within the crystal are numbered from 0 at the melt interface and n at the 
seed chuck. Equation (2.25) can be integrated over a distance ~z and timestep 6.t 
to obtain the finite difference scheme for the crystal. This is a common technique for 
deriving finite difference equations and is discussed in [45]. The resulting numerical 
scheme inside the crystal is then 
(
,y26.t E~t azl _ 6.t) .k+l _ ( 2,26.t 6.t) k+l 
A 2 + 2 A:::lt 4 Xi+l E + + 2 Xi 
L..lZ L..lZ u. i+l/2 S 8 
(
r26.t E6.t azl 6.t) k+l __ /k 
+ 6.z2 26.z at i-l!2 48 Xi-l - EXi' 
29 
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The grid speed az/at is calculated by using the vertical growth rate: 
a z I = i + 1/2 db 
at i+l/2 n dt ' (2.27) 
where db/dt is given by equation (2.22). Note the grid moves at speed db/dt at the 
melt interface and is stationary at the seed chuck (z = 0). The grid spacing 6zk+l 
now depends on the length of the crystal and must be updated every timestep using 
6zk +l = b
k 
. 
n 
The remaining step is to apply boundary conditions (2.11) to the numerical scheme: 
axi = 0, 
az z=o 
X(b) = Tj = 1. 
At the seed chuck (z = 0) , the no flux condition is applied by: 
( ~,2 6t + E6t az I _ 6t) Xk+l 6z2 6z at i+l/2 48 1 
( 
2,26t 36t) k+l k 
£ + 6z2 + 4s Xo = - EXO . 
(2.28) 
(2.29) 
At the melt interface (z = b), the melting temperature is imposed by setting the nth 
temperature to unity: 
X~+l = 1 . (2.30) 
Solving for the temperature at the k + 1 timestep reduces then to inverting a single 
tri-diagonal matrix. The numerical solution in the crystal is given by construct-
ing a tri-diagonal matrix using the order (XO .. Xn), with equations given by (2.26, 
2.29, 2.30). The terms in these equations need to be updated at each time step as 
the mesh is continuously changing. Inverting this matrix completely solves for the 
temperature in the crystal. 
The next step is to calculate the crystal height and radius. Using the conical ap-
proximation for the volume change of the crystal, the radial growth rate can be 
determined by the modified Stefan condition (2.21): 
(da) k+l dt (2.31) 
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The temperature derivative is now calculated numerically using the following three-
point approximation: 
(2.32) 
The vertical crystal growth rate is calculated as in equation (2.22) 
(2.33) 
The melt radius can either be held constant since it varies little, or can vary by 
keeping track of the volume and height of the melt. In the calculations performed 
in this work the melt radius is constant for simplicity. 
The last part of the algorithm requires updating the crystal radius and crystal height 
by: 
(2.34) 
This completes the numerical algorithm for one timestep. After i:lt, the new tem-
perature is recalculated by reconstructing and inverting the tri-diagonal matrix with 
equations (2.26, 2.29, 2.30). Subsequently, the next radial growth rate is determined 
by (2.31) and the vertical growth rate by (2.33). The new height and radius are then 
given by equation (2.34), which can be then used to reformulate the crystal tem-
perature matrices and carryon the calculation at the next timestep. This process 
is repeated for the desired time interval and is summarized in Figure 2.5. 
The initial conditions for the time dependent case are taken to model the actual 
physical process. In our opinion, the most realistic choice is a linear fit with X(b) = 0 
at the melt, and X(b) = 1 at the seed chuck. This will lead to a slight discrepancy 
in the steady-state and the transient model, but is necessary. In the numerical 
calculations 40 mesh points were used in both the crystal and melt regions. In the 
results presented, 20000 timesteps were used. Doubling the number of mesh points 
and/or timesteps had a negligible effect on the solution (changed by less than 0.1 
%). 
31 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Set initial varnes for crystal radius. height and 
temperature. Calculate grid speed / spacing. 
Calculate temperature protiit: at k+l timestep 
Use 3-poiut approximation for temperature 
gradient ttt z=b 
Use temlJcrature gradient in modified Stefan 
condition to oblttin radial gTO\\th rate 
Cnlcuhltc \"cI1icul growth rutt: with muss 
bahlllcc:: 
lYse hffm\th nltcs to updnte crystal radius and 
height. Recalculate grid speed .. spacing 
End of calculation. display results 
~ 
Repeat for each 
time step until end 
of time inter .... d 
Figure 2.5: Summary of numerical time-dependent solution 
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2.5 Results 
The main objective of this section is to show we can model the crystal thermal 
behaviour by solving only a second-order ODE for the temperature, and calculate 
the shape by using the temperature gTadient in a modified Stefan condition. It 
should be emphasized that this is valid only under the conditions discussed in §2.2.1 
to ensure that the time derivative can be neglected. We will increase the pull rate to 
show how large discrepancies arise if the quasi-steady model is improperly applied, 
and neglecting the time dependence is no longer appropriate. 
The secondary objective is to apply the solidification model to investigate process 
parameters that are of interest to the industrial crystal grower. In the following 
results, we show the effect of melt recession and model a crystal in a variable tem-
perature gas. The reason for these calculations is to enable the industrialist to 
determine how process parameters affect the crystal thermal profile and shape. 
2.5.1 Model Validation 
The purpose here is to examine the difference between the pseudo-steady and time 
dependent solutions. The following crystal simulations were run with the parameters 
given in table 2.2. 
property symbol value 
-_. __ .__ .
melt radius Rm 2.0 
time interval t 1.0 
initial crystal radius ao 0.10 
initial crystal height bo 0.10 
melt heat flux qm 1.0 
Table 2.2: Non-dimensional simulation parameters 
Figure 2.6 shows how the time dependent and time independent solution compare 
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throughout the growth period for appropriate pseudo-steady conditions (E = 0.17). 
Initially, there is a slight disagreement because the quasi-steady model is singular 
at t = 0, so the initial conditions can not be satisfied. The crystal temperature pro-
file reaches steady-state conditions relatively quickly and the solutions show strong 
agreement. It should also be noted that the disagreement in the temperature field 
usually occurs at the seed chuck z = 0, not at the melt interface z = b, where the 
gradient is calculated for the Stefan condition. 
TITle Dependent -- Time Independent 
0.96 0.9 0.9 
O.B 
0 .9 0.8 
I 0.1 085 0.7 e> e e 0.6 
.. 
I 
.. / ., i O.B / i 06 i 0 5 ~ ~ ~ 0.75 r 0.5 >-/ OA 0.7 0.4 0.3 
0.65 / 0.3 .' 0 2 
) 
0.6 0.2 0.1 
0 0.05 0.1 0.15 0.2 0.4 0.6 0.5 
z 
Figure 2.6: Results of ID calculations at a) t = 0.1, b) t = 0.5, c) t = 1.0 
Figure 2.7 compares the growth profiles under the same operating conditions, except 
the bottom series accounts for the melt recession as the crystal solidifies, and the 
top series omits this effect. This is equivalent to growing crystals in a small versus 
a relatively large crucible. As expected, the receding fluid causes the crystal to be 
longer and thinner. Figure 2.7 also shows that it is unnecessary to solve the full 
time dependent solution and the quasi-steady assumption is valid in this case, since 
the final radii are within 1 % of each other. 
Care must be taken because the quasi-steady assumption is not valid under all 
growing conditions, it requires E « 1. If this is not the case, transient effects can 
build up and lead to significant discrepancies in the calculation, as shown in Figure 
2.8. In these calculations the crystal pull rate has been doubled to increase the value 
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--- Quasi-steady with fluid changes 
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Quasi-steady without fluid changes 
x Time dependent without fluid changes 
Fluid drop neglected 
.. / FlUid drop Included 
0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 
Crystal Radius (m) 
Figure 2.7: Solidification with melt recession 
of E to 0.34. It is our intention to illustrate the disagreement that occurs between the 
time-dependent and pseudo-steady profiles. In the first stages of crystal growth, we 
can clearly see the temperature profile is not approximated by the time independent 
solution. As the solution progresses, the temperature profiles become closer. 
• Time Dependent --- T..,elndepeOOeni 
1 
0.95 
0.95 0.95 
0.9 
09 0.9 
e ~ e 0.85 
.. a a 
i ; ; 0- 0. E i 0.8 
I- 0.85 ~ 0.85 f-
0.75 
0.9 0.8 
0.7 
0.75 0 .75 0.65 
DOS 0.1 0.1 0.15 0.15 
Figure 2.8: Results of 1D calculations at a) t = 0.01 , b) t = 0.05, c) t = 0.1 
The disagreement mainly occurs initially, within the first 5% of radial growth. Figure 
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2.9 shows the crystal profiles up to only t = 0.5 to illustrate this discrepancy. There 
appears to be two regions that form in the solution. The first is the initial time 
dependent stage that occurs at the very start of the process, when transient effects 
are sti11 very significant and the length of the crystal is small. If E is relatively large, 
the time required for the crystal temperature profile to reach steady-state becomes 
very significant and the model does not depict the shape accurately. The initial 
transient keeps the two profiles apart. It is also clear that past this initial transient 
the models agree much more closely and it is believed the steady analysis is once 
again valid. This means that the quasi-steady model can be used more reliably at 
later stages of crystal growth. In Figure 2.7, this initial transient is much smaller 
and does not significantly affect the crystal growth. 
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Figure 2.9: Time dependent crystal growth 
2.5.2 Variable Gas Temperature 
0.015 
The final part of this work is to provide a practical application of the quasi-steady 
solidification model. In this example, we show the effect of a variable gas tempera-
ture on the crystal growth. The form we use for the gas temperature profile remains 
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at Xg = 0 at the melt interface, but decrease linearly away towards the seed chuck 
in the form 
(2.35) 
where (J is a temperature factor that needs to be specified. For example, if b = 1 
and (J = 0.1, then the temperature will vary from 0 at the melt to -0.1 at the seed 
chuck, in our case a 15 K variation. Figure 2.10 shows the original crystal shape for 
(J = 0 compared with variable gas temperatures for (J = 0.05,0.1. The dotted series 
are the corresponding time-dependent solutions, the solid lines are the quasi-steady 
results. Clearly, these produce larger crystals since there is more heat being lost, 
0 .----.----,----,----,----,----,----,----,----,----, 
0.1 
0.15 
I 0.2 
.: 
.~ 0.25 
.J:; 
0.3 
0.35 
0.4 
0=0.05 
0.45L-----'-----"'------L-----'---__ ---'--____ .J........ __ --'-____ -'---__ --'-__ ---' 
0.005 0.01 0.015 0.02 0.025 0.03 
radius (m) 
0.035 0.04 0.045 0.05 0.055 
Figure 2.10: Crystal profiles with varying ambient gas temperatures 
but note an accurate estimate of the change in the crystal shape can be determined. 
Using (J = 0.1 we obtain approximately a 5 cm increase in the crystal radius. 
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2.6 Summary 
This Chapter consisted of developing a pseudo-steady model for the crystal solid-
ification dynamics. The motivation for this asymptotic approach is to be able to 
couple the solidification model with a fluid dynamics calculation for the melt. vVe 
first made a ID approximation, based on the work of other authors. Then we pro-
ceeded to analyze the resulting heat equation. Using the actual process values of 
InSb, it appeared reasonable to assume the time dependence could be neglected. It 
was shown that the qU3.si-steady assumption only holds for small values of E) and 
needs to be verified for each case. Numerical results showed that the majority of 
the time-dependent behaviour occurs right at the beginning of the crystal growth 
process) when the length is small. 
The Stefan condition was modified for cylindrical and conical geometry. The cylin-
drical geometry enabled the prediction of optimal and maximal pull rates via the 
quasi-steady simplification. The cylindrical geometry enables the calculation of the 
radial growth rate. There is currently no method in the literature that calculates 
the radial crystal growth rate in such a concise manner. 
Now that a model has been developed for the crystal solidification, an examination 
of the melt fluid mechanics is now required. 
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Chapter 3 
Melt Fluid Mechanics I: 
Governing Equations 
In this chapter we examine the governing equations for the velocity and thermal field 
of a Czochralski melt. We will begin by non-dimensionalizing the full Navier-Stokes 
equations. The resulting form suggests the presence of a boundary layer near the 
solid boundaries. Subsequently, a scale analysis with boundary layer theory is used 
to determine the dominant forces in this system. The outcome of the scale analysis 
is the motivation for the asymptotic flow model, developed in Chapter 4. 
3.1 Model Derivation 
In order to obtain the velocity and temperature profiles of a Czochralski melt, 
we consider conservation of mass, momentum and energy. These relationships (in 
the field of fluid mechanics) are more commonly referred to as the Navier-Stokes 
equations (with energy). For the crucible geometry we will use three-dimensional 
cylindrical coordinates (r, 8, z). We will also assume the semiconductor melt is in-
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compressible. The derivation of these equations can be found in any modern fluid 
mechanics textbook, for example see Batchelor [46]. In dimensional form, the in-
compressible N avier-Stokes equations are: 
Continuity 
(3.1) 
Momentum (r, e, z) 
(aur ,aur Uo aUr A aUr U~) P a' +Ur a' + --;::- +Uz a' ---;::-t r r z r 
aP (A 2' 
= - af + {t V U r Ur _ 2 auo) f2 f2 aB (3.2) 
(3.3) 
(3.4) 
Energy 
(aT PCI -, + at aT Uo aT A aT) _ k ~2T a A +, A + Uz a A - I v . r r ae z (3.5) 
where the dimensional Laplacian is: 
, 2 a2 1 a 1 a2 a2 
\1 = + f. af + f2 + a22 (3.6) 
There will be no body forces in the radial and azimuthal direction (Pr Fo = 0). 
The rotation will be accounted for in the boundary conditions. A z body force 
term is present due to the weight of the fluid (pz = pg). For convective flows, it is 
convenient to assume the fluid density only varies with temperature in the z body 
force, and then linearize the density at an appropriate value. In this case, we use 
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the reference density Po at the melt freezing temperature ('if)· This simplification 
is commonly known as the Boussinesq approximation for the density and can be 
written as: 
p Po(l - (3(1' 1'f )), (3.7) 
Before proceeding it is necessary to discuss the steady-state and axisymmetric as-
sumptions we will make to system (3.1)-(3.5) to simplify our analysis. 
3.1.1 Axisymmetry 
One of the assumptions in this work is that the crucible flow is axisymmetric in the 
azimuthal direction. This is done primarily for convenience but also because there 
is no strong evidence for large anti-symmetry in laminar melt flows. For example, 
simulations by Givoli et al [47J for lower Grashof numbers Gr 105 show flow 
fields that are highly axisymmmetric. Even for turbulent Si flows, non-symmetric 
calculations, such as [20, 48J, show small variations in the e direction. Furthermore, 
there are a number of authors who use the axisymmetric assumption for detailed 
melt calculations, as in the global model of Li et al [49]. It is for these reasons we 
will make use of the axisymmetric assumption and set all derivatives with respect 
to theta equal to zero. 
3.1.2 Time Independence 
The other fundamental assumption we make is to neglect the time dependence in the 
melt, based on physical reasoning. The crystal pull rate is approximately 5 x 10-6 
mis, compared to the typical rotational velocity at the crucible wall (5 RPM", 0.05 
m/s), which is larger by four orders of magnitude. Since the crystal is being pulled 
at such a slow rate, the changes in the flow field will occur on a much shorter time 
scale than in the crystal. In addition, all of the boundary conditions for the melt 
vary on the same time scale as the crystal pull rate. 
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There have been many steady-state flow calculations, such as the early work by 
Kobayashi [18] and by Givoli et al [47]. Recent work on time dependent flows deals 
primarily with calculating small oscillations or fluctuations that occur in the flow 
field, such as in [25, 50j. For this thesis, we are interested in the dominant flow 
behaviour, not slight oscillations, which is why a steady-state model for the flow 
and temperature is utilized. 
3.2 Non-Dimensionalization of Equations 
In order to analyze equations (3.1)-(3.5), it is necessary to non-dimensionalize them 
with the appropriate physical quantities. The typical variable values are taken from 
the crucible geometry and melt physical properties. The radial and vertical length 
scale chosen is the crucible radius (Rc). The temperature scale is the difference 
between the crucible wall temperature ct) and the melt freezing temperature (Tj ). 
The pressure is non-dimensionalized using the static and dynamic pressure; while 
the velocity scale (U) is chosen to balance the buoyancy with the inertial terms 
in the z-momentum equation (3.4), as given below. These values are used for the 
following substitutions: 
i (3.8) z 
T-Tf T = A, 
!::.T 
p = _p ___ --';:--'---C. __ -'- (3.9) 
where il = il(r, e, z) and the buoyant velocity scale is defined by 
(3.10) 
The value of the buoyant velocity using the parameters in Table 3.1 is (U '" 0.03 
m/s), compared to the rotational velocity component at the crucible wall RPM 
rv 0.05 m/s), which are the same order of magnitude. Using these approximate 
values it is clear that both the rotation and buoyancy are significant. Note it does 
42 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
not matter which velocity is used to non-dimensionalize equations (3.1)-(3.5), but 
in order to model flow in the absence of rotation, a non-zero velocity must be used. 
Therefore, we use the buoyant velocity as given in (3.10). 
At this point we proceed with the axisymmetric, steady form of the Navier-Stokes 
equations, where all derivatives with respect to 0 and t are zero. The non-dimensional 
equations for conservation of mass, momentum and energy, in cylindrical coordinates 
can then be written as: 
Continuity 
OUr U r au z 0 +-+-= or r oz 
Momentum (r, 0, z) 
Energy 
and the Boussinesq number (Bo) and Prandtl number (Pr) are defined by 
Bo = R~gf3D.T 
0:2 
v 
Pr =-. 
0: 
(3.11) 
(3.12) 
(3.13) 
(3.14) 
(3.15 ) 
(3.16) 
Notice we have reduced all the material properties and physical parameters to only 
two non-dimensional numbers: Bo and Pr, before including the boundary conditions. 
This is the foundation of all the fluid mechanics analysis to follow. 
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3.3 Boundary Conditions 
The boundary conditions to system (3.11)-{3.15) are shown in Figure 3.1. The 
physicaJ set up can be summarized as follows. We are analyzing a heated crucible 
containing liquid InSb that is rotating at a rate We' The crucible wall is assumed to 
be at a constant temperature (Te = 1) and the no-slip condition is applied at this 
surface. 
Gas 
oTloz = 0 
('JuJ('Jz .. oUe1oz .. 0 
u. '" 0 
L 
(0. 
Crystal 
T '" 0 
Ua := roo r 
u, = u. :;; 0 
Crucible 
T '" 1 
Uo '" (0. r 
u,:;; U . '" 0 
Figure 3.1: Boundary condjtions for crucible flow 
Above the melt, at the center of the flow is the crystal interface, which is rotating 
in the opposite direction to the crucible at a rate wX ' The crystal must be at the 
freezing temperature of InSb (Tj = 0) and the no-slip condition is applied at the 
crystal face. 
The final region is the free surface in contact with the surrounding gas. We assume 
the gas/melt interface is horizontal to avoid calculating the location of the free 
surface. In reality the meniscus will be curved where the fluid makes contact with 
the crystal and crucible. However, we assume this will have a small effect on the 
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melt dynamics. Since the heat exchange is low between the melt and the gas, no 
heat loss is assumed. Similarly, since the ambient gas will impose a very slight 
amount of shear, we neglect this effect and impose no-shear at this location. 
This completes the mathematical description of the equations necessary to describe 
our model of the Czochralski melt system. We wish to examine these equations in 
more detail to be able to describe any possible structure of the flow field. 
3.4 Scale Analysis 
Using the data in Table 3.1, we obtain values for the critical parameters Pr/Bo1/ 2 rv 
10-5 and 1/Bo1/2 rv 10-4 . Since Pr/Bo1/ 2 « 1 and 1/Bo1/2 « 1, this suggests the 
viscous terms in equations (3.12)-(3.15) can be neglected. The problem with doing 
so is that the boundary conditions cannot be satisfied, indicating the presence of 
boundary layers. A scale analysis will be used to determine if this is indeed the 
case. Vve will first consider the crucible wall, and verify if a boundary layer is likely 
to form due to convection. 
3.4.1 Crucible Wall 
The scale analysis technique used in this section was developed by Bejan (for nat-
ural convection) and is discussed in his book [51] on convective heat transfer. The 
geometry is idealized as shown in Figure 3.2, which consists of an enclosure with 
a vertical wall at Te, a cooler region at TI , and the boundary layer region. This 
is by no means an exact analysis, we are only trying to estimate the force balance 
at the crucible wall and the size of the boundary region. This methodology first 
assumes the majority of the flow occurs in a slender region of thickness J and max-
imum height He, near the vertical heated boundary (crucible wall). The value of J 
is unknown at this point but we a:3sume it is much smaller than the crucible radius 
to make use of standard boundary layer assumptions to simplify our analysis. 
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Crystal dT/dz =0 
I 
IT=Tr 
......... 
I ~ ~ ~ t t Yf>rtiLlll Heated Wall 
Rc fluid --- T= Tc dT/dr=oi InQlioo ,0 
1 
1 
't t 
-
dT/dz =0 
Figure 3.2: Schematic of crucible with idealizations for scale analysis 
Assuming J « Rc ensures that only the derivatives with respect to f remain from 
the ~2 operator in equations (3.12)-(3.15). An introductory text on fluid mechanics 
or boundary layer theory will provide the necessary background description, such as 
found in Chapter 8 by Acheson [52]. 
Once an estimate of the magnitude of c5 is obtained it can be compared to the crucible 
radius. If J is much smaller than the radius, then the majority of the flow occurs 
in a boundary layer at the crucible wall, otherwise if J '" Rc the initial assumptions 
are not valid and the majority of the flow is not confined to a slender region. 
We proceed by using a typical velocity scale for ur """' U, UZ f"V V that are unknown 
at this point. The temperature change will be approximated by the temperature 
difference between the crystal and crucible (6. T), The characteristic length in the 
radial (f) direction is of order S and the characteristic height in the (z) direction 
is of order Rc. Substituting these values into the dimensional form of energy equation 
(3.15) gives a balance between conduction and convection: 
U6.T V6.T 
-A-, -,- rv 
c5 Rc 
v 
convection 
o:6.T 
62 
-----
conduction 
(3.17) 
Substituting the same values corresponding to the slender region into the continuity 
46 
Un
ive
rsi
ty 
f C
ap
e T
ow
n
equation (3.11) reveals 
u V (3.18) 
meaning both convection terms in (3.17) are of order V 6..T / Rc. Thus, we can restate 
the energy balance as 
(3.19) 
Solving for V yields an estimate for the vertical velocity 
(3.20) 
in terms of the unknown width J. Next, we turn our attention to the dimensional 
form of the z momentum equation (3.14). As mentioned earlier, the boundary layer 
assumption reduces V2 to 82 / 8f2, due to the fact this is only an order of magnitude 
estimate at the cylinder wall. As a further simplification we only consider the static 
pressure, P = Pog(z - Rc), leaving 
82A U z " 
v 8f2 + g{3(T - Tf ) (3.21) 
to provide an estimate of the vertical force balance. Again, we substitute the typical 
values for the boundary layer analysis into equation (3.21) to obtain the balance: 
UV V2 VV g{36..T. (3.22) 
Rc 
, 62 ~
'-..,-" '-v-' buoyancy 
inertia friction 
Clearly there must be a bala.nce among these 3 forces: inertia, friction and buoyancy. 
The buoyancy cannot be negligible because it is the main force driving the crucible 
flow. Using the continuity balance (3.18), we see that both of the inertial terms are 
of the order V2 / Rc. By substituting the vertical velocity (3.20) into balance (3.22) 
and dividing through by g{36..T, we obtain 
( ~,)' 
"-v----' 
inert,ia 
( Rc) 4 -1 , T Bo Pr 
.... .J 
v 
friction 
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Relationship (3.23) shows the overall balance of the different forces. The fluid prop-
erty that sets the first two terms apart is the Prandtl number, which for InSb is 
approximately 0.055. Since the Prandtl « 1, we see that the inertial terms must 
balance the buoyancy in (3.23). Balancing inertia with buoyancy and solving for b 
provides an estimate of the boundary layer thickness 
(3.24) 
The length scale determined by (3.24) is termed the thermal boundary layer thick-
ness (denoted by br), since the flow in this region is governed by the heat transfer to 
the fluid adjacent to the wall. In this region the buoyancy is balanced with inertia, 
meaning fluid is heated and rises along the wall, and the viscous effects are insignif-
icant. For our analysis this is important because it implies that the fluid outside of 
the boundary layer is isothermal and motionless. 
To better understand the boundary layer structure we also consider the balance 
between the viscous friction and buoyancy. Balancing the appropriate terms m 
(3.23), we obtain the viscous boundary layer thickness bv : 
.RePrl/2 
(3.25) 
Relationship (3.25) shows the viscous boundary layer is smaller than the thermal 
boundary layer. The majority of the fluid motion therefore occurs in a layer of width 
Jr. Using the values in Table 3.1, the boundary layer thickness is estimated to be 
approximately 0.5 cm, which is definitely small compared to the crucible radius. 
As a result of the boundary layer analysis we can sketch the expected temperature 
and velocity profiles, shown in Figure 3.3. In low Prandtl number melts, the viscous 
effects are very small and the buoyancy dominates the transition region. 
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property symbol value units 
properties of liquid In8b 
kinematic viscosity (pi Po) v 3.3 x 10-7 m2 /s 
thermal diffusivity (kd Pol Cl) a 6 X 10-6 m2/s 
thermal expansion f3 1 x 10-4 IK 
physical parameters 
crucible radius Rc 0.10 m 
gravitational acceleration 9 9.81 m/s2 
freezing temperature Tf 798 K 
crucible temperature Tc 808 K 
crystal rotation rate Wx -5.0 RPM 
crucible rotation rate We 5.0 RPM 
Table 3.1: Material properties of liquid lnSb and physical parameter values 
T 
AT 
Frictlon - buoyancy 
. '. 
: " -...... _- _. -----_ ... _-,--. _ .. . 
100ft1& • buoyancy ,heeled waR 
(, • R ~, 
Figure 3.3: Comparison of thermal and viscous boundary layers (adapted from [51]) 
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3.4.2 Crystal 
The other location in the melt where the velocity field is likely to change quickly 
is near the crystal. Figure 3.4 shows the region underneath the crystal where we 
will perform another scale analysis to determine the dominating forces. The flow 
near the crystal will now be governed by the rotational velocity component, not the 
buoyancy. 
i 
L - R.- ~loy 
Figure 3.4: Schematic of region underneath crystal for scale analysis 
The typical velocities will be ur rv (;, Uz rv V, UI) rv tV that are unknown and are 
not the same as in §3.4.1. The radial length is scaled by Rx while the vertical length 
will be bv . The starting point will be to examine the dimensional form of the radial 
momentum equation (3.12) since the azimuthal velocity component appears in the 
inertial terms . We wish to estimate the relative magnitude of the azimuthal velocity 
compared to the radial velocity. Since the slender region is now horizontal, only the 
derivatives with respect to z remain from the V2 operator. Momentum equation 
(3.12) becomes 
(3.26) 
To estimate the pressure gradient we use the dynamic pressure with the radial 
velocity component P = Pau;. Using this form of the pressure and substituting 
the length and velocity scales, the balance of the terms in the radial momentum 
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equation (3.12) becomes 
(;2 UV W2 2(;2 vU (3.27) -A- , 5v , kc 
rv , 52 Rx Rx v , 
v 
, 
'--v-' "'-v-' 
inertia pressure friction 
Since the crystal rotation will be driving the flow in this region, the azimuthal 
velocity term should be considered separately from the other inertial terms. We 
can use the continuity relation (3.18) to eliminate the vertical velocity and then by 
collecting terms of order (;2/ Hx we are left with 
(;2 W2 vU 
Hx 
, rv 52 Rx v 
'-v-' '-v-' "'-v-' 
(3.28) 
inertia/pressure rotation friction 
The balance in (3.28) shows the three forces governing the flow underneath the 
crystal: inertia, rotation and friction. In order to obtain an estimate of the boundary 
layer thickness, we need to determine the magnitude of the radial velocity. 
The next equation to consider is the dimensional form of azimuthal momentum 
equation (3.13), since we need to obtain the radial velocity from the azimuthal force 
balance. We substitute the typical velocity and length scales leaving 
UW VW UW v~V (3.29) -,-, 
Rx 
Using continuity relation (3.18) we eliminate the z velocity component and collect 
terms of order (;lV / Rx. The remaining terms reveal a balance between inertia and 
friction 
(;w 
Rx 
'-v-' 
inertia 
Solving for the radial velocity gives 
vW 
friction 
Substituting (3.31) into the balance (3.28) leaves 
v2Rx W2 v 2H x 
54 , , rv 54 Rx v v 
-.....-- '-v-' -.....--
inertia rotation friction 
51 
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Balance (3.32) implies the inertia and friction are the same order of magnitude in the 
slender region underneath the crystal. By collecting the terms of order (v2Rx)/(J~) 
and solving for bv gives 
A rv (v Rx) 1/2 t5v A , W (3.33) 
an estimate for the viscous boundary layer thickness. If the azimuthal velocity were 
replaced with the crystal rotation rate multiplied by the radial distance CW = wxRx), 
we see that the boundary layer thickness only depends on the crystal rotation rate 
and the viscosity: 
-'C ( V)1/2 o rv -V A 
Wx 
(3.34) 
The next step is to determine the approximate thermal boundary layer thickness. 
If we consider a region underneath the crystal, now of height bT , and substitute the 
typical velocities into the dimensional form of heat equation (3.15) we obtain 
U!::..T V!::..T a!::..T 
-- -- rv --
Rx' JT J} (3.35) 
Continuity relation (3.18) can be used to show the convection and conduction terms 
are of similar order of magnitude. Collecting the convection terms which are both 
order U!::..T / Rx results in 
U 
rv -b2 • 
T 
(3.36) 
The final step is to substitute the radial velocity scale (3.31) from the azimuthal 
velocity balance, resulting in 
JT = (:) 1/2 Jv = Pr- 1/ 2Jv , (3.37) 
which is the same result as in (3.25), for the crucible boundary layer. 
3.5 Summary 
The system of equations (3.11)-(3.15) are the foundation for the melt fluid mechanics 
analysis in this work. These equations provide a framework for investigating the fluid 
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flow by simplifying the process variables and material properties to only two non-
dimensional terms, the Prandtl and Boussinesq numbers (excluding the boundary 
conditions) . 
Our scale analysis resulted in an estimate of a buoyant boundary layer at the crucible 
wall and a momentum layer at the crystal wall. It is believed that the majority of 
the melt motion occurs inside these regions. In both cases the thermal boundary 
layer depends on the Prandtl number. For Pr « 1, the thermal boundary layer 
thickness is larger by a factor Pr-1/ 2 , which is consistent with the description by 
Jeong [53J. 
In the following chapter we will make use of the results from our scale analysis and 
develop an asymptotic flow calculation with a core region surrounded by a buoyant 
boundary layer at the crucible wall, and a momentum boundary layer underneath 
the crystal. 
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Chapter 4 
Melt Fluid Mechanics II: 
Coupled Boundary Layer Model 
This chapter focuses on the derivation of an asymptotic model for the velocity and 
thermal field of a Czochralski melt, ba..sed on the scale analysis presented in §3.4. 
vVe will use this asymptotic model as a means to describe the fundamental flow 
structure of t.he melt. The main output values from the asymptotic analysis will be 
the heat flux t.o the crystal, the average temperature and average rotation of the 
melt. In addition, in Chapter 7 we will couple the solidification calculation from 
Chapter 2, with t.he calculated melt. heat. flux devised in this chapt.er, to allow the 
crystal growth model to be dependent on the melt conditions. 
The asymptotic approximation becomes invaluable because the solutions will con-
tinue to be valid at even lower Prandtl or higher Boussinesq numbers. vVe expect 
that as the Prandtl number decreases or the Boussinesq number increases, the flow 
field will become unstable as it becomes transitional and eventually turbulent. The 
consequences for the numerical calculation are that t.he elliptical part of the N avier-
Stokes equations becomes small and the non-linear t.erms dominate, which can lead 
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to bifurcations, or other types of numerical instabilities. 
This analysis can also be used to model crystal growth with parameters that vary 
throughout process. For example, time dependent rotation rates or crucible 
temperature profiles could be easily implemented. 
4.1 Previous Work and Motivation 
Czochralski melt flows are dominated by two forces: buoyancy and rotation. David-
son [54] showed the similarities between swirling and buoyant flows via their genera-
tion of vorticity at the solid boundaries. He used a similarity substitution and then 
a momentum integral analysis to determine some of the flow parameters that were 
either dominated by buoyancy or swirling effects. The limitation of this work for 
the Czochralski process is that it is not clear whether rotational effects or buoyancy 
are dominant. It is likely that both effects can be dominant at different stages of the 
grmvth process. At the beginning of the growth period, the flow will resemble solid 
body rotation since the crystal radius is very small, restricting heat flow and the 
effect of crystal counter-rotation. As the crystal becomes larger, more heat is trans-
ported by the melt, increasing the buoyancy. The crystal rotation will be dominant 
towards the end of the process since by then the crystal area is greater and the melt 
height has decreased significantly. Furthermore, it is believed there are different re-
gions within the crucible where either rotation, buoyancy or a combination of these 
effects dominate the flow. Hence, it is crucial to consider the effects simultaneously 
and to identify the locations where either or both forces govern the melt dynamics. 
Several attempts have been made to describe the flow field of a Czochralski melt 
analytically. The most notable works are by Wheeler [55] and Irizarry-Rivera [56], 
both incorporating von Karman's rotational symmetry [57] underneath the crystal. 
'Wheeler did not adequately model the flow near the crucible wall, and Irizarry-
Rivera uses a complicated network of cells for the core. Neither models were com-
pared with experimental or numerical results. The work by Jeong et al [53] focused 
55 
Un
ive
rsi
ty
of 
Ca
pe
 To
wn
mainly on the melt temperature field to predict the crystal melt interface shape. 
They were not attempting to model the melt fluid dynamics, and they assumed 
the melt flow field took either one of two possible flow patterns. No other calcula-
tions were found that attempt to fully describe a Czochralski melt analytically or 
semi-analytically. 
The aim of this work is to propose a boundary layer model that encompasses the 
dominant fluid mechanics of a Czcohralski melt. Using the values in Table 3.1 , 
the critical parameters Pr /BOI/2 r-v 10-5 and 1/Bol/2 r-v 10-4 , suggest the viscous 
terms in equations (3.11)-(3 .15) can be neglected . Neglecting these terms is reason-
able, except near solid boundaries, where the derivatives can be very large and the 
boundary conditions cannot be satisfied. 
In order to proceed it is necessary to assume some type of structure for the melt 
flow field. The proposed model consists of a rotating core region, surrounded by a 
thermal boundary layer at the crucible wall , and a momentum boundary layer under 
the crystal, as shown in Figure 4.1. 
Momentum Boundary Layer 
Thermal Boundary Layer 
Isothermal, Rotational Core 
Crystal 
T = 0 
U" = CO. r 
U,;:;; U z = 0 
Gas 
f}Tloz = 0 
f}u ,lf}z :: oUe1iJz :: 0 
U . = 0 
Crucible 
T ;;;; 1 
Un ;:;; roc r 
u, = u. = 0 
Core 
T = Tm 
UII = (Omr 
U, :: U , :: 0 
Figure 4.1: Schematic of coupled boundary layer flow regi mes and boundary conditions 
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In §3.4.1 it was shown that the majority of buoyant fluid motion occurred in a 
thin region of thickness (JT 'V Rc/Bo1/ 4 ) at the crucible wall. The mathematical 
approach we will use to model the flow field is a combination of the analysis by 
Kinnear and Davidson [58], and the similarity method by Lloyd and Sparrow [59] 
for forced convection over a flat plate. We will adapt the analysis for a curved surface 
and employ a similarity substitution to obtain a simplified form of the Navier-Stokes 
equations valid in the vicinity of the crucible wall. 
Near the crystal, there is a rapid change in the flow field due to the counter rotation 
between the bulk of the melt and the crystal face. It was shown in §3.4.2 a viscous 
h () 1/2 boundary layer is likely to be present underneath the crystal of width (Ov '" i:x ). 
For this reason, a momentum boundary layer is assumed directly underneath the 
crystal, with a velocity field described by the system developed by von Karman [57] 
for flow near a rotating disk. The flow underneath the crystal has already been 
described by the von Karman system by other authors such as Rurle [60]. 
The crucible and crystal boundary layers are then coupled together by a core region, 
with constant properties T m and W m . All three of these regions are linked together 
to give a closed, consistent model of the Czochralski melt flow. It will also provide 
an idealized structure for comparison with a numerical solution that is presented in 
Chapter 6. 
In the laminar simulations carried out by Givoli et ai, no boundary layers are visible, 
presumably due to the fact that their simulations were carried out at low Grashof 
numbers (Gr = 5.6xl05). At the opposite end of the scale, the direct-numerical sim-
ulations (DNS) by \Vagner and Friedrich [48] using Gr = 2.0 x 109 showed tempera-
ture stratification at the crucible wall but it appears that turbulence has eliminated 
the possibility of an overall structure in the bulk of the melt. 
We believe the InSb process is in a regime where a prominent boundary layer struc-
ture should form (Gr rv 107 ). Furthermore, the analysis by Davidson [54] and the 
work in §3.4 strongly suggest boundary layers are present. The numerical solution 
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in Chapter 5 becomes particularly useful to demonstrate if any of the assumed flow 
structure actually occurs. 
4.2 Core Model 
If the viscous terms are neglected in equations (3.11)-(3.15), the resulting system 
becomes 
Continuity 
Momentum (r, 0, z) 
Energy 
ap 
ar 
aUo auo UrU(} _ 0 
ur-+uz + ---or oz r 
_op +T 
az 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
We will assume that the majority of buoyant fluid motion occurs outside of this core 
region in the thermal boundary layer. If the buoyancy is negligible, this amounts to 
setting U z = 0 and the temperature constant T = T m in the core region. The other 
assumption that we make is that the core is rotating at speed Uo WmT. Here, Tm 
and Wm are the constant melt temperature and rotation rate respectively, which are 
unknown at this point. Substituting U z = 0, into equation (4.3), makes U r also zero. 
The only non-trivial equations remaining are (4.2) and (4.4), which reduce to 
(4.6) 
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The constants of integration for the pressure can be determined by the following 
conditions. The dynamic pressure must be zero at r = ° and the static pressure 
must also be zero at z = H. Integrating equations in (4.6) then results in 
(4.7) 
This gives a simplified core model that is consistent with the N avier-Stokes equa-
tions. The flow in this region can be summarized as isothermal with constant rota-
tion: U r = U z = 0, Uf) = wmr and T = T m' It is now necessary to derive solutions 
that are valid near the boundaries: the crucible wall and the crystal. 
4.3 Crucible Boundary Layer 
The next step is to examine the flow at the crucible wall. The core flow is required 
to match the crucible conditions, which is accomplished via the introduction of a 
(non-dimensional) boundary layer of thickness 6T = JT / Re. 
To consider both rotation and buoyancy, the following strategy has been imple-
mented. We begin by assuming the presence of a convective boundary layer, that 
is a combination of free and forced convection. This is analogous to the work of 
Lloyd and Sparrow [59] for a flat plate, but we extend the methodology for a curved 
surface. By retaining the e component of the Navier-Stokes equations we allow for 
a rotational component of motion that is coupled to the core layer. 
vVe will make use of boundary layer theory to neglect derivatives parallel to the 
direction of the boundary layer. Before proceeding we require to change coordi-
nate systems to express the differential equations in terms of directions normal and 
tangential to the crucible wall. 
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4.3.1 Coordinate Transformation 
To simplify the analysis of the flow adjacent to the crucible wall it is necessary to 
change from cylindrical coordinates (r, B, z) to a coordinate system that is normal 
and tangential to the surface (n, B, s), as shown in Figure 4.2. Here, ¢ is defined as 
( r, z ) 
" n 
'. 
'. 
L 
Figure 4.2: Schematic of crucible with coordinates normal and tangential to surface 
the angle between the normal to the surface n and the z-axis, or, the angle between 
the tangential direction and the r-axis. 
The tangential distance s, from the point So on the crucible is defined by: 
s - So = (r - rb) cos ¢ + (z - Zb) sin ¢ , (4.8) 
where rb, Zb are points that lie on the crucible wall. The orthogonal distance n to any 
point in the melt, is defined in a similar way, but it must be scaled with the non-
dimensional form of the thermal boundary layer thickness (3.24), 5T = 1/B0 1/4 . 
The reason for rescaling the normal component is to apply the boundary layer 
assumptions whereby the region is slender. The normal distance is given by 
- (r - rb) sin ¢ + (z - Zb) cos ¢ 
n = 5
T 
. 
(4.9) 
We can now define (r, z) in terms of (n, s) and ¢ : 
r = rb - 5T nsin¢+ (s - so)cos¢ (4.10) 
Z = Zb + 5Tncos¢ + (s - so) sin ¢. (4 .11) 
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The velocity components can also be rewritten in terms of the normal and tangential 
components: 
(4.12) 
( 4.13) 
By scaling the normal direction and velocity by the boundary layer thickness we are 
essentially applying the boundary layer assumptions (15T « 1) in non-dimensional 
form. This allows us to neglect the second derivatives with respect to the tangen-
tial (8) direction from the Laplacian. By redefining the N avier-Stokes equations in 
the new coordinates (n,O,5) and neglecting terms O(15T ), we obtain the following 
boundary layer equations for the crucible wall 
Continuity 
aUn 1 a ( [ 
a + ( ) ¢ -a rb + (5 - 50) cos ¢] Us) = 0 n rb + 5 - 50 cos 5 
Momentum(n, 0, 5) 
Energy 
ap 
an a 
aus aus _ (u~ u~m) cos ¢ _ p a2us (T _ ). 
Un a + Us a () '" - r a 2 + T m sm ¢ n s rb + 5 - 50 cos If' n 
(4.14) 
(4.15) 
(4.16) 
( 4.17) 
( 4.18) 
Notice in the s-momentum balance (4.17), the pressure gradient ap/a5 was calcu-
lated using the core pressure expression (4.7) differentiated with respect to s and by 
changing the angular rotation into the azimuthal velocity component by wmr ltom) 
cos¢ 
'" + Tm sin cos ,// 
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The crucible boundary layer equations are now coupled to the melt rotation Uem in 
(4.17), thus linking the crucible flow to the core flow. It will also be linked to the core 
flow via the boundary conditions that are summarized below in the new variables 
(n, 0, s), where n ° corresponds to the crucible wall and n = 00 represents the 
core reglOn: 
T(O, 0, s) 1 T(oo, 0, s) = Tm 
7),r(O, 0, s) 
° 
ur(oo, 0, s) = ° 
ue(O, 0, s) WcTb UB(oo, 0, s) = UBm. 
uAO, 0, s) 0 Uz(oo,O,s) =0 
Although the boundary layer scaling has reduced the number of terms from (3.11)-
(3.15), we can reduce the system further by making use of a similarity substitution. 
4.3.2 Similarity Substitution 
To solve boundary layer equations (4.14)-(4.18), we seek a similarity solution. This 
is essentially the same approach developed by Blasius [61] for fluids and Pohlhausen 
[62] for heat transfer. Lloyd and Sparrow [59] extended their work by using a 
similarity solution for mixed convection, over a flat vertical surface. 
First, we reformulate equations (4.14)-(4.18) in terms of a stream function 'lj.;(n, s): 
where X 
1 EN 
xan (4.19) 
the transformed radial coordinate X = rb + (s - so) cos cp. Note 
that the continuity equation is satisfied identically because the differential operators 
become: 
ax 
an o 
ax , 
- = cosrp as 
a (1) _ coscp 
as X - - X 2 . 
We then transform equations (4.14)-(4.18) from (n, s) to the similarity variables 
(rl, O· For a low-Pr number fluid the appropriate similarity variable is given by (see 
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[51] for details): 
n 
Tl SI/4 ~ s. 
Then define f(TJ) in terms of the stream function: 
( 4.20) 
(4.21) 
As shown in Appendix A.l) these substitutions simplify our system to a set of 3 
PDEs: 
(4.23) 
( 4.24) 
The original system of five equations has been reduced to three, but it is desirable 
to make further simplifications to bring this model to a set of three non-linear ODEs 
that can be solved numerically relatively easily. The boundary conditions will be 
discussed at the end of this section. 
4.3.3 Simplifications for Circular Geometry 
It is convenient to make use of the spherical geometry and the constant temperature 
boundary condition to simplify the system further. In order to simplify the PDEs 
(4.22)-( 4.24), it is convenient to make the following substitutions: 
h = fer]) 
x' ( 4.25) 
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Since the crucible is at a constant temperature, the temperature variation in the 
~-direction (along the crucible) will be zero, hence (8 8 (7])). The transformed 
energy equation (4.23) then becomes 
8" = 3h 8'. 
4 (4.26) 
In this section the prime denotes differentiation with respect to 7]. The azimuthal 
velocity is specified in a form that eliminates the middle term in equation (4.24) 
( 4.27) 
where t:.wc = (we - wm) and g(ry) is an undetermined function with g(O) = 1 and 
g(oo) O. Equation (4.27) also ensures the melt rotation at the wall (7] = 0) is the 
crucible rotation We) and at the far-field (7] = (0) the melt is rotating at the core 
rate Wm . 
To simplify the geometric specifications we set ~ = 8 80, which constrains ~ to a 
single point on the crucible wall. The reason for doing so is because these equations 
will be reevaluated at several points along the crucible wall. This means that for a 
given location on the crucible wall, the terms Tb, Zb, ¢ now become constants. 
The final form of the equations is obtained by noting a few features for circular 
geometry. The angle ¢ varies along a quarter circle 0 ::; ¢ ::; 1f /2. Since ~ is 
tangential coordinate along the crucible surface clearly, ~ = ¢. Then the crucible 
radius can be defined by Tb = sin ¢. These substitutions give the final form of the 
similarity equations for spherical crucible geometry: 
Prhlll - 3 h"h + (h')2 (~ __ ¢_) 
4 2 tan ¢ 
8" = ~h 8' 
4 
Prg" 3h ' - g. 
4 
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At T/ = 0 we impose the crucible wall conditions and T/ -t 00 the flow and temper-
ature must match the core conditions. In terms of the new variables the boundary 
conditions for the crucible boundary layer are then 
h(O) = h'(O) = 0 
g(O) = 1 
8(0) = 1 
h'(oo) = 0 
g(oo) = 0 
8(00) = O. 
(4.31 ) 
(4.32) 
(4.33) 
This system now consists of only 3 ODEs with the following parameters: Pr, <p , Wm, Tm. 
The Prandtl number is known from the fluid properties and cP is the location on the 
crucible where the functions are being evaluated. Only the parameters Wm, Tm re-
main to be determined. To calculate these values we need to consider the momentum 
boundary layer under the crystal and then the model can be closed. 
4.4 Crystal Boundary Layer 
Since the crystal is counter rotating relative to the crucible and bulk of the melt, we 
assume the presence of a momentum boundary layer underneath the crystal. Figure 
4.3 summarizes the geometry relevant to this analysis and shows the exaggerated 
boundary layer. 
= 0 
~ =~~--------------~ 
Figure 4.3: Schematic of momentum boundary layer underneath crystal 
The analysis in this section is a combination of the work of von Karman [57] and 
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that of Rogers and Lance [63]) but we extend it to include the effects of heating. 
Von Karman solved the problem of a rotating disk immersed in an infinite fluid 
by assuming azimuthal symmetry for the velocity components. Rogers and Lance 
extended this model to allow the fluid at infinity to be rotating as well. vVe wish 
to solve for the flow field between two counter-rotating heated disks, representing 
the core and crystal, which results in Ekman flow. However, a difficulty arises since 
it is necessary to specify the domain width or boundary layer thickness. Adapting 
the model by Rogers and Lance is possible but does not provide a unique finite 
boundary thickness, i.e. the system is solvable but the domain width then needs to 
be specified. We will make use of the approximate values from §3.4 to provide the 
appropriate boundary layer thicknesses. 
4.4.1 Governing Equations for a Rotating Crystal 
vVe proceed by using von Karman's model for a rotating disk that assumes a form 
such that ur/r, ue/r anduz are aU functions of z only, to simplify equations (3.11)-
(3.14). We extend this methodology by including energy equation (3.15) and impose 
the temperature field T also to be a function of z only. 
The velocities are scaled by the difference in rotation .6.wx = Wm W X ' The length 
scale is the non-dimensional form of the boundary layer thickness given in (3.34), 
which is the square root of the viscosity divided by the rate of rotation. The tem-
perature is scaled with the core temperature since it is the maximum value. The 
rescaling of the dimensionless variables can be summarized as: 
·U = r.6.w f(/) T X ~/' (4.34) 
( 4.35) 
with z transformed to the boundary layer coordinate ( 
z ( 4.36) 
66 
Un
iv
rsi
ty 
of 
Ca
pe
 To
wn
Substituting these scaled quantities into our original system of equations (3.11)-
(3.15) results in a system of ordinary differential equations that depend on ( only: 
Continuity 
2f + h' 0 (4.37) 
Momentum 
f" P l + hi' ( 4.38) 
g" = 2fg + hg' ( 4.39) 
Q' = h" - hh' ( 4.40) 
Energy 
en = Pre/h. (4.41 ) 
Since the velocity fields are now decoupled from the pressure, the crystal boundary 
layer equations have been reduced to a set of 4 non-linear ODEs (4.37)-(4.39) & 
(4.41). Notice in equation (4.40) the temperature has been scaled and appears in 
the pressure gradient in the z-direction. The result of this will be a large pressure 
gradient, but it does not affect the overall flow field. Since estimating the magnitude 
of the pressure or force at the crystal is beyond the scope of this work, equation (4.40) 
will not be considered. The continuity relationship (4.37) can used to eliminate f 
from equations (4.38) and (4.39) leaving the final form of the crystal boundary layer 
equations: 
hili ( 4.42) 
g" = -gh' + g'h, ( 4.43) 
e" Pre'h. ( 4.44) 
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At the crystal (( 0), the melt temperature is at freezing (Tf = 0) and the no-slip 
condition is applied. The crystal rotation is set to Wx by choosing the appropriate 
value for g. The boundary conditions at the crystal are given by 
h hi = 0, 9 8 = 0 at (= o. ( 4.45) 
Moving away from the crystal we approach the core ( 00, where the temperature 
becomes T m and the rotation rate must approach W m . The other velocity components 
(un u z ) decay to zero in the core region. The boundary conditions for the far-field 
condition are then 
hi ......... 0, 8 ......... 1 as ( -00. ( 4.46) 
As mentioned earlier, a difficulty arises since the size of the domain is not known, 
and needs to be specified. To obtain the viscous boundary layer thickness we make 
use of the non-dimensional version of equation (3.34) obtained via the scale analysis 
performed in §3.4.2: 
( 4.47) 
now in terms of the difference between the core and crystal rotation D.wx = Wm - wx , 
and the fluid parameters Pr, Bo. The length du will be the domain that equations 
(4.42)-( 4.44) are solved on to determine the azimuthal velocity gradient at the crys-
taL 
Since the heat flux is crucial to the crystal growth dynamics, it is necessary to define 
the thermal boundary layer thickness dT. The scale analysis (3.25) revealed that the 
thermal boundary layer thickness is related to the viscous boundary layer thickness 
by rearranging (3.37): 
The idea for the crystal boundary layer is to use the fluid parameters and relative 
rotation rates to determine the momentum boundary layer, then obtain the thermal 
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boundary layer thickness. The length 6T will be the domain that equations (4.42)-
(4.44) are solved on to determine the temperature gradient at the crystal. 
This completes the boundary layer description of the melt flow, although the param-
eters Tm and Wm are still unknown. They are determined iteratively such that they 
satisfy conditions at the crucible and at the crystal, by coupling the entire system 
together. 
4.5 Model Closure 
In order to fully close the coupled boundary layer model, a few simple relationships 
are required. By conservation of energy, the amount of heat entering the crucible 
must flow out at the crystal (and to shielding gas if desired). Also, the amount of 
torque generated at the surface of the crystal must be balanced by the torque at the 
crucible wall. 
The non-dimensional heat flow for the crystal and crucible are given by 
( 4.48) 
Evaluating the crucible integral is not trivial since the temperature gradient changes 
along the surface and numerical integration is therefore required. 
Similarly, the torque generated by the crystal and crucible are respectively 
J aU() rdA. an ( 4.49) 
Again, numerical integration is required for the angular velocity gradient at the 
surface of the crucible. The fluid height decreases with time so the integration along 
the crucible wall is performed only up to the appropriate fluid height, S E [a, s(H)]. 
These quantities obviously depend on the and W m , which need to 
be consistent with all three flow regimes (core, crucible boundary layer, crystal 
boundary layer). To start the calculation, Tm and Wm are estimated to solve the 
coupled system and then iterated using an unconstrained non-linear optimization 
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scheme (eg. NeIder-Mead Simplex method [64]), until the heat and torque balance 
requirements are met. 
The effects at the shielding gas are ignored in the following calculation in an effort 
to reduce the number of process variables we need to consider. The boundary 
conditions at the melt/gas interface are no-shear and no heat loss. Hence this 
interface does not participate in the coupled boundary layer model and may be 
neglected. It should be realized that these quantities could easily be added, but we 
have omitted them for simplicity. 
Once the correct values are obtained for T m and Wm the model is capable of predicting 
heating and rotation rates for the melt flow throughout the crystal growth process. 
4.6 Results 
In this section we wish to show two main types of results for the coupled boundary 
layer model. The first set of plots will be results from the crucible and crystal 
boundary layer calculations individually, which will allow us to inspect the solutions 
of the boundary layer flow and thermal fields. The second set present all three 
regions coupled to obtain the heat flux to the crystal, T m and Wm , to show that the 
model is consistent using actual crystal growth data. Further validation is carried 
out in Chapt.er 6 by comparing the results with a Finite Element solution. However, 
for now we wish only to show that the coupled boundary layer model produces 
results that appear reasonable. 
4.6.1 Crucible Boundary Layer Calculations 
The system of ODEs (4.28)-(4.30) was solved using a commercial boundary value 
problem solver that. uses collocation. Ascher et al [65] provide a description of 
this algorithm and other methods for solving boundary value problems. A relative 
tolerance was set to 10-4 and an absolute tolerance of 10-6 , with a starting mesh 
70 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
size of 50 points. 
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Figure 4.4: Crucible boundary layer profiles 
The system of equations (4.28)-(4.30) are solved at a large value of T} = 20, which 
overshoots the boundary layer thickness, as shown in Figures 4.4( a) & 4.4(b). The 
parameters used in this calculation are presented in Table 3.1 . The parameter values 
for the core have been chosen as Tm = 0.90 and Wm = 0.80. The solution is plotted 
at two locations along the crucible 8 = 0.1 and 0.9 to show how the boundary layers 
vary along the crucible wall. 
It may appear in Figure 4.4 that the boundary layer thickness at the bottom of the 
crucible (8 = 0.1) is larger than that at the top (8 = 0.9). This is not the case, recall 
the definition of T} in equation (4 .20). Rearranging this for the normal distance from 
the surface gives n = T}8 1/ 4 . The distances in terms of n then become, at 8 = 0.1: 
bv = 1.1, br = 8.1 and at 8 = 0.9: bv = 1.5, br = 9.2. As expected, in both cases, the 
thermal boundary layer thickness is approximately Pr- I/ 2 f'V 4.5 times larger than 
the viscous boundary layer thickness as predicted in §3.4. 
An interesting feature of this model occurs from examining equation (4.28), which 
involves the reduced stream function h, the crucible rotation We, the core rotation 
Wm and the temperature e. In particular we wish to emphasize the right hand side 
of (4.28): 
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The only term that can be negative is the core rotation Wm (if the crystal rotation is 
sufficiently large). Not.ice the counter rotating effect will be maximum when sin(2¢» 
is maximum at ¢> = 7r / 4, which corresponds t.o the midpoint on the crucible. This 
indicates that any change in flow will emanate from ¢> = 7r / 4 and will occur if there is 
sufficient count.er rotation. A change in t.he flow field is not easily shown analyt.ically 
but can occur in numerical calculations whereby h will actually change sign. This 
is an extremely important observation because the midpoint of the crucible is t.he 
most favourable location for the radial and axial velocit.ies to change directions. 
4.6.2 Crystal Boundary Layer Calculations 
The boundary layer ODEs (4.37)-(4.39) & (4.41) have been solved with values of 
Tm = 0.90 and Wm = 0.80, shown in Figure 4.5. 
0.8 
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~ o.s 
" ~ 0.4 
.. a 0.2 
~ 
E o~----------~~----~ 
'? 5 -0 .2 
c 
-ll.4 
0.2 0.4 0.6 0.8 
r; = non-dimensional distance 
(a) ( E (0,1) 
0.8 
~ 0.6 
'" E 0.4 
-;; 
& 0.2 
.~ 
~ o~====:::;~~~~==:j i -02 h(Q 
-0.4 
-O.6""----~-~-~-~-~ 
o 0.5 1 1.5 2 2.5 
I; = non-dimensionaJ distance 
(b) ( E (0,2.6) 
Figure 4.5: Crystal boundary layer profiles 
The gradient for the azimuthal velocity can be calculated from Figure 4.5(a) and the 
temperature gradient can be calculated from Figure 4.5(b), to ensure t.he appropriate 
viscous or thermal boundary layer is used, respectively. The temperature profiles 
are not very int.eresting because the temperature gradient is strongly linear. There 
is little variation in the radial and axial velocity components in this case, which is 
also found in the numerical solutions presented in Chapter 6. 
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4.6.3 Coupled Model with Crystal Growth Profile 
In order to use this model with ease it is convenient to create a database of the 
derivatives at the crucible wall and store them, rather than re-solve the ODEs (4.28)-
(4.30) at each iteration. The system of equations for the crucible was therefore solved 
for different values of s, Tm and Wm; with the gradients stored in a three-dimensional 
array. Then for actual grower calculations, the values are looked up and interpolated 
if necessary. This method dramatically increases the efficiency of the calculation. 
In this section, we have re-scaled the variable W such that Wm = 0 corresponds 
to the non-dimensional crystal rotation rate and Wm = 1 corresponds to the non-
dimensional crucible rotation rate: 
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~ -0.15 • • 
~ . 
! ~2 • ;; . 
(J -0.25 • • 
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• 
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• 
• 
• -0 .35 L-:-:,-:-:::~-:--::--,-=~.,.....--,--'-o--:-':----:-~~ 
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ClY"tal radius (m) 
(a) Typical II1Sb crystal growth profile 
(4.50) 
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(b) Corresponding fluid heights 
Figure 4.6: Input values for coupled calculation 
Figure 4.6(a) shows the crystal shape data used in this calculation. The values for 
the crystal profile are interpolated from actual crystal data shown in Figure 2.2. The 
crucible is assumed full initially, and the corresponding melt heights were calculated 
for two different crucible sizes: He = 0.1 m, 0.08 m, presented in Figure 4.6(b). The 
parameters used are again those presented in Table 3.1. 
Using these profiles the height of the fluid in the crucible and the crystal radius are 
updated at each calculation. Figure 4.7 shows the core temperature and rotational 
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Figure 4.7: Calculated core temperature and rotation rates 
o 
0_05 
velocity values throughout the growth process. Figure 4.7(a) shows a core temper-
ature decrease that is almost linear. This is surprising since the heat flow to the 
crystal should be proportional to the area or radius squared. It is likely the melt 
height decreasing has the effect of cancelling out any curvature due to the mass 
balance between the crystal and fluid height. If the melt height were constant then 
the core temperature would drop even faster. The core temperature seems to be 
mainly dependent on the crystal radius itself, not the cross-sectional area. 
Notice the crystal rotation Wm is constant until f = 3 cm, shown in Figure 4.7(b) . 
The geometry of the small crystal and large crucible radius initially favour the 
crucible in terms of rotation, but as the crystal gets larger the counter rotation 
becomes substantial. Comparing the rotation curve with the fluid height profile in 
Figure 4.6(b), the crystal rotation appears to be strongly dependent on the drop in 
fluid height, and to a lesser extent the crystal radius. The dramatic slowing of the 
rotation towards the end of the growth period could contribute to having the melt 
freeze, or other undesirable effects on the crystal. 
Figure 4.8 shows a comparison of the temperature gradient and the total heat flow 
from the melt to the crystal , with it = 0.1 m. The interesting point here is that 
the temperature gradient is extremely high initially and decays rapidly. This pro-
file suggests the assumed constant temperature dift·erence between the crystal and 
crucible !:1T = 10K may be unrealistic. Clearly if the melt heat flux varied by al-
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Figure 4.8: Comparison of heat flow and temperature gradient at crystal 
most a factor of 2, pulling the crystal at a constant rate would be impossible. This 
gives a new purpose to our model: to obtain a realistic crucible temperature profile 
suitable for crystal growth. This idea will be dealt with in detail in Chapter 7, as 
an application of the quasi-steady model. 
4.7 Summary 
The asymptotic approach developed in this chapter is useful because it provides 
a solution to the melt flow equations that is valid at low Prandtl numbers . The 
calculation time is short and is intended to capture the dominant behaviour of 
the melt flow field without resorting to CFD. The asymptotic model is capable of 
providing an overall or average picture of a Czochralski melt, and can also determine 
the heat flux to the crystal. 
An interesting observation was made by looking at the crucible boundary layer 
equation (4.28), which predicts the flow field is most likely to change direction at 
the midpoint of the crucible, if sufficient counter rotation is present. This type of 
observation would unlikely be noticed by looking at results from only numerical or 
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CFD solutions. This is important in order to maintain a consistent flow structure 
and demonstrates the usefulness of asymptotic approximations. 
We also learned, at the end of §4.6 that a constant crucible wall temperature over 
the entire growth process is unrealistic . The asymptotic flow calculation can be used 
to develop a heating strategy, based on the crucible wall temperature. This type of 
analysis will be performed in Chapter 7. 
The main purpose of the asymptotic flow model is to be used with the solidification 
model for the crystal, derived in Chapter 2. Then we will be able to show directly 
how the melt conditions affect crystal growth. Before doing so, it is necessary to 
validate the asymptotic model with a numerical solution. 
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Chapter 5 
Melt Fluid Mechanics III: 
Finite Element Solution 
In the previous chapter, an asymptotic model was constructed that satisfies the 
Navier-Stokes equations by assuming the presence of a core region surrounded by 
boundary layers. In this chapter, we will make use of the Finite Element (FE) 
method to solve the full incompressible Navier-Stokes equations (3.11)-(3.15). 
5.1 Previous Work and Motivation 
The Finite Element Method is one of the most powerful computational techniques 
available to mathematicians and engineers. This method is a generalization of clas-
sical variational techniques, for example the Ritz method [66] and weighted-residual 
methods (Galerkin, least-squares [67]). The basic premise is to represent the so-
lution of partial differential equations (PDEs) as a linear combination of unknown 
parameters and appropriately selected functions over the entire domain. The un-
known parameters are then determined such that the differential is satisfied in a 
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weighted-residual sense. 
The limitation of this approach is the difficulty in constructing an approximation 
function to satisfy the PDEs and the boundary conditions. Finding a function 
that can approximate physically realistic boundary conditions on complex geometry 
can be very difficult, if not impossible. If the domain can be approximated by 
a collection of smaller sub-domains, then piecewise approximations can be used 
instead of a single function over the entire domain. This is essentially the idea 
behind the Finite Element Method. Subdivide the domain into smaller regions, 
and use an element wise approximation (with interpolation functions) on each sub-
domain, then reassemble the element equations into a global system to obtain an 
approximation to the full system of equations. 
The analysis for this work is taken primarily by the methods given in the work by 
Reddy and Cartling [68], although we deviate slightly. Their summary of mixed 
finite elements for incompressible flow and convective heat transfer are used in this 
work, and adapted to an axisymmetric system. 
5.2 Geometry and Coordinate System 
A 1/4 circle domain, defined by D, is all that is needed to represent the crucible 
geometry due to the azimuthal symmetry. The triangle is the standard element 
shape used to subdivide the crucible domain, chosen for its simplicity. 
5.2.1 Discretization of Domain (Meshing) 
The domain D is discretized into triangular non-uniform subdomains De. The aim 
here is to have relatively small elements and therefore obtain higher resolution near 
the solid boundaries, where it is believed that the solution will change rapidly. This 
is also desirable in order to resolve any boundary layers, if present. Two of the 
meshes that were used are presented in Figure 5.1 . 
78 
Un
ive
rsi
ty 
of 
Ca
p
 To
wn
Figure 5.1: Coarse mesh with 518 vertices and 294 elements and refined mesh with 1118 
and 571 elements 
The unstructured meshes were generated using the GRUMMP software developed 
by Ollivier-Gooch [69]. Notice we attempt to have more cells near the crucible wall 
and crystal boundaries to detect rapidly changing solutions . In order to automate 
the calculation (or integration) it is desirable to transform every triangle in the 
domain to a standard triangle. This is a standard transformation that is described 
most modern Finite Element textbooks. 
5.2.2 Coordinate Transformation 
To simplify the calculation of integrals, it is convenient to map all triangles to 
a standard triangle using a coordinate mapping, known as area coordinates for 
Lagrange elements. First, denote any triangular element vertices: (VI, V2, V3) = 
([rl' zd, [T2' Z2], [T3, Z3]), in the global coordinate system of (T, z ). Area coordinates 
can be defined to map any point from the global system (r, z) to a local coordinate 
system (LI' L2, L3) using the following relations: 
LITI + L2T2 + L3T3 = T, 
Lr z! + L2z2 + L3Z3 = Z, 
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which is solved simultaneously to give: 
The values for the coefficients ai, bi , Ci in equations (5.4)-(5.6) are given by: 
TZ Z3 - T3 Z2 T3 Z 1 - TIZ3 TIZ2 - TZZI 
al = a2 A a3 = A 
b1 
Z2 - Z3 b
2 
= ~3 - Zl b3 = 
Zl - Z2 
A A A 
T3 r2 Tl - T3 rz - Tl 
Cl = A C2 = A C3 A 
where A is the area of the triangle in the global system. 
5.2.3 Element Interpolation Functions 
(5.3) 
(5.4) 
(5.5) 
(5.6) 
(5.7) 
(5.8) 
(5.9) 
The interpolation functions used in this work are the linear and quadratic Lagrange 
functions for a triangular element. It is well known that instabilities arise (see 
[70, 71]) if equal order interpolation functions are used for the pressure and velocity 
variables. To overcome this the velocity interpolation function will be one order 
higher than the pressure, which is a stable formulation according to the work of 
Taylor [72]. The linear interpolation function in area coordinates has the following 
form: 
(5.10) 
The coordinates for any triangle vertices in terms of <j) become 
(h, Zl], [rz, Z2], [r3, Z3]) = ([1,0,0]' [0,1,0]' [0,0,1]). 
For the quadratic elements (velocity and temperature variables), t.he following quadratic 
interpolat.ion functions are used for a triangular element, with 6 nodes: 
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(5.11) 
The coordinates for the vertices in terms of 1jJ are 
([TI) Zl], [T2' Z2], [r3, Z3]) ([1,0,0,0,0,0]' [0,1,0,0,0,0]' [0,0, 1,0,0,0]) 
in the natural form. The additional nodes are then given by: 
([0,0,0,1,0,0]' [0,0,0,0,1, OJ, [0,0,0,0,0,1]). 
The triangles for the linear and quadratic elements are presented in Figure 5.2. The 
Figure 5.2: Linear triangle (left) and quadratic triangle (right) used in calculations 
linear triangular element has 3 components in its interpolation function (<p), and 
the quadratic element has 6 components in its interpolation function (1jJ). In this 
formulation, the nodal values will correspond to the results in primitive variable 
form. 
5.3 Weak Form 
The next step is to obtain the weak form of the 2D axisymmetric Navier-Stokes 
equations (3.11)-(3.15) derived in Chapter 3. This method consists of multiplying 
the equations by a test function, either N or w, and integrating the system over 
each element: 
(5.12) 
(5.13) 
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(5.14) 
(5.15) 
(5.16) 
The integrations are performed over a differential area dn = rdrdz. The equations 
are simplified by using integration by parts and the Divergence Theorem (see Reddy 
[73] for details). The final variational system in weak form is then 
( (N~'IJ,T + N 11r + N OUZ ) dn = 0 
Jdfie or r oz 
1 ( OUr OUr U~ oW ) WUr +WUZ - w- - -P-wP dn fie or oz r or 
Pr 1 (ow OUr ow OUr ur ) i +~ ~--;:;- + ~ ~ + W 2 dn - wYrds = 0 Bo fie ur ur uz uZ r dr. 
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(5.20) 
r (OT OT) 
JOe WUr or + wUz OZ do' (5.21) 
1 1 (OWOT 02WOT) i 
+---""l/2 ~~ + ~~ do' - wY Tds = O. Bo Oe ur ur uZ uZ dr e 
Note the term Y denotes the left over terms from using the Divergence Theorem in 
the boundary integral. 
5.3.1 Finite Element Method 
As mentioned in the previous subsection, the weight functions are restricted such 
that the pressure interpolation function must be one order lower than the velocity 
and temperature. Therefore, all variables can be approximated by the expansions 
m 
per, z) = L <Pi(r, z)P(i) = <I>Tp (5.22) 
i=l 
n 
ur(r, z) = L ¢i(r, z)ur(i) = \[ITur (5.23) 
i=1 
n 
ue(r, z) L¢i(r,z)ue(i) = \[ITue (5.24) 
i=1 
n 
uz(r, z) = L ¢i(r, z)uz(i) = \[IT U z (5.25) 
i=l 
n 
T(r, z) L ¢i(r, z)T(i) = \[ITT (5.26) 
i=l 
where \[I and <I> are column vectors of interpolation presented in the previous section, 
and P, Un lIe, u z , T are column vectors of the nodal values for the pressure, velocity 
components and temperature respectively. 
Any weight function is admissible so we choose the weight functions to be the same 
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as the interpolation functions, evaluated at each point 
N(r, z) = ¢j(r, z) w(r, z) = 1/Jj(r, z). (5.27) 
These substitutions lead to the vector form of the finite element equations 
Continuity 
(5.28) 
A1o~entu~ (r,e,zj 
(5.30) 
(5.31) 
Energy 
(5.32) 
These equations still contain the primitive variables (un Ue, u z ) in the non-linear 
terms. It is necessary to linearize equations (5.29)-(5.32) before putting them into 
matrix form. 
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5.3.2 Linearization 
In order to obtain a consistent matrix form, the above system needs to be trans-
formed from a non-linear system of equations to a linear set. This is accomplished by 
assuming part of the non-linear velocity terms are constant or known, and iterated 
until they converge to the actual solution. Initially, the constant values are taken 
to be zero, which is equivalent to solving the Stokes flow problem. The solution 
progresses using the velocities from the previous iteration. This is known as the 
Picard iteration scheme [74], and can be described for each iteration k by denoting: 
The variational integrals are then given by: 
Continuity 
(5.33) 
Momentum (r, 0, z) 
(5.34) 
[foe (UrWO!r + UzWO~T) dn] liz + [foe ~: ¢Tdn] (5.36) 
+ Pr [foe (~: O:'T +~: 0::) dn] liz [foe wwT dnJ T 
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Energy 
(5.37) 
5.4 Matrix Formulation 
The integrals in the system of equations (5.34)-(5.37) must be evaluated over each 
element yielding a local stiffness matrix, denoted with lower case variables. The 
local stiffness matrices are then entered into a global stiffness matrix that yields the 
global approximation. The following matrices are defined for each element 
Pr 1 (OW owT oW owT WWT) kll = k22 = -----r-/2 ~~ + ~ ~ + -2- do' Bo r!e ur ur u Z u z r (5.38) 
(5.39) 
(5.40) 
(5.41) 
1 T hI = WW do'. (5.42) r!e 
In order to evaluate integrals (5.38)-(5.42), a 4-point numerical quadrature was im-
plemented, with the coordinates and weights presented in Table 5.1. The evaluation 
points are shown schematically in Figure 5.3. This system was used because of the 
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L1 L2 L3 W Location rn 
1/3 1/3 1/3 -27/48 a 1 
0.6 0.2 0.2 25/48 b 2 
0.2 0.6 0.2 25/48 c 3 
0.2 0.2 0.6 25/48 d 4 
Table 5.1: Integration Points and Weights 
Figure 5.3: Integration point locations 
axisymmetric formulation. Since all of the points on the triangle are internal, the 
l/r terms will not be singular at the boundary r = O. This quadrature is exact for 
polynomials of degree S; 3. 
Evaluating integrals (5.38)-(5.42) also requires mapping each triangle to the standard 
triangle, performing the integration and then multiplying by the Jacobian. For 
example, the Laplacian of the radial velocity (tL r ) is 
kll - +- +-- dO, Pr 1 (a'll awT a'll awT WWT) 
lle ar ar a z a z r2 ' (5.43) 
which can be evaluated by 
Pr 4 (8'11 awT a'll awT WWT) I kn = ~/':; L -a -a. + -a -a + -2- r(rn)W(rn). Bo i=l r r z z r (m) (5.44) 
Here /':; is the area of the triangle, and rn denotes the integration point where the 
variables are being evaluated. The same methodology is applied to calculating the 
other matrices in the system (5.38)-(5.42). 
The next step is to add each individual element contribution to the global stiffness 
matrix. To distinguish a local element node from a global node we let ig denote a 
global node index and il correspond to a local node index. The element contribution 
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are summed to give 
n n n 
Kll(ig ) = 2:k~l(il) K22(ig) = 2: k~2(il) K33(ig) == 2: k~3(il) (5.45) 
e=l e=l e=l 
n n n 
K44(ig) = 2: k~4(il) NI (ig) 2: n~(il) N2(ig) = 2:n~(il) (5.46) 
e=l e=1 e=l 
n n n 
QI(ig) = 2: q~(il) Q2 (2g) 2:qHi/) Hl(ig ) == 2: h1(i/). (5.47) 
e=l e=l e=l 
The resulting matrices can be combined to form the global stiffness matrix A: 
Kll + NI -N2 0 0 -QI lir 
N2 K22 + NI 0 0 0 lie 
0 0 K33 + Nl -Hl -Q3 liz =0. 
0 0 0 K44 + NI 0 T 
QT 
- 1 0 -QI 0 0 p 
These element stiffness matrices are assembled into the global form by relating the 
local nodes for each element to the global nodes for the entire domain. The result is 
a system of linear equations that is (4N + L) by (4N + L), where N is the number 
of quadratic nodes and L is the number of linear nodes in the mesh. 
Ax=b (5.48) 
where x is a vector containing the nodal values of the velocity, temperature and 
pressure; b is the global load vector. 
The only remaining operation is to make the pressure field non-unique otherwise 
system (5.48) will remain ill-conditioned. Before solving for the flow field, the pres-
sure at the top right of the crucible is set to zero, then it is possible solve the linear 
system of equations. 
5.4.1 Relaxation Factor 
In order to reduce or damp out oscillations that can occur in the Picard iteration 
scheme (again, see [68]), a rela.,xation factor is often used. The relaxation factor 
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slows the variation of the solution, for example at step k the solution to the flow 
field would be determined by: 
(5.49) 
The relaxation factor 'Y is a value chosen between zero and one. 
5.5 Results for a Specified Flow Field 
The purpose of this section is to test the solver accuracy and to perform sample 
calculations. In Chapter 6, results will be presented for the actual flow field for 
the Czochralski process. For the moment, we wish to show equations (3.11)-(3.15) 
are solved properly with a specified flow field. The FE solver was tested by impos-
ing boundary conditions for a flow field that identically satisfies the Navier-Stokes 
equations. The specified flow field is 
U r r, UI) = 2rz, U z = -2z 
T = 4z - 0.5, P 1 - r - 0.5z 
Fr = r - 4rz2 - 1, FI) Fz 0, FT = -8z. 
(5.50) 
(5.51) 
(5.52) 
Since quadratic elements are used for the velocity and linear elements for the pres-
sure, the solution resides in the finite element space, and the results should be exact. 
5.5.1 Solver Accuracy and Convergence 
A total of seven iterations is required for the solver to converge to the specified 
solution (5.50)-(5.52). The convergence of the solution is presented in Table 5.2 
with a minimum value of 3 x 10-11 . 
It should be pointed out this error occurs in the pressure field and the velocity field 
was accurate to approximately 5 x 10-13 . Colour maps of the velocity, temperature 
and pressure fields are presented in Figures 5.4(a)-5.4(f). 
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(a) Radial velocity: u" = r (b) Azimuthal velocity: U(J = 2rz 
(c) Axial velocity: U z = -2z (d) Temperature: T = 4z - 0.5 
0.8 
0.1 
0.6 
0.' 
0 .• 
0.3 
0.2 
(e) Pressure: P = 1 - r - 0.5z (f) Vector field: u = (r, -2z) 
Figure 5.4: Results from test calculation 
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Iteration Node number Max Residual 
1 15790 1.98 
2 15863 6.91 x 10-3 
3 15928 1.04 x 10-4 
4 15928 8.54 x 10-7 
5 15881 1.32 x 10-8 
6 15834 4.50 x lO- lO 
7 16047 3.85 x 10-11 
Table 5.2: Convergence of FE solver on test case 
5.5.2 Heat Flux / Torque Calculation 
The important output values are the temperature and azimuthal velocity gradients 
at the crystal and crucible boundaries. The temperature gradient is vital because it 
directly affects the crystal solidification rate. The azimuthal velocity gradient can 
be related to the torque on the crystal and is used to validate the asymptotic model 
developed in Chapter 4. 
These values are obtained by differentiating the interpolation functions and evaluat-
ing the solutions at the boundary nodes. We begin by differentiating the quadratic 
interpolation function 
otj; 
or 
otj; 
oz 
(5.53) 
(5.54) 
The derivatives of L with respect to rand z can be quickly evaluated using (5.4)-
(5.6): 
OLI bl 
oL2 b2 8L3 _ b 
or or or - 3, 
(5.55) 
OLI oL2 oL3 
-=Cl 8z C2 OZ = C3· 8z (5.56) 
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The derivative of the quadratic interpolation function with respect to L I ) L 2 , L3 are 
then 
4LI -1 0 0 
0 4L2 -1 0 
8'ljJ 0 8'ljJ 0 8'ljJ 4L3 -1 
-
8LI 4L2 8L2 4LI 8L2 0 
0 4L3 4L2 
4L3 0 4Ll 
Combining (5.53) with (5.55) and (5.54) with (5.56) enable the gradients of the 
interpolation functions to be calculated by 
8'ljJ 
8z (5.57) 
The gradient of the temperature and the azimuthal velocity are then given by the 
vector product of the interpolation function gradients and the nodal values. At the 
crystal, only derivatives with respect to z are required resulting in 
8z (5.58) 
where T e and UOe are the nodal temperature and azimuthal velocity nodal values. 
Equation (5.58) is sufficient to calculate the gradients at the crystal boundary using 
the solution at boundary elements. For the crucible wall derivatives, it is necessary 
to calculate the gradients with respect to the normal direction, which is given by 
8n ( 
8'ljJ . a'ljJ ) 
- ar sm(¢) + az cos(¢) . T e , (5.59) 
where ¢ is the corresponding position along the crucible. Similarly, the azimuthal 
velocity gradient is 
8uO 
an ( 
a'ljJ . (,-/,) 81/) ( .)) 
- ar sm 'f' + a z cos ¢ . UOe · 
This completely defines the description of the Element calculation. 
(5.60) 
Figure 5.5 shows the computed temperature and velocity gradients for the top sur-
face of the crucible geometry at z = 1, for the specified flow field. 
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4.02.-~-~---~--. 
4.01 
3.lX1 
3 .98'---~-~-~~--' 
o 0.2 0.4 0.8 0.8 
1.5 
0.5 / 
.... 
.' o • 
o 0.2 0.4 0.6 0.8 
Figure 5.5: Temperature and azimuthal velocity gradients at z = 1 
Figure 5.6 shows the temperature and velocity gradients for the crucible wall. As 
expected the angular velocity gradient becomes negative towards the top of the 
crucible. 
3.5 
0.5 
3 
2.5 
c 
~ 2 
" 
c 
~~ -0.5 
" 1.5 
-1 
-1.5 
0.5 
O'------~-~-~~ -2 '------~-------J 
o 0.2 0.4 0.6 0.8 o 0.2 0.4 0.6 0.8 
Figure 5.6: Temperature and azimuthal gradients along crucible wall 
In order to compute the heat flow and torque we integrate the temperature and 
azimuthal gradients over the appropriate boundaries, described by equations (4.48) . 
For the finite element calculation, the integrals must be evaluated numerically since 
the gradients vary with position. The numerical values for the heat flow and torque 
at the crucible wall and top of the crucible (z = 1) have been calculated. The values 
obtained via numerical integration are compared with the analytical values for the 
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specified flow field and are presented in Table 5.3. 
Quantity Computed Value Analytical Value 
Total heat at crucible wall 12.564 12.566 
Total heat at fluid surface z = 1 12.558 12.566 
Total torque at crucible wall -2.102 -2.094 
Total torque at fluid surface z = 1 3.140 3.142 
Table 5.3: Non-dimensional heat flow and torque values for specified flow field 
The results show the numerical method and gradient processing calculation is accu-
rate within 1 %. A slight interpolation error is introduced since the mesh is unstruc-
tured and the intervals are not constant width, but it is well within our necessary 
limits of precision. The next step is to use the solver to simulate an actual lnSb 
melt. 
5.5.3 Boundary Conditions for Melt Flow 
The boundary conditions for the idealized system are summarized in Figure 5.7. At 
the crystal/melt interface, the temperature is specified (T = 0) with no-slip at the 
crystal surface. Since the crystal is rotating at W X1 this becomes the boundary condi-
tion for the azimuthal velocity. Vve impose the crucible rotation We and temperature 
T = 1 at the crucible wall. At the origin (r = 0), the symmetry boundary conditions 
are imposed. At the gas/melt interface we simplify the dynamics by fixing the fluid 
height at z = H. Since there is very little resistance to the flow by the ga.s we impose 
no-shear. The heat transfer between the gas and melt will be small in comparison 
t.o the conduction to the crystal so we a.ssume the heat flux to the gas is zero. 
Note these boundary conditions imply that all the boundary integrals are zero (Y r = 
Y T = 0) in the system of equations (5.33) (5.37). The Dirichlet 
boundary conditions are applied by assigning a node with a specified value in the load 
vector. The Dirichlet boundary conditions are already satisfied by the formulation. 
94 
Un
ive
rsi
ty 
f C
ap
e T
ow
n
Crystal 
T ;;;; 0 
uo ;;;; 0). r 
u, = u. = 0 
S~mmetry 
aTlo r = 0 
u, = Uo ::;: 0 
(JuzlfJr = 0 
Gas 
8T/oz = 0 
au.! OZ = our/ oz = 0 
u. = 0 
Crucible 
T = 1 
Ue = O)c r 
u. = u. = 0 
Figure 5.7: Boundary conditions for 2D axisymmetric finite element model 
5.6 Summary 
This chapter was dedicated to constructing a Finite Element solver for the axisym-
metric Navier-Stokes equations (3.11)-(3.15). The sample calculations indicate that 
the solver provides an accurate approximation of the full equations. 
The Finite Element approximation will be used to validate the coupled bound-
ary layer model from Chapter 4 and to provide a more detailed description of the 
Czochralski crucible melt flow field. We proceed by using this solver with physically 
realistic boundary conditions for a melt with a Prandtl number of 0.5. 
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Chapter 6 
Melt Structure and Coupled 
Boundary Layer Model Validation 
The purpose of this chapter is twofold. First, we will use the Finite Element approx-
imation developed in the previous chapter to show the detailed thermal and flow 
profile of an InSb Czochralski melt. This will include examining the effects of the 
crystal/crucible rotation and the buoyancy, in an attempt to describe a fundamental 
flow structure. 
The second objective is to compare the numerical results with the asymptotic results, 
in order to validate the coupled boundary layer model developed in Chapter 4. The 
motivation for doing so is to couple the solidification model from Chapter 2 with 
the asymptotic flow model to obtain an overall quasi-steady process model. 
6.1 Overview 
A difficulty arises since the Finite Element calculation needs to be performed at a 
higher Prandtl number than in actual InSb melts, in order for the solver to converge. 
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This is unfortunate since the crucible boundary layer model assumes a Prandtl 
number much than unity. For this reason, the comparison between the numeric 
and asymptotic results is not expected to be highly accurate, but at least an idea of 
the structure can be elucidated. Since the actual physical values cannot be modelled, 
the Pr number has been slightly increased, and the Bo number slightly reduced, as 
indicated in Table 6.1) which lists the simulation and actual process parameters. 
The same problem has been encountered with Si melts, which are also low Prandtl 
number fluids. The more recent work by Kakimoto [75J attempts to deal with low 
Prandtl number melts but only considers the "small crucible" case. The only other 
option is to &ssume the flow is turbulent but we do not believe this is the case. 'We 
intend to validate the asymptotic model at these idealized parameters and hope that 
the assumptions hold at the actual process values. 
symbol actual value simulation value units 
ex 6.0 x 10-6 6.0 X 10-6 m2/s 
1I 3.3 x 10-7 2.7 X 10-6 m2/s 
f3 1 x 10-4 1 X 10-4 I/K 
Re 0.075 - 0.10 0.05 m 
Rx 0.04 - 0.05 0.04 m 
We 0-10 5 RPM 
WX 0- (-10) -5 RPM 
t::..T 10 20* 10 K 
Pr/Bo1/ 2 5 X 10-5 1 X 10--1 2.5 X 10-3 
I/Bo1 / 2 9 X 10-4 - 2 X 10-3 5.0 X 10-3 
* 
estimated 
Table 6.1: Parameters used in FE calculation of crucible flow 
The other simplification the reader should be aware of is that the melt-crystal in-
terface is assumed perfectly flat. This will have a small effect on the flow near the 
crystal, but should not be significant to the bulk of the crucible flow. As mentioned 
97 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
earlier, we are mainly interested in the large scale flow patterns that will form. 
6.2 FE Simulation Results I: The Effect of Buoy-
ancy and Rotation 
The first step in understanding the Czochralski melt fluid mechanics is to isolate 
the buoyancy from the crucible/crystal rotation, and then show how these effects 
interact. Simulations have been performed with the melt flow field dominated by 
either: buoyancy (little or no rotation), crystal rotation, crucible rotation, or are 
approximately balanced, as shown in Table 6.2. A relatively large crystal Rx 0.8 
was with a full crucible to display more extreme conditions. The effects of the 
fluid height and crystal size are discussed in §7.2. Each variable (un Uf:), U z , T, P) is 
presented separately on its own page to highlight the changes in the flow field. 
relative rotation 
a) low crystal, low crucible 
b) high crystal, low crucible 
c) low crystal, high crucible 
d) high crystal, high crucible 
e) none buoyant flow 
f) very high crystal, very high crucible 
Wx (RPM) 
-0.5 
-5.0 
-0.5 
-5.0 
0.0 
-10.0 
Table 6.2: Simulation parameters for melt with Pr 0.5 
(RPM) 
0.5 
0.5 
5.0 
5.0 
0.0 
10.0 
The asymptotic model will also be used to calculate the crucible/crystal heat flux 
and torque. A numerical comparison between the asymptotic and numerical values 
will be presented in §6.3. 
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6.2.1 Structure of Crucible Flow 
Figures 6.1 - 6.6 show the different flow structures that occur in a Czochralski 
melt. It is interesting to note when the crystal and crucible rotation rates are 
approximately balanced, as shown in Figures 6.1(a), 6.1(d) 6.3(a),6.3(d), a 
convection cell forms. If the crystal or crucible rotation is dominant, as shown in 
Figures 6.1(b), 6.1{c), 6.3{b), 6.3(c), the flow separates at the crucible wall and a 
double convection cell forms. The axial velocity in these crystal or crucible rotation 
dominated flows, becomes positive at r = O. This is important because towards 
the end of the growth process the crystal radius becomes large and the melt height 
decreases, so the crystal rotation can dominate the flow. Hence, it is a realistic 
possibility for the flow field to change from a single convection cell to a double 
convection cell. Figures 6.1(f) & 6.3(f) show a flow pattern that has a deformed cell 
but still in the form of a single convection cell. 
The rotation of the crystal and crucible have the effect of throwing fluid away from 
the center at r = O. The result is a warmer region at the center of the crucible r = 0, 
shown for high crucible rotation in Figure 6.5(c), and a more pronounced effect for 
high crystal rotation shown in Figure 6.5(b). The surprising feature is when the 
crystal and crucible rotations are similar the effects seem to cancel each other out 
in the thermal profile, shown in Figures 6.5(a) & 6.5(d). 
The purpose of Figures 6.1(e) 6.6(e) is to show a flow field that is purely driven by 
buoyancy. Since these figures very closely resemble the plots for the low crucible, low 
crystal rotation 6.1(a) 6.6(a), it is clear that simulation number 1 is representative 
of a buoyancy dominated flow. 
The effects of the crystal and crucible rotation can be summarized as follows. If the 
crystal and crucible rotation are similar in magnitude, a single convection cell will 
develop. If either dominates the flow field, the flow pattern undergoes a dramatic 
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6.2.2 Radial Velocity (ur ) Profiles 
'" : -0.095 x 
"'x: -0.095 
'" : 0 , 
(a) Low W x , low We 
(c) Low W x , high W e 
(e) Buoyant flow 
"',: -0.95 
(b) High W x , low We 
"'x: -0.95 
(d) High wx , high We 
(0 : -1.9 
x 
(f) Very high W"', very high We 
Figure 6.1: Simulated radial velocity profiles 
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6.2.3 Azimuthal Velocity (uo) Profiles 
'". = -0.095 
OJ = 0 
x 
(a) Low w"'. low We 
(c) Low wx • high We 
(e) Buoyant flow 
0). = -0.95 
(b) High W"'. low We 
OJ = -0.95 
. 
Cd) High wx • high We 
(f) Very high wx , very high We 
Figure 6.2: Simulated azimuthal velocity profiles 
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6.2.4 Axial Velocity (uz ) Profiles 
0) ; -0.095 
. 
(a) Low Wx> low We 
(c) Low Wx> high We 
(e) Buoyant flow 
Ol. ; -0.95 
(b) High Wx> low We 
Ol. ; -0.95 
(d) High w'" > high We 
(f) Very high W"'> very high We 
Figure 6.3: Simulated axial velocity profiles 
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6.2.5 Velocity Vectors (r, z) 
CO,; -0.095 
CO,; -0.095 
ro ; 0 , 
(a) Low wx , low We 
(c) Low wx , high We 
(e) Buoyant ft.ow 
08 
.7 
•• 
0.' 
0.1 
.2 
0.8 
0.1 
06 
.s 
0.' 
0.2 
0.. 
., 
0.. 
0.5 
.4 
0.3 
0.2 
ro ; -0.95 , 
(b) High wx , low We 
"',; -0 .95 
(d) High W x , high We 
00. = -1 .9 
(f) Very high wx , very high We 
Figure 6.4 : Simulated velocity fields (r, z) 
103 
0 .• 
0.1 
0 .• 
0.5 
0.' 
0.1 
0.2 
0.8 
0.1 
0 .• 
0.5 
0.4 
0.1 
0.2 
0.8 
0.1 
06 
0.5 
0.4 
0.3 
0.2 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
6.2.6 Temperature (T) Profiles 
cu = -{).005 , 
CU, = -0.005 
co = 0 
x 
(a) Low W x ) low We 
(c) Low W"', high We 
(e) Buoyant flow 
co = -0.95 
x 
(b) High W x ) low We 
COx = -0.95 
(d) High W x ) high We 
CO = -1.9 
x 
(f) Very high W X ) very high We 
Figure 6.5: Simulated temperature fields 
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6.2.7 Pressure (P) Profiles 
0> = -0.095 , 
'" = -0.095 , 
OJ =0 , 
(a) Low W x ) low We 
(c) Low Wx> high We 
(e) Buoyant flow 
ffi, = -0.95 
(b) High Wx> low We 
ffi, = -0 .95 
(d) High Wx > high We 
'" = -1 .9 , 
(f) Very high Wx> very high We 
Figure 6.6: Simulated pressure fields 
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change into a double convective cell. The effect on the temperature gradients will 
be discussed in §6.4. 
It is also likely that other structures can form, particularly with more rotation and 
buoyancy present. With more rotation, as shown in Figures 6.1(f) 6.6(f), a more 
deformed structure, dissimilar to the other flow fields appears. It would be beneficial 
to ensure that the fluid motion is kept constant and fluctuations do not occur. 
6.3 Coupled Boundary Layer Model Validation 
In this section, we scrutinize the coupled boundary layer model assumptions. First, 
a qualitative comparison is performed with the velocity and temperature plots in 
§6.2, then a numerical comparison is performed on the temperature and azimuthal 
velocity gradients. These values are chosen for comparison because they are the 
basis for closure in the coupled boundary layer model. 
It should also be noted the scale analysis performed in Chapter 3 indicated the 
balance between buoyancy and inertia was valid provided the Prandtl number was 
much less than unity. The asymptotic model is being compared at Pr = 0.5, instead 
of Pr = 0.05, in order for the finite element solver to converge. Better agreement is 
expected in the crucible boundary layer for smaller Prandtl numbers. 
The assumptions for the coupled boundary layer model can be summarized as fol-
lows: 
1. There exists a thermal boundary layer at the crucible wall 
2. There is a momentum boundary layer underneath the crystal 
3. The exists an isothermal core with rotational velocity field close to solid body 
rotation (wmr) 
A thermal boundary layer can loosely be defined as a rapid change in temperature 
occurring in a relatively small layer of fluid. For axisymmetric geometry, the volume 
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of fluid increases with the cube of the radius. This means that temperature gradients 
at the crucible wall may be smaller, as compared to the center of the crucible, simply 
because the volume of fluid is significantly less. Bearing this in mind, a boundary 
layer clearly exists at the crucible wall as shown in the thermal profiles in Figures 
6.5. discrepancy between the asymptotic and finite element solution is due to 
the complexity of the shape of the boundary layer. asymptotic model is based 
on a buoyant boundary layer in a semi-infinite domain. The crucible has enclosed 
convection and thus produces a more complex shaped thermal boundary layer, not 
smooth and uniform. The other problem is the asymptotic model does not capture 
the shifting in the thermal profile as shown in 6.5(b) & 6.5(c), when the crystal or 
crucible rotation is relatively large. 
The momentum boundary layer under the crystal is clearly visible in Figures 6.2(a)-
6.2(d), 6.2{f). There is a definite abrupt transition in the angular velocity that 
decays very rapidly. Figures 6.2(a), 6.2(b), 6.2(d) display large core regions, where 
the rotation is relatively constant. The crucible rotation dominated case (Figure 
6.2(c)) does not appear to have a core region. The core assumption for isothermal 
temperature is clearly an inaccurate idealization, as shown in Figures 6.5(a) - 6.5{f). 
The pressure fields appear to be close to varying linearly with temperature and 
quadratic with radius in Figures 6.6{c), 6.6{d), 6.6(f) where the crucible rotation 
is high. This is important because the core equations are linked to the crucible 
boundary layer, through pressure equation (4.7). The pressure fields in 6.6{a) & 
6.6(b) appear to vary only linearly in z, since there is not sufficient rotation to give 
the solid body rotation form. 
Next we wish to compare the numerical values of the gradients at the crystal and 
crucible, since they govern the closure for the coupled boundary layer model. We 
are also particularly interested in the temperature gradient at the crystal since this 
value is needed for the solidification calculation in Chapter 7. Table 6.3 shows the 
corresponding simulation numbers. Figure 6.7 shows the value of the temperature 
derivatives integrated over the surface of the crystal and crucible. 
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label Wx (RPM) We (RPM) 
Simulation 1 -0.5 0.5 
Simulation 2 -5.0 0.5 
Simulation 3 -0.5 5.0 
Simulation 4 -5.0 5.0 
Table 6.3: Simulation labels for flux / torque comparison 
30 
0 Asymptotic - crystal 
~ 25 0 Numerical - crystal 
E • Asymptotic - crucible 
'6 0 Numerical - crucible • ~ 20 ~ 0 
• .:. 
~ 15 § g 10: § 
-; 
• ~ 10 
is 
'0 
l- S 
0 
1 2 3 4 
Simulation number 
Figure 6.7: Integrated temperature gradients at crystal and crucible 
The major observation that can made from Figure 6.7 is the rotation has little 
effect on the heat transfer. A limitation of the coupled boundary layer model may 
be the dependence of the temperature gradient on the boundary layer thickness 
underneath the crystal. This will have the effect of exaggerating the change in heat 
flux due to rotation. However, an estimate of the heat flow is possible, that differs 
by approximately 20-30%. 
There is better agreement between the azimuthal veloCity gradients, as shown in 
Figure 6.8, although the coupled boundary layer model seems to be over-sensitive to 
the rotational effects. Clearly the azimuthal gradients depend only on the relative 
difference in rotation , not either the crystal or crucible individually. 
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Figure 6.8: Integrated azimuthal velocity gradients at crystal and crucible 
In order to determine the source of these discrepancies, it is necessary to examine 
the individual gradient profiles. Note for the crystal, the temperature is assumed 
to be ID, so the derivative is constant across the crystal. Figure 6.9 shows that the 
ID approximation does not accurately represent the temperature gradient, although 
there is slight agreement in an averaged sense. This is definitely a region where the 
asymptotic approximation is not entirely valid and could be improved. 
• Numerical 
30 
... 
~ 20 
'tJ 
--.. 
10 _____ --:-=--....... _-I11!!----~__j 
ouu~.~----~,--=='~"-·-··~·-·-· ~~-~~ 
o 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 
~~[~ : ..... : : ~.j 
o 0.1 0.2 0.3 0.4 0 .5 0.6 0.7 0.8 
--Asymptotic 
30 
.. 
~ 20 
'tJ 
10 ••••• -. 
30 
.. 
~20 
'tJ 
10 
• 
0.6 0.7 0.8 
-
• 
• .
o uu~-~---~,--~~·-.. -··~·-·-··-'--~~-~~ 
o 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 
Figure 6.9: Temperature gradients at crystal 
Similar poor agreement occurs between the coupled boundary layer model and the 
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Finite Element solution at the crucible wall, shown in Figure 6.10. The problem here 
is the asymptotic model does not capture the complexity of the changing crucible 
flow field. The melt is recirculating cooler parts that impact the center of the crucible 
and cause more heat transfer to occur towards r = O. The coupled boundary layer 
model assumes buoyancy adjacent to a non-interacting rotating core. Clearly the 
recirculating fluid cell contributes to the discrepancy between the two models. One 
positive feature is the integrated derivatives are approximately the same. Even 
though the gradient is shifted toward the center in the FE solution, the asymptotic 
approximation can be used to estimate the total heat flow. 
• Numerical -- Asymptotic I 
~ l' ; ... ;;; : ~] ~ I-2···-??;J 
o 0.2 0.'1 0.6 0.8 1 0 02 0.4 0.6 0.8 1 
r r 
~~p'''= -.... ~ ~ 'F ~""';;J 
o 0.2 0.'1 0.8 0.8 1 0 02 0.4 0.6 0.8 1 
Figure 6.10: Temperature gradients at crucible 
The azimuthal velocity gradients show stronger agreement, presented in Figures 6.11 
and 6.12. The exception is when the crucible rotation is low, as shown in Figure 
6.12, and poor agreement is obtained . This is likely due to the fact that buoyancy 
is dominating the flow and the asymptotic approximation does not capture this 
contribution. The only other shortcoming is the asymptotic model predicts a linear 
change in the azimuthal gradient at the crystal, which is unlikely since the gradients 
increase substantially as shown in Figure 6.11. 
The coupled boundary layer model provides an approximate estimate of the heat 
flux and torque values that agree somewhat with the Finite Element solution. The 
main problem appears to be that the crucible flow is very complex, particularly for 
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Figure 6.11: Azimuthal velocity gradients at crystal 
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Figure 6.12: Azimuthal velocity gTadients at cruci ble 
the thermal profile, but the integrated values provide reasonable estimates of these 
quantities. 
The other inaccurate assumption appears to be with the crystal boundary layer. 
The crystal boundary layer definitely dictates the angular velocity profiles, where 
strong agreement was obtained. However, the crystal boundary layer seems to have 
little effect on the thermal behaviour of the melt. 
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6.4 Temperature Gradient at the Crystal 
The feature of the melt that governs solidification is the temperature gradient at the 
crystal. Figure 6.13 shows the temperature gradients at the crystal/melt interface) 
and the variation with rotation . 
~r.=====r=====~----'-----'-----'------'-----r-----, 
35 
30 
25 
.. 
~ 20 
• COx = -0.5, COc = 0.5 
COx = -0.5, COc = 5.0 
IC COx = -5.0, COc = 0.5 
o COx = -5.0, COc = 5.0 
o 0.1 0.2 0.3 0.4 0.5 0.6 0.7 
Figure 6.13: Temperature gradient profiles at crystal 
o 
IC 
0.8 
When producing crystals) an invariant flow and thermal profile are desirable. All 
the profiles of the temperature gradient are similar) except for the crystal rotation 
dominated case) where a drastic change of shape occurs. In actual processing) this 
would likely cause the crystal/melt interface to change shape. Figure 6.13 shows 
an inversion of the heat concentration to the crystal. The typical profile is linearly 
increasing and peaking towards the outer edge of the crystal. As the crystal rotation 
is increased more of the heat transfer occurs towards the center of the crystal. 
The other concern comes from the large increase at the edge of the crystal. This is 
likely due to the hot jet coming off the crucible and coming into contact with the 
cooler crystal. As indicated earlier) the heat transfer should be kept uniform and 
the profiles in Figure 6.13 show large increases at the end of the crystal. It appears 
much of the heat enters the crystal in the outer 10% of the radius, which could also 
lead to large radial stresses. 
112 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
6.5 Summary 
In this chapter we showed the complexity of Czochralski melts at a slightly higher 
Prandtl number. In the Finite Element results in §6.2, part ofthe assumed structure 
was present from the coupled boundary layer model. We also saw that if the crystal 
and crucible rotation are approximately balanced, then a single convection cell forms. 
If either rotation dominates the flow, then a double convection cell appears. 
The integrated temperature gradients at the crystal were within approximately 20%, 
although we expect the results to agree better at lower Prandtl numbers. This differ-
ence is likely due to the fact that the temperature is assumed ID in the asymptotic 
flow underneath the crystal and the detailed temperature profile is not captured. 
It is still necessary to verify the temperature gradient for different crystal radii to 
ensure the asymptotic melt heat flux is relatively accurate. 
One important effect was shown in §6.4 where excessive crystal rotation dramatically 
changed the shape of the temperature gradient at the crystal. If the temperature 
gradient profile changes shape, the heat transfer to the crystal also changes, which 
can give rise to radial thermal stresses and produce crystals with defects. 
In the next chapter, we couple the asymptotic melt calculation to the solidification 
model from Chapter 2. The result is a fully coupled model that can be used to show 
how the melt parameters affect solidification. 
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Chapter 7 
Quasi-Steady Crystal Growth with 
Varying Parameters 
The focus of this chapter is the variation of process parameters throughout the 
crystal growth period. First, the coupled boundary layer model will be validated 
with the Finite Element solution using different crystal radii and melt heights. It 
is necessmy to ensure the asymptotic melt heat fluxes remain accurate as these 
variables change. 
\Ve will then proceed by combining the solidification model from Chapter 2 with the 
coupled boundary layer calculation from Chapter 4. This will allow the melt heat 
flux to be determined at the actual melt Prandtl number (Pr = 0.055) and operating 
conditions, shown in the left hand column of Table 6.1. Our pseudo-steady analysis 
is a novel calculation that allows the Czochralski crystal solidification dynamics to 
depend on actual melt conditions. 
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7.1 Overview 
As discussed in §2.3, the coupling between the crystal and melt only occurs through 
mass transfer. As the crystal grows and the melt shrinks, both domains are changing 
with time. For this reason, the governing equations in both regions may be solved 
separately using the appropriate crystal radius and melt height. 
We will present Finite Element solutions for the melt flow field using different crys-
tal radii and the corresponding melt heights. The numerical temperature gradients 
at the crystal will be compared with the asymptotic values to verify if our cou-
pled boundary layer model remains valid under various crystal radius / melt height 
combinations. 
We will then rearrange the Stefan condition (2.21) to be able to calculate other 
process parameters. In particular, we will examine the variation of the radial growth 
rate, crucible wall temperature and surrounding temperature in the following 
manner: 
1. Specify the radial crystal growth rate and keep the gas temperature constant 
to obtain a realistic crucible wall temperature profile 
2. Again specify the radial crystal growth rate, but modify the crucible wall tem-
perature profile from (1), to obtain the surrounding gas temperature variation 
3. Finally, we will specify a modified crucible wall temperature profile and modify 
the ambient gas temperature profile from (2) to calculate the resulting crystal 
shape 
We do not consider the effect of transient crystal or crucible rotation because, as 
shown in §6.3, changes in rotation did not significantly affect the heat transfer to 
the crystal. This type of calculation could easily be performed if desired, but we 
will focus on varying the chamber conditions. 
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7.2 FE Simulation Results II: Variable Crystal 
Radius and Melt Height 
vVe begin by examining the crucible fluid mechanics and heat transfer via the Finite 
Element solution with the radii and melt heights presented in Table 7.1. 
crystal radius (Rx) crucible height (H) 
0.16 1.0 
0.29 0.96 
0.36 0.91 
0.43 0.82 
0.50 0.70 
0.57 0.51 
Table 7.1: Crystal radius and melt heights for QS simulations 
Figures 7.1 through 7.6 contain the results of the Finite Element simulations. 
The crucible and crystal rotation rates are constant, at 5.0 RPM and -5.0 RPM 
respectively, but the azimuthal velocity depends on where the fluid is in contact 
with each boundary. To clarify, the values from the azimuthal velocity plots (Figure 
7.2) will be summarized. The maximum azimuthal velocity due to the crucible 
rotation occurs at the start of the process with a value of 0.95, at the top of the 
crucible shown in 7.2(a). At the end of the process, shown in 7.2(f), the maximum 
azimuthal velocity value has dropped to a value of only 0.82, approximately a 15% 
decrease. The majority of this decrease occurs between Rx 0.50 and Rx 0.57 
when the values drop from 0.90 to 0.82. The change in azimuthal velocity due to 
crystal rotation is more significant, starting at -0.19 (in Figure 7.2(a)) and ending 
at -0.67 (in Figure 7.2(£)), over three times the amount. This indicates a very 
significant increase in the azimuthal velocity component from the crystal and a 
decreasing component from the crucible. The consequence of the crystal rotation 
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7.2.1 Radial Velocity (ur ) Profiles 
(D = -0.19 
x 
(a) R.x = 0.16, H = 1.0 
'" = -0.43 x 
(c) R. = 0.36, H = 0.91 
rox = -0.59 
(e) R. = 0.50, H = 0.70 
"'x = -0.34 
(b) R.x = 0.29, H = 0.96 
OJ = -0.51 
x 
(d) R.x = 0.43, H = 0.82 
01 = -0.67 
x 
(f) Rx; = 0.57, H = 0.51 
Figure 7.1: Radial velocity profiles 
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7.2.2 Azimuthal Velocity (ue) Profiles 
'" =-0.19 x 
(a) Rx = 0.16, H = 1.0 
(c) Rx = 0.36, H = 0.91 
Olx = -0.59 
(e) Rx = 0.50, H = 0.70 
Q)x = -0.34 
(b) Rx = 0.29, H = 0.96 
OJ = -0 .51 
x 
(d) Rx = 0.43, H = 0.82 
rex = -0 .67 
(f) Rx = 0.57, H = 0.51 
Figure 7.2: Azimuthal velocity profiles 
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7.2.3 Axial Velocity (u z ) Profiles 
m ;-0.19 
x 
(a) Rx = 0.16, H = 1.0 
"'x; -{).43 
(c) Rx = 0.36, H = 0.91 
CD ; -{).59 
x 
(e) Rx = 0.50, H = 0.70 
(b) Rx = 0.29 , H = 0.96 
"'x; -{).51 
(d) R" = 0.43, H = 0.82 
CD ; -0 .67 
x 
(f) Rx = 0.57, H = 0.51 
Figure 7.3 : Axial velocity profiles 
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7.2.4 Velocity Vectors (r, z) 
",.=-0.19 
0.8 
0.7 
.6 
0.5 
.4 
11> 
112 
(a) Rx = 0.16, H = 1.0 
"'. = -0.43 
0.8 
0.1 
'6 
0. ' 
0.> 
0.2 
(c) Rex = 0.36, H = 0.91 
Ol. = -0.59 
118 
0.6 
0.5 
0.' 
0.> 
0.2 
(e) Rx = 0.50, H = 0.70 
00 = -0.34 
. 
(b) Rx = 0.29, H = 0.96 
00. = -0 .51 
(d) Rx = 0.43, H = 0.82 
00 = -0.67 
. 
(f) Rx = 0.57, H = 0.51 
Figure 7.4: Velocity vectors in (r, z) 
120 
0.8 
0.7 
0.6 
0.5 
0.4 
0.> 
02 
0.8 
0.7 
0.6 
0.5 
0.4 
0.> 
0.2 
0.8 
01 
0.6 
0.5 
0.4 
0.> 
0.2 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
7.2.5 Temperature (T) Profiles) 
"'x = --{).19 
(a) Rx = 0.16, H = 1.0 
"'x = -0.43 
(c) Rex = 0.36, H = 0.91 
"'x = --{).59 
(e) Rx = 0.50, H = 0.70 
'" = -0.34 x 
(b) Rx = 0.29, H = 0.96 
'" = -0.51 x 
(d) Rex = 0.43, H = 0.82 
'" = -0.67 x 
(f) Rx = 0.57, H = 0.51 
Figure 7.5: Temperature profiles 
121 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
7.2.6 Pressure (P) Profiles 
0),; -{).19 
(a) R" = 0.16, H = 1.0 (b) R" = 0.29, H = 0.96 
0), ; -0.43 "', = -0 .51 
(c) Rx = 0.36, H = 0.91 (d) R" = 0.43, H = 0.82 
(e) Re = 0.50, H = 0.70 (f) Rx = 0.57, H = 0.51 
Figure 7.6: Pressure profiles 
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becoming more dominant is shown in the changing flow pattern visible in Figures 
7.1(f), 7.3(f) and 7.4(f). This change in flow field pattern could have a negative 
on the crystal solidification, since a warm jet forms at the center of the crucible at 
r O. This is similar to the temperature gradient inversion described in §6.4. 
Figure 7.5 shows how the crystal area plays an important role in shaping the melt 
thermal field. A constant temperature difference between the crystal and crucible is 
imposed (t - TJ 10 K). Notice at the beginning of the growth process in Figure 
7.5(a), there is little sign of a boundary layer and the vertical velocity is almost 
insignificant, seen in 7.3(a). Once the crystal area is slightly larger, the boundary 
layer region becomes visible but again only in a small region under the crystal, as 
in Figures 7.3(b) and 7.5(b). This trend continues since the majority of buoyant 
motion occurs directly beneath the crystal in 0 < r < Rx as shown in Figures 7.1, 
7.3, 7.4. A stagnant region tends to develop in the crucible at r > Rx. A possible 
improvement for the coupled boundary layer model would be to truncate the crucible 
boundary layer domain to [0, Rxl and integrate the equations to the position on the 
crucible corresponding to the crystal radius. 
7.2.7 Temperature Gradient Comparison 
Before coupling the solidification model with the coupled boundary layer model, 
the asymptotic melt heat fluxes to the crystal needs to be validated. Figure 7.7 
shows the integrated temperature gradients for the asymptotic and Finite Element 
calculations. The asymptotic model consistently overestimates the heat flow to the 
crystal, but does capture the overall trend. Again, this is likely due to the fact 
that the Prandtl number has been increased to 0.5 for the Finite Element solver to 
converge. 
If we assume that the asymptotic boundary layer model will provide reasonable 
estimates of the heat flux to the crystal, in particular at lower Prandtl numbers, it 
can then be coupled with the crystal solidification model from Chapter 2. 
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Figure 7.7: Integrated temperature gradients at crystal 
7.3 Transient Crucible Wall Temperature 
For all of the previous melt calculations the crucible wall temperature was assumed 
to be 10 K higher than the crystal melting temperature throughout the entire pro-
cess, with no physical basis . In this section, we provide the radial crystal growth 
rate (from actual crystal data) as input for our solidification model, and calculate 
the crucible wall temperature. 
Stefan condition (2.21) was rearranged for the melt heat flux to the crystal: 
= k aT = OX _ S [da2(a - so) (1 ~)l 
qm I 0 0 3 dt + + R2 ' z z ma Pm m 
(7.1) 
and recall the temperatures are scaled by 
The melt heat flux is calculated using the radial growth rate data, presented in 
Figure 7.8, as input. OX/oz is obtained by solving ODE (2.18) numerkally. 
The wall temperature 't is iterated within the asymptotic flow model until the 
value of (kl oT/oz) matches the right hand side of (7.1). Note if the crystal shape 
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Figure 7.8: Supplied radial growth rates and melt heights 
is specified, then the corresponding melt heights can be easily calculated and all 
the input data for the melt calculation is well defined. The resulting crucible wall 
temperature profile is presented in Figure 7.9. 
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Figure 7.9: Calculated crucible wall temperature 
The crucible wall temperature profile in Figure 7.9 has three sections. The wall 
temperature is initially low because little heat escapes through the small crystal. 
This is reasonable since we assume no heat is lost from the melt to the gas. As the 
crystal becomes larger, a steady increase occurs from approximately t = 0.2 until 
t = 0.6. Thereafter, the wall temperature increases sharply due to the dropping 
melt height that is significant around t rv 0.6, shown in Figure 7.8. 
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Now that we have a realistic crucible wall temperature profile, we can vary it slightly 
and then determine the ambient gas temperature profile. 
7.4 Transient Gas Temperature 
One factor that is likely to change during the crystal growth period is the surround-
ing gas temperature, due to either the crystal surface area increasing or the chamber 
volume becoming larger as the seed chuck moves upwards . There may be other fac-
tors that lead to a non-constant gas temperature but it would be useful to include 
this variation into our solidification calculation . 
Again, we rearrange Stefan condition (2.21), this time solving for the temperature 
gradient in the crystal: 
8X S [da2(a - so) ( pa2 )] 
-=Q-m+- - + 1+--8z 3 dt ma PmR~ (7.2) 
We use the same radial growth rate from t he asymptotic calculation as in Figure 
7.8. However, the crucible temperature profile is imposed in a linear form slightly 
higher than the profile calculated in the previous section, shown in Figure 7.10. 
g820fl 
• calculated temperature j 
0 imposed temperature 0 
0 
e 0 
" 
0 
'IU 0 • 0 ~ 815 0 
CL 0 • E 0 • ~ 0 0 • • 
~ 810 0 • • 0 0 
• • • 0 • • .. ~ . . . ::c o i 
'u 
~ 805' • 
0 0.2 0.4 0.6 0.8 
t (non-dim.) 
Figure 7.10: Calculated and imposed crucible wall temperature 
The surrounding gas temperature can then be determined by iterating erg) until 
8X/8z balances the right hand side of equation (7.2) . The ambient gas temperature 
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variation is shown in Figure 7.11 for our specified input values. The estimated 
temperature is the value used in the solidification results in Chapter 2, which was 
assumed to be 648 K. 
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Figure 7.11: Surrounding gas temperature profile 
The calculated gas temperature is essentially a scaled difference between the imposed 
and calculated crucible wall temperatures from Figure 7.10. Since the radial crystal 
growth rate is specified, if more heat is added at the crucible by our imposed wall 
temperature profile, then more heat must be taken away by the surrounding gas at 
the crystal. It is reassuring to see the results appear consistent in terms of heat 
flow. 
The final step will be to impose crucible wall and ambient gas temperature profiles, 
and to then calculate the resulting crystal shape. 
7.5 Crystal Shape Prediction 
One of the limitations of the solidification model developed in Chapter 2 is the 
constant (and estimated) melt heat flux. In this section, we wish to use the coupled 
boundary layer model from Chapter 4 to calculate the heat flux based on the melt 
dynamics and crucible parameters. It was shown in §7.2.7 that the asymptotic flow 
model overestimated the melt heat flux at a higher Prandtl number. We assume 
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we will obtain stronger agreement at Pr = 0.05 and proceed to model Czochralski 
crystal growth with our overall process model. 
The algorithm for combining the solidification model from Chapter 2, to the coupled 
boundary layer model for the melt from Chapter 4, is summarized in Figure 7.12. 
First, a starting volume of melt is specified, which can be converted into a starting 
melt height. For simplicity, these calculations begin with a full hemi-spherical cru-
cible of liquid InSb. Once initial values for the crystal radius and height have been 
specified the calculation can commence. 
Initialize: crystal radius & height. m..:1t height 
Calculate temperature pr<>file of cry~tal and 
ohtain gradient at Illelt 
lise Cl!m:nt crYl<ull radius & cm..:ihl.:: height to 
cn\culutc melt leUlpernturc gradient at crystal 
u~c crystal and Illelt temperature gradicilts In 
calellhltc ~(llidiflcali()11 rate 
Increment time. updat..:; cryst:ll radius & 
height, crm:ihlc height 
End of cakulntioll .... hsplay resultR 
Rcp..:;lt for cllch 
time step until ..:nd 
of time interval 
Figure 7.12: Summary of algorithm for coupled calculation 
The temperature in the crystal is calculated by solving ODE (2.18) numerically and 
obtaining the gradient 8X/8z at (z = b-). The asymptotic melt equations (4.28)-
(4.30) are then solved to predict the melt heat flux qm at the other side of the crystal 
at (z b+). Both gradients are used to determine the radial solidification rate of 
the crystal using the Stefan condition (2.21). The time interval is then incremented, 
and the crystal height is recalculated. The new mass of crystal that forms must 
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be deducted from the melt, resulting in an updated fluid height. The process is 
repeated until the tjme interval of interest is complete. 
The first example we present uses the crucible wall temperature profile in Figure 
7.9, with a constant gas temperature 7'g = 150K. The shape and temperature profile 
are presented in the form of a colour map in Figure 7.13 in time intervals of 0.25. 
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0.05 
714 
731 
747 
764 
781 
0.18 0.25 
798 
o 0.02 0.04 o 0.02 0.04 0 .06 0.06 
(a) coupled model: t = 0.25 (b) coupled model: t = 0.50 
0.05 
0.1 
0.15 
0.2 
0.25 
0.3 
0.35 '-~--,--~_~-,--~~ 
o 0.02 0.04 0.06 0.08 
( c) coupled model: t = 0.75 (d) coupled model: t = 1.0 
Figure 7.13: Crystal calculations coupled with melt 
The reason for choosing these values is the crystal profile should be the exact same 
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as in Figure 2.7 since this was the source of the radial growth rate in the previous 
two sections. In order to show the coupled calculation is consistent, we specify a 
crucible wall temperature profile and ambient gas temperature that will result in a 
known crystal shape. 
Figures 7.13(a)-7.13(d) are snapshots of the crystal geometry and temperature as it 
is pulled out of the crucible. The shape is indeed the same as in Figure 2.7, which 
implies that the calculations are consistent. The main objective here is to show that 
crystal geometry and temperature can now be obtained with an approximation for 
the melt fluid mechanics. 
We proceed by using a variable crucible wall and surrounding gas temperature profile 
to show how these effect the crystal shape. Here we wish to use hypothetical profiles 
that would ideally be based on experimental or laboratory results, and are shown 
in Figure 7.14, with the previous profiles from §7.4 and §7.5. 
~ 810 
.. 
:a 
1l 
~ 80S 
o 0.2 0.4 0.6 
t (non-dim.) 
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(a) Crucible wall temperature 
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! 640, 
.a 
I'! 
~63Q 
~ 
I-
.. 620 
.. 
~ 
'" -= 610 
" c 
" 
a 
a 
a 
g 600 fr-------, 
" a Calculated I 
a 
a a 
a 
a 
a a a a 
a a 
U> x Imposed I 
5g0 l-==:=:I=="-------~--~----.J 
o 0.2 0.4 0.6 0.8 
t (non-dim.) 
(b) Surrounding gas 
Figure 7.14: Imposed profiles for final simulations 
The coupled boundary layer calculation was performed as described in Figure 7.12, 
with the imposed profiles from Figure 7.14. The imposed crucible temperature 
profile, shown in Figure 7.14(a), is chosen cooler than the previous profile used in 
Figure 7.9. Using a lower crucible wall temperature should reduce the melt heat 
flux qm and produce a (radially) larger crystal. We attempt to offset this effect by 
imposing a surrounding gas temperature that is warmer than the previous computed 
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value, shown in Figure 7.14(b). A warmer gas temperature means less heat can be 
extracted from the crystal and radial growth will be suppressed. In this instance, it 
is unclear what the resulting crystal shape should be. The resulting crystal geometry 
and temperature profiles are presented in Figure 7.15, again on 0.25 time intervals. 
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0.02 
698 
0.04 
0.06 714 
0.08 
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0.12 748 
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0.16 
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(a) coupled model: t = 0.25 (b) coupled model: t = 0.50 
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Figure 7.15: Crystal calculations coupled with melt 
The result is a smaller crystal with more curvature. This is due to the fact that 
the gas temperature was increased excessively to account for the lower crucible 
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temperature. 
The profiles we used were arbitrarily chosen to demonstrate the capabilities of our 
overall process model. vVe are now able to show the effect of changing process 
parameters on solidification and present in detail how the crystal shape will be 
affected. 
7.6 Summary 
This completes our mathematical model of the Czochralski growth process. A fully 
coupled model was derived that describes the crystal growth including the melt 
dynamics. Results were presented that calculated the following profiles: crucible 
wall temperatures, surrounding gas temperatures and the radial growth. 
A final set of calculations were performed with specified crucible wall and gas tem-
perature profiles, enabling the new crystal shape to be obtained. The sample calcu-
lations that we performed are hypothetical, but should be used with measured data. 
Our purpose was to show that given reasonable input data or process parameters 
we can compute the resulting crystal geometry and temperature. 
In summary, this approach allows operators/engineers to have a completely self-
contained process model without any estimated parameters. The fluid mechanics 
and a variable gas temperature can even be included. 
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Chapter 8 
Conclusions and Future Work 
8.1 Solidification 
It was shown in §2.2 that the time dependence of the crystal temperature profile 
could be neglected if Ex = P;;;9~L~b « 1. Physically, this implies the quasi-steady 
assumption is valid for high-aspect ratio (length/radius) crystals that are pulled 
very slowly. Since there was evidence that the temperature varied little in the radial 
direction the temperature field was reduced from 2D axisymmetric to 1D in the 
axial direction. The beauty of these simplifications is that only a second order ODE 
needs to be solved to obtain the crystal axial temperature profile, instead of a 2D, 
time-dependent PDE. 
A quasi-steady solidification model was derived in §2.3 for lnSb that assumed a crys-
tal of either constant (cylindrical) or varying radius. The cylindrical case enabled 
analytical expressions to be extracted, in particular the maximum and ideal crystal 
pull rates. Under typical growth conditions for lnSb, strong greemem was obtained 
between the quasi-steady and time dependent solutions. The quasi-steady assump-
tion was validated by comparing results to a numerical solution that included the 
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time dependence. The analysis in §2.3.2 was devoted to conical crystals, since lnSb 
crystals grown in the laboratory are highly conical in shape, and this assumption 
simplifies the mathematical expressions for the solidification. Arbitrarily shaped 
crystals could also be solved for using this method. 
This solidification model can be used by engineers to develop heating profiles, predict 
crystal growth and examine other process parameters. The ease of use and rapid 
calculation are also convenient in the case where the engineer is interested in coupling 
the solidification model to a melt calculation. 
8.2 Fluid Mechanics 
In Chapter 3, the governing equations for the crucible melt were examined. It was 
determined by a scale analysis in §3.4 that a buoyant boundary layer is likely to 
form at the crucible wall, and a momentum boundary layer under the crystal. This 
is difficult to prove but the Finite Element results in §6.2, indicate it is definitely 
plausible. The asymptotic model in Chapter 4 is an idealization of the flow field 
based on the scale analysis. The agreement of the temperature gradient for Pr 
= 0.5 was weak, but this model is intended for melts with Pr« 1. It should be 
made clear that there is currently no other way of estimating the melt heat flux 
without resorting to CFD. The model we have constructed is not highly accurate 
at larger Prandtl numbers, but does provide an estimate of the heat transfer to 
the crystal. The agreement of the rotational effects was much stronger, largely 
because the rotational velocity is not assumed ID across the entire crystal, as is the 
temperature. The crystal boundary layer clearly affects the heat transfer, but not 
to such an extent that it is completely dominant. This mild effect is very difficult 
to capture mathematically. The coupled boundary layer model provides a rapid 
calculation of the heat flux to the crystal, which is convenient for coupling to a 
solidification model. 
A very interesting feature was predicted by the asymptotic model in the crucible 
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boundary layer equations. If sufficient counter rotation is present, the location 
where the radial and axial velocities would switch direction is predicted to be at 
the midpoint along the crucible. This wa.') shown in the quasi-steady solutions in 
§7.2, where the biaxial flow patterns formed towards the end of the growth period. 
The location of the flow reversal happens to be closest to the crystal, which may 
disrupt uniform growth. A cylindrical crucible would make this reversal region at 
the bottom corner) much further away from the crystal. It would also lessen the 
impact of the decreasing fluid height, since the radius would be constant. 
The Finite Element solution presented in Chapter 5 provided tremendous insight 
into the melt dynamics and the effect of the crucible/crystal rotation. In §6.2, it 
was shown that if the crystal and crucible rotation are around the same magnitude, 
a single convective cell forms inside the crucible. It was also clear that if either 
rotation dominated, the flow field would split into a different flow pattern consisting 
of a double convection cell. 
The double convection cell is probably not a desirable feature for the melt, particu-
larly if this causes instabilities. In the Czochralski crystal growth process consistency 
is needed to grow large crystals and fluctuations are likely to disrupt regular growth. 
It is clear from the quasi-steady Finite Element results that this transition to the 
crystal dominated flow field is certain to occur. The shape of the temperature gradi-
ent across the crystal changes significantly, which will produce large radial stresses 
in the crystal, inducing defects and other irregularities. 
8.3 Coupled Model 
In Chapter 7 we coupled the solidification model from Chapter 2 with the asymptotic 
melt calculation developed in Chapter 4. The coupled model is useful for evaluating 
dynamic parameters of the crystal growth process. This is a novel calculation that 
enables a solidification model to be dependent on the melt and crucible parameters. 
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vVe also attempted to show the usefulness of the overall process model without any 
actual grower temperature measurements. First, we specified the crystal shape, since 
it was accurately known, to calculate a realistic crucible wall temperature profile. 
We then modified the crucible wall temperature profile and let the surrounding gas 
temperature vary. 
Finally, we used hypothetical crucible wall and gas temperature profiles to obtain the 
resulting crystal shape. The results themselves are not important, but we showed 
the capability to take transient process parameters and calculate the final crystal 
shape. 
The overall process model could be used to vary other parameters such as the crystal 
or crucible rotation rates. If desired, heat transfer between the melt and gas could 
easily be added. Our intention was to demonstrate the capabilities of the calculation 
and leave the details to the industrialists. 
8.4 Future Work 
One aspect that would have made this work more applicable to an industrial setting 
would have been experimental or process data for the crystal grower apparatus. For 
instance, an estimate of the crucible and ambient gas temperatures would ensure 
that the profiles are indeed realistic. 
One of the important features that was neglected in this work is the crystal/melt 
interface shape. This location was assumed horizontal to simplify the calculation. 
The pressure gradient in the crystal boundary layer equations could perhaps be 
used to predict the melt interface shape. In actual fact there is surface tension and 
a meniscus at the edge of the crystal. These features likely contribute to the radial 
growth rate of the crystal and should also be studied. 
More insight into the asymmetry of the crystal grmvth would likely lead to a better 
understanding of lnSb growth. We assumed 2D axisymmetry for our crystals, mainly 
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to satisfy an energy balance. A fundamental study into the nature of the asymmetry 
and the forces that maintain it would be useful for calculating the radial growth for 
asymmetrical crystal. 
Another interesting extension of this model would be to incorporate it as control 
software for the grower apparatus. The pull speed could be based on temperature 
measurements on the crucible wall. The rotation rates could be dynamically con-
trolled according to the crystal size and melt height. It would be interesting to see if 
combining all of these features could improve current crystal growth and even allow 
growers to produce larger InSb crystals. 
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Appendix A 
Crucible Boundary Layer 
Equations Derivation 
This section is devoted to filling in some of the steps in §4.3.2. Vve begin at the 
definition of the stream function and carryon with a detailed derivation of the 
boundary layer equations (4.22)-(4.24). 
A.I Similarity Solution 
Recall, the stream function 7/;( n, s) is defined such that it will satisfy the continuity 
equation (4.14) identically: 
1 a¢ 
X an 
1 a7j; 
Un = X as' (A.1) 
here X denotes the transformed radial coordinate Xrb + (s so) cos q;, and notice 
aX 
an o 
aX 
as cos q; 
cosq; 
X2 (A.2) 
It is necessary to transform equations (4.14)-(4.18) from (n, s) in terms of the sim-
ilarity variables (TI, O· This requires the following substitutions (see Bejan [51] or 
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Davidson [58J for the details): 
n 
'T} = SI/4 ~ s, 
where the differential operators in terms of (17,0 become 
a 1 a 
a n a a 
-=----+ as 4s5/ 4 orl o~ 
onos 4S5/ 4 O'T} 
A.I.l S-Momentum Equation 
First, we will convert the s-momentum equation (4.17) 
)cos¢ . 
X + (T - Tm)sm¢, 
(A.3) 
(A.4) 
(A.5) 
(A.6) 
(A.7) 
in terms of the stream function. From this point forward, subscripts denote partial 
differentiation with respect to that variable. Substituting for the stream function 
into the left-hand side of (4.17) gives: 
+ Pr (;) , 
nn 
(A.8) 
which can be written as 
1 ("I., 01. / ) _CO_s -1/' X 2 'f/n1fJns - 'f/s'IfJnn - X 3 
1/' + Pr -rnnn 
X· (A.9) 
Then we change variables from (n,s) to the similarity variables ('T},~): 
1Pry [ 1PryE 1PT} 1 
X2 ~1/4 ~1/4 4~5/4 
l/JryT} 1P,., 'T} lfl ry cos ¢ 1jJ,.,rp) [ 1 
.~2 . 
- X2e/2 1PE - - X3e/2 + Pr X e/4 . (A.I0) 
Then it is necessary to define f (rJ) in terms of the stream function. This is also part 
of the stream function and the reader is referred to [51, 58] for details. We proceed 
by using 
(A.ll) 
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and note 
= l' e/4 f" e/4 
3 l' 
4 
here' denotes differentiation with respect to T}, ie l' 
(A.12) 
(A.13) 
Finally, we change the stream function to f, which gives the following for (A.lO) 
+ - - - - +Pr-3 ft ] 3 fllf cos ¢ {(j')2) f"' 
4 4 X X 
The final equation can be rewritten as: 
XPr f'" - ~ f" f + (j')2 (~ 
4 2 
which is the same form as in (4.22). 
A.1.2 Energy Equation 
Recall, the first-order energy equation (4.18) 
aT aT 
Un an + Us as 
cos¢ { 
X 
Substituting the stream function into the above equation yields: 
'ljJnTs 'ljJsTn 
-X+X 
Changing from (n,s) to (T},{) results in 
~ (-
Simplifying yields, 
Converting the streamfunction to f(7J), gives the result 
T"X = ~f 
4 
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A.1.3 B-Momentum Equation 
Recall, the momentum equation in the azimuthal direction (e-direction) (4.16): 
(A.21) 
By similar derivation for the energy equation, changing to stream function gives: 
(A.22) 
Substituting for 1(7]) gives the following 
~ 1 Ue,1) _ ~ l' C1/2 U _ l' e/2 cos 1;ue = Prue,1)1) 
4 Xe/2 X ~ e,€ X2 ~1/2 (A.23) 
3 I ( cos 1; ue) 41 Ue,1) - f ~ Ue,€ + X = XPrue,1)1) (A.24) 
A.1.4 Summary 
The 3 similarity equations are presented below 
3 I ( cos 1; ue) 41 Ue,1) - 1 ~ Ue,€ + X = XPrue,1)1) 
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