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a b s t r a c t
Mixed effect models are fundamental tools for the analysis of longitudinal data, panel data
and cross-sectional data. They are widely used by various fields of social sciences, medical
and biological sciences. However, the complex nature of these models has made variable
selection and parameter estimation a challenging problem. In this paper, we propose a
simple iterative procedure that estimates and selects fixed and random effects for linear
mixed models. In particular, we propose to utilize the partial consistency property of the
random effect coefficients and select groups of random effects simultaneously via a data-
oriented penalty function (the smoothly clipped absolute deviation penalty function). We
show that the proposed method is a consistent variable selection procedure and possesses
some oracle properties. Simulation studies and a real data analysis are also conducted to
empirically examine the performance of this procedure.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Clustered data is a common phenomenon inmodern data analysis. For example, in social surveys, individual respondents
are often clustered under city blocks, neighborhoods or other geographical regions. Another example can be seen in
longitudinal studieswhere repeatedmeasurements on the same subject are taken over time.Mixed effectmodels arewidely
used statistical tools to deal with clustered data (see for examples, Goldstein [10], Bryk and Raudenbush [4]). In this paper,
we aim to study the problem of variable selection and parameter estimation for linear mixed effect models.
In mixed effect models, it is assumed that the unobserved heterogeneity at cluster level causes intra-cluster correlation
between the responses, and hence the mean level of the responses and/or the effects of the covariates can vary across
clusters. Fixed effects and random effects are used tomodel such intra-cluster correlation. The key difference between fixed
effect and random effect is that the former assumes that unobserved heterogeneity at cluster level is constant while the
latter assumes that such quantity is random.Hence the estimation of the fixed effects concerns the actual sizes of the cluster-
specific effects. When the number of clusters is large, the number of fixed effect coefficients increases rapidly. Conversely,
researchers are more interested in the distribution of the random effects rather than the actual sizes of random effect
coefficients. Random effects are often assumed to follow a zero-mean multivariate normal distribution, and its covariance
matrix becomes our key interest since it summarizes the intra-cluster correlation. When the number of the random effect
components is large, the estimation of randomeffects in amixed effectmodel involves a high dimensional covariancematrix
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that can greatly increase computational instability. Therefore, identifying the effective components of random effects is very
important for applied researchers to build more interpretable models and to ease the computational burden.
Traditionally, variable selection for mixed effect models has relied on p value-based stepwise deletion, or more
elaborately, the Akaike’s information criterion [1], the FPEλ method [19], and Mallow’s Cp [14]. However, these procedures
ignore stochastic errors inherited through the process of variable selection. The estimators based on these variable
selection procedures suffer from lack of stability and it is hard to understand their theoretical properties [3]. Alternatively,
the Bayesian information criterion [18] and Generalized information criterion [15,17] are used as consistent variable
selection procedures for fixed effect parameters. But according to Pu and Niu [16], these procedures perform poorly
in selecting random effect components. In addition, all of these variable selection procedures involve a combinatorial
optimization problemwhich is NP-hard with computational time increasing exponentially with the number of parameters.
(see comments in Fan and Li [6]). Hence it is not feasible to apply these procedures to the complete set of the candidate
models when the number of parameters is large.
To address the weakness of traditional variable selection procedures, recent work has focused on selecting variables
simultaneously with model estimation using data oriented penalty functions. For examples, the bridge regression [9], the
least absolute shrinkage and selection operator (LASSO) [21], Tibshirani (1997), and the smoothly clipped absolute deviation
penalty (SCAD) [7]. The SCAD penalty function has some oracle properties in that the estimators based on it converge to the
truemodel while other alternative penalty functions are only shrinkage estimators. Fan and Peng [8] further established the
asymptotic properties of the SCAD penalty function when the number of parameters increases with sample size.
When random effects are not subject to selection, the penalty method for the variable selection problem in linear
mixed effect is straightforward. One can use a penalized likelihood estimation approach. When random effects are subject
to selection, the problem becomes more complicated as the estimation of the covariance matrix involves a constrained
optimization problem that is close to or on the boundary of the parameter space. In this situation, for most optimization
procedures such as Newton–Raphson and the EM algorithm, the convergence can be slow and often fails. Only recently,
Krishna [12] developed a restricted EM algorithm that uses the adaptive LASSO [25] to estimate and select linear mixed
model under the penalized likelihood framework.
In this paper, we aim to develop an optimization-free variable selection procedure for linearmixed effectmodels. To ease
the burden of computation, we adopt a simple iterative procedure that takes advantage of the partial consistency property
of random effects. Then we extend this approach to select effective random effect components by penalizing random effect
coefficients in groups. Antoniadis and Fan [2] pointed out that selecting variables based on the information of a group of
variables will lead to better thresholding decision rules and faster convergence. As our simulation and theoretical results
will show, this procedure selects both fixed effect and random effects consistently, and gives unbiased estimates. As sample
size becomes large, the procedure has some oracle properties. Although our analysis is limited to linearmixed effectmodels,
it provides important insights to generalized linear mixed effect models.
The rest of this paper is organized as follows: In Section 2 we present a simple iterative procedure that can effectively
estimate the linear mixed effect model without burdensome optimization. In Section 3, we adapt this procedure to select
random effect and fixed effect components simultaneously during estimation. Simulation results and an example of data
analysis will be presented in Section 4. The paper ends with a discussion and future research directions.
2. A distribution-free procedure to estimate linear mixed effect model
To avoid constrained optimization problem, we hereby propose to select variables and estimate parameters for linear
mixed effect models based on a simple iterative procedure. We first describe how we can use this procedure to estimate
linearmixed effectmodels and the proposed estimators can achieve satisfactory sampling properties undermild conditions.
Then we extend this procedure so that it also selects the effective components of fixed effects and random effects during
model estimation.
Consider the linear mixed effect model (LMM) that was originally introduced by Laird and Ware [13]. For each cluster i,
Yi = Xiβ + Zibi + ϵi i = 1, . . . ,m, (2.1)
whereYi is a vector of dependent variables of length ni, and the elements of Yi are assumed to be independent across clusters,
but correlated within the cluster. Xi is a given ni by p matrix of covariates whose effects are assumed to fixed, β is a p × 1
vector of corresponding fixed effect coefficients. To simplify the notations, we allow X to include both the traditional sensed
covariates whose effects are constant across clusters and the cluster-specific fixed effects. Zi = (Zi1, . . . , Zini)T is a given ni
by qmatrix of covariates whose effects are assumed to be random across clusters and bi is a q × 1 vector of random effect
coefficients. ϵi is a vector of random errors of length ni that is independent of Xi, Zi and bi. Typically, a linear mixed model
makes the following distributional assumptions,
ϵi ∼ N (0, σ 2Ini),
bi ∼ N (0, σ 2D),
Yi ∼ N (Xiβ, σ 2Vi),
whereD is a q×q nonnegative definitematrix, andVi = Ini+ZiDZTi . However, it worth noting that the estimating procedure
that we adopt to compute linear mixed effect model does not rely on the normality assumptions for both ϵi and bi.
H. Peng, Y. Lu / Journal of Multivariate Analysis 109 (2012) 109–129 111
2.1. An iterative procedure to estimate LME
Inspired by Sun et al. [20], we consider the following two-step iterative procedure to estimate fixed and random effects.
We start with initial values βˆ = βˆ0 = [

i(X
T
i Xi)]−1[

i X
T
i Yi].
Step 1: predict the residuals given βˆ for group i,
ui = Yi − Xiβˆ,
for i = 1, . . . ,mwe can estimate
bˆi = (ZTi Zi)−1ZTi ui, (2.2)
and residual γ i = ui − Zibˆi. Based on γ i and bˆi, we propose an estimator of σ 2,
σˆ 2 =
m
i=1
γTi γ i
(n− qm) , (2.3)
and an estimator of D,
Dˆ =
m
i=1
bˆibˆTi
mσˆ 2
−
m
i=1
(ZTi Zi)
−1
m
. (2.4)
The first term of (2.4) appears to be a naïve estimator of D. But if we look closely,
bˆi = (ZTi Zi)−1ZTi ui = bi + (ZTi Zi)−1ZTi ϵi.
This leads to
m
i=1
bˆibˆTi =
m
i=1
bibTi +
m
i=1
(ZTi Zi)
−1ZTi ϵiϵ
T
i Zi(Z
T
i Zi)
−1 +
m
i=1
(ZTi Zi)
−1ZTi ϵib
T
i +
m
i=1
biϵTi Zi(Z
T
i Zi)
−1.
As Sun et al. [20] pointed out, the last two terms are of order Op(m1/2), hence
m−1
m
i=1
bibTi ≈ m−1

m
i=1
bˆibˆTi −
m
i=1
(ZTi Zi)
−1ZTi ϵiϵ
T
i Zi(Z
T
i Zi)
−1

≈ m−1

m
i=1
bˆibˆTi −
m
i=1
σ 2(ZTi Zi)
−1

.
Substituting σ 2 by σˆ 2, we obtain the estimator of D in (2.4).
Step 2: given Dˆ, now we can estimate βˆ based on generalized least squares.
βˆ = (XTWX)−1XTWy, (2.5)
whereW is a block diagonal matrix with diagonal elements (Ini + ZiDˆZTi )−1, i = 1, . . . ,m, and y = (YT1, . . . , YTm)T .
To achieve numerically stable estimates of σˆ 2, βˆ and Dˆ, we can iterate between steps 1 and 2 until convergence.
2.2. Asymptotic properties
The estimators we proposed in Section 2.1 have beenmentioned in several papers in various contexts (for examples, Sun
et al. [20], Demidenko [5].) In this section, we systematically show that the estimators of β , D are
√
n-consistent. To make
the presentation clearer, we introduce the following notations and regular conditions,
Notations.
c1 = lim
m→∞
n
n− qm (2.6)
c2 = lim
m→∞
n
m
(2.7)
Γ = lim
m→∞
1
m
m
i=1
E

(ZTi Zi)
−1 , (2.8)
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∆2 = lim
m→∞
1
m
m
i=1
E

(ZTi Zi)
−1⊗ (ZTi Zi)−1 (2.9)
∆3 = lim
m→∞
1
m
m
i=1
ni
j=1
E

vec

(ZTi Zi)
−1ZijZTij (Z
T
i Zi)
−1 vecT (ZTi Zi)−1ZijZTij (ZTi Zi)−1
∆4 = vec

D+ 1
m
m
i=1
(ZTi Zi)
−1

vec

D+ 1
m
m
i=1
(ZTi Zi)
−1
T
(2.10)
γ = lim
m→∞(n− qm)
−1
m
i=1
ni
j=1
E

ZTij (Z
T
i Zi)
−1Zij
2 − c1q/c2 + 1 (2.11)
and
∆1 =
D⊗ Γ(1) + Γ ⊗ D(1)...
D⊗ Γ(q) + Γ ⊗ D(q)

where Γ(r),D(r)(r = 1, . . . , q) denote the rth row of D,Γ , respectively, and vec(M) denotes the vector by simply stacking
the column vectors of the matrixM below one another. Obviously there exists a unique q2× q(q+ 1)/2 matrix Rq such that
vec(A) = Rqvech(A). vech(A) denotes the vector consisting of all elements on and below the diagonal of the matrix,
Regular conditions:
(A) The errors ϵij, i = 1, . . . ,m, j = 1, . . . , ni, are i.i.d. and E(ϵ411) < ∞. The random effects bi, i = 1, . . . ,m are i.i.d. and
E∥b1∥4 < ∞, where ∥b1∥ = (bT1b1)1/2. Ex2kilj < ∞ and Ez2kilj < ∞, where xilj denotes the (l, j) element of Xi and zils
denotes the (l, s) element of Zi for k > 2, i = 1, . . . ,m, l = 1, 2 . . . , ni, j = 1, . . . , p and s = 1, . . . , q.
(B) The absolute value of elements of Zi, i = 1, . . . ,m are uniformly bounded by a positive constant.
(C) The minimum eigenvalue of ZTi Zi and X
T
i Xi, i = 1, . . . ,m are uniformly larger than a positive constant. ∆2 is not a
singular matrix.Σ = limm→∞ 1m
n
i=1 X
T
i Xi is a positive definite matrix.
(D) c1 and γ are positive values, and Γ is a positive definite matrix. The size of each cluster, ni, i = 1, . . . ,m is bounded by
a positive constant which are larger than 1. So 1 < c2 = limm→∞ nm ≤ C .
Comment: Condition (A) contains a set of mild conditions for the linear mixed model without any distributional assumption
about normality. The bounded moments about fixed effects, random effects and error terms are sufficient for our proposed
estimates to follow asymptotic normal distribution in general situations. Conditions (B) and (C) are used to guarantee the
positive definiteness of the design matrix or the weighted design matrix so that the weighted least squares estimates for
the linear mixed model have a positive definite asymptotic covariance matrix. Condition (D) is also reasonable in practice.
Similar to conditions (B) and (C), it removes certain singular situations of the linear mixed model. Specially the conditions
on c1 and c2 are used to guarantee that every cluster provides useful information to estimate the covariance matrix of the
randomeffects. In fact, in the balance design, it is just required that the size of every cluster should be larger than the number
of random effects.
Under these mild conditions above, we have the following results.
Lemma 2.1. Under the regularity conditions (A)–(D),
n1/2

σˆ 2 − σ 2 D−→N (0, 2σ 4(1+ γ )c1 + Var(ϵ211)γ c1).
Proposition 2.1. Under the regularity conditions (A)–(D), given a
√
n-consistent estimator Dˆ of D, for the generalized least
square estimator of β,
βˆ = argmin
β
m
i=1
(Yi − Xiβ)T (I+ ZiDˆZTi )−1(Yi − Xiβ),
we have
√
n(βˆ − β) D−→N (0,Σβ),
whereΣβ is a positive definite matrix and
Σβ = lim
m→∞ σ
2

1
n
m
i=1
XTi (I+ ZiDZTi )−1Xi
−1
.
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Proposition 2.2. Under the regularity conditions (A)–(D), given a
√
n-consistent estimate of β , if ϵij, i = 1, . . . ,m, j =
1, . . . , ni, are i.i.d and followN (0, σ 2), for the estimate of D by (2.4), we have
√
n

vec(Dˆ− D)

D−→N (0, (RTqRq)−1RTq∆Rq(RTqRq)−1c2),
where
∆ = 1
σ 4
E

b1bT1 ⊗ b1bT1
− vec(D)vecT (D)+ 1
σ 2
{D⊗ Γ + Γ ⊗ D+∆1}
+ 2

∆2 −∆3 + c1c2 (1+ γ )∆4

+ var(ϵ
2
11)
σ 4

∆3 + c1c2 γ∆4

.
Comment: In Proposition 2.2, we add a normal assumption for error ϵij in order to compute the close form of the asymptotic
variance of the estimate Dˆ. Though without such assumption, we can still follow the same steps to show the asymptotic
normality of the estimate Dˆ without a close form of the variance of the estimate. Obviously a close form of the asymptotic
variance of the estimate facilitates future statistical inference based on the estimates. By nature, as shown in the proofs of
Propositions 2.1 and 2.2, this iterative procedure does not really rely on the normal assumption for the linear mixed model,
and the proposed estimate can be regarded as a distribution-free estimate for the linear mixed model. It is also easy to
compute since it does not involve complex optimization problems. Here some efficiency is traded for such advantages. In
particular, if the cluster size ni is small and close to q, the size of the random effects, ZTi Zi will tend to be singular and the
constant c1 will go to infinity. The standard errors of bˆi are going to be large and this will lead to inaccuracy in the estimation
of D.
3. Selecting effective fixed and random effects components
Since the procedure we proposed in Section 2.1 is an optimization-free one, it enjoys great computational stability even
when the covariance matrix D is near singular. In this section, we consider selecting the effective components of fixed and
random effects in linear mixed effect model via the penalty function SCAD.
Now suppose in model (2.1), some components of β are zero, and some random effects are zero such that the
corresponding diagonal elements of D are zero. Without loss of generality, we write
β0 = (βT10,βT20)T
where β20 = 0, and diag(D0) = (dT10, dT20)T , where d20 = 0, and corresponding rows and columns of D0 are zero as well.
To simultaneously select the nonzero components of fixed effects and random effects during the estimation, we adjust
the two-step estimating procedures in Section 2 such that the small fixed effect coefficients will be shrunk to zero and the
effective dimension of Dwill be correctly identified.
3.1. An iterative procedure to select and estimate LME
Step 1: First observe that if the kth random effects component is effectively absent, then the (k, k) diagonal element of D is
zero, so are the elements of the corresponding kth row and kth column since the correlation between the kth random effect
and other components of random effects is zero. Hence we expect the estimate Dˆ as given in (2.4) will be close to zero as
well. Using this fact, we consider shrinking the corresponding random effect coefficients bik, i = 1, . . . ,m to zero if their
variance is estimated to be sufficiently close to zero.
We propose to estimate bi, for each i, i = 1, . . . ,m, by minimizing the following penalized least squares
1
2
(ui − biZi)T (ui − biZi)+
q
k=1
npξ (ck), (3.12)
where ck =
|D∗kk|, D∗kk is the kth diagonal element of the estimate D∗ of the covariance matrix D,
D∗ =
m
i=1
bibTi
mσˆ 2
−
m
i=1
(ZTi Zi)
−1
m
.
pξ (θ) is the smoothly clipped absolute deviation penalty function (SCAD) by Fan and Li [7], where
p′ξ (θ) = ξ

I(θ ≤ ξ)+ (aξ − θ)+
(a− 1)ξ I(θ > ξ)

, (3.13)
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for some a > 2 and θ > 0. ξ is the tuning parameter for penalty function p(θ). As Fan and Li pointed out, the SCAD
function is singular at the origin and does not have a continuous secondary derivative. To solve this penalized least squares,
one can locally approximate the penalty function by its quadratic function when ck ≠ 0 and given a initial value ck0,
bi0 = (bi10, . . . , biq0)T and D∗0 ,
[pξ (ck)]′ ≈

p′ξ (ck0)/ck0

ck, for ck0 ≈ ck.
In other words,
pξ (ck) ≈ pξ (ck0)+ 12

p′ξ (ck0)/ck0

(c2k − c2k0).
Consequently, the solution to (3.12) can be updated based on the following ridge regression
b∗i = (ZTi Zi + nΣξ (c0))−1ZTi ui, i = 1, . . . ,m. (3.14)
where c0 = diag(c10, . . . , cq0) andΣξ = diag

p′ξ (c10)bi10sign(D∗110)
mc10
, . . . ,
p′ξ (cq0)biq0sign(D∗qq0)
mcq0

.
An estimator of D∗ can be updated as,
D∗ =
m
i=1
b∗i b
∗T
i
mσˆ 2
−
m
i=1
(ZTi Zi)
−1
m
. (3.15)
When the variance of the kth random effect, ck, is estimated to be small, we expect the solution b∗ik in (3.14) will shrink
to zero. This is true for all i = 1, . . . ,m. The corresponding diagonal elements and the corresponding rows and columns of
D∗ in (3.15) will then be estimated to be zero.
Although the diagonal elements of D are always nonnegative, it is not always the case for its estimate D∗. When some
of the diagonal elements of D∗ are negative, we choose to directly set those elements zero. For example, if D∗qq < 0, then
we set D∗qi,D
∗
iq, i = 1, . . . , q as zero, and update cq as 0 and shrink b∗iq, i = 1, . . . ,m to zero. Intuited by Proposition 2 that√
n{vec(D∗ − D)} is asymptotic normally distributed, this is a reasonable treatment. When Dqq is greater than zero, the
estimate D∗qq should be positive and away from zero with large probability when sample size n is large enough. Only when
Dqq = 0, there exists nonzero probability that D∗qq would be negative.
Comment: Our approach of shrinking a group of random effect coefficients together is closely related to the block-wise
penalized functions that were discussed in [2]. In particular, the block-wise penalized least squares problem takes the
following form,
∥Z − θ∥2 + pλ(∥θ∥).
They argue that whenever applicable, to shrink the coefficients in groupswill make the thresholding decisionmore accurate
and improve the convergence rate since the information within a group is bigger. This idea is also seen in more recent work
such as group LASSO [24].
Step 2: The selection of fixed effects given random effect variance estimates Dˆ is simply the solution to the penalized
weighted least squares
1
2
(Y− Xβ)TW(Y− Xβ)+ n
p
k=1
pλ(|βk|). (3.16)
Similarly, we can use a local quadratic approximation of pλ(|βk|) and update β∗ based on the following ridge regression,
β∗ = (XTWX+ nΣλ(β0))−1XTWy, (3.17)
where λ is the tuning parameter for the penalty function, and
Σλ(β0) = diag

p′λ(|β10|)/|β10|, . . . , p′λ(|βp0|)/|βp0|

.
To achieve numerically stable estimates of β∗ and D∗, we can iterate between steps 1 and 2 until convergence.
3.2. Asymptotic properties
We can show that the estimators of D and β given in (3.15) and (3.17) are consistent and have some oracle properties.
Theorem 3.1. Under the regularity conditions (A)–(D), given a
√
n-consistent estimate D∗ of D, if
√
nλn →∞ and λn → 0 as
n →∞, then there is a local minimizer β∗ of (3.16) such that
∥β − β∗∥ = Op(1/
√
n),
and this minimizer must satisfy
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(a) Sparsity: β∗2 = 0.
(b) Asymptotic normality:
√
n(β∗1 − β01) D−→N (0,Σβ01)
where
Σβ01 = limm→∞ σ
2

1
n
m
i=1
XTi1(I+ ZiD∗ZTi )−1Xi1
−1
.
Theorem 3.2. Under the regularity conditions (A)–(D), given a
√
n-consistent estimate of β , if
√
n/ log(n)ξ → O(1) as
n →∞, then there is a local minimizer b∗i , i = 1, . . . ,m of (3.14) such that for the estimate of D∗ by (3.15) we have
(a) Sparsity: d∗2 = 0.
(b) Asymptotic Normality: if ϵij, i = 1, . . . ,m, j = 1, . . . , ni, are i.i.d and followN (0, σ 2), then
√
n

vech(D∗1 − D01)
 D−→N (0, (RTqRq)−1RTq∆Rq(RTqRq)−1c2)
where Zi, bi, q are replaced by Zi1, bi1 and q1 in (2.6)–(2.11) and the definition of Rq, and the definition of ∆ is same as its
definition in Proposition 2.2.
3.3. Tuning parameter selection and thresholding
To implement the variable selection procedure in Section 3.1, we need to consider the choice of tuning parameter λ and
ξ . Theoretically, we need λ → 0, ξ → 0 and√nλ → ∞,√nξ → ∞, as n → ∞ in order to consistently select fixed and
random effects. In practice, the tuning parameter can be selected based on data oriented methods. Following Fan and Li [7],
Wang et al. [23], we consider the following three criteria,
1. generalized cross-validation criterion
GCVλ = ∥Y− Xβˆ∥
2
W
n(1− Dfλ/n) ,
2. the AIC criterion
AICλ = log ∥Y− Xβˆ∥2W + 2Dfλ/n,
3. the BIC criterion
BICλ = log ∥Y− Xβˆ∥2W + Dfλ log(n)/n
where ∥Y − Xβˆ∥2W is the model error for linear mixed model, and W is a block diagonal matrix with diagonal elements
(Ini + ZiDˆZTi )−1, i = 1, . . . ,m. Wang et al. [23] argued that the BIC criterion is an optimal and consistent tuning-parameter-
selection procedure for linear regression, while GCV and AIC criteria tend to overfit the model. We expect this argument
holds for our application as well.
The degree of freedom is difficult to determine in linear mixed effect model. Here we adopt Hodges & Sargent’s formula
[11] to calculate the degree of freedom. We write model (2.1) by adding a block of ‘‘pseudo data’’
Y∗ = Uδ+ β,
where
Y∗ =

Y
0qm

, δ =

β
b

, U =

X Z
0 −∆

, β =

ϵ
b

,
where∆T∆ = G−1, and G is a qm× qm block diagonal matrix with diagonal element D. Based on this, a quasi ‘‘Hat’’ matrix
H1 can be defined for linear mixed model,
H1 =

X Z

(UTU)−1

XT
ZT

.
The effective degree of freedom is then trace(H1).
4. Simulation studies and real data analysis
In this section, we conduct a set of simulation studies to assess the performance of the proposed variable selection and
estimation procedure for linearmixed effectmodel. A real data analysiswill also be conducted.We are particularly interested
in model performance in the following aspects: whether the correct subsets of fixed effects and random effects can be
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Table 1
Performance of fixed and random effect selection. ‘‘FPR%’’ is the average false positive rate which is defined as the percentage of the coefficients that are
incorrectly estimated to be nonzero. ‘‘FNR%’’ is the average false negative rate that is the percentage of the coefficients that are incorrectly estimated to be
zero. ‘‘Model size’’ reports the average size of nonzero fixed effect coefficients and nonzero random effect components.
Tuning FPR% FNR% Model size FPR% FNR% Model size
Example 1 Example 2
Fixed effects
BIC 21.5 9.9 2.26 1.5 1.9 2.10
AIC 17 11.0 2.43 1.5 3.3 2.20
GCV 20.5 10.1 2.30 1.5 3 2.18√
log(n)/n 21 15.6 2.67 1.5 4.1 2.26
Random effects
BIC 27 6 2.25 0 0 3
AIC 25 12 2.37 0 0 3
GCV 26 6 2.28 0 0 3√
log(n)/n 33 7 2.09 0 0 3
correctly selected; whether the parameter estimates are unbiased and efficient in small to medium sample sizes; and when
the true models are ascertained, whether the iterative method has comparable sample properties to maximum likelihood
method.
4.1. Simulation I
In the first set of simulations, we adopt the examples in [12]. There are two scenarios:
1. Example 1: Consider m = 30 subjects, ni = 5 observations per subject. There are 9 fixed effects to be considered, and
the true value of coefficients are β = [0, 1, 1, 0, 0, 0, 0, 0, 0]. For random effects, we consider 4 dimensions, with the
true covariance matrix
D =
 9 4.8 0.6 04.8 4 1 00.6 1 1 0
0 0 0 0
 .
The model variance σ 2 = 1. Furthermore, covariates X are generated from a uniform (−2, 2) distribution, along with a
vector of 1’s for the subject-specific intercept. The values of Z are taken to be the values of the first four columns of X.
2. Example 2: The set up of the second example is the same as the first, except the number of the subjects increases to
m = 60 and the number of the observations per subject increases to ni = 10.
For each example, we randomly draw 200 samples and apply the proposed variable selection and estimation procedure
to these data sets. In Table 1, we summarize the performance of the proposed iterative procedure under different tuning
parameters. We notice that as sample size grows, the procedure selects the correct fixed and random effect components
with increasing accuracy. Due to the benefit of group selection, the selected random effect components quickly converge
to the true model. For different tuning parameter choices, we can see that in general the BIC criterion outperforms others
choices. Compared to other criteria, the BIC-based false positive rate and the false negative rate are smaller and the average
model size is closer to that of the true model as well.
We also compare the percentage of themodels that are correctly identified by our procedure in comparisonwithKrishna’s
Table 3.1. In Table 2, We can see as the sample size increases, the performance of our method improves dramatically.
With a sample size of 600, random effect selection has nearly 100% accuracy and the fixed effect selection (using BIC as
tuning parameter criterion) outperforms all the other existing approaches. As a matter of fact, the overall model selection
performance is partly impacted by the simulation setup. The first random effect is assumed a large variance of 9 which
causes large uncertainty in estimating the random effect coefficients b1 and in turn affects the estimation and selection of
the first fixed effect coefficient in our iterative procedure. A detailed look of the fixed effect selection reveals that ourmethod
successfully selects all but the first fixed effect in the 200 simulations we conducted.
On the other hand, our model performs relatively unsatisfactorily with low sample size, especially when the number
of observations per group is low compared to the number of the random effect coefficients. As we commented earlier in
Section 2, this is an inherent problemdue to the two-step estimation procedure.With smaller cluster size, the large standard
errors of bi pose challenges for model selection. But our simulation also shows that this problem can be quickly remedied if
the number of clusters increases.
4.2. Simulation II
In the second simulation study, we focus on the performance of parameter estimates of our proposed methods. We
consider the following four different scenarios: the number of clusters is either 10 or 20, and the number of observations
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Table 2
Comparing the model selection performance of the proposed iterative method with other existing methods. ‘‘%Correct’’ reports the percentage of times
the correct true model was selected, ‘‘%CF’’ and ‘‘%RF’’ report the percentage of the times correct fixed effect components and random effect components
are selected. The results for M-ALASSO, EGIC, RIC, Stepwise deletion and ALASSO are borrowed from Krishna [12].
Method Tuning %Correct %CF %CR %Correct %CF %CR
Example 1 Example 2
Iterative method BIC 19 49 35 86 86 100
Iterative method AIC 21 46 35 77 77 100
Iterative method GCV 20 49 37 79 79 100
Iterative method
√
log(n)/n 16 33 27 72 72 100
M-ALASSO BIC 71 73 79 83 83 89
EGIC BIC 47 56 52 48 59 53
RIC AIC 19 21 62 31 34 74
RIC BIC 59 59 68 77 79 81
Stepwise AIC 17 21 62 26 28 74
Stepwise BIC 51 53 68 68 69 81
ALASSO AIC 21 24 62 39 41 74
ALASSO BIC 62 63 68 74 75 81
Table 3
Numbers of fixed effects and random effects that are selected to be zero in 100 simulated data sets. For β2, β5,D1 and D3 , the table reports the number of
parameters that are correctly selected to be zero. For β1, β3, β4,D2 and D4 , the table reports the number that are incorrectly selected to be zero.
Sample size Fixed effects Random effects
m ni β1 β2 β3 β4 β5 D1 D2 D3 D4
10 10 0 92 1 11 94 100 39 100 5
20 10 1 98 1 0 98 100 8 100 0
10 20 1 96 0 1 95 100 9 100 1
20 20 1 100 0 0 99 100 0 100 0
within each cluster is either 10 or 20. For each scenario, we assume the common model structure to be as follows: the
dimension of fixed effects is p = 5 with true value β = [1, 0, 1.5, 1, 0]. The dimension of the random effects is q = 4 with
the covariance matrix of the random effect coefficients D,
D =
0 0 0 00 0.5 0 0.3540 0 0 0
0 0.354 0 1

so that only the second and the fourth random effect components are significant. Furthermore, the correlation between
the second and the fourth random effects is 0.5. The model variance σ 2 is assumed to be 1. Without loss of generality, the
components of X are generated from standard normal distributions, and Z assumes the same values as X1, . . . ,X4.
For each scenario, we simulate 100 data sets and run the iterative variable selection and estimation procedure for each
data set. For the purpose of comparison, we estimate three different models. First we apply the proposed iterative penalized
method to select and estimate both fixed effects and random effects simultaneously. Then we estimate the model using the
iterative procedure and the maximum likelihood estimation assuming the true model is known.
The number of correctly and incorrectly selected fixed effects and random effects among the 100 simulated data sets are
reported in Table 3. We can clearly see that as both the number of clusters and the number of within cluster observations
increase, the fixed effects and random effects are selected with increasingly high accuracy.
Next we examine the performance of parameter estimation of our proposed models. For each simulation set up, we
present bias and median absolute deviation of the nonzero fixed effect and random effect parameters in Table 4. These
summary statistics demonstrate that the parameter estimators based on our proposed iterative procedure possess satisfying
sampling properties. For both fixed effects and randomeffects, the estimators are unbiased and behave as if the truemodel is
knownwhen sample size is large.Moreover,we can see thatwhen the truemodel is known, our proposed iterative procedure
performs equally well as the maximum likelihood estimation.
4.3. Real data analysis
In this section, we apply the proposed method to the 2000 American National Election Study. The ANES is a series of
surveys on voters’ opinions before and after each election since 1948. The outcome variable we are interested in is the
feeling thermometer reading for GeorgeW. Bush. Feeling thermometer is a widely accepted way of quantifying individuals’
feeling toward public figures. It mimics a physical thermometer and ranges from 0° to 100°. In this example, the higher
temperature an individual assigns indicates he/she feels more positive toward George W. Bush, and vice versa.
The 2004 ANES is a national representative sample of 1212 respondents from 29 states in the US. In this analysis, we will
examine what factors affect individuals’ feeling toward Bush. Since such effects tend to be mediated by social and cultural
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Table 4
Bias andmedian absolute deviation (MAD) of the significant fixed effect and random effect parameter estimates. ‘‘iter’’ refers to iterative variable selection
and estimation method, ‘‘iterO’’ refers to iterative estimation method under the true model, and ‘‘MLEO’’ refers to MLE under the true model.
m ni Parameter Bias MAD
Iter IterO MLEO Iter IterO MLEO
10 10 β1 0.006 0.012 0.011 0.073 0.065 0.067
β3 −0.010 −0.003 0.000 0.064 0.065 0.064
β4 −0.112 0.022 0.019 0.292 0.260 0.251
D22 −0.124 −0.008 −0.002 0.275 0.135 0.130
D44 0.150 0.038 −0.040 0.437 0.321 0.313
D24 −0.120 −0.019 −0.023 0.115 0.185 0.189
20 10 β1 −0.001 0.008 0.009 0.046 0.044 0.046
β3 −0.006 0.002 0.002 0.046 0.046 0.046
β4 −0.007 −0.010 −0.008 0.141 0.140 0.130
D22 −0.010 0.013 0.026 0.128 0.125 0.155
D44 −0.004 −0.031 −0.029 0.238 0.231 0.257
D24 −0.024 −0.005 0.008 0.117 0.109 0.112
10 20 β1 −0.005 0.004 0.004 0.047 0.046 0.046
β3 −0.006 −0.008 −0.008 0.053 0.051 0.047
β4 0.052 0.063 0.063 0.207 0.186 0.189
D22 −0.062 −0.033 −0.033 0.183 0.160 0.141
D44 −0.006 −0.023 −0.090 0.253 0.269 0.241
D24 −0.033 −0.025 −0.027 0.188 0.185 0.164
20 20 β1 −0.010 0.001 0.001 0.034 0.033 0.033
β3 0.007 0.004 0.004 0.037 0.037 0.036
β4 0.003 0.001 0.002 0.126 0.121 0.120
D22 0.013 0.013 0.020 0.113 0.112 0.111
D44 −0.021 −0.021 −0.040 0.201 0.201 0.210
D24 −0.003 −0.002 0.005 0.119 0.118 0.110
Fig. 1. Histogram of the outcome variable ‘‘Bush feeling thermometer readings’’.
contexts at the state level, we will further examine whether these effects vary across states. To do so, we fit a linear mixed
effect model with individuals nested under states. After removing missing data and states with too few observations, the
effective sample size consists of 1156 individuals from 24 states.
Fig. 1 shows the histogram of Bush feeling thermometer readings. We can see that there is considerable amount of
variation and the distribution appears to be bimodal rather than normally distributed. Likemany other social and behavioral
studies, there exists a large amount of individual level heterogeneity that cannot be easily captured via systematicmodeling.
Our results reveal that the model variance σ 2 is rather large compared to the amount of variance systematically explained
by fixed effects and random effects (the intra-cluster correlation is only 18%). Since there could be a wide arrays of factors
influencing individuals’ preference toward political figures, we start with a linear mixed effect model with a large number
of fixed and random effects (see Table 5).
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Table 5
The complete lists of the candidate fixed effect and random effect components. A detailed description of these variables is given in the Appendix.
Fixed effects Random effects
Intercept, age, gender, education, income, Christian, black, other, gun control,
liberal view, moderate view, defense issues, abortion right, death penalty,
environment issues, social trust, church attendance, health insurance,
Democrat, Independent, Iraq war
Intercept, gender, income, Christian, gun control, liberal view,
moderate view, defense issues, abortion right, death penalty,
health insurance, Democrat, Independent, Iraq war
Table 6
Parameter estimation of the fixed effect coefficients and the random effect covariance. The first three columns report the coefficients, standard errors and
p-values estimated based on the iterative variable selection and estimation procedure. The last three columns report the corresponding estimates based
on R package nlme under the model that is selected via iterative procedure.
Method Iterative method nlme package
Fixed effects (β) Coefficient s.e. p value Coefficient s.e. pvalue
(Intercept) 48.57 3.46 0.00 46.62 3.34 0.00
Age 0.06 0.04 0.12 0.09 0.04 0.02
Education −4.96 1.36 0.00 −5.23 1.33 0.00
Christian 7.32 1.65 0.00 7.62 1.76 0.00
Black −3.97 2.17 0.06 −2.52 2.01 0.21
Other 3.6 2.03 0.07 4.59 1.97 0.02
Liberal −11.97 1.77 0.00 −11.68 1.75 0.00
Defense 2.39 1.35 0.07 1.95 1.31 0.14
Death penalty 4.17 1.44 0.00 4.62 1.43 0.00
Democrat −24.48 2.08 0.00 −25.05 2.06 0.00
Independent −14.21 1.73 0.00 −14.53 1.71 0.00
Iraq war 30.47 1.61 0.00 30.62 1.58 0.00
Random effects (D)
Gender 52.32 55.38
Christian 25.91 15.44
Covariance −19.65 −28.27
Model variance (σ 2)
438.02 442.26
In this data analysis, large model variance and a number of potentially nuisance random effect components can pose
great challenge to maximum likelihood based approaches in estimating and selecting the correct submodel. In our attempts
to fit the model using commercial software such as the xtmixed package in STATA and the nlme package in R, the initial
full model and its many submodels fail to converge. To tackle this problem, we apply the proposed procedure in Section 3 to
estimate the model while shrinking the insignificant fixed and random effects to zero simultaneously. We use general cross
validation method to determine the values of the tuning parameters for selecting fixed effects and random effects via the
SCAD function. The results are presented in Table 6. Among the 14 random effects listed in Table 5, only two are deemed to
be effective random effect components. For comparison purposes, we also fit the same model using R package nlme that is
based on RMLE.We can see that in general ourmodel yields estimates that are close to the R package. However, asmentioned
before, since the outcome variable Bush feeling thermometer appears to be bimodally distributed, our approach is expected
to provide more robust results than the MLEs that are based on the assumption of normality.
5. Discussion
In this paper, we present a simple iterative penalized procedure that selects and estimates fixed effects and random
effects simultaneously. The theoretical and simulation investigations of the proposed procedure have shown that it selects
the correct submodel effectively and has some oracle properties. Although in mixed effect model it is well known that the
random effect coefficients cannot be consistently estimated, we have demonstrated that the covariance of the random effect
coefficients can be consistently estimated. We can further take advantage of the partial consistency property to select the
effective component of random effects by penalizing the random effect coefficients in group. If the corresponding variance
term is sufficiently small, the entire group of random effect coefficients will be shrunk to zero via penalized least squares.
Our method is based on the estimation of the random effect coefficients. The cost of relying on the estimation of the
random effect coefficients is that we need sufficient number of observation within each cluster. When the cluster size is
small relative to the dimension of random effects, our method does not perform as well as the likelihood based approaches
that only concern the marginal distribution of the data. However in survey data analysis, the size of the clusters is typically
large, so we expect this method offers a practical solution to many real data analysis problems. On the other hand, when the
dimension of all candidate random effects is large compared to the cluster size, as long as the dimension of significant
random effects is relatively small, the proposed variable selection method can still select and estimate the significant
covariance matrix due to the oracle property of the proposed method and the ridge regression procedure. However, when
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the dimension of random effects is larger than the cluster size, our proposed penalized method will depend on the initial
estimate of the covariance matrix, since the penalty function is non-concave and there can be more than one extreme value
for the penalized least square function. In this case, we can consider using convex penalty function such as the L1 penalty to
estimate better initial values, then apply our method to achieve unbiased estimates.
In general, the proposed method enjoys many advantages over the classical likelihood based approaches. Compared
to the classical likelihood approach, this procedure has greater computational stability since it avoids the complicated
constrained optimization problem of estimating a high dimensional covariance matrix that is located at the boundary of the
parameter space due to the inclusion of non-existing random effects. Since ourmethod does not rely onmultivariate normal
distribution of the data, it is expected to be robust under model misspecification. In particular, we can further relax step 2
of the iterative procedure: instead of using (penalized) weighted least squared that takes the normal covariance structure
of the error terms into account, we can simply use (penalized) ordinary least squares to calculate β based on Y0i = Yi−Zibi.
β = (XTX+ nΣλ(|β0|))−1XTY0. (5.18)
Based on simulation evidence (not shown in this paper), this distribution-free version of the iterative procedure can also
select fixed effects and random effects satisfactorily. Although this procedure is less efficient when the errors are known to
be normally distributed, it is more robust if the model is misspecified as it does not depend on particular information of the
error structure.
Lastly, this method can be easily adapted to estimate multiple levels of hierarchical structure. To select and estimate
fixed and random effects at multiple levels, we can simply condition on the random effect coefficients at lower level and
partial consistency property will ensure the validity of this approach.
Appendix A. Proofs
In this section, we outline the detailed proofs of the asymptotic results in previous sections.
Proof of Lemma 2.1. It can be deduced directly from Theorem 2 of Sun et al. [20]. 
Proof of Proposition 2.1. Following the definition of βˆ
βˆ =

m
i=1
XTi (I+ ZiDˆZTi )−1Xi
−1 m
i=1
XTi (I+ ZiDˆZTi )−1Yi,
we define
βˆ
∗ =

m
i=1
XTi (I+ ZiDZTi )−1Xi
−1 m
i=1
XTi (I+ ZiDZTi )−1Yi.
Based on linear model theory, we have
√
n(βˆ
∗ − β) D−→N (0,Σβ).
Hence to prove Proposition 2.1, by Slutsky’s lemma (see Van der Vaart [22, p. 11]), we only need to prove that
√
n(βˆ − βˆ∗) = op(1). (A.1)
To show (A.1), we rewrite βˆ − βˆ∗ as
βˆ − βˆ∗ =

m
i=1
XTi (I+ ZiDˆZTi )−1Xi
−1 m
i=1
XTi (I+ ZiDˆZTi )−1Yi
−

m
i=1
XTi (I+ ZiDZTi )−1Xi
−1 m
i=1
XTi (I+ ZiDZTi )−1Yi
= I1 + I2
where
I1 =

m
i=1
XTi (I+ ZiDˆZTi )−1Xi
−1  m
i=1
XTi (I+ ZiDˆZTi )−1(Zibi + ϵi)−
m
i=1
XTi (I+ ZiDZTi )−1(Zibi + ϵi)

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and
I2 =


m
i=1
XTi (I+ ZiDˆZTi )−1Xi
−1
−

m
i=1
XTi (I+ ZiDZTi )−1Xi
−1 m
i=1
XTi (I+ ZiDZTi )−1(Zibi + ϵi).
First notice that since EbibTi = σ 2D and EϵiϵTi = σ 2Ini , by Central Limit Theorem and the regularity conditions (A) and (C),
we can show that
m
i=1
XTi ZiZ
T
i (Zibi + ϵi) = Op(
√
n)
and
m
i=1
XTi (I+ ZiDZTi )−1(Zibi + ϵi) = Op(
√
n).
Now let us consider I1. Because Dˆ− D = Op(1/√n),
m
i=1
XTi (I+ ZiDˆZTi )−1(Zibi + ϵi)−
m
i=1
XTi (I+ ZiDZTi )−1(Zibi + ϵi)
= Op(1/
√
n)
 m
i=1
XTi ZiZ
T
i (Zibi + ϵi)

= Op(1/
√
n)Op(
√
n) = Op(1). (A.2)
Next because the elements of Zi are bounded and Dˆ− D = Op(1/√n), the eigenvalue of I+ ZiDˆZTi , i = 1, . . . ,m should be
bounded by 1 and a positive constant 1+ C where C is a positive constant determined by Zi, i = 1, . . . ,m and D. Hence we
have that
m
i=1
XTi Xi ≥
m
i=1
XTi (I+ ZiDˆZTi )−1Xi ≥ (1+ C)−1
m
i=1
XTi Xi.
Then by condition (C) thatΣ = 1/mmi=1 XTi Xi is a positive definite matrix, we just know that
Σβ = lim
m→∞ σ
2

m
i=1
XTi (I+ ZiDZTi )−1Xi
−1
should be also a positive definite matrix. We also have
Op(1/n) =

m
i=1
XTi Xi
−1
≤

m
i=1
XTi (I+ ZiDˆZTi )−1Xi
−1
≤ (1+ C)

m
i=1
XTi Xi
−1
= Op(1/n). (A.3)
By (A.2) and (A.3), we have that
I1 = Op(1/n) = op(1/
√
n). (A.4)
Next consider I2. First notice that
m
i=1
XTi (I+ ZiDˆZTi )−1Xi −
m
i=1
XTi (I+ ZiDZTi )−1Xi = Op(1/
√
n)
m
i=1
XTi ZiZTi Xi
= Op(1/
√
n)Op(n)
= Op(
√
n)
and
m
i=1
XTi (I+ ZiDZTi )−1Xi = Op(n),
m
i=1
XTi (I+ ZiDˆZTi )−1Xi = Op(n).
122 H. Peng, Y. Lu / Journal of Multivariate Analysis 109 (2012) 109–129
Hence
I2 = Op(
√
n)
Op(n) · Op(n) · Op(
√
n) = Op(1/n) = op(1/
√
n). (A.5)
Finally, by (A.4) and (A.5), (A.1) is obtained and the proof of Proposition 2.1 is complete. 
Proof of Proposition 2.2. If β is known, then we have
ui = Yi − Xiβ and b˜i = (ZTi Zi)−1ZTi ui,
and an estimate of D is given
D˜ = 1
mσˆ 2
m
i=1
b˜ib˜Ti −
1
m
m
i=1
(ZTi Zi)
−1 (A.6)
where σˆ 2 is an estimate of σ 2 defined by the following (A.7).
Let βˆ is the
√
n consistent estimate of β, we can define
uˆi = Yi − Xiβˆ and bˆi = (ZTi Zi)−1ZTi uˆi,
and an estimate of σ 2 can be defined as
σˆ 2 = (n− qm)−1
m
i=1
RSSi, RSSi = uˆTi (Ini − Pi)uˆi (A.7)
where Pi = Zi(ZTi Zi)−1ZTi is the project matrix of Zi.
By Lemma 2.1, it is known that σˆ 2 is a
√
n-consistent estimate of σ 2. Then D can be estimated as
Dˆ = 1
mσˆ 2
m
i=1
bˆibˆTi −
1
m
m
i=1
(ZTi Zi)
−1. (A.8)
Next we first prove that
D˜− Dˆ = op(1/
√
n).
Then we only need study the asymptotic distribution of
√
nD˜.
By (A.6) and (A.8), we have
D˜− Dˆ = 1
mσˆ 2
m
i=1
b˜ib˜Ti −
1
mσˆ 2
m
i=1
bˆibˆTi . (A.9)
Because
uˆi = Yi − Xiβˆ = Yi − Xiβ + Xiβ − Xiβˆ
= ui + Xi(β − βˆ)
and
bˆi = (ZTi Zi)−1ZTi uˆi
= (ZTi Zi)−1ZTi ui + (ZTi Zi)−1ZTi Xi(β − βˆ)
=ˆ b˜i + ei.
Then
D˜− Dˆ = − 1
mσˆ 2
m
i=1
{b˜ieTi + eib˜Ti } −
1
mσˆ 2
m
i=1
eieTi .
Since ui = Zibi + ϵi, it can be shown that
b˜i = (ZTi Zi)−1ZTi ui = bi + (ZTi Zi)−1ZTi ϵi.
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Hence by the regularity conditions and the definition of bi, it can be shown that
1
mσˆ 2
m
i=1
b˜ieTi =
1
mσˆ 2
m
i=1
(bi + (ZTi Zi)−1ZTi ϵi)(βT − βˆ
T
)XTi Zi(Z
T
i Zi)
−1
≤ Op(1/
√
n)
 1mσˆ 2
m
i=1
biXTi Zi(Z
T
i Zi)
−1
+
 1mσˆ 2
m
i=1
(ZTi Zi)
−1ZTi ϵiX
T
i Zi(Z
T
i Zi)
−1


= Op(1/
√
n)Op(1/
√
m) = Op(1/n). (A.10)
Similarly, we also have
1
mσˆ 2
m
i=1
eib˜Ti = Op(1/n). (A.11)
On the other hand, because βˆ − β = Op(1/√n), we have
1
mσ 2
m
i=1
eieTi =
1
mσ 2
m
i=1
(ZTi Zi)
−1ZTi Xi(β − βˆ)(β − βˆ)TXTi Zi(ZTi Zi)−1
= Op(1/n)
 1mσ 2
m
i=1
(ZTi Zi)
−1ZTi XiX
T
i Zi(Z
T
i Zi)
−1

= Op(1/n)Op(1) = Op(1/n). (A.12)
So by (A.10)–(A.12), it is obtained that
D˜− Dˆ = Op(1/n). (A.13)
For D˜, this can be written as
D˜ = 1
mσ 2
m
i=1
b˜ib˜Ti −
1
m
m
i=1
(ZTi Zi)
−1 +

1
mσˆ 2
− 1
mσ 2
 m
i=1
b˜ib˜Ti =ˆD1 + D2.
For D1, we have
D1 = 1mσ 2
m
i=1
bibTi +

1
mσ 2
m
i=1
(ZTi Zi)
−1ZTi ϵiϵ
T
i Zi(Z
T
i Zi)
−1 − 1
m
m
i=1
(ZTi Zi)
−1

+ 1
mσ 2
m
i=1

(ZTi Zi)
−1ZTi ϵib
T
i + biϵTi Zi(ZTi Zi)−1

=ˆ D11 + D12 + D13.
Because of the independence of bi and ϵi, i = 1, . . . ,m, D11,D12 and D13 are linear independent and ED12 = ED13 = 0, and
we have
ED1 = ED11 and Var(vec(D1)) = Var(vec(D11))+ Var(vec(D12))+ Var(vec(D13)).
By simple calculation, it can be shown that
ED11 = D and Var(
√
m · vec(D11)) = 1
σ 4
E{b1bT1 ⊗ b1bT1} − D⊗ D. (A.14)
For D12, it can be written as
1
mσ 2
m
i=1
(ZTi Zi)
−1ZTi ϵ
T
i ϵiZi(Z
T
i Zi)
−1 − 1
m
m
i=1
(ZTi Zi)
−1
= 1
mσ 2
m
i=1
(ZTi Zi)
−1ZTi (ϵ
T
i ϵi − σ 2Ini)Zi(ZTi Zi)−1
= 1
mσ 2
m
i=1
(ZTi Zi)
−1ZTi AZi(Z
T
i Zi)
−1 + 1
mσ 2
m
i=1
(ZTi Zi)
−1ZTi BZi(Z
T
i Zi)
−1
=ˆD121 + D122
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where
A = diag(ϵ2i1 − σ 2, . . . , ϵ2ini − σ 2)
and
Bjl = ϵijϵil, j ≠ l and Bjj = 0, j, l = 1, . . . , ni.
It can be shown that the element ofA andB are linear independent, and thenbecause ϵi andZi, i = 1, . . . ,m are independent,
we have.
Var(
√
m · vec(D12)) = Var(
√
m · vec(D121))+ Var(
√
m · vec(D122)).
Next some complex calculation, we obtain that
Var(
√
m · vec(D121)) = Var(ϵ211)∆3/σ 4, (A.15)
Var(
√
m · vec(D122)) = 2(∆2 −∆3). (A.16)
To D13, by similar complicate calculation, we have
Var(
√
m · vec(D13)) = 1
σ 2
{D⊗ Γ + Γ × D+∆1}. (A.17)
Next consider D2. By Lemma 2.1, σˆ 2 − σ 2 = Op(1/√n), hence
D2 =

1
mσˆ 2
− 1
mσ 2
 m
i=1
b˜ib˜Ti =
σˆ 2 − σ 2
σ 2

D+ 1
m
m
i=1
(ZTi Zi)
−1

+ op(1/
√
n), (A.18)
and
Var(
√
m · vec(D2))
=

2(1+ γ ) c1
c2
+ Var(ϵ
2
11)
σ 4
γ c1
c2

vec

D+ 1
m
m
i=1
(ZTi Zi)
−1

vec

D+ 1
m
m
i=1
(ZTi Zi)
−1
T
=

2(1+ γ ) c1
c2
+ Var(ϵ
2
11)
σ 4
γ c1
c2

∆4. (A.19)
Notice from the definition of σˆ 2 and σˆ 2 − σ 2 → 0 as n →∞, and hence ED2 → 0 and
E(D˜)→ E(D1) as n →∞. (A.20)
According to the condition that ϵi follows the normal distribution N (0, σ 2Ini), so Z
T
i ϵi and (Ini − Pi)ϵi are independent,
i = 1, 2, . . . ,m.
Notice (A.7), the structure of the estimate σ 2, βˆ− β = Op(1/√n) and uˆ = ui + Xi(β− βˆ), by some calculation we have
σˆ 2 = (n− qm)−1
m
i=1
RSSi = (n− qm)−1
m
i=1
RSS∗i + Op

1
n

where RSS∗i = ϵTi (Ini − Pi)ϵ.
Then by the structure of D11,D12,D13 and combined with (A.18), it can be shown that D1 and D2 are asymptotic
independent and Hence
Var(vec(D˜)) = Var(vec(D1))+ Var(vec(D2))+ o(1/n). (A.21)
Finally, by (A.13)–(A.21), the transformation from vec to vech by Rq, and the central limited theory, the proof of
Proposition 2.2 is complete. 
Proof of Theorem 3.1. Define
Q (β) =
m
i=1
(Yi − Xiβ)T (I+ ZiDˆZ′i)−1(Yi − Xiβ)+ n
p
j=1
pλn(|βj|)
= L(β)+ n
p
j=1
pλn(|βj|)
and αn = (1/√n).
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To prove the theorem, we first show that for any give ε > 0, there exist a large constant C such that
P

min∥u∥=C Q (β0 + αnu) > Q (β0)

> 1− ε. (A.22)
This implies with probability at least 1 − ε that there exist local minimizer in the ball {β0 + αnu: ∥u∥ ≤ C}. Hence there
exists a local minimizer such that ∥β∗ − β0∥ = Op(αn).
Define β0 = (βT10,βT20)T where the elements of β10 are nonzero components of β0, and the elements of β20 are zero
components ofβ0. In the othermeans thatβ
T
10 denotes the coefficients of significant predictors in themodel andβ
T
10 denotes
those coefficients of insignificant predictors in the model. Since pλn(0) = 0. we have
Dn(u) = Q (β0 + αnu)− Q (β0) ≥ L(β0 + αnu)− L(β0)+ n
s
j=1

pλn(|βj0 + αnuj|)− pλn(|βj0|)

where s is the number of components of β10. By simple calculation, we have
Dn(u) ≥ α2n
m
i=1
uTXTi (I+ ZiDˆZTi )−1Xiu− αn
m
i=1
(Zibi + ϵi)T (I+ ZiDˆZTi )−1Xiu
−αn
m
i=1
uTXTi (I+ ZiDˆZTi )−1(Zibi + ϵi)+ n
s
j=1

pλn(|βj0 + αnuj|)− pλn(|βj0|)

=ˆ Dn1 + Dn2 + Dn3 + Dn4.
Under the regularity condition (C), we have
Dn1 ≥ Op(nα2n)∥u∥2, (A.23)
and
Dn2 = Op(αn
√
n)∥u∥ and Dn3 = Op(αn
√
n)∥u∥. (A.24)
After taking the second order Taylor expansion of the first term around βj0 in Dn4 we have
Dn4 = n
s
j=1
p′λn(|βj0|)sgn(βj0)αnuj + n
s
j=1
p′′λn(|βj0|)α2nu2j · (1+ o(1)).
By the definition of the SCAD function, as λn → 0, an = max{p′λn(|βj0|):βj0 ≠ 0} = 0 and max(p′′λn(|βj0|)) → 0. Hence
when n is large enough, Dn4 = 0. Moreover it is obvious that Dn1 dominates Dn2 and Dn3, therefore (A.22) holds. In other
words, there is a local minimizer βˆ of (3.17) such that
∥β0 − βˆ∥ = Op(αn).
Next we show this minimizer βˆ has properties of (a) and (b). In fact if (a) is true, by the oracle properties of SCAD penalty,
we know that the asymptotic normality of βˆ can be directly deduced from Proposition 2.1. Hence we only need to show that
βˆ has the property (a).
For ∥β − β0∥ = O(1/
√
n) and βj0 = 0, j = s+ 1, . . . , p, we consider the derivative of Q (β)with respect to βj,
∂Q (β)
∂βj
= −
m
i=1
2XTij(Yi − Xiβ)(I+ ZiDˆZTi )−1 + np′λn(|βj|)sgn(βj)
= Q1 + Q2.
Based on the definition of SCAD penalty function, p′λn(|βj|) = λn when βj = o(1/
√
n) and
√
nλn → ∞. Hence
Q2 = nλnsgn(βj)when n is large enough.
Under the regularity condition (C), we know that
m
i=1
2XTij(Yi − Xiβ)(I+ ZiDˆZTi )−1 = Op(
√
n).
Since
√
nλn → ∞ when n → ∞, Q1 is dominated by Q2 and Q2 determines the sign of the derivative above. This means
that for some small εn = Cn−1/2 and j = s+ 1, . . . , p, we have
∂Q (β)
∂βj
> 0 for 0 < βj < εn (A.25)
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∂Q (β)
∂βj
< 0 for 0 > βj > −εn. (A.26)
Therefore, only when βj = 0, j = s+ 1, . . . , p, Q (β) arrives its minimizer point.
Hereby we finish the proof of this theorem. 
Proof of Theorem 3.2. Similar as the proof of Proposition 2.2, we only need to show there exists a local minimizer D∗ such
that
∥D− D∗∥ = Op

log n/n

, and d∗2 = 0.
The asymptotic normality of D∗1 follows by the properties of the SCAD penalty function.
To show ∥D − D∗∥ = Op(√log n/n), it suffices to show ∥Dˆ − D∗∥ = Op(√log n/n) since we showed in Proposition 2.2
that ∥Dˆ− D∥ = Op(√1/n). Moreover, since
D∗ = 1
mσˆ 2
m
i=1
b∗i b
∗T
i −
1
m
m
i=1
(ZTi Zi)
−1
and
Dˆ = 1
mσˆ 2
m
i=1
bˆibˆTi −
1
m
m
i=1
(ZTi Zi)
−1
we only need to show ∥Bˆ− B∗∥ = Op(√log(n)/n), where Bˆ = (bˆT1, . . . , bˆTm)T .
First define uˆi = Yi − Xiβˆ and
Q (B) =
m
i=1
(uˆi − Zibi)T (uˆi − Zibi)+
q
i=1
npξ (ck),
where
ck =
 1mσˆ 2
m
i=1
b2ik −
1
m
m
i=1
(ZTi Zi)
−1
kk

1
2
.
To prove the theorem, we need to show that for any give ε > 0, there exists a large constant C such that
P

min∥v∥=C Q (Bˆ+ αnv) > Q (Bˆ)

> 1− ε (A.27)
where αn = √log n/n, Bˆ = (bˆT1, . . . , bˆTm)T and bˆi = (ZTi Zi)−1ZTi uˆi is defined as in the proof of Proposition 2.2. This implies
with probability at least 1 − ε that there exists a local minimizer such that ∥B∗ − Bˆ∥ = Op(√log n/n) and therefore
∥Dˆ− D∗∥ = Op(√log n/n). Then by Theorem 2.2, ∥D− D∗∥ = Op(√log n/n).
By the definition of Bˆ, we have
Q (Bˆ+ αnv)− Q (Bˆ) =
m
i=1

(uˆi − Zibˆi)TZiαnvi + αvTi ZTi (uˆi − Zibˆi)Zi + α2nvTi ZTi Zivi

+
q
i=1
n(pξ (c˜k)− pξ (cˆk))
= Q1 + Q2
where cˆk =
 1mσˆ 2 mi=1 bˆ2ik − 1m mi=1(ZTi Zi)−1kk  12 and c˜k =  1mσˆ 2 mi=1(bˆik + αnvik)2 − 1m mi=1(ZTi Zi)−1kk  12 .
First by the definitions of bˆi, we know that the first two terms in Q1 are equal to 0. By the regularity conditions, the third
term of Q1 is of order Op(nα2n)C
2.
After taking the Taylor expansion of pξ (c˜k) around cˆk,
Q2 =
q
i=1
np′ξ (cˆk)(c˜k − cˆk)+
q
i=1
np′′ξ (cˆk)(c˜k − cˆk)2(1+ o(1)).
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For Q2, because
√
n/ log n · ξ →∞ and Proposition 2.2, when n is large enough, we have p′ξ (cˆk) is bounded by ξ and
max{p′′ξ (cˆk), k = 1, . . . , q} → 0.
On the other hand, since 1m
m
i=1 bˆi = Op(1/
√
n), by regularity conditions we know that
1
mσˆ 2
m
i=1
(bˆi + αnvi)(bˆi + αnvi)T − 1mσˆ 2
m
i=1
bˆibˆTi
= 1
mσˆ 2
m
i=1

αnbˆTi vi + αnvTi bˆi + α2nvTi vi

+

1
mσˆ 2
− 1
mσˆ 2
 m
i=1
bˆibˆTi
= Op(α2n) · C2.
Hence c˜2k − cˆ2k = Op(α2n) · C2, and c˜k − cˆk ≤ Op(αn) · C .
Q2 = Op(nξαn) · C + op(nα2n) · C2 = Op(nα2n) · C + op(nα2n) · C2.
It is obvious that Q2 is dominated by Q1 when C is large enough and Q (Bˆ + αnu) − Q (Bˆ) > 0. Hence it is easy to see that
(A.27) has been proved.
Next we want to show that d∗2 = 0. To simplify the analysis, assume that Dqq = 0, and D∗ − D0 = Op(
√
log n/n). We
want to show that c∗q = 0 or D∗qq = 0 where
c∗q =
 1σˆ 2
n
i=1
b∗2iq −
1
m
m
i=1
(ZTi Zi)
−1
qq
 = |D∗qq|
is the estimate of D
1
2
qq. According to our updating procedure (see Section 3.1), the estimate of D∗qq cannot be negative,
otherwise c∗q or D∗qq will be updated to zero.
Next we show by contradiction that c∗q = 0. First we assume that D∗qq = Op(
√
log n/n) > 0 or c∗q = Op(log
1
4 n/n
1
4 ) > 0
since D∗ − D0 = Op(√log n/n) and Dqq = 0.
For i = 1, . . . ,m, we have
∂Q (B∗)
∂biq
= (uˆi − Zib∗i )TZiq + np′ξn(c∗q ) ·
b∗iq
mc∗q σˆ 2
= (Zi(ZTi Zi)−1ZTi uˆi − Zib∗i )TZiq + np′ξn(c∗q ) ·
b∗iq
mc∗q σˆ 2
= (Zibˆi − Zib∗i )TZiq + np′ξn(c∗q ) ·
b∗iq
mc∗q σˆ 2
.
Furthermore,
m
i=1
∂Q (B∗)
∂biq
· b∗iq =
m
i=1
(Zibˆi − Zib∗i )TZiqb∗iq + np′ξn(c∗q ) ·
m
i=1
b∗2iq
mc∗q σˆ 2
=ˆ Qd1 + Qd2.
For Qd1, by Cauchy inequality, ni and Zijq are bounded by constants, therefore
Q 2d1 ≤

m
i=1
∥b∗i − bˆi∥2

m
i=1
∥ZTi Ziq∥2b∗2iq

= Op(log n) ·
m
i=1
b∗2iq
= Op(n log n) ·

1
mσˆ 2
m
i=1
b∗2iq −
1
m
m
i=1
(ZTiqZiq)
−1
qq

+ Op(n log n) ·

1
m
m
i=1
(ZTiqZiq)
−1
qq

= Op(n log(n)) · Op

log(n)/n

+ Op(n log n)
= Op(n log n). (A.28)
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For Qd2, because D∗ − D0 = Op(√log n/n), we know that c∗k = Op(
√
log n/n), and hence
Qd2 = np′ξn(cq) ·
sign(D∗qq)
mcq

m
i=1
b∗2iq
σˆ 2
−
m
i=1
(ZTi Zi)
−1
qq +
m
i=1
(ZTi Zi)
−1
qq

= np′ξn(cq) · cq + np′ξn(cq) ·
1
cq
· O(1)
= Op

n log n · (log n/n) 14

+ Op

n log n · (n/ log n) 14

= Op(n 34 · log 14 n) > Op

n log n

. (A.29)
Since B∗ = (b∗T1 , . . . , b∗Tm )T is the minimizer point of Q (B) and c∗q does not equal to zero, we should have that
∂Q (B∗)
∂biq
= 0, i = 1, . . . ,m
and therefore
Q1d + Q2d = 0
However, it can be easily seen that Qd1 is dominated by Qd2, and hence Q1d + Q2d cannot equal to zero with probability
tending to one. This contradicts the assumption that c∗q ≠ 0 or D∗qq > 0. Hence it is a necessary condition that c∗q = 0 if cq or
D∗qq is a local minimizer. Therefore for the local minimizer b∗i , i = 1, . . . ,m, the sparsity property must hold. The proof of
this Theorem has been finished. 
Appendix B. Variable definitions
The definitions of the covariates in the data analysis section are as follows:
1. Age: respondent’s age.
2. Gender: respondent’s gender. 1 =‘‘male’’, 0 =‘‘female’’.
3. Education: respondent’s education. 1 =‘‘high school and higher’’, 0 =‘‘less than high school’’.
4. Income: respondent’s income.
5. Christian: respondent’s religious denomination. 1 =‘‘Christian/Catholic’’, 0 =‘‘other’’.
6. Black: dummy variable for respondent’s race where ‘‘white’’ is the reference group. 1 =‘‘black’’, 0 =‘‘not’’.
7. Other: dummy variable for respondent’s race. 1 =‘‘other race’’, 0 =‘‘not’’.
8. Gun control: the importance of gun control issues to the respondent. 1 =‘‘very important’’, 0 =‘‘not very important’’.
9. Liberal view: dummy variable for respondent’s ideology where ‘‘conservative’’ is the reference group. 1 =‘‘liberal’’,
0 =‘‘not’’.
10. Moderate view: dummy variable for respondent’s ideology. 1 =‘‘moderate’’, 0 =‘‘not’’.
11. Defense issues: the importance of defense spending issues to the respondent. 1 =‘‘very important’’, 0 =‘‘not very im-
portant’’.
12. Abortion rights: the respondent’s attitude toward abortion rights. 1 =‘‘abortion should be permitted under special
circumstances or should always be permitted’’. 0 =‘‘abortion should never be permitted’’.
13. Death penalty: respondent’s attitude toward death penalty. 1 =‘‘favor’’, 0 =‘‘oppose’’.
14. environment issues: the importance of environmental issues to the respondent. 1 =‘‘very important’’, 0 =‘‘not very im-
portant’’.
15. Social trust: the extend the respondent trust the · · · 1 =‘‘high’’, 0 =‘‘low’’.
16. Church attendance: how often the respondent attend religious services. 1 =‘‘regularly’’, 0 =‘‘not’’.
17. Health insurance: does the respondent have health insurance? 1 =‘‘yes’’, 0 =‘‘no’’.
18. Democrat: dummy variable for respondent’s party identification where ‘‘Republican’’ is the reference group.
1 =‘‘Democrat’’, 0 =‘‘not’’.
19. Independent: dummy variable for respondent’s party identification. 1 =‘‘Independent’’, 0 =‘‘not’’.
20. Iraq war: Does the respondent approve the way President Bush handles Iraq war? 1 =‘‘approve’’, 0 =‘‘disapprove’’.
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