A new and useful geometric point of view for the understanding and analysis of certain matrix methods as they are used in statistics and econometrics is presented. Applications to statistical efficiency, parameter estimation, and correlation theory are given. In particular we show that worst case relative least squares efficiency, although achieved by maximally inefficient regressors, is also achieved by maximal covariance matrix turning vectors. Also we elaborate geometrically a commutator trace efficiency result of P. Bloomfield and G.S. Watson [Biometrika 62 (1975) 121]. Well-established Lagrange multiplier methods for constrained optimizations are compared to use of an Euler equation from the new geometric theory.
Introduction and background
The purpose of this paper is to bring to the attention of the statistics and econometrics community a new and general geometric point of view for the understanding and analysis of certain matrix methods. To illustrate its usefulness, applications to certain problems in statistical efficiency, parameter estimation, and correlation theory are given here. I should comment at the outset that it is to be expected that the use and application of this new general, geometrical perspective will nonetheless be selective: it will only apply to those special situations in which the new geometrical results we seek are already intrinsic within the structures being studied or developed.
This new geometrical point of view is that of the author's operator trigonometry. This operator trigonometry, not so well known, actually goes back to more than 30 years, and is summarized up to 1996 in the two recent books [9, 15] . The key idea [6] was to define any accretive operator's (largest) turning angle φ(A) by
In (1) µ was also called the first antieigenvalue of A. Actually the quantity
came first in the motivating application, one of the bounded multiplicative perturbations of operator semigroups. The trigonometric entities µ and ν in (1) and (2) were originally defined rather generally, e.g., A densely defined in a Banach space X with any semi-inner-product y, x in (1), A bounded on X in (2) . The nonobvious essential fact that µ 2 + ν 2 = 1 when X is a Hilbert space and y, x is the inner product there and hence that ν may properly be called sin φ(A) was shown in [7] . Let A be a symmetric positive definite matrix in the following, with eigenvalues λ 1 > λ 2 > · · · > λ n > 0 taken simple here only for simplicity. Then in the early days of the operator trigonometry I established that µ = cos φ(A) = 2(λ 1 λ n ) 1/2 λ 1 + λ n (3) and
My original arguments used norm convexity properties of A − I , e.g., see the accounts in the books [9] or [15] , but only much later did I realize that (3) may be obtained from the Kantorovich inequality. The knowledgeable statistician will at this point recognize the right-hand side of (3) and its uses in statistical parameter estimation error bounds, see e.g., [27] or [25] . However, we stress: Kantorovich, and as far as we can tell, all of the other versions of the so-called Kantorovich inequality, do not contain the geometrical turning angle φ(A). The closest insight into a geometry for the inequality is that of the Kantorovich-Wielandt condition number angle θ(A), see the treatment in [17] . The connection between the condition number angle θ(A) and our turning angle φ(A) is discussed fully in [11] . The perspectives of the two developments are in fact quite different. A second background point to stress: none of the Kantorovich-like theories contained the entity sin φ(A). This is because they were not motivated originally as I was by operator turning angles. It turns out that in applications of the operator trigonometry, even though cos φ(A) is relatively natural to define, it is sin φ(A) which completes the operator trigonometry and which is moreover more often the most useful in applications. See for example the recent application of the operator trigonometry to iterative linear solvers in [10] . The outline of the paper is as follows. In Section 2, I will show how the infusion of the operator trigonometry into the theories of linear parameter estimation and statistical efficiency provides new results and new insights. In particular, the relative efficiency of an ordinary least squares estimator (OLSE) as compared to the best linear unbiased estimator (BLUE) is given a new geometrical meaning in terms of this author's operator trigonometry. Also it is shown that the worst case relative efficiency, although achieved by maximal inefficiency regressors, is in fact an expression which arrives due to the attainment of the maximal covariance matrix turning angle as they are achieved by the antieigenvectors of the covariance matrix. In Section 3, I turn to two recent papers [19, 28] which in fact prompted me to write this paper to present connections of my operator trigonometry to statistics and econometrics, although I had known for a long time that such connections would exist. New geometrical interpretations of their results are given, and further possibilities are indicated. Many recent papers (even some not so recent ones) in the statistics literature, [28] among them, generalize from the A invertible case to the use of various generalized inverses A − , but in this paper I want to stay with the A symmetric positive definite case as much as possible in order to establish the basic connections of the operator trigonometry to the matrix method in statistics. On the other hand, let me mention that I have recently, [14] , extended my operator trigonometry to arbitrary invertible matrices, not necessarily symmetric or normal, but I did not find such general matrices much in appearance in the statistical literature which I have looked at to date. In Section 4, I do provide a brief historical account, from my own point of view, concerning how much of the operator trigonometry was already lurking implicitly within the linear methods of statistics. Very roughly, I assert that the statistics community was the first, e.g., prior to the numerical analysis community, to recognize the value of operator angles within their theories, although they did not formulate them as such. The earliest paper I found which explicitly makes this clear is [4] . In Section 5, I elaborate geometrically a commutator trace efficiency result of [3] to further illustrate the potential uses of the operator trigonometry. I close the paper in Section 6 by establishing a connection between the antieigenvector Euler equation of the operator trigonometry and Rayleigh quotient products which come up in statistics when treating homologous canonical correlations, e.g., see [24] .
A note on notation. In deference to the practices of the statistical methods literature, in this paper I have endeavored to order the eigenvalues λ 1 λ 2 · · · λ n > 0 of a symmetric n × n positive definite matrix V with λ 1 denoting the largest one. In all of the operator trigonometry literature and I dare say most of the matrix and operator theory literature, the ordering is done the other way with λ n denoting the largest eigenvalue. Curiously, most people agree on singular values σ 1 σ 2 · · · σ n > 0.
Geometry of statistical efficiency
We focus attention on the general linear model
where y is an n-vector composed of n random samplings of a random variable Y, X is an n × p matrix usually called the design or model matrix, β is a p-vector composed of p unknown nonrandom parameters to be estimated, and e is an n-vector of random errors incurred in observing y. The elements x ij of X may have different statistical meanings depending on the application. We assume for simplicity that
The assumption E(e) = 0 means that each error e i is distributed with mean zero, the assumptions Cov(e) = σ 2 V and V > 0 mean the covariance matrix has been assumed here (for simplicity) to be nonsingular, and moreover a naturally occurring variance factor σ 2 has been taken out so that all further discussions may center on V which is symmetric positive definite. Below we will just drop the σ 2 factor and speak in terms of V. Although there are statistical applications in which V or X may be unknown, here for simplicity we assume that V and X are known. Moreover for simplicity here we may take an often assumed simplifying assumption that n 2p. Generally one thinks of X as composed of just a few (regressor) columns. In practice this is sometimes justified by statements such as "it is not easy to experimentally get good independent columns of X". There is a large literature on the general linear model (1) and we mention in particular the recent books [20, 25, 27] , and the bibliographies therein. We make no attempt to cite all the literature here. From that which we have already cited, we may consider an ordinary least squares estimator (OLSE)β and the best linear unbiased estimator (BLUE) β * . Then the (relative) efficiency ofβ is defined as
where |T | denotes det(T ). Here we have assumed without loss of generality that
See e.g., the treatment in [27] , which we will follow. There, in Chapter 5: Parameter Estimation, a number of known results for relative efficiency are presented. In particular Theorem 5.6.1, p. 208, states the fundamental lower bound for efficiency:
The issues of parameter estimation for the general linear model (1) above are elaborated throughout Chapter 5 of [27] . Four illustrative typical cases of real life applications are presented there. Case 4, V a symmetric positive definite (SPD) covariance matrix, e.g., correlated observations, is the most general and the most applicable and is the one that we will treat here. We go directly to the fundamental lower bound (9) above and restate Theorem 5.6.1 as follows. The following theorem constitutes a new geometrical meaning of the fundamental lower bound on efficiency (9) and a new result for how it may be attained. 
where φ(V ) is the operator angle of V. For p n/2 the geometrical meaning is
where the φ i (V ) are the successive decreasing critical turning angles of V , i.e., corresponding to the higher antieigenvalues µ i (V ). The lower bound (9) as expressed geometrically in (10) is attained for p = 1 by either of the two first antieigenvectors of V
For p n/2 the lower bound (9) as expressed geometrically in (11) is attained as
where x i ± denotes either of the ith higher antieigenvectors of V given by
In (12) and (14) x i denotes the normalized ith eigenvector of V corresponding to the eigenvalue λ i .
Proof.
We follow the treatment in [27, pp. 206-215] . We remind that we are following their convention, wherein λ 1 is the largest eigenvalue, whereas the reader will find in the operator trigonometry, e.g., [9] or [15] , that our usual convention takes λ 1 as the smallest positive eigenvalue. In either convention, the antieigenvectors x ± linearly combine the eigenvectors corresponding to largest and smallest eigenvalues but weighted by the square root of the opposite eigenvalue. The higher antieigenvalues µ i (V ) = cos φ i (V ) are defined according to (1) within the subspace orthogonal to the span of x ± , and progressing "inward" in like manner, but for A an SPD matrix it is equivalent, e.g., see [8, 14] to define them combinatorially according to (14) . In (12) and (14) we have normalized all eigenvectors and antieigenvectors to norm one for convenience.
Relation (10) and the attainment of the lower bound (9) by the antieigenvectors given in (12) now follow from (1) and (3) and the fact that the antieigenvectors are the maximal turning vectors for V. In like manner relation (11) and the attainment of the lower bound (9) by (13) follow also by the operator trigonometry of V as a reduced operator on the span of {x i , . . . , x n−i+1 } and the attainment thereon of the reduced operator angle φ i (V ) by the higher antieigenvectors (14) .
We emphasize as we conclude this proof of Theorem 2.1, and we will return to this point in Theorem 2.2 below and again in Section 4, that the attainment vectors for the left-hand side of (9) and those for the right-hand side, when the worst case scenario of minimum efficiency occurs and equality holds in (9), are not the same vectors. Therefore in Theorem 2.2 below we will call the attainment vectors for the left-hand side of (9) the "inefficiency vectors".
Other results concerning relative efficiency may similarly be given the new geometrical meaning. For example Theorem 5.6.2 of [27, p. 211, relation (5.6.15)] states the relative efficiency of an OLSE c β of an estimable function c β with respect to the BLUE c β * according to the variance ratio:
Var (c β )
Clearly (15) can be stated alternately in the new geometrical frame of this paper as
We do not wish to further pursue all such possible variations on Theorem 1 here. Rather, it is more interesting and we believe it is more profitable to the reader and to the fundamental geometrical meaning of such expressions that we are exposing here, to delve deeper into the proof of Theorem 5.6.1 as given in [27] in a way which will further connect and clarify the previous statistical theory to that theory now coupled here to the operator trigonometry. Wang and Chow [27] begin their proof of Theorem 5.6.1 by applying a Lagrangian method to
the general case having been reduced to that of X X = I p . By a differentiation of F (x, λ) = ln |X V −1 X| + ln |X V X| − 2tr (X X ) and subsequent minimization, the relation
is obtained. Here is a p × p upper triangular matrix which is the Lagrange multiplier with respect to the constraint X X − I p . From this and further work including the simultaneous diagonalization of X V 2 X, X V X and X V −1 X, they arrive at the result
where X is now the n × p column matrix
] whose columns go into expression (19) . The Lagrange multiplier minimization leading to (19) has also now yielded Eq. (5.6.11) for the x i :
Clearly the span {x i , V x i } is a two-(or one-) dimensional reducing subspace of V and is spanned by two (or one) eigenvectors ψ j and ψ k of V. Writing each column x i = n j =1 α ij ψ j in terms of the full eigenvector basis of V, (20) yields the quadratic equation
for the two (or one) eigenvalues λ j and λ k associated to each x i , i = 1, . . . , p. Substituting those eigenvalues as found from (21) into (19) brings (19) to the desired lower bound (9) . Our goal in recounting the above proof of the relative efficiency bound (9) is to now compare its expressions to what in the operator trigonometry we called the Euler Equation of the functional µ in (1). This Euler equation was derived originally for the operator trigonometry in 1968 and in fact presented at the Third Symposium on Inequalities in Los Angeles in 1969 and mentioned in the proceedings thereof, see the discussions in [8] or [12] , but was not fully exposed until later. In any case, for n × n SPD matrices A, it becomes, see [8, p. 128] ,
Potential comparison of (22) to (20) The first thing to recall and emphasize is that the operator trigonometry Euler equation (22) is satisfied by both of the first antieigenvectors x ± of A and by all of the eigenvectors x 1 , . . . , x n of A. The former give the minimum µ of the functional in (1). The latter give its maximum = 1. It is easy to check by direct substitution that any eigenvector ψ j of V satisfies the Inefficiency equation (20) . What other vectors satisfy (20) ? What other vectors satisfy (22) ? Although the answers to these two questions are knowable separately from earlier results, we wish to state clearly here the answers within the joint context of statistics efficiency and the operator trigonometry. Throughout, all vectors will be considered normalized to norm one. The following theorem constitutes a new result, connection of the Euler equations of the operator trigonometry to the Inefficiency equations of the statistical regression theory. 
where x j and x k are any eigenvectors corresponding to any distinct eigenvalues λ j = λ k . The only other vectors satisfying the Euler equation (22) are the antieigenvectors
Proof. We remark at the outset that we will follow the proof method for Theorem 5.6.1 of [27] already outlined above. We also remark that for the operator trigonometry considerations we may for simplicity here regard all eigenvalues λ j of V or A as distinct: when an eigenvalue λ j occurs with higher multiplicity, it is easy to verify that the eigenvector x j in (24) may be taken arbitrarily of norm one from that eigenspace, e.g., see [12] or [14] . In this sense the antieigenvectors always take on the multiplicities of the associated two eigenspaces. First, that V 's and A's eigenvectors x j all satisfy both (20) and (22), respectively, follows immediately by direct substitution. For the next step we prefer to write (20) as
and (22) as
Let x, x = 1, be any noneigenvector solution of (25) . By the reducing subspace argument given above, we know that
for some eigenvectors x j and x k corresponding to some eigenvalues λ j = λ k . We
k . These expressions must satisfy the quadratic equation
Because the two roots λ 1 and λ 2 to any polynomial equation λ 2 − a 1 λ + a 2 = 0 always satisfy λ 1 + λ 2 = a 1 and λ 1 λ 2 = a 2 , from (28) we therefore have out of necessity that
Thus the coefficients c j and c k must satisfy the system
Solving (30) by Cramer's Rule (we want to write it out to show the interesting cancellations) yields
Similarly c 2 k = 1/2 and thus the only noneigenvector solutions to (20) are those given in (23) .
We treat the Euler equation (22) in the same way. Again the reducing subspace argument allows us to write any noneigenvector solution x = c j x j + c k x k as in (27) and from (26) we have the quadratic equation
for two eigenvalues λ j = λ k . Necessarily
From (27) and (33) the coefficients c j and c k therefore must satisfy the system
By Cramer's rule we have
Similarly c 2 k = λ j /(λ j + λ k ) and thus the only noneigenvector solutions to (22) are those given in (24) .
The statistical interpretation of relative statistical inefficiency of an OLSE estimatorβ in terms of (7) is that the design matrix X chosen for (5) unfortunately contains columns of the form (23) . That is why I called these the inefficiency vectors of V. The most critical are of course those with j = 1 and k = n.
On the other hand, the new geometrical interpretation of relative statistical inefficiency of an OLSE estimatorβ, now in terms of the bound of (9), is trigonometric: in the worst case situation, the matrix X under consideration unfortunately contains columns of the form (24) . These antieigenvectors represent the critical turning angles of the covariance matrix V. The worst case is when j = 1 and k = n.
Since the inefficiency vectors (23) are not the same as the antieigenvectors (24), one should be careful to delineate the attainments of the left-and right-hand sides of (15) when the minimal efficiency lower bound is achieved. Of course it is fortunate that pairs of relative inefficiency vectors and pairs of higher antieigenvectors both combine the same eigenvector ijth pair. But the critical combinations are different and a particular regressor X may contain one without the other.
Two recent papers
As my interest in presenting the connection between the operator trigonometry and the statistical methods established in this paper was heightened by the two recent papers [19, 28] which coincidentally came across my desk, I would like to very briefly discuss their results, and then give new interpretations of these from the geometrical viewpoint of this paper.
Wang and Ip [28] derive the matrix inequality
for A a Hermitian positive definite n × n matrix, X and Y any n × p and n × q matrices satisfying X * Y = 0. Here λ 1 and λ n are the largest and smallest eigenvalues of A, the notation M − means a generalized inverse of M. Then they investigate certain applications of (36) to correlation theory and parameter estimation. They call (36) a generalized Wielandt Inequality, by comparison to the inequality (e.g., see [17, Theorem 7.4 .34])
which holds for every pair of orthogonal vectors x and y in C n . Equality is known to hold in the vector version (37) when x = (φ 1 + φ n )/ √ 2 and y = (φ 1 − φ n )/ √ 2, where φ 1 and φ n are the extreme eigenvectors of A. Wang and Ip [28] obtain equality in the matrix version (36) when φ 1 + φ n ∝ λ −1
n P X φ n , where P X denotes the orthogonal projector onto the range of X. Their proof of (36) eventually reduces to a vector Kantorovich inequality (Eq. (2.18), in which we take the numerator w * w = 1 here)
and this also provides the condition for equality in the matrix version (36) from the known equality in (38) when w = (φ 1 + φ n )/ √ 2 is then transformed back to the matrix version (36).
Motivated by the results of Wang and Ip [28] , we make three observations, the full extent of which will have to be investigated elsewhere. First, the key inequality (38) is clearly the vector version of the inefficiency quotient (7) and its lower bound (9) . Our operator angle φ(A) geometrical interpretation (10) of the efficiency lower bound given in Theorem 2.1 in terms of cos 2 φ(A) of course immediately provides the geometrical meaning of (38) and in principle could then be transformed back to provide trigonometrical meaning to (36) in terms of A's operator angles relative to antieigenvectors now being generalized to a concept of antieigenmatrices. In some sense we have already done the essentials in the preceding section. In any case the upper bound in (36) is already an operator trigonometric expression,
Second, elsewhere [11] we have recently clarified the geometrical meaning of the Kantorovich-Wielandt condition number angle θ(A) = 2 cot −1 (λ 1 /λ n ). Surely in these new matrix versions such as (36) there are analogous matrix version condition number angles, although frankly our intuition would prefer direct operator angle matrix versions. Third, note that the x and y mentioned above for which equality is attained in the Wielandt inequality (37) are according to Theorem 2.2 the maximal inefficiency vectors (23) for A. Clearly then there would be an analogous theory of inefficiency matrices which beyond providing the equality in (36) would also carry a statistical meaning as worst estimators analogous to (7). Next we turn to Liu [19] . There one finds several matrix version inefficiency lower bounds other than (7) for an OLSE relative to a BLUE investigated. To establish these the following two main inequalities are proved. Here A is an n × n SPD matrix, X an n × k matrix such that X X = I k , n 2k. In other words we have the same entities (except p is now k) that we considered in the previous section. Then Liu [19] obtains
and
where the maximum of each is over all possible partial matchings (r(j ), s(j )) of (1, 2, . . . , n) into k pairs, the jth pair being denoted (r(j ), s(j )). The proofs of (40) and (41) use Lagrangian methods such as those we saw in the previous section but matrix differentials rather than matrix derivatives are employed. We note however that eventually the inequality proofs are reduced (e.g., for (40)) by diagonalization to the expression
where u i and v i satisfy the scalar equation
for j = 1, . . . , n. We observe that clearly (43) is of the same genre as our earlier scalar equations (21), (28), and (32). Then two cases are considered. In the first, one is speaking of an underlying eigenvector (just as in our first cases in Section 2), then
, which becomes (λ j − v i ) 2 = 0, and the entire expression in (42) is zero. In the second case it turns out that one has
Solving (44) for u i and v i and substituting into (42) establish the right-hand side of (42) from the middle expression there. The arguments to establish inequality (41) follow similar lines. One arrives at the quadratic equation
Motivated by the results obtained in [19] , we make only one comment, but we believe it is important and will permit further application elsewhere. Note how closely (45) resembles (28) , and (43) resembles (32). We comment more on this in the following section.
Brief historical comment
There is of course already a very large literature on the use of matrix inequalities in statistics. For an interesting recent account of the history of the introduction of matrix methods into statistics, see [26] . See also the recent paper [22] for a review of the history of the development of conditions for OLSE to be BLUE when the design matrix X is fixed. Here we have cited certain books and papers as they are known to us and as they are germane to help establish the new connection of the operator trigonometry to the statistical methods which is the goal of this paper. In this section we venture to add a few historical comments/opinions which are perhaps unknown to most readers and which we hope will further clarify the content of what we are presenting in this paper. A conclusion will be that with the early work of Hotelling, Cramer, and many others in the 1930s and 1940s, the statistics community was well on its way toward accumulating ingredients of a geometrical matrix theory, including the essences of operator cosines. But an operator trigonometry did not arise because the corresponding operator sines were not explicitly needed. An operator trigonometry needs both cosines and sines.
First, in this connection let me make the personal remark that it was a good thing that I was ignorant of the Kantorovich inequality when I originally created the op-erator trigonometry more than 30 years ago. My motivation was pure functional analysis, specifically a question of stable multiplicative perturbation of infinite dimensional Hille-Yosida operator semigroups. This question led me directly to expressions (1) and (2) which I needed. Let me stress: I needed (2) more than I needed (1). More details of the history of the operator trigonometry may be found in the books [9, 15] . Over the years it has now become clear that none of the so-called Kantorovich inequality versions, e.g., see the nice discussion of them in [30] , and the extensive bibliography [2] , saw the general operator trigonometry angle φ(A). The missing ingredient was the inherent trigonometric content of (2).
Second, as I wrote this paper and of course in doing so became immersed in some of the statistical literature on the parameter estimation efficiency issues, I came to the opinion that the real breakthrough which finally led to the establishment of the conjectured efficiency lower bound (9) came with the advent of the reduced twodimensional "inefficiency" equations such as (20) . That is why I emphasized (20) and its scalar quadratic consequence (21) , and in like manner my Euler equation (22) and its scalar quadratic consequence (32). I do not know who in history was the first person to effect such a reduced equation by use of the Lagrange Multiplier techniques. But from Watson [29] until Bloomfield and Watson [3] and Knott [18] , the conjectured bound (9) was an open problem. One now finds this two-dimensional reduction argument in, for example, standard books such as [25, 27] , in papers such as [19] as we have pointed out above. Certainly it was essential to the proof in [3] for the attainment of the lower bound (9) . One looks at the earlier treatment of [16, pp. 415-438] and this reduction argument is the missing ingredient. Note that result (16) above is obtained there. But by permitting the linear combination c β one has avoided the need to know the difference between inefficiency vectors and antieigenvectors. In Knott's [18] solution of the Durbin conjecture the occurrence of these two-dimensional reduced subspaces is less transparent but their intrinsic presence may be surmised from the expression Q − R = , where is a diagonal matrix with diagonal elements d i , Q orthogonally projects onto the range R(V 1/2 X), P orthogonally projects onto the range R(V −1/2 X). Without supplying the details it is concluded that when i = j either the ijth element of Q or of R is 0 or else Third, somewhat by chance in my library browsing, I happened to come upon two interesting related papers, [4, 21] . Probably these are known to some readers but I would like to conclude this section by connecting both of these older papers to my discussions here.
Plackett [21] treats the contributions of Laplace, Gauss, Markoff, and Aitken to the theory of unbiased linear least squares estimates of minimum variance. Plackett's final expression B = P (A V −1 A) −1 A V −1 expresses Aitken's [1] extension of Gauss' [5] result that minimizing (Aθ − x) V −1 (Aθ − x) provides estimates θ * which are unbiased and of minimum variance. Let us take P = I here and perform the transliteration of Plackett's symbols to ours, respectively:
The same expression will be found in [27, p. 206 ] as they begin their treatment of relative efficiency, although they use a generalized inverse in c β * = c (X V −1 X) − X V −1 y to account for Rao's [23] extension of Aitken's result to permit consideration also of singular linear models. An inspection of Aitken [1] reveals some further history before him, no geometry, but some essentially 'quadratic equation' Lagrange multiplier arguments are used therein.
Durbin and Kendall [4] are interesting because they do explicitly consider the efficiency question, they do take the geometrical point of view, and although they do not have my operator trigonometry, nonetheless they do have a cos 2 φ which plays the same role as my cos 2 φ(V ). Their cos 2 φ comes right at the beginning of their consideration of linear estimation and Gauss' theorem. Given n independent identically distributed random variables x 1 , . . . , x n , they define an "estimator space" of coordinates λ 1 , . . . , λ n and a linear estimator t = λ j x j subject to the unbiasedness condition λ j = 1, which therefore forms a hyperplane in the estimator space. Then the minimum variance estimator is obtained when the λ point P in the hyperplane is the foot of the perpendicular from the origin 0 to the hyperplane. For any other point P corresponding to another estimator t , they note that var t/var t = cos 2 φ, where φ is the angle POP . Efficiency of t relative to t is defined to be this variance ratio.
Commutator trace efficiency measures
Bloomfield and Watson [3] in their elegant treatment of statistical inefficiency and bound (9) also consider the commutators C = XX − XX over all X such that X X = I k . A least squares estimation is optimal when C = 0 and as C becomes larger the estimation is poorer. To measure C the trace
is used and they show that
where k = min(r, n − r), r = rank (X). See also the treatment of this in [27, p. 213] , whose notation we use in (47), the result of Bloomfield and Watson [3] being Eq. (4·5) in their paper.
Here we wish to show how the operator trigonometry can quickly elaborate the meaning of such results.
Let us therefore expand (47) from a "trigonometric" viewpoint, just proceeding directly for clarity rather than perhaps more concisely, and using (3) and (4), to write
Here we have used (e.g., by the spectral mapping theorem) the fact that the cosine of the turning angle of the square of the covariance matrix V is cos φ(V 2 ) = 2λ 1 λ n / (λ 2 1 + λ 2 n ) and in (48) the other angles are the higher (i.e., smaller) critical turning angles of V 2 . Thus the operator trigonometry converts bound (47) into one directly involving the partial trace of V 2 as reduced pairwise by its critical turning angles.
This theme can be extended to similar spectral bounds. For example the bound for D = Cov (Xβ) − Cov (Xβ * ) as a measure of relative efficiency of Xβ exposited in [27, pp. 213-214] , namely
becomes in the operator trigonometry
again now seen as a partial trace which is pairwise trigonometrically reduced. Bloomfield and Watson [3] note directly below their result (4.5), i.e., our expression (47) above, that in the fundamental efficiency lower bound (9), their result (2.8), i.e., the Durbin conjecture now resolved, that
In (2.8) we are interested in the relationship of each term in the product and unity. But
Then (4.5) is a sum of these differences weighted by f f n− +1 .
In this quote we have stayed with their notation f rather than our λ . Bloomfield and Watson [3] were very close to using operator trigonometric reasoning in this expression. For in the operator trigonometry this expression becomes, using (3) and (4), 1 cos 2 φ (V )
or if you wish: sin 2 φ (V ) + cos 2 φ (V ) = 1. But the operator trigonometry perspective was not available to them.
Products of Rayleigh quotients and canonical correlations
We close the paper by briefly noting that the Euler equation for the antieigenvectors can be placed (at least in the case of A symmetric positive definite) within a context of stationary values of products of Rayleigh quotients. To do so we refer to [24] and the book [25] . There one considers the problem of obtaining the stationary values of an expression 
In (52) one has assumed A and B to be symmetric positive definite and C symmetric. Squaring (52) gives you the product of two Rayleigh quotients
Taking the functional derivative of (52) with respect to x yields x Cx xAx Ax + x Cx x Bx Bx = 2Cx.
We note that if we let C = T , A = T 2 , B = I , then (52) becomes the antieigenvalue quotient (1) . Similarly (54) for the same operators and x normalized to x = 1 becomes the Euler equation (22) . On the other hand, the full Euler equation that I derived in 1968, see e.g., [9] or [15] for more history, for any bounded accretive operator A on any Hilbert space, is more general than (54) in the sense of operators treated. Moreover one can easily put B and C operators into the coefficients by a similar derivation. Two further observations are the following. Rao and Rao [24] in their analysis of (54) note that in one special case one arrives at the Kantorovich inequality. But there was of course no trigonometric geometric interpretability available. Secondly, in their analysis they arrive at two cases, the first corresponding to stationary values equal to 1, the second corresponding to smaller stationary values. For the second case they note that "there can be solutions of the form x = ae i + be j ", where the e i and e j are eigenvectors. But we know from the operator trigonometry that these are the two cases covered by our Euler equation (55) and that the solutions in the second case are the antieigenvectors.
Thus there has been a threefold independent parallel development: the Euler Equation quotients of the operator trigonometry, the Inefficiency quotients of the parameter estimation theory, and the Rayleigh quotient products of the canonical correlations theory.
