Abstract. In the absence of strong formal institutions, social networks play a significant role in contract enforcement, credit arrangements, and co-investment. We shed light on the relationship between network characteristics and investment decisions through a lab experiment in the field. We focus on the role for third parties to act as informal contract enforcers. Our protocol builds on a basic twoparty trust game with a sender and receiver, to which we introduce a third-party to serve as either a monitor or punisher. The ex-ante benefits of a third party judge are ambiguous. On one hand, a third party may result in larger sender transfers due to her ability to punish. On the other hand, the punisher might act in a way to build reputation or may crowd-out intrinsic motivation. Importantly, these costs and benefits of a punisher might vary with her centrality in the network.
Introduction
Sociologists and economists have repeatedly demonstrated the importance of social relationships in a variety of human interactions. Given that social interactions do matter, how can organizations, e.g., villages, firms or governments, harness existing social hierarchies to overcome inefficiencies in formal markets? In this paper, we identify social relationships within a society that permit maximal levels of cooperation. Specifically, by studying the behavior of pairs of participants in a simple sender-receiver investment game, 1 to which we add a third-party monitor or punisher, we mimic a co-investment or lending opportunity and shed light on how social networks affect the propensity for individuals to cooperate and enforce informal contracts.
The question of institutional and contract design is particularly important in developing countries. Without strong formal contracting institutions, social structures (networks) are frequently used to mediate economic and political interactions. This is especially true in rural settings where social hierarchies are particularly salient. Common examples of network-based economic relationships include social collateral in microfinance and ROSCAs, informal risk sharing arrangements, and increased prevalence of family firms. While these particular arrangements have been studied at length, (see Feigenberg et al., 2010 , Kinnan and Townsend, 2010 , and Bertrand and Schoar, 2006 for recent analyses of each) less is understood about the optimal contract structure given network characteristics as inputs. For example, which members of society serve best as third party monitors or punishers and lead to the most efficient outcomes?
We play games modeled after Berg et al. (1995) and with experimental subjects from 40 South Indian villages. Specifically, we ran each experimental session directly in each of 40 villages and drew the subject pool from the village population. We start with a two-person game where a sender (S) transfers money to a receiver (R). The transfer increases in size before it reaches the receiver, who then decides how much to return to the sender. In some treatments, we add a third-party punisher (T ). Instead of anonymizing participants, the senders, receivers and third parties (where applicable) all sit together to play each game, and are thus able to identify each other before transfer and punishment decisions are made. In one treatment the identifiable third party can levy costly punishments on the receivers (and hereafter we refer to such a third party as a punisher).
Because these are small villages, there is a high likelihood that any randomly chosen group of participants has non-trivial interaction outside the game, and we are precisely interested in how variation in the relative network position of the third party influences outcomes. In order to separate the mechanisms through which punishers affect experimental outcomes, we also include an experimental treatment with a third party who cannot punish (hereafter referred to as a monitor). In this treatment, the monitor merely observes the interaction between the sender and receiver. We combine the experimental results with household survey responses and village network data to determine how co-investment behavior is mediated by network and demographic characteristics.
We are mostly concerned with examining how the network position of a third party with a punishment technology affects the efficiency of the outcomes. Our experiment is designed to separate the effects of monitoring from punishment and to measure the causal effect of giving a punishment tool to different types of individuals in the village. The introduction of the third party may lead to ambiguous effects. The threat of punishment may induce the receiver to return more to the sender and, thus, the sender to transfer more to the receiver. However, the addition of a third party could also crowd out transfers from the sender to the receiver.
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We wish to study how the embedding of the sender, receiver and third party in the social network influences the efficiency of the interaction. For example, the eigenvector centrality of a node in a network can parametrize the extent to which an individual is important in an information transmission process. Nodes with higher centrality tend to both acquire more and propagate more information, and other nodes tend to have better information about the characteristics of central nodes (for empirical evidence see Alatas et al. (2010) ). Viewing centrality as a reduced form measure of network-importance within each community, we ask what role the centrality of the third party plays in generating higher transfers. For instance, is it the case that when the third party is more central within the network we observe more efficient outcomes? We are also able to address how two categories of demographic characteristics of the judge influence outcomes: caste and whether an individual is a village elite.
To unpack the role of the third party punisher, we develop a simple model of the three-party game. The model shows that giving the ability to punish to a peripheral judge should result in more inefficient outcomes in the laboratory game, relative to central judges. Essentially, if an individual (in this case the third party) can either be fair-minded/cooperative or uncooperative, then other villagers -who may potentially have repeated interactions with them in the future -would like to know the third party's type. The model uses the fact that individuals are likely to have better quality signals about high centrality judges as opposed to low centrality (or peripheral) judges to show that peripheral third party punishers should generate inefficiencies relative to central punishers. Namely, low centrality punishers will induce the sender to send lower initial transfers.
Empirically, we find that on average, adding a punisher (or a monitor) to a twoparty investment game, neither increases nor decreases sender transfers. However, the absence of a level effect masks tremendous heterogeneity in the response to changes in the game structure and in the ability for individuals to achieve more efficient outcomes. We find that network characteristics do interact with the game in meaningful ways. Most notably, as our model would predict, sender transfers increase substantially when the third party is central in the social network and is given the ability to punish. These findings are not consistent with an alternative model where sender and receiver exploit the presence of a central monitor to signal that they are a cooperative type. Relative to the two-party game, adding a punisher who is peripheral in the social network is detrimental to efficiency.
We identify three additional ways in which network characteristics impact the game. First, we corroborate other papers in the literature and find that senderreceiver pairs of close social proximity are able to achieve better outcomes in the two-person game than pairs of socially distant individuals. Second, we show that social proximity can also interact with the punishment technology in negative ways: socially close sender -judge pairs result in lower sender transfers when the judge is given the ability to punish. This suggests that social closeness can be used to improve contracting outcomes, but it is important to consider the potential for collusion in institutional design. Third, in some games and specifications we find that the social importance of the sender is associated with lower sender transfers. While not robust to demographic controls, this third finding is possible support of the hypothesis that peripheral senders use the game as an opportunity to build reputation with the other players.
We show that our demographic characteristics of caste and elite status generally capture different dimensions of power within the village than our network measures. We define elites as gram panchayat members, self-help group officials, anganwadi teachers, doctors, school headmasters, or owners of the main village shop. Both high caste individuals and elites are afforded special status in their communities. However, in the data, the patterns of network centrality do not match (or even resemble) the patterns of demographic importance. Namely, having an elite or high caste individual as the third party does not significantly increase efficiency when given the ability to punish.
Note that our results differ from previous anonymous laboratory studies such as , which finds that adding a punisher increases average sender transfers, and thus efficiency. We find that while adding an average punisher does not matter in our setting, the network characteristics of that punisher do matter. It is not surprising then that the same game played in an anonymous setting with strangers who have no chance of interacting in the future should produce different patterns when played with members of a tight-knit social network where individuals have a high probability of interacting in the future.
Our results take a step towards understanding how a community might enlist its own social fabric to overcome a lack of formal institutions. To our knowledge, no previous study has used high quality network data to analyze the play of investment games with third parties. Moreover, rural India is the type of setting where network effects should matter most for economic outcomes. Our results also highlight how social connections might have first-order effects when transplanting contracting institutions that work in the (anonymous) lab to the field.
Relevant Literature. Our baseline game builds from the literature started by the Berg et al. (1995) trust game. While the Nash equilibrium has zero transfers for anonymous partners, the authors find that senders make positive transfers and some receivers fully reciprocate. However, senders who transfer tend to lose money on average. add a third-party punisher and find that senders transfer more and receivers reciprocate to a greater degree than in the case without a punisher. Initial transfers are 60% higher when a punisher is present, significantly increasing total payoffs. While most experimental games are played with anonymous interactions, a smaller subset of the social preferences literature examines how the outcomes of experimental games change as the level of familiarity between agents is manipulated within the experiment (e.g., Hoffman et al., 1996; Bohnet and Frey, 1999; Burnham, 2003; Charness and Gneezy, 2008) .
3 Recently, researchers have begun to combine experimental games with existing network structures. Goeree et al. (2010) elicit peer networks of middle school students and run dictator games with the students and find that dictator offers can largely be explained by inverse social distance. Two experiments to distinguish between motives for giving in a dictator game, namely the extent to which transfers can be explained by altruism as opposed to reciprocity, have looked at networks. Using networks of Harvard students in online dictator games Leider et al. (2009) find social distance effects while studying members of a village in Paraguay, Ligon and Schecter (2012) find effects based on the number of links a household has. The closest paper to ours is Glaeser et al. (2000) , who study the investment game with Harvard students. They elicit data on number of months that sender has known the receiver, number of friends they have in common, and demographic characteristics. They do not find any significant effects of similarity of demographic characteristics (e.g., same/different nationality/ethnicity of S and R) on behavior. They find that senders send more and receivers return a greater share if the pair has known each other longer or have more friends in common. Finally, they find that the sender differentially benefits from social status -having more friends makes the sender send less and the receiver send more. Meanwhile, the network economics literature has developed a rich language to characterize the importance of an individual in the network via measure such as 3 Hoffman et al. (1996) , Bohnet and Frey (1999) , Burnham (2003) , and Charness and Gneezy (2008) randomly give dictators fairness priming, information prompts, pictures of the receiver, or allow the dictator to see the receiver. All find allocations made by the dictator to increase under these treatments. Bohnet and Frey (1999) also add a treatment where both players visually identify each other and find that dictators are far more likely to split the surplus according to the "fair" 50-50 allocation rule. While these papers give importance evidence that familiarity (or a humanizing force) affects experimental outcomes, they fall short of being able to explain how realistic social dynamics interact with each participant's strategic behavior. In the developing country context, Fehr et al. (2008) and Hoff et al. (2009) use similar games to investigate how caste affects trust and co-investment in India.
eigenvector centrality.
4 This centrality measures typically reflect a node's importance in transmission; more important nodes may be able to better punish others through reputational or social capital channels. Jackson (2008) provides a detailed discussion of the concepts. Empirical network papers employing eigenvector centrality include Hochberg et al. (2007) , Banerjee et al. (2011), and Schechter et al. (2011) . Our paper makes several contributions to these literatures. First, we are exactly interested in studying a non-anonymous environment, wherein individuals have deep, preexisting relationships that influence the way they behave. Individuals are called often to interact with community members, sometimes in unanticipated circumstances: e.g., serving on a committee, PTAs, co-investing in a public good. Understanding how the variation in the network position of the actors influences the outcomes of these interactions is important and requires randomly matching individuals as well as obtaining detailed data on the underlying social network of the community. We are in the unique position of having detailed social network data in 40 villages so that we can analyze those nuanced network features suggested by theory to play a role in social interactions. Second, unlike dictator games or two-party interactions, we are specifically interested in questions of institutional design and the role for outside parties to monitor or mediate economic decisions. Our experimental treatments with third parties allow us to ask which network properties must a third party authority possess to generate efficient (or inefficient) behavior? Third, as rural village networks mediate most economic transactions in developing countries (and potentially substitute for more formal institutions or credit markets), it is crucial to understand how barriers to joint investment can be overcome in exactly these types of settings.
Structure of the Paper. The remainder of the paper is organized as follows. In section 2, we describe the experimental subjects, network and survey data sources and the experimental design. Section 3 provides a simple model of third-party punishment. In section 4 we present the results, and section 5 concludes.
Data and Experimental Design
2.1. Setting. Our experiment was conducted in 40 villages in Karnataka, India which range from a 1.5 to 3 hour's drive from Bangalore. We chose these villages as we had access to village census demographics as well as unique social network data set, previously collected in part by the authors. The data is described in detail in Banerjee et al. (2011) and Jackson et al. (2010) .
The network represents social connections between individuals in a village with twelve dimensions of possible links, including relatives, friends, creditors, debtors, advisors, and religious company. We work with an undirected and unweighted network, taking the union across these dimensions, following Banerjee et al. (2011) and Chandrasekhar et al. (2011) . As such, we have extremely detailed data on social linkages, not only between our experimental participants but also about the embedding of the individuals in the social fabric at large.
Moreover, the survey data includes information about caste and elite status. Here local leader or elite is someone who is a gram panchayat member, self-help group official, anganwadi teacher, doctor, school headmaster, or the owner of the main village shop. Finally, the survey data contains educational attainment as well as proxies for household wealth. We use information such as house size, electrification, building materials, and toilet amenities to construct a ranking within each village.
2.2. Experiment. Each participant played five to six total rounds of three experimental treatments.
5 Players were randomly assigned one of three roles in each round: sender (S) with endowment Rs. 60, receiver (R) with endowment Rs. 60, and third party (T ) with endowment Rs. 100. A total of 14 surveyors moderated the experiments, each overseeing only one group of two or three participants at a time.
The baseline game (T1) is a two-player investment game with no third-party monitor or judge. The surveyors select two participants at random and assign them to roles of S and R. S can then make a transfer to R, which then triples in size. Finally, R decides how much of his or her wealth from the game to return to S. This transfer does not grow when sent by R. Ending balances are then recorded by the surveyors.
In the other two treatments, we add third parties who can either monitor or punish. Three players are randomly selected and given roles of S, R, and T . S and R then make the same transfer decisions as in T1. In T2, T watches the transfers take place, but does not take any additional action within the game. In T3, T observes the transfers, and further, has the option to spend his or her own resources to levy a monetary punishment on R. For every Rs. 1 spent by J, R loses Rs. 4.
Each participant played either five or six randomly ordered rounds of the experimental games, including two rounds each of T2 and T3. Half of participants played T1 once and the other half twice. Out of the 5 or 6 total rounds played, participants were each given their ending wealth values for one randomly-chosen round. Participants were given a fixed participation fee of Rs. 20 in addition to their earnings from the game. The average payoff from participating in the experiment was approximately Rs. 110, or approximately half to three-fourths of a daily agricultural wage.
In many settings individuals can choose the individuals with whom they interact. However, there are also plenty of real-world occasions when people find themselves needing to work together with a potentially diverse group of community members. Examples include PTA boards at schools, new business ventures, or new clients. Randomly matching individuals to pairs and triples of individuals in the lab we try to mimic some aspects of the latter types of relationships. Furthermore, in some cases, it is possible to choose the enforcement or governance structure of a group of individuals. Thus, our goal is to detect who is the best at filling the role of the leader or punisher. As such, randomly forming groups of individuals is instructive.
2.3.
Norms. An investment game has a scaling parameter α. Suppose that the sender transfers τ S rupees to the receiver. The transfer grows by a factor of α before reaching the receiver. Finally the receiver transfers τ R back to the sender.
In order to choose α, we proceeded as follows. We designed our experiments to be able to separate between different possible response strategies receivers may be using. There may be natural focal points for how players choose to divide resources among themselves, which may also act as reference points that third parties use when deciding whether or not to punish. In a behavioral economics survey paper, Rabin (1998) discusses several sharing norms. We consider five natural possibilities for how the sender and receiver may choose to share resources:
(1) Keep the Entire Transfer: τ R = 0.
(2) Keep the Surplus:
τ S .
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(5) Return the Full Surplus:
The choice of α = 3 allows us to distinguish between all five cases. Thus, the norms as a fraction of the amount that reaches the receiver are (1)
We look empirically for evidence that receivers play (some of) these norms in Section 4.1, and our model in Section 3.2 incorporates the idea that there is a finite set of norms that receivers may play.
2.4. Descriptive Statistics. Table 1 presents the descriptive statistics. In each village, 24 individuals between the ages of 18 and 45 were randomly invited to our experiment. All together, 960 individuals participated.
8 The average age is 30 with a standard deviation of 8.1 years. 61% of the participants are female, and the average education level is 8.14 with a standard deviation of 4.31. 9 About 63% of the participants are general or "otherwise backwards" (OBC) caste. 10 Finally, 20%
of households have a leader. Turning to network characteristics, the average social proximity between pairs (the inverse of the social distance) in our experiment is 0.31.
11 The maximum social distance, when it is finite, is 7, and the minimum is 1. 96% of pairs are reachable (there exists a path through the network connecting the two). The average degree (number of friends) is 9.84 with a standard deviation of 6.62, indicating that there is substantial heterogeneity in an individual's number of connections.
6 Solving 60 − τ S + τ R = 60 + ατ S − τ R yields the result. 7 Notice that if α = 2, then we would not be able to separate between (2) and (3). 8 See Banerjee et al. (2012) for an analysis of the diffusion of information about the game. 9 This means that on average, an individual had attended 8th standard. 10 There are three standard caste categories in India: general merit (GM); scheduled caste and scheduled tribe (SCST); and other backward caste (OBC). The SCST group is traditionally the most disadvantaged.
11 Appendix A contains a glossary formally describing the network statistics used.
Framework
In this section, we first motivate the choice of the network characteristicscentrality and social proximity-on which we consider heterogeneous treatment effects on. Second, we develop a simple model that captures the effect of the third party punisher's centrality, which is the main focus of our paper.
3.1. Network Characteristics. We are interested in how the network relationships between agents impact economic outcomes. Moreover, it may be the case that agents choose members of society to serve as enforcers of contracting norms. As these parties themselves are embedded in the social network, it raises the question of which network characteristics effective judges possess. Given the innumerable ways in which networks may affect economic interactions, for parsimony we focus on two natural network measures are the centrality of each individual and the distance between any two individuals.
The main measure we are interested in is the centrality of the individuals. There are several reasons why centrality should matter in our experiments. We focus our analysis on the centrality of the third party. Note that the third party has to actively take a decision in T3 (either punish or not punish R). Thus, in T3, the third party may gain or lose reputation in the eyes of the other participants based on her punishment decision.
12 The bulk of our analysis uses the eigenvector centrality as the notion of network centrality in our analysis. Eigenvector centrality is a recursive notion of importance wherein an individual's centrality is proportional to the sum of each of her neighbor's centralities. We are also interested in is that of the inverse social distance (or social proximity). Let γ ij denote the minimum path length between individuals i and j, we define social proximity as γ −1 ij . Social proximity is commonly used in the experimental networks literature (e.g., Goeree et al. (2010) ; Leider et al. (2009) ). We should expect that unregulated interactions between pairs of individuals should have more cooperative outcomes for those with high social proximity. The addition of a third party may cause efficiency to either increase or decrease depending on the social proximity of the parties involved. While a punisher might be better able to induce efficiency when the other two individuals are social far, social proximity between a punisher and sender might be detrimental for efficiency.
Finally, we also consider how demographic characteristics (e.g., caste and elite), which might confound with the network measures, interact with contracting between individuals. Two individuals belonging to the same caste group may operate much like social proximity. However, caste also has a power dimension. High caste individuals may be able to exercise power over low caste individuals. Moreover, being a member of the elite in a village could also affect the power dynamic between parties. The experimental predictions are similar to those for centrality. However, elites may be better at resource capture than network leaders.
Throughout the paper, we consider heterogeneous treatment effects based on network position. While these parameters are identified given our experimental design, it is important to use caution when interpreting the results. We caveat that networks are not randomly assigned. People who are central might differ from people who are peripheral on numerous dimensions. We supplement the networks data with covariates that might be correlated with centrality or social proximity such as wealth, leadership status in the community, and caste. Furthermore, in section 4.4, we build a case that the network position is what matters by ruling out these other covariates as the key drivers of our findings.
3.2. Simple Model of Centrality and Punishment. We present a simple twoperiod model of the three-player game to focus on the effect of the third party punisher's centrality. In the first period, two players play the sender-receiver game and the third player acts as a punisher. In the second period, either the sender or receiver plays a coordination game with the punisher. The first-period game represents our laboratory experiment, and the second-period coordination game represents the super-game individuals continue to play after they leave our experiment. Our framework captures the fact that individuals' behavior -in particular the punisher's behavior -may send a signal through actions in the lab that have consequences outside the lab..
We start by describing the strategies and payoffs. We then describe the types of punishers. Finally, we characterize the subgame perfect equilibria of the two-period game where the second-period coordination game provides incentives for punishers to build up reputation in the first-period game. We show that high centrality punishers generate more efficient outcomes -in the sense of higher sender transfers -than low centrality punishers.
Trust Game with Third Party Enforcement. In the first period, a sender (S), a receiver (R), and a judge (T ) play the following game. At the beginning of the period, S receives an endowment E and decides how much to transfer to R, which we denote as τ S . τ S triples in value, and R receives 3·τ S . Then, R decides how much to transfer back to S, denoted τ R , and S receives τ R . Without loss of generality, we restrict R to play one of three different strategies:
We define d as the utility cost of a deviation from the high norm. We assume that this cost can take three exogenously determined
We call d S a small norm deviation and d L a large norm deviation. Next, T receives an endowment M and decides whether to punish R. The punishment is a binary decision, has a cost c to T , and incurs a penalty of fixed size κ to R. An unpunished deviation from the high norm causes a disutility θ T · d to T , where θ T ∈ {0, 1}. This assumption captures the idea that T s have heterogeneous types and may experience utility from norm compliance.
The first period payoffs for all three players are as follows,
where it is worth noticing that the disutility that a T of type θ T = 1 experiences from a high norm deviation is increasing with the size of the deviation.
Under such parameter constraints, in the absence of the second-period game, T would never have incentives to punish small deviations of the high norm in the first-period stage game.
Coordination Game. In the second stage, either S or R plays a coordination game with T :
Punishers with θ T = 0 never cooperate because playing Low is a dominant strategy. On the contrary, when θ T = 1, T cooperates when she expects the other player to also cooperate. In this case, (Low, Low) and (High, High) are both Nash Equilibria in this static stage game. Consider an individual S or R who plays the above coordination game with T . Denote λ to be her belief that her counterpart T plays High. She will play High as long as λ ≥ α α+β . For future exposition, we denote
Types of Players. For simplicity, we focus on the case where only T 's have type heterogeneity. We denote π T to be the prior that θ T = 1. This prior π T is equal to the population share of high types. Additionally, we assume that T may be central or peripheral in the social network, and that individuals know the type θ T with certainty for central T s. In contrast, individuals have uncertainty about the type of peripheral T s, and thus have a prior π T over the probability that θ T = 1 for any given peripheral T . We assume that π T < γ.
Timing. The timing of the two-period game is as follows,
• t = 0: Nature draws T s type, θ T , and whether she is peripheral or central • t = 1: S, R and T play the trust game with third party enforcement, -S receives E and transfers τ S , -R receives 3 · τ S and transfers τ R , -S receives τ R , -T decides whether to punish R, and -period payoffs are realized.
• t = 1.5: S or R update π T to form λ.
• t = 2: Either S or R play the coordination game with T , -S or R and T decide whether to play Low or High, and -period payoffs are realized.
Characterization of the Game. We look for subgame perfect equilibria, and characterize the game through backward induction.
Characterization of the Coordination Game in t = 2. As noted above, S or R's best response is to play High as long as λ ≥ γ. Thus, there are two possible cases, summarized in the following lemma. The proof is straightforward and omitted. Note that the stage game equilibrium where S or R and T coordinate on High is the efficient static Nash Equilibrium of the stage game. We focus on the equilibrium of the two-period game where cooperation can be sustained, and consequently, where there are incentives for T to build up reputation in the first-period game.
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Characterization of T 's Strategy in the Trust Game with Third-Party Enforcement.
If nature draws θ T = 0, then T s dominant strategy is to not punish regardless of τ R . If nature draws θ T = 1, then we distinguish between the cases when T is central and when T is peripheral. When T is central, her type is already known and thus has no incentives to build reputation in the first period game. Given d L > c > d S , a central T 's dominant strategy (when θ T = 1) is to only punish large deviations from the high norm.
The interesting case arises when T is peripheral and θ T = 1. In such a case, given that d L > c, a peripheral T also punishes large deviations. However, T might also now have incentives to punish small deviations in the first stage in order to build reputation for the second period and separate from the θ T = 0 types.
When does such a separating equilibrium exist? The characterization of the third party's strategy in the period-one game is summarized in Lemma 2. In all sub-cases, (Low, Low) is also a Nash Equilibrium of the second period stage game. 16 There also exists a SPE where nobody ever cooperates in the second stage, and nobody ever punishes in the first stage.
(1) Any T with θ T = 0 never punishes, regardless of τ R .
(2) Central T with θ T = 1 only punish large deviations from the high norm. (3) Peripheral T with θ T = 1 punish large and small deviations from the high norm.
Proof. See Appendix B.
Characterization of the Sender's and Receiver's Strategies in the Trust Game with
Third-Party Enforcement. There are three cases we should consider: a) when S and R face a central T with θ T = 1, b) when S and R face a central T with θ T = 0, and c) when S and R face a peripheral T of unknown θ T . Lemma 3 characterizes the strategies of S and R in the period-one game. Proof. See Appendix B.
The following proposition characterizes the strategies and outcomes of the separating equilibrium of the two-period game. It is worth noting that central T 's of type θ T = 1 are better able to provide incentives to cooperate than peripheral T 's, and hence, they enhance the efficiency of the two-period game outcome. While a central T of type θ T = 1 is able to induce a transfer κ η M , a peripheral T is only able to induce a transfer
Further, this implies that average sender transfers across all peripheral T 's will be lower than the average sender transfers across all central T 's. When T is central, the average transfer isτ
Results
Pooled Equilibrium Play.
Before analyzing the treatment effects and network effects, it is helpful to first observe the overall outcomes from the experimental sessions. The data include 1,988 total games, and Figure 1 shows the distribution of initial transfers from S to R observed in all games pooled together. Almost all transfers are made in increments of Rs. 5 or Rs. 10. 17 The modal transfer is 20, with the mean occurring at Rs. 28.5. A zero transfer is only observed in 13 of the games. The efficient transfer of Rs. 60 is observed 122 times (~6% of games).
Moving to the receiver's response, Figure 2 shows the pooled distribution of transfers from R to S as a fraction of the initial transfer from S to R. Note that most of the receivers transfer weakly less than the amount sent by the sender, leaving receivers with quantities at least as high as their initial endowments
18
. Only 5% of games ended with the receiver sending more back to the sender than was initially transferred. Also note that there are two transfer levels with notably high frequencies occurring at
. These values correspond to norms 2 and 4, "keep the surplus" and "split the pie." The receivers seem to adhere to some notion of fairness as described in the norms of section 2.3. The mean level of
is approximately 0.5. Note that while, on average, both S and R gain relative to their initial endowments, approximately 25% of senders are worse off in monetary terms than if they had played the static Nash Equilibrium, τ S = 0.
17 Participants could make transfers in increments of Rs. 1. 18 At least before the punishment decision is made.
Figure 3 provides an alternate illustration of R's average response to S.
19 The graph plots a nonparametric approximation of
as a function of τ S . Surprisingly, very small initial transfers are rewarded with large return transfers (statistically indistinguishable from sending everything back). However, as τ S > 20 the overall relationship between initial transfer and amount returned is remarkably stable at approximately 0.5 in equilibrium.
The equilibrium punishments incurred by the judges in T3 can also teach us about the acceptable transfer norms in the participating villages. Figure 4 shows incurred punishments as a fraction of transfers returned from R to S. On the interval from 0 to 1, punishment is decreasing as a function of the fraction returned to the sender, as would be expected from a norm-enforcer. Returning nothing is associated with an average punishment amount of Rs. 10. This expected punishment declines dramatically as τ R ατ S approaches 1. Above 1, punishment appears to be increasing, but is very noisy. In this range, punishment enforces an unfair outcome for receivers; their final payoffs are lower than their initial endowments.
These outcomes show that while players in the role of S tend to transfer amounts substantially greater than zero, most games are quite far from the efficient outcome. Further, sender transfers are quite heterogeneous. These outcomes also indicate the that receivers tend to focus on two of the norms from Section 2.3 and that when observed, punishment is decreasing in the size of the receiver's transfer, both of which are captured in our model. We next move to understand the extent to which the contracting structure and the social network can help S, R pairs to achieve more efficient outcomes and can help to explain the heterogeneity of game outcomes.
Treatment Level Effects.
We begin by analyzing the game outcomes by treatment. Table 2 presents the payoffs and sender transfers by treatment. In each specification, the omitted treatment is the two-player game. Results in column 1 indicate that we cannot reject that the game in which T can only observe, but not punish, has different total payoffs than the baseline. However, the game in which T can both monitor and punish decreases total payoffs by Rs. 9.97. In game 3, the average punishment level is 8.28 and can mostly explain the decrease in payoffs. Columns 2 and 3 show the payoffs separated by S and R. The entire difference in total payoffs (column 1) across treatments is borne by R , which is again consistent with the monetary punishments eroding payoffs. Column 4 looks at how the initial τ S , which is a measure of efficiency, responds to treatments. None of the treatments has statistically distinguishable effects relative to the baseline. Columns 5 to 8 indicate that results in columns 1 to 4 are robust to the inclusion of several controls.
In light of our model, there are two opposing effects that come into play when we add a third party who can punish. On the one hand, the punisher should be better able to enforce the return of larger transfers, in turn encouraging higher initial transfers. On the other hand, low centrality judges may try to build reputation by punishing, even for very small norm violations. This type of behavior could therefore completely offset the positive effect of the punisher. Further, the presence of a third party may crowd out any pro-social behavior observed in the two-party games.
Note that the games are played with anonymous agents, so the social proximity of agents is 0, the relative network centralities of players can be thought of as 0, and the value of future interactions in the super-game can also be thought of as 0. In contrast, our experiments are played in a non-anonymized environment in which agents are entirely socially connected. Our networks exhibit small-world phenomena; the average proximity of senders and receivers is high (.32). Individuals have many opportunities to interact with one another outside of our laboratory games. Consequently, any network effects on game behavior are likely to be extremely salient and influence the main effects in our data. Relative to our results, we can think of the data as coming from socially distant pairs and triples of individuals who all have extremely high centrality in the network and who have no reputation-building motives with one-another. Therefore, the anonymous, socially distant punisher does not have any reputation-building incentives and only plays the role of norm enforcer. In our games, however, the punisher has two separate incentives for intervening in the game, and the sign of the effect on overall efficiency is ambiguous. 4.3. Network Importance and Sender Transfers . We now address the central theme of our paper: how social networks affect the ability for participants in an investment game to cooperate, and how giving punishment technologies to central versus peripheral individuals affects the efficiency of outcomes. We focus on the play of the senders, as they determine the efficiency of the outcomes. Table 3 shows how the transfers of the sender change with the eigenvector centrality of the players. 20 We center our exposition on the columns that include the network characteristics of the judge, because those allow us to measure the causal effect of introducing a punishment technology. As a preview of our main result, Figure 5 provides evidence that more central third party punishers are associated with higher transfers from S to R. Columns 2, 5, 8 and 11 of Table 3 confirm that, using two different measures of centrality, on average, the most central judge induces S to transfer approximately Rs. 3.0 more to R than the least central judge. Columns 3, 6, 9 and 12 indicate that the effect of judge centrality is only present in the treatment in which the judge has the ability to punish. In these specifications, the game with monitoring only is the omitted category. This result is in line with the theoretical prediction of the model that central judges are better able to provide incentives for cooperation. In the game with only monitoring, the judge does not take an action, and thus does not have any scope for building reputation. Our results confirm that this motive, which is captured in our model, is only present when the judge is given a punishment technology.
Moreover, we find that more central senders send less to receivers, a result which appears quite robust across all specifications with no demographic controls. While our simple model in 3.2 was not designed to capture reputation motives of the S and R, we can use the same logic to explain how the centrality of S affects transfers. If senders use their transfers to build reputation, we should observe that transfers are decreasing in the centrality of S because again, signals sent by peripheral individuals are more. 4.3.2. Proximity. While our biggest contribution is demonstrating the potential to employ high centrality third parties to possibly improve informal contracting outcomes, we also consider the role of social proximity in encouraging cooperation. Our results echo those of other related studies and suggest that social proximity does help to foster more efficient outcomes.
To preview of our results on social distance Figure 6 shows the total payoffs of S and R are increasing in sender-receiver social proximity. The bottom portion of Table 3 shows how the transfers of the sender change with the social proximity of the players. Columns 1, 4, 7 and 10 provide evidence that, in the two-party game (T1), an increase in the social proximity between S and R corresponds to an increased transfer from S to R. S transfers approximately Rs. 8 more to R if they are at distance one as opposed to being socially unconnected, though the coefficient is only marginally significant.
The rest of the columns, which include the social proximity between the punisher and both the sender and the receiver, reflect the results for the games where we introduce a punisher (T2 and T3). We also find evidence that in T3 as opposed to T2, social proximity between S and T induces the sender to transfer less to the receiver. This appears to provide evidence for collusion between the sender and the judge. A sender-judge pair at social distance one corresponds to the sender transferring between Rs. 10 and Rs. 12 less to the receiver than a sender-judge pair who are not socially connected. The effect is only present in T3 where the judge is able to take an action but not the case in T2 where the judge can only monitor and no in-game action is required. Overall, while social proximity may improve outcomes between S and R, it appears that social proximity between the players and the judge may also undermine the punishment institution.
Demographic Characteristics and Robustness.
Because the social networks in these 40 study villages are not randomly assigned, it is natural to ask whether our network effects are driven by other demographic characteristics that happen to be correlated with network position. We take three approaches. First, we show that the demographic and network characteristics pick up different dimensions of variance in a principal component analysis. Second, we show that other demographic characteristics that may be correlated with the network such as caste or elite status cannot replicate the patterns observed with the network characteristics. Third, we show that our main networks results do not change even if we control for all available demographic characteristics.
Additionally, four of the demographic characteristics in our data, elite status, high caste, wealth, and education, may represent power or a notion of hierarchy in the study villages. Therefore, we check if these three variables are driving our observed centrality effects. Table 4 , we present a principal component decomposition of the importance characteristics. The decomposition contains five different measures of importance: eigenvector centrality, elite status, high caste, wealth, and educational attainment. The five variables separate along three distinct dimensions. Caste, wealth and education are all key contributors to the first principal component, eigenvector centrality is the main constituent of the second principal component, and elite status appears to be its own dimension in the third principal component. This suggests that network centrality does have content distinct from the other demographic characteristics.
Principal Component Analysis. In
Even though these measures may be correlated, the principal component decomposition suggests that the demographic measures are distinct from network centrality.
Demographic Characteristics. Panel A of Table 5 presents results for sender behavior as a function of the elite status of the participants. While there is no detectable effect of elite status on transfers in the baseline two-player game (columns 1 and 4), elite status does weakly affect how the game is played in the treatments with third parties (columns 2, 3, 5, and 6). Columns 2 and 4 indicate that, in the pooled games with a third-party, senders who are elites send approximately Rs 2 less to receivers. Moreover, columns 3 and 6 suggest that such an effect is driven by T2. This gives some evidence that resources are perhaps directed towards elites who exhibit their power in the presence of third-parties that cannot punish them.
Importantly for our central result, whether the judge is an elite does not affect sender transfers in either of the treatments with a third party, which suggests that it is unlikely that the results on punisher centrality are driven by the fact that more central people might belong to the elite.
The effects of caste composition on sender transfers are displayed in Panel B of Table 5 . Because we only have caste information for a subset of villages, our analysis is quite underpowered. However, the results certainly do not suggest that the presence of a high caste punisher contributes to the sender's transfer.
Education and proxies for wealth also cannot replicate the result that adding an important punisher improves game outcomes. We do not include the regression results here, but they are available upon request. (See discussion below). Table 5 indicate that caste and elite status cannot explain the effects of the centrality of the judge and the social proximity of the sender and receiver, we explore an expanded set of possible importance and proximity measures in Table 6 . In the table, we use the same regression specification as in Table 3 , but we also include a full set of demographic controls, interacted with the treatment status where appropriate.
Robustness to Controls. While
A natural covariate that might capture power relationships aside from elite status is wealth. To proxy for wealth, we construct a within-village ranking of households based on a principal component analysis of the size, construction materials, electrification, and type of toilet facilities in their homes. As one might expect, our wealth quantile ranking does correlate with the household's eigenvector centrality quantile.
21 Further, we include the educational attainment of the players in addition to our measures of elite status and caste. Despite the positive relationship between centrality and the various other covariates that might capture power relationships, the results in Table 6 indicate that the effects of the centrality of the judge on sender transfers are robust to controlling for those covariates. The only effects that no longer survive when we add such controls is that of the sender's centrality.
Finally, note that we run these extended specifications using three different functional forms of eigenvector centrality as regressors. We continue to use the centrality quantile of each player in the village in columns 1 to 3, and an indicator for above-median eigenvector centrality in the experimental sample in columns 4 to 6. Additionally, we use the level of eigenvector centrality in columns 7 to 9. We find that the results are quite similar for all sets of specifications. 4.5. Evaluating Institutional Design. Finally, we can ask which combinations of contract enforcement mechanisms and network characteristics produce the most efficient sender transfers. Figure 7 plots sender transfers 22 for 10 different game configurations. Panel A includes two-party games (left-most in each grouping) and three-party games with monitors. Panel B includes the same two-party games (leftmost in each grouping) alongside results from the games with punishers. We further consider cases where S and R are of close social proximity (left groupings) versus far social proximity (right groupings) and cases where the third-party judge is of high centrality (middle bar in each grouping) versus low centrality (right-most bar in each grouping). The bar charts illustrate many of our key networks results but also allow for comparisons between the three-and two-party games.
21
The wealthiest household has a centrality ranking 13 percentage points higher than the poorest household. The relationship is significant at all standard levels. 22 Normalized by the average sender transfer across all of the games.
The bar charts reinforce the result that in the two-party game, outcomes are better when the sender and the receiver are socially close (although in this specification, the difference is not significant). Another striking pattern is that in the games with a monitor, neither social closeness nor judge centrality appears to affect sender transfers. When S and R are socially close, even in the games with a punisher, don't produce results different from the average transfer. However, the identity of the punisher is extremely important when S and R are socially far. In these cases, when the punisher is peripheral in the network, sender transfers are significantly lower than the two-party outcome. However, when the punisher is central in the network, transfers are marginally significantly higher than the two-party outcome.
These results suggest that when the contracting parties are socially close, they can sustain reasonably good outcomes without outside intervention. However, when the contracting parties are socially distant, third parties who have the ability to take punitive actions may improve outcomes, so long as that individual is chosen carefully. In our setting, the best outcomes with socially far contracting pairs occur when the individual with the punishment technology is socially important.
Conclusion
We conduct laboratory experiments in the field with non-anonymized participants from real-life social networks to understand how different contracting environments affect the outcomes of joint investment games. We use detailed network data to further analyze how the social network characteristics of participants interact with the contracting environments to shape final payoffs. Our games are played among individuals from rural Indian villages, who can fully identify each other, thus making all past and future interactions between the participants relevant for how they play our games.
We focus on the role for third-party punishers to improve outcomes and explore how the network centrality of the punisher impacts sender transfers. We find that the punishment technology can help to improve outcomes, but only when the punisher is central in the social network. We show that the monitoring function of the third party cannot explain our results, nor can other demographic characteristics which may be stand-ins for importance in the community. Our findings are consistent with the model we develop where socially peripheral punishers may use their actions in the game to build reputation about their types in anticipation of future interactions outside of the game.
Our results provide a first analysis of how the local social network interacts with institutional design and informal contracting. However, we have only scratched the surface of this problem. Further work is neccesary to take these ideas from the laboratory and put them into practice. In all bar charts, the y-axis represents the average transfer from the sender to the receiver, normalized by the average transfer size. In each grouping, the left-most bar shows transfers in the two-party game, the middle bar shows transfers in the three-party game with a judge of high centrality, and the right-most bar shows transfers in the three-party game with a judge of low centrality. 
Network Proximity Measures
In columns (1), (4), (7), and (10) only the game with no judge is included, and in columns (2), (3), (5), (6), (8), (9), (11), and (12) only games with any judge are included. Standard errors are clustered at the room level. All specifications contain room fixed effects. Columns (1) -(3) and (7) -(9) include controls for block, order round , and surveyor fixed effects. Columns (4) -(6) and (10) -(12) include round fixed effects. *** p<0.01, ** p<0.05, * p<0.1 The columns represent the 1st, 2nd, and 3rd principal components in a principal component decomposition. 
In columns (1), (4), and (7) only the game with no judge is included, and in columns (2), (3), (5), (6), (8), and (9) only games with any judge are included. Standard errors are clustered at the room level. All specifications contain village fixed effects due to small samples of caste and co-household observations. All specifications include controls for block, order round , and surveyor fixed effects. In columns (1) -(3), the centrality measure is the eigenvector centrality percentile within the village. In columns (4) -(6), the centrality measure is an indicator for above-median eigenvector centrality in the experimental sample. Columns (7) -(9) use the eigenvector centrality level. *** p<0.01, ** p<0.05, * p<0.1
Appendix A. glossary of Network Statistics
In this section we briefly discuss the network statistics used in the paper. Jackson (2008) contains an extensive discussion of these concepts which the reader may refer to for a more detailed reading.
Path Length and Social Proximity. The path length between nodes i and j is the length of the shortest walk between the two nodes. Denoted γ(i, j), it is defined as γ(i, j) := min k∈N∪∞ A k ij > 0. If there is no such walk, notice that γ(i, j) = ∞.
The social proximity between i and j is defined as γ(i, j) −1 and defines a measure of how close the two nodes are with 0 meaning that there is no path between them and 1 meaning that they share an edge. In figure 8 , γ(i, j) = 2 and γ(i, k) = ∞. Vertex characteristics. For completeness we discuss three basic notions of network importance from the graph theory literature: degree, betweenness centrality, and eigenvector centrality. The degree of node i is the number of links that the node has. In figure A(a) , i has degree 6 while in (b) i has degree 2. While this is an intuitive notion of graphical importance, it misses a key feature that a node's ability to propagate information through a graph depends not only on the sheer number of connections it has, but also how important those connections are. Figure A (b) illustrates an example where it is clear that i is still a very important node, though a simple count of its friends does not carry that information. Both betweenness centrality and eigenvector centrality address this problem. The betweenness centrality of i is defined as the share of all shortest paths between all other nodes j, k = i which pass through i. This is a normalized measure which is useful when thinking about a propagation process traveling from node j to k as taking the shortest available path.
The eigenvector centrality of i is a recursive measure of network importance. Formally, it is defined as the ith component of the eigenvector corresponding to the maximal eigenvalue of the adjacency matrix representing the graph. 23 The intuition for its construction is that one may be interested in defining the importance of a node as proportional to the sum over each of its network neighbor's importance. By definition the vector of these importances must be an eigenvector of the adjacency matrix and restricting the importance measure to be positive means that the vector of importances must be the first eigenvector. Intuitively, this measure captures how well information flows through a particular node in a transmission process. Relative to betweenness centrality, a much lower premium is placed on a node being on the exact shortest path between two other nodes. We can see this by comparing figure  A(b) , where i has a high eigenvector centrality and high betweenness, to (c), where i still has a rather high eigenvector centrality but now has a 0 betweenness centrality since no shortest path passes through i. Proof of Lemma 2. Consider the case where peripheral T s with θ T = 1 do not punish small deviations. In this case, there is a pooling equilibrium where both types of peripheral T s do not punish small deviations. Consequently, there is no update about the type of peripheral T s, λ=θ T , and their payoff in the period two game is 0. Alternatively, consider the case where T s with θ T = 1 do punish small deviations. In this case, there is a separating equilibrium between both types of peripheral. Thus, there is an update about the type of peripheralT s with θ T = 1, λ=1> γ, and
