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The exponential growth of Internet applications has created new challenges for the 
control and administration of large-scale networks, which consist of 
heterogeneous elements under dynamically changing traffic conditions. These 
emerging applications need guaranteed service levels, beyond those supported by 
best-effort networks, to deliver the intended services to the end user. Several 
models have been proposed for a Quality of Service (QoS) framework that can 
provide the means to transport these services. It is desirable to find efficient 
routing strategies that can meet the strict routing requirements of these 
applications. QoS routing is considered as one of the major components of the 
QoS framework in communication networks. In QoS routing, paths are selected 
based upon the knowledge of resource availability at network nodes and the QoS 
requirements of traffic. Several QoS routing schemes have been proposed that 
differ in the way they gather information about the network state and the way they 
select paths based on this information.  
 
The biggest downside of current QoS routing schemes is the frequent maintenance 
and distribution of global state information across the network, which imposes 
huge communication and processing overheads. Consequently, scalability is a 
major issue in designing efficient QoS routing algorithms, due to the high costs of 
the associated overheads. Moreover, inaccuracy and staleness of global state 
information is another problem that is caused by relatively long update intervals, 
which can significantly deteriorate routing performance. Localized QoS routing, 
where source nodes take routing decisions based solely on statistics collected 
locally, was proposed relatively recently as a viable alternative to global QoS 
routing. It has shown promising results in achieving good routing performance, 
while at the same time eliminating many scalability related problems. In localized 
QoS routing each source–destination pair needs to determine a set of candidate 
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paths from which a path will be selected to route incoming flows. The goal of this 
thesis is to enhance the scalability of QoS routing by investigating and developing 
new models and algorithms based on the localized QoS routing approach. 
 
For this thesis, we have extensively studied the localized QoS routing approach 
and demonstrated that it can achieve a higher routing performance with lower 
overheads than global QoS routing schemes. Existing localized routing 
algorithms, Proportional Sticky Routing (PSR) and Credit-Based Routing (CBR), 
use the blocking probability of candidate paths as the criterion for selecting 
routing paths based on either flow proportions or a crediting mechanism, 
respectively. Routing based on the blocking probability of candidate paths may 
not always reflect the most accurate state of the network. This has motivated the 
search for alternative localized routing algorithms and to this end we have made 
the following contributions. First, three localized bandwidth-constrained QoS 
routing algorithms have been proposed, two are based on a source routing strategy 
and the third is based on a distributed routing strategy. All algorithms utilize the 
quality of links rather than the quality of paths in order to make routing decisions. 
Second, a dynamic precautionary mechanism was used with the proposed 
algorithms to prevent candidate paths from reaching critical quality levels. Third, 
a localized delay-constrained QoS routing algorithm was proposed to provide 
routing with an end-to-end delay guarantee. We compared the performance of the 
proposed localized QoS routing algorithms with other localized and global QoS 
routing algorithms under different network topologies and different traffic 
conditions. Simulation results show that the proposed algorithms outperform the 
other algorithms in terms of routing performance, resource balancing and have 
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CHAPTER 1: INTRODUCTION 
1.1 Background 
Recent years have witnessed the huge growth of the Internet, and the emergence of 
new applications that require guaranteed service levels. Real-time consumer 
applications, such as streaming live video and online gaming have introduced new 
traffic characteristics and imposed new requirements on network performance and 
resource availability. So far, the Internet has offered only best-effort services. All 
traffic is delivered in the best possible way with no guarantees given to any type of 
traffic. However, today there are more applications that demand service guarantees 
in order to function properly. Supporting these new types of applications requires 
more sophisticated routing mechanisms for path selection and for better network 
resource utilization. The concept of Quality of Service (QoS) has been recently 
addressed extensively in the literature as a means of providing the required service 
level for demanding applications [1]. 
 
QoS routing is a major component of the QoS paradigm; it consists of a set of 
routing related mechanisms that guarantee to provide the service level required by 
traffic flows. In QoS routing, paths for flows are selected based upon knowledge of 
the resource availability, referred to as either link-state information or network-state 
information, held by the network nodes and the QoS requirements of the flows. 
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QoS routing selects a path that has sufficient resources to accommodate the QoS 
requirement of a given flow [2]. In QoS routing, some knowledge regarding the 
global link state is required by each network node in order to take routing decisions. 
This knowledge can be obtained through a periodic exchange of the network state 
among the network nodes. Using link-state updates, each node constructs a global 
view of the network state and selects the best path for a flow based on this global 
view of the network. Global QoS routing performs well when each source node has 
a reasonably accurate view of the entire network state. However, the network state 
changes with each flow arrival or departure and maintaining an accurate network 
state becomes impractical, due to the rapid flow dynamics. Moreover, the exchange 
of link states among nodes introduces prohibitive communication and processing 
overheads. As a result of inaccurate state information, routing may suffer degraded 
performance and instability [3-4]. Consequently, an alternative routing approach 
that can circumvent the problems associated with global state information is sought. 
 
1.2 Motivations 
A routing process usually consists of two tasks: collecting link-state information 
and making routing decisions based on the collected information [5]. Any routing 
algorithm needs to have adequate link-state information in order to take routing 
decisions, as routing accuracy depends greatly on the accuracy of the link states 
maintained by all nodes. Different routing algorithms use different ways to collect 
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and maintain link-state information. As the network size grows, the inherent 
scalability issues associated with collecting and maintaining the network state 
become significant and this affects the overall routing performance considerably 
[6]. As link-state information changes rapidly compared to the link-state updates, 
routing performance starts to degrade as a result of stale state information. 
Moreover, out-of-date state information can cause route flapping, especially with 
larger update intervals. Route flapping occurs when a link has low utilization; an 
update message causes many nodes to prefer routes along the link, resulting in a 
rapid increase in its utilization leading to blocking. Similarly, when a link is highly 
utilized, an update message causes many nodes to refrain from using it, so that its 
utilization decreases rapidly. This oscillatory behaviour results in poor link 
utilization, instability and overall degradation in routing efficiency [7]. 
 
The exchange of global link states imposes a large communication overhead, and 
requires both a large storage space and large communication capacities. Moreover, 
the processing overhead required for updating and maintaining the global network 
state is prohibitive and adds extra costs to the routing algorithm. All the above 
problems get worse as the size of the network increases and so the scalability of 
routing algorithms has a major effect on performance. These challenging problems 
have motivated us to look for new routing methods and techniques in an attempt to 
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eliminate the above mentioned problems, while at the same time achieving high-
routing performance [8]. 
 
1.3 Thesis Scope and Approach 
The thesis contains a survey of QoS routing, and the new methods for providing the 
required service level for QoS constrained applications. It presents the most 
important aspects and problems in QoS routing concerning path-selection methods 
and the incurred costs and overheads. The problems, different strategies and 
approaches are presented in a systematic way to give a complete overview of the 
issues involved. The thesis then discusses proposals and presents solutions for 
solving the problems, reviews simulation results, and draws conclusions from those 
results. 
 
The central theme throughout the thesis is the coupling of QoS routing with link 
states collected locally by nodes. While QoS routing provision can be addressed in 
different ways, the localized routing approach can offer superior performance with 
low costs and overheads. The approach is gradual and practical; we use highly 
realistic network topologies, practical routing algorithms and diverse traffic 
conditions in our performance study and analysis. The evaluation is carried out 
using an extensive simulation study. Theoretical analytic modelling can obtain 
provable results. However, with the complex interaction of different routing 
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components, it is extremely difficult to carry out analytic modelling without 
sacrificing realism. The study attempts to tackle the QoS routing problem in several 
steps. Firstly, the bandwidth-constrained QoS routing problem is considered with 
localized source routing strategy, then the same problem is tackled using a localized 
distributed approach. Delay-constrained QoS routing is also addressed through the 
same localized routing approach.  
  
1.4 Research Aim and Objectives 
The aim of the thesis is to investigate QoS routing scalability problems, and 
propose new localized QoS routing algorithms that are easily scalable and efficient. 
This aim is to be achieved through the following objectives: 
 To study several approaches to QoS routing and pinpoint the factors causing 
scalability problems. 
 To develop localized QoS routing algorithms that address the scalability issues, 
and at the same time are capable of meeting the QoS constraints, achieving good 
routing performance and balancing network resource utilization. 
 To study the applicability of the localized routing approach as a distributed 
routing strategy, and to develop a localized distributed QoS routing algorithm 
for this purpose. 
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 To extend the localized routing approach to delay-constrained routing, and to 
demonstrate this by developing a localized delay-constrained QoS routing 
algorithm.  
 To develop a simulation model that will be used to assess the performance of the 
proposed algorithms and compare their performance against other well known 
QoS algorithms. 
 
1.5 Thesis Statement 
This thesis explores the new localized QoS routing approaches. In order to tackle 
the scalability problems associated with global QoS routing, we propose some 
novel localized QoS routing algorithms. By relying only on locally collected 
statistics, the proposed algorithms can make efficient routing decisions, and achieve 
a low flow blocking probability for guaranteed routing services. The research 
question this thesis plans to answer is: 
How to provide scalable QoS routing for bandwidth- and delay-constrained 
applications with a minimal exchange of network-state information.  
 
1.6 Thesis Original Contributions 
Throughout the thesis we have made the following contributions: 
1) For traffic requiring bandwidth guarantees, we have presented two efficient 
localized bandwidth-constrained QoS routing algorithms that perform routing 
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using only statistics collected by source nodes. The proposed algorithms are 
source routing algorithms where the source node solely takes the routing 
decisions. 
2) Although the two algorithms monitor link qualities in order to judge the quality 
of paths, they differ in the quality measure they consider. The first algorithm 
considers blocking probabilities observed on individual links, while the other 
algorithm considers the residual bandwidth of links. 
3) We systematically evaluated the proposed algorithms against other global and 
localized QoS routing algorithms. The evaluation considers not only the 
blocking probability but also the routing fairness for network resources. We 
have demonstrated through simulation that the proposed algorithms perform 
well against other algorithms designed for the same purpose. 
4) We developed a precautionary mechanism to prevent routing paths from 
reaching critical levels in routing performance. The mechanism continuously 
monitors the quality of all routing paths and dynamically replaces any path 
whose quality is critical with a new reserved path. 
5) We investigated the feasibility of the localized routing approach for distributed 
routing strategy. To the best of our knowledge, this is the first attempt to 
incorporate the localized routing approach into distributed QoS routing. We 
proposed a novel distributed QoS routing algorithm based on local views of 
intermediate nodes along the routing path. A performance and evaluation study 
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shows that the proposed algorithm outperforms other localized and global QoS 
routing algorithms. 
6) For delay-constrained routing, the problem of finding a path satisfying the 
delay constraint was approached from the localized routing point of view. We 
developed a localized delay-constrained QoS routing algorithm that relies on 
the average path end-to-end delay in order to take routing decisions. 
7) A simple, yet effective, network admission control mechanism was developed 
and incorporated into each of the delay-constrained algorithms. This 
mechanism is essential so as not to jeopardize existing flows when admitting 
new flows into the network. 
8) For the sake of performance comparison, we modified and implemented the 
localized CBR (Credit Based Routing) algorithm and the global Dijkstra’s 
algorithm for delay-constrained routing.  The routing performance of the 
proposed algorithm was compared to the other two algorithms. We 
demonstrated through simulation that the proposed algorithm outperforms the 
other algorithms, unless unrealistically small update intervals are used for 
Dijkstra’s algorithm. 
9) We showed that all of the proposed algorithms perform well, with less 
complexity and lower incurred routing overheads compared to global QoS 
routing algorithms. 
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1.7 Thesis Outline 
This thesis is divided into three main parts. The first part gives an overview of QoS 
routing, including some basic, but important concepts and definitions (chapter 2). In 
the second part, the problems and limitations of global QoS routing algorithms are 
explained. Furthermore, we describe the localized QoS routing approach along with 
previous related work (chapter 3). The third part contains original contributions of 
the thesis for the specified routing problems (chapters 4, 5, 6 and 7). The thesis 
chapters are organised as follows: 
 
Chapter 2 introduces the basics of QoS routing. The architecture and components of 
QoS routing are described in detail. The objectives and challenges of QoS routing 
are explained and discussed. The evolution of routing along with different routing 
schemes and strategies are also mentioned. The unicast QoS routing problem is 
explained at the end of this chapter as it is the core routing problem addressed in 
this thesis.  
 
Chapter 3 begins with an overview of the global QoS routing approach. The general 
framework of global QoS routing algorithms along with how state information is 
maintained across the network is described. The problems and limitations 
associated with global QoS routing are pointed out. There follows a survey of some 
important global QoS routing algorithms. In the rest of the chapter, the localized 
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QoS routing concept is explained in detail. The motivations behind the 
development of localized QoS routing are given, along with all related terms and 
definitions. A number of localized QoS routing algorithms are presented. Finally, 
some candidate path selection methods are described, and their advantages and 
disadvantages are discussed. 
 
Chapter 4 presents a detailed and parameterized simulation model for evaluating 
the routing algorithms proposed in the three following chapters. At the beginning, 
we list the networking system modelling and evaluation techniques. The computer 
simulation approach is utilized throughout this thesis for performance analysis and 
comparison; the well-recognised OMNeT++ simulation package is used for this 
purpose. The simulation model provides flexibility in conducting experiments 
under a variety of network conditions in order to illustrate the impact of these 
conditions on routing performance. The simulation components, including 
simulation design, network topologies, traffic modelling and performance metrics 
are explained in detail. 
 
Chapter 5 proposes two novel bandwidth-constrained localized QoS routing 
algorithms. The path selection method of the first algorithm, abbreviated LBP, is 
based on link blocking probability, while the other algorithm, abbreviated LRB, is 
based on link residual bandwidth. Both algorithms monitor individual link statistics, 
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and employ these statistics to assign quality values to candidate paths. The path 
with the best quality value is selected for routing incoming traffic. Moreover, a new 
dynamic substitution method is introduced for candidate paths; the new method 
serves as a precautionary measure to prevent the proposed algorithms from 
reaching a critical traffic-blocking point. Extensive simulation runs have been 
carried out under different scenarios to show the outstanding performance of the 
proposed algorithms against other localized and global routing algorithms. 
 
Chapter 6 takes the localized routing study one step further by extending its 
application to distributed routing. A localized distributed bandwidth-constrained 
QoS routing algorithm is proposed in this chapter, abbreviated LDR. The proposed 
algorithm is subjected to broad simulation and comparison investigations to show 
its efficiency compared to other localized and global QoS routing algorithms.      
 
Chapter 7 considers the end-to-end delay as the routing metric instead of bandwidth 
as in the two previous chapters. A new localized delay-constrained QoS routing 
algorithm, abbreviated LDCR, is proposed. An essential network admission control 
mechanism is also discussed and developed. The localized CBR routing algorithm, 
which was used in the previous chapters as a benchmark for performance analysis, 
is modified and implemented for delay-constrained routing. Furthermore, the well-
known Dijkstra’s algorithm is adapted and implemented to be utilized as a global 
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delay-constrained routing algorithm. Finally, a comprehensive simulation study is 
carried out to compare the performance of the proposed algorithm with the others.  
 
Chapter 8 concludes the thesis by summarizing the research contributions, and 
draws the main conclusions and observations gained throughout the research. Some 
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CHAPTER 2: AN OVERVIEW OF QOS ROUTING 
 
2.1 Introduction 
Enormous amounts of data are transferred daily over the Internet to their designated 
destinations. The Internet is basically a collection of millions of nodes that 
communicate by exchanging data packets; packets are required to be directed to the 
correct path which leads eventually to the intended destination.  This process of 
finding the most feasible path to the destination is called routing. The Internet 
provides a best-effort delivery service, meaning it does not provide any guarantees 
that data is delivered on time or delivered at all. This means that nodes cannot 
guarantee the quality level of the service they provide [4]. This has led to the 
introduction of QoS routing algorithms which are capable of providing certain 
levels of guaranteed services. The QoS has many definitions, for example, the QoS 
Forum defines it as “the ability of a network element (e.g. an application, a host or 
a router) to provide some level of assurance for consistent network data delivery” 
[9]. There are several reasons for introducing the QoS; one reason is that it can 
improve the overall performance of the network by load balancing the traffic 
throughout the network which leads to better utilization of the network resources 
[10]. 
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2.2 Routing Concepts and Basics 
Routing, simply, is all about finding a path from a specified source or sources to a 
specified destination or destinations. It is the responsibility of the network layer in 
the Open Systems Interconnection model (OSI), which is an abstract description of 
layers representing computer networks. The network layer provides the functional 
means for end-to-end (source to destination) delivery of data. Whether the network 
layer provides a virtual circuit service (all data packets between a given source and 
destination follow the same path) or datagram service (different packets between a 
source and destination follow different paths), the network layer must find the path 
before initiating the connection [5]. This job is carried out by network layer routing 
protocols. A routing protocol defines the rules and the mechanics for 
communications between network routers. The core of any routing protocol is a 
routing algorithm, whose role is to find a “good” path from a source to a destination 
[11]. 
 
Routing protocols use metrics to evaluate and then choose which path will be the 
best for traffic delivery. A metric is a standard of measurement that is used by 
routing algorithms to determine the best path to route traffic through; such metrics 
are bandwidth, delay and loss rate. Routing protocols initialize and maintain routing 
tables, which contain routing information used in the process of path determination 
[12]. A routing table is a database which is located within each router that stores 
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and updates the locations of other routers; by performing a table lookup, a router 
can decide where to forward packets. Routing table information varies depending 
on the algorithm being used. 
 
Routing algorithms can be classified based on many criteria, such as static versus 
dynamic, single-path versus multipath and intra-domain versus inter-domain. Static 
and dynamic routing are about how and when routing tables are updated. Static 
routing is a simple process where paths are manually loaded into routers; it does not 
work when routing information changes or when network links alter. However, 
dynamic routing can automatically and dynamically discover paths to destinations 
and adapt with any change in the network topology or status. Single-path routing is 
where only a single path is maintained by each router to all others, whereas 
multipath routing maintains multiple paths to the same destination. A routing 
domain is a set of routers under a single technical administration with a specific 
routing policy; inter-domain (exterior) is a term used to describe interaction and 
communication between different domains, while intra-domain (interior) routing 
works only within a single domain [5]. 
 
2.2.1 The Routing Process 
The main task of the routing process is to deliver information from a source node to 
a destination node through intermediate nodes. This process consists essentially of 
the following three functions [13]: 
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 Network state information disseminating: The network nodes communicate 
with each other to collect the network state information that enables them to specify 
routes between any two nodes. The state information includes resource availability, 
service requirements and signalling messages. This function is achieved by routing 
protocols, such as Open Shortest Path First (OSPF) and the Routing Internet 
Protocol (RIP) [14]. 
 
 Path selection: A feasible route is selected for new packets based on the 
information collected by the first function. A path is considered feasible if it 
satisfies all user and network imposed service constraints. Feasible paths are 
selected by routing algorithms such as the Dijkstra and Bellman-Ford shortest path 
algorithms. 
 
 Traffic forwarding: When a data packet is received by a router, the information 
contained in the packet’s header is used along with the forwarding table to make a 
routing decision. Once a path is selected to route packets, traffic is then forwarded 
by relaying packets from one node to another until they arrive at the destination 
node. 
 
2.2.2 Routing Schemes 
Routing essentially is all about delivering data from one point to another within the 
network; there are three fundamental routing schemes that differ in their delivery 
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means.  These schemes are unicast, multicast and broadcast, with unicast routing 
being the main focus in this thesis [5]. 
 
 Unicast routing: Unicast routing is the process of delivering data from a single 
source node to a single destination node in the network. The data traffic is 
addressed to a unique address.  Unicast routing is the most common routing scheme 
used in the Internet as most data traffic is initiated by one node and delivered to one 
destination node. 
 
 Multicast routing: In multicast routing a node is able to deliver data to a group 
of nodes within the network at the same time. The routing addressing is designed to 
deliver the traffic to a set of nodes which are configured as members of a multicast 
group. The multicast group address is used by the sources and the destinations to 
send and receive data. A source uses a group address to send data, while the 
destinations use the same group address to inform the network that they are 
interested in receiving data sent to that group. Multicast routing has been used for 
one-to-many communications such as streaming media and Internet television 
applications. 
 
 Broadcast routing: In broadcast routing a source node sends the same data to 
all the nodes simultaneously. A special broadcast address is used to send data to the 
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entire network. Broadcast routing has been used in some applications, such as 
weather monitoring, where the data is sent to all stations. 
 
2.2.3 Routing Strategies 
There are three main routing strategies classified according to the way the state 
information is maintained and to the way the feasible path is computed. These 
strategies are source routing, distributed routing and hierarchical routing [4].  
 
 Source routing: In source routing each node maintains a complete global state 
image of the network which is used locally to compute feasible paths to all other 
destinations. The global network image may include the network topology and the 
state of all individual links. The process of finding a feasible path is computed at 
the source node using the available global network image. The source node can 
judge whether a feasible path exists or not. When such a path is computed, a control 
message is sent along the path informing intermediate nodes about the new 
connection. However, if no feasible path is found a source node may reject the 
connection. The source routing has the advantage of being simple, easy to 
implement and is loop free as each node is able to compute the path locally; this 
eliminates problems associated with other routing strategies such as deadlock 
detection and loop detection [4]. 
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However, source routing has its own problems. It requires frequent maintenance 
and exchange of the entire network’s global state, which adds a considerable 
overhead to the routing process. Reducing the global state exchange frequency may 
help but at the price of routing performance since using an outdated network state 
may lead to inaccurate routing decisions. Furthermore, the huge computation 
performed in the source node adds additional cost to the total routing process so 
that source routing suffers from scalability issues, especially in large networks. 
 
 Distributed routing: In distributed routing a feasible path is computed by a 
distributed computation in all nodes. Control messages are exchanged between the 
nodes to update the global state and compute feasible paths. As with the case of 
source routing, distributed routing requires all nodes to maintain global state 
information but the routing decision is taken on a hop-by-hop basis. Forwarding 
tables are maintained and updated regularly at each node to specify the next hop to 
be taken in order to reach a specific destination; maintaining such tables requires a 
huge communication overhead especially in large networks [15]. An advantage of 
distributed routing is that path computations are distributed among many nodes 
which reduces the routing setup time; this makes distributed routing more scalable 
compared to source routing. Common problems of distributed routing are deadlock 
and loops, which are the results of imprecise or outdated global state information. 
Exchanging more frequent control messages may compensate for this but at the 
expense of more communication overhead [16].  
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 Hierarchical routing: Hierarchical routing algorithms group the network nodes 
into higher-level groups. Each node maintains a global state of the group it belongs 
to, and also has what is called the aggregated state of the other groups. The 
aggregated state represents the hierarchical structures of the whole network. This 
state is used to simplify and reduce the large size of the global state information by 
having each node knowing more detailed information about the other nodes in the 
same group, but less information about nodes in other groups. Each group of nodes 
represents a logical node; the logical nodes can be further grouped into a higher 
level of logical nodes [17].  
 
Hierarchical routing has been proposed to solve the scalability problems associated 
with large networks. The size of the aggregated information is logarithmic to the 
size of the global-state information, hence a great reduction is achieved in the 
computational effort and in the control communication overhead. While 
hierarchical routing reduces the load on individual nodes, it introduces inaccuracy 
in the aggregated state information which has a significant negative impact on the 
whole routing process. The performance of hierarchical routing depends heavily on 
how the group’s state information is aggregated and how it is utilized in routing 
across other groups. Many approaches have been proposed to represent the logical 
hierarchy with the star and mesh representations being the most common ones [18].  
 
Chapter 2   An Overview of QoS Routing 
21 
 
2.2.4 Routing Evolution 
Traditionally routing protocols intend to compute the shortest, best, path between a 
source and a destination based on hop count. Such routing protocols achieve what is 
called best-effort routing where there is no guarantee of the quality of the routing 
service being offered [19]. With the rapid increase of real-time applications, 
significant challenges are posed to routing protocols to meet certain levels of 
quality for routing services. 
 
 Best-effort routing: Typically best-effort routing is concerned about finding the 
shortest path to route traffic. There are two main kinds of shortest path routing 
protocols: distance-vector routing protocols and link-state routing protocols. 
Distance-vector protocols require routers to periodically share their routing tables 
only with their neighbours and update them with any topology change; examples of 
distance-vector protocols include RIP and Interior Gateway Routing Protocol 
(IGRP) which are based on the Bellman-Ford algorithm [20]. In link-state protocols 
every router builds a connectivity map of the network topology; each router then 
independently computes the shortest path from itself to all other routers. Link-state 
protocols are mainly based on the Dijkstra algorithm; some well-known examples 
are OSPF and IS-IS [21].  
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Two approaches are commonly followed to enhance the best-effort routing, namely 
disjoint path routing and multipath routing. Paths between a given pair of source 
and destination nodes are called disjoint if they have no common (shared) links; 
disjoint path routing has received a lot of research interest as more networking 
technologies demand robust and reliable routing [10]. Disjoint paths can provide 
reliable backup paths in case of link failure as no links are shared between paths. 
Load balancing, which is a network engineering technique to avoid network 
congestion, can also be achieved by distributing traffic among disjoint paths. Ogier 
[22]presented a distributed algorithm to find the two shortest disjoint paths between 
a pair of source and destination nodes. Sidhu [23] introduced another way to find 
two disjoint paths using a label distribution system to identify such paths. 
 
The other way to enhance best-effort routing is multipath routing, where instead of 
finding the best single path to a destination, several “k” best paths are computed. 
Multipath routing provides load balancing among all paths and increases network 
fault tolerance. Intensive work has been carried out by S. Vutukury and his 
colleagues in [24] to address many issues in multipath routing; they introduced the 
Multipath Distance Vector Algorithm (MDVA) as the first loop-free multipath 
algorithm. 
 
 Optimal routing: Routing has been studied intensively and a huge amount of 
literature has been published in many related fields. The main goal is to improve 
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the performance of the routing process and decrease the associated costs. 
Performance and cost are measured by certain routing metrics such as hop count, 
residual bandwidth, delay, throughput, resource utilization, scalability and 
convergence. All routing protocols attempt to optimize these metrics in any sense. 
For example, a shortest path routing protocol may find the shortest path to a 
destination, but not the optimal path. Optimal routing tries to come up with new 
protocols to optimize one or more of the metrics mentioned above [25]. The 
optimal routing problem has been studied and several methods have been proposed. 
Cantor and Gerla [26] modelled this problem and solved it using separation 
techniques, and later Gallager [27] proposed the first distributed multipath routing 
algorithm which is able to achieve the optimal delay. Many other algorithms were 
proposed for optimal routing but none were practically deployed due to their 
complexity as well as to their slow convergence. 
 
 Constrained routing: Constrained routing is a class of routing algorithms that 
select a path to route traffic based on a single or a set of constraints which are 
imposed by QoS requirements of traffic. These constraints, such as bandwidth, 
delay or loss rate, are referred to as QoS constraints, and the associated routing is 
called QoS routing [6]. More details and discussion about QoS routing are 
presented in the following sections.  
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2.3 QoS Architecture and Components 
With today’s diverse and rapid Internet traffic, certain levels of service are required 
from Internet service providers. In contrast to the best-effort networks, QoS 
networks are able to guarantee certain service levels. Moreover, QoS has the ability 
to provide different priorities to different applications or users. Because of this, it 
can be considered to be subjective, because users can differ in their perception of 
what quality of service means. QoS is a broad term used to describe the overall 
service level provided by networks. It involves a wide range of services, 
architectures, technologies and protocols. QoS can enhance the performance of 
networks as QoS deployment can lead to better resource utilization and load 
balancing which consequently result in more efficiency and throughput.  
 
2.3.1 QoS Definition 
In the traditional best-effort networks there is no guarantee of the quality of service 
being offered, and such networks do not differentiate or prioritize between the types 
of services they transport. These networks do their “best-effort” to deliver the data 
as efficiently as possible. In today’s world, various time-sensitive services are being 
deployed over the Internet. These services require certain constraints which are 
defined by their QoS metrics such as the desired bandwidth and the delay.  The 
QoS term in the networking context specifies a guaranteed level of service which a 
network should provide to applications [9]. 
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2.3.2 QoS Provision 
With the dramatic increase of communication network capacity, it has become 
more feasible to support new applications which require some sort of guaranteed 
service level. Different applications require different QoS requirements; some 
require a guaranteed delay, some require a guaranteed bandwidth and others require 
a high throughput. These are the most important QoS requirements. It is the 
responsibility of the network to map these requirements to its resources such that 
the requested QoS level can be guaranteed.  
 
 Delay guarantees: Many real-time applications need strict delay requirements; 
the end-to-end delay includes transmission delay, propagation delay and queuing 
delay which all are additive metrics of all links composing the path. Transmission 
delay is determined by the bottleneck link capacity on the path, which is applicable 
only for the first packet of the connection as all following packets are pipelined 
after the first one. Moreover, propagation delay is determined by the length and 
type of the physical medium, which is generally very small as it accounts only for a 
very small fraction of the end-to-end delay. Finally the queuing delay is the most 
important element of the end-to-end delay and it is determined by the network load, 
the traffic type and the services provided by the network. The queuing delay can be 
controlled and optimized by using different scheduling techniques, congestion 
control mechanisms and bandwidth reservation methods. It is should be noticed 
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here that we can only consider mean delay, not the instantaneous delay, as a QoS 
metric. Instantaneous delay would be meaningless as a QoS metric in most 
applications as it is a random variable with a probability distribution and can 
change from instant to instant [28]. 
 
 Bandwidth guarantees: Providing a guaranteed QoS for applications requires 
ensuring a minimum end-to-end residual bandwidth which can satisfy the required 
constraint. Bandwidth guaranteed path is different than the optimal path, as the 
optimal path may not be the best choice or may not satisfy the flow requirement. 
Resource reservation algorithms are used to guarantee the flow bandwidth 
constraint; at the same time, they should consider balancing the network load to 
avoid congestion [19]. 
 
 High throughput guarantees: With the introduction of new applications that 
need to send a large amount of data and consume a large amount of bandwidth, it is 
the overall throughput that matters rather than the single flow end-to-end delay. For 
such applications the performance concern is the total network throughput. The 
throughput can be defined as the total number of transmitted bytes over the end-to-
end duration starting from sending the first packet until receiving the last packet 
[29].    
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2.3.3 QoS Architecture 
Many architectures have been proposed to provide QoS for the Internet; the Internet 
Engineering Task force (IETF) has introduced two main models, namely Integrated 
Services (IntServ) and Differentiated Service (DiffServ). These models follow 
different approaches as they look at QoS from different points of view.  Other 
models which have shown good effectiveness are Multiprotocol Label Switching 
(MPLS) and Constraint-Based Routing [30]. 
 
The IntServ architecture does not require modifying the underlying structure of the 
Internet but rather it adds some extra rules and mechanisms that can offer 
guaranteed services.  The IntServ provides a per-flow service guarantee via 
resource reservations across the selected path. Resource Reservation Protocol 
(RSVP) is a signalling protocol used by IntServ to specify, manage and reserve the 
necessary resources to meet QoS requirements [31]. IntServ is implemented in all 
network devices and all devices work collaboratively to reserve resources and 
isolate each flow from the others; devices use RSVP to exchange QoS requests. 
RSVP requests result in resources being reserved along the selected path; a flow is 
admitted if sufficient resources can be reserved, otherwise the flow is rejected. 
Once a flow is admitted, its end-to-end service requirements are guaranteed 
throughout its duration. As the Internet grows dramatically, IntServ/RSVP requires 
network devices to maintain a huge amount of signalling information, which adds a 
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considerable overhead to the network traffic, hence IntServ suffers from scalability 
problems.  
 
DiffServ architecture is more efficient and simpler than IntServ as it classifies the 
traffic into different classes then treats each class differently according to the QoS 
level each class requires. DiffServ operates on traffic classification where data 
packets are placed into different classes and then a relative service is provided for 
each class; hence it is called a per-class service guarantee mechanism. Routers can 
differentiate traffic based on classes so each class can be dealt with differently 
ensuring it gets the required QoS. DiffServ does not specify what type of QoS level 
should be given to each class, it simply provides a mechanism to classify traffic for 
differentiated treatment; packet classification is performed based on the Service 
Level Agreement (SLA) between service providers. Each packet header includes a 
specific level type of SLA; hence, when a router receives a packet, it can decide to 
which class of service this packet belongs [32]. DiffServ routers employ Per-Hop 
Behaviours (PHBs) to describe the forwarding policy for each traffic class; 
different PHBs offer different QoS requirements. In contrast to IntServ, DiffServ 
does not require resource reservation, which makes it more scalable. However, it 
does not guarantee QoS during congestion and does not support end-to-end 
guarantee [33].  
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2.3.4 QoS Components 
Providing QoS support to networks means more complex architecture, which in 
turn adds some components to the existing network structure. These components 
are deployed to help satisfying the new QoS requirements of the network. The 
following are some important QoS components [3]: 
 
 Resource management: Effective resource management mechanisms can 
provide new means to meet the QoS requirements by achieving high resource 
utilization through resource sharing and load balancing. Resource management can 
keep track of the availability and controls the allocation of resources in a way that 
applications with high QoS requirements are given higher serving priority than 
others. 
 
 Rate limiting and traffic shaping: Network traffic is realistically bursty; rate 
limiting is used to limit the burstiness of the traffic while traffic shaping controls 
the traffic in order to guarantee the required QoS level. When a traffic flow enters a 
network; it should comply with the traffic descriptor. If it does not, traffic shaping 
occurs by either dropping excess traffic or lowing its priority. 
 
 Packet scheduling: Packets are held in queues waiting to be serviced; packet 
scheduling decides which packets are to be serviced and which are to be dropped. 
Packets from different flows are scheduled to share a common outgoing link in a 
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way that every flow gets its adequate share of the link bandwidth. Packets with high 
priority are serviced first while others are scheduled for later serving. 
 
 Congestion control: Congestion occurs when the packet arrival rate exceeds the 
outgoing link capacity, or when there is no sufficient memory to hold arriving 
packets. Congestion control aims to prevent such situations by either avoiding 
network resource overloading or reducing the rate of sending packets. 
 
 Admission control: In order to maintain the network load at a certain QoS level, 
admission control is used to determine which flow requests to admit and which to 
reject and hence to improve the guaranteed QoS level. Admission control decides 
when to generate a “busy signal” so no more flows are allowed into the network.  
 
 QoS routing: This is the process of finding a path from a source to a destination 
that satisfies the flow QoS requirements. This issue will be explained in detail in 
the following section.  
 
2.4 QoS Routing 
In traditional computer networks, routing is mainly concerned with connectivity.  
Routing protocols are used to characterize networks with a single metric such as 
hop count, and use shortest-path algorithms to find a path which is usually 
transparent to the QoS requirements. This results in routing decisions being made 
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without any awareness of resource availability which then may route flows over 
paths that cannot satisfy their requirements. As a result, significant performance 
deterioration is experienced as certain paths are congested while other paths with 
sufficient resources are left unutilized. QoS routing refers to the routing algorithms 
that select paths with sufficient residual resources to meet the QoS constraints. QoS 
routing algorithms play a critical role in meeting the required service level by 
considering the QoS constraints in the path selection process. In addition to meeting 
the QoS constraints imposed by the network, QoS routing algorithms should also 
compromise between resource utilization and network traffic balancing [34]. 
 
2.4.1 Definition, Notations and Metrics 
QoS routing is a set of routing protocols and algorithms that can select paths 
satisfying the network imposed QoS requirements while achieving high routing 
performance. The QoS requirement of a network flow is given as a set of 
constraints that the routing algorithm should meet. A network can be modelled as a 
graph   (   ) where   is the set of network nodes, routers, and   is the set of 
network links. A link      from node   to node   is noted as  (   ).  A path   
consisting of   links is noted as   (                  ) and starts from node 
   and ends at node      with (   ) intermediate nodes. Let   denote the metric 
or weight of a network element; so  (   ) is the weight of link   and  ( ) 
represents the weight of the whole path.  
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In order to find a feasible path that satisfies the flow QoS constraints, path metrics 
are needed. Metrics define the type of QoS guarantees that the network can support, 
no requirements can be satisfied if they cannot be mapped onto one metric or a 
combination of metrics. QoS metrics are generally divided into three types, which 
are [35]: 
 
Additive if   ( )   (     )    (     )        (       ) 
Multiplicative if  ( )   (     )    (     )       (       ) 
Concave if  ( )            { (     )   (     )        (       )} 
 
Although there are many QoS metrics, bandwidth, a concave metric, is the most 
used metric in evaluating the QoS routing algorithms. Delay, cost and hop count are 
additive metrics while reliability is an example of a multiplicative metric. 
 
2.4.2 QoS Routing Objectives 
QoS routing is gradually becoming an essential part of today’s data networks as 
many applications rely on QoS routing to provide the promised quality services. 
QoS routing uses network state information and resource availability in addition to 
the QoS requirements to meet such demands, the following objectives are crucial 
when designing QoS protocols [2]: 
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 Dynamic determination of feasible paths: Finding a feasible path that can 
satisfy the flow QoS requirements is the main objective of QoS routing; this 
enables the algorithm to guarantee a specific service level for the network. 
 
 Resource optimization: As with traditional routing algorithms, resource 
optimization can lead to efficient utilization of network resources and better load 
balancing throughout the network, which in turn can improve the overall network 
routing performance. 
 
 Performance degradation tolerance: In cases when the network is overloaded 
and the routing performance starts to degrade, QoS routing should be able to 
provide better or more tolerant throughput than best-effort routing.  
 
2.4.3 QoS Routing Challenges 
In QoS routing the most important issue is how to provide sufficient resources in 
order to satisfy each flow service requirements and, moreover, to achieve this goal 
in a global network efficient manner. As the case with any routing design, QoS 
routing faces some challenges that need to be taken into account at the design 
process. The main challenge comes from the complexity of determining a feasible 
path that should be able to satisfy the QoS constraints. Some of the most common 
QoS routing challenges are: 
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 Path computation complexity: Computing a feasible path to meet a certain 
QoS constraint adds more computation effort and complexity to the routing; this 
effort increases considerably with multiple QoS constraints. Computing a routing 
path with multiple QoS constraints is an NP-complete problem. More about QoS 
routing complexity is discussed in following sections [35].      
 
 Achieving high resource utilization: As networks grow in size, more resources 
become available to be used. It is more critical to decide what sources to use and 
when; better utilization of network resources results in high routing throughput. 
Two methods are usually applied to achieve high network throughput: resource 
conservation and network load balancing. Usually resource conservation is 
achieved by selecting the path with minimum hop count, which conserves other 
resources and allows them to accept further flows. However, this may lead to 
congestion on these short paths; a compromise should be reached between resource 
conservation and congestion avoidance. On the other hand, load balancing selects 
the path which is least loaded so that traffic can be distributed evenly across the 
network. These two methods often conflict with each other, which put routing 
algorithms in doubt whether to put more weight on resource conversation or on 
load balancing [36]. 
 
 Routing information inaccuracy: Routing information is advertised 
periodically across the network; with the dynamic nature of the network status, 
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such information may be imprecise when arriving at nodes that take routing 
decisions. Moreover in hierarchical routing, aggregated routing information is 
usually not accurate enough, which deteriorates the accuracy level of routing 
information. The inaccuracy of routing information directly affects the overall 
routing performance. The challenging aspect here is how to keep the routing 
information as accurate as possible and how frequently it should be advertised to 
ensure that the most updated information is delivered to routing nodes [37]. 
 
 Scalability: Scalability becomes a significant issue as the size of networks 
increases; the excessive overhead associated with maintaining and exchanging 
network routing information poses a major challenge for QoS routing. Scalability 
can be tackled by either reducing the computational effort of finding feasible paths 
or by reducing the routing information. The scalability of QoS routing can be 
improved by partitioning, as hierarchical routing maintains only aggregated global 
state information whose size is much less than the size of original global 
information. However, the aggregated information may lead to some inaccuracy 
issues as mentioned earlier [38]. 
 
2.4.4 Unicast QoS Routing Problem 
The unicast QoS routing problem is defined as follows: For a source node     
and a destination node    , a set of QoS constraints  , find a feasible path from   
to   that satisfies  . The unicast QoS routing problem is either an optimization 
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problem or a constraint problem; it can be further classified into four basic classes, 
namely link-optimization routing, link-constrained routing, path-optimization 
routing and path-constrained routing [4]. Link-optimization routing and link-
constrained routing are defined for concave QoS metrics like bandwidth, because 
the path’s metric depends on the link’s bottleneck value. On the other hand, Path-
optimization routing and path-constrained routing are defined for additive metrics, 
like delay or jitter, and for multiplicative metrics such as loss probability; this is 
because the path’s metric depends on all the values along the path. All the four 
problems are of polynomial complexity and are explained as following: 
 
 Link-optimization routing: Given a network  (   ) and a single concave 
metric  ( ) for each link     , find the path   from source node   to destination 
node   that maximizes  ( ). The most addressed example is bandwidth-
optimization routing, which finds a path which has the largest available bandwidth 
on the bottleneck link. This routing problem can be solved by a modified version of 
Dijkstra’s algorithm. 
 
 Link-constrained routing: Given a network  (   ), a single concave metric 
 ( ) for each link      and a QoS constraint  , find a path   from source node   
to destination node   that such that  ( )   . This problem can be reduced to the 
link-optimization routing problem by finding the optimal path, and then checking 
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whether it satisfies the QoS constraint. An example is bandwidth-constrained 
routing, which finds a path whose bottleneck bandwidth can satisfy the required 
bandwidth value. 
 
 Path-optimization routing:  Given a network  (   ) and a single additive 
metric  ( ) for each link     , find the path   from source node   to destination 
node   that minimizes  ( ). This problem finds a path whose end-to-end total cost 
is the minimum; an example is the least-cost routing algorithm. This problem can 
be solved by using shortest path algorithms. 
 
 Path-constrained routing: Given a network  (   ), a single additive metric 
 ( ) for each link      and a QoS constraint  , find a path   from source node   
to destination node   that such that  ( )   . This problem requires all links 
composing the path to meet the end-to-end path QoS constraint. An example is 
delay-constrained routing which finds a path whose delay does not exceed the 
required value. Such problem can be solved by Dijkstra’s algorithm or the Bellman-
Ford algorithm. 
 
A multi-constrained routing problem is a combination of some of the above 
mentioned metrics. For example, a bandwidth-constrained least-delay problem is 
considered as a link-constrained path-optimization routing problem. It finds the 
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path that meets the required bandwidth and has the least delay. In general this 
problem is NP-complete and has no practical solution [39]. 
 
2.5 Summary 
Future integrated services networks should be able to support the increase demands 
by applications to provide different classes of services to suit the diverse QoS 
requirements.  These service requirements impose strict constraints on transporting 
networks to ensure end-to-end performance guarantee. For this a new QoS 
paradigm is necessarily required beyond the best-effort networking. QoS routing is 
the most important aspect in the QoS provision context; the ultimate goal of QoS 
routing is to select paths the satisfy QoS requirements; although this may sound 
simple, achieving such functionality with high performance is far more complex 
and challenging. The complexity arises from the fact that multiple QoS constraints 
are required to be met, while at the same time keeping track of the ongoing 
dynamic changes in the network resources and topology.  It is the responsibility of 
routing algorithms to tackle these problems while achieving high routing 
performance. 
 
In this chapter an overview of routing concepts and its basics have been discussed. 
The routing schemes and strategies have been discussed along with their different 
types and the evolution of network routing has been described, starting from the 
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best-effort routing, the optimal routing and finally the constrained-routing. The QoS 
paradigm has been defined and the needs for its provision have been mentioned. 
Two models, namely IntServ and DiffServ, have been mentioned as examples for 
QoS architecture, and at the end the main QoS components have been pointed out. 
Since QoS routing is the main focus of this thesis, it has been discussed in detail 
and its definition and notation have been expressed. The QoS metrics have been 
classified into three types: additive, multiplicative and concave. As with any 
problem, QoS routing is faced with challenges that need to be overcome and these 
have been mentioned and some brief solutions presented. Finally, the main problem 
of this thesis, the QoS unicast routing, has been stated and defined along with its 
variations. This problem is classified either as an optimization problem or a 
constraint problem for both links and paths. Some solutions based on localized 
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CHAPTER  3:  QOS  ROUTING  APPROACHES 
AND  RELATED  WORK 
 
3.1 Introduction 
In modern large-scale networks, providing quality guaranteed services is becoming 
a standard demand for most operators. Routing plays an essential role, in 
conjunction with other networking technologies such as traffic engineering and 
resource management, in providing such required services. QoS routing is the key 
concept to achieve such requirements. In such large networks, maintaining an 
accurate and up-to-date global network state is impractical and may result in 
insufficient usage of the network resources. Many factors, including delay, link 
stability, link state update policy and network topology, may affect the accuracy of 
the global state as seen by individual nodes. In order to achieve the QoS required, a 
practical routing algorithm should utilize the available network resources accurately 
and efficiently in order to meet the QoS requirements. These limitations have 
motivated the development of some methods to tolerate the imprecise global state 
information; one way to tackle this is to utilize local state information, known as 
localized routing, to meet the QoS required.  
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3.2 QoS Routing with Global State Information 
In QoS routing, finding a feasible path to satisfy the flow requirements requires 
some knowledge of the network state; this knowledge should be kept up-to-date and 
as accurate as possible [40]. It is the job of the routing protocols to make this 
information available for nodes when making routing decisions. Any routing 
strategy consists of two basic tasks. The first is to collect the link-state information 
and keep it up-to-date. The second task is to compute the most feasible path for 
each new flow based on the collected state information [10]. The efficiency of any 
routing strategy depends greatly on the way in which the network state information 
is collected and maintained. This means that network state information maintenance 
plays an essential role in any routing process. 
 
3.2.1 Network State Information 
Network state information should reflect the most current status of the whole 
network and makes every node aware about the status of other nodes and links. The 
argument is that in order to provide the guaranteed QoS routing, nodes should know 
the available resources to better utilize them. Unfortunately, the rapid dynamics of 
network traffic and resource availability result in out-of-date state information 
which can lead to imprecise routing decisions that can compromise the efficiency of 
the whole routing process. Consequently, for a routing algorithm to be efficient, it 
should incorporate an efficient mechanism to exchange accurate and precise state 
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information across the network. Network state information can be classified into 
three types as follows [4]: 
 Local-state information: Local state information is maintained locally at each 
node; such information may include the available bandwidth, the delay on outgoing 
links or any other QoS metric. This locally collected information can be used to 
locally compute feasible paths towards destinations. Based on the routing protocol, 
each node can collect specific local information independently of other nodes; the 
node can then use this local information to build a local view about the network. 
 
 Global-state information: In global routing algorithms, each node should 
maintain the global state of the network by either a link-state protocol such as those 
based on Dijkstra's algorithm or by a distance-vector protocol such as those based 
on the Bellman-Ford  algorithm [4]. Link-state protocols work by broadcasting the 
local state of all nodes to all other nodes in the network, so each node knows the 
topology and the current state of the network and the states of all network links. 
The distance-vector protocols operate whereby each node periodically exchanges 
its distance vectors with adjacent nodes. A distance vector in each node consists of 
an entry for each possible destination and this entry specifies the next node on the 
best path towards that destination [5]. 
 
Global state information is maintained by each node and it is usually comprised of a 
combination of the local state information of all nodes. It is kept updated by a 
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periodic exchange between nodes which ensures that nodes have the most accurate 
view of the network state. The main problem with global state routing is that each 
node has an approximation of the real current state of the network; this is due to the 
continuous changes in the network topology and link characteristics. This problem 
gets worse as the network size grows, which makes maintaining the global state 
harder and impractical.  
 
 Aggregated state information: The growing size of today’s networks makes it 
difficult to maintain global network state information at each node. Hierarchical 
routing has been proposed as a solution to diminish the excessive overhead and 
complexity resulted from exchanging global state information. Network nodes are 
grouped into what are called logical nodes [17]; these logical nodes can be further 
grouped into higher level logical nodes. Nodes in each group maintain complete 
state information about other nodes in the same group, and less state information 
about nodes in other groups. The network state of a hierarchical topology is called 
the aggregated global state and it represents the hierarchical structure of the 
network. 
 
As the network is aggregated, the global state information is aggregated too. The 
state of each logical node is the combination of the states of many lower-level 
nodes and links. Network aggregation can reduce the size of state information that 
needs to be exchanged considerably. However, this aggregation introduces another 
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problem which is the imprecision of the state information and a trade-off should be 
made between the size of the aggregation and the accuracy of state information. 
 
3.2.2 Network State Update Policy 
The complexity of QoS routing compared to best-effort routing results in high costs 
for the promised guaranteed services. Costs are related to the path computation 
overhead and to the frequent update of network and resource state information. 
Most network state update policies consider a trade-off between the excess update 
overhead and the accuracy of the state information. An obvious solution to reduce 
the update overhead is to limit the number of updates, which means not all state 
changes are advertised. This may lead to inaccurate routing decisions due to stale 
network state information. 
 
Network states can be advertised either by periodic updates or by triggering. A 
periodic update distributes the network and resource state information across the 
network periodically regardless of the network dynamics or topology changes. On 
the other hand, a trigger-based update provides a more accurate image for the 
network as it catches any important change in the network dynamics or topology. 
Trigger-based updates can be classified into threshold-based and class-based 
policies [41]. In a threshold-based policy the update is triggered if the difference 
between the value of a metric seen by the network and the value of the same metric 
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seen by a specific node exceeds a threshold. A class-based policy divides the metric 
into classes, and an update is triggered if the metric value crosses the boundaries 
between classes [10].  
 
3.2.3 Global QoS Routing Algorithms 
In global QoS routing algorithms, nodes need to exchange network state 
information to get a global view of the network state. Based on the collected 
information and the current state information, a node can compute a feasible path 
for the current flow towards the intended destination. Many currently deployed 
algorithms follow this approach, and they implement different methods to compute 
feasible paths. Global routing algorithms usually make a trade-off between the 
network state update and the accuracy of state information. They also tend to 
achieve optimal performance by balancing the traffic load across the network and 
efficiently utilizing available resources. 
 
The overhead of global QoS routing can be attributed to two factors: The 
computation complexity required to find feasible paths and the excessive signalling 
overhead resulting from network state information exchange [40]. Any routing 
algorithm should optimize these two factors in order to achieve efficient routing. In 
the following a survey of the most popular global QoS routing algorithms is 
presented. 
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 The Widest Shortest Path algorithm (WSP): WSP was proposed in [14] as an 
attempt to improve the min-hop algorithms; it tries to load balance the traffic across 
the network by finding a feasible path with minimum-hop count, and if more than 
one path with the same hop count is found, the one with the largest residual 
bandwidth is selected. WSP is a link-constrained path-optimization routing 
algorithm as it finds the shortest feasible path. The widest path criteria is used only 
when there are several paths with the same hop count to choose from. WSP 
minimizes the usage of resources by preferring shorter paths over longer ones, 
which leaves more resources with which to handle other traffic. 
 
Given a network  (   ), where   is the set of vertices (or nodes) and   is the set 
of edges (or links), there are two metrics,   ( ) is the bandwidth for each link 
   , and    is a hop count. The requested minimum bandwidth is  . WSP finds a 
path by deleting all links for which   ( )   , then finding a path   from the 
source to the destination that minimizes   ( ). If multiple paths are found, the path 
that maximizes   ( ) is selected. 
 
 The Shortest Widest Path algorithm (SWP): SWP works the other way 
around from WSP; it finds a feasible path with the maximum residual bandwidth, if 
more than one path is found then the one with minimum-hop count is selected to 
route the traffic [35]. SWP tries to evenly distribute the traffic across the network 
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by selecting the path with the widest bandwidth, which reduces the load on heavily 
congested paths. SWP applies Dijkstra’s algorithm twice. First it finds the widest 
paths which satisfy the requested bandwidth then it runs Dijkstra’s algorithm again 
to find the shortest path among the widest ones. 
 
 Given a network  (   ), there are two metrics,   ( ) is the bandwidth for each 
link    , and    is a hop count. The requested minimum bandwidth is  . SWP 
finds a path   from the source node to the destination node that maximizes   . Let 
  ( )   , it deletes all links for which   ( )   . Then it finds the path   from 
the source node to the destination node that minimizes  ( ). 
 
 The Shortest Distance Path algorithm (SDP): SDP, sometimes called the 
bandwidth-inversion shortest path algorithm, selects the path with the shortest 
distance. A path’s distance is the sum of all distances over all links along the path. 
The distance of a link is defined as the inverse of the available bandwidth of the 
link. The distance of a path is defined as:     ( )  ∑ (
 
 ( )
)   . SDP is a 
compromise between the two algorithms above. It prefers the shortest paths when 
the network load is heavy, and prefers the widest paths when the network load is 
low [42]. An enhanced version of SDP, called enhanced bandwidth-inversion 
shortest path, adds a penalty factor the the path distance function to prevent the path 
from becoming too long. 
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 QoS extensions to OSPF (QOSPF): The Open Shortest Path First (OSPF) is a 
link-state routing protocol; it uses a shortest path first method which is based on 
Dijkstra’s algorithm to find the shortest path to a destination. OSPF sends Link-
State Advertisements (LSAs) to all nodes in the network; LSAs contain information 
about link-state availability, and are exchanged across the network. QOSPF is an 
extension to OSPF to support the QoS services. Routing decisions are made based 
on network topology, link availabilities and traffic requirements. A trade-off should 
be made between the accuracy of the LSAs and the protocol overhead; usually an 
LSA update is initiated based on specific triggers [43]. 
 
3.3 QoS Routing with Local State Information 
All the QoS routing algorithms proposed so far require frequent exchange of QoS 
network state information, which adds considerable overhead and inaccuracy 
implications to the routing process. Many solutions have been suggested to 
overcome these implications as explained in the previous sections. Localized QoS 
routing has been proposed relatively recently as a viable alternative to global QoS 
routing [44-45]. In localized routing nodes make routing decisions using only local 
state information; no global-state information needs to be exchanged, thus reducing 
the above mentioned overheads. Localized QoS routing follows a completely 
different approach to compute feasible paths where each node constructs its own 
local view about the network and its available resources by monitoring and 
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analyzing local feedback. A fundamental question arising is how to compute a 
feasible path based on a local view of the network; this question is complicated and 
involves many factors. For example, the network topology is complex and many 
routing paths share common links, so how can a source node inform other nodes 
sharing the same link about its usage of the link? Furthermore, due to the 
continuous network traffic change, individual nodes should be aware of such 
changes in order to take precise routing decisions. Finally, a path selection decision 
made by one node may affect the decision of another node, so nodes somehow need 
to know about other nodes’ decisions. All these concerns and questions will be 
answered throughout the remainder of this thesis. 
 
3.3.1 Motivations 
Data networks are dynamic in nature as resource availability, network load and link 
status keep changing with time. Maintaining accurate and up-to-date network state 
information requires frequent exchange of such information. The more frequent the 
state information is exchanged, the more accurate the routing decisions are made. 
This regular update could lead to a huge signalling traffic overhead, which becomes 
a serious performance-affecting issue in large-scale networks. Furthermore, the 
network state maintained by nodes can become out of date if the state update 
interval is large relative to the time scale of traffic dynamics [46]. Another problem 
is that routing decisions are taken without considering the availability of resources, 
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which may result in forwarding flows over paths which are unable to support their 
requirements. Consequently this may lead to a considerable deterioration in 
performance as other paths with sufficient resources are left unutilized 
 
The inaccuracy of routing state information being exchanged can lead to imprecise 
routing decisions, which may cause the whole routing performance to deteriorate; 
such inaccuracy originates from one of the following sources [47]: 
 
 Network dynamics: Network state information keeps changing continuously as 
the network load and state vary with time; as a result, advertised information can be 
based on an average behaviour or is outdated. Advertising network state more 
frequently may not be possible, or at least not practical, as it introduces a huge 
overhead with respect to the real traffic. 
 
 Approximate calculation: In certain cases it is impossible to obtain the exact 
network state; in such cases approximation is used instead to get approximate 
values. This approximation may not reflect the exact state of the network; which in 
turn results in imprecise routing decisions. 
 
 Aggregation: Network state information is aggregated in hierarchical routing; 
nodes can have precise information about other nodes in the same group, but not 
about nodes in other groups. This causes inaccuracy about state information in 
remote nodes. 
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3.3.2 Alternatives to Global QoS Routing  
The problem of inaccurate state information has been researched and discussed in 
many papers and several proposals have been suggested to tackle it. In [37] Roch 
and Orda investigated the impact of inaccurate routing state information on the path 
selection process; QoS routing was considered with both a bandwidth guarantee 
and an end-to-end delay guarantee.  The goal was to find a feasible path that can 
most likely satisfy the QoS requirements in a probabilistic manner. It was shown 
that for a bandwidth guarantee the impact of inaccurate information is relatively 
minimal, and a good path can be found using a shortest-path algorithm. For the case 
of end-to-end delay, the impact of inaccuracies is great and complex, which makes 
the path selection process intractable. 
 
Lorenz and Orda [47] investigated the effects of uncertain state information on QoS 
routing with end-to-end delay requirements; they defined the routing problem and 
two variant problems named “optimal delay partition” and “optimally partitioned 
most probable”. The inaccuracy difficulties facing these routing problems were 
discussed in the context of shortest-path algorithms. The first problem was found to 
be intractable in the general case, but they could establish an efficient and exact 
solution for a wide range of probability distributions. For the second problem they 
could establish a near-optimal approximation solution based on dynamic 
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programming. The model proposed in their work attempts to maximize the 
probability of finding a feasible path, but not necessarily the optimal one. 
 
A flooding-based algorithm proposed by Shin-Chou [48] tries to establish real-time 
channels with end-to-end delay bound depending only on local state information at 
each node. The algorithm floods the network with request messages originating 
from the source node towards the destination node; intermediate nodes will forward 
a request message to an outgoing link if the accumulated delay so far plus the link 
delay is less than the QoS delay requirement. Duplicate messages that belong to the 
same connection request will be forwarded if they have less delay than the 
previously forwarded messages. As request messages propagate through the 
network, link resources are reserved and they will be released only when the flow is 
routed or the request messages are timed out. Such a mechanism introduces an 
over-reservation problem which is a major problem in many flooding-based routing 
algorithms. A modified bounded-flooding algorithm was later proposed by the 
same author to limit the flooding search space. The request messages are allowed 
only to travel through routes whose hop count is smaller than a pre-specified value. 
 
In [49] Chen and Nahrstedt proposed a ticket-based probing QoS routing scheme 
for dynamic networks with imprecise state information. Probes are sent toward the 
destination to find a feasible path that satisfies the QoS requirements. Simulation 
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showed that this scheme can tolerate a high degree of information imprecision and 
can find feasible paths with a high success ratio at low cost. This scheme is 
discussed in more detail in the subsequent sections.  
 
The first attempt to use an error control decoding technique in the context of QoS 
routing was proposed in [50] where Sinha and Woodward proposed a distributed 
depth first search algorithm based on Fano’s decoding technique to find an optimal 
path probabilistically. The algorithm performs a depth first search starting from the 
source node and includes all nodes in a sub-tree that are within a specific hop count 
from the source node, the reference node. If the search reaches a leaf node in the 
current sub-tree, a forward condition is evaluated. If the condition is satisfied, the 
connection request message is forwarded to the best leaf node and it becomes the 
new reference node; otherwise the search is returned back to the parent node. This 
search process continues until a feasible path is found satisfying the QoS 
requirement, or the search is returned to the source node indicating connection 
request failure. Simulation results showed the efficiency of this algorithm in terms 
of routing overhead and path finding success ratio. 
 
A novel QoS routing approach that does not require the exchange of global state 
information was proposed in [44] by Nelakudit, Tsang and Zhang. They showed 
through simulation that promising routing results can be achieved based only on 
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local state information available at individual nodes. This localized routing has 
shown many advantages over the conventional global QoS routing algorithms in 
regards to inaccuracy of network state information and the routing-associated 
overhead. Two algorithms with different functionalities were proposed in the same 
context to select feasible paths based only on locally collected information. This 
localized approach is the main focus of this thesis and is investigated thoroughly in 
the following chapters. 
 
3.3.3 Localized Routing 
The inherent scalability issues associated with global routing has motivated 
researchers to look for alternative approaches to deal with such issues. Localized 
QoS routing has been recently proposed as a promising alternative to the currently 
deployed global routing algorithms. In localized routing, routing decisions are taken 
solely based on locally collected statistics rather than maintaining a global view of 
the whole network. This approach significantly reduces the great overhead 
associated with maintaining up-to-date global-state information at each node.  
 
In localized QoS routing algorithms routing decisions are based completely on state 
information collected locally by each node. The source node tries to infer the 
network state based on the local flow feedbacks and chooses a path to forward the 
flow through. In localized routing algorithms, each node maintains a predetermined 
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set of candidate paths to each destination in the network. The candidate paths are 
selected initially before the start of the routing process and several methods have 
been proposed for selecting the candidate paths [51]. The selection method is a key 
issue in localized routing and has a significant impact on how the localized routing 
performs. More details about the candidate path selection methods are discussed 
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Figure 3.1 Global and localized approaches to routing 
 
Figure 3.1 shows a schematic diagram of localized routing compared to global 
routing. In global routing, the whole network state information is exchanged 
between all nodes, then routing is performed in the light of the availability of such 
information at each node. On the other hand, localized routing selects a set of 
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candidate paths first, then it is the task of the localized routing algorithm to choose 
a path from this set to route incoming traffic. Since there is no global state 
information required, each node measures the quality of each candidate path based 
on feedback collected locally. Routing depends only on the local “view” as seen by 
each node to select one of the candidate paths to route traffic and this local view 
changes as a result of the changing network conditions and loads, to achieve the 
best possible routing performance. As can be seen, there is a huge difference in the 
amount of state information that needs to be exchanged in global routing compared 
to localized routing. The routing overhead is considered minimal as there is no need 
for global-state information exchange. Moreover, routers do not need to keep 
routing state database as routing is performed locally, which reduces the storage 
space needed at nodes considerably [44]. 
 
3.3.4 Localized QoS Routing Algorithms  
The basic concept of localized routing is to have the source node to infer the 
network state based on feedback and statistics collected locally by the source node; 
routing decisions are then made using this localized view of the network. In 
localized routing, each node is required to maintain a predetermined set of 
candidate paths to each possible destination. On the arrival of a flow connection 
request, the flow is routed along one of these candidate paths with the most feasible 
path among the set being selected to route the flow. This section provides a 
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summary of the research that has been done so far in relation to the localized 
routing approach. 
 
 Dynamic Alternative Routing algorithm (DAR): DAR was the first attempt to 
use only local information to route traffic in telephone networks. In this scheme, 
when a new call is to be routed the source tries to use the direct-link to the 
destination; if the call cannot be routed along this link, then a preferred two-link 
path is used. If the call cannot be routed along this two-link path as well, another 
two-link path is selected. If the call routing is not successful, then the call is simply 
dropped. This routing scheme makes use of local feedback information regarding 
call acceptance and blockage to route new calls [52]. This scheme is similar to 
localized routing as localized routing maintains a candidate path set from which to 
choose a path; localized routing chooses the best path among this set, when it is 
insufficient to meet the flow QoS requirements, another path is selected depending 
on specific selection considerations. 
 
 Learning automata-based routing: Learning automata is a branch of adaptive 
control theory where an optimal solution is reached in a random environment [53]. 
Learning is achieved by interacting with the environment and its responses to 
certain actions; an automaton is presented with a set of actions to choose from; and 
based on the chosen action, the automaton is either rewarded or penalized. As the 
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automation process continues, the optimal solution is learnt by the system. The first 
application of learning automata to a routing problem was introduced by Narenda 
and Mars [53]. The principle of learning automata can be applied to the routing 
process as nodes can learn from previous routing attempts and from local feedback 
to make better routing decisions. A flow is routed along a path according to a 
certain probability, which is updated based on local flow acceptance and rejection 
feedback. 
 
 Cognitive Packet Networks (CPN): The CPN concept was proposed by 
Gelenbe [54] to exploit the network self-awareness framework. A self-aware 
network is a network that has the ability to observe its own behaviour using internal 
probing and measurement mechanisms, and to make effective autonomous use of 
these observations for self-management  [55]. CPN makes use of adaptive 
techniques to find routes satisfying traffic QoS requirements; routing decisions are 
taken based on observations by packets about the network and on the experience of 
other packets. Routing relies minimally on routers, because smart packets created 
by source nodes use learning techniques to discover routes. Self-learning 
incorporates the user QoS in the learning process so as to find the best feasible path 
capable of satisfying the user’s requirements. 
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CPN is a routing scheme that provides QoS routing and performs self-improvement 
in a distributed manner, by learning from the experience of smart packets, which 
gather QoS statistics and discover feasible routes. CPN utilizes three types of 
packets: Smart or cognitive packets, which search for routes based on a QoS-driven 
learning algorithm, acknowledgment packets, which bring back route information 
and network measurement data from successful smart packets, and dumb packets, 
which perform source routing. When a smart packet reaches a destination, an 
acknowledgment packet is created by the destination, which is sent back to the 
source node of the smart packet along the inverse route. As the acknowledgment 
packet traverses intermediate nodes, it updates routing databases within these nodes 
with route statistics. When it reaches the source node it provides source routing 
information for the dumb packets. Dumb packets of a specific QoS class use 
successful routes that have been selected by the smart packets of the same class 
service. 
 
 Proportional Sticky Routing (PSR): The PSR approach was the first practical 
attempt to deploy localized QoS routing [44]. In PSR, the source node uses locally 
collected statistics, such as the flow-blocking probability, to proportionally 
distribute the traffic among a set of candidate paths. The candidate paths are 
computed at the beginning and kept static while the path proportions are adjusted 
dynamically. Each source node maintains a set of candidate paths  ; paths are 
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either min-hop paths, shortest,      or alternative paths     , where          
      When routing a flow, a min-hop path is preferred over an alternative path; this 
limits the so called “knock-on” cascade effect that occurs when some nodes use 
alternative paths forcing other nodes, whose minhop paths share common links with 
these alternative paths, to also use alternative paths [52].  
 
PSR operates in two stages, the proportional flow routing and the computation of 
flow proportions. The routing process proceeds in cycles of a specific time and 
during these cycles each new flow is routed along a selected path from the 
candidate path set. This path is selected according to its specific proportions. At the 
end of each cycle, new proportions are computed for each path based on the 
blocking probability such that the proportion is inversely proportional to the 
observed blocking probability of this path. The newly computed proportions are 
then assigned to the candidate paths and used to route new incoming flows. 
 
For each source-destination pair with r candidate paths, the source node attempts to 
determine a set of path traffic proportions {α1, α2,…., αr) such that the network 
traffic blocking probability for all candidate paths are equalized {α1b1, α2b2,…. 
αrbr}. The blocking probability b of each path is calculated locally at the source 
node and the proportion α is adjusted accordingly. PSR intends to route more traffic 
along a path with a lower observed blocking probability. Although PSR showed 
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some promising results, especially in terms of network blocking probability, 
difficulties arise when dealing with non-Poisson or bursty traffic as the computation 
of flow proportions may not result in an accurate equalization of blocking 
probabilities for candidate paths. 
 
 Credit-Based Routing (CBR): CBR is the latest proposed localized QoS 
routing algorithm [56]. It uses a simple crediting scheme by rewarding paths upon 
flow acceptance and penalizing them upon rejection, hence the name. The credits 
accumulated by each path are then used as a quality measure to judge path 
feasibility to route the incoming flows.  The path with the largest credit among the 
candidate path set is chosen to route the flow. CBR keeps updating the path credits 
upon each routed flow depending on the blocking probability observed at each path 
by the source node. This constructive crediting scheme used in CBR demonstrated 
an improved performance compared to PSR. 
 
As in PSR, CBR maintains a predetermined set of candidate paths   between each 
source and destination pair. It also distinguishes between two types of paths, the 
min-hop paths      and the alternative paths     . This distinction is useful to 
prevent the knock-on effect as explained in [52]. Each path is assigned a value to 
store the accumulated credits computed from previous attempts to route flows 
through that path. CBR specifies two paths,     , which is the path with maximum 
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credit among the min-hop path set; and     , which is the path with maximum credit 
among the alternative path set. Upon a flow arrival, the flow is routed along       if 
                             , where     , is a system parameter that 
controls the usage of alternative paths. CBR uses a parameter MAX_CREDIT to 
limit the maximum credits that each path can accumulate. 
 
A path-blocking probability is calculated using a sliding window of size . The last 
  flow requests along the path are maintained in the window; a flow acceptance is 
represented with 1 while a rejection is represented with 0. Dividing the number of 
accumulated 0’s within the window by   gives an estimate of the path-blocking 
probability. The blocking probability of each path changes according to the 
acceptance or rejection of previous flows, which is used as a quality measure for 
the path.  
 
 Ticket-Based Probing algorithm (TBP): TBR is a distributed hop-by-hop 
routing algorithm that aims to find the least-cost path with bandwidth or delay 
constraints in the presence of imprecise end-to-end state information. The routing 
process is shared among all intermediate nodes; in this case nodes do not need to 
keep global state information. TBP works by searching multiple paths in parallel 
for the least-cost path that satisfies the QoS constraint. This algorithm does not 
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require nodes to keep a global image of the network and nodes can find feasible 
paths based on locally collected information [49]. 
 
The source node sends a fixed number of probe messages, each containing at least 
one ticket, toward the destination node searching for feasible paths and each probe 
is responsible for finding a path. When an intermediate node receives a probe, it 
checks its destination field and based on its state, it decides whether to split the 
probe and to which neighbour node it should be forwarded. Tickets are distributed 
by intermediate nodes based on the likelihood of finding a feasible path. A 
neighbouring node having less end-to-end cost to the destination should receive 
more tickets than other neighbouring nodes. Some nodes may not receive any 
tickets because the tickets have run out, or the node has an end-to-end cost that 
exceeds the QoS constraint. 
 
A probe keeps monitoring the cost of the path as it travels and updates its tickets 
about the path’s cost. When a ticket violates the QoS constraint, it is designated as 
an invalidated ticket but is still forwarded toward the destination. When all tickets 
arrive at the destination, the routing process terminates. A feasible path is found 
when one or more valid tickets reach the destination and the path with the least-cost 
ticket is selected to route the traffic. Upon receiving a valid probe, the destination 
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sends back an acknowledgment along the reverse path to reserve the required 
resources for the duration of the flow.  
 
3.3.5 Candidate Paths Selection Methods 
In most localized QoS routing algorithms each source node maintains a set of 
candidate paths to each possible destination [51]. This set is predetermined at the 
start of the network system. When a new flow is to be routed to a certain 
destination, the source node chooses one path from this set based on the locally 
collected information about each path in the set. The most feasible path in the set is 
chosen to route the flow. In order to achieve good routing performance, the 
candidate path set should be selected effectively as this has a great impact on how 
the whole routing process performs. Two issues are important when selecting the 
candidate paths. First, the number of paths to include in the candidate set; second, 
the method to select these paths. For the number of candidate paths, it is usually 
preferable to minimize it for several reasons. For each candidate path there is an 
added overhead resulting from establishing and maintaining each path, and as the 
number of candidate paths increases the overhead increases as well. As a general 
rule, the selection method should include shorter paths because selecting longer 
paths involves additional network resources and at the same time the selection 
method should attempt to balance the load across the network in order to enhance 
resource utilization [57].  
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Many methods have been proposed on how to choose good candidate paths based 
on three main factors: Path length, global resource balancing and shared links. 
These factors affect the selection process as follows [58]: 
 
 Path length: Generally shorter paths are preferred over longer paths as the flows 
need to travel fewer hops towards the desired destination. This is not always 
efficient as choosing a shorter path does not necessarily make it a better candidate 
path.   
 
 Global resource balancing: This factor should be carefully considered when 
choosing the candidate paths in order to balance the usage of all network resources 
and links. 
 
 Shared links: Shared links or partially disjoint paths are worth considering 
when choosing the candidate paths. This is due to the fact that when a shared link 
between two paths becomes congested, then both paths will be affected. As a 
general rule, choosing paths that are as disjoint as possible is a good idea when 
determining the candidate path set. 
 
From the above, we can say that a good path selection method should optimize the 
above factors with some sort of compromise to meet any specific requirements 
imposed by the specific localized routing algorithm being used. Usually the 
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candidate path set is selected at the beginning of the routing process, and then 
remains static while the paths’ properties and quality measures are adjusted 
dynamically according to the network traffic. The quality of a candidate path can be 
judged by routing some traffic along the path and then observing the feedback. A 
number of candidate path selection methods have been proposed in [59] and are 
summarized as follows: 
 
 Breadth First Search (BFS): This method selects the shortest paths between 
any source-destination pair; it uses a breadth search to find all minimum-hop paths, 
as well as some other paths within a specific extra path length. This method is 
simple and straightforward but it does not consider network load balancing and 
disjoint links. 
 
 Per-Pair (PP): This selection method finds the shortest paths between any 
source-destination pair with the minimum number of common links in the selected 
candidate paths. The selection process works by initially assigning the same weight, 
1, to all links and then uses the Dijkstra algorithm to find the first shortest path 
between a given source-destination pair. After finding the first path, the weight of 
all links along the selected path is increased and the same process, using the 
Dijkstra algorithm, is repeated until the specific number of candidate paths is 
reached. The reason for this repetition process, while increasing the link weights, is 
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to avoid using the same links that are already in the selected candidate path set and 
thus minimizing the number of common links. 
 
 Global Path (GP): The main goal of this selection method is to ensure that the 
load is evenly distributed among all network links. The selection starts by initially 
assigning the same weight, 1, to all network links, then in a round-robin fashion, all 
source-destination pairs are processed. For the first pair, a shortest path is selected 
using the Dijkstra algorithm, then the weights on the links along this path are 
increased. The same process is then performed for the second source-destination 
pair and so on for the other remaining pairs. Increasing the weights on the links 
belonging to the already selected paths will probably prevent them being selected in 
the future, which in turn will balance the load across all network links.  
 
 Hybrid Per-Pair/Global Path (PPGP): This method combines the benefits of 
both PP and GP; it first uses PP to select one shortest path for each source-
destination pair and include it in the candidate path set. Then it assigns weights to 
the links using GP to find other paths while balancing the load across the network. 
 
 PP with Global Tuning (PPGT): PPGT tries to achieve optimal global load 
balancing using different approaches. It first selects a set of candidate paths using 
PP but since PP does not consider global load balancing, some links may end up 
being more loaded than others. PPGT tries to remove the paths that use the most 
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loaded links. The process is then repeated until the number of candidate paths in the 
set reaches the target and no more paths can be removed. 
 
The selection methods mentioned above differ in the way they select candidate 
paths; BFS considers only path length. PP searches for the minimum length paths 
with fewer shared links. GP, PPGP and PPGT consider three criteria: minimum 
path length, reduction of shared links and network load balancing. Two parameters 
are incorporated in all methods: The maximum number of candidate paths between 
each source-destination pair and the extra path length. The first parameter specifies 
the upper limit of the number of paths that can be included in the candidate path set; 
while the second one limits the candidate paths to those whose length is equal to the 
minimum-hop length plus the extra path length parameter.    
 
3.4 Summary 
In conventional QoS routing some knowledge of global network state is essential 
for performing the path selection process. This knowledge can be obtained through 
frequent exchange of network state between nodes. Under this approach, which 
may be referred to as global QoS routing, each node maintains a view about the 
global network state and resources availability, and selects the feasible path to route 
incoming flows based on this view. Global QoS routing works well when each node 
has a reasonably accurate and complete view of the network state. However, as the 
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network state keeps changing with the traffic dynamics and the resource availability 
alters with time, maintaining an accurate view is impractical. In addition to the 
inaccuracy problem of global state information, frequent exchange of global 
information adds considerable routing overhead coupled with additive complexity 
to the path computation process. Localized routing was proposed as a promising 
approach which does not require nodes to exchange global state information. In this 
approach each node constructs its own view about the whole network based on 
statistics collected locally, which is then used to make routing decisions. 
 
In conclusion it can be said that all current QoS routing algorithms require 
exchange of link state information among network routers in order to take routing 
decisions. Based on collected information, source nodes can then find feasible paths 
for flows to destination nodes. Scaling QoS routing algorithms to large networks 
introduces more complexity and more overhead to the path finding process. 
Computation complexity reflects the dominating factor in the scalability of global 
QoS routing algorithms, which is a major performance criterion as it consumes 
much of the network computing resources in order to compute feasible paths. 
Another scalability factor that affects the performance of global QoS routing 
algorithms with large networks is the prohibitive communication overhead caused 
by frequent state updates. 
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In order for routing algorithms to eliminate these scalability problems, new 
schemes need to be utilized that perform well without introducing increased 
complexity at routers and without increased links communication overhead 
compared to the current routing algorithms. As an alternative to global QoS routing 
algorithms, localized QoS routing algorithms are proposed where no global state 
information exchange among network nodes is required. Localized QoS in contrast 
requires only local state information to be collected by source nodes to take routing 
decisions, which achieves more efficient routing performance and at the same time 
overcomes the abovementioned scalability obstacles. 
 
In this chapter an overview of global QoS routing has been presented along with 
examples of some well known QoS routing algorithms. The importance of the 
network state information has been discussed and the problems associated with 
maintaining a global network view at each node have been addressed. Some 
proposals to overcome these problems have been cited. A survey of some work 
related to localized routing has been presented; furthermore, some methods for 
selecting the candidate path set have been briefly mentioned. Localized routing, 
being the main concern of this thesis, will be discussed and investigated in more 
detail in the following chapters. 
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CHAPTER  4:  SIMULATION  DESIGN,  
MODELLING  AND  VALIDATION 
 
4.1 Introduction 
Communication systems are becoming larger and more complicated, containing 
many different components interacting in a complex manner. Evaluating the 
performance of such systems is a key step in the whole design process to ensure the 
success of these systems before actual deployment. Evaluation of communication 
systems is usually achieved using computer simulation tools, where the whole 
communication system is represented as a computer program that mimics the 
behaviour of the system in a realistic environment. Computer simulation evaluation 
is preferred over other evaluation approaches as it has many advantages as will be 
mentioned in the following section [60]. 
 
In this chapter a simulation model, along with a simulation environment, is 
designed, tested and validated. The model is used later in subsequent chapters to 
evaluate the performance of the proposed localized QoS routing algorithms. The 
model is built using the OMNeT++ simulation package, which is very well 
designed, modular and widely used for educational purposes [61]. The model 
represents the behaviour of the algorithms and provides the means to predict their 
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performance. In addition, the model can be used to compare the performance of the 
proposed algorithms against other well known algorithms under different scenarios. 
 
Routing algorithms vary in their performance according to the underlying network 
topologies, hence several network topologies are used in the simulation to show the 
effect of the network topology on the whole routing performance. Furthermore, 
many other parameters and factors are involved in the routing process, such as 
traffic dynamics and resource reservation policy; these parameters are investigated 
and simulated throughout the algorithm development process to show their 
significance for the routing algorithms.  Finally, to demonstrate the feasibility of the 
proposed routing algorithms, some performance metrics need to be considered as 
benchmarks to judge the efficiency of the proposed algorithms against other 
existing algorithms. In this thesis two performance metrics are used: the blocking 
probability and load balance. 
 
4.2 Networking Systems Modelling and Evaluation   
Modelling large-scale and complex networking systems is a fundamental issue that 
must be addressed and carried out in a very accurate and precise environment to 
reflect the exact behaviour of the intended system in realistic environments. With a 
view of assisting optimization and guiding the design of new networking 
technologies, accurate and efficient modelling can save time, effort and resources 
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throughout the development process. Networking system modelling has been 
widely practised with many tools and techniques to realistically model the intended 
system. 
 
4.2.1 Modelling and Evaluation Approaches   
In order to study the behaviour of a networking system and then assess its 
performance, a way to represent the system and evaluate its feasibility is required. 
This should be practical and efficient to conserve time and resources. There are 
usually three methods for networking system modelling and evaluation [60]: 
 
 Experimental measurements: This method is simple and straightforward to 
assess a system’s performance. It requires building a real, full-sized, functional 
system, then running the system normally and monitoring its actions and activities 
for the performance metrics. This method is rarely used as it is too expensive to 
implement and time-consuming, especially for large and complex systems. In 
addition, systems under development may not be available to be tested or evaluated. 
 
 Mathematical analysis: This is a mathematical representation of the whole 
system where the system’s functions and behaviour are represented and analysed by 
means of mathematical theories and equations. These equations represent the 
system performance measures as numerical parameters where they are analysed and 
evaluated according to the system being developed and its goals. Sometimes 
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mathematical models are too complicated and it is often impossible to find a 
solution for a real system due to the imprecision and approximation required and as 
a result this method is less widely used, especially for large complex systems. 
 
 Computer simulation: In this method the whole networking system is 
represented as a computer program, and then a simulation is performed using 
programming languages or specially designed simulation packages. The system 
model is written and built to represent the changes in the system state as function of 
time where all system inputs and outputs are monitored and recorded for final 
analysis and assessment. The system performance can be evaluated by running 
different simulation scenarios representing different network conditions and then 
evaluating the system responses to such changes in the system environment. 
Computer simulation is the most widely used method to model and evaluate 
networking systems as it is more efficient in terms of time and resources; this 
popularity has resulted from the fact that a system can be analysed and evaluated 
under different scenarios without the need to build a real functional system, which 
allows for optimization techniques to be applied easily throughout the development 
process. Moreover, the great advances in computer programming languages and 
computing power have made computer simulation a preferred choice for many 
researchers in many fields. 
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4.2.2 Computer Simulation Approach   
Computer modelling, simulation and evaluation have become a popular approach 
followed by many designers to develop more efficient networking systems. 
Simulating a system under different network conditions with a variety of scenarios 
helps in showing the strengths and weaknesses of the system, so the design can be 
reviewed for further improvements. System performance evaluation can be 
achieved by comparing the simulation results against the performance 
requirements. Once the system has been simulated, the collected results are 
analysed to evaluate the performance of the system in order to judge its feasibility 
in terms of efficiency, complexity and overall QoS required [62].  
 
In order to study a networking system using computer simulation, an abstraction of 
the system showing the system’s inter-modules, functionalities and requirements 
should be produced. The abstraction is then transformed into a computer program 
to be used in the simulation. The simulation typically goes through some specific 
steps to finally reach a complete and accurate model of the system. These steps can 
be summarized as follows [63]:  
 Problem identification 
 System functions and requirements 
 Model abstraction and specifications 
 Simulation tools and environment 
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 Model testing and validation 
 Comprehensive system simulation 
 Results collection and performance analysis 
 System modification and improvement, if required 
 
Figure 4.1 shows a simple flow chart for the simulation building process, where the 
complete system design process is illustrated starting from the system functional 















Figure 4.1:  Flowchart of the simulation building process 
 
4.2.3 Simulation of Routing Protocols 
The quality of the simulation model and tools greatly influences the quality of the 
evaluation methodology and, hence, the quality of the whole routing protocol 
design. The nature of the application domain of routing protocols makes their 
simulation a challenging task. There are many design issues involved throughout 
the whole development process, which have a great influence on the simulation 
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design process. These issues can degrade the routing performance if they are not 
addressed properly during the modelling and simulation. When simulating a new 
routing protocol, the simulation platform should be able to emulate the realistic 
environment and conditions in a controlled experimental manner. The simulation 
should be able to meet various criteria in order to produce reliable and accurate 
results for the developed protocols to be successful; some of these criteria are [64]: 
 The ability to simulate existing functional routing protocols in order to evaluate 
and validate the proposed protocols against them. 
 The simulation should be flexible with the capability to emulate a wide range of 
realistic network conditions, such as different network topologies and diverse 
traffic dynamics. 
 The simulation should address all possible network events, both internal and 
external, and respond to them properly according to the protocol specifications. 
 Collecting the simulation results and analysing them for performance 
comparison is the ultimate goal of the simulation, so the simulation should 
provide the appropriate tools and measures for this purpose. 
 
Routing protocols, being a network layer entity, reside within a complex 
communication infrastructure. They are built on top of other layers and they 
provide certain services for other layers as well. For this reason, there is mutual 
influence between routing protocols and other surrounding entities. The network’s 
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physical topology, for example, can affect the performance of the routing protocols. 
A good routing protocol should be designed to function comprehensively well 
regardless of the physical topology over which it runs. Another important issue that 
should be addressed when simulating routing protocols is the type of traffic; 
network traffic is usually unpredictable as it keeps changing continuously. Routing 
protocols should adapt to run well with different network traffic shapes without any 
decline in performance. Routing protocols’ design and simulation is generally an 
optimization problem, and there are many aspects involved that should be 
considered throughout the design process [65]. Some of these aspects are: 
 QoS requirements attainment  
 Scalability 
 Adaptability to network conditions 
 Fault-tolerance 
 Fairness and resource utilization 
 Simplicity and applicability 
 Correctness, stability and robustness 
 Optimality and efficiency. 
 
Most of the aforementioned aspects are self-explanatory, and sometimes it is 
difficult to optimize all of them at once. Designers tend to compromise these 
aspects in favour of more important criteria of the current design circumstances. 
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Usually a trade-off exists between these aspects as some may introduce a costly 
overhead to the overall network efficiency. The penalty of such an overhead should 
not exceed the achieved benefits for the protocol to be successful. 
 
4.3 OMNeT++ Simulation Platform 
Computer simulation platforms are invaluable tools for the performance 
investigation of communication networks. A well-built network model can help 
greatly in the process of developing and enhancing the networking protocols. A 
simulated system is represented as a collection of interacting events; a system event 
is the occurrence of a change in the system state as time advances. There are two 
types of computer simulation based on the system events timing: continuous and 
discrete. In continuous simulations, the system state variables change in a 
continuous way resulting in an infinite number of states; while in discrete 
simulations, the state variables change only at the discrete points in time at which 
system events are allowed to occur. Discrete event-driven simulation tools, such as 
OMNeT++, are widely used in the field of communication protocol design and 
analysis [61]. 
 
4.3.1 OMNeT++ Simulation Package 
OMNeT++ (Objective Modular Network Testbed) is a well-designed modular and 
open-source discrete-event simulation package which it is also available free for 
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educational purposes. It is a discrete-event simulation tool designed to simulate 
computer networks and communication systems. An OMNeT++ model consists of 
modules, either simple or compound, that communicate by passing messages along 
connections that represent links in real networks. Each entity in the network is 
represented by a module; modules can be nested and the simplest modules are 
written in C++ code. OMNeT++ is shipped with a rich library of classes that can be 
used and sub-classed to implement many networking related tasks [68]. 
 
There are several other computer simulation packages available such as OPNET, 
NS2 and GloMoSim, which have the same main features as OMNeT++. The choice 
of OMNeT++ was based on the attractive features it provides. OMNeT++ is a 
comprehensive development and simulation tool for communication systems and 
provides flexibility and efficiency in building detailed customized system models 
and carrying out various performance analyses. The essential features of 
OMNeT++ are: 
 It is free for educational purposes and no license is required. 
 It was mainly developed for simulating networking protocols and it is shipped 
with an extensive library of predefined networking entities and technologies that 
can be reused and modified according to specific simulation needs. 
 It is based on object orientation, which makes the design flexible and efficient. 
 The GUI (Graphical User Interface) is clear and straightforward to use. 
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 It comes with a variety of built-in supplementary analysis tools and probes for 
results collection and analysis. 
 It is well documented and there are a huge number of support groups available. 
 
An OMNeT++ model is built of several hierarchically nested modules. The top 
level module is called the system module, which in turn contains submodules. The 
nesting of submodules is not limited, which helps the designer to map the logical 
structure of the system being simulated. The modules’ structure is described using 
the OMNeT++ NED language. Modules communicate by passing messages, which 
can represent packets, frames or control signals. Modules connect to each other 
though bidirectional gates. Full details of the OMNeT++ simulation package can be 
found in [68]. An OMNeT++ simulation model consists of many components that 
interact with each other to perform the simulation tasks. These components are: 
 Simulation kernel library. 
 Network description language (NED). 
 Message definitions. 
 Modules implemented in C++. 
 
A simulation is a collection of system events that are maintained in a priority queue 
for execution by the simulation kernel. When a simulation is run, the following 
sequence of steps is carried out, as illustrated in Figure 4.2: 
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1) The system is initialized and values are assigned to the system parameters. 
2) The event scheduler checks the priority queue for the first event to execute. 
3) Control is passed to the corresponding event handler, which executes functions 
implied by the current event. 
4) The handler returns control to the scheduler and time is advanced. 
5) The scheduler checks for new events, if there are any. 
6) When all events are processed, the simulation is terminated and the results are 
obtained and analyzed. 
simulation start
model initialization
 and parameters 
assignment
time advances
control to current 
event handler












Figure 4.2:  Simulation execution steps 
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4.3.2 OMNeT++ Modelling and Simulation 
Modelling and simulation of networking systems using OMNeT++ follows a top-
bottom approach, where the top network model is built consisting of different 
network nodes with links connecting them. Network nodes are in turn composed of 
either compound or simple modules. Simple modules, called processes, are the very 
basic system elements; they can be grouped together or nested to form compound 
modules. Modules are usually designed to perform specific system functions or 
tasks [68]. The three different model levels are described briefly as follows: 
 
 Network model: This model is the top system level and it defines the network 
topology, which is comprised of nodes connected by links. The network model is 
assigned a set of parameters to control the system behaviour as a whole during the 
simulation. In cases of huge systems, the network model can be nested in a 
hierarchal way to simplify the complexity of the system. 
 
 Node model: Nodes represent network entities with specific functions, which 
can be connected with each other to form a network. A node consists of a collection 
of underlying connected modules representing the node’s functionality. A module 
can be any network entity such as an information source, router, processor or 
queue. These modules are able to deal with network messages according to the 
predefined procedures in the process models. 
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 Process model: Processes are the simplest models and are written in C++ code. 
They are represented as a finite-state machine describing the basic behaviour of the 
system modules according to the current event. When an event occurs, the 
simulation kernel passes control to the specific process intended to perform the 
required action. The process model responds to that event by transition from one 
state to another state and executing the designated procedures and functions. When 
there is no action to take, the process remains in an idle state waiting to be invoked 
again and control is returned to the simulation kernel. 
 
4.4 Simulation Components and Performance Metrics 
A major component in simulating routing protocols is how to model the underlying 
network topology and how to represent the dynamic network traffic. These factors 
play a significant role in the protocol’s performance; well-built simulation models 
add more realism to a protocol’s functionality and make their performance results 
more credible. Many modelling approaches have been proposed in the literature to 
try to capture the most important aspects of a network’s properties. In the 
following, these factors are addressed through an overview perspective and then the 
models used in the thesis are discussed thoroughly. 
 
Chapter 4                                                          Simulation Design, Modelling and Validation 
85 
 
4.4.1 Graph Model 
Network models play a vital role in assessing routing algorithms’ performance. Wei 
[69] showed that the effect of the average node degree on the traffic concentration 
can be up to 30% higher when the average node degree is increased from 3 to 8. 
Doar and Leslie [70] concluded that the efficiency of their multicasting algorithms 
was increased by up to twice using random graphs compared to hierarchical graphs. 
Many other studies have shown the considerable effect of the network model on the 
whole algorithm performance, and conclusions about efficiency and suitability of 
routing algorithms may vary significantly depending on the network model being 
used. As a result, one of the most important issues when simulating communication 
networks is how to model the actual underlying network accurately, taking into 
account the dynamic and random nature of nodes and links. 
 
Graphs are commonly used to represent the topology of networks. A crucial issue 
here is how close a graph model correlates with real network topologies where a 
good generated graph model is the one that accurately and precisely reflects the 
topological properties of real networks. A graph G(V,E) can be represented as a set 
of vertices V and a set of edges E. Throughout this thesis, we use the term “link” to 
indicate a graph edge and the term “node” for a graph vertex. Nodes actually 
represent network routers and links represent forwarding connectors between 
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nodes; hosts are not represented here as they play no role in the routing process. A 
graph model is characterized by several parameters such as [71]:  
 Network size: the number of nodes and links. 
 Network topology: the interconnection pattern between nodes. 
 Link parameters: such as bandwidth, delay and cost. 
 Node degree: the average number of outgoing links connected to the node. 
 Average path length: the average number of links composing paths across the 
whole network. 
 
Routing algorithms should be designed to be topology independent. However, 
network topologies have a considerable effect on the performance of routing 
algorithms. For this reason, researchers often use specific network topologies in 
order to standardize this issue among the research field and to make performance 
comparisons more relevant and precise. Network graph generators are commonly 
used to build realistic topologies for performance simulation and analysis. Such 
generators do not guarantee the production of an exact image of any real network 
but instead they merely intend to build network topologies that incorporate the 
fundamental characteristics of real networks. Various network topologies have been 
used in the literature [72]. In this thesis we consider some frequently referenced 
topologies in the literature; namely random, ISP and Torus. 
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 Random topology: The Random topology is widely used as a network model 
for the performance evaluation of routing protocols. There are a variety of random 
topologies proposed in the literature and all are based on an approach that places 
nodes randomly on a 2-dimentional plane and then considers each pair of nodes; a 
link is then added between the pair with probability p [72]. This basic approach 
does not resemble the structure of real networks, so other variables adjust the 
function used for link placement in an attempt to better embody the structure of real 
networks. A famous random graph model was proposed by Waxman [71] where 
nodes are uniformly distributed in the plane and links are added with probabilities 
depending on the distances between nodes. A probability that a link exists between 
nodes   and   is given by  (   )      (   ) (  ) where          (   ) 
is the distance between   and  , and   is the maximum possible distance between 
any two nodes in the plane. An increase in   increases the number of links in the 
graph, and an increase in   increases the ratio of long links to short ones.  
 
In our study, random topologies are built using the PSGen software, which is built 
on the top of the BRITE model [73], therefore supporting all the node and link 
configuration options provided by BRITE. BRITE is a parameterized, universal 
topology generator that can be used to model a variety of network topologies with 
many different network parameters. In our random model, nodes are placed 
randomly on the plane while links are connected using the Waxman link placement 
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probability. Two random topologies are employed for the purpose of assessing the 
performance of the proposed algorithms: RAND32 and RAND80, shown in Figures 




Figure 4.3:  RAND32 topology 
 




Figure 4.4:  RAND80 topology 
 
 ISP topology: The ISP topology is also widely used by the research community 
for the performance evaluation of different routing algorithms. It is a representative 
model of a typical Internet service provider and it has been used in many related 
studies [15, 49]. ISP is a modified version of the famous ANSNET topology [74] 
with more links added to increase connectivity. Figure 4.5 shows the ISP topology 
that will be used throughout the following chapters.  




Figure 4.5:  ISP topology 
 
 Regular topology: Regular graphs are also popular in routing algorithm 
evaluation studies. They are also known for their symmetric structure where all 
nodes have the same node degree. Although regular topologies are hard to find in 
real networks, they are after used to test some routing characteristics, i.e. to study 
the effect of node degree on the path selection. The Torus topology is a well-known 
type of regular graph and it is widely used in the routing literature [75]. Figure 4.6 
is representative of Torus topology to be used in this thesis. Table 4.1 shows the 
main characteristics of the different topologies used throughout this thesis. 
 




Figure 4.6:  16-node Torus topology 
 
Topology Nodes Links Avg. Node  Degree Avg. Path Length 
RAND32 32 122 3.812 2.415 
RAND80 80 480 6 3.008 
ISP 32 108 3.375 3.177 
Torus 49 196 4 3.5 
 
Table 4.1: Different topologies characteristics 
 
4.4.2 Traffic Model 
For the whole simulation process to be credible and optimal, all involved models 
should be represented as realistically as possible. Traffic modelling is a key aspect 
in simulating networking algorithms as estimating the network traffic and selecting 
an appropriate traffic model are critical to the evaluation credibility of the algorithm 
being simulated [76]. In the simulation development of routing algorithms, there is 
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a need for an accurate and realistic model for the random user requests for network 
resources. Usually traffic generating models can be represented in three levels [77]: 
 
 Session level: Also called the flow level in which all arrivals from all users 
request the use of certain network resources; these arrivals are dealt with on a 
per arrival basis. 
 
 Application level: The arrival of user requests are defined and categorized 
according to the required application. Each application has its own traffic 
request characteristics that should be met accordingly. 
 
 Packet level: Is the most basic traffic level in which packets are generated and 
are processed by the network individually according to their corresponding 
application. 
  
Traffic modelling usually consists of a sequence of user requests where each 
request specifies its source, its destination, its QoS requirements and its duration. In 
communication systems’ literature, user arrivals are widely represented as a 
Poisson process [43, 58, 77]. Following this, the traffic model in this thesis is 
represented at the flow level where each flow represents a single user request with 
specific QoS requirements.  Flow arrivals are modelled as a Poisson process with 
the duration being exponentially distributed; source and destination nodes are 
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selected randomly. Some recent studies [78-79] have suggested that the Poisson 
model is not appropriate for accurately representing the bursty behaviour of real 
network traffic as this may lead to severe underestimation of flow delays. A good 
alternative model that would generate a better resemblance to some real traffic is 
one with heavy tail distributions, such as the Weibull distribution. Both Poisson and 
bursty models will be addressed and their effects on the routing performance will 
be discussed throughout the following chapters. 
 
4.4.3 Performance Metrics 
The main goal of any QoS routing algorithm is efficient utilization of network 
resources while ensuring meeting the QoS constraints. In routing algorithms with 
bandwidth guarantee, a flow is accepted only if the requested bandwidth is 
available along the selected path. Once a flow is accepted, the requested bandwidth 
is reserved for the duration of the flow and the flow is guaranteed to be transported. 
Hence under this bandwidth guarantee scheme, a flow may be rejected only at the 
setup time. For flow level routing, the objective is then to maximize the number of 
accepted flows; in other words minimize the number or rejected or blocked flows. 
Thus, a sensible performance measure of QoS routing algorithms is the overall flow 
blocking probability. It is computed as the ratio of the number of blocked flows 
over the total number of attempted flows. 
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Although blocking probability is considered as an indicative measure for algorithm 
performance, there are other measures that can be used as well. Load balancing is 
another important measure; its primary objective is to utilize the network resources 
as efficiently as possible. Utilizing network resources efficiently reduces the risk of 
network congestion where some resources become heavily used while other 
remains underutilized; this results in poor performance for the whole routing 
algorithm. In addition to this load balancing should result in less flows blockage. In 
order to achieve an effective load balancing across the network, routing algorithms 
should be designed to fairly distribute incoming traffic among available routes. 
Load balancing should be considered carefully as it may cause inefficient resource 
usage optimization; an example is when selecting longer paths to avoid congested 
links, more resources will be used. Hence, some sort of compromisation should be 
sought between load balancing and optimal resource utilization [80]. One way to 
measure the network load balancing is the fairness index. The well-known Jain’s 
fairness index is used as a load balancing measure in this thesis. It was originally 
developed to measure the fairness of resource allocation strategies, and it is widely 
used as it is scale independent. It is bounded by zero and one, where zero means 
complete unfairness and one means complete fairness [81]. An index value of zero 
can only be theoretically attained if the number of entities to be balanced tends to 
infinity. For example, when    , where   is the number of links in the network 
over which the load needs to be balanced. 
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4.5 Simulation Design, Testing and Validation 
Simulation is the final and most important step in the design and development 
pathway of routing protocols. Simulating a routing algorithm with different 
network scenarios and configurations shows the pros and cons of the algorithm with 
respect to certain aspects; consequently the design can be improved and altered to 
meet specific QoS requirements. At the end of the simulation runs, the results will 
be analysed and evaluated to determine the algorithm’s applicability, and 
performance will be judged on the efficiency and the QoS level provided. The 
reason for developing our simulation model is to facilitate the study and evaluation 
of different localized routing algorithms. The proposed algorithms in this thesis are 
modelled, tested, validated and compared against other existing routing algorithms 
to show the improvement gains in terms of different performance metrics. The 
methodology and the steps followed in the design, implementation and evaluation 
of the simulation are discussed in detail in this section. 
 
4.5.1 Simulation Structure 
Simulation functions are built as modules that interact with each other to perform 
the routing process according to the algorithm description. Figure 4.7 shows the 
functional structure of the simulation model; functions that perform the same tasks 
are depicted as one module in the figure. The explanation for these different 
modules is give below: 
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 Simulation initialization and topology setup: In this module the initialization 
steps required to start the simulation are carried out; such as topology construction 
and link assignment. Topologies are read from the NED file and then link 
parameters, such as capacities and costs, are assigned. Different simulation 
parameters are also assigned at this stage, including global simulation parameters; 
i.e. simulation time, and other specific parameters for each algorithm. 
 
 Routing table building: Routing tables are constructed at each node where the 
paths along with their qualities to all other nodes are kept updated. Routing tables 
are built in this module before the simulation begins, but the path qualities are kept 
updated throughout the simulation run. 
 
 Candidate path set selection: This step is vital in all localized routing 
algorithms where a set of candidate paths are selected between each source-
destination pair. Dijkstra’s algorithm is used to find the shortest path between a 
source-destination pair, then all paths between this pair whose length is equal to the 
shortest distance or one hop more are included in the set. 
 
 Traffic generation: In this module the network traffic is generated according to 
the simulation configuration. Traffic is represented as a sequence of a 
predetermined number of flow requests; these request arrivals are modelled 
according to a specific distribution that resembles the network traffic pattern. Other 
Chapter 4                                                          Simulation Design, Modelling and Validation 
97 
 
flow characteristics are also specified at this module, such as flow duration, QoS 
requirements and the source-destination pair. 
 
 Routing path computation: This is the core module where the best path in the 
candidate set is chosen to route incoming flows according to the algorithm 
functionality. When the chosen path has sufficient resources to accommodate the 
flow QoS constraint, a flow is declared successful, otherwise the flow has failed. 
 
 Connection setup: Once a feasible path is chosen to route an incoming flow, 
this module invokes the signalling system to reserve the required resources for the 
duration of the flow. 
 
 Signalling and resource reservation: This module represents an independent 
signalling and control mechanism for all network resources and links. It is 
responsible for admission control and for various network status updates. 
Furthermore, it sets up routing paths, maintaining them for the flow duration and 
finally releases the reserved resources. 
 
 Localized state collection: Local statistics resulting from a node’s attempts to 
route traffic are collected by this module. These flow statistics, such as flow 
acceptance or rejection, are utilized by the same source node to judge the quality of 
the path, which will be used for later flow requests. 
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 Simulation results collection: Different simulation results are collected by this 
module; it keeps records of specific QoS metrics to evaluate the algorithm’s 
performance at the end of the simulation. Probes are used to record different 



















Figure 4.7:  Simulation model functional structure 
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4.5.2 Simulation Environment and Setup 
Different network topologies with different characteristics are simulated to test the 
performance of the proposed algorithms. The simulation model settings are taken 
from a previous work by Alabbad [56]. The settings are left unchanged in order to 
achieve a precise performance comparison. The network topology remains fixed 
during the simulation runs and all links are bidirectional with a capacity of 150 
bandwidth units. New flows are generated with a Poisson process, and the 
destination node is selected randomly. The bandwidth requested by each flow is 
chosen uniformly within the interval [0.1 – 2]. All experimental results in this thesis 
are based on 2 million connection requests (flow arrivals) and the results are 
collected after the first 200,000 connection requests to allow a steady state to be 
reached. Each experiment was repeated 10 times with a 95% confidence interval 
being computed for all simulation results. It was found that most of the confidence 
intervals were tight so as not to be visible in the performance graphs. According to 
[82] the network load can be expressed as:    (    ) (   ) where λ is the flow 
arrival rate,   is the number of nodes in the network,   is the average bandwidth 
requested by a flow,   is the average path length in hops across all source-
destination pairs,     is the flow holding time,   is the number of links in the 
network and, finally,   is the bandwidth capacity of an individual link. The 
simulation is run for different load values from a very lightly loaded network to a 
network with very high loads.  
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4.5.3 Simulation Testing and Validation 
The credibility and reliability of any simulation results depend greatly on the 
validity of the simulated model; therefore testing and validation are considered very 
crucial throughout the simulation process. There are usually two kinds of testing 
that should be carried out before any simulation results can be collected and 
evaluated; these tests are verification and validation. Verification testing, 
sometimes called conformance, checks the model design against the algorithm 
description and specifications. This can be achieved by applying certain inputs and 
expecting predetermined output consistent with the algorithm specifications. 
Verification testing is an objective way to evaluate routing algorithms by ensuring 
the presence of the intended routing characteristics, and assuring full compliance 
with the algorithm standards [67]. 
 
On the other hand, validation is about gaining confidence that the simulated model 
represents the algorithm which was intended to be modelled with adequate 
accuracy [83]. In other words, model validation is the process of determining to 
what extent the model can capture the intended algorithm behaviour. Validation can 
be achieved by comparing the model simulated results with well known credible 
results, provided that the simulations are run under the same simulation 
environment and configuration with the same inputs. If the results match, this gives 
confidence that the simulation model is behaving correctly and so adequately 
represents the intended algorithm. 
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Since OMNeT++ has been widely used for long time, we assume that the 
OMNeT++ simulation kernel and the provided functionalities are properly 
validated [61, 68]. Some validation steps are carried out to validate the simulation 
model for both localized and global routing algorithms. The standard global routing 
algorithm WSP and the localized routing algorithm CBR are used for the purpose 
of our simulation model validation. Both algorithms were designed, implemented 
and run using our simulation model. Under the same simulation parameters and 
configurations, the results obtained were then compared to the corresponding 
results validated in previous studies and publications. The validation criteria used 
here is the network flow blocking probability; the blocking probabilities for both 
algorithms are computed and plotted against different network load values. For 
WSP, the results obtained were compared to those published in [44], and for the 
CBR, the model results were compared to the results in [56]. Figures 4.8 and 4.9 
show the results obtained by simulating our model for both RAND80 and ISP 
topologies. Comparing both results, the simulated and the original ones, we can see 
that they are almost the same, which suggests our model is valid and fit for purpose.        




a) Simulated and verified results 
 
 b)  Original results taken from (44, 56) 


































a) Simulated and verified results 
 
b) Original results taken from (44.56 ) 
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Another verification and validation means, which was of great help during the 
simulation design and development, was the OMNeT++ visualization tool. This 
tool allows visualizing the traffic dynamics and the flow routing process in slow 
animation. Running the simulation with simple networks and traffics while 
visualizing the routing process helps in debugging and validating the algorithms. 
Figure 4.10 is a screen snapshot of a simulated network showing the ease in 
inspecting different network parts and statistics while the simulation is running.  
 
Figure 4.10:  OMNeT++ screen snapshot 
 
4.6 Summary 
Computer modelling and simulation complement the mathematical analysis and the 
experimental methods for performance investigation of communication networks. 
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A well built network model can help greatly in the process of developing and 
enhancing routing protocols. OMNeT++ is a discrete-event simulation platform that 
is widely used in the field of communication protocols design and analysis. 
Efficient and well-built simulation models go through specific steps that start with 
the model description and specifications, then a simulation model is implemented 
and different kinds of tests and experiments are run for validation and verification 
purposes. Finally, performance evaluation of the simulated model is carried out by 
collecting and analysing the results. 
 
In this chapter an overview of computer simulation and its advantages has been 
presented and the basics of computer modelling have been discussed along with the 
proper steps towards developing well-built simulation models. OMNeT++ has been 
chosen as the simulation package to be used throughout this thesis for studying and 
evaluating different routing algorithms. Other elements of the simulation, such as 
the graph and traffic models, have been discussed and different graph and traffic 
models have been mentioned. At the end of this chapter we have developed a 
parameterized simulation model based on the OMNeT++ platform for the purpose 
of evaluating the algorithms proposed in the following chapters. The model was 
tested against well-known published results to demonstrate its validity and 
applicability. 
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CHAPTER 5:  LOCALIZED  SOURCE  QOS 
ROUTING WITH  BANDWIDTH  GUARANTEES 
 
5.1 Introduction 
One of the main obstacles encountered when developing routing algorithms is the 
scalability issue. As network size grows, maintaining accurate and up to date state 
information becomes infeasible. Localized QoS routing has been proposed recently 
to overcome the problems associated with global routing by significantly reducing 
the overheads associated with maintaining global state information, which in turn 
improves the overall routing performance. Two localized routing algorithms have 
been presented in the previous chapters, where the authors have tried to tackle this 
problem using different approaches.  
 
In this chapter we propose two new localized source routing algorithms called 
Localized QoS routing based on link Blocking Probability (LBP) and Localized 
QoS Routing based on link Residual Bandwidth (LRB); both algorithms rely on the 
average link blocking probability and average link residual bandwidth, respectively, 
rather than the paths. Unlike PSR and CBR that both monitor path statistics to take 
routing decisions, LBP and LRB monitor the individual link statistics of each path 
to judge the path’s quality. We compare the performance of our algorithms against 
other existing localized routing algorithms and against the contemporary global 
Chapter 5                                  Localized Source QoS Routing with Bandwidth Guarantees 
107 
 
routing algorithm, the WSP. With the aid of simulations, we show that the proposed 
algorithms outperform the others in terms of the overall network blocking 
probability. 
 
5.2 Source QoS Routing with Global State Information 
5.2.1 Source QoS Routing Strategy 
Source routing is a routing strategy where the source node computes the entire 
routing path locally based on the global state information available at the source 
node. There are two factors that seriously impact the performance and efficiency of 
source routing. The first is the triggering policy for network state updates, i.e. when 
should a node decide to inform the rest of the network about changes in the state of 
one or more of its links? The second factor is the content of the updates, which 
refers to the scope of update messages and the type of metrics advertised by nodes 
[41]. Some trade-off exists between the above two factors and the overhead added 
by the update messages, which should be compromised in favour of better routing 
performance. Source routing has several problems. First, there is a need to maintain 
global state information at each node, which makes communication overheads 
excessively high for large-scale networks. Second, the inaccuracies of advertised 
link state information may result in inaccurate routing decisions. Third, the amount 
of computation required at the source node is high, especially when multiple 
constraints are involved [10, 84]. In summary, source routing has a scalability 
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problem as it is impractical for any single node to have access to detailed state 
information about all nodes and all links in a large network. 
 
5.2.2 Bandwidth-Constrained QoS Routing with Global State 
Information 
QoS routing is a routing scheme that considers the quality of service requirements 
for traffic flows when making routing decisions. As opposed to best-effort routing, 
which only considers the path hop count, QoS routing guarantees to find a feasible 
path that satisfies the flow QoS requirements. One of the fundamental routing 
problems is the link-constrained routing problem, which tries to find a path whose 
bottleneck satisfies given criteria [80]. A bandwidth-constrained routing problem 
tries to find a path whose bottleneck link can support the given bandwidth. The 
bandwidth-constrained routing problem is the most addressed routing problem, as 
bandwidth is the most widely considered routing metric [14]. 
 
Being a concave metric, bandwidth-constrained routing can be handled by topology 
pruning, where the links that do not meet the required QoS constraint are deleted 
from the topology. This will guarantee that any path found in the pruned topology 
satisfies the flow QoS constraint. Both the WSP and SWP algorithms use pruning 
to find a feasible path satisfying the bandwidth QoS requirements, where the width 
of a path is represented by the residual bandwidth. The bandwidth-constrained 
routing problem can be solved by a slightly modified Dijkstra’s algorithm or 
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Bellman–Ford algorithm; it can be reduced to a bandwidth-optimization routing 
problem and then solved in polynomial time [4]. Consequently, each node needs to 
maintain an up-to-date global network state in order to make accurate routing 
decisions. The maintenance of global-state information at each node introduces 
significant overheads. Moreover, the staleness of global state information may 
result in inaccurate routing decisions. The problem of maintaining global state 
information worsens significantly as the network size gets large [37]. This 
scalability issue calls for other routing methods that are less dependent on global 
state information. 
 
5.2.3 QoS Routing with Admission Control and Resource 
Reservation 
One of main objectives of QoS routing is to achieve better network utilization; this 
runs counter to the goal of finding the best path that can accommodate the QoS 
requirements of a flow. In highly loaded networks, the only paths able to satisfy the 
requested QoS constraints may be longer than the shortest paths. When traffic is 
routed along these longer paths, the flows contribute to the congestion of the 
network leading to more flows being blocked in the future. Moreover, admitting a 
flow to the network should not jeopardize any existing flows across the network. 
This calls for the use of network admission control to ensure that the path selected 
does not use so much of the network’s resources in a way that the entire routing 
efficiency declines, nor should it violate the QoS constraints of any existing flows. 
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Flow admission control is a process that determines whether a network has 
sufficient resources to satisfy the QoS requirements for a flow. Flow admission 
control is typically applied by each node in the path during the flow setup to check 
the local resource availability. There are many techniques for employing flow 
admission control within the routing algorithm. In this thesis, a simple, yet 
effective, mechanism is used for this purpose. As the setup message travels along 
the path, it checks the residual bandwidth of the next outgoing link at each 
intermediate node, to see whether it can accommodate the flow’s requested 
bandwidth. If the following link has sufficient residual bandwidth, the setup 
message is forwarded to the next node and the admission control test is repeated 
until the destination node is reached. 
 
Resource reservation and QoS routing are independent mechanisms that 
complement each other. While resource reservation provides a method for 
requesting and reserving network resources, it is not involved in determining if a 
feasible path has adequate resources to satisfy the requested QoS. QoS routing can 
find a feasible path for flows requiring QoS guarantees, but it cannot ensure that the 
selected path will remain feasible for the duration of the flow [85]. Combining QoS 
routing with a form of resource reservation provides complete control over the 
selected path and the involved resources in a way that satisfies the flow QoS 
constraints during the whole flow duration. The most widely used resource 
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reservation protocol is RSVP [31]. The operation of any resource reservation 
mechanism, including RSVP, depends on exchanging control messages along the 
selected path to reserve and release resources. In this thesis the resource reservation 
technique is based on two messages, reserve and release. A reserve message is 
encapsulated within the setup message sent by the source node looking for a 
feasible path capable of satisfying the flow QoS requirements. The release message 
is sent by the source node when the flow duration times out; it is sent along the 
same selected path to release previously reserved resources.  
 
5.3 Localized Bandwidth-Constrained QoS Routing 
Algorithms 
5.3.1 Overview and Motivations 
The integral scalability problems associated with maintaining a global network 
view at each node have motivated researchers to look for alternative methods to 
find feasible paths to route incoming flows. These solutions should be scalable 
enough to cope with the complexity and the dynamics of large networks. Localized 
routing has been shown to be a viable alternative to global routing [40, 58]. It was 
first applied to telephone networks, and then its application was extended to data 
networks. The previous works by [44, 56] have shown considerable routing 
performance improvement achieved by localized routing schemes compared to the 
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global routing ones. These promising outcomes have motivated us to research 
thoroughly in the field of localized routing.  
 
Although CBR had shown better performance against PSR and WSP [75], the 
crediting mechanism used in CBR to judge the quality of paths is not clearly 
justified. An obvious and straightforward means to judge the quality of paths is to 
use the performance metric of interest directly in order to give a better evaluation of 
the goodness of individual paths. The overall blocking probability is the main 
performance measure used with the proposed algorithms, so using the same 
measure should yield a more precise judgment about the quality of paths. 
 
 5.3.2 Problem Setting and Assumptions 
In order to guarantee a QoS level in a network, the routing algorithm should route 
requested traffic from sources to intended destinations provided that the QoS 
constraints are satisfied. The routing process usually involves selecting a feasible 
path for each flow, performing admission control to check resource availability and 
finally reserving the required bandwidth along the selected path for the duration of 
the flow. The main task of any localized routing algorithm is to efficiently 
distribute the incoming flows among the predetermined candidate paths. This is 
achieved by choosing the most current feasible path to route the incoming flow 
towards the intended destination. The source node can judge the quality of a path 
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by observing the local feedback resulting from previous flows and collecting the 
statistics that indicate how good this path is. As the network state is changing 
continuously according to the offered traffic, the path statistics keep changing as 
well; this means that each path quality must adapt dynamically to reflect the 
goodness of the path. 
 
 Bandwidth guarantee: Different applications require different QoS constraints; 
some applications require a specific delay to be met, some specify certain 
throughputs while others demand guaranteed bandwidth for arriving flows. It is the 
role of the routing algorithm to satisfy these requirements so the network QoS level 
can be assured. Network resource management is a complex task that should be 
designed efficiently in order to provide both guaranteed QoS routing and optimal 
resource utilization. In the proposed algorithms, we assume that applications 
require a single QoS metric, the bandwidth. Each incoming flow requires a certain 
amount of residual bandwidth to be available for the flow to be admitted to the 
network. If that amount of bandwidth is available along the selected path, the flow 
is considered accepted and the QoS level is satisfied. In some cases applications 
may require multiple QoS metrics, i.e. bandwidth and delay; however at this initial 
stage of development, considering only a single metric simplifies the design 
complexity and focuses the effort towards establishing a solid base for further 
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improved localized routing algorithms. The QoS delay metric is considered and 
discussed in chapter seven.  
 
 Source routing: Under source routing, a source node selects an explicit path to 
the destination for each incoming flow. Upon the arrival of a new flow, the source 
node selects a path among the candidate path set that is likely to satisfy the 
requested QoS. The selection process depends on the quality measure associated 
with each path. Each source node evaluates the qualities of all its candidate paths 
based on its local view of the network and based on feedbacks from previous 
attempts to route traffic. The proposed algorithms are based on source strategy, 
where the path selection process is performed within the source node. 
 
 Assumptions: When developing a new localized routing algorithm, there are 
two design issues that should be addressed and taken into account. First, a selection 
method should be decided to specify a set of candidate paths between each source 
and destination pair. Second, an evaluation procedure should be developed to judge 
the quality of each path within the candidate set based on locally collected statistics 
and feedback. Different procedures have been proposed for PSR [44] and CBR [56] 
to choose a path from the candidate path set to route incoming flows. A quality 
parameter is assigned to each individual path, then the parameters of all paths in the 
set are compared and the path with the best parameter is chosen to route the 
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incoming flow. The key to achieve a better localized routing performance is to 
optimize the above two design issues in the best possible way. As mentioned 
before, the first issue is outside the scope of this thesis so the second one is the 
main issue investigated. 
 
Several assumptions were made while developing LBP and LRB; these 
assumptions are to simplify the work and serve as a base for further enhancements 
to the algorithms. These assumptions are: 
• The blocking probability or the residual bandwidth of a link is used to evaluate 
the actual quality of candidate paths. The blocking probability of a link is 
calculated as the number of blocked flows over the number of total flows routed 
along it. 
• Blocking occurs when a link does not have enough residual bandwidth to route an 
incoming flow. 
• We assume that all network links are stable and there is a separate mechanism for 
signalling and resource reservation which is responsible for setting up, 
maintaining and tearing down connections over the chosen path. 
• In order to compare the performance of our algorithm to the previous work, we 
use the same candidate-path selection method used in PSR and CBR. 
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5.3.3 Algorithms Description 
 Localized QoS routing based on link Blocking Probability (LBP): 
The LBP is a source based localized routing algorithm where the source node takes 
the routing decision. Although LBP shares the general functional frame of previous 
localized algorithms, it differs because it is based on link quality rather than path 
quality. LBP can judge the quality of a path by measuring the quality of all links 
constituting this path. The quality of each individual link is computed as the 
average blocking probability of all flow attempts along this link. Each node 
maintains the blocking probabilities of its entire outgoing links which are computed 
as the total number of blocked flows over the total number of flows attempted 
through a particular link. A sliding window keeps track of recent flows accepted 
and rejected at each outgoing link, which is then used to calculate the link-blocking 
probability at any time when requested. 
 
As with all other localized routing algorithms, each source-destination pair needs to 
maintain a predefined set of candidate paths. The candidate-path selection method 
used in this algorithm is the same as the one applied in PSR and CBR. This makes 
the performance comparison more precise and directs the enhancement effort 
towards one issue, which is finding a better way to judge the path qualities rather 
than selecting the best candidate-path set. The method used in this work includes all 
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paths between each source-destination pair whose hop length is equal to the minhop 
or to (minhop + 1). 
 
 Localized QoS routing based on link Residual Bandwidth (LRB): 
LRB operates in a very similar way to LBP, the only difference is that LRB is 
based on link residual bandwidth rather than link blocking probability. It shares 
almost the same data structures, control messages and routing mechanism as LBP; 
only slight variations are required in order to deal with bandwidth rather than 
blocking probability. LBP was initially proposed to match the same path selection 
criteria as both PSR and CBR, i.e. the blocking probability. Blocking probability 
does not represent the actual quality of paths, hence LRB was developed so as to be 
based on the actual routing metric, i.e. bandwidth, since intuitively this should 
represent a more accurate quality measure of the candidate paths. 
 
 Data structure: Each node maintains a static set of candidate paths, R, to each 
other node in the network. Each candidate path, P, within R is assigned a quality 
measure     or     for both LBP and LRB, respectively. The quality measure of a 
path is updated continuously with every routing attempt through this path, 
regardless of whether the routing attempt is successful or not. Each node maintains 
a quality vector   of size  , where   is the number of outgoing links at that node. 
The vector entry    contains a sliding window array of size   to store the most 
Chapter 5                                  Localized Source QoS Routing with Bandwidth Guarantees 
118 
 
recent   quality values of the outgoing link  . This entry, based on previous 
attempts, indicates how good the link is for routing incoming flows. In LBP, the 
   array values are either zero or one; where zero indicates a link blocking and one 
indicates a link acceptance. A    value of zero indicates no blockings have been 
encountered through this link in the last   routing attempts, and a    value of one 
indicates that all flow attempts through this link were blocked. For LRB, the 
   array values ranges between zero and C, where C is the link capacity. A value of 
zero means that the link is fully occupied and no residual bandwidth is left for new 
flows, while a value of C means that the link is not used by any flow. It should be 
noticed that    is the average value computed based on the last   link values 
collected with each flow attempt along the link. 
 
The Residual Bandwidth (   ) of a link is the link bandwidth capacity (C) minus 
the total bandwidth used by all individual flows using that link. If we assume that 
   is the bandwidth assigned to flow j, then     can be defined as in (5.1). 
      ∑   
 
                       (5.1) 
where the link is currently used by a total of J flows. Link    is considered eligible 
if it has sufficient residual bandwidth to satisfy a new flow request R, and must 
therefore satisfy the equation in (5.2). 
                  (  )  (  ∑      )
 
    (      )         (5.2) 
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 Messages: Different types of control messages are required by the proposed 
algorithms; these are setup, success, fail and release messages. A new setup 
message is created when a new flow arrives at the source node; it is then filled with 
the destination address, the flow QoS constraint and the candidate path it should 
travel along, and then sent towards the destination. As the setup message goes 
along the path, it checks that the subsequent links have sufficient residual 
bandwidth to satisfy the flow QoS constraint. When the setup message arrives at its 
destination indicating that all links along the path can accommodate the requested 
bandwidth, the setup message is converted to a success message and sent back 
along the same candidate path to the source node. However, if one of the links 
along the selected path does not have sufficient residual bandwidth, the flow is 
declared blocked and the setup message is converted to a fail message. Once the 
source node receives the success message, the required bandwidth fraction of the 
selected path is reserved for the duration of the flow. A release message is created 
and sent by the source node after the flow duration times out to release the reserved 
bandwidth along the path. The different types of messages employed within both 
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Message Type Task 
Setup 
searching for a routing path and then checking its feasibility to 
satisfy the flow requirements 
Success 
positive acknowledgment to the source node indicating successful 
setup of the routing path 
Fail 
negative acknowledgment to the source node indicating failure in 
setting up the routing path 
Release 
releasing reserved resources, i.e. links along the selected path, 
after the flow duration times out 
Table 5.1: Different messages types 
 
 Routing mechanism: Bandwidth is a concave metric, where the path capacity 
depends on the capacity of the bottleneck link along the path. Consequently, LBP 
and LRB rely on the average blocking probability and average residual bandwidth, 
respectively, of the bottleneck link in order to take routing decisions. In contrast to 
PSR and CBR, which perform routing based on the path’s blocking probability, the 
proposed algorithms use a more precise method by monitoring individual link 
statistics. Upon a flow arrival, the source node initiates a setup message to travel 
along the chosen path checking the available residual bandwidth to determine if it is 
sufficient to admit the new flow. For LBP, as the setup message traverses the links 
along the selected path, it records the blocking probabilities of all links,    , and 
keeps a record of the highest, i.e. the worst, blocking probability observed. For 
LRB, the setup message records the lowest residual bandwidth of all links along the 
selected path. At each intermediate node an admission control test is performed for 
the residual bandwidth of the outgoing link to check whether the link can satisfy the 
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requested bandwidth. If the link residual bandwidth is sufficient, the requested 
bandwidth is reserved and the setup message is forwarded to the next hop to check 
the remaining links. The flow is accepted if all links along the chosen path can 
satisfy the requested bandwidth. However, if any link cannot support the requested 
bandwidth, the setup message is converted to a fail message. Although the flow is 
designated as blocked, the fail message continues towards the destination for one 
purpose only, which is to gather the most recent statistics along the remaining links. 
Once the fail message reaches the destination, it is simply sent back along the same 
candidate path with the most recently collected statistics. However, if the setup 
message arrives at its destination, the routing attempt is declared successful, and the 
setup message is converted to a success message and sent back to the source node.   
Whether a flow is admitted or rejected, the source node gets the value of the highest 
blocking probability, or the lowest residual bandwidth, collected during the 
connection attempt. A path sliding window is used to average the recent blocking 
probability values, or recent residual bandwidth values, collected by setup 
messages. The average value is then assigned to the corresponding path to reflect its 
quality value. In LBP, when a new flow is to be routed, the quality values of all 
candidate paths are compared and the path with the lowest, i.e. the best, value is 
chosen to route the flow. However, in LRB the path with the highest quality value 
is selected to route the flow. The process of updating link statistics along with the 
paths’ quality values continues as new flows keep arriving and as the network state 
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keeps changing. The pseudo code for the LBP and LRB algorithms is given in 
Figures 5.1 and 5.2, respectively. 
      set of candidate paths between i and j 
    a candidate path within     
i    source node 
j   destination node 
        flow quality constraint 
                 average blocking probability of link l 
            average residual bandwidth of link l 
            average blocking probability of candidate path P 
           average residual bandwidth of candidate path P 
C    bandwidth capacity of network links 











Figure 5.1:  LBP pseudo code 
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Figure 5.2:  LRB pseudo code 
 
5.3.4 Candidate Path Dynamic Substitution 
The selection of the candidate path set has been a static process in all previously 
proposed localized algorithms. This means that the candidate paths are selected at 
the network startup phase and remain unchanged thereafter. A more sensible and 
efficient method may be to dynamically change the candidate paths based on the 
network state and traffic conditions. The candidate path set contains a fixed number 
of paths, R, between each source–destination pair. In the proposed Candidate Path 
Dynamic Substitution (CPDS) method, one candidate path is always kept unutilized 
from the source’s point of view. In other words, although it is selected as a 
candidate path at the beginning of the network startup, it is not included in the 
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active candidate path set. It is reserved and assigned the best quality value given for 
paths. 
 
Once the quality value of one of the active candidate paths reaches a crucial level, 
e.g. 10% close to the worst quality value, the path is excluded from the active set, 
and replaced with the reserved path, which has the highest quality value. In LBP 
when a path’s quality value reaches 0.9, it is replaced with the reserved path whose 
assigned quality value is 0. For LRB, an active candidate path is replaced when its 
quality value becomes (C/10), and the reserved path is included with a quality value 
of C. The CPDS process is continuously applied by each source node in the 
network. The rationale behind CPDS is to prevent paths from reaching the worst 
quality limit, which may result in more traffic blocking and hence a worse 
performance. The CPDS can be considered as a precautionary measure, which is 
triggered when a path approaches a point where it will be almost saturated and can 
hardly accept any further flows. 
 
5.4 Performance Evaluation 
5.4.1 Simulation Design and Setup 
The primary goal of QoS routing is to ensure that the required QoS level is 
provided while utilizing the network resources efficiently. In our bandwidth 
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guarantee flow-based algorithms, a flow is accepted only if the requested amount of 
bandwidth can be reserved along the selected path for the duration of the flow. 
Conversely, a flow is rejected at the setup time when any of the links constituting 
the chosen path cannot satisfy the requested bandwidth. In this section the routing 
performance of the proposed algorithms is evaluated and compared to the most 
efficient localized QoS routing algorithm to date, the CBR. PSR is not included in 
the performance comparison as CBR has been shown to outperform it in almost all 
scenarios [56]. The global WSP, being a common benchmark global routing 
algorithm, is also included in the performance study to show a comparison with a 
well documented global QoS routing scheme. 
 
The simulation model used here to assess the performance of the proposed 
algorithms was introduced in the previous chapter. The different characteristics of 
the model were explained and discussed in detail as well. The network topologies to 
be used for the performance study are RAND32, RAND80, ISP and Torus. The 
same simulation configuration is applied for all algorithms under performance 
comparison in order to achieve a precise judgment about their performance. As a 
quick recap for the simulation model configuration, the capacity of all network 
links is 150 units. Flow arrivals follow a Poisson process with rate λ equals one, 
and holding time of    . The destination node is selected randomly and the 
requested bandwidth of each flow is chosen uniformly within the interval [0.1–2]. 
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Each simulation run lasts for the duration of 2 million generated flows with 
network statistics collected after the first 200,000 flows to allow the network to 
reach a steady state and for the links to be fully utilized. The network load can be 
controlled by setting the service time of flows, 1/μ, using the expression   
(    ) (   ) as mentioned previously.  
 
The objective of any QoS routing algorithm is to maximize the number of accepted 
flows into the network; in other words to minimize the overall blocking probability 
of the network. Thus, an evident performance measure of QoS routing is the overall 
flow blocking probability. LBP and LRB use the flow blocking probability as the 
main performance metric, which is defined as the number of blocked flows over the 
number of total flows. As flows may request different amounts of bandwidth, an 
alternative but similar performance measure can be used, which is the bandwidth 
blocking probability. Both measures are defined in (5.3) and (5.4), respectively. 
                           
                        
                               
            (5.3) 
                         
∑                   
∑                 
          (5.4) 
 
In all simulation runs, the two blocking measures give almost identical results so 
only the flow blocking probability is subsequently used in the performance 
evaluations. For example, Figures 5.3 and 5.4 show the bandwidth blocking 
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probability and the flow blocking probability, respectively, for RAND80. It is 
apparent from both graphs that the two results are almost identical.  
 
5.4.2 Impact of Network Topology and Varying Network Loads  
As the network load has a great impact on the routing performance, a wide range of 
network loads are considered during the simulation runs. This is to test the 
algorithm response to the changes in network traffic and its convergence as the load 
increases. The simulation is run at different load values ranging from a lightly 
loaded network to a network with high loads. Under very low loads, almost all 
flows are accepted regardless of the routing algorithm being used. In such cases, all 
algorithms perform almost the same. Therefore, a relative range of network loads is 
used in which a clear distinction among the different algorithms’ performances can 
be seen; other load ranges are omitted due to the insignificant performance 
differences. 




Figure 5.3: Bandwidth blocking probability for RAND80 
 










































































Figure 5.5: Flow blocking probability for ISP 
 
Figure 5.6: Flow blocking probability for Torus 
 
Figures 5.4, 5.5 and 5.6 show the overall flow blocking probability for WSP, CBR, 
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network topologies; namely RAND80, ISP and Torus. It can be noticed that LBP 
and LRB perform better than the other three algorithms in almost all networks and 
loads. In WSP, the update interval of global state information should be short 
enough to reflect the global state of the network; if the update intervals are too long, 
the state information will be outdated and inaccurate. On the other hand, update 
intervals that are too short will produce redundant network overheads without any 
worthwhile performance improvement. Consequently, the length of the update 
interval should be a compromise between the routing performance and the incurred 
overheads. In our simulation, update intervals were chosen so as to be several times 
longer than the flow duration mean time. This should allow adequate time to 
capture any changes in the global state information due to flow dynamics. Two 
update interval times were used, 30 and 60, to demonstrate the effect of the update 
interval on the overall performance. 
 
It is noticed that under very low loads, the performance of all of the algorithms is 
very similar. This is due to the fact that at low loads, most flows are likely to be 
admitted which results in almost similar performance. However, as the network 
load increases, the variation of the algorithms’ performances can be seen clearly. 
As mentioned earlier, LBP and LRB judge the quality of a path based on the quality 
of all individual links constituting that path. This mechanism provides a more 
precise and accurate judgment on the path quality. In the proposed algorithms, any 
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flow acceptance or rejection will update the selected path with the most recent 
quality measures encountered along the links. This immediate response to any 
change in the links belonging to the path makes the source node continuously aware 
about the path’s quality. On the other hand, CBR uses a crediting scheme to 
evaluate the quality of paths; although this scheme performs well it treats the whole 
path as one entity. To explain this, assume that there are two paths between a 
source-destination pair with the same length; the first path is comprised of very 
busy and congested links while the other path is comprised of slightly busy links. If 
a new flow arrives and neither path can satisfy the bandwidth requirement, then 
CBR will treat both paths the same; and negatively credits them regardless of the 
relative quality of the links constituting the two paths. This is not the case in the 
proposed link-based algorithms, which measure the quality of a path in the best 
possible way by considering the quality of all links constituting this path. Although 
both paths rejected the flow, their relative qualities are distinguished and this will 
reflect in a more accurate quality measure for each path with respect to the others. 
 
For WSP the significance of the update interval can be seen clearly. We notice that 
as the update interval of the state information increases, the blocking probability 
increases and hence the overall performance degrades. This is because in global 
algorithms the path selection depends on the periodic update of state information 
and as the update interval increases the state information becomes out of date, 
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which results in inaccurate routing decisions. We notice that both LBP and LRB 
outperform WSP in most situations, which is due to the fact that localized routing 
does not rely on global state information when taking routing decisions. Only 
locally collected information at each node is required. This local information 
provides a more recent view of the network resources from the source node point of 
view. This in turn results in a better utilization of resources and enhanced 
performance. 
 
In view of the above discussion, we can interpret the results obtained so far as 
follows: the WSP with update interval of 60 gives the worst performance due to the 
long update interval. Although the WSP performance improves as the update 
interval gets smaller, e.g. WSP(30), but this comes at an increased overhead cost, 
which is something not reflected in the graphs. However, localized algorithms still 
show better performance results than WSP. One exception is in Torus topology, 
where WSP(30) performs the best. This is most likely because the Torus is a 
regular topology and so routes are likely to be less vulnerable to route flapping, so 
long update intervals will not cause the same level of performance degradation as in 
a random topology. For the case of CBR, it performs better then WSP; however 
CBR does not take routing decisions based on the actual performance metric but 
uses a crediting scheme, which is an indirect measure and this is likely to be one 
reason for its inferior performance to our proposed algorithms. Finally, another 
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reason that the proposed algorithms perform the best among all considered 
algorithms is likely due to their immediate response to any changes in the links’ 
blocking probability, or links’ residual bandwidth. One last point worth mentioning 
is that although both LBP and LRB show better routing performance compared to 
other algorithms, LRB slightly performs better than LBP. This is likely to be a 
consequence of considering the actual routing metric directly, i.e. bandwidth, rather 
than blocking probability when taking routing decisions. 
 
5.4.3 Routing Fairness and Load Balancing 
Load balancing is an important criteria to evaluate the network performance and 
throughput. It is about distributing the network traffic evenly across the network 
resources in order to get optimal resource utilization and avoid overloading. Jain’s 
index is a fairness measure which is used in network engineering to determine 
whether all network resources; i.e. links in this case, receive a fair share of the 
network load. 
 
Although there are several methods to assess the network load balancing, Jain’s 
index is used in this thesis for the attractive properties it affords. Some of these 
properties are [86]: 
 Population size independence: The index is applicable for any number of 
resources. The population size is not apparent in the index value. 
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 Metric independent: The index is independent of the unit of measurement. It 
can be applied to any scale as it is a dimensionless quantity.  
 Boundedness: The index is bounded between 0 and 1, i.e. a completely fair 
system should have an index of 1 and a completely unfair system should have an 
index close to 0. Although the lowest limit for the index is 1  , it can approach 
0 as the population size n becomes very large. Moreover, this boundedness 
feature helps in expressing the fairness as a percentage value.    
 Continuity: the index is a continuous quantity. Hence any slight change in the 
resource allocation should appear in the index 
 
The Jain’s index is defined as     (∑   
 
   )
    (    ∑   
 
   
 
), where n is the 
number of network resources, e.g. links, and    is the occupied bandwidth observed 
on the ith link. The index value ranges from      (worst case, no fairness at all) to 
1 (complete fairness). We use Jain’s index as a performance measure to show the 
load balancing of our algorithms compared to other algorithms. Load balancing 
across the network changes instantaneously due to the network dynamics, 
consequently Jain’s index is continuously changing during the simulation run. In 
our tests, the index is calculated at regular intervals of time, e.g. every 20000 
generated flows, and then it is averaged at the end of the simulation run to represent 
the average Jain’s index. 
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Figures 5.7 and 5.8 show Jain’s index plotted against different network loads for 
the four algorithms. The trends of all algorithms are similar for both network 
topologies, RAND80 and ISP. We notice that fairness tendency of all algorithms 
increases as the network load increases. This is due to the fact that all algorithms 
tend to prefer to use the shortest paths regardless of the network resources 
balancing. At low network loads the flow blocking is low as well, which makes 
routing through the shortest paths mostly accepted. At higher loads, the longer 
paths must be utilized as well, thus giving a better load balance. 
 
Among the four algorithms, WSP gives the worst performance. This is expected 
due to the route flapping effect which forces continuous recalculation of paths 
qualities. Route flapping occurs as a result of infrequent link state updates. When a 
link seems to be lightly utilized due to stale link updates, all source nodes will 
prefer using it resulting in an imbalance in distributing traffic among all network 
links. The same effect arises also with heavily utilized links, as old updated links 
encourage source nodes to avoid such links causing them to be disregarded when 
taking routing decisions. Route flapping is a significant factor affecting network 
resource balancing and hence the fairness of global routing algorithms. 
 
From the graphs we also notice that while LBP, LRB and CBR demonstrate similar 
fairness at low network loads, LBP and LRB are shown to be fairer than CBR as 
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the load increases in both networks. Moreover, the fairness similarity for LBP, LRB 
and CBR can be attributed to the similar routing mechanism of these localized 
routing algorithms, which is based on selecting a path from the candidate path set. 
The candidate path set contains both shortest paths and alternative paths, which 
provide more routing possibilities to route traffic across the network. As the 
network load increases, the selected candidate paths tend to reject more flows 
forcing the algorithms to distribute the traffic among all paths in the candidate set. 
However, LBP and LRB are link-based algorithms and they respond to any change 
in links immediately, while CBR is based on credits. In CBR, it is possible for a 
path to have high credits, but one of its links may be very low in residual 
bandwidth, i.e. a bottleneck link. In such cases, source nodes will keep routing 
through this high-credited path ignoring other alternative paths until the credits 
change. Whereas, for the proposed algorithms, the qualities of candidate paths 
change instantaneously with each flow, so the probability of selecting different 
paths is higher. As a result, the traffic is better distributed among the paths, making 
the network links more balanced. 




Figure 5.7: Jain’s Index for RAND80 
 
Figure 5.8: Jain’s index for ISP 
 
5.4.4 Impact of Bursty Traffic 
Although Poisson traffic is widely used when evaluating performance of routing 
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distribution with heavy tails; this would represent more realistic network traffic 
particularly on the Internet. According to [7] bursty traffic can be modelled using a 
Weibull distribution. Two values of 0.4 and 0.7 are used for the distribution shape 
parameter, where traffic burstiness increases as the shape parameter decreases. The 
effect of the burstiness shape parameter is shown in Figure 5.9, where bursty traffic 
is simulated with different burstiness shape values for the RAND32 topology. The 
flow blocking probabilities of all routing algorithms under evaluation are shown. 
Notice that as the traffic burstiness increases, i.e. the shape parameter decreases, the 
blocking probability increases and hence the routing performance deteriorates. 
Although the performance of all algorithms declines with bursty traffic, the 
proposed algorithms, i.e. LBP and LRB, show less performance degradation 
compared to the other algorithms.   
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Figure 5.10 shows the RAND80 flow blocking probability for the four algorithms 
plotted against different values of network loads. As shown in the graph, increasing 
the traffic burstiness causes the blocking probability to increase for all the 
algorithms. At low network loads, the performance is similar to the case of Poisson 
traffic. This is because when the network resources are lightly utilized, most of the 
flows will be accepted whether the traffic is bursty or not, which would result in 
similar routing performance. The impact of burstiness can be seen clearly on CBR, 
which shows the worst performance with a high degree of bursty traffic at shape 
value 0.4. This decline in performance is due to the relatively long time the CBR 
credits take to change to allow other alternative paths to be selected. During a burst 
of traffic, when a path is blocked, most of that bursty traffic will be blocked during 
a time where other paths, which may be available, are still accumulating high 
credits. On the contrary, the paths’ qualities in LBP and LRB are more recent and 
more accurate than those of CBR and WSP; this allows paths to respond more 
rapidly to traffic changes. Such a quick response allows the proposed algorithms to 
keep up with changes in the network dynamics and hence decreases the blocking 
probability. Although both LBP and LRB have a similar response to bursty traffic, 
LRB is less affected by the burstiness of the traffic. This is probably due to the fact 
that LRB takes its routing decisions based on bandwidth, whereas LBP depends on 
blocking probability which gets worse as traffic burstiness increases. 




Figure 5.10: Impact of bursty traffic on RAND80 
 
For the ISP topology, we again notice that the performance of all routing algorithms 
declines as the traffic burstiness increases, as shown in Figure 5.11. The effect of 
bursty traffic is more substantial in ISP than in RAND80. This is probably due to 
the fact that ISP has a longer average path length of 3.177 compared to RAND80, 
whose average path length is 3.008. Consequently, when bursty traffic is routed in 
ISP, more links will be used and hence more network resources are consumed. This 
in turn decreases the probability that other flows will be accepted, resulting in more 
flows being blocked. CBR shows again the worst performance, especially with 
highly bursty traffic, which is a direct result of its crediting mechanism used for 
path selection. Moreover, LBP and LRB are the least impacted by bursty traffic due 












































Figure 5.11: Impact of bursty traffic on ISP 
 
5.4.5 Impact of Different Bandwidth Requests 
So far, the discussion of routing performance has focused on homogeneous traffic, 
i.e. where all flows request the same amount of bandwidth and their holding times 
are derived from an exponential distribution with the same mean value. However, 
different applications using the same network may produce heterogeneous traffic, 
which the routing algorithm should be able to handle efficiently. In this section, the 
impact of large-bandwidth requests on routing performance is evaluated, and in the 
following section, the impact of different flow holding times is studied. 
 
Two classes of flows were considered, small-bandwidth flows and large-bandwidth 
flows, where the holding time for all flows is exponentially distributed with the 








































Chapter 5                                  Localized Source QoS Routing with Bandwidth Guarantees 
142 
 
chosen uniformly from the range [0.1–2] for small-bandwidth flows with a mean 
value b1= 1.05, and from [3–5] for large-bandwidth flows with a mean value b2 = 4. 
Routing performance was evaluated by varying the fraction of small-bandwidth 
flows while keeping the network load fixed at      ; the flow arrival rate was 
changed accordingly in order to keep the network load fixed throughout the 
simulation. The network load was calculated using the equation (5.5).  
  
 (     (   )   )  
   
                (5.5) 
 
The fraction of small-bandwidth flows is represented by  , while the fraction of 
large-bandwidth flows is represented by (   ). As flows may request different 
bandwidth amounts, it is better to utilize the bandwidth blocking probability instead 
of the flow blocking probability as the routing performance metric. The bandwidth 
blocking probability for RAND80 is plotted as a function of the fraction of small-
bandwidth flows as shown in Figure 5.12. Although the network offered load is 
fixed throughout the simulation run, the performance of all algorithms improves as 
the fraction of small-bandwidth flows increases. This is due to the fact that routing 
small-bandwidth flows is easier than routing large-bandwidth flows. Moreover, 
large-bandwidth flows cause more fluctuation in the network state, which in turn 
affects the performance. 
 
WSP maintains a steady performance increase as the fraction of small-bandwidth 
flows increases; this is expected as routing decisions are taken based on bandwidth 
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availability. WSP is aware of changes in link bandwidth caused by different flows, 
hence its performance is adaptable for traffic composed of flows requesting 
different bandwidths. On the other hand, routing under CBR and LBP is based on 
blocking probability and is independent of the amount of bandwidth requested. 
Therefore, when there is a mix of small- and large-bandwidth flows, neither 
algorithm may be able to differentiate well between the different flows. For 
example, a path that seems good for small-bandwidth flows may not be good 
enough for large-bandwidth flows, hence performance is noticeably affected for 
mixed flows. Finally, LRB was shown to perform the best because its routing 
mechanism is based on the bandwidth availability of individual links and any 
changes in link bandwidth resulting from mixed flows are conveyed back to source 
nodes; thus, the algorithms can react more efficiently to flows with different 
bandwidth requests. 
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5.4.6 Impact of Mixed Flow Holding Times 
In this evaluation section two classes of flows were considered, short flows and 
long flows, each with different mean holding time but all flows request the same 
amount of bandwidth. Short flows are exponentially distributed with mean flow 
duration of 10 time unites, while long flows are exponentially distributed with 
mean value of 20 time units. Routing performance was evaluated by varying the 
fraction of short flows; the network offered load is kept fixed throughout the 
simulation run by changing the arrival rate accordingly. 
 
The routing performance is evaluated for ISP topology where the flow blocking 
probability is plotted as a function of the fraction of short flows as in Figure 5.13. It 
is apparent in the graph that the performance of WSP degrades as the fraction of 
short flows increases despite the fact that the network offered load is the same. This 
behaviour of WSP is expected since shorter flows cause more fluctuation in the 
network state, and thus the information at source nodes becomes more inaccurate. 
Consequently, routing performance starts to degrade as a direct result of the 
inaccuracy of global network state at source nodes. On the contrary, the 
performance of all localized routing algorithms stays almost constant. This 
behaviour is not surprising since the quality of candidate paths is updated with 
every flow routing attempt irrespective of the mean holding time of the flow. This 
evaluation shows that the proposed localized routing algorithms are insensitive to 
the duration of individual flows, and hence they do not need to differentiate flows 
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based on their holding times. This advantageous property is added to other 
advantages of localized routing demonstrating its superiority over global routing.  
 
 
Figure 5.13:  Impact of mixed flow holding times on ISP 
 
5.4.7 Sensitivity to the Window Size Parameter 
As mentioned earlier in the description of LBP and LRB, they monitor the blocking 
probability and the residual bandwidth, respectively, of all links and all candidate 
paths in the network. The sliding window mechanism is used to record the most 
recent W values of blocking probability in LBP, and residual bandwidth in LRB. In 
order to get the average quality value for a link or a path, the values stored in the 
window are divided by W to obtain the current average value. The size of the 
window, i.e. W parameter, is predetermined and supplied to the algorithm at the 
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The W parameter controls the observation period for the quality values, hence 
setting it to the optimal size should help in providing more accurate routing 
decisions for the algorithms. The size of W should be large enough for an adequate 
estimation of the blocking probability or residual bandwidth values since a too 
small window size may not give accurate estimations. On the other hand, too large 
window sizes would not respond quickly enough to capture rapid changes in quality 
values. 
 
Figures 5.14 and 5.15 show the flow blocking probability of LRB simulated under 
RAND80 and Torus topologies, respectively, and plotted for different values of 
window size. Both graphs show that at small values of W, the performance of the 
algorithm is poor, indicating the window is too small. However, as the size of W is 
increased, the performance starts to get better. We notice from the graph that the 
performance starts to stabilize at a certain size of W, around 50 in case of RAND80 
topology and around 20 in case of Torus topology. Increasing the size of the sliding 
window beyond these values does not achieve considerable performance 
improvement but rather adds more storage and computation overhead. For example, 
a window size of 200 gives a worse performance than a window size of 50 in the 
RAND80. The optimal value of W is dependent on the network topology and traffic 
being simulated and it is considered as a network configurable parameter that needs 
to be set according to the network traffic and configuration. 




Figure 5.14: Effect of window size on LRB performance for RAND80 
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5.4.8 Effectiveness of Candidate Path Dynamic Substitution 
CPDS was introduced as a precautionary measure to prevent candidate paths from 
reaching a critical state where most flows are blocked. It decides which paths to 
include within the active candidate set, rather than searching for candidate paths. 
CPDS can be incorporated with any localized routing algorithm, and it can cause a 
considerable performance improvement. In CPDS, the number of paths in the active 
candidate set is always the same, as its dynamic path substitution method does not 
add extra paths to the set. It only replaces the path with a critical high blocking rate, 
or with a critical low residual bandwidth, as seen from the source’s point of view, 
with the unutilized reserved path. The path substitution process is triggered when 
the quality measure of a path reaches a critical point, as explained earlier. 
Figures 5.16 and 5.17 show the affect of CPDS on the flow blocking probability of 
LBP and LRB for the RAND80 and ISP topologies, respectively. The graphs show 
the performance of both algorithms with CPDS and without. Notice that 
incorporating CPDS can considerably increase the routing performance by 
decreasing flow blocking. At low network loads, most paths have good routing 
quality, either in terms of blocking probability or in terms of residual bandwidth. 
Thus, paths can accept most flows and hence there is no need to replace them as 
they tend not to reach the critical quality level that triggers CPDS. Consequently, 
the CPDS method is not considerably effective at low network loads. However, as 
the network load increases, the effectiveness of CPDS can be seen clearly. When a 
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path reaches the critical quality level, it is removed from the active candidate set, 
and replaced with a new path. This substitution method can prevent further 
blocking that may occur along the critical path, and subsequently improves the 
routing performance. The CPDS method does not add any routing overhead to 
localized routing algorithms, as the path selection method is not altered. The only 
overhead incurred by CPDS is the computational overhead required by the 
substitution process, which is insignificant when compared to the considerable 
routing improvement gained. 
 
 






































Figure 5.17: Effect CPDS method on performance for ISP 
 
5.4.9 Complexity and Overhead  
There are many overheads associated with any QoS routing algorithm. Assessing 
the algorithm performance without addressing the associated overheads is not 
adequate to judge the overall quality of the algorithm. Communication overhead is 
one of the main factors that global routing algorithms suffer from, in which the 
whole network global state is required to be exchanged between all nodes across 
the network. The overhead incurred by routing algorithms can be either update 
overhead or path computation overhead. The update overhead is inversely 
proportional to the blocking probability. As the network state update is frequent, the 
update overhead increases, and the blocking probability decreases due to the 
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should achieve low blocking probability with minimal overhead. However, these 
factors are conflicting with each other and some sort of compromise should be 
sought.  
 
 For the computation overhead, the global WSP selects a path by first performing a 
variant of Dijkstra’s algorithm to find the shortest paths and then checking all links 
along these paths to find the shortest path with maximum residual bandwidth. This 
takes at least  (       ) time where   is the number of nodes in the network, 
and   is the number of network links [87]. On the other hand, the proposed link-
based algorithms, LBP and LRB, assume a precomputation of a set of candidate 
paths R to be performed at the setup time, which should not cost much as this 
process is done offline only once. Additionally, all the links of these candidate 
paths need to be traversed to collect their quality values. This amounts to an 
overhead of    , where   is the average path length in hops and   is the number of 
candidate paths in a set. As the network size increases,   increases as well, while   
remains constant. This gives the time complexity of  ( )  which is much less than 
that of global routing algorithms. A routing algorithm is claimed to be scalable 
when its overhead increases linearly or better as the network size increases. Thus 
based on the above discussion, we can say that our proposed algorithms prove to be 
scalable. 
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When considering the update overhead, each source node in WSP requires a global 
view of the network links state. This global state is exchanged periodically or after 
a significant change in the resource availability via link state update messages. 
These messages are propagated to all nodes which incur both communication and 
processing overheads. In contrast, the proposed algorithms do not require any 
exchange of such updates and thus are completely free of any update overhead. 
Only source nodes need to keep track of flow statistics as they are being routed, 
which is extremely simple and should not cost more than  ( ). Based on the above 
discussion, we can conclude that the proposed algorithms perform better than 
global QoS routing without introducing more complexity when making routing 
decisions. Moreover, the communication overhead incurred by LBP and LRB is 
considered minimal compared to WSP. 
 
5.5 Summary 
In this chapter we have proposed two new localized routing algorithms, LBP and 
LRB, with bandwidth guarantee. LBP is based on observing individual link 
blocking probabilities to judge the qualities of the candidate paths when routing 
new flows, whereas LRB monitors link residual bandwidth in order to judge the 
qualities of the candidate paths. We have given a brief overview of QoS routing 
with bandwidth guarantee and indicated the motivations behind this work. This was 
followed by stating the routing problem concerned, and then the assumptions 
Chapter 5                                  Localized Source QoS Routing with Bandwidth Guarantees 
153 
 
related to the proposed algorithms were outlined. Afterwards the proposed 
algorithms were described and explained in detail. 
 
 Using the simulation model presented in the previous chapter, we compared our 
algorithms’ performance against the localized algorithm, CBR, and against the 
well-known global WSP algorithm. We showed through extensive simulations that 
our algorithms outperform other algorithms for different network topologies and 
simulation environments. We also discussed the behaviour of the proposed 
algorithms and their performance sensitivity to different network topologies and to 
bursty traffic. We also showed that both LBP and LRB are very scalable with linear 
time complexity in path length. Moreover, they were shown to be less complex than 
global algorithms in terms of time complexity and computational overhead. The 
concept of links’ qualities rather than paths’ qualities has proved to be more 
accurate in judging the quality of candidate paths and hence it has shown a better 
routing performance. In order to prevent candidate paths from reaching critical 
blocking levels, we have also introduced a dynamic substitution method for 
candidate paths. This preventive method has been shown to improve the routing 
performance by lowering the flow blocking probability.   
 
At the end of this chapter, we can conclude that the performance of any localized 
routing algorithm depends greatly on the method used to judge the quality of the 
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candidate paths. Different measures can be used to assign a quality value to each 
path; choosing the right measure along with the right method can significantly 
improve the overall performance of the algorithm. As a promising routing 
approach, localized routing has shown that it can outperform global routing 
algorithms. However, it is still a relatively new approach and many related areas 
and concepts need to be studied and investigated. Previous research has merely 
considered bandwidth as the only performance metric; therefore, considering other 
performance metrics such as delay may result in a more comprehensive evaluation 
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CHAPTER 6: A DISTRIBUTED APPROACH TO 
LOCALIZED  QOS  ROUTING  WITH 
BANDWIDTH  GUARANTEES 
6.1 Introduction 
Based on where the state information is maintained and how the search of feasible 
paths is carried out, the routing process can be classified into three strategies: 
Source routing, distributed routing and hierarchical routing. In source routing, the 
path computation is performed at the source node, which requires up-to-date global 
network state information to be kept at each node using frequent link state updates. 
The routing overhead is costly due to the frequent updates, especially when the 
network is large and the traffic flows are changing rapidly. Localized source 
routing was proposed in the previous chapter to overcome the problems associated 
with maintaining the global network state at each node. Simulation has shown 
promising results for the new localized routing scheme. 
 
Distributed and hierarchical routing algorithms offer solutions for the scalability 
and other issues related to the maintenance of global-state information. Many 
global distributed routing algorithms have been proposed in the literature [88-89] 
where the path computation is accomplished in multiple nodes instead of the source 
node alone. In this chapter, the localized routing scheme is incorporated into the 
distributed routing strategy and the combined advantages are shown. A new 
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localized distributed QoS routing algorithm (LDR) is proposed in this chapter. LDR 
selects feasible paths by distributing the computational process among the nodes 
along the predetermined candidate paths. Unlike global distributed routing 
algorithms, which require some kind of global-state information, LDR routing 
depends only on the predetermined candidate paths and on statistics collected 
locally by each node. Simulation results show the improved performance of the 
new algorithm compared to the global routing algorithm, WSP, and to the localized 
routing algorithm, the CBR.     
     
6.2 Distributed QoS Routing 
6.2.1 Global Distributed QoS Routing 
In distributed routing the path computation is distributed among the intermediate 
nodes between the source and the destination. Control messages are exchanged 
among these nodes, and the state information in each node is used to compute 
feasible paths. Whilst distance vector protocols are used to maintain state 
information at nodes, routing is performed on a hop-by-hop basis. Each node 
computes a forwarding table using either Dijkstra’s algorithm or the Bellman–Ford 
algorithm. Entries in the table specify the next hop along the best path to all 
destinations. Most distributed routing algorithms require each node to maintain 
global network state information. However, there are some flooding-based 
distributed algorithms that do not require any global state information [90]. In such 
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algorithms the overhead cost is very high due to the extensive exchange of update 
messages, which are required to compensate for lack of global-state information. 
Distributed routing algorithms that rely on global-state information share more or 
less the same problems as global source routing. Whereas those distributed routing 
algorithms that do not require global state information tend to exchange more 
messages. 
 
Different distributed routing algorithms have been presented in the literature. Hou 
[91] proposed a flooding-based technique for distributed routing in ATM networks. 
Flooding algorithms usually do not require any global-state information as 
discovery messages are sent in all outgoing directions toward the destination. These 
messages traverse the network link-by-link whilst the required QoS constraints are 
met, until they reach the intended destination, or they are dropped when a constraint 
is violated. It is obvious that distributed routing algorithms impose great 
communication overheads. However, they tend to have shorter response times and 
they are more scalable than source routing algorithms. Kweon and Shin [90] 
suggested an improved flooding technique where control messages are flooded into 
the network for a certain hop-count limit. In their technique, no global-state 
information needs to be maintained at any node, which significantly reduces the 
update communication overhead.  
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6.2.2 Strengths and Weaknesses of Global Distributed QoS 
Routing 
Both source routing and distributed routing exhibit performance trade-offs in terms 
of communication and computational overhead. Communication overhead is due to 
the frequent link state exchanges, while the computational overhead is the result of 
repeated path computation at intermediate nodes. Although distributed routing 
algorithms are more scalable than source routing algorithms, they also tend to send 
more control messages while searching for optimal paths to destinations. On the 
other hand, source routing is generally simple and easy to design and implement. It 
achieves its simplicity by enclosing all computation processes within the source 
node. 
 
Distributed routing has some drawbacks. Routing loops may occur when the 
messages reach the source node again while searching for feasible paths. Loops 
usually occur as a result of insufficient information contained in distance vectors. A 
loop can be detected when the routing message is received by a node for the second 
time, thus causing a routing attempt failure. Routing failure decreases the overall 
routing performance as it increases the blocking probability. In general, we can say 
that distributed routing is considered as a viable alternative to source routing 
provided that its accompanying problems are overcome. 
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6.2.3 Distributed QoS Routing with Local State Information 
Localized QoS routing, as discussed in the previous chapter, offers a promising 
solution to conquer the scalability problems of source routing. On the other hand, 
although distributed QoS routing is more scalable than source routing, it still suffers 
from issues related to the maintenance of global state information. A combination 
of both routing strategies would yield a new routing strategy that would benefit 
from the useful features of both strategies. We have named this strategy, localized 
distributed QoS routing (LDR). This proposed strategy follows the same basic 
principles of localized routing, where there should be a set of predetermined 
candidate paths between each source–destination pair. The new strategy differs 
from pure source based localized routing in that the routing decision is not taken at 
the source node, rather it is taken on a hop-by-hop basis as the connection setup 
message travels searching for a feasible path. In this new routing scheme, the 
routing computation is distributed among the intermediate nodes between the 
source and the destination. The computation process occurs only at the nodes 
belonging to the candidate paths between the source and the destination. 
 
The work most related to ours is by Chen and Nahrstedt [15]. They proposed a 
selective-probing distributed algorithm for unicast routing, in which probing 
messages flood along tentative paths toward the destination. The tentative paths are 
selected such that they are able to satisfy the flow QoS constraints. Once probing 
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messages reach their destination, the destination selects one of them based on the 
optimization criteria imposed by the routing algorithms. Then an acknowledgment 
message is sent back along the selected tentative path reserving resources hop by 
hop. When the source receives the acknowledgment, the connection is successfully 
established. However, since the available resources keep changing, links along the 
tentative path may not be able to provide the required amount of resources at the 
time when they receive the acknowledgment message. In this case, the 
acknowledgment message is changed to a failure message and the connection 
attempt is considered unsuccessful. 
 
6.3 Localized Distributed QoS Routing Algorithm 
6.3.1 Overview and Motivations 
In addition to the scalability problems related to source routing, the computational 
overhead is excessively high at source nodes. This motivates a search for other 
routing mechanisms where such problems are eliminated. Distributed routing 
provides a more practical alternative to source routing, but still suffers from issues 
that need to be addressed. Most conventional distributed routing algorithms depend 
on either distance-vector algorithms or link-state algorithms to maintain routing 
information at all nodes. These routing updates are processed by different nodes to 
determine the next hop on the most feasible path towards the destination. The 
updates introduce a considerable communication overhead, which significantly 
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affects performance as the network size increases. Moreover, searching for feasible 
paths can result in an unlimited number of possible paths, which may increase the 
routing complexity and introduce further routing problems such as loops. 
 
In order to exploit distributed routing without the above mentioned problems, we 
would like to incorporate only minimal information, e.g. local-state information, 
into each node; then use this information locally to make efficient routing 
decisions. In other words, each node keeps only locally collected information rather 
than information on the entire network. This would obviously minimize the 
communication overhead and eliminate the inaccuracy issues associated with 
outdated state information. 
 
The basic idea of LDR is to distribute the routing computation process among 
several nodes instead of just one node, i.e. the source node. When searching for 
feasible paths, LDR considers only the links belonging to the candidate path sets 
across all network source–destination pairs. In this way, LDR is a compromise 
between localized source routing, where the selection of feasible paths is limited to 
the candidate set, and distributed routing, where all network links are eligible for 
inclusion in the search for feasible paths. In other words, LDR expands the scope of 
localized source routing for selecting feasible paths without reaching the point 
where distributed routing associated problems start to appear. Furthermore, LDR 
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guarantees loop-free routing by considering only the links in the candidate path sets 
to the required destination at each node visited along the route selected. 
 
6.3.2 Problem Setting and Assumptions 
The problem to be solved by any QoS routing algorithm is to direct traffic from 
sources to destinations while satisfying the QoS constraints of the network. 
Directing traffic towards the intended destinations requires path selection, 
admission control and then resource reservation along the selected path. The path 
selection procedure requires each node to have adequate up-to-date link-state 
information. The type and the amount of such link state information differs 
according to the mechanism used by the routing algorithm to select feasible paths. 
In this chapter we consider the problem of distributed QoS routing with a 
bandwidth guarantee. The problem is approached from a localized routing 
viewpoint, where routing decisions are taken based only on the local views of 
nodes. 
 
 Bandwidth guarantee: Routing performance can be characterized as a set of 
quality constraints, such as available bandwidth and end-to-end delay. This 
characterization has been widely accepted as an efficient way to provide guaranteed 
routing services for the Internet [19]. The goal of the routing algorithm proposed in 
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this chapter is to satisfy the bandwidth QoS requirements for every flow admitted to 
the network, and to achieve an improvement on the overall routing performance.  
 
 Distributed routing: In distributed routing, routing decisions are taken on a 
hop-by-hop basis as the path discovery process proceeds towards the destination. 
By this means, path computation is distributed amongst the intermediate nodes 
between the source and the destination. When a node receives a flow connection 
request, it selects an outgoing link to which it will forward the request message. 
This forwarding process continues until the destination is reached or the request is 
blocked, indicating a failed connection attempt. The selection of the outgoing link 
is based on the quality of this link compared to other outgoing links and on whether 
this link can satisfy the request constraints. In our proposed algorithm, the selection 
of outgoing links is based only on locally collected statistics, rather than the global 
network state. 
 
 Assumptions: The proposed algorithm shares the same assumptions as other 
localized routing algorithms in regards to candidate path sets. LDR specifies a 
predetermined set of candidate paths between each pair of nodes in the network. 
These sets are computed when the network starts up and remain unchanged 
thereafter. LDR follows the same method employed in the previous chapter and in 
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previous related work [56]. Several simplifying assumptions were made while 
developing, analysing and simulating LDR; these can be summarized as follows: 
 Every node knows the residual bandwidth on its entire set of outgoing links; 
this implies that a node can keep track of the blocking behaviour of its links. 
 Control messages are always guaranteed to be served. A dedicated signalling 
system can be incorporated within the network for this purpose. 
 All network links are error-free and node failure is not modelled in this work. 
 
6.3.3 Algorithm Description 
In distributed routing, the fundamental role of each node is to decide on which 
outgoing link the incoming flow should be forwarded. Routing decisions are taken 
based on the QoS constraint required by the flow and on the quality of outgoing 
links with respect to the destination node. The LDR routing process consists of two 
phases: forwarding incoming flows towards their destinations and then updating 
local routing statistics accordingly. Local routing statistics are updated with every 
attempt to forward a flow, and they are used later on to route new incoming flows. 
 
In our algorithm, there are three problems to consider: (1) detecting the eligible 
links with sufficient resources to satisfy the required QoS, (2) selecting a path 
consisting of the previously detected links and reserving a share of its available 
resources for the duration of the flow, and (3) minimizing the overhead introduced 
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by the routing process while achieving efficient routing. As with localized QoS 
routing algorithms in the previous chapter, LDR maintains a predetermined set of 
candidate paths between each source–destination pair. The selection of the 
candidate paths follows the same method applied previously; the shortest paths 
between the source and the destination are included in the set, plus all other paths 
whose length is one hop longer than the shortest paths. The candidate path sets are 
predetermined during the setup of the network and remain static. 
 
 Data structure: Each node maintains a 2-dimensional quality matrix,  . The 
quality matrix of node   is of size    , where   is the number of outgoing links at 
node   and   is the number of nodes in the network. This matrix contains quality 
entries for each destination through all outgoing links. The matrix entry    
  
represents the quality value at node   to destination   through the outgoing link  . 
This entry corresponds to how good it is to route an incoming flow, regardless of its 
source, towards a specific destination through a specific outgoing link. The matrix 
entries are updated with each flow attempt through the node, and based on the 
attempt outcome, the corresponding entry is updated. The quality value is basically 
the blocking probability encountered at an outgoing link towards a specific 
destination. It is continuously updated using a sliding window mechanism so that it 
represents the recent blocking trend of that link towards a particular destination. In 
addition to the above mentioned data structure, each node contains additional tables 
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used for the computation of the candidate paths at the network setup phase. These 
tables will not be used once the candidate paths are selected and the routing process 
starts. For this reason, they are not mentioned in detail in here. 
 
 Messages: There are four types of messages employed by the proposed 
algorithm: setup, success, fail and release. A setup message is sent by the source 
node searching for a feasible path towards the destination when a new flow arrives. 
The setup message contains the source node identity, the destination node identity, 
the QoS constraint value and an array of dynamic size to keep track of the visited 
nodes. A success message or a fail message is sent back to the source node 
specifying whether the path search was successful or not, respectively. The nodes 
identities contained within the message array are used in reverse order to get back 
to the source node. When a success message is received by the source node, a 
release message is scheduled to be sent after a time equivalent to the flow duration 
time to release any resources that were reserved earlier by the flow setup message. 
On the other hand, when a failure message is received by the source node, the 
requesting flow is designated as blocked. On its way back to the source node, the 
failure message releases any resources that have been reserved earlier by the setup 
message. 
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 Routing mechanism: The routing algorithm is invoked when a new flow 
request arrives at a source node with certain QoS constraint. A setup message is 
created and sent from the source node to the destination node to select a feasible 
path that can satisfy the QoS constraint. Starting from the source, the setup message 
checks all outgoing links that belong to the paths in the candidate path set from the 
source to the destination. The link with the least amount of blocking, i.e. lowest   
value, is selected, and then its residual bandwidth is compared against the flow QoS 
bandwidth request. If it can satisfy the flow request, the requested bandwidth is 
reserved along this link and the setup message is forwarded to the next node on the 
other end of the link. This new node is then added to the message array as the next 
hop to the destination. However, if the link residual bandwidth cannot satisfy the 
flow QoS constraint, then the setup message becomes a failure message and is sent 
back to the source node. 
 
When a new node is selected as the next hop on the feasible path and added to the 
setup message array, another new search cycle begins looking for the subsequent 
hops in the feasible path. In this new search cycle, the new node is considered 
temporarily as the source node while the destination remains unchanged. The 
search cycle is repeated, as explained before, checking the quality matrix for 
feasible outgoing links to the destination. This hop-by-hop searching process is 
repeated until the destination node is reached or the flow request is blocked at an 
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intermediate node. When the flow request message, i.e. the setup message, reaches 
the destination, it is converted to a success message and then sent back towards the 
source node. Once the source node receives a success message indicating a 
successful flow connection request, it maintains the selected path for the duration of 
the flow. A release message is sent releasing the reserved resources after the flow 
duration times out.  
 
LDR is run at each node to perform routing tasks and other related update 
procedures. At the start-up of the network, the candidate path sets for all node pairs 
are computed using the employed candidate path selection method. Moreover, all 
the entries within the quality matrix are initialized to zero, indicating zero blocking 
probability on all network links. The LDR algorithm is invoked when a new 
connection request arrives at a source node or when an existing connection request 
needs to be forwarded to the destination. At each node, LDR checks whether the 
destination node has been reached or further forwarding is required. This routing 
process continues until the connection request succeeds or fails. The pseudo-code 
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N  set of all network nodes 
      set of candidate paths between i and j 
     set of all first outgoing links belonging to path in     
i   current node 
j   destination node 
                 flow quality constraint 
cl    currently selected candidate link for the flow 
   
                   blocking probability for flows going from i to destination j through l 
 
Figure 6.1: LDR pseudo-code 
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6.4 Performance Evaluation 
6.4.1 Simulation Design and Setup 
A network model was built and simulated to assess the performance of the 
proposed algorithm. The simulation tools, configuration and scenarios used in this 
chapter are the same as those used in previous chapters. The main objective of the 
performance studies in this section is to compare LDR’s performance against the 
performance of other existing algorithms under different conditions and 
circumstances. This gives a comprehensive conclusion about the effectiveness and 
efficiency of the proposed algorithm. Each simulation experiment was run for the 
duration of two million flow arrivals, where flow arrivals follow a Poisson 
distribution with an arrival rate of λ and holding time of    . Source and 
destination nodes are selected randomly, with each flow requesting a uniformly 
distributed amount of bandwidth within the interval [0.1 – 2]. Each network link is 
assigned a bandwidth capacity of 150 bandwidth units. The network load is 
expressed as   (    ) (   ), where the symbols have the same meaning as 
explained before. Performance results are shown where there are significant 
changes in performance among the simulated algorithms, with other load ranges 
with insignificant or similar performance distinctions being omitted where 
appropriate. Four different network topologies are used in this chapter for 
performance evaluation: RAND32, RAND80, ISP and Torus. These topologies and 
their characteristics were described in detail in Chapter 4. 
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6.4.2 Impact of Network Topology and Varying Network Loads 
In the performance evaluation of the proposed algorithm we use the flow blocking 
probability as the main performance metric. The routing performance is evaluated 
by comparing the flow blocking probabilities of LDR with the flow blocking 
probabilities of the global WSP and the localized CBR algorithms. The comparison 
is carried out for different network topologies and under various network settings, 
as will be shown later in this section. WSP is simulated with an update interval of 
30 time units. WSP(60) is not considered in this chapter because, as expected, it 
proved inferior to WSP(30) under all simulation conditions in the previous chapter 
due to its longer update interval. 
 
Figures 6.2, 6.3 and 6.4 compare the performance of the three algorithms, WSP, 
CBR and LDR, in terms of network flow blocking probability for three different 
topologies, RAND80, ISP, Torus, respectively. The comparison is carried out under 
different network loads in order to show the effect of a load increase on the network 
blocking probability. We note that under very low network loads, the performance 
of all algorithms is almost the same. This behaviour is intuitively expected since 
most of the network links are lightly loaded allowing almost all flows to be 
accepted. Simulation has shown that both RAND32 and RAND80 demonstrate 
almost the same blocking behaviour with LDR. Therefore, we mainly consider the 
RAND80 topology in this section.  
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Furthermore, simulation results have shown that LDR outperforms CBR in both 
ISP and Torus networks under all simulated loads. CBR is a source routing 
algorithm where a path’s quality, i.e. the path credit, is updated after each flow 
request. This means that any change occurring in the links comprising this 
candidate path will not be discovered until a new flow request uses the same path. 
This delay in utilizing the most up-to-date network state will result in more flows 
being blocked due to using outdated information and hence a higher blocking 
probability results. Conversely, in LDR every node has the most up-to-date link-
state information, i.e. link-blocking probability, about its outgoing links. These link 
qualities are kept continuously updated with each flow forwarding regardless of its 
source node. These immediate link updates were not available for CBR and WSP, 
which rely on credit accumulation and on interval updates, respectively. The 
immediate response to link-state changes observed by LDR results in more accurate 
routing decisions and hence, better performance. Moreover, LDR is a hybrid 
routing algorithm that combines distributed routing with only local information 
collected by nodes. Each node is only aware of the blocking probabilities observed 
at its outgoing links. It eliminates the need for global-state information as required 
by conventional distributed routing algorithms, and at the same time provides more 
route options to suit the flow requirements since the algorithm has the option of 
switching to a new candidate path at each intermediate node as the path setup 
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proceeds. This unique feature notably decreases the network flow blocking 
probability compared to CBR and WSP. 
  
 
Figure 6.2: Flow blocking probability for RAND80 
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In Figure 6.2, we notice that LDR performs slightly worse than CBR with the 
RAND80 topology under low loads (<0.43). At higher loads, LDR starts to 
outperform CBR as its blocking probability decreases compared to that of CBR. 
This is probably due to the fact that LDR prefers to select links with a lower 
blocking probability for forwarding flows, regardless of whether these links belong 
to one of the shortest paths or not. For this reason, at low loads when most of the 
links can satisfy flow requests, LDR opts for links with a lower blocking 
probability, which may end up selecting longer paths. In this case, more links will 
be included in the selected path and fractions of their residual bandwidth will be 
reserved. This will consequently consume more resources leaving less available 
residual bandwidth for other flows, which may jeopardize their routing attempts. 
On the other hand, at higher loads (>0.45) as the network starts to become 
overloaded, both algorithms start to struggle to satisfy their flow requests. At this 
point, LDR has more options to select paths than CBR whose selection is limited to 
the candidate path set of the original source node. Having more options to forward 
flows, LDR has a higher probability of finding feasible paths and thus of achieving 
a lower blocking probability. It is interesting to note that this behaviour did not 
apply in the case of ISP which is probably due to the fact that the average node 
degree of RAND80 is 6, whereas the ISP has an average node degree of 3.37. 
Consequently, LDR has more available options for choosing a path in RAND80 
than ISP and hence LDR performs slightly worse than CBR with RAND80 at low 
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network loads as explained above. Moreover, for the same reason, LDR performs 
much better than CBR at higher network loads in RAND80 than in ISP as a result 
of the availability of more routing options in RAND80 topology. 
 
The performance of WSP is significantly affected by relatively long update 
intervals. WSP selects paths based on the information obtained from the last state 
update. This may result in inaccurate routing decisions if link-state information is 
not kept up to date with network traffic fluctuations. Also, with CBR the blocking 
probability for a specific path is only updated when the path is selected. These 
problems of out-of-date state information are not encountered in LDR, as the state 
information is collected locally and continuously kept updated. Consequently, WSP 
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Although LDR performs better than CBR with the Torus topology, it is 
outperformed by WSP at higher network loads (> 0.9) as shown in Figure 6.4. At 
lower loads, LDR’s performance is slightly better than that of WSP, which is due to 
the same reasons explained earlier for the ISP topology. The reason for WSP’s 
superiority over the other algorithms is most likely due to the fact that traffic in the 
Torus topology is uniform. The effect of route flapping [92] experienced by WSP is 
therefore reduced, especially for small update intervals, such as 30. Less route 
flapping combined with the selection of the shortest paths helps WSP to achieve 
better performance. Moreover, the Torus topology has a longer average path length 
compared to other topologies, which is due to its regularity. Running LDR on the 
Torus topology could possibly increase the average length of the selected paths by 
selecting links with lower blocking probabilities that may not belong to the shortest 
paths. Selecting such links will consume more network resources, making it harder 
for other flows to be satisfied. This eventually will result in a higher blocking 
probability. 
 
6.4.3 Routing Fairness and Load balancing 
Routing performance has been evaluated so far by computing the network blocking 
probability. Although this metric indicates the average routing throughput over the 
entire simulation run, it does not necessarily reflect the load balance of network 
resources, especially over short time periods. Network load-balancing, sometimes 
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referred to as routing fairness, is another performance metric that can indicate the 
efficiency of network resource utilization. The main objective of balancing network 
loads is to utilize the network resources more efficiently in order to reduce the risk 
of traffic congestion, which may degrade the whole network’s performance. The 
popular Jain’s fairness index [86] is used to evaluate LDR’s routing fairness by 
examining the load-balancing over network links. The index was presented in 
Chapter 4, and it is computed at regular time intervals of 20,000 flows. Then it is 
averaged at the end of the simulation run to represent the average routing fairness, 
and hence the load-balancing. 
 
Figure 6.5 shows Jain’s index plotted as a function of the network loads for the ISP 
topology. In this graph, WSP exhibits the worst load-balancing, which is a direct 
consequence of route flapping caused by traffic fluctuations. During the period 
between two consecutive state updates, WSP will select the same paths until a new 
state update is obtained. This selection mechanism does not help at all in 
distributing the load across the network, causing poor load-balancing. The same 
figure shows that CBR has better load-balancing than WSP; whereas LDR shows 
the best load-balancing among the three. This is because the credit for the selected 
path in CBR is updated with every flow routed along that path. The credits of the 
candidate path sets keep alternating as flows are routed. Consequently, this causes 
the traffic to be distributed amongst all the candidate paths, which will improve 
Chapter 6       Distributed Approach to Localized QoS Routing with Bandwidth Guarantees 
178 
 
network load-balancing. However, the credits can become stale for a specific 
candidate path due to infrequent use of the path, hence LDR’s superiority. 
 
 
Figure 6.5: Jain's index for ISP 
 
For the Torus topology, Figure 6.6, the opposite behaviour is observed for both 
WSP and CBR. In this topology, WSP shows better load-balancing than CBR. As 
before, this is mainly due to the regularity of the topology and the uniformity of the 
traffic, which reduces the effect of route flapping. For the case of LDR, we notice 
that it gives better load-balancing in both topologies. The distributed routing 
mechanism of LDR provides more possible links for forwarding flows. In LDR, if a 
link has a high blocking probability because it is heavily used, it will not be 
selected. Other links will be selected instead, which will spread traffic over many 
links. Finally, we notice that as the network load increases, the fairness index 
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Figure 6.6: Jain's index for Torus 
 
6.4.4 Impact of Bursty Traffic 
Bursts of flows behave like single arrivals of high-bandwidth requests, causing 
fluctuations in network state and greater decline in resource utilization. Bursty 
traffic modelling is an essential component of performance analysis of routing 
algorithms. As burstiness has a considerable impact on the routing performance, a 
good routing algorithm should be able to perform well under different traffic 
patterns. Most studies have shown that the routing performance, measured as 
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section the brustiness of the traffic is modelled using a Weibull distribution with 
two shape values of 0.4 and 0.6 . 
 
The performance of LDR is considered under bursty traffic for RAND32 and Torus 
topologies. Figure 6.7 shows the bandwidth blocking probability plotted against a 
range of offered loads with the two shape values for RAND32 topology. As 
expected, both CBR and LDR exhibit an increase in their blocking probability as 
the traffic burstiness intensifies, i.e. shape value of 0.4. At low loads, we notice that 
both algorithms perform almost the same. This is because links are lightly used, 
which would allow for further bursty flows to be accepted. However, at high loads 
the difference in performance starts to widen. LDR shows lower blocking 
probability than CBR for both bursty traffic shapes. In CBR, when a path is blocked 
during a wave of bursts, the same path will be selected again until its credits 
decrease to a point where another path with a higher credit is selected. This 
relatively slow response to changes in bursty traffic causes more blocking and 
hence higher blocking probability. For the case of LDR, when a link is 
experiencing high flow requests, its blocking probability will increase forcing LDR 
to select other links with lower blocking probability. This would offer more 
optional routes to forward bursty traffic, thus lowering the overall network blocking 
probability. 
 




Figure 6.7: Impact of bursty traffic on RAND32 
 
The effect of bursty traffic on both CBR and LDR for the Torus topology is shown 
in Figure 6.8. We notice that for both algorithms, there is a small performance 
difference between the two bursty shape values. The Torus topology has more 
equal-length paths than other topologies. When a burst of flows arrive to a node, 
paths of the same length will possibly be equally feasible to be selected. Bursty 
flows will have more chance to be accepted as the effect of bursty arrivals is less 
harmful in the Torus topology due to its regularity. Moreover, LDR performs better 
than CBR for both bursty traffic shapes. This is a direct result to the relative slow 






































Figure 6.8: Impact of bursty traffic on Torus 
 
6.4.5 Comparison with Localized Source Routing 
In the previous chapter we introduced two localized QoS routing algorithms, named 
LBP and LRB. Both algorithms are source routing algorithms, where the source 
node selects the entire routing path. It would be interesting to compare the 
performance of LDR to both LBP and LRB to show the effectiveness of localized 
routing on different routing strategies. In Figures 6.9 and 6.10, the flow blocking 
probabilities of the three algorithms are compared for RAND80 and ISP topologies, 
respectively. For the RAND80 topology, although the performance of LDR is 
surpassed by the performance of localized source routing algorithms at low network 
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This behaviour is due to the fact that at low network loads, when most links can 
satisfy the flow request, LDR selects the links with the least blocking probability, 
regardless of the length of the resulting path. This selection may end up with longer 
paths than the original candidate paths in case of localized source routing 
algorithms. Longer paths mean more network resources being consumed, which 
consequently endanger other flows competing for the same network resources, 
hence the routing performance gets lowered. However, as the network becomes 
highly loaded, flows start to compete hard for resources, and the algorithm that 
provides more routing options will definitely have better performance, as in the 
case of LDR. This is expected as LDR has more options for selecting paths; it is not 
limited to the paths in the candidate set between the source and the destination 
nodes as in LBP or LRB.  
 
In terms of routing fairness and network load-balancing, Figure 6.11 shows the 
comparison of Jain’s index for LDR, LBP and LRB under the ISP topology. At low 
loads, the Jains’ index of LDR falls between the indexes of LBP and LRB, which 
can be considered as almost similar routing fairness for all the three algorithms. 
However, as the network load increase, the distributed strategy of LDR proves to be 
fairer in distributing the load across the network resources. This fairness is expected 
as LDR utilizes more links to carry network traffic than the localized source routing 
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algorithms, whose routing paths are limited to the paths in the candidate set 
between the source and the destination. 
 
 
Figure 6.9: Performance comparison of LDR with LBP and LRB under RAND80 
 


























































Figure 6.11: Routing fairness comparison of LDR with LBP and LRB under ISP 
 
6.4.6 Complexity and Overhead  
The collection and maintenance of network state information is the main source of 
the routing overhead. In global QoS routing algorithms, path selection is based on 
finding the most feasible path by applying a variant of either Dijkstra’s algorithm or 
the Bellman–Ford algorithm, both of which require frequent global state 
information updates at all network nodes. However, in localized QoS routing, the 
path selection is restricted to a set of predetermined candidate paths. This results in 
much less update overhead compared to global QoS routing. Only the candidate 
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For the computation overhead, most global routing algorithms that are based on 
Dijkstra’s algorithm have a time complexity of  (       ) [87], where   is the 
number of network nodes and   is the number of network links. However, LDR 
requires each intermediate node to apply the routing algorithm at each node as the 
path discovery process proceeds towards the destination. This requires   path-
finding computations, where   is the number of hops in the selected path. In 
addition to routing computations, admission testing must be performed at each 
intermediate node to check whether the selected outgoing link is able to satisfy the 
QoS bandwidth requirements. A major difference between localized source routing 
and localized distributed routing is that the former requires only admission testing 
at each intermediate node in the chosen path, while the latter requires both routing 
computation and admission testing at each intermediate node. If we are to combine 
both the routing computation and the admission testing overheads into a single 
operation overhead, then LDR will require    operations to select a routing path, 
where   is the number of paths in the candidate path set, which is assumed to be the 
same at each node. As the network size increases,   increases as well, while   
remains constant. This results in a complexity of  ( ) for LDR, which is much 
lower than that of global routing schemes and the same as the localized source 
routing algorithms. 
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According to the above discussion, we can see that LDR achieves a lower time 
complexity compared to global routing schemes. While LDR has a comparable time 
complexity to other localized source routing algorithms, it requires more 
computational operations, which consume more processing resources. On the 
whole, we can say that localized routing algorithms, both source-based and 
distributed-based, achieve better routing performance with much less complexity 
and overhead. One more thing that is worth mentioning is the storage requirements 
for routing algorithms. In global routing, huge storage is needed to keep track of the 
global-state information at each node; while in localized routing, only limited 
storage space is required at each node to hold local information. All of the above 
mean that localized QoS routing algorithms are more scalable and more efficient 
than global QoS routing algorithms. 
 
6.5 Summary 
Although all localized QoS routing algorithms share the same basic concept of 
having a set of candidate paths, different mechanisms can be applied to choose the 
most feasible path from the set. In the previous chapter, the localized source QoS 
routing algorithms, LBP and LRB, were proposed; in this chapter a localized 
distributed QoS routing algorithm, LDR, has been proposed. The proposed LDR 
combines the advantages of both localized routing schemes and distributed routing 
strategy into one single routing algorithm. It restricts the path selection to only 
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candidate paths, while distributing the routing computation among all intermediate 
nodes between the source and the destination. The main task of LDR is to establish 
a feasible routing path from the source to the destination by selecting links 
belonging to the candidate paths between intermediate nodes and the destination. 
 
The proposed algorithm does not suffer from the problems that may be encountered 
when maintaining global-state information at each node, and at the same time it 
eliminates the problems associated with conventional distributed routing schemes. 
By increasing the possible options for selecting routing paths, LDR proves that is 
can achieve lower blocking probability with higher load balancing across the 
network. LDR is run at each intermediate node and it works by choosing the 
outgoing link with the least blocking probability with respect to the destination, and 
then including this link as part of the selected routing path. This process continues 
as the routing computation process progresses towards the destination. When all 
included links are able to satisfy the flow QoS requirements and the destination is 
reached, the connection request is considered successful and the resources along the 
selected path are reserved for the duration of the flow. The main limitation of LDR 
appears to be the fact that it may switch between candidate paths at intermediate 
nodes causing it to select longer paths than source routing schemes at low loads, 
especially with topologies whose average node degree is large. This behaviour may 
cause some determination in routing performance as more resources are consumed 
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with such routing mechanism. However, the superior performance of LDR at high 
network loads indicates that this drawback is more than compensated for by LDR’s 
advantages of using only local-state information. 
 
At the beginning of this chapter, a general overview about distributed routing 
schemes was presented along with current associated problems. The strengths and 
weaknesses of distributed routing were mentioned as well. Afterwards the proposed 
algorithm was described and explained in detail. The data structures, message types 
and the routing mechanism of LDR were described. The performance of any 
routing algorithm depends on a complex interaction between many parameters. 
Therefore extensive and diverse simulation runs were carried out under different 
simulation settings to evaluate the performance of LDR. Results have shown that 
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CHAPTER 7: LOCALIZED QOS ROUTING WITH 
END-TO-END DELAY GUARANTEES 
 
7.1 Introduction 
The main function of QoS routing is to find feasible paths with sufficient resources 
to satisfy the QoS requirements requested by traffic flow connections. The QoS 
requirements are represented as a set of constraints, such as link constraints, path 
constraints or even network constraints. Emerging real-time applications have 
diverse and strict service requirements defined by the QoS metrics specified in the 
Service Level Agreements (SLA) between the service provider and the 
applications’ users [32]. For example, some delay-sensitive applications, such as 
interactive multimedia, require the data streams to be delivered to the user within a 
certain time limit. Intensive research has been carried out to address these QoS 
requirements in computer networks [93-95]. 
 
Current QoS routing algorithms rely heavily on the accuracy of global-state 
information to make accurate routing decisions for delay-constrained flow 
connections. As mentioned in previous chapters, maintaining up-to-date global 
network state information at each node requires frequent link-state updates to be 
exchanged across the whole network. The more frequent the updates are, the greater 
the overhead introduced to the network, especially with large networks. 
Chapter 7                                    Localized QoS Routing with End-to-End Delay Guarantees 
191 
 
In the previous chapters we introduced three efficient localized QoS routing 
algorithms to address the problems associated with overheads of global routing 
schemes. The proposed algorithms consider only the bandwidth metric when trying 
to satisfy routing performance requirements. In this chapter, we propose a 
Localized Delay-Constrained QoS Routing algorithm (LDCR) that can guarantee 
the end-to-end delay requirements for network flows. Moreover, since satisfying a 
delay guarantee involves path-constrained requirements, routing with a delay 
guarantee is much harder and more complex than routing with a bandwidth 
guarantee. The proposed algorithm can find a routing path satisfying the specified 
QoS end-to-end delay based only on local-state information. The performance of 
the proposed algorithm is evaluated against the well-known global shortest path 
routing algorithm (Dijkstra) and against a modified delay-based version of the 
localized CBR. 
 
7.2 Path-Constrained QoS Routing 
7.2.1 Path-Constrained QoS Routing Problem 
The most important consideration for QoS routing is to find a feasible path from the 
source to the destination which satisfies the QoS requirements of the flow. Many 
existing routing algorithms are primarily concerned with connectivity and only 
support best-effort services. Routing in these algorithms is usually optimized for a 
single metric, such as hop count or bandwidth. Although these algorithms are suited 
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for traditional networking applications, such as the World Wide Web or email, they 
are not adequate for the newly emerging real-time applications, some of which 
require strict delay guarantees. Path selection is typically formulated as an 
optimization problem to determine a series of connecting links from the source to 
the destination such that a particular metric is optimized, e.g. minimizing the end-
to-end delay. However, with the introduction of QoS routing, the path-selection 
problem becomes more difficult as constraints are introduced to the optimization 
problem [4]. 
 
QoS constraints are usually either link constraints or path constraints. A link 
constraint is a restriction on the link usage when selecting a routing path. For 
example, the link residual bandwidth should be greater than or equal to a certain 
value for the link to be included in the search process for feasible paths. Routing 
with link constraints is easier and more straightforward to accomplish, as one 
simply removes those network links that are incapable of meeting the constraints, 
then one applies the path-selection procedure on the remaining links. This 
technique is widely acknowledged in the routing literature and is referred to as link 
pruning [34]. On the other hand, a path constraint is a limit that should not be 
exceeded by the combined metrics along the selected path; e.g. the end-to-end delay 
along a path must not exceed the flow-specified constraint. 
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7.2.2 Delay-Constrained QoS Routing with Global State 
Information 
Delay is an additive metric where the delay of all resources along the selected path 
from the source to the destination is accumulated during routing. The end-to-end 
delay consists of the delay due to each link along the selected path, plus the delay 
on intermediate nodes. Because delay is a path-constrained metric, it makes finding 
feasible paths harder and more complex than bandwidth-constrained routing. A 
path-constrained routing problem, such as delay-constrained routing, has 
polynomial complexity. However, a path-constrained problem is usually 
accompanied by other problems, such as link-constrained or link-optimization 
routing, which are both solvable with polynomial complexity. Furthermore, the 
path-constrained path-optimization (PCPO) routing problem is the hardest, and has 
NP-complete complexity [4]. 
 
Several delay-based QoS routing algorithms have been proposed in the literature. 
Guerin and Orda studied the delay-constrained unicast routing problem with 
imprecise network states; their goal was to find a path that has the highest 
probability of satisfying a given end-to-end delay bound [37]. Wang and Crowcroft 
[96] proposed another unicast bandwidth-delay-constrained routing algorithm based 
on Dijkstra’s shortest path algorithm. In their algorithm, all links with a bandwidth 
less than the bandwidth QoS requirement are eliminated, so that any paths in the 
resulting graph will satisfy the bandwidth constraint. Then, the shortest path, in 
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terms of delay, is found, providing that it satisfies the delay constraint. For 
multicast delay-constrained routing, several algorithms have also been proposed. 
Widyno [97] proposed a constrained Bellman–Ford algorithm that can solve the 
delay-constrained least-cost problem, and Sun and Langendorefer [98] proposed a 
delay-constrained shortest-path routing algorithm, which runs the Dijkstra 
algorithm using a link-cost metric to construct a least-cost tree. If the resulting tree 
satisfies the delay constraint, then the optimal tree has been found, otherwise 
Dijkstra’s algorithm is run again using the link-delay metric to construct a least-
delay tree. Finally, both trees are combined by cancelling the paths that do not 
satisfy the delay constraint. 
 
In all the above-mentioned algorithms, global-state information must be maintained 
at each node. Global-state information updates the network nodes with the most 
recent delay costs observed across network links and accurate routing decisions are 
taken based on the accuracy of such updates. Frequent network state updates 
impose a large overhead on the routing process and, moreover, inaccurate state 
information may result in imprecise routing decisions, which may degrade the 
whole routing performance. It is obvious that delay-constrained routing based on 
global-state information suffers from the same problems mentioned in previous 
chapters, which are caused by the maintenance of the global-state information at 
each node. 
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7.2.3 Network Admission Control 
In order to guarantee the QoS requirements of the existing flows in the network, an 
admission control policy needs to be implemented to prevent new incoming flows 
from consuming network resources, which may degrade the performance of 
existing flows. For this reason, effective network admission control is crucial to 
maintain the overall QoS satisfaction for all network flows. Providing QoS 
guarantees usually requires a connection establishment procedure that will select a 
feasible path satisfying the QoS constraints, perform admission control and reserve 
the required resources along the selected path for the duration of the flow. 
Admission control is of significance as it is desirable to reject a flow request, even 
when a feasible path has been found, if admitting the flow will violate the QoS 
guarantees of other existing flows. Failure to apply such protection can result in the 
overall degradation of routing performance [99]. When a node admits a flow, it 
must consider the shared resources belonging to the selected path from end to end. 
Consequently, routing protocols should incorporate admission control with a QoS 
provision. 
 
7.3 Localized Delay-Constrained QoS Routing Algorithm 
7.3.1 Overview and Motivations 
Although routing with a bandwidth-guaranteed QoS has received much interest in 
QoS routing research, providing end-to-end delay guarantees is also essential, 
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especially because of emerging delay-sensitive applications. In order to satisfy 
delay QoS requirements, routing decisions should be made as accurately as 
possible. Traditional routing schemes, which depend on global-state information, 
need to maintain the most up-to-date state information to attain accurate routing. As 
mentioned previously, the most crucial problem of global QoS routing is the 
excessive overhead generated while exchanging frequent state information.  
 
Because of the widespread, frequent use of delay-sensitive applications, researchers 
have started to focus on providing QoS routing for such applications in order to 
satisfy the demands of the users. Moreover, localized QoS routing has been recently 
introduced to eliminate the overhead problems by relying only on local-state 
information to find feasible routing paths. It has been shown that localized QoS 
routing is capable of achieving superior routing performance with much less 
complexity and overhead [44, 56]. This has motivated us to investigate the 
applicability and efficiency of localized QoS routing in providing routing for delay-
constrained applications. 
 
7.3.2 Problem Setting and Assumptions 
The problem to be solved here is a path-constrained, path-optimization routing 
problem [100]. The path-constrained problem specifies a bound on the summation 
of the path metric, while the path-optimization problem tries to optimize, e.g. 
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minimize, the value associated with the selected path. The solution of this problem 
is finding a path, from the source to the destination, whose end-to-end delay is less 
than or equal to the delay QoS constraint, while at the same time, the path should 
have the minimum blocking probability as observed by the source node. The 
routing strategy considered is source routing, where the source node solely 
computes the routing path based on locally collected statistics. The path delay 
considered is the mean end-to-end delay encountered by the setup message 
travelling from the source to the destination, and it should not exceed the specified 
QoS delay constraint.  
 
 End-to-end delay guarantee: For many real-time applications, the end-to-end 
delay is one of the most important QoS requirements [95]. The end-to-end delay is 
the total latency experienced by a flow while traversing the network from the 
source to the destination. For a path, the end-to-end delay is the summation of the 
link propagation delay at all links on the path plus the queuing and transmission 
delay through the nodes in the path. The path end-to-end delay considered here is 
the mean (average) delay; it is different from the instantaneous delay, which 
reflects the current delay observed over a path. The instantaneous delay is a random 
variable and changes from one instant to another according to the network traffic, 
making it useless and impractical as a QoS metric. Although an average delay 
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constraint cannot guarantee the instantaneous delay, it is a useful metric for 
applications requiring prompt delivery.    
 
 Delay-based network admission control: The importance of network 
admission control arises in the routing context when multiple flows share network 
resources and may have to compete for them. If there is no adequate admission 
control mechanism, the network could admit a new flow that overloads links and 
violates existing guaranteed flows, resulting in downgrading the QoS performance 
[101]. The call admission control policy employed within the proposed algorithm is 
a simple, yet effective mechanism that ensures that new flows are only admitted to 
the network provided that the delay QoS of existing flows would not be jeopardized 
or violated. 
 
In link-constrained routing, e.g. bandwidth QoS routing, each node along the 
selected path performs admission control to check whether the next link has 
sufficient resources to support the requesting flow connection. Admission control is 
carried out as a link-admission test. That is, if any link has insufficient residual 
bandwidth to satisfy the flow requirements, then the flow is simply blocked without 
affecting other existing flow connections. However, delay admission control should 
ensure that none of the already existing flow connections is jeopardized by 
admitting a new flow to the network. This is a direct consequence of the delay 
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being a path-constraint metric where path links might be shared between several 
flow connections. 
 
In localized path-constrained QoS routing, call admission control is an integral part 
of the routing process. Two conditions must be satisfied before admitting a new 
flow to the network. First, the accumulated delay of all links along the selected path 
must be less than or equal to the QoS constraint, which means ∑      ( )     
        . Second, the algorithm should make sure that admitting a new flow will 
not jeopardize any existing flow connections by violating their QoS constraints. If 
the new selected path includes some shared links conveying other existing flows, 
the new flow delay should be added to the other existing flows’ delays and the new 
delay values for the existing flows are compared against their QoS constraints. If 
any existing flow delay exceeds the QoS constraint, then the new flow connection 
is blocked. 
 
 Assumptions: As with all other localized routing algorithms, the proposed 
Localized Delay-Constrained QoS routing algorithm (LDCR) maintains a set of 
predefined candidate paths between each source–destination pair. The candidate 
sets are computed by the network start-up process and remain static thereafter. In 
order to show the effectiveness of the proposed algorithm, we use the same method 
as used in previous chapters and in previous work [44, 56] to select the candidate 
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paths; this makes the performance comparison more precise and exact. Several 
assumptions were made while developing LDCR to simplify the design and to 
concentrate effort on showing the competency of the localized routing approach 
towards delay-constrained routing. These assumptions are as follows: 
 This is a single-constrained performance study where only a flow’s mean end-
to-end delay is guaranteed to be satisfied.  
 A link delay can be regarded as a composite of all delay inducing components 
along the path, e.g. queuing delay, propagation delay and transmission delay. 
 The resource reservation mechanism and network admission control policy are 
incorporated within the algorithm to support the routing process. 
 All network links are error-free and node failure is not modelled in this work. 
 
7.3.3 Algorithm Description 
The objective of LDCR is to ensure the end-to-end QoS delay from the users’ 
perspective and at the same time to optimize the network blocking probability from 
the network’s perspective. In other words, the routing algorithm needs to find a 
path with the minimum cost, i.e. blocking probability, subject to the end-to-end 
delay constraint. LDCR is a source routing algorithm where the source node selects 
the most feasible path that can satisfy the flow QoS requirements. LDCR relies on 
the average end-to-end path delay in order to make routing decisions that are based 
totally on locally collected state information. 
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The actual end-to-end delay of each candidate path is used as the performance 
metric for the path-selection process. Upon the arrival of a new flow, the path with 
the least average end-to-end delay is selected for routing that flow; the average end-
to-end path delay is used here as a measure of the path quality. With each attempt 
to route a flow, LDCR updates the selected path’s average delay, which directly 
reflects the actual quality of the path. While developing LDCR, three problems 
were taken into account, and we have tried to address these problems in the best 
possible way. These are: (1) selecting the most feasible path to satisfy the QoS 
constraints, (2) integrating path admission control within the routing process in 
order not to violate the QoS constraints of existing flows, and (3) trying to 
minimize the overall network blocking probability while improving the routing 
process overhead at the same time. 
    
 Data structure: Each source-destination node pair maintains a set,  , of 
candidate paths. All shortest paths between the pair are included in the set; it also 
includes paths whose hop length is one hop more than the shortest. Each candidate 
path is associated with an average delay quality metric,       . This metric is 
updated continuously to reflect the average end-to-end delay experienced along the 
path. Each node maintains a vector structure, named Network Admission Control, 
   ; each is of size  , where   is the number of outgoing links of the current node. 
Entries within      are linked lists, which are used to keep track of all currently 
Chapter 7                                    Localized QoS Routing with End-to-End Delay Guarantees 
202 
 
flowing connections through the node. For example, the      vector entry at node 
  holds data about all active connections passing node through   and leaving via the 
outgoing link  . The list contains all necessary information required to perform 
network admission control for new connection requests. Vector entries are updated 
by control messages used for setting and releasing paths. When a setup message 
arrives at an intermediate node, the corresponding list of the relevant outgoing links 
is scanned and the admission control mechanism is verified against all list’s items. 
Moreover, a sliding window mechanism is used for each candidate path to keep 
track of the most recent end-to-end path delay. Several other tables are used for 
holding candidate path sets, and for resource reservation. 
 
 Messages: Four types of messages are employed within LDCR: Setup, success, 
fail and release. A setup message is created and sent by the source node to check 
the ability of the selected path to satisfy the delay QoS constraint. When a setup 
message arrives at the destination node indicating that the path is able to meet the 
QoS constraint, the setup message is converted to a success message and sent back 
to the source node. On its way back, the success message updates the      on all 
intermediate nodes with the flow information, which will be used by the admission 
control mechanism. Moreover, the success message updates the source node with 
the delay encountered along the path. This delay is to be used to estimate the actual 
delay of the path, and hence its quality. On the other hand, if a flow is blocked, the 
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setup message is converted to a fail message indicating an unsuccessful flow 
routing attempt. Once the flow connection is established, a release message is 
scheduled to be sent to release resources after a successful connection times out. 
The release message goes along the path and clears out all corresponding     
entries to indicate that this flow is no longer using the outgoing links of these 
nodes. 
 
 Routing mechanism: The routing process is invoked when a new flow arrives 
at a source node heading to a destination node with a QoS delay constraint. The 
source node selects the best path from the candidate path set that can satisfy the 
QoS requirement. A setup message is created by the source and is sent along the 
selected path calculating the delay values along all outgoing links of the 
intermediate nodes. As the message travels, the delay is accumulated over the 
selected path links, and each intermediate node performs an admission control test 
by checking whether admitting this new flow will violate the QoS constraints of 
other flows being routed through this node’s outgoing link. If the delay 
accumulated so far is less than the QoS constraint, and the flow passes the 
admission control test, the setup message is forwarded to the next node on the 
candidate path. The same process is repeated at each intermediate node until either 
the destination node is reached or the flow request is blocked on the way. 
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 A flow is blocked if it cannot satisfy one or both of the two following conditions: 
(1) The total end-to-end delay along the selected path is less than or equal to the 
QoS constraint.  If this is met, the other condition is checked: (2) Admitting the 
flow should not jeopardize the QoS requirements of other flows utilizing the same 
outgoing link of the current node. When a flow is blocked, the setup message is 
converted to a failure message, but continues travelling towards the destination. In 
this case, the only purpose of the failure message is to calculate the path end-to-end 
delay, as the flow has already been declared unsuccessful; no further admission 
control tests are required. Once the failure message arrives at the destination, it is 
simply sent back to the source node with the collected statistics. In contrast, if the 
setup message reaches the destination node successfully, it is converted to a success 
message and sent back to the source node. The flow statistics collected by the 
source node regarding flow acceptance and rejection are used to estimate the 
quality of the candidate paths; such updated estimates are crucial for upcoming 
flow requests.  
 
Whether a flow is accepted or blocked along the selected path, the encountered 
mean end-to-end path delay is added to other values collected from previous 
routing attempts, and is stored in a sliding window array, of size  , at the source 
node. The sliding window values are averaged and the result is assigned to the 
corresponding path as its quality metric,       . LDCR selects the path with the 
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smallest        value, and routes flows along it. It is noticed that when a flow is 
blocked and the calculated path delay is long, this will increase the average path 
quality metric and hence reduce the probability that the path will be selected for 
upcoming flows. This update process continues monitoring the delay along all 
network candidate paths; increases and decreases in the path delay metric reflect the 
actual path quality for routing incoming flows. The pseudo code for the algorithm is 
shown in Figure 7.1 with the following notation: 
 
       set of candidate paths between i and j 
P  candidate path within     
i     source node 
j   destination  
NAC      network admission control vector 
l            set of all links along P 
                    average end-to-end delay of path P 
d           delay 

























Figure 7.1: pseudo code for the proposed LDCR 
 
7.4 Performance Evaluation 
7.4.1 Simulation Design and Setup 
In order to simulate the proposed algorithm and assess its performance, as before, a 
network is modelled as a graph  (   ) where V is the set of nodes, and E is the set 
of links connecting the nodes. A single additive metric, i.e. delay,  ( ) is assigned 
for each link     , with delay values distributed exponentially. A delay QoS 
constraint,          , is varied to show its effect on the routing performance. For 
each flow request from a source node to a destination node, LDCR initiates a search 
   (            ) 
Initialize 
CandidatePathSearch(i,j); 
                         
 
1. select                         
2.                                 
3.    ( ∑               )     ( ( ∑       ∑     ̅  )                         ̅     
      ̅    )     
4.                                              
5.                                        
6.                                                
7.                                                                         
8.                              
9.         
10.                       and                 
11.                                      
12.                                     
13.                                                              
14.           (∑       ( )
 
   )    
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procedure looking for a feasible path,    such that ( )           , and at the same 
time complying with the network admission control policy. 
 
The main objective of the next section is to study the performance of LDCR against 
other delay-based algorithms. Both the global Dijkstra’s shortest path routing 
algorithm [102] and localized CBR [56] are used for this purpose, the later being 
redesigned and implemented for the delay metric. Dijkstra`s algorithm is chosen 
here for performance comparison since many contemporary routing algorithms are 
based on it. A simple way to adapt Dijkstra’s algorithm is by using delay as the link 
cost metric, and then running the algorithm to find the shortest, i.e. least delay, path 
from the source to the destination provided that network admission control is 
maintained. Moreover, CBR, being the main benchmark localized routing 
algorithm, is used here to compare the performance of LDCR against its 
performance. For delay-based CBR, called here DCBR, the same crediting 
mechanism implemented in the original CBR is used; moreover, the same network 
admission control policy employed in the other algorithms is incorporated into 
DCBR. 
 
Extensive simulation experiments were run using the OMNeT++ simulation 
platform to assess the performance of the proposed algorithm against the other 
algorithms. Each simulation experiment is run for two million flow arrivals with 
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statistics collected after the first 200,000 flow requests. For each flow request, the 
source and the destination are chosen randomly. Flow arrivals follow a Poisson 
distribution with an arrival rate of   and holding time of    . Delay QoS 
constraints are chosen with different values to show the effect of tight and relaxed 
constraints on routing performance. The simulation is run under different network 
topologies and various network scenarios in an attempt to show the performance 
improvement of the proposed algorithm compared to others. The sliding window 
mechanism used in both LDCR and DCBR is based on the most recent 20 flow 
attempts. The LDCR, DCBR and the Dijkstras’ algorithms provide the routing 
process, resource reservation and admission control for requesting flows. 
Simulations are run over regular and random network topologies to show the effect 
of the underlying topologies on the routing performance. Four network topologies 
are employed in this performance analysis; namely, RAND32, RAND80, ISP and 
Torus. The characteristics of these topologies were mentioned in detail in chapter 4. 
 
7.4.2  Impact of Varying Delay QoS Constraints 
In this chapter, the delay is the only QoS constraint that routing algorithms need to 
satisfy. It is obvious that tightening this constraint makes satisfying flow requests 
harder, while relaxing this constraint makes it easier to find feasible paths. 
Consequently the routing blocking probability is greatly dependent on the value of 
the QoS delay constraint. Varying the value of the delay constraint from low to 
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high can clearly show this effect; different values ranging from 5 unit times to 40 
unit times are used in the simulation. The flow blocking probabilities for all 
algorithms being evaluated are plotted against these values for different network 
topologies with an arrival rate of one. 
 
Figures 7.2 and 7.3 show the flow blocking probability for both RAND32 and 
RAND80, respectively. Both graphs exhibit the same performance trends, most 
likely because both networks have a random topology. Notice that all algorithms 
satisfy most of the flow requests with a large delay constraint, e.g. 35, resulting in a 
very low blocking probability. This is expected as finding a path to satisfy flow 
requirements is easier with large network delay constraints. In contrast, when the 
delay constraint is low, e.g. 10, the probability of finding paths to satisfy this tight 
restriction decreases; this causes the flow blocking probability to increase rapidly. 
Similar performance trends are observed also for the other network topologies, ISP 
in Figure 7.4 and Torus in Figure 7.5, although the blocking probability is different. 




Figure 7.2: Impact of varying delay constraints on blocking probability on RAND32 
 
Figure 7.3: Impact of varying delay constraints on blocking probability on RAND80 
 
It is well known that the routing accuracy of global routing algorithms, such as 
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the global network state. As the update interval decreases, more accurate and 
updated network state information is available to the nodes for making routing 
decisions. The routing performance of Dijkstra’s algorithm shows this effect 
clearly; its performance degrades and its blocking probability increases as the 
update interval increases. This is due to the path-selection process, which is based 
on periodic updates of global-state information. Any routing decision made 
between two consecutive updates will be based on the old data, making such 
decisions outdated and possibly not precise enough with respect to the current 
network state. Figures 7.2 and 7.3 show the flow blocking probability of Dijkstra’s 
algorithm with three different update interval values, 0, 1 and 2. With an update 
interval of 0 (which implies instantaneous update and is not practically feasible), 
this should give a theoretical bound on best performance. Therefore Dijkstra(0) 
algorithm shows the best routing performance among all the algorithms in all 
network topologies. As we increase the update interval, Dijkstra’s algorithm starts 
to suffer due to the staleness of its network state, which reduces its performance. 
The big performance difference between Dijkstra (1) and Dijkstra (2) clearly shows 
the significant impact of the update interval value on the routing performance of 
global routing algorithms; such an impact was the main motivation for developing 
localized routing algorithms, which do not rely on any network state updates. This 
also shows the sensitivity of the delay metric to the update interval; that is, update 
intervals of 1 and 2 significantly affect performance. With the bandwidth metric, 
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update intervals of 30 and 60 were used, although the algorithm there was WSP 
which relies mainly of hop counts as well as bandwidth. 
 
Both of the localized algorithms, LDCR and DCBR, perform relatively well in all 
network topologies. Their blocking probability increases steadily as the delay 
constraint value decreases, which is in contrast to the sharp increase of the blocking 
probability of Dijkstra’s algorithm. This is a consequence of the prompt response 
and adjustment made to the candidate path’s quality after every routing attempt 
along the path. With large delay constraints, LDCR and DCBR exhibit similar 
performance to Dijkstra’s algorithm, as most flow requests are accepted regardless 
of the routing scheme. However, DCBR keeps selecting the path with the maximum 
credit until its credit is surpassed by another candidate path. This crediting 
mechanism may introduce some delay in responding to the actual path quality. 
However, LDCR selects the candidate path with the least end-to-end mean delay, 
which reflects the path quality more precisely. As shown in the graphs, LDCR 
outperforms DCBR under different delay constraints, as it directly uses the required 
performance metric, i.e. the delay, instead of the indirect crediting scheme. 
 
Routing performance can be varied based on the average path length of the 
simulated topology. Figure 7.5 shows the Torus topology, which has the largest 
average path length among all topologies; the blocking probability for a delay 
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constraint of 10 is the highest among all topologies. While on the other hand, 
RAND32, which has the smallest average path length, shows the best performances 
under the same delay constraint; this observation is applicable for all routing 
algorithms considered here. The same effect can be seen on the other graphs; as the 
average path length increases, the routing performance gets worse. This 
demonstrates the influence of the topology on the routing performance, as was 
mentioned in previous chapters. When selecting a path to route a flow, Dijkstra’s 
algorithm searches for the shortest path in terms of the delay, while both LDCR and 
DCBR employ the shortest paths in their candidate path sets. The shortest paths are 
proportionally dependent on the average path length of the topology and as this 
average path length increases, the shortest paths become longer. Consequently, 
routing a flow through longer paths, i.e. with more links along the path, 
accumulates more delay as more links are involved in the search. As a result, this 
makes satisfying certain delay constraints more difficult using longer paths, hence 
increasing the blocking probability as in the case of the Torus topology. 
 




Figure 7.4: Impact of varying delay constraints on blocking probability on ISP 
 
Figure 7.5: Impact of varying delay constraints on blocking probability on Torus 
 
7.4.3  Effect of Varying Flow Arrival Rate 
The routing blocking probability and hence the routing performance are greatly 
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flows satisfactorily through the network becomes harder as many flows compete for 
the network resources. The network load is determined by both the flow arrival rate 
and the flow service time; therefore it can be controlled by changing the arrival rate 
while keeping the service time fixed. In order to show the effect of the network load 
on the routing performance, the relevant algorithms are simulated with different 
arrival rates under different network topologies. 
 
In Figures 7.6, 7.7 and 7.8 the flow blocking probability is plotted against a range 
of different arrival rates for different network topologies, namely RAND80, ISP 
and Torus, respectively. The overall trend of all algorithms is that the blocking 
probability increases as the arrival rate increases, which is expected as it is harder 
to route more frequently arriving flows than routing less frequently arriving flows. 
At low arrival rates, fewer flows compete for the network resources, which gives 
the routing algorithms more chance to satisfy their requirements and hence yields a 
lower blocking probability. Moreover, when the network is lightly loaded, i.e. with 
a low arrival rate, the resource availability is high and this allows all algorithms, 
regardless of the routing method, to easily find feasible paths for incoming flows. 
Subsequently, the performance difference between the routing algorithms is less 
apparent at low arrival rates than at high arrival rates. 
 
A delay constraint of 10 time units is used when simulating the RAND80 topology; 
while a delay constraint of 20 time units is used when simulating the ISP and Torus 
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topologies. In Figure 7.6, we notice that the localized algorithms, LDCR and 
DCBR, show superior performance when compared with Dijkstra(1). Although 
LDCR and DCBR show a steady increase in the blocking probability as the arrival 
rates increase, LDCR outperforms DCBR as a result of its path selection method, 
which relies on the actual end-to-end path delay. For the same reason, LDCR 
performs better than DCBR in the other topologies as well. In Figure 7.6, we notice 
that the blocking probability of Dijkstra(0) only slightly increases as the arrival rate 
increases. This is due to the fact that with an update interval of 0, which is 
practically impossible, all nodes will have the most up-to-date network state 
available, allowing them to make the most accurate routing decisions. 
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As the arrival rate increases, the blocking probability of both LDCR and DCBR 
increases as expected, but in a more relative way. In contrast, Dijkstra’s algorithm 
is more sensitive to changes in the arrival rate; its performance sharply degrades as 
the arrival rate increases, especially with large update intervals. Dijkstra’s 
algorithm cannot react promptly to changes in the network state caused by recently 
arriving flows; when flows arrive rapidly, its reaction worsens causing severe 
performance degradation. This effect can clearly be seen in all topologies, 
especially for the RAND80 topology. 
 
An interesting point to mention here is that both localized routing algorithms, 
LDCR and DCBR, showed an average increase in their blocking probability of 
about 120% in the ISP topology, Figure 7.7, and an average increase of about 155% 
in the Torus topology, Figure 7.8, when both topologies were simulated with a 
delay constraint of 20 time units. These values are calculated as the percentage 
increase in the blocking probability measured from the lowest arrival rate value to 
the highest arrival rate value being simulated. The Torus topology has a longer path 
length than ISP, implying that more links are included in the candidate paths of the 
Torus topology. As the arrival rate increases, these links will be utilized more by 
newly arriving flows at nodes along these candidate paths. Therefore, more delay is 
experienced along the candidate paths of the Torus topology, causing a more rapid 
increase in the blocking probability. The same statement would be applicable on 
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RAND80 if the same delay constraint of 20 time units were used instead of the 
simulated delay constraint of 10. 
 
 
Figure 7.7: Impact of flow arrival rate on blocking probability on ISP 
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7.4.4 Impact of Bursty Traffic 
The performance of QoS routing algorithms is affected by many factors, such as 
network topology, network load and type of traffic. In order to obtain a 
comprehensive performance evaluation of the proposed algorithm, bursty traffic 
needs to incorporated in the performance analysis study, especially knowing that 
many real world applications generate traffic with a bursty nature [78]. Bursty 
traffic can lead to network instability and overall performance degradation if the 
routing algorithm is not able to adapt adequately. Bursty traffic is modelled here 
using a Weibull arrival distribution [7] with two values of the shape parameter, 
k=0.3 and k=0.7, noting that the burstiness increases as the shape parameter 
decreases. The flow blocking probability of all algorithms being simulated is 
plotted with these two shape values to show the effect of traffic burstiness on the 
blocking probability and hence on the routing performance. 
 
Figure 7.9 shows the blocking probability of all three algorithms plotted with the 
Weibull distribution for the two shape values for the RAND80 topology, and with a 
delay QoS constraint of 10 time units. The blocking probability of all algorithms 
increases as the traffic burstiness intensifies; compared to Figure 7.6, which is 
based on Poisson arrival traffic, the blocking probability is higher at k=0.7, and it is 
even higher at k=0.3. This is intuitively expected as the network state changes 
rapidly with traffic bursts, and tends to be steadier with non-bursty traffic. As the 
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network state changes rapidly with traffic bursts, it will be harder for the nodes to 
catch up with the network dynamics, which in turn will make routing decisions less 
accurate, and hence the routing performance starts to deteriorate. In the same 
figure, we notice that Dijkstra(0) is the algorithm least affected by bursty traffic as 
expected. The update interval of Dijkstra(0) is zero, meaning that any change in the 
network state will be conveyed immediately to all nodes. As a result, the changes 
made to the network state by bursty traffic will be available for all nodes. This 
makes Dijkstra(0) the algorithm least susceptible to bursty traffic. However, as the 
update interval of Dijkstra’s algorithm increases, the effect of bursty traffic on its 
performance starts to emerge, as can be seen clearly with Dijkstra(1) on the same 
figure. 
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The same undesired effect of bursty traffic is also experienced with the Torus 
topology, as plotted in Figure 7.10 with a delay QoS constraint of  20 time units and 
with the same flow arrival rates as in Figure 7.8. However, the impact of bursty 
traffic on the localized algorithms, LDCR anwd DCBR, is not as harmful as with 
Dijkstra’s algorithm. This can be noticed as the difference in blocking probability 
between k=0.3 and k=0.7 is less observable with localized algorithms than with 
Dijkstra’s algorithm. This is direct consequence of the path selection method 
employed by localized routing algorithms which are based on the local statistics 
collected by source nodes. Localized routing algorithms consider only the traffic 
experienced on the candidate paths, making collecting such statistics impacted less 
by global network dynamics, especially when this traffic is bursty in nature. 
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Bursty traffic has the same effect on the ISP topology as with other topologies, as 
shown in Figure 7.11. In this figure we show the effect of the sliding window size, 
i.e.  , on the routing performance in the presence of bursty traffic. The main 
objective of the sliding window in localized routing is to keep statistics of the most 
recent routing attempts through a single candidate path. When   is too large, the 
sliding window will not be able to keep track of the current network state dynamics 
as the traffic captured during this period is uneven and may change immediately as 
new bursts arrive in the network. Two values are used for   when simulating the 
ISP topology, 10 and 20, along with the two burstiness shape values, 0.3 and 0.7 
and a delay QoS constraint of 20 time units. Among all curves in Figure 7.11, we 
notice that the best performance was achieved with shape value k=0.7 and with 
window size =10. This is expected as a relatively small window size can reflect 
more accurately the status of the bursty traffic flowing along a candidate path, 
which in turn enables the source node to take more accurate routing decisions. 
Generally we can say that the window size should be small enough to capture any 
slight change in the network bursty traffic. One last important point worth 
mentioning here is that LDCR outperforms DCBR in all scenarios with bursty 
traffic. This is again a likely result of the path selection method of LDCR, which 
selects the routing path based on the actual performance metric, i.e. delay. 
 




Figure 7.11: Impact of window size and bursty traffic on blocking probability on ISP 
 
7.4.5 Complexity and Overhead  
One of the most important factors affecting the performance of global routing 
algorithms is the excessive routing overhead generated by periodic updates of 
global network state. The routing overhead increases proportionately to the 
frequency of updates, and to the increase of the network size; this overhead is 
regarded as the main scalability obstacle of global routing algorithms. However, as 
mentioned in previous chapters, such overhead is eliminated in localized routing 
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In terms of complexity, the global Dijkstra’s algorithm finds the shortest path with 
time complexity of  (       ) [87], where   is the number of network nodes 
and   is the number of network links. However, localized routing algorithms do not 
need to search the whole network looking for a feasible path; a feasible path is 
selected among the candidate path set R. This selection process takes a constant 
time as only   paths need to be scanned for the best available path. While the 
number of paths in the candidate set is constant, the length of candidate paths 
increases as the network size increases. A localized routing algorithms needs to 
traverse all the way along the selected path to check its feasibility. This amounts for 
time complexity of  ( ), where   is the candidate path length in hops. 
 
Network admission control is an important aspect for path-constrained routing; it 
needs to be performed at each node along the selected path. All global and localized 
routing algorithms should employ admission control within their routing process, 
which in turn adds more complexity to the routing algorithm. However, with LDCR 
the admission control is integrated with the path set up and so this is included in the 
O(H) time complexity. Based on the above findings, we can conclude that LDCR is 
more scalable than Dijkstra’s algorithm, and its incurred overhead is considered 
minimal compared to Dijkstra. 
 




As delay-sensitive applications have started to emerge in many every-day aspects 
of life, routing algorithms should be able to adequately satisfy the requirements of 
these applications. The main problem of current global routing algorithms is 
scalability, which has a great impact on the routing performance as it introduces 
huge routing overhead. Staleness of network state is another factor contributing to 
the performance degradation of global routing algorithms. The localized routing 
approach has proven to be an effective and efficient strategy to tackle the problems 
associated with global routing, as was also shown in the previous chapters. 
 
In this chapter we have extended the application of localized routing to delay-based 
QoS routing. Three delay-based algorithms were introduced in this chapter; a new 
localized LDCR was proposed in order to improve the routing performance. A new 
delay-based version of CBR, called DCBR, was also implemented to be used as a 
comparison benchmark for localized routing, and the well-known global Dijkstra’s 
algorithm was modified and implemented with the delay metric to demonstrate the 
routing performance bound that can be achieved with global delay-based routing. 
All the three algorithms are based on the average end-to-end delay, meaning that a 
flow is admitted to the network only if its mean end-to-end delay is equal to or less 
than the QoS constraint, provided that the network admission control tests are met. 
Admission control is a crucial part of any path-constrained routing; consequently, a 
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simple admission control policy was incorporated with all delay-based routing 
algorithms simulated in this chapter. 
 
Dijkstra’s algorithm is considered as a global routing algorithm where each node 
requires a global view of the network state information in order to take routing 
decisions. Dijkstra’s algorithm computes the best paths in terms of delay, once after 
each network state update, while in contrast path delays in LDCR are updated 
regularly after every routing attempt along a particular path. Path selection in 
LDCR is based on the path’s quality value rather than on the whole network state, 
making Dijkstra’s algorithm more dependent and sensitive to the delay update 
interval when compared to the localized LDCR. It is noticed that the performance 
of dijkstra’s algorithm increases as the update interval decreases, as longer update 
intervals equate to inaccurate routing decisions. Dijkstra(0) gives the best routing 
performance the lowest blocking probability achievable for network traffic being 
transported across a network, which represents the theoretical maximum routing 
performance achievable by any routing algorithm. However this routing 
performance comes at a cost of extensive communications overhead. It is clear 
therefore that a compromise in global routing emerges between high performance 
and high cost.  The proposed localized routing, i.e. LDCR on the other hand, has 
been shown to achieve excellent routing performance with much less 
communication overhead. 
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At the beginning of the chapter,  we have stated the relevant routing problem and 
the assumptions made in regard to the proposed algorithm. The various data 
structures and routing control messages employed by the algorithm have been 
mentioned, and the routing mechanism of LDCR has been explained in detail. The 
performance of the proposed algorithm was presented against DCBR and the 
modified Dijkstra’s algorithms; flow blocking probability was the main 
performance metric for all simulation runs. The routing performance of all three 
algorithms was compared under different traffic settings and for different network 
topologies. We have shown through extensive simulation that LDCR outperforms 
DCBR in almost all cases, and outperforms Dijkstra’s algorithm when simulated 
with realistic update intervals. The impact of the delay QoS constraint has been 
studied and results have shown that the blocking probability increases as the delay 
constraint tightens. Moreover, the effects of the flow arrival rate and bursty traffic 
have been studied and their outcomes analyzed. The main reason for LDCR’s 
superiority over DCBR is the path selection method which depends mainly on the 
actual path end-to-end delay, as opposed to the crediting mechanism employed by 
DCBR. Furthermore, DCBR has shown to be simpler in terms of time complexity 
and it does not suffer from the global overhead as in the case of global routing 
algorithms.
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CHAPTER 8: CONCLUSIONS AND FUTURE 
WORK 
Future Internet services need new techniques and approaches to meet the diverse 
QoS requirements of applications. Some of these QoS requirements impose strict 
resource constraints on routing algorithms when selecting paths that can guarantee 
specific QoS levels. The goal of QoS routing is to select paths that satisfy these 
constraints while achieving high resource efficiency. QoS routing is challenging 
because of the complexity of the routing process, the involvement of many network 
entities, the diverse routing requirements and the rapid dynamics of network traffic. 
The problem of path selection is the core issue of QoS routing; its solution involves 
several aspects, such as the metrics to be used, whether optimization is required or 
constrained paths should be found, whether there is one or several constraints, and 
finally the type of network-state information needed for the solution. In QoS 
routing, knowledge of the global network state is essential for path selection. 
However, with the rapid dynamics of network traffic, maintaining an accurate 
network state at each node is not practical, especially if the network is large. This is 
due to the performance-affecting communication overheads and processing 
overheads caused by the frequent exchange of state information. Decreasing the 
rate of exchange of global-state information leads to the problem of inaccurate 
information, which in turn can significantly degrade routing performance. 
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A localized QoS routing approach has recently been proposed to address the 
inherent scalability problems associated with global QoS routing. In localized 
routing, a node takes routing decisions based on its local view of the network; no 
global-state information needs to be maintained at each node. Local statistics are 
collected by individual nodes, analysed, and then one of the predetermined 
candidate paths is selected to route incoming traffic. This promising new routing 
approach is the topic of this thesis, and we have contributed a number of new 
insights and methods into the field of localized QoS routing. These are summarized 
as follows: 
 An extensive review was carried out of the QoS routing paradigm and the 
current QoS routing algorithms. The review found that the most difficult 
obstacle to the deployment of large-scale QoS networks is the scalability of 
QoS routing. The two main causes of this scalability problem are the overheads 
associated with maintaining and distributing the global network state, and the 
inaccuracy of global-state information caused by long update intervals. 
Consequently, any effective routing approach should target the scalability issue 
first. 
 State information can be collected either globally, based on global link-state 
updates among all network nodes, or locally, based on local statistics collected 
by individual nodes. An overview of several global QoS routing algorithms, 
WSP, SWP, SDP and QOSPF, was given. Additionally, related work and the 
Chapter 8                                                                                   Conclusions and Future Work 
230 
 
previously proposed localized QoS routing algorithms PSR and CBR were also 
described in detail. 
 In this thesis, we have demonstrated that localized QoS routing is both 
desirable and feasible. In doing so, we developed a simulation platform to 
analyse and evaluate the routing performance of the proposed algorithms. We 
considered several network topologies for performance evaluation and used the 
blocking probability and load balancing as performance metrics. 
 The most important and most widely used routing metric is bandwidth. We 
proposed three localized QoS routing algorithms for bandwidth-constrained 
routing. Two algorithms are based on a source routing strategy, LBP and LRB, 
and the third is based on a distributed routing strategy, LDR. The goal of the 
algorithms is to find paths that are able to satisfy the requested bandwidth, 
while using the network resources as efficiently as possible. 
 Unlike PSR and CBR, whose routing decisions are based on candidate-path 
statistics, the proposed localized source-based algorithms continuously monitor 
the quality of all network links, looking at either the link-blocking probability 
(LBP) or the link residual bandwidth (LRB). The path quality is then calculated 
using the quality of all links in the path.  
 A method for dynamic path substitution was developed and incorporated into 
the localized algorithms. The method acts as a precautionary mechanism to 
prevent candidate paths from reaching very low quality levels. Any candidate 
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path that reaches a critical quality level is replaced with a new candidate path 
whose quality is the best from the source’s point of view. 
 We also applied the localized routing approach to the distributed routing 
strategy, where routing decisions are taken by all intermediate nodes along the 
selected path based only on local views of these nodes. The motivation for the 
proposed algorithm, LDR, is that it has more routing options than localized 
source-based algorithms, whilst it does not suffer from the problems associated 
with traditional distributed routing algorithms, such as loops. LDR can switch 
candidate paths when searching for the best feasible path that satisfies the QoS 
requirements. 
 For traffic requiring delay guarantees, we introduced a localized delay-
constrained QoS routing algorithm, called LDCR. It can find feasible paths that 
are constrained by QoS delay requirements; a routing path is selected based on 
local statistics of the average path end-to-end delay. 
 LBP, LRB and LDR were compared against the global WSP algorithm, and 
against the localized CBR algorithm; LDCR was compared to a delay-based 
version of CBR and to the well-known Dijkstra’s algorithm. Simulation results 
show that all of the proposed algorithms outperform the other algorithms under 
various scenarios and under different network conditions. 
 The overheads and costs of the proposed algorithms were investigated. The 
overheads were found to be considerably less than for global routing 
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algorithms, and the proposed algorithms were found to be computationally 
inexpensive. 
 It was shown also that localized QoS routing performs well with bursty and 
with non-uniform traffic. Moreover, localized QoS routing can achieve good 
load balancing compared to global routing algorithms, which are based on 
shortest path routing. 
 
In view of the research results obtained through this work, we conclude our 
findings with the following claims: 
 In addition to the results of previous, related studies, it was shown that localized 
QoS routing can be considered as a scalable alternative to global QoS routing 
schemes in providing QoS routing with fewer overheads and better performance. 
 It was demonstrated that localized QoS routing algorithms can achieve better 
performance if the quality of candidate paths is assessed based on the quality of 
their individual links. 
 In localized QoS routing, routing schemes that are based explicitly on an actual 
routing metric, such as bandwidth, achieve better performance than those 
schemes where the routing decisions are based on indirect metrics, such as 
credits or flow proportions. 
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 The introduction of a distributed strategy for localized QoS routing has 
demonstrated favourable results compared to the source-based strategies.  
 The analysis of the simulation results demonstrated that network topology, 
traffic characteristics and the imposed QoS constraints are all key factors 
influencing routing efficiency and therefore must be considered in any 
comprehensive study of routing algorithms. 
 Although the selection of candidate paths is not covered in this thesis, the 
selection method plays an important role in overall routing performance of 
localized algorithms. 
 
Some possible directions for future work include the following: 
 This thesis mainly focused on one aspect of localized routing: Selecting the 
best path from the candidate path set; the selection of the candidate path set 
itself needs to be addressed in more detail. 
 Some new, emerging Internet applications require multi-constrained QoS 
routing; the localized routing approach seems a good candidate to meet these 
requirements provided that further research is carried out to show its 
applicability and feasibility. 
 Multicast QoS routing is another important issue that needs further 
investigation. It is more complex than unicast QoS routing as different 
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destinations may require different QoS levels. Extending the localized routing 
approach to multicast routing is therefore another area that is worth further 
study and investigation. 
 Currently, Ad Hoc networks attract a lot of interest; it would be very beneficial 
to investigate possible ways of extending the localized routing approach to Ad 
Hoc networking. 
 Hierarchical routing is a widely utilized routing strategy for large networks 
sizes. One limitation of the localized QoS routing approach might be that it 
cannot be directly applicable to hierarchical networks.  In localized routing, 
only one type of statistic is collected and maintained, whilst hierarchical 
routing requires two types of network state information, local and aggregate. 
This therefore may suggest a new direction to explore as future work. 
 
Finally, based on this thesis it is recommended that future localized QoS routing 
algorithms should attempt to incorporate the following: 
1. A path selection process based directly on the metric of interest. 
2. A distributed approach. 
3. A dynamic path substitution method. 
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