Pair Correlations of Niederreiter and Halton Sequences are not
  Poissonian by Hofer, Roswitha & Kaltenböck, Lisa
ar
X
iv
:1
90
8.
11
14
7v
2 
 [m
ath
.N
T]
  1
7 O
ct 
20
19
Multi-Dimensional Pair Correlations of Niederreiter
and Halton Sequences are not Poissonian
Roswitha Hofer∗, Lisa Kaltenböck†
Abstract
In this paper we deal with a recently introduced multi-dimensional concept of
Poissonian pair correlations. In particular, we investigate Niederreiter sequences
and Halton sequences – two multi-dimensional classes of sequences with excel-
lent distribution properties – and we are able to show that both classes do not
have the property of Poissonian pair correlations. The proofs rely on a general
auxiliary tool that identifies specific regularities of a sequence to be a sufficient
condition for not having Poissonian pair correlations.
1 Introduction
Let ‖·‖ denote the distance to the nearest integer. A sequence (xn)n≥0 of real numbers
in [0, 1) has Poissonian pair correlations if
1
N
#
{
0 ≤ n 6= l ≤ N − 1 : ‖xn − xl‖ ≤
s
N
}
→ 2s
for every real number s ≥ 0 as N →∞.
Although the concept of Poissonian pair correlations has its origin in quantum
mechanics (see e.g. [1] and the references therein), in the last few years it has also
been studied from a pure mathematical point of view by a variety of authors. This
has been done both in terms of metrical results as well as for concrete sequences. An
introduction to this topic and a collection of results are provided by [10].
For example, it is known that any sequence (xn)n≥0 in [0, 1) which has Poissonian
pair correlations is also uniformly distributed, i.e.
lim
N→∞
1
N
#{0 ≤ n ≤ N − 1 : xn ∈ [a, b)} = b− a
for all 0 ≤ a < b ≤ 1 (see e.g. [4]). However, the converse is not true since for
many explicit examples of classical low discrepancy sequences, such as the Kronecker
∗The author is supported by the Austrian Science Fund (FWF), Project F5505-N26, which is a
part of the Special Research Program Quasi-Monte Carlo Methods: Theory and Applications.
†The author is supported by the Austrian Science Fund (FWF), Project F5507-N26, which is a
part of the Special Research Program Quasi-Monte Carlo Methods: Theory and Applications.
1
sequence ({nα})n≥0, the van der Corput sequence and certain digital (t, 1)-sequences
in base p ≥ 2, it has been shown that they do not have Poissonian pair correlations
(see e.g. [11]).
A generalization of Poissonian pair correlations to a multi-dimensional setting has
recently been established in [6], see also [18] and [16] for a slightly different approach
and a more general analysis of higher dimensional pair correlations. In this work,
we refer to the former concept. Therefore, let ‖ · ‖∞ denote a combination of the
supremum-norm of a d-dimensional vector x = (x(1), . . . , x(d)) ∈ Rd with the distance
to the nearest integer function ‖ · ‖ defined by
‖x‖∞ := max(‖x
(1)‖, . . . , ‖x(d)‖).
A d-dimensional sequence (xn)n≥0 ∈ [0, 1)
d has Poissonian pair correlations if
1
N
#
{
0 ≤ n 6= l ≤ N − 1 : ‖xn − xl‖∞ ≤
s
N1/d
}
→ (2s)d (1)
for every real number s ≥ 0 as N →∞.
In analogy to the one-dimensional case it could be shown that sequences with this
property are uniformly distributed in [0, 1)d. Among other results it was proven that
e.g. the d-dimensional Kronecker sequence ({nα})n≥0 does not have Poissonian pair
correlations for any α ∈ Rd.
Naturally, the question arises whether also the multi-dimensional analogues of the
other well-distributed one-dimensional point sequences – as Halton or digital (t, d)-
sequences – do have Poissonian pair correlations or not.
1.1 Digital (t, d)-sequences
A widely used class of low-discrepancy sequences are the digital (t, d)-sequences that
are generated via the digital method:
Let d ∈ N, let Fq be a finite field with q elements and characteristic p and let
φ : Fq → {0, 1, . . . , q−1} be a bijection satisfying φ(0) = 0. Further, let C
(1), . . . , C(d) ∈
FN×N0q , be given generating matrices, where we assume that each column of such a
matrix contains only finitely many nonzero entries. We construct a sequence (xn)n≥0,
xn = (x
(1)
n , . . . , x
(d)
n ), by generating the j-th component of the n-th point, x
(j)
n , as
follows. We represent n = n0 + n1q + n2q
2 + . . . in base q and set
C(j) · (φ−1(n0), φ
−1(n1), . . . )
⊤ =: (y
(j)
1 , y
(j)
2 , . . . )
⊤ ∈ FNq
and
x(j)n :=
∑
i≥1
φ(y
(j)
i )
qi
.
The distribution properties of the constructed sequence (xn)n≥0 strongly depend
on the generating matrices C(1), . . . , C(d).
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If for every m ∈ N and for all r1, . . . , rd ∈ N0 with r1 + · · · + rd = m − t, t ∈ N0,
the set of row vectors
{(c
(j)
r,k)0≤k<m : j ∈ {1, . . . , d}, r ∈ {1, . . . , rj}}
is linearly independent over Fq, then (xn)n≥0 is a (t, d)-sequence in base q, i.e. for all
integers m > t and s ∈ N0 the point set (xn)sqm≤n<(s+1)qm has the property that any
elementary interval of order m− t, that is any interval of the form
I(v1, . . . , vd) :=
d∏
j=1
[
aj
qvj
,
aj + 1
qvj
)
with v1 + · · ·+ vd = m− t and aj ∈ {0, 1, . . . , q
vj − 1}, contains exactly qt points. For
more detailed information on (t, d)-sequences and their construction we refer to [2, 15]
and the references therein.
The more specific notion of (t, e, d)-sequences, where t ∈ N0 and e = (e1, . . . , ed),
was introduced by Tezuka in [19] and analyzed e.g. in [8]. For constructing such
sequences, for all r1, . . . , rd ∈ N0 such that e1r1 + · · · + edrd ≤ m − t, the set of row
vectors
{(c
(j)
r,k)0≤k<t+
∑d
j=1
ejrj
: j ∈ {1, . . . , d}, r ∈ {1, . . . , ejrj}}
has to be linearly independent over Fq. Then, for all integers m > t and s ∈ N0 the
point set ([xn]q,m)sqm≤n<(s+1)qm , where [xn]q,m denotes the coordinate-wise q-ary m-
digit truncation of the point xn, satisfies that for any v1, . . . , vd ∈ N0 with e1v1 + · · ·+
edvd ≤ m−t, the elementary interval I(e1v1, . . . , edvd) contains exactly q
m−(e1v1+···+edvd)
points.
Note that a (t, d)-sequence in base q is identical to a (t, e, d)-sequence in base q
if e = (1, . . . , 1). Moreover, it is known that any (u, e, d)-sequence in base q is a
(t, d)-sequence in base q with t = u+
∑d
j=1(ej − 1).
It is a non-trivial task to find or construct matrices satisfying such strict conditions
on their rank structure. One famous example was given by Niederreiter [14].
For a given dimension d ∈ N we choose q1(x), . . . , qd(x) ∈ Fq[x] to be monic
non-constant pairwise co-prime polynomials over Fq of degrees ej := deg qj(x) ≥ 1 for
j ∈ {1, . . . , d}. Set e = (e1, . . . , ed). Now the i-th row of the j-th generating matrix
C(j), denoted by ρ
(j)
i , is constructed as follows. We choose s ∈ N and r ∈ {0, . . . , ej−1}
such that i = ejs− r, consider the expansion
xr
qj(x)s
=
∑
k≥0
a(j)(s, r, k)x−k−1 ∈ Fq((x
−1))
and set ρ
(j)
i = (a
(j)(s, r, k))k≥0.
It is easy to check that the generating matrices are non-singular upper triangu-
lar (NUT ) matrices over Fq. Furthermore, they generate digital (0, e, d)- and (t, d)-
sequences over Fq with t =
∑d
j=1(ej − 1) (see e.g. [19, 8]).
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An alternative column by column construction method for generating matrices was
introduced in [7].
We choose d ∈ N pairwise co-prime, monic non-constant polynomials q1(x), . . . , qd(x) ∈
Fq[x] and denote their degrees, which are all positive, by e1, . . . , ed. For k ∈ N0, we con-
struct the k-th column of the j-th generating matrix C(j), denoted by σ
(j)
k = (σ
(j)
t,k )t≥1,
by using the representation of xk in terms of powers of qj(x), i.e., x
k =
∑
s≥0 bs(x)q
s
j (x)
with bs(x) ∈ Fq[x] satisfying deg bs(x) < ej. This representation can be computed as
follows:
xk = a0(x)qj(x) + b0(x), where a0(x), b0(x) ∈ Fq[x] such that deg b0(x) < ej,
a0(x) = a1(x)qj(x) + b1(x), where a1(x), b1(x) ∈ Fq[x] such that deg b1(x) < ej,
... .
Note that there are just finitely many nonzero remainder polynomials bs(x). Now we
consider the representation of the remainder polynomial bs(x) in terms of powers of x,
i.e. bs(x) = bs,0 + bs,1x+ · · ·+ bs,ej−1x
ej−1, and set
(σ
(j)
ejs+1,k
, σ
(j)
ejs+2,k
, . . . , σ
(j)
ejs+ej ,k
) := (bs,0, bs,1, . . . , bs,ej−1).
The matrices C(1), . . . , C(d) are NUT matrices and generate a (0, e, d)-sequence in
base q. (Cf. [7, proof of Theorem 1]).
For both of these methods of constructing generating matrices of digital sequences,
we analyze the left hand side of (1) and obtain our first main result.
Theorem 1 The digital (0, e, d)-sequences with generating matrices C(1), . . . , C(d) ob-
tained via the Niederreiter construction or the alternative column by column approach
do not have Poissonian pair correlations.
1.2 Halton Sequences
Other multi-dimensional point sequences which are of wide interest and which can be
seen as the extension of the van der Corput sequence to higher dimensions are Halton
sequences [5].
Let d ∈ N, b1, . . . , bd ≥ 2 be pairwise relatively prime integers and for b ≥ 2 let
φb : N0 → [0, 1) be the b-adic radical inverse function, defined as
φb(n) :=
n0
b
+
n1
b2
+ . . .
where n = n0 + n1b + . . . with ni ∈ {0, . . . , b − 1} for i ∈ N0 is the unique base b
representation of n. The Halton sequence in bases b1, . . . , bd is the sequence (xn)n≥0
in [0, 1)d whose elements are given by
xn = (φb1(n), . . . , φbd(n)).
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Again, see e.g. [2] for more details. The question whether Halton sequences have
Poissonian pair correlations was posed in [6] and also stated as Problem 5 in [10],
although it was suggested that this is most likely not the case. It turns out that this
conjecture indeed is true.
Theorem 2 The Halton sequence (xn)n≥0 in pairwise relatively prime integer bases
b1, . . . , bd, d ∈ N, does not have Poissonian pair correlations.
Of course, it typically is expected that multi-dimensional versions of sequences
have similar qualities as their one-dimensional analogues. However, it should be men-
tioned that an exceptional behavior of Halton sequences has been observed for the
instance of the Lp-discrepancy for p < ∞. Recently, Levin [12] proved that higher-
dimensional Halton sequences have optimal order of Lp-discrepancy even though the
one-dimensional van der Corput sequence does not satisfy optimal Lp-discrepancy
bounds (see e.g. [17]).
The rest of the paper is organized as follows. Section 2 contains the proofs of the
main results Theorem 1 and Theorem 2. At the beginning of this section a general
auxiliary tool is introduced in Proposition 1 which then is applied to both, Nieder-
reiter and Halton sequences. Finally, the last Section 3 gives an outlook to future
research tasks and discusses a problem in algebraic number theory and Diophantine
approximation that occurred during the investigation of Halton sequences.
2 Proofs
The proofs of Theorems 1 and 2 both rely on the same rather general approach.
Since Poissonian pair correlations can be seen as local quality criterion for a sequence
(xn)n≥0 to be uniformly distributed, one might suggest that deterministically gener-
ated sequences which show a certain degree of regularity do not have this property. In
fact, this is the statement of the following proposition, which serves as one of our key
auxiliary tools as it provides a sufficient condition such that sequences do not have
Poissonian pair correlations.
Proposition 1 Let (xn)n≥0 be a sequence in [0, 1)
d. If there exists a strictly increasing
sequence of positive integers (Nk)k∈N such that (xn)0≤n<Nk fulfills
#
{
0 ≤ n 6= l ≤ Nk − 1 : ‖xn − xl‖∞ ∈
(
a
N
1/d
k
,
b
N
1/d
k
]}
≥ cNk (2)
for all k larger than some index k0 and where a, b, c > 0 are real constants which satisfy
c > (2b)d − (2a)d > 0, (3)
then (xn)n≥0 does not have Poissonian pair correlations.
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Proof. To begin with, assume that (xn)n≥0 has Poissonian pair correlations. We use
this property for s = b and obtain
1
Nk
#
{
0 ≤ n 6= l ≤ Nk − 1 : ‖xn − xl‖∞ ≤
b
N
1/d
k
}
→ (2b)d
as Nk →∞. It holds that
#
{
0 ≤ n 6= l ≤ Nk − 1 : ‖xn − xl‖∞ ≤
b
N
1/d
k
}
= #
{
0 ≤ n 6= l ≤ Nk − 1 : ‖xn − xl‖∞ ≤
a
N
1/d
k
}
+#
{
0 ≤ n 6= l ≤ Nk − 1 : ‖xn − xl‖∞ ∈
(
a
N
1/d
k
,
b
N
1/d
k
]}
=: A+B.
Therefore, for any ε1 > 0 there exists an index k(ε1) such that for all k > k(ε1) we
have
A
Nk
+
B
Nk
≤ (2b)d + ε1.
For sufficiently large Nk we can use the assumptions (2) and obtain
A
Nk
≤ (2b)d + ε1 −
B
Nk
≤ (2b)d + ε1 − c.
Now consider A/Nk which tends to (2a)
d as Nk →∞ by the property of Poissonian
pair correlations for s = a. Again this implies that for any ε2 > 0 there is an index
k(ε2) such that for all k > k(ε2) it holds that
A
Nk
≥ (2a)d − ε2.
By assumption (3), there exists κ > 0 such that
c = (2b)d − (2a)d + κ.
However, if ε1 and ε2 are chosen such that ε1 + ε2 < κ and provided that Nk is
sufficiently large we have
(2a)d − ε2 ≤
A
Nk
≤ (2b)d + ε1 − c
and
c ≤ (2b)d − (2a)d + ε1 + ε2 < (2b)
d − (2a)d + κ = c,
which yields the desired contradiction to our assumption that (xn)n≥0 has Poissonian
pair correlations. 
In the light of Proposition 1, the key ingredient for proving that Niederreiter and
Halton sequences do not have Poissonian pair correlations therefore is to find enough
pairs of points, for which the distance between those points can be suitably well cal-
culated and lies in a rather small interval.
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2.1 Application to digital sequences
For the proof of Theorem 1 we need some preliminary results.
Lemma 1 ([3, Prop.1]) Let C(1), . . . , C(d) be the generating matrices of a digital (t, e, d)-
sequence over Fq and S be a NUT matrix in F
N0×N0
q . Then C
(1)S, . . . , C(d)S are gen-
erating matrices of a digital (t, e, d)-sequence over Fq.
In the following the quantity Lf denotes the maximal row length considering the first
f rows of all generating matrices. More precisely, taking the matrix consisting of the
first f rows of each of the generating matrices, Lf − 1 is the index of the last non-zero
column (or ∞, if none exists).
Lemma 2 Let C(1), . . . , C(d) be the generating matrices associated to the distinct monic
non-constant pairwise co-prime polynomials q1(x), . . . , qd(x) with degrees e1, . . . , ed us-
ing one of the two constructions given in Section 1.1. We set v := lcm(e1, . . . , ed) and
define the matrix S ∈ FN0×N0q as follows. For k ∈ N0, the k-th column σk of S, is
given by σk = (b0, b1, . . . , bk−1, 0, . . . )
⊤ where the bn are the coefficients of the following
monic polynomial of degree k,
pk(x) = x
r1
d∏
i=1
qi(x)
(si+si+1+···+sd)v/ei =
∑
n≥0
bnx
n.
Here the si and ri are defined as follows
k = dvsd + rd, rd ∈ {0, . . . , vd− 1}
rd = (d− 1)vsd−1 + rd−1, rd−1 ∈ {0, . . . , v(d− 1)− 1}
...
...
r2 = vs1 + r1, r1 ∈ {0, . . . , v − 1}.
Then the matrices C(1)S, . . . , C(d)S generate a digital (0, e, d)-sequence and satisfy
Lf ≤ df provided that v|f .
Proof. For the Niederreiter construction see [9], for the column by column construction
note the linearity of the construction algorithm and the fact that (1, x, x2, . . . , xk) as
well as (1, p1(x), p2(x), . . . , pk(x)) form a base of {p ∈ Fq[x] : deg(p) ≤ k}. 
Proof of Theorem 1. We again may assume d ≥ 2 as the one-dimensional case was
treated already in [11]. Let qj(x), j ∈ {1, . . . , d} be monic non-constant pairwise co-
prime polynomials over Fq of degrees ej ≥ 1 and let C
(j) denote the corresponding
generating matrices constructed via the Niederreiter or the alternative column by
column approach. Moreover, let m be a multiple of v = lcm(e1, . . . , ed) times d, i.e.
m = kvd with k ∈ N, let Mm = q
m and Nm = 2q
m.
The sequence (xn)n≥0 constructed via the digital method is a (0, e, d)-sequence,
therefore any elementary interval with volume q−m of the form
I(vk, . . . , vk) =
d∏
j=1
[
aj
qvk
,
aj + 1
qvk
)
where 0 ≤ aj < q
vk, contains exactly one point xn with n ∈ {0, 1, . . . ,Mm − 1} and
one point xl with l ∈ {Mm,Mm+1, . . . , Nm−1}. The idea of the proof then is to find
infinitely many suitable values of m such that the distances between the elements xn
and xl are similar for many n and l, respectively, in order to apply Proposition 1.
To begin with, for arbitrary n = n0 + n1q + . . . and l = l0 + l1q + . . . we define
∆n,l := (φ
−1(l0), φ
−1(l1), . . . , φ
−1(lm))
⊤ − (φ−1(n0), φ
−1(n1), . . . , φ
−1(nm))
⊤ ∈ Fm+1q .
Note that nm = 0 and lm = 1.
The elements xn and xl lie in the same elementary interval I(vk, . . . , vk) if
Dm×(m+1)∆n,l = (0, . . . , 0)
⊤, (4)
where Dm×(m+1) ∈ F
m×(m+1)
q is the (m × (m + 1))-matrix whose rows consist of the
rows of each upper left (kv × (m + 1))-submatrix of C(j), j ∈ {1, . . . , d}. Note that
Dm×(m+1) has rank m.
Furthermore, let Sm+1 be the upper left ((m+1)× (m+1))-submatrix of S defined
in Lemma 2. Since Sm+1 is regular we can rewrite
Dm×(m+1)∆n,l = Dm×(m+1)Sm+1S
−1
m+1∆n,l.
Since 0 ≤ n < Mm, Mm ≤ l < Nm and both, Sm+1 and S
−1
m+1 are NUT matrices with
1s in the diagonal, we have
S−1m+1∆n,l =
(
d
φ−1(1)
)
with d ∈ Fmq . Moreover, from Lemma 2 with f = kv it follows that the last column of
the product Dm×(m+1)Sm+1 consists of zeros exclusively. From (4) it therefore follows
that d is the zero vector in Fmq , i.e.
S−1m+1∆n,l =
(
0
φ−1(1)
)
,
or equivalently after multiplying with Sm+1 from the left, ∆n,l equals φ
−1(1) times the
(m+1)-st column of Sm+1, which is determined by the representation of the polynomial
pm(x) =
d∏
i=1
qi(x)
vk/ei
in terms of powers of x.
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We now have to find specific choices of m or k, respectively, such that we obtain
special ∆n,l in order to apply Proposition 1. Therefore, let
τi := min{r ∈ N : q
rv/ei
i (x) ≡ 1 (mod q
v/ej
j (x)) for every j 6= i}.
Then we use the characteristic p of the finite field Fq and the fact that for all k ∈ N and
1 ≤ l < pk we have
(
pk
l
)
≡ 0 (mod p). So whenever u is a power of the characteristic
of Fq we have for all f(x), g(x) ∈ Fq[x] that
(f(x) + g(x))u = fu(x) + gu(x).
If we set θ := lcm(τ1, . . . , τd), we therefore have
q
θv/ei
i (x) ≡ 1 (mod q
v/ej
j (x))
and
d∏
i=1
i6=j
q
uvθ/ei
i (x) ≡ 1 (mod q
uv/ej
j (x)). (5)
Then let m = uvθd and consider C
(j)
(m+1)×(m+1)∆n,l.
1. If the matrix C(j) is constructed via the Niederreiter approach, then the k-th
entry of C
(j)
(m+1)×(m+1)∆n,l is the coefficient of x
−1 in the Laurent series expansion
of
φ−1(1)
xr
qsj (x)
d∏
i=1
q
uvθ/ei
i (x),
with k = ejs− r and r ∈ {0, 1, . . . , ej − 1}. For s ≤ uvθ/ej and any admissible
value of r, the expression above is a polynomial and therefore the coefficient of
x−1 in its Laurent series expansion is 0. For uvθ/ej < s ≤ uvθ/ej + uv/ej we
use (5) to get
xr
qsj (x)
d∏
i=1
q
uvθ/ei
i (x) = x
rb(x) +
xr
q
s−uvθ/ej
j (x)
,
for some polynomial b(x) ∈ Fq[x]. Remember that x
rq
−(s−uvθ/ej)
j (x) exactly
determines row ej(s− uvθ/ej)− r of C
(j) and that the coefficient of x−1 of this
expression is the entry in the first column. Since C(j) is a NUT matrix with 1s
in the diagonal we obtain
C
(j)
m+1×m+1∆n,l = (0, . . . , 0︸ ︷︷ ︸
uvθ
, φ−1(1), 0, . . . , 0︸ ︷︷ ︸
uv−1
, a, . . . )⊤,
with a ∈ Fq.
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2. In case that the matrix C(j) is constructed via the column by column approach,
the entries of C
(j)
(m+1)×(m+1)∆n,l are given by the coefficients of the representation
of φ−1(1)pm(x) in terms of powers of qj(x). Using (5) we get
pm(x) =
d∏
i=1
q
uvθ/ei
i (x)
= q
uvθ/ej
j (x)
( d∏
i=1
i6=j
q
uvθ/ei
i (x)
)
= q
uvθ/ej
j (x)
(
1 + b(x)q
uv/ej
j (x)
)
.
for some polynomial b(x) ∈ Fq[x]. Thus, here we also have
C
(j)
(m+1)×(m+1)∆n,l = (0, . . . , 0︸ ︷︷ ︸
uvθ
, φ−1(1), 0, . . . , 0︸ ︷︷ ︸
uv−1
, a, . . . )⊤,
with a ∈ Fq.
Assume now that the (uvθ+1)-st entry y
(1)
uvθ+1 of C
(1) · (φ−1(n0), φ
−1(n1), . . . )
⊤ fulfills
|φ(y
(1)
uvθ+1+φ
−1(1))−φ(y
(1)
uvθ+1)| = max{|φ(α+φ
−1(1))−φ(α)| : for α ∈ Fq} =: w ≥ 1,
which is the case for at least Mm/q many values of n ∈ {0, 1, . . . ,Mm − 1}. Then, for
such n it holds that
‖xn − xl‖∞ ∈
[
w
quvθ+1
−
1
quvθ+uv
,
w
quvθ+1
+
1
quvθ+uv
)
.
Finally, let ε > 0 and set
a = 21/d
w
q
− ε, b = 21/d
w
q
+ ε, c =
1
q
.
Thus, for Nm = 2q
m with m = uvθd, where u is a power of the characteristic of Fq,
we have
#
{
0 ≤ n 6= l ≤ Nm − 1 : ‖xn − xl‖∞ ∈
(
a
N
1/d
m
,
b
N
1/d
m
]}
≥ cNm
provided that u is chosen large enough. However, since ε can be chosen such that
(2b)d − (2a)d = 2d((21/d
w
q
+ ε)d − (21/d
w
q
− ε)d) <
1
q
= c,
the assumptions of Proposition 1 are fulfilled and the considered sequences therefore
do not have Poissonian pair correlations. 
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2.2 Application to Halton sequences
In order to be able to also apply Proposition 1 to Halton sequences, we again need a
preliminary result, formulated as Lemma 3 below.
However, this lemma makes use of Minkowski’s Theorem (see [13]) that states that
if C ⊆ Rd is a convex set that is symmetric about the origin (i.e., x ∈ C if and only if
−x ∈ C) and with vol(C) > 2dm, then there are at least m different points z1, . . . , zm
such that ±z1, . . . ,±zm ∈ C ∩ Z
d \ {0}.
Lemma 3 Let d ∈ N and α1, . . . , αd be irrational. Then the sequence ({nα})n≥0 in
[0, 1)d with {nα} = ({nα1}, . . . , {nαd}) has an accumulation point in
D := {(δ1, . . . , δd) : δj ∈ {0, 1}, j ∈ {1, . . . , d}}.
Proof. For N ∈ N and arbitrary εj > 0, j ∈ {1, . . . , d}, define CN ∈ R
d+1,
CN := {(x0, x1, . . . , xd) ∈ R
d+1 : |αjx0 − xj | ≤ εj , j ∈ {1, . . . , d}, |x0| ≤ N}.
The set C is convex and symmetric about the origin with
vol(C) = 2d+1N
d∏
j=1
εj.
Therefore, if N > m/(
∏d
j=1 εj), we have vol(C) > 2
d+1m and, by Minkowski’s Theo-
rem, there exist m different elements zi = (z
(0)
i , z
(1)
i , . . . , z
(d)
i ), i ∈ {1, . . . , m} with
zi ∈ C ∩ Z
d+1 \ {0} and z
(0)
i ≥ 0. Moreover, for those elements it holds that
|αjz
(0)
i − z
(j)
i | ≤ εj, thus {αjz
(0)
i } ∈ (0, εj] ∪ [1 − εj, 1) for all j ∈ {1, . . . , d}. Note
that, if εj are chosen small enough the integers z
(0)
i will be distinct. 
Proof of Theorem 2. For d = 1 we have to consider the van der Corput sequence for
which it is well-known that it does not have Poissonian pair correlations. Hence we
assume d ≥ 2 in the following. Let b1, . . . , bd be pairwise relatively prime integers and
let (xn)n≥0 denote the Halton sequence in bases b1, . . . , bd. Without loss of generality
we assume b1 < bj for all j ∈ {2, . . . , d}.
Let u ∈ N \ {1} and define
P1 :=
d∏
j=2
b2j , Pi := b
u
1


d∏
j=2
j 6=i
b2j

 ,
τ1 := min{1 ≤ l ≤ P1 : b
ul
1 ≡ 1 (mod P1)},
τi := min{1 ≤ l ≤ Pi : b
2l
i ≡ 1 (mod Pi)}
for all i ∈ {2, . . . , d}. Such τ1, τi exist as gcd(P1, b1) = gcd(Pi, bi) = 1 and d ≥ 2.
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Similar as in the proof of Theorem 1 we define for k = (k1, . . . , kd) ∈ N
d
0 numbers
Nk ∈ N and corresponding subintervals
I := I(uτ1k1, 2τ2k2, . . . , 2τdkd) =
[
a1
buτ1k11
,
a1 + 1
buτ1k11
)
×
d∏
j=2

 aj
b
2τjkj
j
,
aj + 1
b
2τjkj
j

 ,
where 0 ≤ a1 < b
uτ1k1
1 and 0 ≤ aj < b
2τjkj
j for j ∈ {2, . . . , d}, and study the distances
between the points xn that lie in the same subinterval I.
Now let
M = M(k) := buτ1k11

 d∏
j=2
b
2τjkj
j

 ,
L = L(k) := buτ1k1+11

 d∏
j=2
b
2τjkj+1
j

 .
By a special regularity of the sequence, which is an easy consequence of the Chinese
Remainder Theorem, we have that exactly
∏d
j=1 bj points of the first L points and
exactly one point of the subsequent M points of the sequence lie in I. Moreover,
xn+M ∈ I if and only if xn ∈ I.
We set Nk := L+M and study ‖xn − xn+M‖∞ for 0 ≤ n < L.
By (n)bj we denote the digit representation of n in base bj , i.e. for n = n0 +n1bj +
n2b
2
j + . . . we have (n)bj = (n0, n1, n2, . . . ). Note that obviously b
uτ1k1
1 |M and b
2τjkj
j |M .
By the choice of τ1 and τj we have
buτ11 ≡ 1 (mod b
2
j )
and also for i 6= j,
b2τii ≡ 1 (mod b
2
j ) and b
2τi
i ≡ 1 (mod b
u
1).
Therefore,
d∏
i=2
b2τikii ≡ 1 (mod b
u
1) and b
uτ1k1
1
d∏
i=2,i6=j
b2τikii ≡ 1 (mod b
2
j).
Hence,
(M)b1 = (0, . . . , 0︸ ︷︷ ︸
uτ1k1
, 1, 0, . . . , 0︸ ︷︷ ︸
u−1
, muτ1k1+u, . . . ),
(M)bj = (0, . . . , 0︸ ︷︷ ︸
2τjkj
, 1, 0, m2τjkj+2, . . . ).
(6)
Now consider ‖xn − xn+M‖∞ = supj∈{1,...,d} ‖x
(j)
n − x
(j)
n+M‖. If for (n)b1 it holds
that if nuτ1k1 6= b1 − 1 then by (6) the first uτ1k1 + u entries except of (uτ1k1 + 1)-st
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entry of (n+M)b1 and (n)b1 coincide. As
∑∞
i=m+1
b1−1
bi
1
= 1
bm
1
we have in the case where
nuτ1k1 6= b1 − 1,
‖x(1)n − x
(1)
n+M‖ ∈
(
1
buτ1k1+11
−
1
buτ1k1+u1
,
1
buτ1k1+11
+
1
buτ1k1+u1
)
.
Similarly, for the other coordinates j ∈ {2, . . . , d} we obtain in the case where in (n)bj
we have n2τjkj 6= bj − 1,
‖x(j)n − x
(j)
n+M‖ ∈
(
1
b
2τjkj+1
j
−
1
b
2τjkj+2
j
,
1
b
2τjkj+1
j
+
1
b
2τjkj+2
j
)
.
Next, we want to find constants ξj ≥ 1, j ∈ {2, . . . , d}, such that
ξj ≤
b
2τjkj+1
j
buτ1k1+11
≤ ξjf(u) (7)
with
f(u) :=
(
1 + b1−u1
1− b1−u1
) d
d−1
is simultaneously fulfilled for infinitely many k = (k1, k2, . . . , kd) ∈ N
d
0 and thus also
for infinitely many Nk = M + L. Therefore, we define β1 := b
uτ1
1 and βj := b
2τj
j for
j ∈ {2, . . . , d}. The inequalities in (7) are then equivalent to
logβj
(
ξj
b1
bj
)
+ k1 logβj(β1) ≤ kj ≤ logβj
(
ξjf(u)
b1
bj
)
+ k1 logβj(β1). (8)
Moreover, we consider the sequence ({nα})n≥0 ∈ [0, 1)
d−1 with {nα} = ({nα2}, . . . , {nαd})
and αj = logβj (β1) ∈ R \Q. Let now (δ2, . . . , δd) ∈ {0, 1}
d−1 denote an accumulation
point of this sequence which exists by Lemma 3.
We want to distinguish two cases: If δj = 0 we set
ξj :=
bj
b1
1
f(u)
and kj := ⌊k1 logβj (β1)⌋.
Note that ξj > 1 if u is large enough. The inequalities (8) are then equivalent to
{k1 logβj (β1)} − logβj(f(u)) ≤ 0 ≤ {k1 logβj(β1)},
which is fulfilled if
{k1 logβj(β1)} ∈
[
0, logβj(f(u))
]
. (9)
If δj = 1 we set
ξj :=
bj
b1
and kj := ⌊k1 logβj(β1)⌋+ 1.
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Again, ξj > 1 and (8) is equivalent to
{k1 logβj(β1)} ≤ 1 ≤ {k1 logβj(β1)}+ logβj (f(u)),
which is fulfilled if
{k1 logβj (β1)} ∈
[
1− logβj (f(u)), 1
]
. (10)
By the fact that (δ2, . . . , δd) is an accumulation point of ({nα})n≥0 with α =
(logβ2(β1), . . . , logβd(β1)), conditions (9) and (10), respectively, are fulfilled simultane-
ously for each j = 2, . . . , d for infinitely many k1. Since kj ≥ 0 for all j ∈ {2, . . . , d},
we know that there are also infinitely many Nk such that (7) is fulfilled.
We can now use this important estimate to deduce that
1
buτ1k1+11
−
1
buτ1k1+u1
>
1
b
2τjkj+1
j
+
1
b
2τjkj+2
j
for all j ∈ {2, . . . , d} and u large enough. This can be seen since
b
2τjkj+1
j
buτ1k1+11
(
1−
1
bu−11
)
≥ ξj
(
1−
1
bu−11
)
>
bj
b1
1
f(u)
(
1−
1
bu−11
)
>
(
1 +
1
bj
)
,
where in the last step we used that (1 − 1/bu−11 )/f(u) → 1 as u → ∞, and bj > b1.
Therefore, if in (n)b1 we have that nuτk1 6= b1 − 1 and in (n)bj , j ∈ {2, . . . , d} we have
that n2τjkj 6= bj − 1,
‖xn − xn+M‖∞ = ‖x
(1)
n − x
(1)
n+M‖ ∈
(
1− b1−u1
buτ1k1+11
,
1 + b1−u1
buτ1k1+11
)
.
As next step, we want to establish suitable bounds for ‖xn − xn+M‖∞ in order to
be able to apply Proposition 1, i.e. we want to show that there exist a and b such that
a
(L+M)1/d
≤
1− b1−u1
buτ1k1+11
<
1 + b1−u1
buτ1k1+11
≤
b
(L+M)1/d
,
which is equivalent to
ad ≤
(1− b1−u1 )
d(L+M)
(buτ1k1+11 )
d
<
(1 + b1−u1 )
d(L+M)
(buτ1k1+11 )
d
≤ bd. (11)
Note that
L+M = buτ1k1+11

 d∏
j=2
b
2τjkj+1
j



1 + d∏
j=1
b−1j


︸ ︷︷ ︸
:=γd
= Lγd.
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Using the estimate (7) we find that (11) is fulfilled if we choose
ad := (1− b1−u1 )
d

 d∏
j=2
ξj

 γd,
bd :=
(1 + b1−u1 )
2d
(1− b1−u1 )
d

 d∏
j=2
ξj

 γd.
Hence we have shown that
‖xn − xn+M‖∞ ∈
(
a
(L+M)1/d
,
b
(L+M)1/d
)
for n ∈ {0, . . . , L − 1} whenever in (n)b1 we have nuτk1 6= b1 − 1 and in (n)bj , j ∈
{2, . . . , d} we have n2τjkj 6= bj − 1. Since this is the case for exactly
(∏d
j=1
bj−1
bj
)
L
values of n and each pair has to be counted twice in the pair correlation function, we
obtain
#
{
0 ≤ n 6= l ≤ L+M − 1 : ‖xn − xl‖∞ ∈
(
a
(L+M)1/d
,
b
(L+M)1/d
]}
≥ #
{
0 ≤ n ≤ L− 1 : ‖xn − xn+M‖∞ ∈
(
a
(L+M)1/d
,
b
(L+M)1/d
]}
≥ 2
( d∏
j=1
bj − 1
bj
)
L
L+M
(L+M)
= 2
( d∏
j=1
bj − 1
bj
)
1
γd
(L+M) =: c · (L+M).
In order to apply Proposition 1 it therefore has to hold that
(2b)d − (2a)d < 2
( d∏
j=1
bj − 1
bj
)
1
γd
= c. (12)
Using the definition of a and b and the fact that ξj ≤ bj/b1 we obtain
(2b)d − (2a)d = 2d

 d∏
j=2
ξj

 γd((1 + b1−u1 )2d
(1− b1−u1 )
d
− (1− b1−u1 )
d
)
≤ 2d

 d∏
j=2
bj
b1

 γd ((1 + b1−u1 )2d − (1− b1−u1 )2d
(1− b1−u1 )
d
)
︸ ︷︷ ︸
tends to 0 for u→∞
.
Thus, if u is chosen large enough, condition (12) is true and the Halton sequence in
bases b1, . . . , bd does not have Poissonian pair correlations. 
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3 Discussion and Further Research
Although Theorem 1 of the present paper deals with a very prominent class of (t, s)-
sequences, as a consequence of this result, of course a further research question is,
whether other classes of (t, s)-sequences, as for example generalized Niederreiter se-
quences [20], Niederreiter–Xing sequences [22] or even (digital) (t, s)-sequences in gen-
eral, have the property of Poissonian pair correlation or not.
Furthermore, we would like to note an interesting relation of our method of proof
to a conjecture in algebraic and transcendental number theory. During the search for
a proof of Theorem 2 we faced the problem to simultaneously satisfy the inequalities
(8) with ξj ≥ 1 such that
1
buτ1k1+11
−
1
buτ1k1+u1
>
1
b
2τjkj+1
j
+
1
b
2τjkj+2
j
for all j ∈ {2, . . . , d} and u large enough.
Note that if 1, logβ2 β1, . . . , logβd β1 were linearly independent over Q then the se-
quence ({n(logβ2 β1, . . . , logβd β1)})n≥0 ∈ [0, 1)
d−1 would be uniformly distributed in
[0, 1)d−1. Such a statement would considerably shorten the proof of Theorem 2. Unfor-
tunately, it is not known whether for example the three numbers 1/ log 2, 1/ log 3, 1/ log 5
are linearly independent over Q or not. The algebraic independence of the logarithm
of the prime numbers would be one consequence of the so-called Schanuel’s conjecture
in algebraic and transcendental number theory. We refer the interested reader to [21]
for more details on this conjecture and its related problems.
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