This paper utilizes the modified signed log-likelihood ratio method for the problem of inference about the common coefficient of variation in several independent normal populations. This method is applicable for both the problem of hypothesis testing and constructing a confidence interval for this parameter. Simulation studies show that the coverage probability of this proposed approach is close to the confidence coefficient. Also, its expected length is smaller than expected lengths of other competing approaches. In fact, the proposed approach is very satisfactory regardless of the number of populations and the different values of the common coefficient of variation even for very small sample size. Finally, we illustrate the proposed method using two real data sets.
Introduction
In many areas of applied statistics including quality control, chemical experiments, biostatistics, financial analysis and medical research, the coefficient of variation (CV) is commonly used as a measure of dispersion and repeatability of data. It is defined as the ratio of the standard deviation to the mean, and applied to compare relative variability of two or more populations.
Here, a critical question is whether their CVs are the same or not.
For the first time, Bennett (1976) considered problem of testing the equality of CVs by assuming independent normal populations. Then, a modified version of Bennetts test by * aajafari@yazd.ac.ir fied signed log-likelihood ratio (MSLR) method introduced by Barndorff-Nielsen (1986 , 1991 .
It is a higher order likelihood method and has higher order accuracy even when the sample size is small Lin (2013) and successfully is applied in some settings, for example: Ratio of means of two independent log-normal distributions Wu et al. (2002) ; Comparison of means of log-normal distributions Gill (2004) ; Inference on ratio of scale parameters of two independent Weibull distributions Wu et al. (2005) ; Approximating the F distribution Wong (2008) ; Testing the difference of the non-centralities of two non-central t distributions Chang et al. (2012) ;
Common mean of several log-normal distributions Lin (2013) ; Testing equality normal CVs Krishnamoorthy and Lee (2014) ; Comparing two correlation coefficients Kazemi and Jafari (2015) .
The remainder of this paper is organized as follows: In Section 2, we first review three generalized approaches for constructing confidence interval for the common CV parameter, and then describe the MSLR method for this problem. In Section 3, we evaluate the methods with respect to coverage probabilities and expected lengths using Monte Carlo simulation. The methods are illustrated using two real examples in Section 4. Some concluding remarks are given in Section 5.
Inference about the common CV
Let X i1 , . . . , X in i (i= 1, 2, .., k) be a random sample of size n i from a normal distribution with mean µ i > 0 and variance τ 2 µ 2 i , where the parameter τ > 0 is the common CV. The problem of interest is to test and to construct confidence interval for τ . In this section, we first review the proposed approaches based on generalized inference for this parameter, and then an approach is given for inference about the parameter using MSLR method.
2.1
Generalized inferences Tian (2005) proposed a generalized confidence interval for the common CV and a generalized p-value for testing a hypothesis about this parameter. A generalized pivotal variable for the common CV is considered as
where
, andx i and s 2 i are observed values ofX i = 1 n i n i j=1 X ij and
2 , respectively, U i and Z i are independent random variables with Behboodian and Jafari (2008) proposed a generalized pivotal variable for the common CV as
where Z ∼ N (0, 1). They obtained a generalized pivotal variable by combining this and generalized pivotal variable proposed by Tian (2005) as
MSLR method
The log-likelihood function based on the full observations can be written as
. . ,μ k ) ′ be the maximum likelihood estimator (MLE) of the vector parameter θ. There is not a closed form for the MLE's of the unknown parameters of model. But it could be obtained by using a numerical method like the Newton method.
For fixed value of parameter τ , the constrained maximum likelihood estimators (CMLE) of parameters µ i , i = 1, . . . , k, are obtained by the following explicit form:
j=1 X 2 ij . Now, we use the MSLR method which is the modification of traditional signed log-likelihood ratio (SLR) for inference about τ . The SLR is defined as 4) whereτ is the MLE of τ ,θ is the MLE's of unknown parameters,θ τ = (τ,μ 1τ , . . . ,μ kτ ) is the vector of CMLE's of unknown parameters for a fixed τ and sgn(.) is the sign function. Based on Wilks' theorem, it is well known that r (τ ) is asymptotically standard normal distributed with error of order O(n −1/2 ) (see Cox and Hinkley (1979) ), and therefore, an approximate 100 (1 − α) % confidence interval for τ can be obtained from
where Z α/2 is the 100 (1 − α/2) %th percentile of the standard normal distribution. Verrill and Johnson (2007) utilized the likelihood ratio approach and proposed an asymptotic confidence interval for the common CV using Newton one-step estimator. But Behboodian and Jafari (2008) showed that the coverage probability of the confidence interval proposed by Verrill and Johnson (2007) is smaller than the confidence coefficient when the sample sizes are small. So this approach is not included in our comparison study.
Generally, Pierce and Peters (1992) showed the SLR method is not very accurate and some modifications are needed to increase the accuracy of the SLR method. There exist various ways to improve the accuracy of this approximation by adjusting the SLR statistic. For the various ways to improve the accuracy of SLR method, refer to the works of Barndorff-Nielsen (1986 , 1991 ; Fraser et al. (1999) ; Skovgaard (2001); DiCiccio et al. (2001) .
In this paper, we used the method proposed by Fraser et al. (1999) which has the form
, and j θθ
are the observed information matrix evaluated atθ and observed nuisance information matrix evaluated atθ τ , respectively, and ℓ ;V (θ) is the likelihood gradient. Also, the quantity ℓ θ;V (θ) and ℓ λ;V (θ τ ) are defined as
where, λ is the vector of nuisance parameters. The vector array V is defined as
where R (X; θ) = (R 11 (X; θ) , . . . , R k,n k (X; θ)) is a vector of pivotal quantity.
Theorem 2.1. (Barndorff-Nielsen (1991); Fraser et al. (1999) ) Generally, r * (τ ) in (2.5) is asymptotically standard normally distributed with error of order O(n −3/2 ).
Based on Theorem 2.1, a 100 (1 − α) % confidence interval for τ is given as
Also, the test statistic r * (τ 0 ) can be used for testing the hypotheses
and the p-value is given as
where Z has a standard normal distribution.
For our problem in this paper, λ = (µ 1 , . . . , µ k ) ′ and the details of implementation of r * are given as follows:
The derivative of elements of vector pivotal quantity R with respect to x tj and vector parameter θ are obtained as
Therefore, we have
where 0 n i and I n i are the n i × n i zero and identity matrices, respectively. Therefore, elements
. . .
The derivative of the log-likelihood function respect to x ij are
For our problem, this likelihood gradient is obtained as
Also, the quantity ℓ θ;V (θ) =
is obtained as
We also need to compute the observed information matrix and observed nuisance informa-tion matrix. The elements of the observed information matrix is obtained as
By using the elements j µ i µ i ′ (θ) for i, i ′ = 1, . . . , k, one can constitute the observed nuisance information matrix.
Simulation study
A simulation study is performed to evaluate the operation of the proposed approach. We performed this with 10,000 replications to compare the coverage probabilities (CP) and expected lengths (EL) of four approaches: the modified signed likelihood ratio (MSLR) method, generalized pivotal approach in (2.1) shown by GV1, generalized pivotal approach in (2.2) shown by GV2, and generalized pivotal approach in (2.3) shown by GV3.
we generate random samples of size n i from k = 3, 5, 10 independent normal distributions.
We take the true value of model parameter as (µ 1 , µ 2 , µ 3 ) = (20, 10, 10) for k = 3, (µ 1 , . . . , µ 5 ) = (50, 40, 30, 20, 10) for k = 5, and (µ 1 , . . . , µ 10 ) = (50, 40, 30, 20, 10, 50, 40, 30, 20, 10) ii. The coverage probability of the GV2 is very smaller than the confidence coefficient in most cases.
iii. The coverage probabilities of the GV1 and GV3 are very larger than the confidence coefficient especially when τ is large (i.e. 0.3 and 0.35). These cases are marked boldface in the tables.
iv. In all cases, the expected length of the MSLR method is shorter than expected lengths of the GV methods, even for the cases that the GV methods act well (i.e. when their coverage probabilities are close to the confidence coefficient).
v. The expected length of the GV1 method is considerably larger than expected lengths of other methods.
vi. The expected lengths of all approaches increase when the value of τ increases. Also, the expected lengths become smaller when the sample sizes increase.
Since, the MSLR method is the only approach that controls the correct confidence coefficient and has the shorter interval length with respect to the other competing approaches in all cases, we recommend researchers use the MSLR method for practical applications when the random samples are normal.
To compare robustness of the MSLR and GV approaches, a similar simulation study is performed by considering the Weibull distribution with shape parameter α and scale parameter β as the following probability density function:
The random samples are generated from k Weibull distributions, and the parameters are chosen such that a common CV, τ , holds. We take the true value of model parameter as (β 1 , β 2 , β 3 ) = (20, 10, 10) for k = 3, (β 1 , . . . , β 5 ) = (50, 40, 30, 20, 10) for k = 5, and (β 1 , . . . , β 10 ) = (50, 40, 30, 20, 10, 50, 40, 30, 20, 10) for k = 10 where β i is the scale parameter of ith Weibull distribution. The results are given in Tables 4, 5 and 6. We can conclude that the coverage probability of the MSLR method is close to the confidence coefficient when τ is large (i.e. 0.3 and 0.35) and is smaller than the confidence coefficient for other cases. Other results are similar to those reported in normal case. Table 1 : Empirical coverage probabilities and expected lengths of two-sided confidence intervals for the parameter of common CV under normal distribution for k = 3. τ = 0.1 τ = 0.2 n 1 , n 2 , n 3 MSLR GV1 GV2 GV3 MSLR GV1 GV2 GV3 4,4,4 , 7, 7, 7, 7, 7, 7, 7, 7, 7 CP 0.942 306 7, 7, 7, 7, 7, 7, 7, 7, 7, 7 CP 0.945 202 7,7,8,8,9,7,7,8,8,9 Table 4 : Empirical coverage probabilities and expected lengths of two-sided confidence intervals for the parameter of common CV under Weibull distribution for k = 3. τ = 0.1 τ = 0.2 n 1 , . . . , n 10 MSLR GV1 GV2 GV3 MSLR GV1 GV2 GV3 4,4,4 101 7, 7, 7, 7, 7, 7, 7, 7, 7, 7 CP 0.881 090 7, 7, 8, 8, 9, 7, 7, 8, 8, 9 CP 0.876 197 1.864 0.195 0.941 4, 4, 5, 5, 6, 4, 4, 5, 5, 6 CP 0.961 287 7, 7, 7, 7, 7, 7, 7, 7, 7, 7 CP 0.960 0.891 0.876 0.954 0.968 0.907 0.892 0.966 EL 0.118 0.223 0.116 0.154 0.140 0.296 0.139 0.196 7, 7, 8, 8, 9, 7, 7, 8, 8, 9 CP 0.946 
Real examples
Example 4.1. In this part, we used the data set given by Fung and Tsang (1998) . This data set is also analyzed by Jafari and Kazemi (2013) and Krishnamoorthy and Lee (2014) for the problem of testing the equality of several normal independent CV's, and considered by Tian (2005) and Behboodian and Jafari (2008) for the problem of inference about the common CV.
The Hong Kong Medical Technology Association has conducted a Quality Assurance Programme for medical laboratories since 1989 with the purpose of promoting the quality and standards of medical laboratory technology. The data are collected from the third surveys of 1995 and 1996
for the measurement of Hb, RBC, MCV, Hct, WBC, and Platelet in two blood samples (normal and abnormal). The summary statistics for this subset of data is given in Table 7 . The main data set of this study has not been presented, and therefore, we cannot check the normality assumption.
At level α = 0.05, Jafari and Kazemi (2013) showed that the CV for RBC, MCV, Hct, WBC, and Plt in 1995 is not significantly different from that of 1996 in the abnormal blood samples. The confidence intervals for the common CV based on our proposed MSLR method and the three generalized approaches for these data between 1995 and 1996 in each measurement are given in Table 8 . Since the sample sizes are large, the results of all methods are close to each other. Fleming and Harrington (1991) refer to survival times of patients from four hospitals. It is analyzed by Nairy and Rao (2003) and Behboodian and Jafari (2008) . These data and their descriptive statistics are given in Table 9 . The normality assumption for survival times of patients in each of the hospitals was checked using Kolmogorov- Table 9 . Therefore, the normal model appears to be appropriate for each group. Nairy and Rao (2003) tested homogeneity of CV's for the hospitals and they showed that all tests give the same conclusion of accepting the null hypothesis. Therefore, we have a common CV for these data. The two-sided confidence intervals for the common CV based on MSLR, GV1, GV2 and GV3 are (0.4748, 0.5988) , (-1.7855, 3.6561), (0.4568, 1.1759 ) and (-0.5457, 2.2563), respectively. It easily can be seen that the lengths of these methods are 0.1240, 5.4416, 0.7191, and 2.8020, respectively. Therefore, the length of the confidence interval proposed by Tian (2005) is larger than other methods while the length of our proposed confidence interval is smaller than other methods. This is consistent with the simulation results in Section 2 that the length of our proposed method is smaller than other approaches.
Conclusion
In this paper, we utilize the method of modified signed log-likelihood ratio for the inference about the parameter of common coefficient of variation in several independent normal populations. Also, we compared it with other competing approaches known as generalized variable approaches in terms of empirical coverage probabilities and expected lengths. Simulation studies showed that the coverage probability of the MSLR method is close to the confidence coefficient and its expected length is shorter than expected lengths of the GV methods. Therefore, our proposed approach acts very satisfactory regardless of the number of samples and for all different values of common CV, even for small sample sizes, while the generalized variable approaches act well when the value of common CV is large. It is notable that an executable program written in R is provided to compute the confidence intervals for the common CV and can be made available to any interested reader.
