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Los problemas a resolver hoy en día mediante 
soluciones computacionales demandan muchos 
recursos, esto puede obedecer a dos factores: el 
tamaño del problema en relación a los datos a 
tratar, y la complejidad del problema. Puede ser 
uno o ambos factores, en cualquier caso, siempre 
los resultados se esperan en un tiempo razonable. 
Una de las soluciones propuestas es pensar en 
sistemas heterogéneos: una computadora 
formada por procesadores many y multicores 
con software capaz de tomar ventaja de cada una 
de las componentes subyacentes. 
En este trabajo se exponen dos líneas de trabajo 
orientadas a distintos tipos de problemas, en las 
cuales se propone desarrollar técnicas de 
Computación de Alto Desempeño para el 
escenario descripto. 
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CONTEXTO 
Esta propuesta de trabajo se lleva a cabo 
dentro de los proyectos de investigación: 
“Tecnologías Avanzadas aplicadas al 
Procesamiento de Datos Masivos” (LIDIC, 
UNSL) y “Cómputo de Altas Prestaciones 
aplicado a la Solución de Grandes Problemas” 
(UADER); y del proyecto binacional CAPG-BA 
66/13 entre la Universidad Nacional de San Luis 
y la Universidad de Pernambuco, Recife, Brasil. 
Además de docentes-investigadores de otras 
universidades, UNSJ. 
1. INTRODUCCIÓN 
El crecimiento de los problemas a resolver 
computacionalmente, respecto a la cantidad de 
datos y complejidad de las soluciones, hizo 
intensificar la búsqueda de nuevas opciones. 
Desde el punto de vista del hardware, los 
avances se enfocaron en el desarrollo de 
computadoras de propósito general con 
múltiples núcleos, dando origen a dos líneas de 
desarrollo: las arquitecturas multi-core (multi-
núcleos) y las arquitecturas many-cores 
(muchos-núcleos o muchos-cores) [Vaj11]. En 
los multi-core, los avances se centraron en el 
desarrollo de mejoras para acelerar, 
generalmente, las aplicaciones secuenciales 
incorporando varios núcleos de procesamiento. 
Surgen así computadoras con al menos 2 
procesadores por unidad central (multi). En el 
caso de los many-cores, los desarrollos se 
centraron en optimizar el desempeño de 
aplicaciones paralelas, en este tipo de 
arquitectura se encuentran las tarjetas gráficas o 
GPUs [Aam18]. 
Los multi-core y many-core tienen 
características propias, una de sus principales 
diferencias, como ya se enunció, es la de proveer 
mejor desempeño: soluciones secuenciales vs. 
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 solución paralela. Para lograrlo, las primeras 
brindan lógica de control más compleja o 
memorias caché más rápidas y grandes por 
ejemplo. En el caso de las otras, la idea es 
optimizar el throughput de muchos threads 
ejecutando en paralelo, por ello si alguno de 
ellos está esperando por la finalización de una 
operación, otro es asignado al procesador para 
que no permanezca ocioso. En este tipo de 
arquitecturas, las áreas dedicadas a control y 
memoria caché son generalmente pequeñas 
[Hon10]. 
Ambos tipos de arquitecturas, si bien difieren 
en varios aspectos, ofrecen a todos los cores 
acceso a una única memoria compartida. Como 
la cantidad de memoria disponible es limitada, 
una alternativa son las arquitecturas con 
memoria distribuida, quienes permiten 
incrementar el espacio de almacenamiento 
incorporando el costo de las comunicaciones a 
través de la red [Bas16]. Las arquitecturas con 
memoria distribuida ponen a disposición un gran 
número de máquinas y sus memorias, 
eliminando el problema de la limitación de la 
RAM. Los clusters y cloud computing son 
ejemplos de ellas[Kau14, Mar17]. 
Una tercera alternativa son los sistemas 
híbridos, los cuales permiten combinar las 
características de los sistemas de memoria 
compartida y de memoria distribuida, 
incrementando la capacidad y poder de cómputo 
de la arquitectura resultante. Esto posibilita 
aprovechar las ventajas ofrecidas por ambas, 
múltiples procesos y threads con distintas 
administraciones de memoria coexistiendo en el 
sistema. 
Desde el punto de vista del software, también 
existen diferentes clasificaciones, ellas 
dependen del objeto a considerar, por ejemplo si 
se considera qué se divide, los modelos de 
programación estándares, o paradigmas, son: 
paralelismo de datos y paralelismo de tareas 
[Pac11]; en cambio si se tiene en cuenta la 
arquitectura, es posible clasificar a los modelos 
como de memoria compartida y de memoria 
distribuida o pasaje de mensajes. Para cada uno 
de ellos, existen diferentes herramientas, las 
cuales permiten llevarlos a cabo en las distintas 
arquitecturas, entre ellos OpenMP[Op19], 
MPI[Gro14] y CUDA[NVi19].  
Teniendo en cuenta la demanda de cómputo 
de los problemas actuales y la posibilidad que 
nos brindan las arquitecturas híbridas: 
arquitecturas distribuidas con componentes 
multi y many-core, es posible combinar los 
paradigmas en un modelo de programación 
híbrido logrando aplicar una estrategia de 
paralelización más efectiva mediante múltiples 
niveles de paralelismo y reducción del overhead 
de comunicación. Existen muchas soluciones a 
problemas complejos de gran escala y para 
grandes volúmenes de datos, las cuales aplican 
técnicas HPC multi-tecnología, tanto de 
hardware como de software [Car18, Isu19]. 
Ante todo lo expuesto, nuestra motivación es 
investigar, verificar y poner en marcha nuevas 
técnicas y arquitecturas híbridas que ayuden a 
mejorar el procesamiento y sus tiempos de 
respuesta. Las técnicas de HPC serán nuestras 
herramientas para resolver con eficiencia cada 
uno de los objetivos: aplicar HPC multi-
tecnología para resolver problemas complejos o 
de datos masivos en ambientes paralelos 
híbridos sobre arquitecturas many y multi-core. 
En la próxima sección presentamos diferentes 
casos de estudio para dos líneas de investigación.  
 
2. LÍNEAS DE INVESTIGACIÓN, 
DESARROLLO E INNOVACIÓN 
Los trabajos desarrollados se encuadran en dos 
líneas de investigación, una relacionada a la 
solución de problemas complejos con técnicas 
HPC y el otro a problemas Big Data. Para cada 
área nos enfocamos en: 
• Problemas Complejos: Un Autómata 
Celular (AC) es un modelo matemático que 
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 permite trabajar con sistemas dinámicos 
discretos de comportamiento complejo 
mediante el desarrollo de un conjunto de 
reglas simples. Estas reglas permiten 
especificar el nuevo estado de un 
componente en función de su estado actual 
y de su vecindario. Por sus características 
los AC son naturalmente paralelos, lo cual 
permite aplicar técnicas HPC en su solución 
computacional [Kau 84, Wol84]. 
• Uno de los usos más difundidos hoy en día 
de los AC, por su simplicidad y posibilidad 
de constante mejora, es en el ámbito de la 
simulación de procesos de difusión o 
dispersión, ya sea de rumores, 
enfermedades, etc. Analizar, prevenir y/o 
controlar la difusión y contagio de 
enfermedades, rumores, virus, etc. 
constituye una de las grandes 
preocupaciones del ser humano. Existen 
casos donde una enfermedad provocó la 
desaparición de una población entera o 
cambios demográficos importantes, por 
ejemplo la peste en (Europa, siglo XIV), 
fiebre amarilla (Buenos Aires, siglo XIX) o 
el cólera (Asia, siglo XIX), continuado la 
situación hasta hoy, por ejemplo con la 
Gripe A, el dengue, el ébola y el SIDA 
[Hup13, Wor14] o más recientes como el 
COVID-19. Ante estos problemas es 
importante y prioritario el estudio y control 
de estas enfermedades, como así también el 
análisis de su modo de transmisión o 
contagio. Una forma de atacar este 
problema es estudiando su comportamiento 
en un determinado medioambiente o 
realidad [Joh09, Mai13, Rey11, Yir12]. Los 
AC permiten expresar modelos realistas 
capaces de capturar con mayor fidelidad las 
características y el comportamiento del 
estado del sistema y su evolución, los cuales 
no pueden ser abordados analíticamente. 
• En esta línea de trabajo, proponemos 
desarrollar un prototipo paralelo portable 
basado en AC para simular un proceso de 
difusión, tanto en arquitecturas multi-core, 
como many-core. En el caso de las primeras, 
hemos considerado tanto arquitecturas de 
memoria compartida y de memoria 
distribuida. Para los many-core, se tienen en 
cuenta las arquitecturas más conocidas y 
propuestas por Nvidia y AMD. Los 
problemas de difusión considerados son, en 
enfermedades: Gripe A y Covid-19; y, área 
social: noticias/rumores. Estas propuestas 
no permiten, por un lado estudiar en menos 
tiempo, el proceso de propagación teniendo 
en cuenta diferentes realidades: el tipo de 
población, su distribución y otras 
características; para luego tomar decisiones, 
como las campañas de vacunación, el 
aislamiento, cuarentena, mecanismo de 
contención, etc. Por el otro lado, evaluar el 
prototipo para las distintas arquitecturas y 
herramientas, analizando su portabilidad a 
plataformas heterogéneas. 
• Grandes Volúmenes de Datos: En las 
últimas décadas el conjunto de datos a 
manipular es tan grande y complejo que los 
medios tradicionales de procesamiento son 
ineficaces. Existen diferentes áreas o 
aplicaciones donde se trabaja con gran 
cantidad de datos, en esta línea nos 
enfocamos en: seguridad en redes de datos, 
recuperación de la información y evolución 
y parentesco de las especies. El trabajo 
abordado en cada una de ellas es: 
○ Seguridad en Redes de Datos: En el 
campo de la detección de anomalías en el 
tráfico en redes de datos, el problema 
consiste en la identificación de patrones 
no acordes al comportamiento normal 
del tráfico en la red [Bar16, Bar17]. 
Detectar un posible ataque requiere 
contar con tecnologías para la 
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 clasificación del tráfico, asociando flujos 
de datos con las aplicaciones que los 
generan, lo que se denomina Sistema de 
Detección de Intrusos (IDS: Intrusion 
Detection System). Aquí proponemos la 
creación de un IDS híbrido, quien 
mediante técnicas de clasificación 
supervisada y no supervisada, 
visualización de datos, procesamiento de 
imágenes y HPC en GPU, detecta tanto 
ataques conocidos como potenciales en 
una red de área local. Para lograrlo, se 
busca identificar patrones que se desvían 
del comportamiento normal a partir del 
tráfico circulantes en la red (gran 
volumen de datos) en un tiempo cercano 
a su ocurrencia, a fin de poder tomar 
decisiones rápidas [Bar18]. 
○ Recuperación de la Información: El 
incesante crecimiento de los datos, hace 
que en la actualidad las bases de datos no 
sólo son utilizadas para almacenar 
números o palabras, sino también 
documentos, archivos multimedia, 
muestras biológicas, huellas digitales 
entre otros tipos de datos, haciendo 
imposible realizar búsquedas de manera 
tradicional. Las consultas por similitud o 
búsqueda aproximada se presentan como 
una solución, por lo cual se necesitan 
métodos de acceso eficientes (índices) 
para permitir recuperar rápidamente los 
elementos que satisfacen los criterios de 
consulta, es decir los elementos son 
buscados considerando la cercanía de los 
mismos al elemento consultado. El 
modelo de espacio métrico [Cha01] 
resulta adecuado para ello. En él, las 
evaluaciones de la función de distancia 
requieren un alto costo computacional, 
por lo tanto es necesario la construcción 
de un índice para reducir la cantidad de 
cálculos. Uno de los índices está basado 
en permutantes y establece que dado un 
conjunto de datos se pueden seleccionar 
elementos como puntos de referencia, 
donde el grado de cercanía de dos 
elementos está dado por la similitud de 
sus permutaciones [Lop13]. Hoy en día 
los grandes volúmenes de datos 
almacenados en bases de datos métricas 
hace que no sea suficiente procesar 
previamente el conjunto de datos 
mediante la creación de un índice, 
también es necesario acelerar las 
consultas mediante HPC. Aquí 
proponemos utilizar una arquitectura 
many-core para resolver consultas 
utilizando permutantes a fin de optimizar 
las búsquedas sobre grandes volúmenes 
de datos. 
○ Construcción de Árboles Filogenéticos: 
En el área de biología evolutiva [Ben09, 
Gar14, Yan14], la elaboración de un 
árbol filogenético en el cual se muestran 
las relaciones evolutivas de los seres 
vivos entre sí, reconocer los grados de 
cercanía de ancestros comunes, requiere 
contar con datos moleculares 
(fundamentalmente ADN) y/o 
morfológicos, los cuales identificarán 
la/s especie/s a incorporar en el árbol. El 
análisis filogenético demanda cálculos 
más complejos a medida que la cantidad 
de especies a catalogar crece, la cantidad 
de árboles a examinar en una búsqueda 
aumenta exponencialmente. Por esta 
razón es necesario contar con métodos, 
herramientas y técnicas HPC para datos 
masivos con el objeto de obtener 
información dentro de tiempos 
razonables. Para este caso, el objetivo es 
considerar ambientes HPC híbridos, a fin 
de lograr obtener buenos resultados, sin 
considerar el crecimiento exponencial de 
los datos a procesar.  
Todas estas líneas de investigación tienen en 
cuenta la escalabilidad del problema y la 
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 portabilidad de los desarrollos, aplicando 





Como objetivos de las líneas de investigación 
nos planteamos facilitar el desarrollo de 
soluciones paralelas portables, de costo 
predecible, capaces de explotar las ventajas de 
modernos ambientes HPC a través de 
herramientas y “frameworks de computación” 
de alto nivel. Los resultados obtenidos hasta el 
momento son muy satisfactorios. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Los resultados esperados respecto a la formación 
de recursos humanos son hasta el momento el 
desarrollo de 3 tesis de posgrado: 1 de doctor y 
2 de maestría; y varias tesinas de grado en las 
distintas universidades intervinientes. 
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