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The aim of this paper is to use the topological degree method to prove 
the existence of solutions for certain nonlinear vector boundary value 
problems (BVPs) at resonance: the Picard problem for ordinary differential 
equations at the first eigenvalue, i.e., 
x” + x + g( t, x, x’, x”) = p( t ), x(0)=x(n) = 0 (1) 
and the periodic problem for periodic neutral functional differential 
equations of the form 
$2) = g(l, x(t), x,, i,). (2) 
The main novelty of our results for the BVPs (1) and (2) is that we allow 
the nonlinear term g to depend on the highest order derivatives and that it 
can be of superlinear type in the variable X. At the same time g is, in 
general, a vectorial function. 
The proof of our main result uses a general Leray-Schauder-type 
existence theorem (see Theorem 1.1) for abstract equations of the form 
Lx=Nx (3) 
being L a linear noninvertible operator with a finite dimensional kernel and 
N a nonlinear operator. To be able to apply this theorem, we need the 
existence of a priori bounds on the solutions of a certain family of 
equations related to (1) (2), which are obtained imposing on g a growth 
restriction together with some conditions of asymptotic nature in the line of 
Landesman-Lazer [13]. The results of this paper are generalizations of 
some other obtained by different authors. 
In Section 1 we briefly describe the degree theory for k-set contractive 
perturbations of identity in Banach spaces dued to Nussbaum [ 141 an we 
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state our abstract theorem, which is then used in Section 2 to study the 
solvability of (1). If g has a linear growth in all of its variables, our 
asymptotic condition is very general an it extends to the vector case those 
given by different authors: de Figueiredo and Ni [7], Kazdan and Warner 
[ 123, and Petryshyn and Yu [ 151. When g has a superlinear growth in the 
variable x, our asymptotic condition is not so general, but even in this vec- 
tor case we obtain as a particular case, Landesman-Lazer-type conditions 
(see [ 131) related to those given by Brezis and Nirenberg [l] using the 
recession function. 
In Section 3 we use Theorem 1.1 to study the solvability of the periodic 
boundary value problem for (2). Our results are a generalization of those 
obtained by Hetzer [lo], Hale and Mawhin [S] and MartinezzAmores 
and the author [4]. 
Also, we study some examples which show the generalizations obtained. 
It should be underlined that some of them are strongly coupled systems. 
In this section we state an abstract result which we shall use in the next 
sections. 
If Y is a metric space and B a bounded subset of Y, the measure of non- 
compactness y,,(B) of B is defined by y J B) = inf{ E E R + : B has a finite 
cover by sets of diameter smaller than E}. 
If Y, and Y, are metric spaces, a continuous mappingf: Y, + Y, which 
transforms bounded subsets of Y, into bounded subsets of Y,, will be said 
a k-set contraction (k > 0) if, for each bounded B c Y, , one has 
vY2(f(W) G b YI(fO 
Let now Q c X, X a Banach space, be open and bounded. Let it be 
~,(a)={qm+x:q5=z-~ 
wherefis a k-set contraction and O$ (4)(&2)}. 
Then, if k < 1, one can define a mapping 
which has the following basic properties (see [14]): 
(i) If Sz, and 52, are disjoint open subsets of 52 such that 
04: (I-,f)(Q\(Q, uQ*)) 
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then 
d(Z-f, 52, 0) = d(Z-f, 52,,0) +d(Z-f, 9,,0). 
(ii) If H: [0, I] xa -+ X is continuous, such that 
x f WA, x), for each (2, x) E [0, 11 x dS2 
and if, for each bounded B c 52, 
then d(Z- H(I, .), Sz, 0) is independent of i in [0, 11. 
(iii) If Z-f~ Ck (ST) and f is compact (i.e., continuous and f(a) is 
relatively compact), then 
41-h Q, 0) = d,,(Z-f, Q2, 01, 
where d,, is the Leray-Schauder degree. 
An important quality of this degree is the following existence property: If 
Z-f~x~(@ and d(Z-f, Q, 0) #O, then OE (Z-f)(Q), i.e., the equation 
x=f(x) 
has at least one solution in s2. 
Let now X and 2 be Banach spaces and L: dom L c X-+ Z a linear 
Fredholm mapping of index zero (i.e., Im L is closed in Z and Ker L 
and Z/Im L are finite dimensional with equal dimension). It follows 
that there exist continuous projections P: X-+X and Q: Z -+ Z 
such that Im P = Ker L and Im L = Ker Q. Moreover, the mapping 
L: dom L n Ker P + Im L is invertible; denote its inverse by K. 
Let Sz be an open bounded subset of X such that dom L n d # 0 and 
N: d + Z a mapping. Let us consider the equation 
Lx = Nx. (1.1) 
We can show that x is a solution of this equation in dom Lnd if and 
only if 
x=Px+K(Z-Q)Nx+JQNx, 
where J is an isomorphism from Im Q into Ker L. 
The following result can be easily proved by using the above mentioned 
basic properties of d(Z-f, C&O). 
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THEOREM 1.1. Assume that the following conditions hold 
(i) N is continuous, it takes bounded sets into bounded sets and 
K(Z- Q)N: a -+ X is a k-set contraction, with k < 1. 
(ii) There exists a k-set contraction Cp: a + X such that 
x-Z’x#AK(Z-Q) Nx+AJQNx+(l -A)@x 
for each I. E [0, 1 [ and each x E dom L n &? 
(iii) d(Z-P-@,52,0)#0. 
Then (1.1) has at least one solution in dom L n 0. 
In this section we use Theorem 1.1 to study the solvability BVP at 
resonance of the form 
x” + x + g(t, x, x’, x”) = p(t), x(O)=x(7t)=O, (2.1) 
where g: [IO, rc] x(R”)~ -+ R”, (t, x, x’, x”) -+ g(t, x, x’, x”) and p: [0, rc] -+ 
R”, t + p(t) are continuous. 
By X we denote the Banach space of mappings x: [0, rr] + R” which are 
of class C2 and satisfy x(O)= x(rc) =O, with the following norm: if 
x = (x, )...) x,) E x, llxllx=maxl~,~n llxi/12~ where ll~il12=max{II~illo~ 
Ilx(ll,,, Ilxl’ll,,} and II~~~)ll~=max,.~~,~, Ix!“(t)/, 1 <i6n, O<j<2. 
By Z we denote the Banach space of mappings z: [0, n] -+ R” which are 
continuous, with the following norm: if z = (zI ,..., zn) E Z, 
llzll z = ,yyx, IlZillO. . . 
If we define L:X+Z by Lx=x”+x for all XEX and N: X+Z by 
(Nx)(t) = -g(t, x(t), x’(t), x”(t)) + p(t), for all x E X, t E [0, ~1, then our 
problem (2.1) is equivalent to solving the operator equation 
Lx = Nx. (2.2) 
Now 
KerL={xEX:x=asint,aER”}, 
ImL= zEZ,z=(z ,,..., z,):jiz,(t)sintdt=O,l<i$n], 
i 
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and L is a linear Fredholm mapping of index zero. It is clear that the pro- 
jectors 
P:X+X, (Px),(t)= ill~~(f)sin t dl) sin t, l<i<n 
and 
Q: 2 + 2, (Qz)~(~) = f 1: z,(t) sin t dt) sin t, l<i<n 
are such that Im P = Ker L, Im L = Ker Q, and K: Im L -+ Ker P is defined 
by 
s 
f 
(Kz)~( t) = sin t zi( u) cos u du - cos t 
0 I 
I 
zi(u) sin u du 
0 
s 
u 
-cosusinu zi(s) sin s ds du sin t. 
0 11 
It is trivial that N is continuous and that it takes bounded sets into boun- 
ded sets. Moreover, it is proved in [9] that if L is a closed Fredholm map- 
ping of index zero (of course, this is our case), and N is a P-set contraction 
with O< k’< I(L), then K(I- Q)N is a k-set contraction with constant 
k = k’/l( L), where 
l(L) =sup{r~ R+: for each bounded Bcdom L, ry*(B)< y,(L(B))}. 
Such as it is demonstrated in [S] for the periodic problem, if L and N 
are defined as above, Z(L) = 1, and if g satisfies a condition of the type 
(g) there exists a positive constant k such that 
) g(t, x, x’, x”) - g(t, x, x’, y”)( < klx” - y”( 
for all (t, x, x’, x”), (t, x, x’, y”)~ [0, TC] x (R”)3, where ICI =maxl,iGn [Gil 
for ail c E R”, then, the mapping (Nemistsky operator) G: X-r 2 defined by 
(Gx)(t) = g(t, x(t), x’(r), x”(t)), for ail x E X, t E [0, TC] is a k-set contrac- 
tion. 
Now, we are in position to apply the results of Section 1 to (2.1). 
THEOREM 2.1. Let us suppose that the following conditions hold: 
(a) There exists a nonnegative constant k < 1 such that 
I g(t, x, x’, x”) - g(t, x, x’, y”)l 6 k lx” - y”l 
for all (t, x, x’, x”), (t, x, x’, y”)~ [0, 7c] x (R”)3. 
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(b) There exist aj > 0, i = 0, 1, 2, yI > 0, such that 
I g(t, x, x’, x”)I 8 aolxl + a1lx’l + a2lx”I + Y * 
for all (t, x, x’, X~)E [O, n] x (R”)3. 
(c) There exist a k-set contraction mapping @: X--,X and constants 
r>O, b,>O, i=O, 1,2, y2>0, such that 
(~1) Il~~ll.~~oll~llz+~,ll~‘llz+~zll~”ll,+~~f~~ all X~X 
(~2) For aflx~X, x=(x ,,..., x,) with Ixi(t)l >, r sin t, 1 E [0, n], for 
some i, 16 id n, one has 
~~(-g,(r,x(r),x’(t),xf’(t))+p,(t))sintdt.5~(~x)~(l)sintdt~O 
0 
for some j, 1~ j < n, where the second integral is not zero. 
(d) d(Z- P - 0, B,(s), 0) # Ofor every s > r, where B,(s) is the open 
ball of center zero and radious s in X. 
Then, there exists a > 0 such that (2.1) has at least one solution provided 
max oGi<2 {ai, bi} 6 a. 
Proof, We shall apply Theorem 1.1. Condition (a) implies condition (i) 
of Theorem 1.1. Now, if x E X and II E [0, 1 [ are such that 
x-Px=M(Z-Q)Nx+/IJQlvx+(l-k)@x 
by using assumptions (b) and (cl) we have 
(2.3) 
Ilx-Wlx~k~ IINdz+ IlWx 
<kIta Il-41z+al Ilx’llz+a2 Ilx”llz+ IIPII~+Y~) 
+@, Ilxllz+bl llx’ilz+b2 Ilx”llz+~,) 
GW, + 1)~ Ilxllx+~~> say. 
Also it follows from assumption (~2) that for all i, 1 d id n, there exists 
t,E 10, n[ such that Ixi(ti)l <r sin ti. In fact, if it is not the case, then 
Ixi(t)l >r sin t, t E [O, n], for some i, 1 < i<n. Then applying P to both 
parts of (2.3), we obtain (note that J=Z), 
A : (-g,(t, x(t), x’(t), x”(t)) + pi(t)) sin t dt 
s 
+(l-d)j”(@x)j(l)sinrdt=O 
0 
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for each j, 1 < j<n, which contradicts (~2). Thus, there is t,E 10, n[, 
16 i<n, such that, if x is a solution of (2.3), then Ixi(ti)l < r sin tj. 
Therefore I(Px)i(t)l sin ti< I(Px)i(tj)l <rsin ti+ j((I--P)~)~(t~)l and taking 
into account that ifSis a mapping from [O, n] into R such thatfis of class 
C2 andj(0) =f(rc) = 0, then there exists a positive constant v, independent 
ofJ verifying that 
If( d v llfllz sin t for all t E [IO, 7~1, 
. we have 
Hence, I( Px 1) X < r + v j/(1 - P) x/Ix, and therefore 1) x JJX ,< r + 
(v+ 1) llv-p)xll X~r -t 3(v + l)(k, + 1)~ [lx/x + (v -t 1) y3. Then, if 
a < (3(v + l)(k, + l))-‘, we obtain 
IlXllX~ 
r+(v+l)y, 
1-3(v+ l)(k, f l)a+ 
Last, taking D = BX(r2), r2 > max{r, , I ), all the assumptions of 
Theorem 1.1 are satisfied and the proof is complete. 
Theorem 1.1 is very general and it allow us to take some different 
functions Q, and consequently, to obtain some different existence theorems, 
which can be applied to study (2.1). We begin with a corollary which is 
related to a result obtained by Petryshyn and Yu [ 15). 
COROLLARY 2. l., Suppose: 
(a) Conditions (a) and (b) of Theorem 2.1. 
(b) There exists r > 0 such that for all x E A’, x = (x,,..., x,) with 
/Xi(t)/ 2 r sin I, t E CO, rc], for some i, 1 < i ,< n, one has 
[’ g( t, x(t), x’(t), x”(t)) sin t dt # Ioff p(t) sin t dt. 
0 
(c) The Brouwer degree dB(F, BRD(s), 0) # 0 for every s z r, where F is 
the mapping from R” into R” defined by 
F(c) = jn (g(t, csint,ccost, -csint)-p(t))sintdt. 
0 
Then, there exists a > 0 such that (2.1) has at least one solution, provided 
max Ogi<Z (ai> Qa. 
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Proof. Take @ = Qlv in Theorem 2.1 (note that QZ c X). Then @ is 
compact on bounded sets of X and (cl) is obvious. Now, condition (~2) 
becomes (b) of Corollary 2.1. Also, as Im @ c Im Q is finite dimensional, 
property (iii) of d(., 0,O) implies that 
d(I- P- @, B,(s), 0) 
=dLs(l-P-QN,Bx(s),O)=d,(l-P-QN(ImB,Bx(s)nImQ,O) 
=d,k-QN~er~, B,(s) n Ker L, 0). 
But, there is a trivial isomorphism from Ker L into R”, i.e., the mapping 
defined by 
J, : Ker L + R”, c sin t -+ c, 
Then 
IdA-QNIK~L., B,(s) n Ker L 011 = IdAQN KerL, B,(s) n Ker L ON 
= V,(Jl QNJ;‘, B&h 0)l = ld,(F, B,&), 011 #O 
Now, the proof is complete. 
Remark 2.1. Let us suppose that n = 1 (the scalar case). Then a con- 
dition, for which hypothesis (b) and (c) of Corollary 2.1 hold, is the follow- 
ing one: 
(k) There exists Y > 0 such that for all XE X with Ix(t)\ > r sin t, 
t E [0, n], one has 
jon g( t, x(t), x’(t), x”(t)) sin t dt # jon p(t) sin t dt 
and 
(g(t, c sin t, c cos t, -csint)sint-p(t))sintdt 
-csint, -ccost,csint)--(t))sintdt <O 
for all c E R such that 1 cl L r. 
The problem (2.1), with the same condition (k) was studied by 
Petryshyn and Yu [15], who proved their result by adding two additional 
hypotheses on g: one similar to (b) of Theorem 2.1 and an additional 
hypothesis more general than (a) of Theorem 2.1. Our approach is a dif- 
ferent one and it allows to study vector problems. 
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COROLLARY 2.2. Suppose that in addition to (a) and (b) of Theorem 2.1 
we assume that: 
(a) There exists r > 0 such that for all XE X, x = (x,,..., x,) with 
Ix,(t)J>rsin t, tE[O,7c], for some i, l<idn, one has 
sign xi(t) Sn ( -gg(i)(t, x(t), x’(t), x”(t)) - p,(i,(t)) sin t dt < 0, 
0 
where IS is a permutation of the indexes I,..., n. 
Then, there exists a > 0 such that (2.1) has at least one solution, provided 
max 0~i62 {ai> <a. 
Proof. If we take in Theorem 2.1 @: A’+ X defined by 
(@x)i= -E(QX)o-l(i) 
with EER+, we have that @ is compact on bounded subsets of X. 
Moreover, (cl ) of Theorem 2.1 is obviously verified with bi = E, i = 0, 1,2. 
On the other hand, if Ix,(t)1 3 r sin t, t E [0, rc], then either xi(t) > r sin t, 
t E [0, z] or xi(t) < -r sin t, t E [0, n]. In the first case, by takingj = a(i) in 
(~2) of Theorem 2.1, we have that (~2) becomes 
5 1 (-g,cg(t, 4th x’(t), x”(t)) + Po(i,(t)) sin tdt 
. o* (@x)&t) sin t dt 
s 
= f ( -gc(i)(t, 4th x’(t), x”(t)) + Pocij(t)) sin tdt I 
*I 
K 
--E(Qx),(t) sin t dt 
0 
= on (-go(i)(t, x(t), x’(t), x”(t)) +P,(i)(t)) sin tdt I 
4 
I[ 
- exi( t) sin t dt > 0. 
0 
This implies that 
i 
n (-g,(Jt, x(t), x’(t), x”(t)) + p,(,)(t)) sin t dt GO. 
0 
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Analogously, if x,(t) d -r sin t, t E [0, n], one obtains 
s f (-g,(ij(t, X(t), X’(t), X”(t)) + Pb(i)(t)) sin t dt d0 
and therefore (a) of Corollary 2.2 becomes the same as (~2) of Theorem 2.1. 
Since @ is compact on bounded subsets of X, we obtain d(Z- P - @, 
B,(s), 0) = d,,(Z - P - @, B,(s), 0) = d,( - CD\ KerL, B,(s) n Ker L, 0) = 
dB( -Ezo--l(,)lKerL~ B,(s) n Ker L, 0) # 0, because Z0-l(ij is now the per- 
mutation by 6’ of the identity in Ker L. 
Thus, all assumptions of Theorem 2.1 are satisfied and consequently, 
(2.1) has a solution. 
EXAMPLE 2.1. Consider the BVP, 
x2 
x;+x,+- 
1+x: = PI(t), 
x,(O) = x,(7c) =o, 
(2.4) 
x;+x,+x,e -4 = p*(t), x*(O) =x*(71) = 0, 
where pi: [0, z] --t R are continuous and verify j; pi(t) sin t dt = 0, i = 1, 2. 
Then, (2.4) has at least one solution (In this case, a( 1) = 2, a(2) = 1). 
Remark 2.2. Let g = g(t, x) be a bounded continuous function such 
that 
g,,,,(t, x) xi 2 0 (2.5) 
for all t E [0, n], x E R”, 1 d i < n, and p = (pl ,..., p,) such that 
I 
II 
pi(t) sin t dt = 0, 1 <i<?Z. 
0 
Then, all the assumptions of Corollary 2.2 are satisfied and (2.1) has a 
solution. Therefore, Corollary 2.2 extends Theorem 1.1 of de Figueiredo 
and Ni [7] for ordinary differential equations, since they consider the case 
n= 1. 
Remark 2.3. Corollary 2.2 is still true if inequality in (a) is reversed; the 
proof follows in an identical manner taking (@x)~ = E(Qx),-I~~). So, if in the 
previous remark we replace (2.5) by 
gb(i)Ct* x). x, G O 
the same conclusion holds. 
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Remark 2.4. In the case n = 1, it can be obtained from assumption (a) 
of Corollary 2.2, conditions of Landesman-Lazer type [ 131, as it is done in 
[2] for the periodic BVP. 
Remark 2.5. Let g = g(t, x) be a bounded continuous function and 
p E 0 such that the following conditions hold: 
(A + ) There exist S, E R and a bounded continuous mapping 
g’+: [0, n] x R” -+ R, 1 6 id n, such that for all x E X, x = (xi ,..., x,) with 
xi(t) > s, sin t, t E 10, rc[, one has 
&TiCt3 x(t)) G d+ lt, x(t))~ t E lo3 nC and s x g’, (t, x(t)) sin t dt < 0. 0 
(A - ) There exists S- E R and a bounded continuous mapping g[: 
[0, n] x R” + R, 1 < i<n, such that for all XE X, x = (x1 ,..., x,) with 
x,(t)<s- sint, tE]O,n[, one has 
gitt, x(t)) Z gLCt, x(t))> t E lo> ‘C and s i gk(t, x(t)) sin tdt>O. 
Then (2.1) has a solution. To see this, it is sufficient to prove that the 
conditions of Corollary 2.2 are satisfied, with a(i) = i, 1 < i < n. 
In fact, if r>max{ls+/, Is-l} and XEX, x=(xi,...,x,), with 
Ixi(t)l >r sin t, t E [0, rc], we have either x,(t) b r sin t, TV [0, rc] or 
x,(t) 6 -r sin t, t E [0,7r]. In the first case, we obtain 
xi(t) > r sin t > s + sin t, t E 10, rr[ and, by using (A + ), 
s 
~g~(t,x(t))sintdt<~~g~(r,x(t))sintdt<O. 
0 
Analogously, if x,(t) < -r sin t, ?E [0, 7~1, we obtain, by using (A-), 
s II gi( t, x(t)) sin t dt > 0. 0 
Therefore, (a) of Corollary 2.2 is satisfied with the reversed sign. 
Hence, Corollary 2.2 extends, for ordinary differential equations with a 
bounded nonlinear term, the results by Kazdan and Warner [12] for non- 
linear elliptic equations in the case n = 1. 
EXAMPLE 2.2. Consider the BVP 
x”+x+h(x)=f(t), x(0) =x(n) = 0, (2.6) 
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where h: R + R and f: [0, rc] + R are continuous and bounded and 
I : f(t) sin t dt = 0. 
If h(x). x>O for all x ~0, all conditions of Corollary 2.2 are satisfied and 
(2.6) has a solution. 
However, (2.6) does not satisfy (A+ ) and (A - ). In fact, if g(t, x) = 
h(x)-f(t) and XEX is such that x(t)>s+ sint, tE]O,n[ with x(t)>O, 
t E 10, z[, one obtains 
08 
I 
X g+(t,x(t))sintdtBjE 
0 0 
g( t, x(t)) sin t dt = jz h(x( t)) sin t dt, 
0 
which is a contradiction. Also, (A- ) is not satisfied. 
Let us consider now the case where g can have a growth of superlinear 
type in the variable x. 
THEOREM 2.2. Suppose that: 
(a) There exists a nonnegative constant k < 1 such that 
1 g(t, x, x’, x”) - g(t, x, x’, y”)J 6 k Ix” - y”l 
for all (t, x, x’, x”), (t, x, x’, y”)~ [0, n] x (R”)3. 
(b) There exist ai, fi,>O, i= l,..., n, (a, = )l) such that 
I gi( tp XT X’, X”)l < Ui g;( t, X9 X’, X”) + pi, 1 <i<n. 
for all (t, x, x’, x”) E [0, z] x (R”)3. 
(c) Given any 6 >O there exists r(6) >O such that for all XE X, 
x= (x1,..., x,) with I[((& P)x),Jl,66, II(Px)~~~~> r(6), for some i, 1 d i<n, 
one has 
j* g(t, x(t), x’(t), x”(t)) sin t dt # j* p(t) sin t dt. 
0 0 
(d) Given any r > 0, there exists h, > 0 such that 
I At, x, x’, x”)l d h, 
for all (t, x, x’, x”) E [0, X] x (R”)’ with 1x1 Q r. 
(e) There exists rl > 0 such that dB(QNI KerL, B,(s) n Ker L, 0) # 0 
for every s>r,. 
Then, (2.1) has at least one solution. 
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Proof: If we take in Theorem 1.1 @: X + X defined by @x = Qlvx, for 
all x E X, we have that 0 is compact and therefore a k-set contraction on 
bounded subsets of X. Moreover, (a) of Theorem 2.2 implies (i) of 
Theorem 1.1. 
Now, if x E X and 1 E 10, l[ are such that 
x-Px=iK(Z-Q)Nx+AJQNx+(l-A)@x 
we have, 
QNx = 0, i.e., 
I 
n (2.7) 
0 
g(t, x(t), x’(t), x”(t)) sin t dt = 1’ p(t) sin t dt 
0 
and therefore 
x - Px = AKNx. (2.8) 
It is not difficult to prove, taking into account the expression of K, that 
there exists a constant A4 2 0 satisfying 
ll(Kz)illo G ~4 1: Izdu)l sin u & l<i<n (2.9) 
for all zEIm L, z=(z, ,..., z,) (cf. [ll]). 
By using hypothesis (b) we have from (2.8), (2.9) that 
II(x-Px)illO~M j: 
=MjR 
0 
4-r 
LJ’ 
(Nx)~(u)( sin u du 
-gi(u, x(u), x’(u), x”(u)) + p,(u)1 sin u du 
K 
a,gj(u, x(u), x’(u), x”(u)) sin u du 
3 
+ 6 Pi sin u du + 6 I p,(u)1 sin u du] 
C j
R 
<‘M a,p,(u) sin u du + 
0 i 
: fii sin u du 
+ 1: ) pi(u)1 sin u du] = ai. 
Now, from assumption (c) and (2.7), II(Px)~([~<~(~J, and therefore 
ll~J~66~+r(6,), l<i<n. If 6’=max,GiG.{Si+r(6i)}, then (~~~~,<6~ 
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and consequently lx(t)1 d 6l, t E [0, n]. Hence, there exists ha1 > 0 such that 
1 g(t, x(t), x’(t), x”( t))l < hgl for all t E [0, n]. 
On the other hand, if x is a solution of (2.8), 
x”(f) + x(t) = A.( -g( t, x(t), x’(t), xU( t)) + Ap( t)), tECO,~l 
and therefore 
Ix”(t)l < 6’ + b + lIplIz, t E [O, 7c]. 
Also, for each i, 1 < i < n, there is a number ti E 10, 7c[ such that xj(tJ = 0. 
Thus 
Ixl(t)l G J@ + b + lIPlIZ)> fE P, nl 
and, consequently 
llxlllo G w + kv + lIPlIZ)> 1Qifn. 
This implies I~x~(~<~(~‘+ZZ,I+ IIpllz)=6,. 
If I =0 and XEX is a solution of x- Px= @x= QNx, then 
x- PXE Ker Pn Im P and therefore XE Ker L and QNx =O. By using 
assumption (c) with 6 = 0 we have I(xIJz = llxll X d r(0). 
Finally, taking 52 = B,(s), s > max{J,, r(O), rl}, all the assumptions of 
Theorem 1.1 are satisfied and (2.1) has a solution. 
Remark 2.6. Theorem 2.2 is related to some other results. In fact, con- 
dition (b) has been introduced by Ward [ 161 in the study of the scalar 
periodic problem for ordinary differential equations. Also, it has been used, 
in the vector case, by Martinez-Amores and the author [2, 31 in the study 
of the periodic problem for ordinary and functional differential equations. 
It is remarked [17] that it is not clear that this condition can be adapted 
to problem (2.1). 
If n = 1 and g = g(t, x), a condition for which hypothesis (c) holds is the 
following one: 
(c’) Given any 6 > 0, there exists r(6) > 0 such that 
In g(t, r sin t + xi(t)) sin t dt # In p(t) sin t dt 
0 0 
for all r E R such that IrI > r(6) and for all xi EX such that 
j;x,(t)sin t dt=O and Ilx,llX66. 
The proof is trivial, because if x E X is such that x(t) = Px(t) + 
(I-P)x(t)=rsint+(Z-P)x(t), tE[O,n], then (IPxI(~=~. 
A similar condition to (c’) has been used by Kannan and Ortega [ll], 
in the case when g = g(x) and n = 1. 
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Problem (2.1), with g = g(t, x, x’) has been studied by Ortega and the 
author [6] using a different growth condition on the nonlinearity g which 
can be written as 
lg(4x,x’)lG -(g(t,x,x’),&X)+~lXl+8, (2.10) 
where E, a, and /I are nonnegative constants and (., .) is the usual inner 
product in R”. Condition (2.10) in contrast with (b) of Theorem 2.2, is not 
a valid condition to strongly coupled systems. 
Remark 2.7. In this remark we are going to see that hypothesis (c) is 
very related to Landesman-Lazer-type conditions [ 131. It can be seen in 
the following particular case although it may be used in more general 
situations. 
Let us consider the BVP 
4 + Xl + g(t, x2) = A(t), x,(O) = Xl(X) = 0, 
x; + x2 + 44 Xl) = P2(f), x,(O) =x*(71) = 0, 
(2.11) 
where g, h: [0, n] x R +R and p1,p2: CO,~l + R are continuous. We 
assume there are constants 6, and 6- with 
g(t. x,)a6+, A(4 x,)>J+ for x,30, x,20 
and 
gt4 x2) < 6 - , N&x,)66- for x,<O, x,dO. 
Wedelineg,:R+Ru{-co, +CQ} by 
g + (t) = lim inf g( t, x2), g-(t)=lim sup g(t, x2) 
x2- *cc x2- -cc 
and similarly h +:R+Ru(-co, +a~] by 
h+(t)= lim inf h(t, xi), h-(t)=limsuph(t,x,). 
x,+ +a, x,--m 
Then, if hypothesis (b) of Theorem 2.2 is satisfied and 
s 
Ig-(t)sintdt< 
s 
:p,(t)sintdt< ’ 
1 
g + (t) sin t dt, 
0 
(2.12) 
l: h - (t) sin t dt < j: p2(t) sin t dr < [’ h + (t) sin t dt 
2 
hold, (2.11) has at least one solution. To see this, it is sufficient to prove 
that (2.12) implies conditions (c) and (e) of Theorem 2.2. 
409,Jll7/1-2 
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If condition (c) does not follow from (2.12) there exists 6 E R+ and a 
sequence (x,), n E N, with x, E X, x, = (x;, x;) with ll((Z- P)~)~~,,~ll~ < 6, 
II(z’x)i(n)JIo>n, for some i(n), 1 <i(n) 62, such that 
i n g(t, x’;(t)) sin t dt = SX p,(t) sin t dt (2.13) 0 0 
and 
6 h(t, x;(t)) sin t dt = 1: pz(t) sin t dt. (2.14) 
Since 16 i(n) < 2, it follows that, if necessary going to a subsequence, we 
have either i(n) = 1, n E N or i(n) = 2, n E N. Considering the first case for 
definiteness, we obtain 
x;(t) = (%)1(t) + ((I- PI x,),(t) 
x;(t) sin t dt sin t + ((I- P) x,),(t), 
where 
Again, if necessary going to a subsequence, we have that 
G@) j” ‘Y ) d o xi t sm t t, n E N is either a positive or negative number. Let us 
consider the first case. Then, we obtain by Fatou’s lemma 
s 
: p2(t) sin t dt 
’ h( t, x;(t)) sin t dt > i’; lim inf h( t, x;(t)) sin t dl 
0 n-fee 
> “h+(r)sintdt, 
s 0 
which is a contradiction with condition (2.12). In the second case one can 
use the other inequality of (2.12). 
Now, to prove (e) of Theorem 2.2 is equivalent to prove that 
ds( H, B,&), 0) # 0, for every s > rI, where H is defined by H: R2 -+ R2, 
c2 sin t) - pi(t)) sin t dt, 
s 
n (/I(?, cl sin t) - zig) sin t dt . 
0 > 
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By using (2.12), it is easily proved, that there exists rl > 0 such that 
s :(g(t,c,sint)-p,(t))sintdt.c,>O for all c2 with lc21 > rl 
and 
s k (h(t , cl sin t) - p2(t)) sin t dt * cl z 0 forallc,withlcll>rl. 0 
Then, taking into account the PoincarbBohl theorem and the homotopy 
property of the Brouwer degree, the required degree is not zero. 
Remark 2.8. Condition (2.12) may be written in a different form. If we 
express BVP (2.11) in the abstract form 
L,x, + N,(x,) = 0, 
L,x, + N,(x,) = 0, 
such that it is done at the beginning of this section, then (2.12) is 
equivalent to 
> s ; PI(t) u(t) & VuEKer L1, o#O, (2.15) 
s h+(t) w(t) df+f h-(t) w(t) dt Cw>Ol Cw<Ol 
> I ; PAt) w(t) 4 VwEKer L,, w#O. 
Conditions of type (2.15) have been used by Brezis and Nirenberg [ 1 ] 
for elliptic BVP by using the recession function. 
EXAMPLE 2.3. We can prove that the BVP 
x;+x,+e”*-$lsinxJ=p,(t), x,(O) = Xl(X) =o, 
xl +x2 + exl - 4 lcos xl] = p*(t), x,(O) = x2(n) = 0, 
where pl,p2: [O,z]+R are continuous and J;pi(t)sin tdt>O, i=l,2, 
has a solution. In fact, condition (a) of Theorem 2.2 is verified with k = t 
and condition (b) is immediate with ai= /Ii= 1, i= 1, 2. Condition (d) is 
also trivial and (c), (e) can be proved in a very similar way to that in the 
previous remark. 
This example cannot be studied from the results of Remark 2.6. 
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In this section we apply Theorem 1.1 to the periodic BVP for a class of 
functional differential equations. 
For h 2 0 let C be the space of continuous functions from [ -h, 0] into 
R” with the topology of uniform convergence. The norm in C will be 
designated by Il*llO. If x is a continuous function from [ -h, b] into R” with 
b>O, let x,EC, tE[O,b], be defined by x,(fl)=x(t+d), 8~[-h,O]. 
If g:RxR”xC=+R”, (6 x, til, ti2) + dt, 4 ti,, ti2) is a continuous 
function, then the relation 
i(t) = g(4 x(t), xt, a,) (3.1) 
is a neutral functional differential equation (a = dx/dt). 
From now on we shall assume that g is uniformly continuous on boun- 
ded sets of R x R” x C2 and that it takes bounded sets into bounded sets. 
Moreover g is T-periodic with respect to t (T > 0). 
Let X denote the Banach space of mappings x: R + R” which are of class 
C’ and T-periodic with the norm 
l141x=max~Ilxllo~ Il-410~ for all x E X. 
By Z we denote the Banach space of mappings z: R -+ R”, which are con- 
tinuous and T-periodic with the norm 
lMIz= /l~/lo for all ZE Z, 
where l1410 = maxrsR I4t)l = mm, co,T1 Iz(t)j. If we define the operators 
L:X+Z,N:X+Z by (Lx)(t)=i(t), (Nx)(t)=g(t,x(t),x,,.-?,), for all 
x E X, t E R, then our problem is equivalent to solving the operator 
equation Lx= Nx. It is trivial that L is a linear Fredholm mapping of 
index zero and we can take the projections P and Q as 
P: X+X, x+PxqX(t)dt. 
To 
for all x E X 
and 
Q: Z-+Z, z+Qz=+jo’z(t)dt, for all z E Z. 
THEOREM 3.1. Let us suppose that: 
(a) There exists a nonnegative constant k < 1 such that 
I~~~,~,ICI,,~,~-g~~,~,~,~~,~I~~lI~2-~2II, 
forall(t,x,$,,IC12), (t,x,tiI,d2)ERxR”xC2. 
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(b) There exists a mapping w: R” + R of class C’ and constants a B 0, 
y 2 0, such that 
Ig(t, 4 $1, $2)1 6 (W’(X)> s(t, 4 $1, $2)) +a 1x1 +Y 
for all (t, x, $I) I+!J~) E R x R” x C2. Moreover CI < I/T 
(c) There exists r > 0 such that for all x E X, x = (x,,..., x,) with 
mint, co,Tl Ixjlt)l 2 r, for some j, 1 6 j < n, one has 
I 
T 
g(t, x(t), x,, it) dt # 0. 
0 
(d) 4W~,.~,, 9 0) # 0 for every s 2 r, where H is defined by 
H: R”-+R”, 
1 T 
C-+- 
s To 
At, c, J1 c, 0) dt 
and J,: R” + C is defined by (J, c)(0) = c, for all c E R” and 8 E [-h, 01. 
Then, (3.1) has at least one T-periodic solution. 
Proof Take @: X + X defined by @x = Qlvx in Theorem 1.1. Then Q, is 
compact on bounded subsets of X. 
On the other hand, (i) of Theorem 1.1 can be proved from the hypothesis 
(a) of Theorem 3.1 as it was mentioned in the previous section. 
Now, if x E X and 1 E 10, 1 [ are such that 
we have 
that is, 
x-Px=iK(I-Q)Nx+AQlvx+(l-A)@x 
Lx = A.Nx, QNx = 0, 
i(t) = Mt, 4th x,, a,), for all teR (3.2) 
and 
s 
T  
g(t, x(t), xt, a,) dt = 0. 
0 
By using (b), we have from (3.2) that 
(3.3) 
joT Ia(t)l dt <joT <w’(x(t)), g(t, x(t), x,, a,)) dt + aT llxllz + yT 
= d’ llxll z + YT 
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Also, it follows from (3.3) and assumption (c) that for all i, 1 < i 6 n, there 
exists tin [0, T] such that Ixi(ti)l < r. Therefore, since 
we obtain 
x,(t) = Xi( ti) + or lj(~) dS 
4 
Ilxllz~~+aTIlxllz+V 
and consequently 
/IxII,d(l-aT)pl(r+yT)=r,. (3.4) 
Now, if y2 = sup{ 1 g(t, x(t), xI, O)l, t E R, XE X with ljxllZ < I,}, we have 
l$t)l G I g(4 x(t), XI, %)I Q I g(t, x(t), X[, 011 
+ I &?(c x(t), XI? it) - df, 4th x,2 ON 
Gr,+k II--a 
and then 
I(ill,< (1 -k)-‘r, (3.5) 
Finally, from (3.4), (3.5), we deduce 
II-4 x6r,, where Y3=max(r,, (1 -k))‘r,}. 
Also, if x E X is a solution of x - Px = QNx, then x E Ker L and QNx = 0. 
Hence I(x/I X < r and (ii) of Theorem 1.1 is satisfied. 
Last, we can prove, by using the same method of proof as in the previous 
section, that condition (d) of Theorem 3.1 implies condition (iii) of 
Theorem 1.1. 
Remark 3.1. If we take in the previous theorem w: R” -+ R defined by 
w(x, ,..., x,) = Cy=, aixj, with ai E R, 1 d i < n, then condition (b) is reduced 
to 
Ig(r, 4 $1, $A1 G (4 At, x, b+,, $2)) +a 1x1 +y, (3.6) 
where a = (a1 ,..., a,) E R”. Therefore, Theorem 3.1 generalizes the results 
obtained by Martinez-Amores and the author [4], since they consider the 
case when g = g(t, x,) and a growth condition similar to (3.6). 
Also if w  - 0, Theorem 3.1 generalizes Theorem 5.2 of Hale and 
Mawhin [S], where they suppose quasibounded nonlinearities and 
g = g(t, x,1. 
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EXAMPLE 3.1. Let us consider the periodic BVP for the neutral 
equation 
i(t) = P(x(t)) f at) + f(t), (3.7) 
where 
p: R + R is continuous and verifies lim p(x) = f co, 
x+ *cc 
q: C + R is a bounded Banach-contraction with constant k < 1, 
and 
f: R + R is continuous and T-periodic. 
Then (3.7) has one T-periodic solution. To see this, take in Theorem 3.1, 
w: R + R defined by w(x) = (s/2) x2, where E E R+ is such that 
for all t g R and for all II/ E C. 
Then, condition (b) is verified with 
Y’ y$, {If( + IP( + ld$)l -&Xf(t)--xq(~)--xP(X)}, 
I G&l 
E 
where r’ is such that EXP(X) 2 1 p(x)1 for all x E R with 1x12 r’. 
Condition (c) is immediate and H: R -+ R is now defined by 
As H(c). c B 0 for ICI sufficiently large, H is homotopic to the identity on 
large BR(s), so that d,(H, B,&s), 0) = 1 for large S. 
The periodic BVP for (3.7) was studied by Hetzer [lo], who imposed an 
additional hypothesis on p: lim,,, _ + o. I p(x)l/lxl = 0. 
Also, the results in [4] do not apply if q & 0. 
EXAMPLE 3.2. If q: R + R is a nonpositive and bounded Banach-con- 
traction with constant k < 1 and q(0) = 0, the periodic BVP for the system 
i(t) = y’(t) + sG(t- h)) -f1(tL 
At) =x3(t) + 4(3(t - h)) -f2(t), 
(3.8) 
has one T-periodic solution whatever fi , f2 : R + R continuous and 
T-periodic. (In this case we can define w: R* + R by w(x, y) = y. x. 
We must underline that Examples 2.3, 3.2 are strongly coupled system. 
A. CAfiADA 
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