Robot manipulators are now widely used in manufacturing industries. When programmed to perform required movements via a process called teaching, they can accomplish a wide variety of complex tasks. In conventional teaching processes, a teaching pendant (TP), which is a tethered controller with which the operator inputs specific movement commands, is used. However, such devices normally have so many buttons that operators often experience difficulty in programming operations intuitively, so the teaching process consumes significant amounts of time and effort. To solve this problem, intuitive operation methods in which human body motions (such as hand gestures) are used as input to the robot have been studied. However, no quantitative comparisons between those new gesture-based and conventional teaching methods have yet been made. With that point in mind, the present paper proposes a virtual space-based evaluation system in which operators control the position and orientation of a six-degree-of-freedom virtual robot hand in order to evaluate and compare TP-and gesture-based operation methods. The experimental results show that when compared to TP-based methods, gesture-based operation methods achieved higher evaluations in terms of time and psychological aspects. In addition, four types of gesture-based operating methods were proposed in order to consider different ways in which position changes and orientation changes could be handled. The operability levels of the four gesture types were also compared quantitatively using the proposed evaluation system, and the obtained experimental results suggest that such differences can affect the cognitive burden imposed on the operator.
I. INTRODUCTION
Industrial robots equipped with manipulators capable of three or more degrees of freedom (DOF) can produce complex movements with automatic control and programming and are often used in various manufacturing industries [1] . In general, the teaching playback method, in which the robot is programmed to perform a required series of motion beforehand, is applied, after which the robot can then perform the same motions faster and more precisely than humans. This programming process, which is called ''teaching'', normally takes significant amounts of time and effort when complex, multiple DOF, motions are involved. In order to cope with the production of many kinds of items in small lots, current production facilities need the ability to perform setup changes The associate editor coordinating the review of this manuscript and approving it for publication was Liang-Bi Chen .
as quickly as possible. Hence, an interface with which an operator can accurately teach intended movements to a robot within a short amount of time is required [2] - [4] .
In conventional teaching tasks, a robot controller called a teaching pendant (TP), which is a tethered controller with which the operator inputs specific movement commands, is used. However, TPs normally have multiple buttons of different types, which prevents users from operating them intuitively [5] . This, in turn, leads to an increase in the time and effort required for teaching tasks. To resolve this problem, various intuitive operation methods in which human body motions are used as input to robots have been studied [6] - [9] . Many of those methods aim to operate robots using hand gestures since human hands are particularly suitable for complex tasks [10] - [13] . So far, the studies that compare an operating method using hand movements with other input methods have been reported. Tang and Webb evaluated the usability of workers by comparing gesture-based operation and operation with a tablet-type TP [14] . Grasshoff et al. performed a tapping test specified in ISO9241 in order to make a comparison with a 3D mouse [15] . Lin and Lin proposed an operating method using TeachPen [16] , while Kaede et al. proposed an operating method using a smartphone [17] . However, there have been no reports that compare an operating method using a hand gesture and an operation method using a button-type device for tasks with six DOF.
Many of these studies dealt with real robot arms or robot arm simulators built in virtual space. In this case, however, the operability evaluation was likely to be affected by the particular robot arm, such as the movable range and structural restrictions, which led to less universal findings. Thus, the results were valid for the particular robot, but not applicable to other robots or non-robot equipment. In order to obtain knowledge with high universality, it is desirable to evaluate operability under conditions where the influence of characteristics of an individual operating target such as a robot does not occur as much as possible. This makes it possible to observe the characteristics of humans in a more pure form and to obtain a highly universal conclusion.
With that point in mind, the present paper proposes an evaluation system to quantitatively compare the use of gesture-and TP-based operation methods in teaching tasks and confirms its effectiveness through experiments. In addition, four types of gesture-based operation methods are examined in order to discuss the most effective way in which position changes and orientation changes can be handled. The operability of the four gesture types was also compared quantitatively using the proposed evaluation system.
II. EVALUATION SYSTEM AND EXPERIMENTAL EQUIPMENT
As stated above, to facilitate evaluations of the gesture-based operation method in comparison to the TP-based operation method in teaching tasks, an evaluation system using a virtual space is proposed. In this section, an overview of the proposed system is first provided, after which the specific configuration of the system is shown.
A. EVALUATION SYSTEM USING VIRTUAL SPACE
The present research targets novices in multi-DOF robot manipulation rather than skilled TP operators. One reason is to evaluate the two methods under the same conditions in terms of acquired skill. In addition, robots are now introduced in a wide range of fields such as welfare and nursing care, so that it is expected that more novices will be involved in operating robots in the near future. Here, it is important to clarify how even a novice can easily operate the robot intuitively.
Ideally, the simplest way to evaluate a teaching task operation method for robots would be actually to operate a robot, but there are several problems with this notion. First, since it is dangerous for novices to operate actual robots, in principle, robot operators must be trained for a certain period under appropriate supervision. This means that such trainees have normally passed the novice stage before they are allowed to operate actual robots. Another problem is the difficulty of indicating target positions and orientation in real space, even though users must operate the robot hand to coincide with the target in the teaching tasks.
To resolve these problems, the present study proposes an evaluation system in which the virtual operation space and a virtual object corresponding to a robot hand are displayed.
Since this system operates a virtual robot hand, it can even be used by novice operators without encountering safety issues. In addition, since it is easy to display targets for the virtual robot hand at arbitrary positions and orientations in virtual space, the proposed evaluation system enables novices to experience a wide variety of robot operations in a stressfree environment. Another important advantage of using a virtual hand is that it does not depend on the specific robot arm structure. Many past studies have used actual robot arms or simulators, but phenomena and restrictions specific to the robot mechanism occur and affect the operability in this case. The findings are effective only for specific robots and less universal. In order to obtain knowledge with high universality, it is desirable to evaluate operability under conditions where the characteristics of each operating target do not affect it as much as possible. In this regard, the proposed system in which only the virtual hand is displayed and operated is excellent because it is not affected by the specific robot arm mechanism. As a result, the influence of the characteristics on the operating target can be eliminated, and the characteristics of humans can be observed in a more pure form, which leads to a highly universal conclusion. This is the difference between the proposed method and the conventional technology.
Next, the specific configuration of the virtual operation space and virtual hand discussed in the present paper are explained. We began our study by deciding that the virtual hand should be a simple object with minimal features to ensure that its position and orientation can be easily recognized. Here, as shown in Fig. 1 , a yellow triangle with a green sphere fixed on the tip is used. The green sphere at the tip provides the representative point for the virtual hand position, and the triangle posture presents the virtual hand orientation. In order to assist in correctly identifying the triangle state, a pattern of dots is applied to the back surface, while the bottom and side surfaces have stripes oriented in different directions. The virtual operation space, which is the operable range of the virtual hand, is described by a skeleton cube with green edges. The operator sees the virtual operation space and the virtual hand from a fixed viewpoint that is orientated obliquely above them both (Fig. 2 ).
In the experiments described in Sections III and IV, the virtual operation space and virtual hand are drawn by using Omega Space three-dimensional (3D) space visualization software (Solidray Ltd., Yokohama, Japan) and projected onto a screen with a specialized projector. The test subject operators wear 3D Vision 2 active shutter glasses (NVIDIA Corp., Santa Clara, CA) that enable them to see the virtual operation space and virtual hand stereoscopically. The position and orientation of the virtual hand are calculated on a personal computer (PC). The projector, screen, and operator are placed as shown in Fig. 3 . This arrangement ensures that the screen center is directly in front of the operator's body.
B. GESTURE-BASED OPERATION METHOD
This subsection explains the gesture-based operation method, which is one of the two operation methods compared in this research. In general, there are two ways to direct the position and orientation of a robot hand that involve measuring the operator's hand or arm gestures. One way is to recognize patterned hand movements and generate corresponding commands, and the other is a master-slave approach in which the robot hand duplicates the operator's hand movements. This research focuses on the master-slave method, in which the operator's hand movements are measured via a contactless sensor and the 6-DOF operation of the virtual hand mirrors the resulting position and orientation [18] - [21] . One version of the simple master-slave method is to make the position and orientation of the operator's hand (as viewed from the operator's position) coincide with those of the robot hand (as viewed from the robot's position). The problem with this method is that the movable range of the robot hand is constrained by that of the operator's hand, and human arms generally have a smaller range of motion than a robot manipulator. This tendency is so noticeable, especially in orientation changes, that some positions and orientations are inoperable because humans cannot perform them, even though robot hands can.
In order to make it possible to move the robot hand to any position and orientation without forcing the operator to twist his or her hand uncomfortably or change his or her body direction entirely, we introduce the ON/OFF switching operation. The ON state is the state in which the robot hand moves in the same way as the operator's hand, while the OFF state refers to the state in which the operator's hand movements are not inputted to the robot hand. In operation, the operator first operates the robot hand in the ON state. When his or her hand approaches the limit of his or her movable range, and it becomes difficult to maintain the necessary orientation, he or she switches it to the OFF state. At that point, the operator returns his or her hand to a comfortable position and orientation and then switches to the ON state again to resume the robot hand movement. By repeating the process, it becomes possible to direct the robot hand to an arbitrary target position and orientation.
We will now explain this operation in greater detail. Figs. 4 and 5 show schematics of the operator's hand and the robot hand, respectively. We set H (O H − x H , y H , z H ) as the coordinate system that is fixed to the operator's hand, and h (O h − x h , y h , z h ) as the coordinate system that is fixed to the robot hand. The orientation of each axis of these coordinate systems is as shown in the same figures. In terms of H and h , the origin position and orientation of each axis change according to operator or robot hand movements from the viewpoint fixed to the space. Next, we add A (O A − x A , y A , z A ) as a coordinate system that is fixed to the operator, and set a (O a − x a , y a , z a ) as a coordinate system that is fixed to the robot body. From the operator's viewpoint, the three axes of a are in accord with those of A , and this relationship does not change during the operation of the system.
In operation, the coordinate displacement of the operator's hand is input to the robot hand. The robot hand then moves by the same distance and in the same direction as the operator's hand by repeating the process of adding the calculated displacement of the operator's hand coordinates to the robot hand position. With respect to orientation, the rotation axis vector N and the rotation angle represented in A are calculated according to the movement of the operator's hand and then input to the robot hand ( Fig. 6 ). The robot hand is rotated around the axis N by the angle in a using the calculated values ( Fig. 7) , after which this process is repeated. In our experiments, the position and orientation of the marker mounted on the operator's hand are measured to estimate the hand's position and orientation. The measurements are performed using a Micron Tracker H3-60 real-time motion capture system (Claron Technology Inc., Toronto, Canada), which is a contactless (camera-based) sensor system. The motion capture system is equipped with three cameras and calculates the position and orientation of the marker from the parallax of each camera. As shown in Fig. 8 , the markers were arranged on each side of the operator's hand via a brace so that the camera could always capture at least one marker while moving the hand. The position and orientation of the marker are sent to a PC where the displacement of the position and orientation are calculated, after which the resulting command is input to the virtual robot hand. The arrangement of the motion capture system, marker, and operator are as shown in Fig. 3 above. The capturable range of the motion capture system was 240 cm in radius, 200 cm in width, and 160 cm in height, and the sensors resolution was 1280 × 960. The calibration accuracy was nominally 0.20 mm (root mean square). The operator can switch the ON/OFF state by using an input device (ON/OFF switch). The device has a button that brings the system to the ON state when it is pushed by the operator. The system returns to the OFF state when the operator releases the button. The configuration of the entire system of the experimental apparatus is shown in Fig. 9 .
C. SIMPLIFIED TEACHING PENDANT (TP)
The TPs used for actual robot operations have buttons to not only move the position and orientation of the robot hand but also to select its speed and to record the robot's state. Since it is difficult for novices to manipulate such TPs [22] , we provide a simplified device possessing the minimum required functions in order to allow novices to simulate the experience of operating a 6-DOF motion of virtual robot hand using a TP. As shown in Fig. 10 , the simplified TP has 12 buttons to which the functions of translating or rotating the virtual hand have been assigned. More specifically, six buttons perform positive and negative direction translation operations along the three axes, while the other six buttons perform positive and negative direction rotation operations around the three axes. The button arrangement reflects that of a typical TP.
The buttons for virtual hand translation are the position operating buttons, whose roles are expressed as X+/−, Y+/−, and Z+/− with respect to each axial direction of the three axes x a , y a , and z a in the a coordinate system fixed in the virtual operation space. Likewise, the buttons for virtual hand rotation are the orientation operating buttons, whose roles are expressed as RX+/−, RY+/−, and RZ+/− with respect to each axial direction of three axes x h , y h , and z h in the h coordinate system fixed on the virtual robot hand.
We will now explain how the position and orientation modifications are made using the simplified TP. When the operator pushes and holds down a button on the simplified TP, the robot hand in virtual space makes matching translation or rotation motions at a constant speed. More specifically, the virtual hand translates at a constant speed in the x a , y a , or z a direction in the a robot coordinate system corresponding to the position operating button that is pushed ( Fig. 11) . Additionally, the virtual hand rotates at a constant angular speed around x h , y h , or z h in the h robot hand coordinate system corresponding to the orientation operating button that is pushed (Fig. 12 ). The operator arrangement and experimental apparatus used here are the same as those shown in Fig. 3 , but the motion capture camera, marker, and ON/OFF switch are not used. Instead, the operator holds and operates the simplified TP using both hands.
Since typical TPs can receive simultaneous input from multiple buttons, the same functions are available in our simplified TP. For example, when X+ and Y+ buttons are pushed at the same time, translation in the direction composed of X+ and Y+ directions is performed. For another example, when RX+ and RY+ buttons are pushed at the same time, the rotation around the axes composed of positive x h and y h is performed. If the positive and negative directions of the same axis are input at the same time, such as the case in which the X+ and X-buttons are pushed simultaneously, only one of the two command inputs will be performed.
III. COMPARATIVE EXPERIMENTS BETWEEN TP-AND GESTURE-BASED METHODS
Using the evaluation system proposed in the previous section, we next conducted experiments to quantitatively evaluate the TP-and gesture-based methods as input schemes for virtual hand position and orientation control. In these experiments, the time required to move to the target position and orientation, along with the results of a questionnaire survey given to the operators, were used as an evaluation index of operability.
A. EVALUATION GAME
Our experiments were based on games conducted in virtual space. More specifically, a target with the same shape as the virtual hand was displayed in the virtual space, and the operators control the virtual hand in an effort to overlap the target. When the game was played, the target appeared in the virtual operation space at a random position and orientation. (However, since it is difficult to determine the target orientation if the operator can only see a side or bottom surface of the target, those targets were excluded.) The movable range of the virtual hand target position was limited within a cubic operational space with a side length of 30, which is equivalent to a cube 600 mm on each side in real space. The movable range of the orientation is given by θ, ϕ, and ψ, which represent the relative angle of the robot hand coordinate system h to the robot coordinate system a , as follows; −90 • ≤θ ≤ 90 • , −180 • ≤ϕ ≤ 180 • , and −180 • ≤ψ ≤ 180 • , respectively. Here, θ, ϕ, and ψ are the Euler angles of the z-x-y system of h relative to a . When the positions of the target and the virtual hand agree with each other, the sphere fixed to the tip of the triangle changes from green to red, as shown in Fig. 13 , in order to indicate the agreement to the operator. This is referred to as ''the position matching state''. In the next step, when the virtual hand and the target have overlapped, the entire virtual hand is displayed in red, as shown in Fig. 14 . This is called ''the position and orientation matching state''. When this state remains steady for one second, the target is cleared. Decisions related to position and orientation matching are carried out independently, and their criteria are as follows: The flow of the game is as follows ( Fig. 15 ):
1) The virtual hand and the first target appear, and the game starts. 2) The operator operates the virtual hand to overlap the target. 3) When the displayed target is cleared, the next target appears. 4) Steps 2) and 3) are repeated, and the game ends when all six targets are cleared. In the experiment, time measurement starts at the moment when the first target is cleared. The time taken to clear the five targets from the second to the sixth target is regarded as the clear time in the game.
B. EXPERIMENTAL PROCEDURE
The experimental test subjects were 10 healthy adult men without injuries or physical disabilities. The average age was 23.5 years old, with a standard deviation of 1.4 years. All test subjects were new to robot teaching. Using the evaluation system and experimental setup described in Section II, the gesture-and simplified TP-based operation methods were compared. All test subjects were instructed to approach the experiment based on the assumption that they would operate an actual robot arm. It was explained that the displayed virtual hand corresponded to the device being operated, i.e., the robot manipulator's hand, and that the target indicated the goal position and orientation of the virtual hand. After the gestureand simplified TP-based operating methods were explained and demonstrated, each test subject was allowed to perform three practice games to familiarize himself with the operating methods and game.
For the gesture-based method, each test subject was shown a cubic model with a side length of 300 mm and instructed to move his hand within it. The test subject was also instructed to switch to the OFF operation state when his hand was likely to exit the designated range or when it was difficult to maintain proper orientation during operation, and then to switch back to the ON operation state after returning his hand to a more comfortable position and orientation near the center of the range. All test subjects were instructed to clear their games as quickly as possible, and each performed 10 games for each operation method, which means that they all performed 20 games in total.
In addition to the clear time measurement of each game, we investigated how the test subjects felt about the two operation methods through a simple questionnaire survey. The evaluation item was ''whether or not it was easy to manipulate the virtual hand'', and the questionnaire was taken once per each operation method. The visual analog scale (VAS) method was used for the questionnaire. In this method, the questionnaire sheet is given to a test subject who marks the line at the most suitable point after being informed that the left and right ends of the line mean ''hard to operate'' and ''easy to operate'', respectively. No scale is drawn on the line.
The VAS method is often used for questions that are difficult to answer quantitatively [23] - [25] and is considered effective in facilitating ambiguous and subjective evaluations, such as operability, which was surveyed in this experiment. Furthermore, compared to other methods such as the fivepoint scale, the VAS method can more readily accept the ambiguity of test subject evaluations, which means that we could not only acquire quantitative data pertaining to which method was better for each test subject, we could also see how they rate each method against the other. In the experiment, the distance from the left end of the line to the position marked by the test subject was converted to a point value from 0 to 100, which was then used as the test subject's evaluation of the operation method. In addition to the VAS evaluation, the test subjects gave their viewpoints on what they thought or felt during the operation.
Each test subject participated in experiments for both operation methods on the same day. In order to prevent the order of the experiments from affecting the results, the gesturebased method experiment was held first for five test subjects, and the simplified TP-based method was held first for the other five. Additionally, there were 10 prepared patterns, which were given to each test subject in random order. This experiment and the experiment in Section IV were conducted after receiving approval from the Ethics Committee at the Graduate School of Engineering of Kyoto University.
C. EXPERIMENTAL RESULTS 1) CLEAR TIME RESULTS Fig. 16 shows the clear time of each game for 10 test subjects. From the figure, it can be seen that although the results of individuals vary somewhat, the median value with the gesture-based method is always smaller than that with the simplified TP-based method. Fig. 17 shows the average values and confidence intervals of the clear time of one game for all test subjects. The average clear times for the gestureand simplified TP-based methods were 70.3 s and 97.2 s, respectively. According to the Mann-Whitney U test, there was a significant difference between the average clear times of the two methods at the 1% level of significance. Comparing the average values, we found that the clear time of the gesturebased method was shorter than that of the simplified TP-based method, which is most similar to the conventional method, by 26.9 s. In other words, the time improved by 27.7% in proportion. Thus, the difference between the gesture-and simplified TP-based operating methods could be evaluated quantitatively, so the effectiveness of the proposed system was verified. value of the gesture-based method is 60-80, while the mode of the evaluation value of the simplified TP-based method is 40-60. It can be confirmed that the distribution of the gesture method is on the higher score side than that of the simplified TP-based method. As shown in Fig. 19 , the questionnaire point averages for each operation method were 65.3 for the gesture-based method and 37.1 for the simplified TP-based method. The Mann-Whitney U test showed a 1% level significant difference between them. A comparison of the average values suggested that the test subjects felt it was easier to operate the robot hand via the gesture-based method than by the simplified TP-based method at the rate of 76.0%. Thus, it was verified that, even when using a vague index, the operability of our proposed method could be evaluated quantitatively. 
2) QUESTIONNAIRE RESULTS

3) EVALUATION ANALYSIS OF ON AND OFF TIMES
In terms of the time required to clear a game, this subsection focuses on the ON and OFF times, which are the times whenthe virtual hand moves and does not move, respectively. The ON time corresponds to the time when the ON state button is pushed in the gesture-based method, while in the simplified TP-based method, it corresponds to the time when at least one of the 12 position/orientation operation buttons is pushed. The OFF time is calculated by subtracting the ON time from the total clear time. As shown in Fig. 20 , the average ON time in the gesture-based method was 49.2 s, which accounted for 70.1% of the average clear time for one 70.3 s game. The OFF time was 21.1 s and 29.9% in proportion. The average ON time in the simplified TP-based method is 51.7 s, and its ratio to the average clear time 97.2 s was 53.8%. The OFF time was 45.5 s and 46.2% in proportion.
The ON time is the actual operation time that the virtual hand spends moving toward the target. The U test of the ON time for the gesture-and simplified TP-based methods did not show a significant difference. The OFF time in the gesturebased method corresponds to the sum of the time required to return the operator's hand to a comfortable orientation near the center of the operating range and the time needed to think of and begin the next hand movement. The OFF time in the simplified TP-based method corresponds to the time needed to decide which direction to operate the virtual hand and then choose the appropriate button(s) to push. The OFF time measurement result in the gesture-based method was 22.0 s, while the simplified TP-based method result was 45.5 s. From these results, it was inferred that the gesture-based method required less thinking time on the part of operators and achieved more intuitive operation.
This effect contributes not only to the reduction of the time required for robot teaching operation but also to cognitive burden relief because the operators are required to deal with less information. In fact, comments heard from the test subjects such as, ''I could operate the virtual hand as I intended once I got used to the method'' supported the effectiveness and intuitiveness of the gesture-based method. However, some test subjects remarked, ''My hand and arm became tired'', or ''It was bothersome to repeat the small rotational operation''. In contrast, with respect to the simplified TP-based method, the test subjects often pointed out the burden and difficulty of cognition, as shown in the comments as, ''I became tired because I always had to consider which button to push'', or ''It was difficult to instantly determine the relationship between the direction of movement and the button to push''. Since some test subjects said, ''I first pushed buttons by guesswork'', it is considered likely that more time is required, and the cognitive burden is increased in situations where such operational mistakes are not permitted.
These results suggest that the gesture-based method has more advantages than the TP-based method when robot operation is to be performed by novices.
IV. COMPARISON EXPERIMENT AMONG FOUR TYPES OF GESTURES
The experiments in Section III showed the effectiveness of the gesture-based robot operation method. However, several variations to the gesture-based method used in the previous section should be considered. This section presents four such gesture-based method types and compares them by using the proposed evaluation system.
A. FOUR TYPES OF GESTURE OPERATION
Regarding the rotation axis vector N for rotating the robot hand, the experiment in Section III deals with the only one way, which was described in subsection II-B, but several other methods can also be considered. In the system discussed above, there are two coordinate systems belonging to the operator: one is the operator coordinate system A (which is fixed to the operator), and the other is the operator's hand coordinate system H (which is fixed to the operator's hand). There are also two coordinate systems belonging to the robot: one is the robot coordinate system a (which is fixed to the robot), and the other is the robot hand coordinate system h (which is fixed to the robot hand). As an example, we define a N A as the vector by which a vector N in the operator coordinate system A is represented in the robot coordinate system a . At this point, there are four possible rotation axis vector patterns for rotating the robot hand: (1) a N A , (2) a N H , (3) h N A , and (4) h N H . Among these, we focus on patterns (1) and (4) . Fig. 21 shows how the robot hand rotates around the vector (1) a N A . In this pattern, as seen from the viewpoint of the operator, the operator's hand and robot hand are always moving in the same direction. Although the positional relationship between the operator's hand and robot hand is different, the operator can operate the robot hand as if he held and rotated the robot hand with his own hand [26] . Next, Fig. 22 shows how the robot hand rotates around the vector (4) h N H seen from a viewpoint fixed to the operation space. Here, the rotation axis of the operator's and robot hands are different, but the rotation style of both hands is the same when supposing an overlap of the operator's hand on the robot hand. It is difficult to understand the rotation around (2) a N H and (3) h N A intuitively from the relationship between the operator's and robot hands. Accordingly, this study deals with (1) a N A and (4) h N H .
In the experiment described in the previous section, the test subjects manipulated the position and orientation simultaneously using the gesture-based method. However, when robots are actually used, there are some cases where it is preferable to operate the position and orientation of the robot hand separately. Accordingly, we next compare operation methods in which the position and orientation are operated separately with the operation methods in which the position and orientation are operated simultaneously. Hereinafter, these types are called ''simultaneous operation'' and ''separate operation''.
Based on the above discussion, we perform experiments to compare the following four types of operation methods: The test subjects were the same 10 adults that participated in the experiment discussed in Section III. The experimental procedure is almost the same as that described in Section III, except that the abovementioned four gesture-based method types were tested.
With respect to the separate operations (Types 2 and 4), the operator used an ON/OFF switch that was equipped with two buttons in order to select the operation of either the position or orientation of the virtual hand. When the position button is pushed, only the position of the virtual hand changes based on the operator's hand movement, and the orientation does not. When the orientation button is pushed, the orientation of the virtual hand changes, but the position does not. When both buttons are released, which is the OFF state, the virtual hand does not move.
C. EXPERIMENTAL RESULTS
The experimental results of the clear time and questionnaire were examined by multiple tests using the Steel-Dwass method to determine whether there was a significant difference in the mean value of all test subjects among each type of this operation method. In Fig. 23 , the clear time and the questionnaire results of each pair of the four types are compared. In this figure, the comparison between Types 1 and 2 is referred to as ''comparison (1, 2) '', the comparison between Types 3 and 4 as ''comparison (3, 4) '', the comparison between Types 1 and 3 as ''comparison (1, 3) '', and the comparison between Types 2 and 4 as ''comparison (2, 4)''. Type 1 was 27.0% shorter than that of separate operation Type 2, but there was no other significant difference between them. Regarding the operation method rotating around h N H , comparison (3, 4) demonstrated that the clear time of simultaneous operation Type 3 was about 7.0% shorter than that of separate operation Type 4, but no other significant difference was detected.
The average values of the ON and OFF times of each type for all test subjects for each are shown in Fig. 25 . The figure shows that the ratio of the ON time to the OFF time is almost the same for all types, namely that the ON time accounts for 45-47% and the OFF time accounts for 53-55%. Looking at the results of Type 2, the ON time for the position operation is 19% and the ON time for the orientation operation is 26%, which indicates that the time required for the orientation operation is longer. In addition, the ON time for the position operation is 14% and the ON time of the orientation operation is 31% in Type 4, which indicates that the time required for the orientation operation is significantly increased as compared with Type 2.
From the above results, we find that even though the clear time tends to be shorter in simultaneous operation when compared to the separate operation, this difference may have little effect. On the other hand, based on the results of comparisons (1, 3) and (2, 4) , we see that the average time of the operation method of rotating around a N A was significantly shorter than that of rotating around h N H , regardless of whether the position and orientation were operated simultaneously or separately. Hence, quantitatively speaking, the clear time of Type 1 was about 41.0% shorter than that of Type 3, while the clear time of Type 2 was about 28.0% shorter than that of Type 4. Fig. 26 shows the average values and confidence intervals of the questionnaire results for all test subjects. Here, it can be seen that evaluation point averages for all test subjects were 80.8 for Type 1, 68.9 for Type 2, 31.6 for Type 3, and 40.7 for Type 4. Comparison (1, 2) indicated that the evaluation of simultaneous operation Type 1 was 15% superior to that of separate operation considering the operation method of rotating around a N A . On the other hand, considering the operation method of rotating around h N H from comparison (3, 4) , we find the evaluation of simultaneous operation Type 3 showed a 22% disadvantage when compared to separate operation Type 4. However, there were no significant differences in either comparison (1, 2) or comparison (3, 4) when they were tested via the Steel-Dwass method. The results of comparisons (1, 3) and (2, 4) showed that Types 1 and 2, which used the rotation around a N A , were evaluated better than Types 3 and 4, which used the rotation around h N H , with significant differences noted, regardless of whether a simultaneous or separate operation was used. Quantitatively speaking, Type 1 was 61% better than Type 3, and Type 2 was 28% better than Type 4.
2) QUESTIONNAIRE RESULTS
D. DISCUSSION
Based on the clear time and questionnaire results, the operating method of rotating around a N A (Types 1 and 2) is considered to have higher operability than that of rotating around h N H (Types 3 and 4 ). In the latter method, the rotation axis of the operator's hand coincides with that of the virtual hand when both are overlapped. Since this might cause intuitive operation difficulties if the operator's hand orientation is far apart from that of the virtual hand from the operator's viewpoint, this method is thought to be disadvantageous in terms of operability. In fact, test subjects pointed out problems with Types 3 and 4 by saying, for example, ''It was difficult to operate the hand when the orientation of the virtual hand and my own hand were very different'', or ''I accidentally commanded movement in a direction different from my intended one''.
The difference between the simultaneous and separate operation caused no significant differences in either the clear time or the questionnaire results according to comparisons (1, 2) and (3, 4) . This result suggests that the decision as to whether to operate the position and orientation simultaneously or separately depends on the required accuracy and working conditions of the required operation. However, it is notable that the average clear time of simultaneous operation Types 1 and 3 was shorter than that of separate operation Types 2 and 4 and that the dispersion in Type 1 was smaller than the other types, which suggested that Type 1 has the most advantages. After all, it is preferable to operate the position and orientation simultaneously unless there is a particularly strong reason to operate them separately.
V. CONCLUSION
In conventional teaching tasks for industrial robots, TPs are widely used, but it is difficult to operate them intuitively because they normally have numerous buttons to deal with. This leads to an increase in the time and effort required for teaching tasks. To solve this problem, intuitive teaching methods that use the human hand movements as robot input methods have been proposed. Herein, we proposed a virtual space-based evaluation system in order to compare gesture-and TP-based operation methods quantitatively. Through experiments using the proposed evaluation system, comparisons between the two operation method types and among four gesture-based method variations were conducted, and the following results were obtained: 1) In order to conduct quantitative comparisons between the gesture-and TP operation methods in teaching tasks for robots, an evaluation system in which an operator controlled a virtual robot hand displayed in virtual space was proposed. Experiments using the proposed evaluation system confirmed that these two operation methods could be compared quantitatively. 2) The experimental results clarified the required time and subjective operability in games where the operator moved the virtual hand to the target location and orientation, with the gesture-based operation method showing better results than the TP operation method. 3) Four types of gesture-based operation methods that had differences in the way they handle orientation changes or operate the position and orientation were presented, and it was confirmed through the experiment that their operability could be quantitatively compared by using the proposed evaluation system. 4) It was also clarified that the gesture-based operation method provided better operability when the rotation axes used for the orientation change agreed with each other in the operator and robot coordinate systems than when in the operator's hand and robot hand coordinate systems. In this study, the fundamental effectiveness of the proposed evaluation system was demonstrated. In future work, we will try to expand the diversity and sample size of the test subjects so that more general conclusions can be reached. At the same time, we are discussing a method of presenting the virtual hand to the test subject in order to conduct evaluation experiments in more real situations while maintaining universality independent of the characteristics of the operating target device. Regarding the gesture-based method, it is considered that higher accuracy can be achieved by constructing an observer [27] , [28] , so a method to achieve higher operability by combining these technologies with the proposed evaluation system should be considered.
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