Abstract In this paper, we study a class of quasilinear Schrödinger equation of the form
Introduction
Let l and h be real functions of pure power forms, it is interesting to consider the existence of solutions to the following quasilinear Schrödinger equation
where W (x) is a given potential, k is a real constant, ε > 0 is a real parameter. It has many applications in physics according to different types of h. For example, in [8] , it was used in plasma physics with h(s) = s, and was used in [19] to models the self-channeling of high-power ultrashort laser in matter with h(s) = (1 + s) 1/2 . Readers can refer to [13, 14] for references of more applications of it. In this paper, we assume that h(s) = s α , l(s) = λ s (q−2)/2 + s 2 * (α)−1 , where λ > 0, q ≥ 2, α > 1/2, 2 * = 2N/(N − 2) are constants. If we consider standing waves solutions of the form z(x,t) = exp(−iEt/ε)u(x), then z(x,t) satisfies equation (1.1) if and only if the function u(x) solves the equation
where V (x) = W (x) − E is the new potential function. In case k = 0, equation (1.2) is a semilinear elliptic equation which has been extensively studied in the past two decades. In recent years, the quasilinear case k = 0 arose a lot of interest to mathematical researchers. From [14] , we know that the constant 2 * (2α) > 2 * is thought to behave like the critical exponent to equation (1.2) . When α = 1 (i.e. h(s) = s) and ε = 1, this kind of problems with different types of nonlinearities l(s) at sub-"critical growth", i.e. at sub-2 * (2α) growth, have been widely studied, see [4, 5, 7, 14] and so on. In [14] , by using a changing of variable, they transform the equation to a semilinear one, then the existence of solutions was obtained via variational methods under different types of potentials V (x). This method is significant and was widely used in the studies of this kind of problems. For general α, there are few results for this case, as far as we know, just [1, 2, 13, 16] . In [13] , for α > and 2 < p + 1 < 2 * (2α), the existence of solution of equation (1.2) without critical term was obtained by using the method of Lagrange multiplier. In [16] , the existence of at least one or sometimes two standing wave solutions for α > 2 was obtained through fibreing method. Employing the change variable method just as [14] , the authors of [1] obtained the existence of at least one positive solution for α > 1 2 and general l(s) by using variational approached. Moreover, in [2] , for V (x) = λ , α > Problem at "critical growth", i.e. at 2 * (2α) growth rate, was studied by Moameni [17] with a general ε > 0 and α = 1. It was assumed in [17] that V (x) = 0 on an annule, which enable the avoidance of proving the compact embedding near the origin. In [15] , the existence of radially symmetric solution was obtained for ε > 0 small enough. Other kinds of such problems at "critical growth" were studied in [6, 15, 21] and the references therein. But all these are studied for α = 1, for general α, there is no results according to what we know.
In this paper, our aim is to study the existence of positive solutions of (1.2) with general α > 1/2 and at 2 * (2α) growth. Problem of (1.2) at 2 * (2α) growth has two difficulties.
Firstly, the embedding
is not compact, so it is hard to prove the Palais-Smale ((PS) in short) condition. Secondly, even if we can obtain the compactness result of (PS) sequence, it is only holds at some level of positive upper bound, it is difficult for us to prove that the functional has such minimax level.
We assume that V (x) is locally Hölder continuous and
Note that assumption (V) allows zero be the minimum point of V (x). This is different to the assumptions on V (x) in [17] .
Under assumption (V), we define a space
For simplicity of notation, we let m = 2α,q = q/m and kα = 1 in this paper. Set
We formulate problem (1.2) in variational structure in the space X as follows:
Note that I is lower simicontinuous on X, we define that u ∈ X is a weak solution for (
and it is a critical point of I. Firstly, for an arbitrary ε > 0, we have:
Assume that q ∈ (2m, 2 * m) and that condition (V) holds.
Assume that one of the following conditions holds: 
where C > 0, β > 0 are constants, x ε ∈ R N is a local maximum point of u ε .
Next, we consider the case ε = 1. We have the following result:
Theorem 2 Assume that all conditions in Theorem 1 hold and that
This paper is organized as follows. In section 2, we first use a change of variable to reformulate the problem, then we modify the functional in order to regain the (PS) condition. In section 3, we prove that the functional satisfies the (PS) condition, this is a crucial job of this paper. Finally, in section 4, we prove the main theorems, which involves the construction of a mountain pass level at a certain high.
Preliminaries
Since I is lower semicontinuous on X, we follow the idea in [5, 14] and make the change of variables v = f −1 (u), where f is defined by
The above function f (t) and its derivative satisfy the following properties (see [1, 2, 14] ):
According to [7] (see Corollary 2.1 and Proposition 2.2 in it, note that the embedding in Corollary 2.1 of [7] is also compact.), we have:
Using this change of variable, we rewrite the functional I(u) to:
The critical point of J is the weak solution of equation
Now we define a suitable modification of the functional J in order to regain the PalaisSmale condition. In this time, we make use of the method in [18] .
Let l be a positive constant such that
for some k > θ /(θ − 2) with θ ∈ (2m, q]. We define the functions:
where χ R denotes the characteristic function of the set B R (the ball centered at 0 and with radius R in R N ), R > 0 is sufficiently large and such that
By definition, the function p(x, s) is measurable in x, of class C in s and satisfies:
and s ∈ R + . Now we study the existence of solutions for the deformed equation:
The corresponding functional of (2.3) is given bȳ
For v ∈ X, since
By Sobolev inequality, we have
ThusJ is continuous on X.J is Gateaux-differentiable in X and the G-derivative is
(note that we have |u| ≤ |v| and |∇u| ≤ |∇v| by the properties of f ) is a solution of (1.2).
Compactness of (PS) sequence
In this section, we show that the functionalJ satisfies (PS) condition, this is a crucial job, its proof is composed of four steps. Let S denotes the best Sobolev constant, we have
Lemma 5 Assume that condition (V) holds and q ∈ (2m, 2 * m). ThenJ satisfies (PS) condition at level c
and
We divide the proof into four steps.
Step 1: the sequence R N (|∇v n | 2 +V (x) f 2 (v n )) is bounded. Multiplying (3.1) by θ (θ is given in section 2) and using (p 1 )-(p 2 ), we get
On the other hand,
Conbining the above two inequalities, we get
Since θ > 2m and k > θ θ −2 , we get the conclusion from (3.3).
Step 2: for every δ > 0, there exists
We consider a cut-off function
On the other hand, by Hölder inequality,
Note that ∇v n L 2 (R N ) is bounded, and
by (2.5), ϕ L 2 (R N ) is bounded also. Therefore, it follows from (3.5)-(3.7) that lim sup
for R 1 sufficiently large, this yields (3.4).
Step 3, there exists v ∈ X such that 
Therefore, by (p 2 ) we have lim sup 9) and by Fatou Lemma,
Secondly, we prove that
Then from this, (3.9)-(3.10), and the arbitrariness of δ , we get (3.8). In fact, since
e. in B R 1 . Applying Lions' concentration compactness principle [12] to (| f (v n )| m ) onB R 1 , we obtain that there exist two nonnegative measures µ, ν, a countable index set K, positive constants {µ k }, {ν k }, k ∈ K and a collection of points {x k }, k ∈ K inB R 1 such that for all k ∈ K,
where δ x k is the Dirac measure at x k , S is the best Sobolev constant. We claim that ν k = 0 for all k ∈ K. In fact, let x k be a singular point of measures µ and ν, as in [10] , we define a function φ ∈ C ∞ 0 (R N ) by
where B ρ (x k ) is a ball centered at x k and with radius ρ > 0. We take ϕ = φ f (v n )/ f ′ (v n ) as test functions in J ′ (v n ), ϕ and get
Then Lions' concentration compactness principle implies that
Since x k is singular point of ν, by the continuity of f , we have
on B 2ρ for ρ sufficiently small. Then by (2.4) we get from (3.12) that
We prove that the last inequality in (3.14) tends to zero as ρ → 0. By Hölder inequality, we have
, using Hölder inequality we have
as ρ → 0. Thus we obtain that the right hand side of (3.15) tends to 0. On the other hand, since q ∈ (2m, 2 * m), by Lemma 4, we can prove that g(
w)wφ → 0 as ρ → 0. All these facts imply that the last inequality in (3.14) tends to zero as ρ → 0. Thus ν k ≥ ε 2 µ k . This means that either ν k = 0 or ν k ≥ ε N S N/2 by virtue of Lions' concentration compactness principle. We claim that the latter is
which is a contradiction. Thus ν k = 0 for all k ∈ K, and it implies that
we conclude that (3.11) holds. This proves (3.8).
Step 4: (v n ) is compact in X. Since we have (3.8), the proof of the compactness is trivial. This completes the proof of the lemma.
Proof of main results
Before we prove Theorem 1, we will show firstly some properties about the change variable f . Proof In fact, by (6) of Lemma 3,
This shows that (4.1) holds.
Lemma 7 There exists d
In the last inequality, we have used the fact that
In fact, assume on the contrary, then using Hospital Principle, we get
This is a contradiction. Thus for all m > 1, there exists d 0 > 0 such that there holds
This completes the proof.
Lemma 8 We have
.
Proof Firstly, we prove part (i). According to (4.2) in Lemma 7, we have
Thus by Hospital Principle, we get
Next, we prove part (ii). If there exists a constant
Then again by Hospital Principle, we have
To prove Theorem 1, it is crucial to prove thatJ has the mountain pass level c ε < (γ(t)).
Let t ω be such thatJ
Note that the sequence (v ω ) is uniformly bounded in X, then ifJ(t ω v ω ) → 0 as t ω → 0, we are done; on the other hand, if t ω → +∞, thenJ(t ω v ω ) → −∞, which is impossible, so it remains to consider the case where the sequence (t ω ) is upper and lower bounded by two positive constants. According to [3] , we have, as ω → 0,
Let a ∈ (0,
then by (4.1) and (4) 
Thus H(v) is sub-(2 * ) growth.
The following proposition is important to the computation of a mountain pass level c ε < 1 Nm ε n S N/2 .
Proposition 9
Under the assumptions of Theorem 1, there exists a function τ = τ(ω) such that lim ω→0 τ(ω) = +∞ and for ω small enough,
Proof We divide the proof into three steps.
Step 1: we prove that
with lim ω→0 τ 1 (ω) = +∞. By the definition of v ω , for x ∈ B ω , there exist constants c 2 ≥ c 1 > 0 such that for ω small enough, we have
On one hand, by (7) of Lemma 3, (4.4) and the continuity of V (x) inB ω , there exists C 1 > 0 such that
Similarly, there exists C 2 > 0 such that 6) whereq = q/m. On the other hand, using Hölder inequality, we have
Thus by (4.1) and (4.11), we have
where C 4 > 0, C 5 > 0 are constants. This shows that (4.10) holds.
Step 3: to conclude, let τ(ω) = τ 1 (ω) + τ 2 (ω), we have τ(ω) → +∞ as ω → 0. This implies the conclusion of the proposition. (4) and (7) of Lemma 3, it is easy to verify thatJ has the Mountain Pass Geometry. Lemma 5 shows thatJ satisfies (PS) condition. We prove thatJ has the mountain pass level c ε <
Proof of Theorem 1 By
Then we have
where
. By (4.12) and (9), we havē
This shows thatJ(v) has a nontrivial critical point v ε ∈ X, which is a weak solution of (2.3). We prove that v ε is also a weak solution of (2.1). Firstly, we can argue as the proof of Proposition 2.1 in [18] to obtain that
Thus there exists ε 0 > 0 such that for all ε ∈ (0, ε 0 ), we have v ε (x) ≤ a := f −1 (l), ∀ |x| = R, where l is given in (2.2). Secondly, we prove that v ε (x) ≤ a, ∀ ε ∈ (0, ε 0 ) and ∀ x ∈ R N \ B R . as a test function in J ′ (v ε ), ϕ = 0, we get
(4.14)
By (p 2 ), we have
Therefore, all terms in (4.14) must be equal to zero. This implies v ε ≤ a in R N \ B R . This proves (4.13). Thus v ε is a solution of Problem (2.1).
To complete the proof, we deduce as the proof for Theorem 4.1 in [11] to obtain that v ε | B R ∈ L ∞ (B R ). Thus u ε = f (v ε ) ∈ X ∩ L ∞ (R N ) is a nontrivial weak solution of (1.2). Finally, by Proposition 10 in the following, we have lim ε→0 u ε X = 0 and u ε (x) ≤ Ce − β ε |x−x ε | . This completes the proof.
We prove the norm estimate and the exponential decay. HereV (y) = V ( y ε ) still has the properties given in assumption (V). Thus according to Theorem 1, (4.19) has a positive weak solution u ε (y) in X ∩ L ∞ (R N ), this implies that (4.18) has a positive weak solution u 1 (x) = u ε (εx).
