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Abstract
We use some results and methods of the probability theory to improve bounds for the
convergence rates in some approximation formulas for operators.
r 2003 Elsevier Inc. All rights reserved.
The aim of this note is to demonstrate that some results and methods of the
probability theory can be useful in a particular ﬁeld of operator theory—
convergence rates in the approximation formulas for some semigroups of
operators.
Let H be a separable Hilbert space with a scalar product ð; Þ and the norm
jjxjj ¼ ðx; xÞ1=2; and let T be a linear operator in H: Let C; as usual, denote the
complex plane. Consider the sets (cf. [2])
YðTÞ ¼ fðTx; xÞ; xADðTÞ; jjxjj ¼ 1g;
where DðTÞ is the domain of T ;
Sa ¼ fzAC\f0g : jarg zjoag; 0oapp;
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and, for 0papp=2;
Da ¼ fzAC : jzjpsin ag,fzAC : jarg ð1	 zÞjpa; jz 	 1jpcos ag:
An operator T is called sectorial with semi-angle aAð0; p=2Þ and vertex at 0 if
YðTÞDSa: If, in addition, T is closed and there exists zeSa belonging to the
resolvent set of T ; then T is said to be m-sectorial.
Let A be a contraction on H: We say that A is a quasi-sectorial operator with a
semi-angle aA½0; p=2Þ with respect to the vertex at 1 if YðAÞCDa:
Quasi-sectorial operators were introduced in [2], where, among other results, the
following extension of the famous Chernoff ‘‘n1=2- lemma’’ (see [6, Lemma 2]) was
proved:
Theorem A (Cachia and Zagrebnov [2]). Let A be a quasi-sectorial contraction on H
with numerical range YðAÞCDa; aA½0; p=2Þ: Then
jjAn 	 enðA	IÞjjp2ðK þ 1Þn	1=3; n ¼ 1; 2;y; ð1Þ
where K is a constant depending on a (its explicit expression is given in [2]).
The quantity estimated in this theorem can be written as (see [2, formula (14)])
IðnÞ ¼ jjAn 	 enðA	IÞjj ¼ e	n
XN
k¼0
nk
k!
ðAn 	 AkÞ



:
If X is a Poisson random variable with mean EX ¼ n; then
IðnÞ ¼ jjEðAn 	 AX Þjj;
where E denotes mathematical expectation, and AX is an operator-valued random
variable taking values Ak with probabilities PfX ¼ kg ¼ e	nnkðk!Þ	1: If we use the
above-written representation of IðnÞ; then we need to estimate jjAn 	 Akjj and
Poissonian tail probabilities PfjX 	 nj4kg: Estimates of these probabilities used in
the proof of (1) were too rough, and it was not difﬁcult to note that, using the same
bounds for jjAn 	 Akjj as in [2] but more precise bounds for tail probabilities, we can
improve estimate (1). Namely, the following result holds.
Theorem 1. Under the conditions of Theorem A, we have the bound
jjAn 	 enðA	IÞjjpK1 ln n
n
 1=2
; ð2Þ
where the constant K1 depends on a:
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Proof. We begin the proof by formulating a bound on the Poisson tail probabilities
following from [7] (see also [1], where an estimate of the same precision was
obtained).
Proposition 2 (Houdre´ [7]). Let X be a Poisson random variable with parameter l40:
Then, for all x40; we have
maxðPfXpl	 xg; PfXXlþ xgÞpexp 	ðx þ lÞ log 1þ x
l
 
þ x
n o
: ð3Þ
In this estimate, the exponent is a right one. In [8], it was shown that exact (up to
constants) estimates from above and below contain the additional term ðlþ xÞ	1=2;
but these exact estimates for tail probabilities were proved only for x4l	 1: Since
we need to estimate tail probabilities when x is of the order n1=2 and, in our case,
l ¼ n; we cannot apply the exact estimate from [8].
Now we can prove (2). We choose k ¼ ½ð6n ln nÞ1=2 (as usual, ½a denotes the
integer part of a number a40) and divide IðnÞ into two parts:
IðnÞpI1ðnÞ þ I2ðnÞ; ð4Þ
where
I1ðnÞ ¼
X
jX0;jj	njXk
pjðnÞjjAnðI 	 A jÞjj; I2ðnÞ ¼
Xnþk
j¼n	k
pjðnÞjjAnðI 	 A jÞjj;
and pjðnÞ ¼ e	nn jð j!Þ	1: In the ﬁrst sum, estimating jjAnðI 	 A jÞjjp2 and using (3),
we have
I1ðnÞp 2ðPfXpn 	 kg þ PfXXn þ kgÞ
p 4 exp 	ðn þ kÞ log 1þ k
n
 
þ k
	 

p4 exp 	k
2
2n
ð1	 k=nÞ
	 

p4
n
ð5Þ
for n4n0; where n0 is such that n	10 ln n0p2=27: Here, we used the elementary
inequality lnð1þ xÞXx 	 x2=2 for 0oxo1:
To estimate the second sum we use the following estimate from [2].
Lemma 3 (Cachia and Zagrebnov [2]). If A is a quasi-sectorial contraction on H with
semi-angle aA½0; p=2Þ; then
jjAnðI 	 AÞjjp K2
n þ 1; ð6Þ
for all nX1; where K2 is a constant depending on a:
ARTICLE IN PRESS
V. Paulauskas / Journal of Functional Analysis 207 (2004) 58–6760
Using a telescoping sum, we get, for every integer kX1;
jjAnðI 	 AkÞjjpK2k
n
: ð7Þ
Therefore, if nojon þ k; then
jjAn 	 A j jj ¼ jjAnðI 	 A j	nÞjjpK2k
n
and if n 	 kpjon then
jjAn 	 A jjj ¼ jjA jðI 	 An	jÞjjpK2ðn 	 j Þ
j
p K2k
n 	 kp
3K2k
n
for n4n0: Thus, for n4n0; we have
I2ðnÞp3
ﬃﬃﬃ
6
p
K2
ln n
n
 1=2
: ð8Þ
From (4), (5), and (8), for n4n0; we have
IðnÞpð3
ﬃﬃﬃ
6
p
K2 þ 4Þ ln n
n
 1=2
:
Therefore, taking K1 ¼ maxðn0; ð3
ﬃﬃﬃ
6
p
K2 þ 4ÞÞ; we have (2) for all n; and Theorem 1
is proved.
It remains an open question as to what the optimal rate of convergence is in
Theorem 1. One can suspect that estimate (7) obtained by using telescoping sums is
too rough but it turns out that it is not the case. It is easy to verify that, for 1pkpn;
sup
0pap1
anð1	 akÞ ¼ n
n þ k
 n=k
k
n þ k:
Therefore, we cannot improve (7). This fact together with the precision of (3) make
us believe that it is impossible to get the rate of convergence better than n	1=2 using
the approach based on Poisson probabilities. It is worthy of mention that this
approach comes from Chernoff ’s paper [6].
In Theorem 1, estimate (1) was improved from the rate n	1=3 to the rate
ðn	1 ln nÞ1=2: The next result presents a smaller improvement, in which we take off
the logarithmic term in another error estimate from [2]. Despite this we think that
our Theorem 4 is more important, since it gives an optimal estimate and, in its proof,
a new idea (induction method) is used. The proof of Theorem 4 also indicates a
possible way to estimate the rate of convergence in the general Chernoff ’s theorem
(see Proposition 7).
Now we consider the following operator-norm Euler approximation of the
exponential function proved in [2].
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Theorem B. If A is an m-sectorial operator in a Hilbert space H with semi-angle
aAð0; p=2Þ and vertex at 0; then, for every tASp=2	a;
lim
n-N
jjðI þ tA=nÞ	n 	 e	tAjj ¼ 0: ð9Þ
Moreover, if 0 belongs to the resolvent set of A; then, uniformly in tX0;
jjðI þ tA=nÞ	n 	 e	tAjj ¼ O ln n
n
 
: ð10Þ
This result resembles the Central Limit Theorem (CLT) in probability theory.
More precisely, considering e	tA as a Gaussian distribution (in some sense, it is a
‘‘nice’’ operator) and ðI þ tA=nÞ	n as the distribution of a normalized sum of n
independent identically distributed summands, one can interpret (9) as the CLT and
(10) as the rate of convergence in this theorem. It also turns out that using the same
estimates of operators from [2], but applying the method of induction which is
commonly used to get the rates of convergence in the CLT (especially in inﬁnite-
dimensional spaces where Fourier analysis is not so successful as in ﬁnite-
dimensional spaces, see [9] and references therein) we are able to improve (10) to
the optimal bound.
Theorem 4. Under the conditions of Theorem B ( for (10)), we have
sup
tX0
jjðI þ tA=nÞ	n 	 e	tAjjp %Cn	1; ð11Þ
where %C is a constant depending on the operator A:
Proof. Let us denote
dnðtÞ ¼ ðI þ tA=nÞ	n 	 e	tA; DnðtÞ ¼ jjdnðtÞjj; Dn ¼ sup
tX0
jjDnðtÞjj:
We must prove that, for all nX1;
Dnp %Cn	1: ð12Þ
Since the operators FðtÞ ¼ ðI þ tAÞ	1 are quasi-sectorial contractions (see [2, Section
2.1]) and the operator A generates a holomorphic semigroup (see [2, Proposition
1.4]), we have that
D1p2;
i.e., (12) holds for n ¼ 1 with %CX2: Now let us suppose (this is the main step of
induction) that, for all 1okpn 	 1;
Dkp %Ck	1: ð13Þ
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We shall prove that (13) also holds for k ¼ n: We assume that n4n0 (later we shall
put some condition on n0), since, for npn0; (12) trivially holds with %CX2n0: We ﬁrst
collect all estimates used to prove (10) in one lemma; the proofs of these estimates
can be found in [2,3]. In what follows, CA denote constants depending only on
operator A and, possibly, different in different places.
Lemma 5 (Cachia and Zagrbnov [2,3]). Under the conditions of Theorem 4, the
following estimates hold:
jjA	1ððI þ tA=nÞ	1 	 e	tA=nÞjjp2t=n; ð14Þ
jjA	1ððI þ tA=nÞ	1 	 e	tA=nÞA	1jjp3=2ðt=nÞ2; ð15Þ
jjððI þ tA=nÞ	1 	 e	tA=nÞA	2jjp3=2ðt=nÞ2; ð16Þ
jjAie	tAjjpCAt	i; i ¼ 1; 2; t40; ð17Þ
jjðI þ tA=nÞ	kAjjpnK2=kt; ð18Þ
where K2 is from (6).
Along with the notation FðtÞ ¼ ðI þ tAÞ	1; let us deﬁne GðtÞ ¼ e	tA: Since dnðtÞ ¼
Fðt=nÞn 	 Gðt=nÞn; we can write the well-known identity
dnðtÞ ¼
Xn	1
k¼0
JkðtÞ; ð19Þ
where
JkðtÞ ¼ ðFðt=nÞÞn	1	kððFðt=nÞ 	 Gððt=nÞÞðGðt=nÞÞk:
Denoting Jk ¼ suptX0 jjJkðtÞjj; from (19) we get
Dnp
Xn	1
k¼0
Jk: ð20Þ
We ﬁrst separate the last term, which is easily estimated using (14) and (17) with
i ¼ 1:
Jn	1p
2CA
n 	 1p4CAn
	1: ð21Þ
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Let C1 be a positive integer, which we shall specify later. We divide the rest of the
sum in (20) (without Jn	1) into two parts: Dn 	 Jn	1 ¼ Dð1Þn þ Dð2Þn ; where
Dð1Þn ¼
XC1
k¼0
Jk; Dð2Þn ¼
Xn	2
k¼C1
Jk:
In the ﬁrst sum, we estimate jjGððt=nÞjjp1 and then use (18) and (14). We get
Jkp2K2ðn 	 1	 kÞ	1
and, therefore,
Dð1Þn ¼
XC1
k¼0
2K2
n 	 1	 kp
2C1K2
n 	 1	 C1p
4C1K2
n
ð22Þ
(here we made the ﬁrst assumption about C1: C1pn=2	 1). In the second sum, we
estimate JkpJ1k þ J2k ; where Jik ¼ suptX0 jjJikðtÞjj; i ¼ 1; 2; and
J1kðtÞ ¼ ððFðt=nÞÞn	1	k 	 ðGðt=nÞÞn	1	kÞðFðt=nÞ 	 Gððt=nÞÞðGðt=nÞÞk;
J2kðtÞ ¼ ðGðt=nÞÞn	1	kððFðt=nÞ 	 Gððt=nÞÞðGðt=nÞÞk:
Note that
ðFðt=nÞÞn	1	k 	 ðGðt=nÞÞn	1	k ¼ F t
n 	 1	 k
  n	1	k
	 G t
n 	 1	 k
  n	1	k
with t ¼ tðn 	 1	 kÞn	1 and, therefore,
sup
tX0
jjðFðt=nÞÞn	1	k 	 ðGðt=nÞÞn	1	kjj ¼ sup
tX0
jjDn	1	kðtÞjj ¼ Dn	1	k:
For the term
jjðFðt=nÞ 	 Gððt=nÞÞðGðt=nÞÞkjj;
applying (16) and (17) with i ¼ 2 and using assumption (13), we get
J1kpDn	1	k
3t2CAn
2
2n2t2k2
p 3CA
%C
2k2ðn 	 1	 kÞ:
Using again (16) and (17) with i ¼ 2 and separately considering the cases k4n=2 and
kpn=2; we easily get
J2kp
6CA
ðn 	 2Þ2:
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It is easy to verify that the following bound holds:
Xn	2
k¼C1
1
ðn 	 1	 kÞk2p
12
nC1
þ 4 ln n
n2
:
Therefore, from two previous estimates we easily get
Dð2Þn p
Xn	2
k¼C1
J1k þ
Xn	2
k¼C1
J2k
p 3CA
%C
2
12
nC1
þ 4 ln n
n2
 
þ 6CA
n 	 2: ð23Þ
Collecting (20)–(23), we get
Dnp
%C
n
CA
1
C1
þ ln n
n
 
þ CAð1þ C1Þ
%C
 
:
Now we choose C1 and n0 such that, for all n4n0;
CA
1
C1
þ ln n
n
 
o1
2
ð24Þ
and then take %C satisfying
%C4maxf2n0; 2CAð1þ C1Þg:
Then we have
Dnp %Cn	1;
and the theorem is proved.
There are more results on convergence of operators in the Trotter product
formulae (see, for example, [3, Theorem 1]; [4, Theorem 3.5]; [5, Theorems 3.4 and
5.8]) containing a logarithmic term in estimates. We hope that applying the induction
method, as demonstrated above, it is possible to get rid of this logarithmic term in all
these estimates.
(Note added during revision. In a recent preprint of V. Cachia ‘‘Euler’s exponential
formula for non-C0 semigroups’’ (available at http://mpej.unige.ch/~cachia, to
appear in Semigroup Forum (2003)) the rate Oðln n
n
Þ in Theorem B is extended to
bounded holomorphic semigroups not necessarily of class C0 and at the end of the
preprint it is claimed that the induction method allows to skip the factor ln n:)
In our preprint [10], we discussed in detail similarities and differences in estimating
the rate of convergence in the CLT in the probability theory and in relation (9) for
operators. Here we only note that the main difference is that, in the CLT, we use the
so-called ‘‘smoothing’’ inequality. This means that, at the beginning of the proof, we
take the convolution of the difference of distribution of a sum and a limiting
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Gaussian distribution with a Gaussian law with small variance. Since, in our
context, the role of Gaussian distribution is played by the operator expð	tAÞ;
it is tempting to use the operator Gð1=nÞ ¼ expð	A=nÞ as a ‘‘smoothing’’ factor.
But it turns out that the family of operators expð	tAÞ is not so good as
Gaussian distributions (due to the fact that A is an unbounded operator) and at
present we cannot provide any reasonable ‘‘smoothing’’ inequality. It seems that it is
interesting to ﬁnd an appropriate ‘‘smoothing’’ inequality for the operator
convergence.
Theorems B and 4 give the rate of convergence in the operator-norm topology for
the special family of contractions in a Hilbert space H:
FðtÞ ¼ ðI þ tAÞ	1;
where A is an m-sectorial operator and 0 belongs to the resolvent set of A: On the
other hand, the well-known Chernoff theorem states the convergence in the strong
operator topology of a general family of contractions FðtÞ on a Banach space B:
Examining the proof of Theorem 4 one can see that it is possible to formulate
sufﬁcient conditions on the family FðtÞ in order to get the rate of convergence n	1 in
the Chernoff theorem. Precisely, repeating all steps of the proof of Theorem 4, we
have the following result.
Proposition 7. Let fFðtÞ; tARþg be a family of contractions on B with Fð0Þ ¼ I :
Suppose that the closure A of the strong derivative F 0ð0Þ is the generator of a ðC0Þ
contraction semigroup TðtÞ ¼ etA: Assume that there exist constants C1;y; C4
depending only on the family F such that, for all t40; kX1; and i ¼ 1; 2;
maxðjjA	iðFðtÞ 	 TðtÞÞjj; jjðFðtÞ 	 TðtÞÞA	ijjÞpCiti;
jjAiTðtÞjjpC3t	i; jjFðtÞkAjjpC4tk :
Then there exists a constant %C depending on the family F such that, for all nX1;
jjðFðt=nÞÞn 	 TðtÞjjp %Cn	1:
This proposition can be considered as an auxiliary result. It is possible to ask
which conditions on F are sufﬁcient to establish the estimates required in
Proposition 7. One can guess may be some kind of smoothness of the function
F 0ðtÞ is a right condition. Another interesting problem is the following one. We know
that if, in the CLT, the summands have only moments of the order 2þ d with
0odo1; then the rate of convergence is of order n	d=2; and it can be obtained using a
smoothing procedure and induction. It is interesting whether it is possible to prove
a result similar to Proposition 7 but with the rate n	a with some 0oao1 instead
of n	1:
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