In this paper, we present a novel framework for a voice conversion (VC) system based on a cyclic recurrent neural network (CycleRNN) and a finely tuned WaveNet vocoder. Even though WaveNet is capable of producing natural speech waveforms when fed with natural speech features, it still suffers from speech quality degradation when fed with oversmoothed features, such as spectral parameters estimated from a statistical model. One way to address this problem is to introduce oversmoothed features while developing a WaveNet model. However, in a VC framework, providing oversmoothed spectral features of a target speaker for WaveNet modeling is not straightforward owing to the difference in the time-sequence alignment from that of a source speaker. To overcome this problem, we propose the use of a cyclic spectral conversion network, i.e., CycleRNN, capable of performing a conversion flow, i.e., source-to-target, and a cyclic flow, i.e., to generate self-predicted target spectra. The CycleRNN spectral model is trained using both conversion and weighted cyclic losses. To finely tune WaveNet, a pretrained multispeaker WaveNet model is optimized using the self-predicted features of the corresponding target speaker of a speaker conversion pair. The experimental results demonstrate that 1) the proposed CycleRNN-based spectral model for WaveNet fine-tuning significantly improves the naturalness of the converted speech waveforms, giving an overall mean opinion score of 3.50; and 2) the proposed model yields the highest speaker conversion accuracy, giving an overall speaker similarity score of 78.33%, which is a significant improvement compared with conventional WaveNet fine-tuning using natural target features.
I. INTRODUCTION
Voice conversion (VC) [1] - [4] is a framework for transforming the voice characteristics of a source speaker into those of a particular target speaker. To develop a VC system, generally, a speech signal of the source speaker is decomposed into several components that can be transformed in a more convenient way into that of the target speaker, such as spectral and prosodic features. Then, the converted speech waveform is synthesized from the transformed speech features, such as by using vocoder-based waveform generation [4] . Because
The associate editor coordinating the review of this manuscript and approving it for publication was Kemal Polat . many speech-related works as well as other closely related tasks, such as speaking style conversion and dialect conversion, have employed the VC concept [5] - [13] , it is worth improving the quality of VC, especially by examination of the waveform generation.
In a conventional vocoder [14] - [18] , assumptions on the speech production procedure [19] , [20] are used in generating speech signals. Recently, an alternative data-driven approach for speech waveform generation that uses a neural network has become prominent [21] - [23] . This framework, which is usually called a neural vocoder, has shown significant improvements in generating synthetic speech signals with similar qualities to those of natural speech [21] , [24] , an example of such vocoder is the WaveNet vocoder. This significant progress is due to the capability of the neural vocoder in learning from the given speech data, instead of using predefined assumptions on speech production as in the conventional vocoder. In this paper, we focus on the use of an autoregressive (AR) neural vocoder, particularly the WaveNet vocoder, which is conditioned on spectral and prosodic features [25] , [26] to generate speech sample-bysample, whereas in the training phase, the ground truth of the previous waveform samples is given along with the conditioning features.
As can be observed, owing to its data-driven capability, the use of a neural vocoder has potential to improve the quality of converted speech in a VC framework. Similarly, as in the conventional vocoder, to generate converted speech, the transformed speech features are fed in to the neural vocoder to generate the speech waveform. However, owing to the nature of the neural vocoder as a statistical model that can compensate for the mismatches of speech features, it is possible that the quality and accuracy of converted speech will be improved compared with using the conventional vocoder. Indeed, neural vocoder in VC systems has recently been successfully used by the top performers [27] , [28] in the Voice Conversion Challenge (VCC) 2018 [29] . Note that in contrast to [27] , in which intermediate phonetic-based features for the WaveNet vocoder were used, in this work, we focus on a parallel VC framework without any text/linguistic information because robust automatic speech recognition can not be obtained all the time.
In [28] , although WaveNet achieved 2nd place in VCC 2018, the mismatches between speech features have not been addressed directly within this vocoder. These mismatches occur between the spectral features estimated from the spectral mapping model and those extracted from the speech signal. Because WaveNet is a data-driven neural vocoder, it is possible to use oversmoothed features (estimated spectral features) to fine-tune a model that is pretrained with extracted spectral features. However, in VC, this procedure is not straightforward owing to the difference in temporal alignment between the speech signal of the source speaker and that of the target speaker. That is, further errors will be introduced owing to the difference in the temporal structure when the converted spectral features of the source speaker are used together with the speech waveform of the target speaker to fine-tune the WaveNet vocoder.
In [30] , the problem was overcome by concatenated mapping between a target-to-source spectral model and a sourceto-target spectral model, both with a recurrent neural network (RNN)-based architecture, which were trained separately (ConcatRNN). In this way, an appraisal of oversmoothed target spectral features with the same temporal structure of the target speech signal can be obtained from the concatenated flow. However, owing to the gap between the two separately trained networks, the reliability of the oversmoothed target features is not guaranteed, which can hamper the performance of WaveNet fine-tuning.
In this work, we propose a cyclic spectral mapping framework with RNN modules (CycleRNN), which can optimize both the conversion flow, i.e., source-to-target, and the cyclic flow, i.e., to generate an appraisal of oversmoothed target spectra. The concept of both the proposed CycleRNN spectral mapping model and the conventional ConcatRNN closely resembles that of the back-translation method for style transfer in natural language processing [31] , [32] . Specifically, the proposed CycleRNN framework is trained by using two losses, namely, the cyclic loss, i.e., for oversmoothed target spectra, and the conversion loss, i.e., for converted source-totarget spectra, which is computed by a time-warping alignment procedure, such as dynamic time warping (DTW), owing to differences in the temporal structure. Owing to the difference in performing loss computations, where a time-warping function is used for conversion loss, a weighting value for the cyclic loss is required to balance the contribution of the loss in this multitask-like learning framework. Note that, different from a cyclic network based on a generative adversarial network (CycleGAN), the proposed CycleRNN framework does not use a discriminator, but uses a time-warping function between the source and target speakers for direct optimization of the converted spectral features, whereas the cyclic flow can be directly optimized because of the unchanging temporal structure.
After training the CycleRNN model, to perform WaveNet fine-tuning, the oversmoothed target spectral features generated by using the cyclic flow are used together with the speech waveform of the target speaker. On the other hand, for the conversion phase, the conversion flow is used to simply generate the converted source-to-target spectral features, which are then fed into the fine-tuned WaveNet to generate the converted speech waveform. Note that, compared with our previous work [33] , in this paper, in addition to using a more compact RNN-based spectral mapping architecture, we also fully investigate the effect of the use of the cyclic weight, which is proven to be very important in achieving accurate estimates of oversmoothed target spectra for WaveNet finetuning. The experimental results demonstrate the effectiveness of the proposed framework, achieving a mean opinion score of 3.50 for speech quality and a speaker similarity score of 78.33% for conversion accuracy when using 10 −6 as the weight of the cyclic loss. This paper is organized as follows. In Section II, the RNNbased spectral model used in this paper is described. In Section III, the architecture of the WaveNet vocoder is explained. In Section IV, the WaveNet fine-tuning procedure and the proposed CycleRNN spectral model are elaborated. In Section V, the results of experimental evaluations are given, which are followed by a discussion in Section VI. Finally, the paper is summarized in Section VII.
II. RNN-BASED SPECTRAL MAPPING MODEL
. . , x t (D)] and y t = [y t (1), y t (2), . . . , y t (d), . . . , y t (D)] be the D-dimensional spectral feature vectors of the source speaker and target speaker, respectively, at frame t. Their feature vector sequences are respectively denoted as x = [x 1 , x 2 , . . . , x t , . . . , x T ] and y = [y 1 , y 2 , . . . , y t , . . . , y T ] . Note that in this paper, for a feedforward RNN function f λ (·), the output will either be the spectral feature vector of the target speaker y t or be that of the source speaker x t . On the other hand, it is possible to augment the input feature vector with additional information, such as F0 and aperiodicity features. However, to simplify the notation, we will continue to use either x t or y t to indicate an input feature vector of a source speaker or a target speaker, respectively, regardless of the content.
Given an input feature vector of the source speaker x t at frame t, the estimated spectral feature vector of the target speaker f λ (x t ) =ŷ t is determined by using gated recurrent unit (GRU) [34] blocks with an AR flow as follows:
where the weights and biases are respectively denoted as W and b, denotes the elementwise product, andx t is the input feature vector processed with a convolutional input layer as illustrated in Fig. 1 . The reset, update, and new gates are respectively denoted as r t , z t , and n t . The hidden state for the current frame t is denoted as h t . For a GRU with more than one layer, the input feature vector of the succeeding layer is the hidden state of the previous layer. At frame t = 0, the AR feature vectorŷ t−1 is initialized with the zero vector 0. The set of model parameters is denoted as λ.
In the training phase, the optimized model parametersλ are estimated as follows:
where f λ (x t ) = [ŷ t (1),ŷ t (2), . . . ,ŷ t (d), . . . ,ŷ t (D)] and | · | denotes the absolute function. Note that, as illustrated in Fig. 1 , owing to the use of normalization and denormalization layers, we can define the loss function, as in (7), to be within the spectral domain, i.e., in this case, it is the L1 loss in the mel-cepstrum domain. In the conversion phase, to generate a sequence of converted target spectral feature vectorsŷ = [ŷ 1 ,ŷ 2 , . . . ,ŷ t , . . . ,ŷ T ] , we simply feed the RNN with a sequence of input feature vectors of the source speaker x, i.e., f λ (x) =ŷ. Finally, the convolutional input layers illustrated in Fig. 1 are designed to dynamically create segmental input feature vectors through the use of convolutional weights, which can capture several preceding and succeeding contextual input frames.
III. WAVENET VOCODER
WaveNet [21] , as illustrated in Fig. 2 , is a deep AR waveform generation network that is capable of efficiently modeling waveform samples on the basis of their corresponding previous samples by using a stack of dilated convolutional layers. When it is conditioned with auxiliary speech parameters [25] , [26] , such as spectral and excitation features, a well-developed WaveNet vocoder is capable of producing meaningful speech waveform signals with natural quality. Given a sequence of speech waveform samples s = [s 1 , s 2 , . . . , s t , . . . , s T ] , the likelihood function of the WaveNet vocoder is defined as
where h denotes a sequence of auxiliary feature vectors and h t is the upsampled auxiliary feature vector at time t. For a waveform sample s t at time t, the sequence of its p previous samples is denoted as s t−p . The set of WaveNet parameters is denoted as θ . Details of the WaveNet architecture, as illustrated in Fig. 2 , are as follows. An input sequence of auxiliary speech feature vectors is fed through convolutional input layers, which are the same as those we use for the RNN-based spectral mapping, described in Section II. Then, a trainable upsampling layer is used to match the resolution of the speech parameters to that of the speech waveform samples. On the other hand, the waveform samples are first discretized into 256 categorical values using the µ-law algorithm, which gives a 256dimensional one-hot vector for each time t. The sample feature vectors are then processed through a causal (2×1) convolutional input layer. Following these preprocessing steps, both the sample feature vectors and the auxiliary feature vectors are fed through a stack of dilated convolutional layers with residual blocks. Specifically, for each residual block, a 2 × 1 convolution layer with double the dilation size of the residual block one step deeper is used to process the sample feature vectors. The sequence of doubled dilation sizes is repeated several times, that is, after the end of the doubled dilation sequence, the sequence starts again from 1. On the other hand, a 1 × 1 convolution layer is used to process the auxiliary feature vectors. For the kth residual block at time t, the output of the 2 × 1 convolutions t,k and that of the 1 × 1 convolutioñ h t,k are fed to a gating function to produce the output of the residual block as follows:
σ (W f ,kst,k +V f ,kh t,k ) tanh(W g,kst,k +V g,kh t,k ), (9) where denotes the elementwise product, f and g denote the filter and gate, respectively, and the corresponding convolution parameters are denoted by W and V . The output of the residual block is then passed to both a skip layer connection and the next residual block. The collection of output feature vectors from the skip connections are summed and fed to the final output layers, which employ the softmax function to treat the WaveNet optimization as a classification problem, i.e., with cross-entropy loss. During the generation of a speech waveform signal, a sampling procedure is simply performed using the softmax distribution to estimate the speech waveform sample by sample.
IV. FINE-TUNING OF WAVENET VOCODER WITH THE PROPOSED CYCLIC RNN-BASED SPECTRAL MAPPING A. WAVENET FINE-TUNING WITH OVERSMOOTHED FEATURES TO OVERCOME QUALITY DEGRADATION PROBLEM IN VC
In a statistical VC framework, as illustrated in the top diagram of Fig. 3 , there are mismatches between the converted spectral features of the source speaker and the natural spectral features of the target speaker. These mismatches degrade the quality of the converted speech waveform generated using the WaveNet vocoder because it is developed with the natural spectral features. In a text-to-speech (TTS) system [24] , the use of the predicted mel-spectrogram, i.e., oversmoothed spectral features, in the development of the WaveNet model, has increased the quality of statistical TTS to that of natural speech. However, in VC, aligning the spectral features in the time domain with those of the target waveform would introduce further artifacts and phonetic mismatches, depending on the difference in the voice characteristics/speaking style between the two speakers. In [27] , this problem was overcome through the use of phonetic-based features, i.e., a phonetic posteriorgram (PPG), which can be estimated independently for each speaker. In this system, the WaveNet model was developed using the predicted PPG features of each speaker. In this work, however, we approach this problem without using any text/linguistic features because a robust automatic speaker recognition (ASR) system cannot always be built as in [27] . However, as has been stated, in VC, such a procedure is not straightforward to implement owing to the difference in the temporal sequence alignment between a source speaker and a target speaker as illustrated in the middle diagram of Fig. 3 . Before we explain the conventional spectral mapping method used to enable WaveNet fine-tuning in VC without any linguistic features, we briefly describe a simple modification of the likelihood function in the WaveNet fine-tuning procedure. Following the WaveNet likelihood function in (8), let us redefine the notation of the auxiliary parameters in frame t as h t = [g t , y t ] , where g t contains both excitation features, such as F0 values and voice/unvoiced decisions, and aperiodicity features. First, before performing fine-tuning, we develop a pretrained WaveNet model by using the natural spectral feature vectors of all available speakers. In the conventional VC framework, this multispeaker WaveNet model is fine-tuned with the natural spectral features of the target speaker y t . In our proposed method, to improve the WaveNet model in a VC framework, instead of using the natural spectral features, we finely tune WaveNet by using the predicted target spectral feature vectorsŷ (pred) t , which should resemble the spectral features of the target speaker with oversmoothed characteristics. Therefore, in the WaveNet fine-tuning, the optimized parameter set of the WaveNet modelθ is estimated asθ
The proposed WaveNet fine-tuning procedure with oversmoothed features is illustrated in the bottom diagram of Fig. 3 . The conventional procedure to obtain the predicted target spectral features is described in the next subsection.
B. CONVENTIONAL CONCATENATED MAPPING WITH RNN-BASED SPECTRAL MODELS TO OBTAIN OVERSMOOTHED FEATURES
To obtain oversmoothed target spectral features with the same temporal structure as the target speech waveform, we employ RNN-based concatenated mappings between the target and source speakers [30] . Let the feedforward RNN function of the source-to-target mapping (STmap) be f λ ST (·) and that of the target-to-source mapping (TSmap) be f λ TS (·). Given a sequence of input spectral feature vectors of the source speaker x, the sequence of converted spectral feature vectors corresponding to the target speaker is given by f λ ST (x) = y (conv) , for which the optimized set of STmap parametersλ ST is estimated asλ
where the above distance function follows the L1 loss in the mel-cepstrum domain, as in (7), andŷ (conv) denotes the time-aligned sequence of the converted spectral feature vectors. Conversely, given a sequence of input spectral feature vectors of the target speaker y, the sequence of converted spectral feature vectors corresponding to the source speaker is given by f λ TS (y) =x (conv) , for which the optimized set of TSmap parametersλ TS is estimated aŝ
where the above distance function similarly follows the L1 loss in the mel-cepstrum domain given in (7) andx (conv) denotes the time-aligned sequence of the converted spectral feature vectors.
To enable the WaveNet fine-tuning procedure, as illustrated in Fig. 4 , we simply concatenate the above two mapping functions so that f λ ST (f λ TS (y)) =ŷ (pred) . Consequently, y (pred) inherits the oversmoothed characteristics of the estimated spectral trajectory with the same temporal structure as the input natural target spectra y, and accordingly as the waveform of the target speech. However, it can be observed that the sequence of self-predicted target spectraŷ (pred) , which is used in (10), is not optimized in (11) or in (12) . That is, there is still inconsistency between the oversmoothed features used in the WaveNet fine-tuning and the concatenated RNN-based spectral mappings. This inconsistency is addressed using the proposed CycleRNN-based spectral modeling described in the next subsection.
C. PROPOSED CYCLERNN SPECTRAL MAPPING MODEL TO IMPROVE WAVENET FINE-TUNING
In this paper, to improve the WaveNet fine-tuning procedure, we propose a CycleRNN spectral mapping model, which is optimized using both the cyclic loss of the self-predicted target spectra, and the conversion loss of the source-to-target conversion. Specifically, the proposed CycleRNN model consists of two mapping modules, namely, the feedforward RNNs f λ c 1 (·) and f λ c 2 (·). In the conversion flow, i.e., to perform source-to-target conversion, given a sequence of input spectral feature vectors of the source speaker x, the converted sequence is given by f λ c 2 (x) =ŷ (conv) . On the other hand, in the cyclic flow, given a sequence of input target spectral feature vectors y, its self-predicted sequence is given by f λ c 2 (f λ c 1 (y)) =ŷ (pred) . Hence, the set of optimized parameters of the CycleRNN modelλ c = {λ c 1 ,λ c 2 } is estimated aŝ
where the above distance functions also follow the L1 loss function in the mel-cepstral domain as in (7),ŷ (conv) denotes the time-aligned sequence of the converted spectral feature vectors, and α denotes the weight of the cyclic loss.
The training procedure of the proposed CycleRNN spectral mapping model is illustrated in Fig. 5 . It can be observed, as given in (13) , that the parameters of the CycleRNN model are optimized according to both the estimation of the converted spectral feature vectorsŷ (conv) and that of the self-predicted target spectral feature vectorsŷ (pred) . Compared with the simple concatenated mappings in Section IV-B, the proposed CycleRNN model should be more beneficial to the WaveNet fine-tuning procedure described in Section IV-A, which employs the self-predicted target spectral features in the parameter optimization as in (10) . Furthermore, it is also very important to consider the weight of the cyclic loss α because the conversion loss and cyclic loss are in different domains. The conversion loss utilizes, for example, a time-warping function obtained through DTW, to align the time sequence, whereas the cyclic loss is a direct framewise comparison that makes it easier to be more accurate, resulting in the need for a weighting value. This feature is thoroughly investigated in the following experimental evaluation.
V. EXPERIMENTAL EVALUATION A. EXPERIMENTAL CONDITIONS
We used WORLD [18] , [35] to parameterize the speech waveform signal. Framewise fundamental frequency (F0) values were extracted using Harvest [36] in WORLD. The spectral envelope of the speech spectrum was computed frame by frame using CheapTrick [37] , [38] in WORLD then parameterized into the zeroth through 34th mel-cepstrum coefficients. As the aperiodicity features, two-dimensional coding parameters were extracted from the computed aperiodicity values of D4C [39] in WORLD. 1024 points were used for fast Fourier transform analysis. The frame shift was set to 5 ms.
In the WaveNet modeling, we trained a multispeaker WaveNet vocoder [26] , [40] using the speech data of 12 speakers in the VCC 2018 [29] dataset and two speakers in the CMU Arctic dataset (''bdl'' and ''slt''). The total number of utterances per speaker in the VCC 2018 dataset was 81, whereas in the CMU Arctic dataset, it was 1132. As the training set, the final 71 utterances in VCC 2018 and the first 992 utterances in CMU Arctic were used, giving a total of 2834 short audio files (with an average duration of 3.5 s). On the other hand, as the validation set, the first 10 utterances in VCC 2018 and the final 140 utterances in CMU Arctic were used, giving a total of 420 short audio files. The sampling rate of the speech signals from the VCC 2018 and CMU Arctic datasets was 22 050 Hz.
The hyperparameters of the WaveNet model are as follows. The length of one dilation sequence, i.e., a sequence of residual blocks with causal dilated convolutions, was 11 (1, 2, 4, . . . , 1024). The number of repeats of the dilation sequence was four, giving a total of 8190 samples in the receptive field. The numbers of channels for the residual blocks and skip connections were 128 and 256, respectively. Two convolution layers with a kernel size of 3 and dilation sizes of 1 and 3 were used to capture the context of ±4 frames of auxiliary speech parameters. A trainable upsampling layer was used after the input convolutions to match the time resolution of the auxiliary parameters with that of the waveform samples. Dropout [41] layers with 0.5 probability were used after the upsampling layer and after each repeat of the dilation sequence for the residual connections. The speech auxiliary features consisted of voiced/unvoiced (UV) binary decisions, continuous F0 values, 35-dimensional mel-cepstrum parameters, and two-dimensional coded aperiodicity parameters. A batch sequence length of 8800 waveform samples was used. The model parameters were initialized by the Glorot [42] method. The Adam algorithm [43] was used to optimize the parameters with a learning rate of 10 −4 . To reduce the errors in the higher-frequency region, a noise shaping [44] method was used.
To train the RNN-based spectral mapping model, we used the speech data of only four speakers in the VCC 2018 dataset, i.e., ''SF1'', ''SM1'', ''TF1'', and ''TM1'', where ''S'', ''T'', ''F'', and ''M'' denote the source, the target, female, and male, respectively. Similarly to in the development of the WaveNet model, the final 71 utterances were used in the training set and the first 10 utterances were used for the validation set. In the subjective evaluation (listening test), another 35 utterances provided in the VCC 2018 dataset were used for the evaluation set. For the proposed cyclic RNN architecture (CycleRNN) described in Section IV-C, the total number of trained models was four, i.e., the total number of combinations of target source-target speaker pairs. On the other hand, for the concatenated RNN mappings (ConcatRNN) described in Section IV-B, the total number of trained models was eight because the source-to-target and target-to-source mapping models were trained separately for each speaker pair.
The hyperparameters of the RNN-based spectral models were as follows. The numbers of hidden layers and hidden units for the GRU [34] were 1 and 1024, respectively. A similar structure of the convolution layers to that in the WaveNet model was used to capture the context of ±4 frames of input features. Dropout layers with 0.5 probability were used after the input convolution layers and for the output of the GRU, i.e., before the output projection layer. The input features consist of not only the 35-dimensional mel-cepstrum parameters but also the V/UV binary decisions, the log of continuous F0 values, and two-dimensional aperiodicity coding parameters. The output features consist of only the 35-dimensional mel-cepstrum parameters, i.e., the network estimates only spectral features. A batch sequence length of 80 speech frames was used for the CycleRNN models, whereas the utterance batch size was used for the ConcatRNN models. The network parameters were initialized with the Glorot method and optimized using the Adam algorithm with a learning rate of 0.0001. To compute the conversion loss, i.e., of the source-to-target or target-to-source conversion, for the spectral modeling, time-warping functions were used, which were computed using the DTW algorithm [45] corresponding to only the speech frames, i.e., non-silent frames, of the speech sequences.
To use the multispeaker WaveNet model to generate the converted speech waveform, we performed two types of fine-tuning procedure. The first one was by using the natural (extracted) speech parameters of the corresponding target speaker, which is basically the conventional finetuning [26] . The second one was by using the target speech parameters that consisted of oversmoothed mel-cepstrum features obtained using either the ConcatRNN or the proposed CycleRNN. Hence, in the proposed fine-tuning approach, there was a total of eight fine-tuned WaveNet models, i.e., for all four source-target speaker pairs and for both the ConcatRNN and CycleRNN. The performance of the spectral mapping models and WaveNet fine-tuning approach were evaluated both objectively and subjectively using the converted speech waveform samples.
B. OBJECTIVE EVALUATION
In the objective evaluation, we assessed the performance of the spectral mapping models by computing the mel-cepstral distortion (MCD) [4] and the log of global variance distance (LGD). To compute the MCD, the following formula was used:
whereŷ t (d) and y t (d) respectively denote the dth dimension of the converted mel-cepstrum and that of the natural mel-cepstrum at frame t. To compute the LGD, the following formula was used:
where GV(ŷ(d)) and GV(y(d)) respectively denote the global variance (GV) of the dth dimension of the converted mel-cepstrum and that of the natural mel-cepstrum. The GV [4] was computed as follows:
where y n (d) denotes the mean value of the dth mel-cepstrum parameter of the nth utterance and the total number of utterances is denoted as N .
We computed the MCD and LGD of both the reconstructed target spectral features in the training set (Trc) and the converted source-to-target spectral features in the validation set (Vcv). The reasons for computing these values were twofold: to measure the model accuracy in converting source spectral features into target spectral features (Vcv) and to monitor the difference between the converted spectral features and the reconstructed target spectral features (Trc), where the latter have the same temporal alignment as the target speech and are used for WaveNet fine-tuning. Namely, we must ensure that the WaveNet model is not fed with overly accurate or inaccurate features in the fine-tuning phase while still maintaining the conversion accuracy, which is important in the conversion phase. The models that were compared were the conventional RNN-based spectral mapping with a concatenated flow to obtain oversmoothed target spectral features (CatRNN) and the proposed cyclic RNN-based spectral model with three different cyclic weights: 1 (CycRNN1), 10 −3 (CycRNN3), and 10 −6 (CycRNN6).
The obtained values of MCD and LGD are respectively given in Tables 1 and 2 . On the one hand, these results show that there are no large differences in the converted validation set (Vcv) among the four spectral models, although (Trc) and converted source-to-target spectral features in validation set (Vcv). Reconstructed target spectral features were used for the WaveNet fine-tuning, which were estimated either using concatenated target-to-source and source-to-target mappings (CatRNN) or using the proposed CycleRNN models with three different weights for the cyclic loss, i.e., 1 (CycRNN0), 0.001 (CycRNN3), and 0.000001 (CycRNN6).
TABLE 2.
Log-GV distortion (LGD) of reconstructed target spectral features in training set (Trc) and converted source-to-target spectral features in validation set (Vcv). Reconstructed target spectral features were used for the WaveNet fine-tuning, which were estimated either using concatenated target-to-source and source-to-target mappings (CatRNN) or using the proposed CycleRNN models with three different weights for the cyclic loss, i.e., 1 (CycRNN0), 0.001 (CycRNN3), and 0.000001 (CycRNN6). Table 1 .
CycRNN6 gives the lowest MCD, whereas CycRNN0 gives the lowest LGD. On the other hand, there are noticeable differences in both the MCD and LGD values for the reconstructed target in the training set (Trc) among the four spectral models. CycRNN0 gives the highest accuracy (lowest MCD) and the highest trajectory variance (least oversmoothed/lowest LGD) amoung the four models. When the cyclic weight is decreased to 10 −3 (CycRNN3) and 10 −6 (CycRNN6), lower accuracy and increased oversmoothing can be seen for the Trc features. The lowest accuracy and the most oversmoothed Trc were obtained with CatRNN, which is reasonable because Trc is not directly optimized in the CatRNN spectral model. Although it seems that CycRNN0, i.e., with a cyclic weighting value of 1, gives the best values, what is actually required is a balanced performance between Vcv and Trc. That is, we need reasonably small differences between the MCD and LGD values for these two features. TABLE 4. Absolute measurement difference between log-GV distortion (LGD) (|LGD(Vcv) − LGD(Trc)|) of converted source-to-target spectral features in validation data (Vcv) and reconstructed target spectral features in training data (Trc). The corresponding error values are given in Table 2 .
Therefore, to emphasize the reason for carrying out the objective evaluation, we simply computed the absolute difference between the MCD values of Vcv and Trc and between the LGD values of Vcv and Trc. Although these values are already implied within Tables 1 and 2, to make them directly visible, the absolute differences are respectively given in Tables 3 and 4 . The results show that CatRNN gives the lowest absolute difference between the MCD of Vcv and Trc. This means that considering that the conversion performance (Vcv accuracy) is not particularly different among the four spectral models, CatRNN might provide the oversmoothed target (Trc) closest to the converted features for the WaveNet fine-tuning. However, this condition may have the disadvantage of overly poorly reconstructed features, resulting in an overestimation in the WaveNet finetuning procedure. If this assumption holds, it means that the absolute MCD difference between Vcv and Trc should not be too small if Vcv is not particularly accurate (which is true in this case). That is, CycRNN3 and CycRNN6 might give a better reconstructed target (Trc) owing to their intermediate absolute difference values. On the other hand, the absolute differences between the LGD values of Vcv and Trc show that CycRNN6 gives the smallest difference between the converted and reconstructed spectra in the oversmoothness measurement. The latter result might allow CycRNN6 to provide a balanced performance in spectral modeling that considers both the WaveNet fine-tuning phase and the conversion phase. On the other hand, it can be clearly seen that CycRNN0 gives the largest absolute difference for both MCD and LGD among the four models. This analysis of the results of the objective evaluation supports the results of the perceptual evaluation given in the next subsection.
C. SUBJECTIVE EVALUATION
In the subjective evaluation, we conducted a mean opinion score (MOS) test to evaluate the naturalness of the converted speech waveforms and a speaker similarity test to evaluate the accuracy of the converted speech with respect to the natural target speech. Seven different systems were employed to generate the converted speech waveforms: direct waveform modification using the spectrum differential [6] and GV [4] postfilter (DiffGV), which was similar to the baseline of VCC 2018 [46] ; WaveNet-based generation with plain converted spectra (WN-NoGV); WaveNet-based generation with postprocessed converted spectral features using VOLUME 7, 2019 TABLE 5. Mean opinion score (MOS) for naturalness (1 to 5 scale) using conventional DiffGV waveform generation, conventional WaveNet (WN), and proposed WaveNet fine-tuning (WNFT). WN-NoGV denotes the use of plain converted spectral features. WN-DiffGV denotes the use of spectral features postprocessed with the DiffGV-based method. WNFT models were fine-tuned with either concatenated RNN (Cat) or the proposed CycleRNN (Cyc). The weight of the cyclic loss in CycleRNN was 1 (0), 0.001 (3), or 0.000001 (6) . NoGV spectral features were used for WNFT models. S-Gender and X-Gender denote same-gender and cross-gender conversions, respectively. ± denotes the 95% confidence interval.
[·] denotes a system with a statistically significantly lower score than the highest score in each conversion category. TABLE 6. Mean opinion score (MOS) of naturalness (1 to 5 scale) for natural waveform samples of source and target speakers. In the evaluation, the original waveforms were mixed with the converted waveforms, where the MOS values for the converted waveforms are given in Table 5 .
the DiffGV-based method (WN-DiffGV) [28] , which was our VC system in VCC 2018; WaveNet fine-tuned (WNFT) with oversmoothed target spectral features estimated using concatenated RNN mappings (WNFT-Cat) [28] ; and the WNFT-based model with the proposed CycleRNN framework using weights of cyclic loss of 1 (WNFT-Cyc0), 10 −3 (WNFT-Cyc3), and 10 −6 (WNFT-Cyc6). The converted speech waveforms were generated from the conversion of four speaker pairs: source female and target female (SF1-TF1), source male and target male (SM1-TM1), source female and target male (SF1-TM1), and source male and target female (SM1-TF1). This resulted in a total of 28 different combinations of systems and speaker pairs. Note that in the DiffGV-based waveform generation, for cross-gender conversions, i.e., SF1-TM1 and SM1-TF1, the vocoderbased excitation was used, whereas waveform generation for same-gender conversions was vocoder-free. Also, for WN-NoGV and WN-DiffGV, the multispeaker WaveNet model was fine-tuned with the natural spectral parameters of the corresponding target speaker.
In the MOS test, each listener was given one audio stimulus at a time then was asked to score its naturalness using the Likert scale, i.e., 1: completely unnatural, 2: mostly unnatural, 3: equally natural and unnatural, 4: mostly natural, and 5: completely natural. On the other hand, in the speaker similarity test, each listener was given a pair of audio stimuli then was asked to judge whether they were produced by the same speaker. The similarity decision was based on two main scores, i.e., ''same'' or ''different'', with two confidence measures, i.e., ''sure'' or ''not sure''. The number of distinct test utterances per combination of systems and speaker pair in the MOS test was four, whereas in the similarity test it was three, which were randomly selected for each listener from a test set consisting of 35 utterances. The number of listeners was 10. We also included natural speech waveforms in both the MOS and similarity tests with the same number of distinct utterances per speaker in each corresponding test. This configuration gave a total of 128 audio samples to be evaluated in the MOS test and 102 audio samples to be evaluated in the similarity test for each listener. To summarize the results of the MOS test, we computed the average value in each conversion pair/category, the 95% confidence interval of the sample average, and the p-value using the Mann-Whitney U test [47] with α < 0.05 (two-tailed) to infer the statistical significance of the best system in each conversion pair/category. To summarize the similarity test, we computed the total similarity score by summing the ''same_sure'' and the ''same_not sure'' decisions. Similarly, the statistical inference of the best system in each conversion pair/category was computed using the Mann-Whitney U test with α < 0.05 (two-tailed).
The results of the MOS test are given in Tables 5 and 6 for the converted and natural speech waveforms, respectively. The results show that the WaveNet model fine-tuned with oversmoothed features generated through the proposed CycleRNN spectral model with a weight of cyclic loss of 10 −6 (WNFT-Cyc6) yields a statistically significantly higher score than the other conversion categories. From the conversion pairs/categories, it can be observed that the proposed WNFT-Cyc6 system always yields better and more consistent performances, usually having a significant difference, than the other systems, especially compared with the conventional WaveNet model fine-tuned with natural features (WN-NoGV and WN-DiffGV) and DiffGV systems. WaveNet fine-tuned with oversmoothed features from concatenated spectral mappings (WNFT-Cat) also gives reasonable naturalness performance, as can be predicted from the objective measurements, and more consistent results than WNFT-Cyc0, with similar performance to WNFT-Cyc3 but usually lower performance than WNFT-Cyc6. Note that for TABLE 7. Results of speaker similarity score (%) aggregated from ''same_sure'' and ''same_not sure'' decisions using conventional DiffGV waveform generation, conventional WaveNet (WN), and proposed WaveNet fine-tuning (WNFT). WN-NoGV denotes the use of plain converted spectral features. WN-DiffGV denotes the use of postprocessed spectral features with the DiffGV-based method. WNFT models were fine-tuned with either concatenated RNN (Cat) or the proposed CycleRNN (Cyc). The weight of the cyclic loss in CycleRNN was 1 (0), 0.001 (3), or 0.000001 (6) . NoGV spectral features were used for WNFT models. S-Gender and X-Gender denote same-gender and cross-gender conversions, respectively. [·] denotes a system with a statistically significantly lower score than the highest score in each conversion category.
TABLE 8.
Speaker similarity scores (%) for original waveform samples with respect to each of the target speakers TF1 and TM1. In the evaluation, these pairs were mixed with the pairs using converted audios, where the similarity scores for the converted audios are given in Table 7 .
DiffGV-based waveform generation, because of the elimination of vocoder-based excitation in the same-gender conversions, we observed much better naturalness performance than that for cross-gender conversions. The proposed WNFT-Cyc6 also shows strong cross-gender conversion performance, especially for male-to-female conversion, compared with the other systems. In short, the results show significantly improved naturalness of the converted speech waveforms for the proposed WaveNet fine-tuning using the CycleRNN-based spectral mapping with balanced spectral mapping accuracy, i.e., with a cyclic weight of 10 −6 in this paper.
The results of the similarity tests for the converted and natural speech waveforms are given in Tables 7 and 8 , respectively. Similarly to the naturalness performance obtained from the MOS test, the proposed WNFT-Cyc6 system gives higher performance for all conversion categories, mostly with statistical significance, than the other systems. This particularly applies when it is compared with the conventional WaveNet fine-tuning with natural target features (WN-NoGV and WN-DiffGV) as well as the DiffGV-based waveform generation. Note that owing to the excitation of the original waveform, DiffGV gives the worst similarity performance, even though it gives quite high naturalness for same-gender conversions. These speaker similarity test results also have a similar tendency when comparing the results for different weights of cyclic loss, i.e., 1 (WNFT-Cyc0), 10 −3 (WNFT-Cyc3), and 10 −6 (WNFT-Cyc6), where WNFT-Cyc6 yields the best and most consistent performance, followed by WNFT-Cyc3 then WNFT-Cyc0. The importance of tuning the weight of the cyclic loss is again emphasized by the similarity performance for the latter two weights, where the WaveNet model fine-tuned with oversmoothed features from concatenated mappings (WNFT-Cat) yields a better and more consistent performance than WNFT-Cyc0. The WNFT-Cat system indeed gives a reasonable performance compared with the proposed WNFT-Cyc6, even though its overall similarity scores are still inferior to those of the WNFT-Cyc6. Moreover, only the proposed WNFT-Cyc6 gives an accuracy consistently higher than 70% for both same-gender and cross-gender conversion from all speaker pairs, which indicates the effectiveness of the proposed method in improving the speaker conversion accuracy of converted speech waveforms. All audio samples are available at http://bit.ly/2RkLmXC.
VI. DISCUSSION
We carried out thorough objective and subjective experiments to assess our proposed CycleRNN spectral modeling in performing WaveNet fine-tuning in a VC framework. A correlation was observed between the objective measurements of the accuracy and variance of the spectral trajectory and the subjective perceptual results. The proposed CycleRNN with a cyclic loss weight of 10 −6 (CycRNN6) gives the most balanced values of MCD and LGD, as shown in Section V-B. It also gives the best overall perceptual performance in terms of both naturalness and speaker conversion accuracy, as shown in Section V-C, followed by the concatenated RNN mappings (CatRNN), CycleRNN with a cyclic loss weight of 10 −3 CycRNN3), and CycleRNN with a cyclic loss weight of 1 (CycRNN0). These results demonstrate the importance of monitoring objective measurements while developing a spectral mapping model in this framework because we do not use the same spectral features in WaveNet fine-tuning and in the conversion phase. Furthermore, it would be interesting to determine how well the proposed CycleRNN framework performs with the use of smaller cyclic loss weights, such as 10 −7 and 10 −8 . These two values are at the lower limit in our experimental configuration because with a cyclic loss weight of 10 −9 and smaller, the cyclic loss does not converge to reasonable values.
Another factor that we believe to be at least as important as the spectral modeling is the WaveNet fine-tuning phase. In this procedure, owing to the limited amount of training data of the target speaker in our experiments, we have to handle the overfitting condition with care. This problem is overcome by using dropout connections with suitable locations for WaveNet modeling. Furthermore, the use of convolutional layers to capture contextual frames of input features is also important to improve the generated waveform. The monitoring of WaveNet loss, i.e., binary crossentropy, is crucial in determining the training duration. Thus, we highly recommend the use of separate development and evaluation sets to monitor the fine-tuning procedure. Finally, we believe that our proposed technique can be easily extended to various other neural waveform generators. Although the use of more data can greatly alleviate the overfitting problem, we believe that our achievements realized by using a limited amount of data will generally be beneficial for other researchers.
VII. CONCLUSION
In this paper, we have presented a novel parallel voice conversion (VC) framework based on the cyclic structure of a recurrent neural network (CycleRNN) and a finely tuned WaveNet vocoder. The proposed CycleRNN spectral mapping model utilizes multiple losses (multitask learning model), which are the conversion (source-to-target) loss and cyclic (reconstructed target) loss. The CycleRNN architecture consists of two concatenated RNN modules where the reconstructed target spectral features are obtained by feeding the original target spectral to the first RNN then the second RNN. In contrast, in the conversion the input source features are fed to the second RNN module to obtain the converted source-totarget features. Different from the simple concatenated spectral mapping flow with the RNN (CatRNN), where two mapping modules are separately trained, i.e., target-to-source and source-to-target, in the proposed CycleRNN, we can ensure the synchronization of the reconstructed target and the converted features owing to the use of the corresponding losses. In experiments, it has been demonstrated that the proposed CycleRNN model with a weight of the cyclic loss of 10 −6 (CycRNN6) gives statistically significantly better overall naturalness and conversion accuracy than the conventional direct waveform modification with global variance (DiffGV) waveform generation, the conventional WaveNet fine-tuning with natural target spectral features, CycleRNN with cyclic loss weights of 1 and 10 −3 , and CatRNN. The experimental results also demonstrate the importance of both tuning the cyclic loss weight and monitoring with objective measurements while developing the statistical model, which in our experiments were in agreement with the subjective perceptual results. In future work, we will extend the proposed concept to other neural waveform generators and to nonparallel VC.
