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Abstract6
This paper describes, for the first time, the construction of equilib-7
rium configurations for smectic A liquid crystals subjected to nonuni-8
form physical boundary conditions, with two-dimensional dependence9
on the director and layer normal, and a nonlinear layer function.10
Euler-Lagrange equations are constructed that describe key properties11
of liquid crystals confined between two boundaries exhibiting spatial12
imperfections. The results of the model are shown to be consistent13
with previous published findings in simple domains while novel re-14
sults are obtained on how the structure of the liquid crystals changes15
in response to boundary perturbations. Domain sizes are considered16
representing those currently used in applications while predictions in17
smaller domains at the limit of current technologies are also made. In18
1
particular, it is shown that the curvature along a boundary impact-19
s on the liquid crystal’s structure distant from the boundary feature20
and therefore previously developed mathematical models, that essen-21
tially reduced the problem to a single spatial dimension, cannot be22
used in such circumstances. Consequences for practical applications23
are briefly discussed.24
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1 Introduction28
Liquid crystals are anisotropic fluids, first discovered in the 19th century by29
the Austrian botanist Friedrich Reinitzer [58, 59]. Most liquid crystals are30
organic substances that can be induced to exhibit liquid crystal phases by31
changing either the temperature (thermotropic) or the concentration in a32
solvent (lyotropic). The most common type of molecule that forms a liquid33
crystal is an elongated rod-shaped molecule; that is, where one molecular34
axis is much longer than the other two. This axis is known as the anisotropic35
axis.36
Liquid crystals are classified according to their molecular structure and37
organisation. For example, the nematic phase, where the molecules have no38
specific positional order but exhibit a common directional alignment known39
as the director (usually denoted by the unit vector n) [66, p. 14], has received40
significant mathematical treatment [41, 70, 38, 39, 27, 66, 37, 49, 50, 52, 53,41
51, 32, 8, 6, 7, 57, 78, 24]. However, the smectic phase, where the molecules42
display both positional and orientational order, has received considerably less43
attention. Specifically, smectic liquid crystals are layered structures with a44
well-defined interlayer distance, which is in the range 20 − 80 A˚[66, p. 6].45
These layers may be described by a scalar function Φ that can be used to46
investigate layer undulations [64, 65, 68, 67, 74, 76, 22, 43, 42, 69, 73, 71, 72,47
75] and is often assumed to be of the form Φ(x, y, z, t) = x+ u(x, y, z, t) (or48
Φ(x, y, z, t) = z + u(x, y, z, t) depending on the layer orientation), where u49
denotes layer undulations. However, this ansatz does not accurately describe50
the underlying features of the smectic layers. Moreover, while there are a51
number of smectic phases [20, p. 45], this article will focus exclusively on52
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smectic A, the first discovered and most common of the smectic phases [19,53
p.6].54
It was previously believed that when the smectic A phase arose in equi-55
librium the molecules were aligned in parallel and equidistant layers and56
where each layer was perpendicular to the director (Fig. 1(a)). Mathe-57
matically, this was represented by assuming the layer normal, denoted by58
a = ∇Φ/|∇Φ| [27, 66, 68], was identical to the director n. However, as59
hypothesized by de Gennes [27] and later demonstrated by Elston [35], the60
layer normal and the director can decouple when surface pretilt is applied.61
Furthermore, Auernhammer et al. [9, 10, 11], Soddemann et al. [62], and62
Stewart and Stewart [69] indicated that samples of smectic A under simple63
shear may exhibit a decoupling between the director n and the unit layer64
normal a.65
Figure 1: Planar alignment of smectic A liquid crystals; (a) in equilibrium,
where the director n is parallel to the smectic layer normal a, (b) where the
director n does not necessarily coincide with the layer normal a and each are
at angles θ(x, z) and δ(x, z) respectively to the horizontal.
In order to model this, and other phenomena, Stewart developed a dy-66
namic theory, and a free energy density function, for smectic A liquid crystals67
[68]. This theory was developed to allow for occurrences in which the director68
n and the unit layer normal a do not always necessarily coincide. The theory69
was based in part upon many of the ideas that were used in the formulation70
of dynamics for nematics by Ericksen [36, 37] and Leslie [49, 50, 51] and the71
dynamics for smectic A by Martin et al. [54], de Gennes [25, 26], Ahmadi [4]72
and E [34].73
Stewart studied “bookshelf”-aligned smectic A liquid crystals (so-called74
due to the similarities between the orientation of molecules in adjacent layers75
in Fig. 1(a) and the spines of books when arranged on bookshelves) with sur-76
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face pretilt akin to the experimental work of Elston, and assumed that the77
orientation of the smectic layers, and the director, was solely dependent on78
the in-plane spatial variable (i.e. z in Fig. 1(a))[67]. When Walker considered79
the decoupling of the layer normal and the director in cylindrically layered80
smectic liquid crystals [71], he illustrated that the orientation of the smectic81
layers and the director may indeed be dependent on both the in-plane spatial82
variable and the out-of-plane spatial variable (that is, the spatial variable that83
crosses the smectic layers). Consequently, there is a need to investigate the84
dependence on the out-of-plane spatial variable in planar samples of smec-85
tic A liquid crystals with uniform and non-uniform cell boundaries. These86
non-uniform boundaries could account for naturally occuring imperfections87
in cell boundaries, or in circumstances where the smectic layer deformations88
are used to highlight a foreign body on a cell boundary.89
This article considers a smectic A liquid crystal, arranged in a suite of90
standard and non-standard “bookshelf” geometries where the orientation of91
the director and layer normal are, and in the authors’ knowledge for the92
first time, assumed to be functions of both the in- and out-of-plane vari-93
ables while the layer function is calculated explicitly from the layer normal.94
Surface pretilt is applied on one or more boundaries, and at the boundaries95
the smectic layers are assumed to take the orientation of the physical cell96
wall. A free energy associated with this experiment is created and the cor-97
responding Euler-Lagrange equations are constructed. The Euler-Lagrange98
equations and the constraint relating the layer function to the layer normal99
are then integrated numerically. Indeed, due to the complexity of the model100
equations, this aspect is significantly more challenging than simply including101
a further spatial dimension into previous investigations. The dependence of102
the orientation of the director and the layer normal on these spatial variables103
is shown throughout the samples and the extent to which the director and104
layer normal decouple is highlighted.105
To begin, in Section 2, we provide the energy density function for the106
liquid crystal, the associated boundary conditions and construct the stan-107
dard Euler-Lagrange equations. In Section 3, a standard “bookshelf”-aligned108
smectic A liquid crystal is investigated, where the angles describing the di-109
rection of the director and layer normal are assumed to be functions of both110
spatial variables. The results are consistent with those of Elston [35] and111
Stewart [67], validating the solution method developed. Then, in Sections 4112
and 5, we investigate an array of non-uniform “bookshelf”-aligned smectic A113
liquid crystals. The dependence of the layer normal and the director on114
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both spatial variables is illustrated. Comments are made on the results, and115
possible future work, in Section 6.116
2 Free Energy and Minimization117
In this section, we provide the free energy density for a smectic A liquid118
crystal. We then proceed to obtain coupled partial differential equations119
that minimize the free energy density function by using the standard Euler-120
Lagrange equations. This then allows us, in the subsequent sections, to121
introduce appropriate boundary conditions and solve, numerically.122
2.1 Construction of Free Energy Density123
We consider a sample of “bookshelf”-aligned smectic A where the orientation124
of the director n and the layer normal a depend on two spatial variables x125
and z, as described in Fig. 1(b). The layer normal and director are assumed126
to make angles δ(x, z) and θ(x, z), to the horizontal in the xz-plane so that127
the unit layer normal a and unit director n are given by128
a = (cos(δ(x, z)) , 0 , sin(δ(x, z))) , (1)
n = (cos(θ(x, z)) , 0 , sin(θ(x, z))) , (2)
respectively. When δ = θ = 0, we have the usual level sets of undisturbed129
“bookshelf”-aligned smectic A, i.e. a ≡ n ≡ (1, 0, 0), as shown in Fig. 1(a).130
As is common, a scalar function Φ(x, z) is introduced, where131
a =
∇Φ(x, z)
|∇Φ(x, z)| , (3)
so that the gradient of Φ(x, z) describes the local layer structure. The layer132
normal (1), director (2) and layer function (3) are used to compose an energy133
density that describes the liquid crystal system. The energy density used by134
Stewart [68, 67], De Vita and Stewart [28], and Walker [71] will be employed135
here. This energy density is based upon the work of Auernhammer et al.136
[9, 10, 11], E [34], Ribotta and Durand [60] and Soddemann et al. [62] and137
takes the form138
w =
1
2
Ka1 (∇ · a)2+
1
2
Kn1 (∇ · n)2+
1
2
B0 (|∇Φ|+ n · a− 2)2+1
2
B1
(
1− (n · a)2) ,
(4)
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with the total bulk energy being given by139
W =
∫
V
w dV, (5)
where V is the sample volume. In the above expression Ka1 is a measure140
of the bending of the smectic layers, while Kn1 represents the elastic splay141
deformation of the director n; both Ka1 and K
n
1 are positive elastic constants142
with dimensions of force. The constant Ka1 relates to the influence of the143
orientation of the smectic layers upon the total distortion energy. The elastic144
constant Kn1 is related to K1 in the usual elastic theory connected with the145
nematic splay deformation [50, 66]. Quantitative measures of these elastic146
terms have been proposed to be of the same order of magnitude as the elastic147
constant K1 [10], which we shall adopt later. The B0 term is related to148
smectic layer compression and its coefficient is an extended version of that149
known for smectic A, based upon the results in [10, 27, 34, 47, 60], having150
dimensions of energy per unit volume (Nm−2). The fourth term is a measure151
of the strength of the coupling between a and n. The positive constant B1152
has comparable magnitude to B0 and the same dimensions. We note that in153
an equilibrium situation this contribution to the energy is minimised when154
the director and the layer normal are parallel. We also note that alternative155
energy formulations are possible; for example, the formulation proposed by de156
Vita and Stewart [29, 30] differs in the representation of the layer compression157
term. Indeed, de Vita and Stewart’s energy formulation can be treated using158
similar methods to those proposed in below. It can be seen that the main159
behaviour and characteristics of the solutions are unchanged except in certain160
key cases [5].161
From equations (1) and (3), it follows that162
Φ,x
|∇Φ| = cos(δ(x, z)), (6)
Φ,y
|∇Φ| = 0, (7)
Φ,z
|∇Φ| = sin(δ(x, z)), (8)
where the comma in a subscript indicates the partial derivative with respect163
to any following variables. From equation (7) Φ,y = 0, and while assuming164
that the layer function is continuously differentiable across the sample, and165
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Φ,x 6≡ 0 (i.e. δ 6= pi/2), we can create from (6) and (8) the partial differential166
equation167
Φ,z − Φ,x tan(δ(x, z)) = 0. (9)
This equation, and its cylindrical coordinate counterparts, was investigated168
by Walker [72, 71] where the angles that describe the orientation of the layers169
and the director were assumed to be functions of the in-plane spatial variable170
only. In those cases, the method of characteristics provided an analytical171
solution for the layer function Φ, and the free energy was minimised using172
the standard Euler-Lagrange equations. However, due to the nature of the173
nonlinear boundary conditions to be applied in this work, we retain the174
dependence of the layer normal and the director on both spatial variables.175
Consequently there is no simple analytical solution to equation (9) and hence176
we seek an alternative numerical solution.177
Using (9), and to be consistent with equation (6), |∇Φ| can be expressed178
as179
|∇Φ| = Φ,x sec δ(x, z). (10)
Consequently, using equations (1), (2), (4) and (10), we may write the non-180
linear free energy of the system to be181
w =
1
2
Ka1 (δ,z cos δ − δ,x sin δ)2 +
1
2
Kn1 (θ,z cos θ − θ,x sin θ)2
+
1
2
B0 (Φ,x sec δ + cos(θ − δ)− 2)2 + 1
2
B1 sin
2(θ − δ). (11)
We are now required to minimise this free energy function in order to consider182
the equilibrium forms of the layer normal and the director.183
2.2 Minimization of Free Energy184
The minimisation of the energy density function in equation (11) can be185
investigated by using the Euler-Lagrange equations186
∂w¯
∂θ
− ∂
∂x
(
∂w¯
∂θ,x
)
− ∂
∂z
(
∂w¯
∂θ,z
)
= 0, (12)
∂w¯
∂δ
− ∂
∂x
(
∂w¯
∂δ,x
)
− ∂
∂z
(
∂w¯
∂δ,z
)
= 0, (13)
∂w¯
∂Φ
− ∂
∂x
(
∂w¯
∂Φ,x
)
− ∂
∂z
(
∂w¯
∂Φ,z
)
= 0, (14)
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resulting in the following three coupled partial differential equations:187
0 = Kn1 (θ,z cos θ − θ,x sin θ)(−θ,z sin θ − θ,x cos θ)
− B0 sin(θ − δ)(Φ,x sec δ + cos(θ − δ)− 2) +B1 sin(θ − δ) cos(θ − δ)
+ Kn1 (sin θ(θ,z cos θ − θ,x sin θ)),x −Kn1 (cos θ(θ,z cos θ − θ,x sin θ)),z,(15)
0 = Ka1 (δ,z cos δ − δ,x sin δ)(−δ,z sin δ − δ,x cos δ)
+ B0(Φ,x sec δ + cos(θ − δ)− 2)(Φ,x sec δ tan δ + sin(θ − δ))
− B1 sin(θ − δ) cos(θ − δ) +Ka1 (sin δ(δ,z cos δ − δ,x sin δ)),x
− Ka1 (cos δ(δ,z cos δ − δ,x sin δ)),z, (16)
0 = (B0 sec δ(Φ,x sec δ + cos(θ − δ)− 2)),x. (17)
Following previous techniques [68, 71], the above Euler-Lagrange equations188
(15-17) are non-dimensionalised by introducing189
λ =
√
Kn1
B0
, κ =
Ka1
Kn1
, B =
B1
B0
, Φ¯ =
Φ
λ
, z¯ =
z
λ
, x¯ =
x
λ
, (18)
where λ is a molecular length scale [27, p.344]. The compression constant190
B0 typically takes a value of the order 10
6 Nm−2, while the elastic splay191
deformation parameter Kn1 typically takes a value of the order 10
−12 N [68,192
71]. Consequently, the molecular length scale λ is of the order of 10−9 m (10A˚)193
which is comparable to the smectic layer thickness (20− 80A˚), as stipulated194
by de Gennes [27]. In the above non-dimensionalisation, κ is a measure195
of the elastic properties of the liquid crystal, with its magnitude playing a196
particular role in the reorientation of the smectic layers in previous research,197
while the constant B is a relative measure of the layer compression constant198
and the strength of the coupling between the layer normal and the director199
and it, too, has shown significant influence in the reorientation of the smectic200
layers in previous research [68, 71]. Consistent with other investigations [67],201
it is assumed that B1 and K
a
1 take values with approximately similar orders202
of magnitude to B0 and K
n
1 respectively and hence, for the purpose of a203
thorough investigation, B and κ will accordingly take values between 10−3204
and 103.205
Consequently, the Euler-Lagrange equations (15), (16) and (17) now re-206
duce to207
0 = (θ,z¯ cos θ − θ,x¯ sin θ)(−θ,z¯ sin θ − θ,x¯ cos θ)
8
− sin(θ − δ)(Φ¯,x¯ sec δ + cos(θ − δ)− 2) +B sin(θ − δ) cos(θ − δ)
+ (sin θ(θ,z¯ cos θ − θ,z¯ sin θ)),x¯ − (cos θ(θ,z¯ cos θ − θ,x¯ sin θ)),z¯, (19)
0 = κ(δ,z¯ cos δ − δ,x¯ sin δ)(−δ,z¯ sin δ − δ,x¯ cos δ)
+ (Φ¯,x¯ sec δ + cos(θ − δ)− 2)(Φ¯,x¯ sec δ tan δ + sin(θ − δ))
− B sin(θ − δ) cos(θ − δ) + κ(sin δ(δ,z¯ cos δ − δ,x¯ sin δ)),x¯
− κ(cos δ(δ,z¯ cos δ − δ,x¯ sin δ)),z¯, (20)
0 = (Φ¯,x¯ sec δ + cos(θ − δ)− 2)),x¯. (21)
The solutions of equations (19), (20) and (21) correspond to the minimisation208
of the energy function (11). Clearly, there is no non-trivial analytical solution209
to the above equations. However, insightful numerical solutions are sought for210
a suite of problems with various applied boundary conditions in the following211
sections.212
3 Uniform Boundary Conditions213
We first reconsider the set-up investigated experimentally by Elston [35] and214
analytically by Stewart [67]. That is, “bookshelf”-aligned smectic A liquid215
crystals confined between two parallel glass plates, a distance 2d = 2d¯λ units216
apart, as described in Fig. 2. Surface pretilt of the director is applied so217
that θ(x¯,−d¯) = −θ(x¯, d¯) = θ0 and it will also be assumed that the smectic218
layers will exhibit a fixed layer tilt at the boundaries, so that δ(x¯,−d¯) =219
−δ(x¯, d¯) = δ0. Periodic conditions are applied on the fictitious x¯ = −L¯ and220
x¯ = L¯ boundaries, i.e. θ(−L¯, z¯) = θ(L¯, z¯) and δ(−L¯, z¯) = δ(L¯, z¯).221
The model equations (19) and (20) were solved numerically using COM-222
SOL Multiphysics [21], which uses the method of finite elements by con-223
structing a suitable triangular mesh over the domain. The constraint (9)224
was imposed in the numerical scheme, via COMSOL’s model builder. Post-225
solution testing showed that the magnitude of the left-hand side of (9) to not226
exceed 10−12, whilst generally falling between 10−16 and 10−14.227
Previous investigations on smectic A liquid crystal structure in a single228
spatial dimension have shown that non-zero boundary conditions induce a229
boundary layer region in which the director and layer normal attempt to230
align [71, 68, 67, 28]. In anticipation of similar effects in this higher spatial231
dimension investigation, boundary layers are incorporated into the upper232
and lower surfaces of the domains by refining the mesh on the corresponding233
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Figure 2: Planar alignment of smectic A liquid crystals in a regular rectangu-
lar domain with pretilt applied on boundaries z¯ = ±d¯ and periodic conditions
on x¯ = ±L¯ as described in the text.
boundaries. In all numerical solutions, the mesh resolution was selected so234
that further mesh refinement produced graphically indistinguishable results.235
The numerical routines utilised by COMSOL require initial values for the236
model variables to be defined from which the final solution is constructed.237
Crucially, the efficiency of the method was seen to depend upon the choice of238
these initial values. Provided the initial values satisfied the boundary condi-239
tions for θ and δ at z¯ = ±d¯, COMSOL was usually able to iterate the initial240
distributions so that these iterations converged rapidly to the final equilibri-241
um configuration. As expected, the convergence was observed to be fastest242
when the initial values were chosen to be “close” to the equilibrium solution.243
Therefore, by exploiting known results for the single spatial configuration in244
a standard “bookshelf” geometry [67], initial values of θ and δ were selected245
to be zero for z¯ ∈ [−d¯+ 1, d¯− 1] and changing linearly outwith this region to246
take the specified values at z¯ = ±d¯ and so displaying similar characteristics247
to the solutions of [67], namely steep changes in the director and layer normal248
angles close to the boundary and values close to zero elsewhere. The initial249
value of Φ was taken to be unity throughout the domain. It should be noted250
that the solutions of the above Euler-Lagrange equations correspond to local251
energy minimizers. Hence there is a risk that the numerical iterations con-252
verge on a local minimizer, but not necessarily the global energy minimizer.253
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To mitigate against this possibility, alternative initial iterates also satisfying254
the boundary conditions were considered in an attempt to obtain different255
local minimizers but in all cases the numerical iterates converged on the same256
solution.257
With the above choice of initial values and running on a desktop computer258
with an Intel Core i7 processor with 6GB of RAM, the computational times259
for the domains described in this investigation were typically between 1 and260
2 minutes.261
Typical values obtained for θ(x¯, z¯), δ(x¯, z¯) and their difference θ(x¯, z¯) −262
δ(x¯, z¯) are shown in Fig. 3 for a range of domains corresponding to 10nm×263
10nm (d¯ = L¯ = 5), 0.1µm × 0.1µm (d¯ = L¯ = 50), and 1µm × 1µm264
(d¯ = L¯ = 500), therefore representing current typical liquid crystal technolo-265
gies along with potential future scenarios [35]. While smaller domains can be266
considered from a purely mathematical perspective, from a physical perspec-267
tive the continuum approach would cease to be valid in such circumstances.268
Notice that the director angle θ(x¯, z¯) and layer normal angle δ(x¯, z¯) appear269
independent of the variable x¯ and hence their alignment depends only on the270
spatial variable z¯. Indeed, this independence was confirmed numerically in271
COMSOL since the computed values of θ,x¯(x¯, z¯) and δ,x¯(x¯, z¯) had absolute272
values less than 10−6 throughout all the domains compared to θ,z¯(x¯, z¯) and273
δ,z¯(x¯, z¯) which had maximum values of orders between 10
0 and 101. In al-274
l cases, the value of the director angle θ declined from its value θ0 at the275
boundary z¯ = −d¯ (or increased from −θ0 at z¯ = d¯) to take a value close to276
zero typically within 5-10 spatial units from the boundaries. The layer nor-277
mal angle increased from δ0 on the z¯ = −d¯ boundary (or decreased from −δ0278
on the z¯ = d¯ boundary) to take the same value as the director angle, usually279
within 2 spatial units. Thus, and as in [67], there are typically two boundary280
layers; the first where the director and layer normal mutually align, and the281
second where both simultaneously reorient to zero.282
The manner of the alignment between the director and layer normal can283
be more easily compared by considering their orientation along a single lay-284
er (i.e. a given value of x¯), thereby allowing a direct comparison with the285
studies of Elston [35] and Stewart [68]. The resultant alignment depends on286
the values of the model parameters B and κ in the same manner obtained287
by Elston [35] and Stewart [68]. Fig. 4 illustrates typical values of θ(x¯, z¯)288
and δ(x¯, z¯) along the layer x¯ = 0 where a logarithmic scale in terms of the289
distance from the z¯ = −d¯ boundary has been adopted to fully illustrate the290
convergence properties between the layer normal and director angles away291
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Figure 3: Solutions of model equations (19) and (20) for different domain
sizes with B = κ = 1 in a rectangular domain using boundary conditions as
described in text with θ0 = pi/12 and δ0 = 0. Arrows indicate the director
and layer normal vectors where appropriate.
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from a boundary where pretilt has been applied. Notice that for κ < 1, the292
layer normal angle δ increases to the director angle θ in a region close to the293
boundary while θ declines to δ in the instance of κ > 1; this behaviour is294
consistent with the definition of κ = Ka1/K
n
1 where K
a
1 and K
n
1 denote the295
desire of δ and θ, respectively, to change over a spatial interval. Addition-296
ally, as B is increased, the director and layer normal angles converge over a297
shorter spatial distance before both tend to zero away from the boundary,298
consistent with B representing the coupling between the layer normal and299
director vectors. (Note that due to the symmetry embedded in the model300
equations and imposed through the boundary conditions, similar behaviour301
is observed around the z¯ = d¯ boundary, albeit with the signs of the angles302
reversed.) Consequently, we deduce that a key prediction of those previ-303
ous investigations, namely that there are no inter-layer effects for smectic304
liquid crystals in a bookshelf geometry, is indeed valid. However, when the305
boundaries of the domain are perturbed, the “bookshelf” geometry no longer306
applies and far more complex behaviour is possible, as we now investigate.307
4 Non-Uniform Boundary Conditions308
The uniform boundary conditions investigated above demonstrated that the309
standard “bookshelf” geometry considered in previous investigations is in-310
deed a suitable approach for such domains and also that the minimisation311
approach outlined in Section 2 coupled with the numerical solution method312
provides consistent results. However, de Gennes states that “the notion of a313
perfectly flat or locally smooth surface is an ad hoc idealization” [27, P. 353]314
and hence we must take into account the possibility of undulations in the315
surfaces and surface dislocation densities. Consequently, the validity of the316
standard “bookshelf” approach requires investigation in such settings. To317
this end, we now consider a suite of smectic A samples confined between318
non-uniform boundaries, as schematically illustrated in Fig. 5. In this arti-319
cle, we have restricted our attention to non-uniform boundaries having cyclic320
perturbations, similar to that of de Gennes [27]. This allows us to consider321
the possibility of warped physical boundaries through possible manufacturing322
defects, heat distortions, or poor treatment. We investigate the effect that323
the boundaries have on the realignment of the layer normal and the director,324
and show the differences compared uniform boundary conditions.325
To isolate the effect of perturbations at the boundaries on the director326
13
Figure 4: Solutions of model equations (19) and (20) in a rectangular domain
with d¯ = L¯ = 500 and for different values of B and κ using boundary
conditions as described in text with θ0 = pi/12 and δ0 = 0 along the layer
x¯ = 0 where θ and δ are shown by the solid and dashed lines respectively.
The horizontal axes utilise a logarithmic scale of the distance from the lower
surface, i.e. z¯ + d¯.
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Figure 5: Planar alignment of smectic A liquid crystals; (a) configuration
(I) with one non-uniform boundary displaying a cyclic perturbation, (b) con-
figuration (II) with two non-uniform boundaries having cyclic perturbations
(that may be out of phase).
and layer alignments, we consider the equilibrium configurations that min-327
imize the energy function (11) in a semi-rectangular region in the xz-plane328
bounded by x¯ = −L¯ (representing the (fictitious) left side of the domain),329
x¯ = L¯ (representing the (fictitious) right side of the domain), z¯ = d¯ + f(x¯)330
(representing the top of the domain), and z¯ = −d¯ + g(x¯) (representing the331
bottom of the domain), where L¯ and d¯ are as defined in Section 3. To inves-332
tigate the effect of different types of perturbations on the layer structure at333
the upper and lower boundaries, two different configurations were considered334
(see Fig. 5):335
(I) f(x¯) = A¯ sin(pi(x¯+ L¯)/L¯), g(x¯) = 0, representing a cyclic perturbation336
on one boundary only (Fig. 5(a)),337
(II) f(x¯) = A¯ sin(npi(x¯+L¯)/L¯), g(x¯) = A¯ sin(npi(x¯+L¯)/L¯+ω), representing338
cyclic perturbations on both boundaries (Fig. 5(b)),339
where in each instance A¯ < d¯ represents the maximum magnitude of the340
perturbations, the integer n denotes the frequency of oscillations and ω the341
phase shift between boundaries in the second configuration. Periodic bound-342
ary conditions were applied to the layer normal angle δ and the director angle343
θ on the x¯ = ±L¯ boundaries as described previously, i.e. θ(−L¯, z¯) = θ(L¯, z¯)344
and δ(−L¯, z¯) = δ(L¯, z¯). Surface pretilt was applied to the upper and lower345
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boundaries through fixed boundary conditions that specified the director and346
layer normal relative to the boundary. Thus on the upper surface z¯ = d¯+f(x¯),347
the director angle θ was set to be tan−1(f ′(x¯))−θ0 and the layer normal angle348
was set to be tan−1(f ′(x¯))−δ0 for specified values of θ0 and δ0. This choice of349
boundary condition is consistent with previous studies on uniform domains350
[68, 71]. Depending on the geometry of the domain, different boundary con-351
ditions were used on the lower surface. In configuration (I) (i.e. Fig. 5(I))352
where g(x¯) = 0, both θ and δ were set to be zero on z¯ = −d¯. In config-353
uration (II), similar conditions to those applied on the upper surface were354
used on the lower boundary except the director and layer normal angles were355
reflected with respect to the boundary; specifically θ and δ were taken to be356
tan−1(g′(x¯)) + θ0 and tan−1(g′(x¯)) + δ0, respectively, again consistent with357
previous studies.358
Model equations (19) and (20) with constraint (9) were solved using the359
boundary conditions as described above using the same method developed360
in Section 3.361
4.1 Configuration (I)362
The numerical solution with B = κ = 1 for the configuration shown in363
Fig. 5(I) with the same range of values of L¯ and d¯ used previously and an364
oscillation of amplitude A¯ = 0.1d¯ is shown in Fig. 6. The boundary conditions365
applied on the lower surface (i.e. z¯ = −d¯) ensured that the director angle θ366
and the layer normal angle δ coincided and were both zero at that boundary.367
On the opposite boundary, there was a constant separation between θ and368
δ, corresponding to θ0 − δ0, and the transition between the two boundaries369
gives information on the realignment characteristics of the smectic A liquid370
crystals in irregular domains. Unlike in the uniform domain of Section 3,371
this transition depended on the variable x¯ and on the domain size, as shown372
by values of θ(x¯, z¯) and δ(x¯, z¯) along different layers (i.e. different values of373
x¯), in the different domains (Fig. 7).374
In all cases, the director and layer normal vectors aligned with each other375
a short distance away from the upper boundary where pretilt was applied.376
Whereas with the same control parameters in the uniform domain where377
there was a symmetry in how the smectic layers and the director aligned378
(Fig. 4 with κ = B = 1), the realignment processes in Configuration (I)379
displayed no such consistent symmetry for many layers. For example, along380
the layers x¯ = 0.6L¯, and to a lesser extent along x¯ = 0.2L¯, the change in381
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Figure 6: Solutions of model equations (19) and (20) in configuration (I) of
Fig. 5 B = κ = 1 and A¯ = 0.1d¯ using boundary conditions as described in
text with θ0 = pi/12 and δ0 = 0 for domain sizes as indicated.
the director angle θ was greater than the change in the layer normal angle382
δ to achieve alignment. Following their mutual alignment, both θ and δ383
approached zero at greater distances from the boundary. In the smallest do-384
main, where d¯ = L¯ = 5, this approach to zero occurred over a shorter spatial385
scale than the other domains due to the influence of the lower boundary.386
This configuration can be compared with that studied by de Gennes [27].387
de Gennes considered a smectic A in contact with an undulating glass sur-388
face, where the smectic planes stay locally tangent to the surface (and the389
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Figure 7: The director angle θ(x, z) (solid line) and layer normal angle δ(x, z)
(dashed line) are shown for numerical solutions of model equations (19)
and (20) for configuration (I) in Fig. 5 for different size domains as indi-
cated. Parameter values are B = κ = 1, A¯ = 0.1d¯ with (a) x¯ = ±L¯, (b)
x¯ = −0.6L¯, (c) x¯ = −0.2L¯, (d) x¯ = 0.2L¯ and (e) x¯ = 0.6L¯. The horizton-
al axes utilizes a logarithmic scale of the vertical distance from the upper
surface, i.e. d¯+ f(x¯)− z¯.
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molecules stay in-line with the layer normal). Assuming that the height of390
the local amplitude of the undulation takes the form α cos(kx), where α is391
assumed to be small, de Gennes stated that the thickness of the distorted392
region was given by l = 1/(k2λ), where 2pi/k is the wavelength of the un-393
dulation. The numerical results provided here do not show quite as large a394
deformation thickness as predicted by de Gennes, no doubt due to the fact395
that opposite boundary conditions are forcing a realignment sooner into the396
sample. Nevertheless, this thickness is significantly larger than the thickness397
of the distorted region which would be found under similar conditions with398
a nematic liquid crystal, which is found to be around 1/k.399
4.2 Configuration (II)400
The numerical solutions with B = κ = 1 for the configuration shown in401
Fig. 5(II) using different values of d¯ and L¯ with a single oscillation of ampli-402
tude A¯ = 0.1d¯ and with no phase shift between boundaries (i.e. n = 1, ω = 0)403
is shown in Fig. 8.404
The smaller domain d¯ = L¯ = 5 exhibits an interesting phenomenon absent405
from the larger domains; namely the existence of “bands” of molecules and406
layers taking similar orientations that connect the upper and lower surfaces.407
These “bands” essentially connect regions of the upper and lower surfaces408
with similar imposed values of θ and δ. However, in the larger domains,409
i.e. d¯, L¯ ≥ 50, these “bands” cease to exist and instead both the director410
and layer normal angles approach zero away from the boundaries; clearly411
demonstrating the influence of the boundaries within the sample, and the412
sample size itself. As before, close to the upper and lower boundaries, both θ413
and δ align with each another (Fig. 9) in a similar manner to that observed414
in Configuration (I) (cf. Fig. 7).415
Clearly these results in both configurations demonstrate that a rigid416
“bookshelf” geometry, that has been previously used throughout some math-417
ematical investigations of the structure of smectic liquid crystals, no longer418
applies when boundary distortions are involved.419
5 Investigation of non-uniform domains420
Previous studies, e.g. Stewart [68], investigated how the structure of the s-421
mectic liquid crystals arranged in a regular “bookshelf” formation depended422
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Figure 8: Solutions of model equations (19) and (20) in configuration (II) of
Fig. 5 for different domain sizes with B = κ = 1, n = 1, ω = 0 and A¯ = 0.1d¯
using boundary conditions as described in text with θ0 = pi/12 and δ0 = 0
for the domain sizes indicated. The arrows indicate the director and layer
normal vectors n and a.
on the model parameters B and κ. Here we utilize a similar approach but423
crucially significantly extend that analysis to incorporate the role of the do-424
main shape and the irregular boundaries of the forms introduced above. It425
was seen above that, except at the boundaries, the director and layer nor-426
mal mutually align themselves with the horizontal and hence the impact of427
non-uniform domains are most evident close to the boundary. Consequently,428
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Figure 9: The director angle θ(x, z) (solid line) and layer normal angle δ(x, z)
(dashed line) are shown for numerical solutions of model equations (19)
and (20) for configuration (II) in Fig. 5 for different size domains as indicated
plotted against the vertical distance from the upper surface, i.e. d¯+f(x¯)− z¯.
B = κ = n = 1, A¯ = 0.1d¯, ω = 0 for (a) x¯ = ±L¯, (b) x¯ = −0.6L¯, (c)
x¯ = −0.2L¯, (d) x¯ = 0.2L¯ and (e) x¯ = 0.6L¯.
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we henceforth focus attention on the smaller domain with d¯ = L¯ = 5 (corre-429
sponding to d = L = 10 nm) where boundary contributions across the entire430
domain are more significant.431
To quantify the overall alignment characteristics of the liquid crystal432
structure in response to the boundaries and model parameters, we introduce433
a perturbation measure that captures the discrepancy between the system434
in its lowest energy state as a result of the boundary conditions compared435
to that without any. In the absence of boundary conditions, as described436
above, the default state for the liquid crystal structure is for the director and437
layer normal angles to co-align with the positive x¯-axis, i.e. in the absence438
of boundary conditions model equations (19) and (20) will have solution439
θ(x¯, z¯) = δ(x¯, z¯) = 0 for all x¯, z¯. Consequently, any deviation from this de-440
fault state indicates the impact of boundary conditions. To quantify these441
deviations, we construct a normalized measure of the perturbations over the442
domain by introducing the integral function443
Ω(ξ) =
∫ L¯
−L¯
∫ d¯+f(x¯)
−d¯+g(x¯)
√
ξ(x¯, z¯)2 dz¯dx¯,
so that variations in the angle ξ (taken to be θ, δ and θ− δ) over the domain444
are quantified by the normalized measure445
M(ξ) =
Ω(ξ)
Ω(1)
, (22)
where Ω(1) corresponds to the area of the domain. In the configurations446
described above, trivial integration yields Ω(1) = 4d¯L¯.447
5.1 Variations in the physical parameters B and κ448
As the parameter B, representing the ratio of n and a coupling to layer449
compression, was increased beyond unity in both configurations, there were450
minimal changes in the orientation of the director angle θ but more pro-451
nounced changes in the smectic layer angle δ. However, the most significant452
change was in the difference θ − δ (Fig. 10). For B > 1, the director angle θ453
and layer normal angle δ more readily combined closer to the upper surface454
z¯ = d¯+ f(x¯) resulting in a reduction of the size of the boundary layer where455
θ and δ differed. There was no significant change in the director or layer456
normal angles as B was reduced below unity in either configuration. This is457
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Figure 10: Values of θ (with director n), δ (with layer normal a) and θ − δ
obtained from the solutions of model equations (19) and (20) for configuration
(I) in Fig. 5 where d¯ = L¯ = 5, κ = 1, A¯ = 0.5, θ0 = pi/12, δ0 = 0 and B took
values as indicated.
expected from previous studies [67, 71, 72] where it was found that for small458
values of B, i.e. B0 > B1, the director does not realign to be parallel to the459
layer normal until further into the bulk of the liquid crystal sample. This460
is related to the minimization of the coefficient of B0, i.e. the minimization461
of (|∇Φ| + n · a − 2). For large values of B, the angles defining the direc-462
tor and layer normal are forced to become closer in magnitude closer to the463
boundaries.464
Variations in the parameter κ, representing the elastic properties of the465
sample, impacted on both the director and the layer normal angles (Fig. 11).466
In configuration (I), for κ < 1, both the director and layer normal angles467
took values close to zero only in the vicinity of the lower boundary z¯ = −d¯468
due to the imposed boundary conditions whereas the pretilt applied at the469
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Figure 11: Values of θ (with director n), δ (with layer normal a) and θ − δ
obtained from the solutions of model equations (19) and (20) for configuration
(I) in Fig. 5 where d¯ = L¯ = 5, B = 1, A¯ = 0.5, θ0 = pi/12, δ0 = 0 and κ took
values as indicated.
upper boundary z¯ = d¯ + f(x¯) forced these angles to take mostly nonzero470
values elsewhere. As κ increased, both θ and δ took values closer to zero471
throughout greater regions of the domain. The difference θ− δ had a signif-472
icant dependence on κ; for small κ the layer normal and director converged473
close to the upper boundary z¯ = d¯+ f(x¯) while for κ > 1 the mutual align-474
ment arose over a greater spatial region. Again, this is somewhat expected475
from previous studies [67, 71, 72] where it was found that if κ is small, i.e.476
Kn1 > K
a
1 , then the layer angle δ increases so that the layer normal is parallel477
to the director and if κ is large, i.e. Ka1 > K
n
1 , than the layers remain fixed478
at their boundary states until the director has reoriented to be parallel to479
the layer normal, they then both reorient to the equilibrium state δ = θ = 0.480
The perturbation measure (22) captured the dependence of the angles θ481
24
and δ and their difference on variations of the parameters B and κ in both482
configurations (Fig. 12). As expected, due to the additional pretilt imposed483
on the lower boundary in configuration (II), M(θ), M(δ) and M(θ− δ) were484
greater in configuration (II) compared to configuration (I). In both configu-485
rations, variations in the parameter B had minimal impact on either M(θ)486
or M(δ). However, there was a marked reduction in M(θ− δ) as B increased487
from being less than unity to more than unity, quantifying the observations488
made in Fig. 10 concerning the mutual alignment between the layer normal489
and director. Again, this is an expected result and in line with previous re-490
search in the one-dimensional Cartesian “bookshelf” case [67], and the one-491
dimensional “cylindrical bookshelf” case [71, 72]. In both configurations,492
increases in κ marginally reduced M(θ) and M(δ) in both configurations,493
suggesting that the director and layer normal align with the horizontal more494
readily for larger values of κ. However, increases in κ coincided with an495
increase in M(θ− δ) indicating less mutual alignment between the layer nor-496
mal and directors, again quantifying the graphical observations of Fig. 11.497
Of course, an increase in κ relates to an increase in Ka1 in relation to K
n
1 ,498
meaning that the director is more free to orient than the layers. Hence we499
would expect to see a larger difference in M(θ − δ) as the director is not so500
constrained to be parallel to the layer normal.501
5.2 Variations in domain structure502
Amplitude of oscillations503
Variations in A¯, representing the amplitude of oscillations, had a significant504
impact on the alignment of the director and layer normal vectors (Fig. 13).505
While the director and layer normal angles changed as expected, their d-506
ifference θ − δ displayed an unexpected phenomenon as the amplitude A¯507
increased. Specifically, differences in the distance over which θ and δ aligned508
close to the boundary, along with the quantitative change in their relative509
alignment, emerged in different layers as A¯ changed (Fig. 14).510
The differences in the alignment characteristics between two differen-511
t layers increased with the amplitude A¯. When A¯ = 0, corresponding to512
a uniform domain, there was no difference in the relative alignment of θ513
and δ in different layers (Fig. 14(a)). However, as A¯ increased, the differ-514
ences between θ and δ depended on the layer and the differences increased515
with A¯ (Fig. 14(b,c,d)). Notice that the origin of this increased alignment516
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Figure 12: The perturbation measures M(θ) (denoted by ◦), M(δ) (denoted
by ∗) and M(θ−δ) (denoted by ) from numerical solutions of equations (19)
and (20) for (a) configuration (I) and (b) configuration (II) in Fig. 5 where
d¯ = L¯ = 5, A¯ = 0.5, n = 1, ω = pi/2, θ0 = pi/12 and δ0 = 0. Unless indicated,
B = 1 or κ = 1.
distance corresponds to a region in the domain that exhibits the greatest517
influence from boundary conditions. For illustration, consider a point in the518
domain with x¯ = −0.5L¯ a short distance r directly below the local maximum,519
i.e. (x¯, z¯) = (−0.5L¯, d¯+ f(−0.5L¯)− r) in Fig. 13. There is a significant con-520
centration of the domain’s boundary close to this point, and thus a significant521
imposed discrepancy between θ and δ, and furthermore this concentration of522
boundaries increases with A¯. Notice this boundary concentration is clearly523
less than at the point (x¯, z¯) = (0.5L¯, d¯ + f(0.5L¯) − r) in Fig. 13. Conse-524
quently, the concentration of boundaries close to a surface, and therefore the525
curvature of the boundary, appears to play an important role in the align-526
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Figure 13: Values of θ (with director n), δ (with layer normal a) and θ − δ
obtained from the solutions of model equations (19) and (20) for configuration
(I) in Fig. 5 where B = κ = 1, θ0 = pi/12, δ0 = 0 and A¯ took values as
indicated.
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Figure 14: Values of |θ − δ| along x¯ = −0.5L¯ (solid line) and x¯ = 0.5L¯
(dashed line) as a distance from the upper surface d¯ + f(x¯) obtained from
the solutions of model equations (19) and (20) for configuration (I) in Fig. 5
with d¯ = L¯ = 5 where B = κ = 1, θ0 = pi/12, δ0 = 0 and (a) A¯ = 0, (b)
A¯ = 1, (c) A¯ = 2, (d) A¯ = 3.
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Figure 15: The perturbation measures M(θ) (denoted by ◦), M(δ) (denoted
by ∗) and M(θ − δ) (denoted by ) in terms of A¯ from numerical solutions
of equations (19) and (20) for (a) configuration (I) and (b) configuration (II)
in Fig. 5 where B = κ = 1, n = 1, ω = pi/2, θ0 = pi/12 and δ0 = 0.
ment of the director and layer normal, and which may therefore explain the527
differences in the alignment properties shown in Fig. 14.528
Intriguingly, while the perturbation measures M(θ) and M(δ) increased529
with A¯ as expected due to the increased values of θ and δ imposed at the530
boundaries, there was only a relatively small increase in M(θ − δ) in either531
of the configurations (Fig. 15).532
Frequency of oscillations533
Variations in the oscillation frequencies of the surfaces in configuration (II)534
had a significant impact on the alignment of the director and layer normal535
vectors (Fig. 16). When the frequency of the oscillations on the upper and536
lower boundaries were increased, a series of “bands” were introduced connect-537
ing the upper and lower surfaces within which the director and layer normal538
angles were similar. These bands connected regions on opposite boundaries539
that had similar gradients. Consequently, the width of these bands decreased540
with the frequency of the oscillations since the gradients along the boundary541
changed over shorter spatial scales. Moreover, the differences between the542
director and layer normal angles, i.e. θ− δ, displayed interesting phenomena.543
For large oscillation frequencies there were noticeable distortion “spikes” in544
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the difference θ−δ radiating into the domain originating from the local max-545
ima on the upper surface and from the local minima on the lower surface.546
These “spikes” represent significant discrepancies between the director and547
layer normal angles not present in nearby layers and are consistent with the548
above observations concerning how the boundaries influence the alignment549
distances between the director and layer normal.550
As expected, the perturbation measure applied to both the layer normal551
and director angles increased with the oscillation frequency n but the differ-552
ence θ − δ only underwent a small increase with n (Fig. 17 (a)), suggesting553
that the total region in which the director and layer normal do not align was554
largely unaffected by n and hence the formation of the narrow “spikes” are555
partially cancelled out elsewhere.556
Phase shift in oscillations557
It was shown above that for sufficiently large frequencies of oscillations on558
the upper and lower surfaces of configuration (II), “bands” connecting simi-559
lar gradients on opposite surfaces were formed within which the director and560
layer normal angles were similar. The orientation of these bands was natu-561
rally influenced by the phase shift ω between the upper and lower surfaces562
(Fig. 18). Specifically, bands in both θ and δ arose between the closest re-563
gions on opposite surfaces that exhibited similar gradients in either a positive564
or negative direction. The edge of these bands coincided with regions where565
there was a significant discrepancy between the director and layer normal,566
as illustrated by the previously observed “spiked” structures arising in the567
θ − δ plots.568
The perturbation measure for both the director angle θ and layer normal569
angle δ changed with the phase shift ω (Fig. 17(b)). Indeed, when ω = pi,570
representing a half-cycle phase shift between upper and lower boundaries, the571
measures M(θ) and M(δ) were minimised. Notice this particular phase shift572
corresponds to a symmetry in the domain when viewed along the z¯ = 0 axis,573
due to the pretilt applied. Changes in ω did not alter M(θ − δ), indicating574
discrepancies between the director and the layer normal are local to the575
boundaries.576
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Figure 16: Values of θ (with director n), δ (with layer normal a) and θ − δ
obtained from the solutions of model equations (19) and (20) for configuration
(II) in Fig. 5 with d¯ = L¯ = 5 where B = κ = 1, A¯ = 0.5, θ0 = pi/12, δ0 = 0,
ω = 0 and n took values as indicated.
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Figure 17: The perturbation measures M(θ) (denoted by ◦), M(δ) (denoted
by ∗) andM(θ−δ) (denoted by) of equations (19) and (20) for configuration
(II) in Fig. 5 with d¯ = L¯ = 5. (a) B = κ = 1, A¯ = 0.5, ω = 0, θ0 = pi/12,
δ0 = 0 and the oscillation frequency n is varied as indicated. (b) B = κ =
n = 1, A¯ = 0.5, θ0 = pi/12, δ0 = 0 and the phase shift ω is varied as indicated.
5.3 Discussion577
A short summary of all of the investigations within this article can be found578
in Table 1. The reorientation of the molecules and the layers seems to be579
highly dependent on the size of the nondimensionalised parameter B, which580
itself is a measure of the strength of the ratio of the coupling of the director581
and the layer normal to the layer compression constant. That is, when B582
is large (i.e. when B1  B0) it would appear that the layer compression583
forces the molecules and layers to realign to be parallel to the x-axis closer584
the boundaries compared to when B is small. We also find that the size of585
the nondimensionalised parameter κ (the ratio of the layer splay constant to586
the molecule splay constant) impacts on the realignment of the director and587
layer normal; specifically realignment arises over shorter distances when κ is588
small.589
However, there does not seem to be a strong immediate requirement for590
the director and the layer normal to align parallel to the x-axis. In fact,591
the studies show that the molecules and layers seem to realign in order to592
minimize any deviation of gradients from the cell boundaries. This means593
that distortion spikes, which permeate through the sample for d¯ = L¯ = 5,594
are shown. The presence of these distortion spikes are highly dependent on595
the size of the cell boundary distortion, and the size of the cell itself, as596
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Figure 18: Values of θ (with director n), δ (with layer normal a) and θ − δ
obtained from the solutions of model equations (19) and (20) for configuration
(II) in Fig. 5 with d¯ = L¯ = 5 where B = κ = 1, A¯ = 0.5, n = 3, θ0 = pi/12,
δ0 = 0 and ω took values as indicated.
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Investigation Results
κ decreased θ, δ boundary layers increased, (θ − δ) boundary layer reduced
below unity δ increases towards θ, decrease in M(θ − δ), increase in M(θ),M(δ)
κ increased θ, δ boundary layers decreased, (θ − δ) boundary layer increased
above unity θ decreases towards δ, increase in M(θ − δ), decrease in M(θ),M(δ)
B increased Minimal changes θ, pronounced changes in δ, minimal changes to M(θ),
above unity M(δ), (θ − δ) boundary layer decreased, marked reduction in M(θ − δ)
B decreased No significant changes
below unity
Addition of non- Induced dependence of θ, δ on x¯, L¯, increased boundary layers
uniform boundary Increased M(θ),M(δ),M(θ − δ)
Increase in A¯ Increase in M(θ),M(δ), small increase in M(θ − δ)
Increase in npi/L¯ Increase in M(θ),M(δ), small increase in M(θ − δ)
Changes in ω M(θ),M(δ) minimised at ω = pi, M(θ − δ) unaffected.
Table 1: A summary of investigations.
expected. It should be noted that these distortion spikes may not necessarily597
correspond to a global energy minimization as, despite the variations used in598
the selection of the initial iterates, there is a possibility that the numerical599
iteration scheme used to investigate the Euler-Lagrange equations converged600
to a different local minimizer instead. Indeed, the existence of more than a601
single energy minimizer remains an interesting open problem.602
These results are consistent with those found in the one-dimensional603
Cartesian “bookshelf” case [67] and the one-dimensional “cylindrical book-604
shelf” case [71]. Of course, the two-dimensional “cylindrical bookshelf” case605
can now be investigated using the technique described above. It will be in-606
teresting to note how important a role the radius plays in the orientation of607
the smectic layers and molecules.608
Many more boundary structures can also now be studied. For example,609
boundaries which exhibit localised distortions, such as that which might ap-610
pear due to dust particles on the boundary, have been studied in [5] and611
will appear in future publications. Further, the challenge of considering non-612
smooth boundaries, such as those found in saw-tooth profiles or well geome-613
tries can now be considered for Smectic A materials, as they have been for614
nematics [24, 40, 23, 48]. These nematic studies and many smectic stud-615
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ies [17, 13, 56, 18] evidence the possibility of multi-stable states which is of616
particular use in bistable displays.617
As mentioned, localised boundary defects have been studied in [5], us-618
ing the energy minimisation approach given here. Smectic A defects have619
been the focus of much analytical and experimental attention, as they pose620
significant challenges to those who wish to use these materials in display621
applications [61, 55, 46, 45, 15, 63]. While non-boundary defects were not622
considered in this work, some defects within a planar, cylindrical or spherical623
sample of Smectic A could also be considered using the method introduced624
here. Of course, defects such as dislocations and disclinations cannot be con-625
sidered using this model, which assumes that layer number is constant, but626
must be considered by the application of parameter models such as those627
detailed and implemented in [12, 1, 2, 3, 15].628
6 Conclusions629
In this study, we have introduced a technique for solving the nonlinear Euler-630
Lagrange equations associated with the free energy density of a smectic A631
liquid crystal in a variety of cell designs with layer and director pretilt. For632
the first time in the literature, the layer normal and the director have been633
assumed to be functions of both the in-plane and the out-of-plane spatial634
variables whilst including a truly nonlinear layer function. We corroborated635
the results of Elston [35] and Stewart [68] for “bookshelf” aligned smectic A.636
That is, when a uniform boundary and constant surface pre-tilt is applied,637
the orientation of the smectic layers and the director is shown to be only638
dependent on the in-plane spatial variable.639
We then investigated non-uniform boundaries and showed that the cou-640
pling of the director and the layer normal is highly dependent on the bound-641
ary conditions applied, the spatial variables, and some of the physical prop-642
erties of the liquid crystal. A number of cell designs were studied, including643
sinusoidal perturbations on one boundary, in-phase sinusoidal perturbation-644
s on both boundaries, and out-of-phase sinusoidal perturbations on both645
boundaries. We found that, in all cases, the liquid crystal molecules and lay-646
ers orient to be parallel (and hence minimise the free energy of the system)647
as soon into the sample as possible, whilst not necessarily aligning parallel648
to the boundaries. Consequently, throughout the bulk of the sample, i.e.649
except at the boundaries, since the layer normal and the director align, the650
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free energy function (4) reduces to the form K(∇ · n)2 + B(|∇φ| − 1)2 and651
so is consistent with that of de Gennes [27].652
These results have immediate consequences on the use of smectic A liquid653
crystals in two physical applications, namely; display technologies, and sen-654
sors. In display applications, we see that small distortions at the cell bound-655
aries, caused by uneven plates for example, can create distortions through656
some of the smectic A sample, leading to areas of non-operability. Of course,657
smectic layer instabilities have been recorded previously [33, 31, 44, 60], as658
has the difficulty with the tilt of smectic molecules with respect to boundary659
interfaces [27, p. 403]. However, given a smectic A material where B  1,660
these distortions can be minimised. Indeed, in sensor applications, these661
distortions could be used to identify roughness of a boundary, or even the662
introduction of a foreign body. These materials, therefore, could be used as663
sensors in large public spaces to detect the release of potentially dangerous664
molecules into the atmosphere.665
Whilst this research has considered only the static equilibrium solutions666
of Smectic A confined between non-uniform boundaries, there exists a fur-667
ther myriad of investigations to be considered by including flow regimes.668
Some research exists concerning Couette and Poiseuille flow of Smectic A669
[74, 76, 14, 16] and flow past finite obstacles [77], however these have not670
allowed for nonlinear layer functions dependent on more than one spatial671
variable. Investigations of these types are paramount for investigating the672
material parameter value ranges which create instabilities, defects, and phase673
transitions, all of which which are anathema to display technologies.674
This research has also allowed for a suite of further investigations that675
include the use of different energy densities relating to similar materials (such676
as other smectics), or materials with similar free-energy constructions (such677
as bi-layer lipids).678
Finally, previous research has considered the use of weak anchoring of679
the director on cell boundaries [73] and even free boundary conditions on the680
smectic layers [28] (but with the single variable dependence assumption). It681
remains an open problem to incorporate similar ideas to the alignment of682
smectic A molecules and layers, where dependence on two spatial variables683
is allowed.684
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