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Abstract. In an interval containing the origin we study a Brownian motion returning to
zero as soon as it reaches the boundary and starting over again, which represents a model
for double knock-out barrier options in derivative markets. We determine explicitly its
transition probability, prove it is ergodic and calculate the decay rate to equilibrium. It
is shown that the process solves the martingale problem for certain asymmetric boundary
conditions and can be regarded as a diﬀusion on an eight shaped domain. In the case
the origin is situated at a rationally commensurable distance from the two endpoints of
the interval we give the complete characterization of the possibility of collapse of distinct
paths.
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11. Introduction.
Let Wx = (wx(t;!);fFtgt¸0) be a Brownian motion on R such that P(wx(0;!) = x) = 1
and two real numbers such that a < 0 < b. We wish to study the behavior of a family of
particles, indexed by their starting points x in the interval (a;b). Individually, they evolve
in the following manner. For a random duration lasting until the boundary is reached for
the ﬁrst time, the particle coincides with the Brownian motion wx(t;!). At the moment
when the boundary is reached, the particle moves instantaneously to zero, situated inside
the interval, and starts over again, describing what can be called Brownian motion with
rebirth since it continues from scratch the process killed at the boundary. Even though the
particles, with diﬀerent initial location, keep a constant distance between themselves for
random durations between boundary hits by either of them, the pattern of these distances
changes in a complex fashion and opens the question whether there is mixing, in any sense,
of the moving conﬁguration.
The problem originates from the study of the behavior of the double knock-out barrier
options in derivative markets, a special case of lookback options, characterized by the prop-
erty that the payoﬀ depends not on the value at a given time but on the path taken by
the underlying asset process fS(t)gt¸0 (according to [2]). Usually S(t) is modeled as a
geometric Brownian motion, which, if r(t) = logS(t), is equivalent to
(1.1) dr(t) = r0dt + ¾dw(t);
where w(t) is a standard Brownian motion and r0 is the growth rate of the market. The
value of the double knock-out barrier options is driven by the market dynamics according
to (1.1) until it hits one of the boundaries (or barriers) a < 0 or b > 0, when its payoﬀ is
instantaneously reset to zero. By a standard change of measure, we can reduce the problem
to the analysis of the Brownian motion with rebirth.
Our main interest is not pricing the double barrier option, which amounts to studying
Brownian motion with absorbing boundary conditions, but the long-term behavior of the
option. Its value can naturally undergo a large but ﬁnite number of cycles during any ﬁnite
time horizon. More precisely, let n 2 Z+ and a portfolio m = (m1;m2;:::;mn), such that
Pn
i=1 mi = M, containing our barrier derivatives with initial values x = (x1;x2;:::;xn) 2
(a;b)n. Assume that fzx(t;!)gx2(a;b) denotes the family of Brownian motions with rebirth
starting at each x 2 (a;b), or, equivalently, the value at later times t > 0 of a double
2knock-out barrier option with initial value x. Then, if ¹(dx) = M¡1 Pn
i=1 mi±xi is the
initial conﬁguration of the portfolio, then the process fz¹(t;!)gt¸0 deﬁned by z¹(t;!) =
M¡1 Pn
i=1 mizxi(t;!) is the (normalized) portfolio value at time t > 0. In other words,
the long-term behavior of the portfolio is reduced to the description of the processes
fzx(t;!)gx2(a;b), with emphasis on the investigation of their ergodic properties.
The particles will move in Markovian fashion, since the ﬁrst exit times from (a;b) are
stopping times. Naturally the paths will be discontinuous, because there are jumps to
zero and the stopping times are almost surely ﬁnite. Based on this view of the process
we can derive explicitly precise estimates concerning the convergence of any conﬁguration
to the unique probability measure ½(y)dy deﬁned in (2.9). This is the object of Theorem
1. It is not a coincidence that ½(y) is the Green function G(x;y) corresponding to the
Dirichlet problem for the Laplacian on (a;b), evaluated at x = 0 and normalized such that
it integrates to one (see [4] for the probabilistic interpretation of the Green function and
[3] the result in higher dimensions).
We would like to understand better the analytical properties of the model. Theorem 2
identiﬁes a martingale involving the number of hits to the boundary, in fact, a Doob-Meyer
decomposition of the Itˆ o semimartingale (2.14). The derivation is explicit and constructive.
This lays out the boundary conditions (2.15) which ﬁnally enable us to see the process as
a diﬀusion. If we would regard the motion on the compact state space [a;b], the domain
(2.15) would not be dense in C[a;b] and we wouldn’t be able to construct the inﬁnitesimal
generator of the process. The condition that continuous functions on the state space not
diﬀerentiate between the points a, b and zero says only that the topology should paste
together the three points. The state space emerges naturally as the eight shaped domain X
known in topology as the ﬁgure eight (according to [8]). Theorem 4 proves that our process
is a diﬀusion on X. Naturally, there is more than one kind of boundary conditions on this
domain. It is interesting that (2.15) seems to require a symmetric condition on a, b and
zero. However, a particle moving inside the interval (a;b) will go back and forth about the
origin while once at a or b there is no immediate return. The asymmetry is contained in
that, even though the functions in the domain are smooth up to any of the three points, it is
only at zero that the ﬁrst and second derivatives are matching, henceforth only one passage
way through zero (from 0¡ to 0+ and back) is open, whereas the other passages are one
sided like in an oriented graph or an electrical circuit. Finally, Theorem 4 sheds light on
3the issue whether paths starting at distinct points can (and if so, eventually would) meet
when b=a is rational. The case b=a irrational is proven in [3] by converting the problem into
the question of recurrence for a spatially inhomogeneous random walk.
2. The results.
We shall deﬁne inductively the increasing sequence of stopping times f¿ngn¸0, together
with the pair of adapted nondecreasing processes fNa
x(t;!)gt¸0 and fNb
x(t;!)gt¸0 and the
process fzx(t;!)gt¸0, starting at x 2 (a;b). Let ¿0 = Tx = infft : wx(t;!) = 2 (a;b)g,
while for t · ¿0 we set Na
x(t;!) = 1fag(wx(t;!)), Nb
x(t;!) = 1fbg(wx(t;!)) and zx(t;!) =
wx(t;!) ¡ aNa
x(t;!) ¡ bNb
x(t;!). By induction on n 2 Z+
(2.1) ¿n+1 = infft > ¿n : wx(t;!) ¡ aNa
x(¿n;!) ¡ bNb
x(¿n;!) = 2 (a;b)g
which enables us to deﬁne
(2.2)
Na
x(t;!) = Na
x(¿n;!) + 1fag(zx(t;!));
Nb
x(t;!) = Nb
x(¿n;!) + 1fbg(zx(t;!));
as well as
(2.3) zx(t;!) = wx(t;!) ¡ aNa
x(t;!) ¡ bNb
x(t;!)
for ¿n < t · ¿n+1. We notice that zx(t;!) = 0 for all t = ¿n. The construction is well
deﬁned due to the following result.
Proposition 1. The sequence of stopping times ¿0 < ¿1 < ::: < ¿n < ::: are ﬁnite for
all n and limn!1 ¿n = 1, both almost surely. Also, the processes Na
x(t;!) and Nb
x(t;!)
deﬁned for t ¸ 0 have the properties
(i) they are nondecreasing, piecewise constant, predictable and right-continuous
(ii) P(Na
x(t;!) < 1) = P(Nb
x(t;!) < 1) = 1.
Proof. The formula (6.7) gives the Laplace transform of the density of the ﬁrst exit time
from (a;b). The time intervals between ¿n and ¿n+1 (we include ¿¡1 = 0), for any n ¸ ¡1
are either Tx for the ﬁrst exit time or independently identically distributed as T0 for all the
rest. Since P(Tx = 0) = 0 for any x 2 (a;b) the sequence is strictly increasing. Moreover,
E[¿n] < 1 from the Laplace transform, which implies P(¿n < 1) = 1. In the same time,
if N > 0 is ﬁxed, P(limn!1 ¿n · N) · P(T1
0 + T2
0 + ::: < N) for a sequence of i.i.d.
4Ti
0 » T0. If the sum T1
0 + T2
0 + ::: is ﬁnite we must have elements in the summation
arbitrarily small, for instance Tk
0 < ², for an inﬁnite sequence of increasing ranks k. We can
ﬁnd a value ² such that P(T0 < ²) < 1. From the independence condition, we derive that
P(limn!1 ¿n · N) = 0. But flimn!1 ¿n < 1g is the union of these events when N ! 1.
The processes Na
x(t;!) and Nb
x(t;!) are clearly nondecreasing and piecewise constant. They
are right-continuous by construction (2.2) preserving the same value until the next boundary
hit. Predictability is a consequence of the fact that the ﬁrst exit times Tx are stopping
times. ¤
The law of the process fzx(t;!)gt¸0, adapted to fFtgt¸0 will be denoted by Qx and the
family of processes fQxgx2(a;b) will be denoted simply by fQg. The construction described
by equations (2.1) through (2.3) can be made deterministically for each x 2 (a;b) and any
path starting at x denoted by wx(¢) 2 C([0;1);R), resulting in a predictable mapping
(2.4) Φ(wx(¢)) = wx(t) ¡ bNb
x(t) ¡ aNa
x(t):
With this notation Φ : C([0;1);R) ! D([0;1);(a;b)) and Qx = Wx ± Φ¡1 is the law of
the process fzx(t;!)gt¸0 with values in the interval (a;b), a measure on the Skorohod space
D([0;1);(a;b)).
The Brownian motion with absorbing boundary conditions at a and b, denoted by
(wabs
x (t;!))t¸0, has inﬁnitesimal generator (see [7])
(2.5) (
1
2
d2
dx2;Dabs) Dabs = ff 2 C[a;b] : f00 2 C[a;b] ; f00(a) = f00(b) = 0g:
For t > 0, x 2 [a;b], we denote by Pabs(t;x;dy) = P(wx(t;!) 2 dy ; Tx < t). This
transition probability function is defective (it doesn’t sum up to one) since it does not
account for the endpoints a and b. However, this is suﬃcient for our purposes. If x 2 (a;b)
the transition probability has density pabs(t;x;y) with respect to the Lebesgue measure
(2.6) pabs(t;x;y) =
2
b ¡ a
1 X
k=1
exp(¡
¸2
k
2
t)sin¸k(x ¡ a)sin¸k(y ¡ a)
where ¸k = k¼=(b ¡ a) and f¡¸2
k : 1 · k · 1g are the eigenvalues of (2.5). Let Tx =
infft : wx(t;!) = 2 (a;b)g which is the same as ¿0. Then
(2.7) P(Tx > t) = P(wabs
x (t;!) 2 (a;b)) =
Z b
a
pabs(t;x;y)dy
5=
4
¼
1 X
k=1;odd
1
k
exp(¡
¸2
k
2
t)sin¸k(x ¡ a):
The probability density function of Tx is
(2.8) hx(t) =
2¼
(b ¡ a)2
1 X
k=1;odd
kexp(¡
¸2
k
2
t)sin¸k(x ¡ a):
Let ½(y) be the probability density function on [a;b] deﬁned as
(2.9) ½(y) =
8
<
:
¡ 2
(b¡a)b(y ¡ b) if y 2 [0;b]
¡ 2
(b¡a)a(y ¡ a) if y 2 [a;0]
The function is continuous on [a;b] and º(dy) = ½(y)dy is a probability measure on (a;b).
Since ½(a) = ½(b) = 0 the measure can be regarded as a probability measure on a compact
space which would not diﬀerentiate between a and b. This fact will be studied in Theorem
3. It is easy to verify that the Fourier sine series of ½(y) is
(2.10)
4(b ¡ a)
¼2ab
1 X
k=1
1
k2 sin
³ k¼a
b ¡ a
´
sin
³k¼(y ¡ a)
b ¡ a
´
which implies, from the continuity of ½(y), that ½(y) is equal to the series (2.10).
We are ready to state the results.
Theorem 1. Let P(t;x;dy) be the transition probability for the process fQxgx2(a;b). For any
t > 0 the measure P(t;x;dy) is absolutely continuous with respect to the Lebesgue measure
on (a;b) and, if Nx(t) = Na
x(t) + Na
x(t) is the total number of visits to the boundary up to
time t > 0, its probability density function p(t;x;y) is given by
(2.11) p(t;x;y) = pabs(t;x;y) +
Z t
0
pabs(t ¡ s;0;y)dE[Nx(s)]
and satisﬁes the properties:
(i) p(t;x;y) has a time-variable Laplace transform equal to
(2.12) ˆ p(®;x;y) = d pabs(®;x;y) + d pabs(®;0;y)
c hx(®)
1 ¡ c h0(®)
which is a meromorphic function with simple poles at
f0g [ f®0k2 ; 4®0k2
³
1 +
jaj
b
´2
; 4®0k2
³
1 +
b
jaj
´2
: k 2 Z+g;
where ®0 = ¡¼2(
p
2(b ¡ a))¡2,
6(ii) the residue at ® = 0 is ½(y)
(2.13) lim
t!1
sup
x;y2(a;b)
jp(t;x;y) ¡ ½(y)j = 0
and, moreover, the decay rate to the invariant measure º(dy) = ½(y)dy is given by
(iii)
limsup
t!1
1
t
log
³
sup
x;y2(a;b)
jp(t;x;y) ¡ ½(y)j
´
= ®0 :
Corollary 1. The process fQg is ergodic.
The next result characterizes Qx as the solution to a martingale problem.
Theorem 2. If f 2 ff 2 C[a;b] : f00 2 C[a;b]g, then
(2.14) f(zx(t;!))¡f(x)¡
Z t
0
1
2
f00(zx(s;!))ds¡(f(0)¡f(b))Nb
x(t;!)¡(f(0)¡f(a))Na
x(t;!)
is a Ft - martingale with respect to Qx.
Let
(2.15) D0 = ff 2 C[a;b] : f00 2 C[a;b]; f(a) = f(0) = f(b)g:
Corollary 2. If f 2 D0 then
(2.16) f(zx(t;!)) ¡ f(x) ¡
Z t
0
1
2
f00(zx(s;!))ds
is a Ft - martingale with respect to Qx.
The next theorem allows us to regard fzx(t;!)gt¸0 as a process with continuous paths on
the compact state space “ﬁgure eight”.
Let X = (0;b) [ (a;0) [ f0g with the topology T generated by the neighborhood basis
Vx;² = f(x ¡ ²;x + ²) : 8² > 0such that(x ¡ ²;x + ²) ½ (0;b) [ (a;0)g if x 6= 0
V0;² = f(¡²;0) [ (0;+²) [ (b ¡ ²;b) [ (a;a + ²) [ f0g : 8² < min(jaj;b)g if x = 0:
The space (X;T ) is a compact subspace of R2 with the usual topology.
7We deﬁne the class of functions
(2.17)
D(X) = ff 2 C(X n f0g) : lim
x!rf(j)(x) exists and is ﬁnite ;0 · j · 2; r = 0+;0¡;a;bg
where the lateral limit limx!r g(x) in the T topology is deﬁned as limx!r g(x) in the
topology inherited from R of the set (a;0) µ X for a, 0¡ and (0;b) µ X for b and 0+.
Under the inclusion mapping I : D(X) ! D0 deﬁned as D(X) 3 f ¡! I(f) 2 D0, where
I(f)(x) = f(i(x)) and i(x) = x is the identiﬁcation mapping from (a;b) to X, the domain
(2.15) is equal to
(2.18) n
f 2 D(X) : lim
x!0+
f(j)(x) = lim
x!0¡
f(j)(x) ;0 · j · 2 lim
x!0§
f(x) = lim
x!a
f(x) = lim
x!b
f(x)
o
and will be denoted by D0(X).
Theorem 3. Let c Qx = Qx ±i¡1 be the measure induced on C([0;1);X) by i : (a;b) ! X.
Then, c Qx is a diﬀusion process on X with inﬁnitesimal generator
(2.19) L = (
1
2
d2
dx2;D0(X)):
Corollary 3. The martingale problem (2.16) is well posed.
Let’s denote by Za;b = fma + nb : m;n 2 Zg the additive subgroup of R generated by
the pair (a;b). We shall say that two paths collapse if there exists a Tc < 1 such that the
paths will coincide for t ¸ Tc.
Theorem 4. Let fzx(t;!)gt¸0 and fzy(t;!)gt¸0 be two elements of the family of processes
deﬁned by fQg starting from x and y, two points in (a;b).
(i) In case x ¡ y = 2 Za;b the paths will never collapse.
(ii) In case a=b is rational there exist two integers a¤ and b¤, mutually prime, and a real
number l > 0 such that a=a¤ = b=b¤ = l. In this case Za;b = flk : a¤ · k · b¤g is ﬁnite
and if x ¡ y 2 Za;b the paths will collapse almost surely.
Corollary 4. If a=b is rational, a ﬁnite family of paths starting at points with pairwise
diﬀerences included in Za;b will collapse almost surely.
8Remark: In [3] we prove the case a=b irrational. In the same paper, Theorem 4 is extended
to a generalization of the discrete formulation of the problem on a lattice in dimension
d > 1. The question of path collapse in higher dimensions is also answered.
3. Proof of Theorem 1.
Proof. The nth boundary hitting time ¿x
n can be written as ¿x
n = Tx +T0
1 +T0
2 +:::+T0
n¡1
with independent summands where Tx is the ﬁrst hitting time of the boundary for the
standard Brownian motion starting at x and T0
i , 1 · i · n¡1 are independent identically
distributed hitting times when x = 0. The probability density functions hx
n(t) of ¿x
n can be
written as hx
n(t) = (hx ¤ (h0)¤;n¡1)(t).
For B 2 B([a;b])
(3.1) P(t;x;B) = Pabs(t;x;B) +
1 X
n=1
P(¿x
n · t < ¿x
n+1 ; wabs
0 (t ¡ ¿x
n) 2 B)
= Pabs(t;x;B) +
1 X
n=1
Z t
0
P(0 · u < T0
n ; wabs
0 (u) 2 B)
d
du
P(t ¡ ¿x
n · u)du
which leads to
(3.2) p(t;x;y) = pabs(t;x;y) +
1 X
n=1
Z t
0
pabs(u;0;y)hx
n(t ¡ u)du:
The total number of visits to the boundary Nx(s) = Na
x(s)+Nb
x(s) up to time s > 0 has
the property
P(Nx(s) ¸ n) = P(¿x
n · s) =
Z s
0
(hx ¤ (h0)¤;n¡1)(r)dr
and
E[Nx(s)] =
1 X
n=1
P(Nx(s) ¸ n) =
Z s
0
1 X
n=1
(hx ¤ (h0)¤;n¡1)(r)dr
which implies that
d
ds
E[Nx(s)] =
1 X
n=1
(hx ¤ (h0)¤;n¡1)(s):
We were able to pass to the limit in the sum P(¿x
n · s) =
R s
0 (hx ¤ (h0)¤;n¡1)(r)dr due to
the monotone convergence theorem. The increasing function s ! E[Nx(s)] is continuous
as a time integral. We can calculate the transition probability (3.2) as (2.11).
9The Laplace transform of a function g(t) is equal to ˆ g(®) =
R 1
0 e¡®tg(t)dt whenever the
integral converges. In the case of the transition probability function (3.2) the transform is
is
ˆ p(®;x;y) = d pabs(®;x;y) + d pabs(®;0;y)
\ ³ 1 X
n=1
(hx ¤ (h0)¤;n¡1)
´
(®) =
d pabs(®;x;y) + d pabs(®;0;y)
³ 1 X
n=1
c hx(®)(c h0(®))n¡1
´
:
The value of c h0(®) belongs to (0;1) for ® > 0, as shown by (3.5), which implies that ˆ p(®;x;y)
is equal to (2.12). Proposition 2 and Lemma 1 show that all functions in (2.12) are analytic
in the complex plane with the exception of simple poles on the negative real axis and
possibly at ® = 0. In the fraction c hx(®)=(1¡c h0(®)) the denominator cosh
p
2®
³
b¡a
2
´
from
equation (3.5) simpliﬁes. The remaining poles of the function are where cosh
p
2®
³
b¡a
2
´
¡
cosh
p
2®
³
¡ b+a
2
´
= 0 which gives us
f0g [ f4®0k2
³
1 +
jaj
b
´2
; 4®0k2
³
1 +
b
jaj
´2
: k 2 Z+g;
where ®0 = ¡¼2(
p
2(b¡a))¡2. Since d pabs(®;x;y) and d pabs(®;0;y) had simple poles f®0k2 :
k 2 Z+g we obtain (i) from Theorem 1.
Proposition 2 and Lemma 1 allow us to apply the inverse Laplace transform to ˆ p(®;x;y) on
the domain U as deﬁned in Proposition 2 instead of the simple vertical line of Theorem 5.
This fact together with the uniform bounds at inﬁnity obtained once again in Proposition
2 make Proposition 4 applicable and conclude the proof of (ii) and (iii) of Theorem 1. ¤
Proposition 2. Let ³0 > ¡
¸2
1
2 and Á 2 (¼
2;¼) deﬁning the domain U = U³0 ½ C containing
the positive axis above ³0, bounded by the half-lines starting from ³0 with slopes §tanÁ
whose union will be denoted by L = L(³0).
(i) If ³0 ¸ 0, the time variable Laplace transform of the transition probability function
p(t;x;y) is analytic in U and for any r 2 (0;1=2)
lim
j®j!1
sup
x;y2(a;b)
j®rˆ p(®;x;y)j = 0:
(ii) If ³0 2 (¡
¸2
1
2 ;0), the time variable Laplace transform of the transition probability
function p(t;x;y) has a simple pole at ® = 0.
10Proof. The function d pabs(®;x;y) is analytic in U.
(3.3)
d pabs(®;x;y) =
Z 1
0
e¡®tpabs(t;x;y)dt =
2
b ¡ a
1 X
k=1
2
2® + ¸2
k
sin¸k(x ¡ a)sin¸k(y ¡ a)
and
d pabs(®;x;y) =
Z 1
0
e¡®tpabs(t;x;y)dt =
2
b ¡ a
1 X
k=1
2
2® + ¸2
k
sin¸k(x ¡ a)sin¸k(y ¡ a):
The series is absolutely convergent and has a uniform upper bound
2
b ¡ a
1
sinÁ
X
k¸1
1
¸2
k
2 + ³0
suﬃcient to guarantee uniform convergence on any compact subset K of U.
Let j® ¡ ³0j ¸ M > 0.
b ¡ a
2
j®rd pabs(®;x;y)j ·
X
k¸1
j®jr
j® +
¸2
k
2 j
·
X
k ;¸k·
p
2j®j
j®jr
j® +
¸2
k
2 j
+
X
k ;¸k>
p
2j®j
j®jr
¸2
k
2 ¡ j®j
:
We notice that the estimates are uniform in x;y 2 (a;b) immediately after the ﬁrst inequal-
ity. If we write k(®) =
h
b¡a
¼
p
2j®j
i
, then the ﬁrst term is bounded above by
j®jr
j®jsinÁ
³b ¡ a
¼
p
2j®j
´
» O(j®jr¡ 1
2)
while the second is less than
2(b ¡ a)2
¼2 j®jr
1 X
k=k(®)+1
1
k2 ¡ k(®)2 =
2(b ¡ a)2
¼2 j®jr
1 X
l=1
1
l(l + 2k(®))
=
2(b ¡ a)2
¼2 j®jr 1
2k(®)
1 X
l=1
³1
l
¡
1
l + 2k(®)
´
·
(b ¡ a)2
¼2
j®jr
k(®)
³
ln(2k(®)) + c0))
where c0 is Euler’s constant. The second term is of order j®jr¡ 1
2 ln(j®j). As M ! 1 we
obtain limj®j!1 j®rd pabs(®;x;y)j = 0.
To complete the proof it is suﬃcient to show that c hx(®)=(1 ¡ c h0(®)) has a simple pole at
® = 0 and is uniformly bounded away from zero. Lemma 1 shows that c hx(®) is analytic
and bounded on U uniformly in x and ³0 if ³0 > ¡¸2
1=2. The function 1 ¡ c h0(®) does not
depend on x, is analytic on U and has a simple zero at ® = 0. To see that it is bounded
below away from zero, assume we look at U0 = U nfj®j < ¸2
1=4g. In this domain, 1¡c h0(®)
is analytic and has no zeros, while it is positive on the real axis, implying the result. ¤
11Lemma 1. The Laplace transform c hx(®) of the probability density function of the ﬁrst
boundary hitting time (2.8) is analytic on the complex plane with the exception of the simple
poles f¡
¸2
k
2 : k oddg and if ³0 > ¡¸2
1=2 and U = U³0, then it is uniformly bounded with
respect to x 2 (a;b) and its bound does not depend on ³0.
Proof. We ﬁx x 2 (a;b) and prove that c hx(®) is analytic in C n f¡
¸2
k
2 : k oddg and there
exists a constant 0 < c1 < 1, depending on x, such that c hx(®) < c1 : The Laplace transform
(2.8) is
(3.4) c hx(®) =
2¼
(b ¡ a)2
1 X
k=1;odd
k
® +
¸2
k
2
sin¸k(x ¡ a):
The series is convergent (due to Abel’s convergence criterion for series) but not absolutely
convergent. Let ° be a closed contour in U. Since the partial sums are analytic in U the
sequence of contour integrals of the partial sums is zero. To prove analyticity, it is suﬃcient
to show that the real and imaginary parts series are uniformly bounded for any ® 2 °. The
real part of the series is
2¼
(b ¡ a)2
1 X
k=1;odd
k(Re(®) +
¸2
k
2 )
(Re(®) +
¸2
k
2 )2 + (Im(®))2
sin¸k(x ¡ a)
which can be viewed as a series of the form P(k)sin¸k(x¡a) with the property that P(k)
becomes decreasing for k ¸ k(°), a rank depending only on the contour and not on any
particular ® 2 °. An analogous bound is obtained for the imaginary part. Abel’s criterion
and dominated convergence concludes the proof that the function is analytic.
The uniform bound. Due to the independent alternative derivation of (3.4) given in (6.7)
and the analyticity of the two functions (which coincide on the positive real axis)
(3.5) c hx(®) =
2¼
(b ¡ a)2
1 X
k=1;odd
k
® +
¸2
k
2
sin¸k(x ¡ a) =
cosh
p
2®
³
x ¡ b+a
2
´
cosh
p
2®
³
b¡a
2
´ :
The square root is well deﬁned on U. The function cosh(z) =
P
n
1
(2n)!z2n remains analytic
on U when we plug in the value
p
2®C, with C any real constant. This shows that the
singularities of c hx(®) are poles, and one can verify they are exactly (with multiplicity one)
f¡
¸2
k
2 g, where k is odd ( d pabs(®;x;y) has the same poles, but for all k). A simple way to
verify (3.5) is to calculate the Fourier sine series of the right term as a continuous function
of x.
12The square of the complex norm of cosh(z) is the half of cosh(2jRe(z)j) + cos(2jIm(z)j).
The ratio
¯ ¯ ¯
cosh
p
2®
³
x ¡ b+a
2
´
cosh
p
2®
³
b¡a
2
´
¯ ¯ ¯
2
·
cosh(2jRe(z)j) + cos(2jIm(z)j)
cosh(2jRe(z0)j) + cos(2jIm(z0)j)
where z =
p
2®
³
x ¡ b+a
2
´
and z0 =
p
2®
³
b¡a
2
´
. We already know that the denomina-
tor is bounded away from zero. On a vertical strip about the origin jRe(z)j · 1 the
cosh(2jRe(z)j)=cosh(2jRe(z0)j) is bounded independently of x because the whole argu-
ment jRe(z)j = j
p
2®
³
x ¡ b+a
2
´
j is uniformly bounded. On the other hand, while as
jRe(
p
2®)j ! 1 the ratio is of order O(exp(2jRe(
p
2®)j(x ¡ b+a
2 ¡ b¡a
2 )). The proof is
complete because (x ¡ b+a
2 ¡ b¡a
2 ) < 0. If we need the function to vanish at inﬁnity we
can only obtain a bound depending on x. However, if we are only interested in a uniform
bound, this is given by (x ¡ b+a
2 ¡ b¡a
2 ) · 0, which makes the numerator never larger than
two. ¤
Lemma 2. For the function F(t) = p(t;x;y) the vertical line of integration from the
inversion formula (3.10) can be replaced by the contour L deﬁned in Proposition 2 with
³0 > 0.
In this case
(3.6) p(t;x;y) =
1
2¼i
Z
L
e®tˆ p(®;x;y)d®
and, for any t > 0,
(3.7)
dn
dtnp(t;x;y) =
1
2¼i
Z
L
®ne®tˆ p(®;x;y)d®:
Proof. We consider x0 > ³0 > 0. For R > 0 we denote by LR the union of the line segments
with one endpoint at C = (³0;0) and the other at A§ = (RcotÁ+³0;§R). The horizontal
lines through A§ intersect Re(®) = x0 at B§ = (x0;§R). We have to show that
lim
R!1
h 1
2¼i
Z
A¡CA+
e®tˆ p(®;x;y)d® ¡
1
2¼i
Z
B¡B+
e®tˆ p(®;x;y)d®
i
= 0:
Since the integrand contains no singularities inside the contour A¡B¡B+A+C we only have
to show that
lim
R!1
1
2¼i
Z
A+B+
e®tˆ p(®;x;y)d® = 0
13and the analogous limit for the lower segment A¡B¡. If we denote by u the running real
parameter from RcotÁ + ³0 to x0 and we recall that ˆ p(®;x;y)j®j+r approaches zero as
® ! 1, hence is bounded by a constant M > 0, the integrand
je®tˆ p(®;x;y)j · eutj®j¡r(ˆ p(®;x;y)j®j+r) · Meut 1
Rr
therefore
¯ ¯
¯
Z
A+B+
e®tˆ p(®;x;y)d®
¯ ¯
¯ ·
M
Rr
Z x0
RcotÁ+³0
eutdu ·
M
Rr
1
t
³
ex0t ¡ e(RcotÁ+³0)t
´
:
For any t > 0 we let R ! 1 and obtain the result.
The diﬀerentiation. We have shown that
p(t;x;y) =
1
2¼i
Z
L
e®tˆ p(®;x;y)d®:
Our goal is to diﬀerentiate the left side function with respect to t an arbitrary number of
times n 2 Z+.
Z
L
e®tˆ p(®;x;y)d® = lim
R!1
nZ ³0
¡R
e(u+i(tanÁ)(u¡³0))tˆ p(u + i(tanÁ)(u ¡ ³0);x;y)du
+
Z ¡R
³0
e(u¡i(tanÁ)(u¡³0))tˆ p(u ¡ i(tanÁ)(u ¡ ³0);x;y)du
o
by parametrizing the contour with u running from ¡R to ³0. Let t 2 [t0;t1] away from zero
(t1 > 0). It is suﬃcient to have
(3.8) limsup
R!1
sup
t0·t·t1
Z ³0
¡R
ju + i(tanÁ)(u ¡ ³0)jn+2je(u+i(tanÁ)(u¡³0))tjdu < 1:
The variable ju+i(tanÁ)(u¡³0)j is bounded on u 2 [¡1;³0] so the integral will stay ﬁnite if
and only if it is ﬁnite on u 2 [¡R;¡1] when R ! 1. ju+i(tanÁ)(u¡³0)jn+2 = O(jujn+2)
and the exponential is bounded by eut0 which brings us to
limsup
R!1
Z ¡1
¡R
jujn+2eut0du ·
Γ(n + 3)
tn+3
0
:
The similar estimate for the other arm of the contour concludes the proof. ¤
Proposition 3. The residue of the Laplace transform of the transition probability function
ˆ p(®;x;y) at ® = 0 is
(3.9) lim
j®j!0
®ˆ p(®;x;y) = lim
j®j!0
h
®d pabs(®;x;y) +
³ ®c hx(®)
1 ¡ c h0(®)
´
d pabs(®;0;y)
i
= ½(y):
14where ½(y) is deﬁned in (2.9).
Proof. We recall the Fourier sine series of ½(y) given in equation (2.10).
d pabs(®;x;y) =
Z 1
0
e¡®tpabs(t;x;y)dt =
2
b ¡ a
1 X
k=1
2
2® + ¸2
k
sin¸k(x ¡ a)sin¸k(y ¡ a):
The series is uniformly convergent in ® ¸ 0 due to the absolute convergence of the harmonic
series
P
k¡2. The uniform convergence theorem for continuous functions applied to the
partial sums implies that we can commute the limit in ® and n.
lim
j®j!0
d pabs(®;x;y) =
2
b ¡ a
1 X
k=1
2
¸2
k
sin¸k(x ¡ a)sin¸k(y ¡ a) 6= 1:
We only have to show that
lim
j®j!0
®c hx(®)
1 ¡ c h0(®)
= ¡
1
ab
:
From equation (3.5) we see that, for any x 2 (a;b) c hx(®) is analytic in a neighborhood of
® = 0 and
lim
j®j!0
®c hx(®)
1 ¡ c h0(®)
= lim
j®j!0
®cosh
p
2®
³
x ¡ b+a
2
´
cosh
p
2®
³
b¡a
2
´
¡ cosh
p
2®
³
¡ b+a
2
´
= lim
j®j!0
®
cosh
p
2®
³
b¡a
2
´
¡ cosh
p
2®
³
¡ b+a
2
´
= lim
j®j!0
®
1
2(2®)
h³
b¡a
2
´2
¡
³
¡ b+a
2
´2i
+ ®2C(®)
= ¡
1
ab
where C(®) » O(1) in a neighborhood of ® = 0. ¤
We recall a result concerning the existence of the inverse Laplace transform referring to [1]
for the proof.
Theorem 5. Let F(t) be a continuous function deﬁned for t > 0 such that there exists an
x0 2 R with the property that
Z 1
0
e¡x0tjF(t)jdt < 1:
Then, the Laplace transform ˆ F(®) is analytic in the half-plane Re(®) > x0 and the following
inversion formula is valid
(3.10) F(t) = P:V
1
2¼i
Z x+i1
x¡i1
e®t ˆ F(®)d®
15where x ¸ x0 is arbitrary.
We recall that for ³ 2 R we deﬁne a domain U³ with boundary L(³) as in Proposition 2.
Proposition 4. Let ³0
1 < ³1 < ³0 < ³2 < ³0
2 and let f(®) be analytic in the domain
V = U³0
1 n U³0
2 with the exception of ® = ³0 which is a pole of order m 2 Z+ with the
principal part of the Laurent expansion about ³0 equal to
c1
(® ¡ ³0)
+ ::: +
cm
(® ¡ ³0)m :
Assume that there exist R0 > 0 and M > 0 with the property jf(®)j · M if j® ¡ ³0j ¸ R0.
Then there exists a T > 0 such that the integral (in principal value sense)
F(t) =
1
2¼i
Z
L(³2)
e®tf(®)d®
is uniformly convergent for t ¸ T and for t ! 1 we have the asymptotic expansion
(3.11) F(t) = e³0t
³
c1 +
c2
1!
t + ::: +
cm
(m ¡ 1)!
tm¡1
´
+ o(e³1t):
Proof. For R > 0 we denote by A§ the points ³1 + cotÁR + §iR on the boundary of U³1
and by B§ the points ³2 + cotÁR + §iR on the boundary of U³2 as well as C = ³1 and
D = ³2.
1
2¼i
Z
A¡B¡DB+A+CA¡
e®tf(®)d® = Res(e®tf(®))(³0) = e³0t
³
c1+
c2
1!
t+:::+
cm
(m ¡ 1)!
tm¡1
´
and the integrals along the horizontal line segments A¡B¡ and B+A+ go to zero as R ! 1
because the integration is carried out on a segment of ﬁnite length j³2 ¡ ³1j and the real
part of the exponent tends to ¡1. By deﬁnition,
lim
R!1
1
2¼i
Z
B¡DB+
e®tf(®)d®
converges to F(t) for t ¸ T. We ﬁrst want to show that
lim
R!1
1
2¼i
Z
A¡CA+
e®tf(®)d® » O(e³1t):
We can bound
¯
¯ ¯
1
2¼i
Z
A¡CA+
e®tf(®)d®
¯
¯ ¯ ·
M
2¼
Z ³1
³1+cotÁR
je(u¡itanÁ(u¡³1))tjdu
+
M
2¼
Z ³1
³1+cotÁR
je(u+itanÁ(u¡³1))tjdu ·
M
¼
Z ³1
³1+cotÁR
eutdu =
M
¼T
e³1t(1 ¡ ecotÁR)
16and notice that cotÁ < 0 implies the asymptotic expansion as R ! 1. Since ³1 2 (³0
1;³0)
is arbitrary we can see that the error bound can be improved to o(e³1t). ¤
4. Proof of Theorem 2.
Proof. We shall prove an equivalent formulation of (2.14), that is, for any f 2 C2[a;b] and
any 0 · s < t,
(4.1) f(zx(t;!)) = f(zx(s;!)) +
Z t
s
1
2
f00(zx(u;!))du +
Z t
s
f0(zx(u;!))dw0(u;!)+
(f(0) ¡ f(b))(Nb
x(t;!) ¡ Nb
x(s;!)) + (f(0) ¡ f(a))(Na
x(t;!) ¡ Na
x(s;!)):
If we denote by Nx(t;!) = Na
x(t;!) + Nb
x(t;!) the total number of boundary hits up to
time t > 0, the sequence of times when the process hits the boundary will be denoted by
f¿lgl0·l·l00, where l0 = maxfl : ¿l · sg and l00 = minfl : ¿l > tg ¡ 1, with the convention
that ¿¡1 = 0.
f(zx(t;!)) ¡ f(zx(s;!)) ¡
Z t
s
1
2
f00(zx(u;!))du
¡
h
(f(0) ¡ f(b))
³
Nb
x(t;!) ¡ Nb
x(s;!)
´
+ (f(0) ¡ f(a))
³
Na
x(t;!) ¡ Na
x(s;!)
´i
=
(4.2) = f(zx(t;!)) ¡ f(zx(¿l00;!)) ¡
Z t
¿l00
1
2
f00(zx(u;!))du
(4.3) +
l00¡1 X
l=l0+1
½h
f(zx(¿l+1;!)) ¡ f(zx(¿l;!)) ¡
Z ¿l+1
¿l
1
2
f00(zx(u;!))du
i
¡
h
(f(0) ¡ f(b))
³
Nb
x(¿l+1;!) ¡ Nb
x(¿l;!)
´
+ (f(0) ¡ f(a))
³
Na
x(¿l+1;!) ¡ Na
x(¿l;!)
´io
(4.4) +
½h
f(zx(¿l0+1;!)) ¡ f(zx(s;!)) ¡
Z ¿l0+1
s
1
2
f00(zx(u;!))du
i
¡
h
(f(0) ¡ f(b))
³
Nb
x(¿l0+1;!) ¡ Nb
x(s;!)
´
+ (f(0) ¡ f(a))
³
Na
x(¿l0+1;!) ¡ Na
x(s;!)
´io
:
We want to show that the expected value of all the terms listed above is zero. We start
with the middle terms (4.3). From construction, seen in (2.2) and (2.3), the process zx(t;!)
coincides with a Brownian motion between successive stopping times ¿l, since aNa
x(t;!) +
bNb
x(t;!) is constant on [¿l;¿l+1) for any l 2 Z+. The paths are broken at ¿l+1 and the
correction needed is exactly the quantity f(0) ¡ f(b) or f(0) ¡ f(a) respectively, which
compensates the jump of ¡b or ¡a (we recall that a < 0). More precisely, zx(¿l+1;!) = 0
17while the path wx(t;!)¡aNa
x(t;!)¡bNb
x(t;!), t 2 [¿l;¿l+1) would end with the value a or
b according to the place on the boundary where the boundary hit occurs. On the interval
[¿l;¿l+1) we can substitute zx(t;!) with the actual Brownian motion ˆ wx(t;!) = wx(t;!) ¡
aNa
x(t;!) ¡ bNb
x(t;!) all the way to ¿l+1 by adding the value (f(a) ¡ f(0))Na
x(¿l+1;!) +
(f(b) ¡ f(0))Nb
x(¿l+1;!) lost by the jump to zero. Then we can re-write the conditional
expectation of (4.3) as
E
h
f( ˆ wx(¿l+1;!)) ¡ f( ˆ wx(¿l;!)) ¡
Z ¿l+1
¿l
1
2
f00( ˆ wx(u;!))du
¯
¯ ¯Fs
i
=
E
h
E
h
f( ˆ wx(¿l+1;!)) ¡ f( ˆ wx(¿l;!)) ¡
Z ¿l+1
¿l
1
2
f00( ˆ wx(u;!))du
¯
¯ ¯F¿l
i¯
¯ ¯Fs
i
due to the towering property of the ﬁltration ¾-ﬁelds.
E
h
f( ˆ wx(¿l+1;!)) ¡ f( ˆ wx(¿l;!)) ¡
Z ¿l+1
¿l
1
2
f00( ˆ wx(u;!))du
¯
¯ ¯F¿l
i
= f( ˆ wx(¿l+1 ¡ ¿l;!)) ¡ f( ˆ wx(0;!)) ¡
Z ¿l+1¡¿l
0
1
2
f00( ˆ wx(u;!))du
by the strong Markov property. The optional sampling theorem (f and its derivatives are
smooth and bounded and we stop the Itˆ o martingale at the ﬁrst exit time T0 = ¿l+1 ¡ ¿l)
shows that the expected value is zero. The same reasoning applies to the terms (4.2) and
(4.4). If we want to go further and show (4.1) we simply write down the martingale term
Z ¿l+1
¿l
f0(zx(u;!))d ˆ w(u;!)
which is not aﬀected by a change of the function f0 at one point; this, together with the
fact that aNa
x(t;!) + bNb
x(t;!) is constant on [¿l;¿l+1) proves that
Z ¿l+1
¿l
f0(zx(u;!))d ˆ w(u;!) =
Z ¿l+1
¿l
f0(zx(u;!))dw0(u;!) a:s: :
¤
5. Proof of Theorem 3.
Proof. We follow [7] and ﬁrst prove that (1
2
d2
dx2;D0) is a closed Markov pregenerator.
(a) 1 2 D0 and L1 = 0 are obvious.
(b) D0 is dense in C(X). This is the ﬁrst point where the particular topology of X comes
into play. The domain D0 is not dense in C[a;b].
18(c) We have to prove that if f 2 D0 has a global maximum at x 2 X, then f00(x) · 0 (the
maximum principle). For interior points of X there is nothing to prove, we are essentially on
a subspace of the real line. For 0 2 X, f(x) · f(0) for any x 2 X implies that f0(0+) · 0
and f0(0¡) ¸ 0. However, f 2 D0 implies f0(0+) = f0(0¡) henceforth both are zero. Since
f 2 D0 implies the existence and continuity of f00(x) we can write the Taylor expansion
about x = 0 and conclude that f00(0) · 0. The other two limits at a and b are superﬂuous
in this reasoning; we do not need to prove anything about the nonexistent points a and b.
This is the second place where the structure of (X;T ) is essential.
(d) The operator L is closed by a standard argument. We can easily see this because a
sequence of functions ffng deﬁned on a compact X, converging at at least one point x0 2 X
with the property that their derivatives converge uniformly (that is, in the supremum norm)
to a given function g(x) will necessarily converge uniformly to a function f(x) and f(x) will
be diﬀerentiable with f0(x) = g(x). This can be applied twice and we obtain the result.
(e) The next step is to show that L is a Markov generator. We will be done as soon as
R(®I ¡ L) = C(X) for suﬃciently large positive ®. This will be true if for f 2 C(X) we
can show that, for suﬃciently large ®,
[(®I ¡ L)¡1f](x) =
Z
X
ˆ p(®;x;y)f(y)dy 2 D0 :
We ﬁrst prove that Z
X
ˆ p(®;x;y)f(y)dy 2 D0 :
and later on we identify the resolvent as stated above. We can translate this requirement
into the conditions on the closed interval [a;b]. What is needed is that for any f 2 C[a;b]
with f(a) = f(b) = f(0), the integral
g(x) =
Z
X
ˆ p(®;x;y)f(y)dy
be a function of class C2[a;b] with g(a) = g(b) = g(0).
Using (2.12) we see that
g(x) =
Z b
a
d pabs(®;x;y)f(y)dy +
c hx(®)
1 ¡ c h0(®)
Z b
a
d pabs(®;0;y)f(y)dy :
We shall prove separately that the integral
Z b
a
d pabs(®;x;y)f(y)dy
19and the function x ! c hx(®) are in C2(a;b).
Recall (5.3) and (3.5). The condition needed to diﬀerentiate under the integral are met
due to the exponential factor with negative exponent. It is easy to verify that all the
functions in the summation (5.3) as well as x ! c hx(®) satisfy the equation v00 = ¡2®v (or
®v ¡ Lv = 0), with the possible exception of
Z b
a
1
p
2®
e¡
p
2®jy¡xjf(y)dy
presenting a singularity at x = y. A way to look at it is to notice it is the Laplace transform
of the heat kernel on the real line, and consider a function f(x) identically equal to zero
outside the interval [a;b]. To avoid any technical diﬃculty, we can simply re-write it as
˜ f(x) =
1
p
2®
e¡
p
2®x
Z x
a
e
p
2®yf(y)dy +
1
p
2®
e
p
2®x
Z b
x
e¡
p
2®yf(y)dy
and diﬀerentiate with respect to x to obtain
¡e¡
p
2®x
Z x
a
e
p
2®yf(y)dy +
1
p
2®
f(x) ¡
1
p
2®
f(x) + e
p
2®x
Z b
x
e¡
p
2®yf(y)dy
= ¡e¡
p
2®x
Z x
a
e
p
2®yf(y)dy + e
p
2®x
Z b
x
e¡
p
2®yf(y)dy :
Due to the cancellation of the middle terms the derivative is diﬀerentiable without further
regularity conditions on f(x). We diﬀerentiate once more
˜ f00(x) =
p
2®e¡
p
2®x
Z x
a
e
p
2®yf(y)dy ¡ f(x) +
p
2®e
p
2®x
Z b
x
e¡
p
2®yf(y)dy ¡ f(x)
showing that ˜ f00(x) = 2® ˜ f(x) ¡ 2f(x) or ® ˜ f ¡ L ˜ f = f(x). Summing up the results and
verifying directly the limits as x ! a and x ! b to check that g(a) = g(b) = g(0), part (e)
of the proof is concluded. ¤
Lemma 3. Let q(t;x;y) = (2¼t)¡1=2 exp
³
(y¡x)2
2t
´
be the heat kernel on the real line. The
heat kernel qL(t;x;y) for the interval [0;L], L > 0, with periodic boundary conditions, can
be written as
(5.1) qL(t;x;y) =
X
n2Z
q(t;x;y + nL) =
1
L
+
2
L
1 X
k=1
exp
³
¡
1
2
³2¼k
L
´2
t
´
cos
2¼k
L
(x ¡ y):
20The transition probability pabs(t;x;y) of the Brownian motion with absorbing boundary con-
ditions at a and b, for the interval [a;b] with length 2(b ¡ a) = L is
(5.2) pabs(t;x;y) =
X
k2Z
(q(t;x ¡ a;y ¡ a + 2(b ¡ a)k) ¡ q(t;x ¡ a;¡y + a ¡ 2(b ¡ a)k)) =
1
p
2¼t
X
k2Z
h
exp
³
¡
1
2t
(y ¡ x + 2(b ¡ a)k)2
´
¡ exp
³
¡
1
2t
(y + x ¡ 2a + 2(b ¡ a)k)2
´i
and the time variable Laplace transform of (5.2) is
(5.3) d pabs(®;x;y) =
1
p
2®
(exp
³
¡
p
2®jy ¡ xj
´
¡ exp
³
¡
p
2®(y + x ¡ 2a)
´
)
+
1
p
2®
exp
³
¡
p
2®(b ¡ a)
´
sinh
p
2®(b ¡ a)
(cosh
p
2®(y ¡ x) ¡ cosh
p
2®(y + x ¡ 2a)):
Proof. Formula (5.1) can be obtained by identifying the two forms of the solution, either
as a Fourier series or as the convolution with the heat kernel on the line with the periodic
extension of an arbitrary test function Á 2 C[0;L]. The relation (5.2) can be obtained by
various methods (see [6]) or simply by computation and comparing with (2.6). The series
(5.2) is absolutely convergent uniformly in x;y for t > 0. The Laplace transform of the
heat kernel on the real line
Z 1
0
exp(¡®t)
1
p
2¼t
exp
³
¡
1
2t
(y ¡ x)2
´
dt =
1
p
2®
exp(¡
p
2®jy ¡ xj)
and the summation of a geometric series yields the formula (5.3). ¤
6. Proof of Theorem 4.
Proof. (i) The diﬀerence between the two paths zx(t;!) and zy(t;!) will stay piecewise
constant between successive hits to the boundary by either of them. If the two were to
collapse, this could only happen at zero. From (2.4) we can see that
zx(t;!) ¡ zy(t;!) = x ¡ y ¡ bNb
x(t) ¡ aNa
x(t) + bNb
y(t) + aNa
y(t)
= x ¡ y + a(Na
y(t) ¡ Na
x(t)) + b(Nb
y(t) ¡ Nb
x(t))
which proves (i).
(ii) Without loss of generality we shall assume that l = 1 and b ¸ jaj. We denote by Tc the
time of collapse of two paths zx(t;!) and zy(t;!)
(6.1) Tc = infft : zx(t;!) = 0andzy(t;!) = 0g
21with the convention that Tc = 1 if the paths never collapse.
The union of increasing sequences of a.s. ﬁnite times of hitting the boundary f¿x
ng and
f¿
y
ng corresponding to x and y from the interval (a;b) can be rearranged in increasing order;
the new increasing sequence of stopping times will be simply denoted by f¿ng. Since the
initial distance between the piecewise parallel paths is an integer x¡y < b¡a we notice that
after each time the boundary is hit the distance will change into a new value from Z. The
boundary is hit by one of the paths at a time, otherwise their distance would have already
been b ¡ a which is impossible. This implies that all hitting times can be re-arranged in
increasing order as desired. At each such hitting time, one of the paths will fall back to
zero, while the other one will be in the set Z \(a;b). It is important to recall that the two
paths can only collapse at 0, since they evolve in parallel fashion between the times ¿n. In
other words, Tc 2 f¿ngn¸0. If jx ¡ yj = jaj or jx ¡ yj = b the paths will have only two
possibilities at ¿1: 1) the paths collapse, and there is nothing to prove and 2) the distance
changes into b ¡ jaj = b + a 2 [a + 1;b ¡ 1] \ Z. Let’s denote S = fk : a + 1 · k · b ¡ 1g.
We can verify that k 2 S n f0g then both b ¡ jkj 2 S and a + jkj 2 S.
These considerations allow us to deﬁne a Markov chain Yn(!) = zr(¿n;!), where r is either
x or y in such a way that zr(¿n;!) is the point which is not situated at zero at time ¿n for
¿n < Tc and Yn(!) = 0 for ¿n ¸ Tc. The chain has transition probability
(6.2) Pk;j =
8
> > > > > > > > > > > <
> > > > > > > > > > > :
jaj¡jkj
b+jaj¡jkj if j = b ¡ jkj and k < 0
b
b+jaj¡jkj if j = a + jkj and k < 0
jaj
b+jaj¡jkj if j = b ¡ jkj and k > 0
b¡jkj
b+jaj¡jkj if j = a + jkj and k > 0
1 if j = k = 0
0 otherwise
except in case k = (b¡a)=2 and j = (b+a)=2 when Pk;j = 1. We notice that this case may
simply not make sense, for example if b and a have diﬀerent parities. The probabilities are
derived from the formulas (6.5) applied to the intervals associated to the strip determined
by the two paths. We only have to prove that Pk0(Yn = 0 : n < 1) = 1 for any initial state
k0 2 S of the Markov chain, since we know that the hitting times f¿ng are ﬁnite almost
surely.
22Let Tk be the ﬁrst hitting time of the state k and N(k) be the number of visits to the state
k with the convention that N(k) = 1 if a state is visited inﬁnitely many times. We have
to prove that Pk0(T0 < 1) = 1 for any k0.
All states except k = 0 are transient. The state k 2 S is transient if and only if Pk(Tk =
1) > 0. The transition probabilities Pkj which are not equal to zero have a common positive
lower bound 0 < Pa;b = (b+jaj)¡1 · Pkj (they are also bounded above strictly below one).
Since k = 0 is an absorbing state we have Pk(Tk = 1) ¸ P(fkreaches 0 in ﬁnite timeg).
Algorithm to reach the absorbing state k = 0 in a ﬁnite number of steps from any k 2 Snf0g.
We have assumed that 0 < jaj · b. Let q = [b=jaj] > 0.
Step 1. If k = 0 there is nothing to prove and the algorithm stops. If k 2 (a;0) we
go to Step 2. If k > 0 we can subtract jaj from k for a number q1 > 0 of times until
k ¡ q1jaj = k + q1a 2 (a;0]. This procedure can take at most q steps. To subtract jaj from
k > 0, the Markov chain fYng must go to j = a + k, according to (6.2), which occurs with
probability
b¡jkj
b+jaj¡jkj ¸ Pa;b > 0. In terms of the actual process, the lower boundary is hit
q1 times in a row.
Step 2. If k 2 (a;0] we move to b ¡ jkj = b + k which occurs with probability
jaj¡jkj
b+jaj¡jkj ¸
Pa;b > 0 according to (6.2); in terms of the actual process, the upper boundary is hit. Since
b ¡ jkj 2 (0;b ¡ 1] unless k = 0. In both cases we go to Step 1.
We want to check if the algorithm produces any repetitions of the current value k. The
outcomes are of the form mb + na + kinitial, with m;n 2 Z+. The integer m represents
the number of times we have to add b to the current value k while n =
P
qi, where i is
the number of times we subtract jaj (that is, we hit the lower boundary) from Step 1. If
two outcomes of the algorithm are equal, let’s say mb + na + kinitial = m0b + n0a + kinitial,
with the second outcome being obtained at a later iteration than the ﬁrst, we should have
(m0 ¡m)b = (n0 ¡n)jaj. Since the two numbers a and b are mutually prime, it follows that
m0 ¡ m must be a multiple of jaj, henceforth m0 ¡ m ¸ jaj. This proves that the current
value k must run through all integer values in the interval (a;0] before any repetition occurs,
which forces k to achieve the value zero in at most jaj ¢ (q + 1) iterations. This quantity
is easily bounded by 2b = 2maxfjaj;bg. This, together with the fact that all transition
probabilities in the iterations involved in the algorithm are bounded below by Pa;b and the
23fact that k = 0 is absorbing imply that Pk0(N(k) < 1) > 0 for any k 6= 0. We have shown
that all nonzero states are transient.
Let k 6= 0. We denote by Ak = fN(k) = 1g and by A = fT0 < 1g. Then
A ¶ \k6=0Ac
k = ([k6=0Ak)c
which implies that
Pk0(A) ¸ 1 ¡ Pk0([k6=0Ak) ¸ 1 ¡
X
k6=0
Pk0(Ak) = 1
due to the fact that Pk0(Ak) = 0 for all transient states (see [5]), in this case all k 2 Snf0g.
We conclude that Pk0(A) = 1. ¤
The following lemma calculates the probability that a standard Brownian motion starting
at x 2 (a;b) will reach one of the endpoints of the interval before reaching the other.
Lemma 4. Let T(a) = infft > 0 : wx(t;!) · ag, T(b) = infft > 0 : wx(t;!) ¸ bg and
Tx = minfT(a); T(b)g. Then,
(i)
(6.3) Ex[e¡®T(a)1T(a)<T(b)] =
sinh
p
2®(b ¡ x)
sinh
p
2®(b ¡ a)
;
(6.4) Ex[e¡®T(b)1T(b)<T(a)] =
sinh
p
2®(x ¡ a)
sinh
p
2®(b ¡ a)
and
(ii)
(6.5) Px(T(a) < T(b)) =
b ¡ x
b ¡ a
; Px(T(b) < T(a)) =
x ¡ a
b ¡ a
:
Proof. We shall basically follow [9] (the result exists in [6] as an exercise on page 100). The
proof of exactly what we need is not given in either book.
We deﬁne Φ(x) = Ex[e¡®T(a)1T(a)<T(b)] and prove that it solves
(6.6)
1
2Φ00(x) ¡ ®Φ(x) = 0; x 2 (a;b)
Φ(a) = 1 Φ(b) = 0:
24Naturally, Ex[e¡®Tx1T(a)<T(b)] = Ex[e¡®T(a)1T(a)<T(b)]. Assume the function Φ(x) is the
solution to (6.6). Then
e¡®tΦ(wx(t;!)) ¡ Φ(wx(0;!)) ¡
Z t
0
³
¡ ®Φ(wx(s;!)) +
1
2
Φ00(wx(s;!))
´
e¡®sds
is a fFtg martingale according to Itˆ o’s formula. Since Tx is a stopping time, we apply the
optional sampling theorem and get that
e¡®(t^Tx)Φ(wx(t^Tx;!))¡Φ(wx(0^Tx;!))¡
Z t^Tx
0
³
¡®Φ(wx(s;!))+
1
2
Φ00(wx(s;!))
´
e¡®sds
is a martingale. The integrand is zero as long as s < t ^ Tx, that is, when the process
stays in the interval (a;b). This implies that e¡®(t^Tx)Φ(wx(t^Tx;!)) is a martingale. We
notice that ® > 0 and Φ(x) is bounded (it is continuous) hence the martingale is uniformly
integrable. If we take the expected value
Ex[e¡®(t^Tx)Φ(wx(t ^ Tx;!))]
¯ ¯ ¯
t=0
=
Ex[e¡®(t^Tx)Φ(wx(t^Tx;!))1T(a)<T(b)]
¯ ¯
¯
t!1
+Ex[e¡®(t^Tx)Φ(wx(t^Tx;!))1T(b)<T(a)]
¯ ¯
¯
t!1
which means that
Φ(x) = Ex[e¡®T(a)1T(a)<T(b)]
since the second term is zero. However, (6.6) has a unique solution given by (6.3). The
analogue computation for (6.4) will prove the result. To show (6.5) we can reproduce the
proof from above with ® = 0 or calculate
lim
®!0
sinh
p
2®(b ¡ x)
sinh
p
2®(b ¡ a)
=
b ¡ x
b ¡ a
:
¤
Corollary 5. The Laplace transform c hx(®) of the ﬁrst exit time Tx from the interval (a;b)
is
(6.7) Ex[e¡®Tx] =
cosh
p
2®
³
x ¡ b+a
2
´
cosh
p
2®
³
b¡a
2
´ :
Proof. We can reproduce the proof of the preceding Lemma with Φ(x) satisfying the bound-
ary conditions Φ(a) = Φ(b) = 1 and notice that (6.7) satisﬁes the equation. The uniqueness
of the PDE concludes the proof. Alternatively, we could look at the sum of the two solutions
(6.3) and (6.4). ¤
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