In this paper, we discuss our implementation of a graphics hardware acceleration of the Vector Coherence Mapping vision processing algorithm. Using this algorithm as our test case, we discuss our optimization strategy for various vision processing operations using NVIDIA's new CUDA programming framework. We also demonstrate how flexibly and readily vision processing algorithms can be mapped onto massively parallelized GPU architecture. Our results and analysis show the GPU implementation exhibits a performance gain of more than 40-fold of speedup over state-of-art CPU implementation of VCM algorithm.
Introduction
Advances in hardware for graphics computation provide a tantalizing possibility for significant gains in computer vision processing power. There is great potential for large performance gains at far lower costs than vision computation with traditional computational architecture. To realize these gains, it is critical that software development tools be available to support computer vision implementation. It is also important to show that computer vision and image processing algorithms can be readily mapped onto the software and hardware GPU architecture.
In this paper, we address the viability of GPUs for general purpose vision processing by showing that emerging programming frameworks support efficient mapping of vision algorithms onto graphics hardware. To this end, we implemented a computation and data-intensive algorithm for motion vector extraction on various GPUs and compare the performance against a state-of-the art CPU.
In section 2, we introduce the relevant background for our project by outlining recent gains in GPU hardware and programming frameworks, discuss the use of GPUs to vision processing, and discuss the rationale for our choice of algorithm to evaluate the viability of GPUs in vision processing. In section 3, we describe our test algorithm. In section 4, we detail the implementation of the algorithm, discussing the various design and optimization choices we made. We present our results in section 5, and end with our concluding remarks in section 6.
Relevant Background

General Purpose GPU Programming
With the speed increase of conventional microprocessor stabilizing, Graphics Processing Units (GPUs) are gaining attention for their low-cost computational power with their massively parallel computing architecture. For example, the GPU in NVIDIA's 8800 GTX has 128 processing cores, each of which is a Single Instruction Multiple Data (SIMD) processor that computes a 4-component vector in one clock cycle. This GPU has a theoretical peak 520 GFLOPS capacity and costs less than $500.
GPUs are originally designed only to enhance the performance and graphics-related applications. As GPUs have become more ubiquitous and powerful, the graphics community developed programming models and tools to help people to use GPUs. Until recently, such programming frameworks have been based on graphics computational concepts -Shaders, including "Vertex Shader" and "Fragment Shader". This has proved to be challenging for the use of GPUs outside graphics rendering [6] because general computing algorithms have to be mapped to the computing of vertex transformation or pixel illumination. In addition, shader-based programming restricts random memory access for writing, which distinguishes itself from general CPU programming models. Recently, NVIDIA released the new G80 architecture, which dramatically changed vertex+fragment shader based streaming computational model. In the G80 architecture, the unified processing core can serve as either a vertex or a fragment processor depending on the specification from the application program. The unified processor can also write on-chip memory to random locations. Another major improvement of the G80 GPUs is the introduction of controllable high-speed memory shared by a block processing cores. The insertion of shared memory into GPU memory hierarchy ( Figure 1 ) enables the flexibility of avoiding memory access latency.
In order to facilitate programming on G80 GPUs, NVIDIA released the Compute Unified Device Architecture (CUDA) [5] framework to assist developers in general propose computing. CUDA provides a C programming SDK, releasing people from learning graphics programming APIs. CUDA also supports random memory writes to on-chip shared memory and global memory, which makes it follow a canonical programming model.
CUDA is a programming framework for massively parallel computing on GPUs. It manages a large number of programming threads and organizes them into a set of logic blocks. Each thread block can be mapped onto one multi-processor to complete its computational work. An efficient hardware thread management is in place to organize and synchronize threads inside a block. The CUDA programming model also supports multiple grids of computational blocks, where each grid has its only function kernel.
The new G80 architecture with the CUDA programming framework has raised general purpose GPU computing to a higher level, where researchers from many different areas can take advantage of low-cost parallel computational power of GPUs without struggling with graphics concepts. 
GPU Computation in Computer Vision
Applying GPUs to Vector Coherence Mapping (VCM)
In order to test the effectiveness of GPUs for vision processing, we selected a test algorithm to facilitate comparison across computing architectures. We chose Vector Coherence Mapping (VCM) [1, 7, 8] as our test algorithm because it is intrinsically parallel, and is constituted in three stages, each of which presents a different memory access and computational profile. We expect that the lessons learned from the implementation of VCM in GPU architecture are transferable to other vision algorithms. VCM is discussed in greater detail in the following section.
Vector Coherence Mapping
Vector Coherence Mapping (VCM) is a video motion tracking algorithm first introduced by Quek et al [1, 7, 8] , and has been applied to a wide variety of gesture analysis [9, 10, 12] . VCM is an inherently parallel algorithm that tracks sets of interest points as a spatially and temporally coherent vector fields from raw video. The uniqueness of the algorithm is that it applies fuzzy image processing techniques to enforce a series of constraints transparently within a weighted voting process. 
Here, the summation denotes pixelwise addition of the corresponding ncms, and w(|p i t , p j t |) is a weighting function based on the distance between the two points. Hence, VCM allows the normal correlation maps of neighboring interest points to influence the vector computed at each point.
By maintaining a history of vectors extracted in previous frames, VCM is able to estimate the termination point of the next vector by applying a constant acceleration assumption. This 'temporal estimate' is used to bias the vote to pick a vector that maximizes both spatial and temporal coherence of the resulting vector field.
The selection of appropriate interest points is critical to the operation of VCM. Since ncms are computed by template correlation, the observation is made that such correlations are most meaningful for patches of high spatial variance. Also, since VCM computes motion fields, the interest points selected should exhibit temporal variance across frames. Hence the interest points are computed at maxima of the "fuzzy AND" between the spatial gradient image (we use a Sobel operator to estimate this) and the temporal change image (we employ image differencing to estimate ∂ I/∂ t).
Approach and Implementation
Implementation Overview
4.1.1
Choice of CUDA GPUs are designed to enhance the performance of massively data parallel applications, such as the ones in graphics. The appropriate applications for GPUs are the ones that feature data independence between parallel computational units. Most of vision algorithms, like VCM, match this requirement.
The performance bottleneck for most GPU based data parallel algorithms is memory access, including data loading and storing. NVIDIA's G80 architecture also presents a performance sensitive memory hierarchy. Algorithm implementation has to be carefully designed to optimize memory performance.
NVIDIA's CUDA provides a simple framework to manage data-parallel programs. No code is needed for thread/process management as these are done efficiently by the GPU. CUDA also allows programmers to have very flexible control over memory access. We believe that CUDA is the right framework to implement and analyse vision algorithms on GPUs.
4.1.2
Problem Decomposition Our test algorithm, VCM is composed of three main phases: Interest Point (IP) extraction, NCM computation and VCM computation. These phases repeat for each video frame processed. The output of each iteration is a list of vectors of interest point motion across the two frames. For the purposes of studying the mapping of vision algorithms and their efficiency on GPU architectures, we divided our task into three test components corresponding to the three VCM phases. Each of these components exhibits different memory access and algorithmic profiles. The characteristics of each phase are summarized below and in Table 1 .
IP extraction involves the application of convolution kernels over the input image, image differencing, and IP sorting and selection. These are typical image processing requirements.
NCM computation performs image correlations and produces a 2D correlation map for each IP. This phase also requires that the 2D correlation array be instantiated within the parallel computational module, and for the entire array to be returned to main graphics memory.
VCM computation involves the summing of values from multiple NCMs. As such, the parallel computation module must make multiple memory accesses to the IP list and NCMs in main graphics memory. It allocates memory for the VCM, performs array value summation and scans the resulting VCM for the 'vote maximum' and returns the 'best vector'.
Apart from the three computational phases, we also address the issues of loading the video frames to graphics memory as this is potentially quite time consuming. The computational phases and data flow are summarized in Figure 3 
4.1.3
Approach Because the algorithm profiles, especially memory access patterns, of the three VCM phases are different, the GPU optimization for each phase has to be implemented differently. We will discuss in the following subsections about the detail of performance enhancement issues for each phase.
We will also provide algorithm performance comparison between CPU, laptop GPU and desktop GPU, so that we can have an estimation model from performance speedup between different types of GPUs.
Early Processing
We segment the video image into 16×16 sub-windows for IP extraction. A set of CUDA blocks process these sub-windows until all the sub-windows are completed. Within the block, a 16×16 'result array' each processing thread is responsible for a pixel, computing the Sobel gradients, image difference, and fuzzy-And operation. The resulting spatio-temporal (s-t) gradient is entered into a16×16 array in shared memory. Since we keep the source video images in texture memory, most of the memory access to the images are cache hits. Once all the pixels have been processed, they are sorted to find the best n IPs subject to a minimum s-t threshold (we don't want IPs beneath a minimum s-t variance). n is a parameter of our system that can be tuned to ensure a good IP distribution. We implemented a novel sorting algorithm where a thread picks up a value in the 16×16 array and compares it sequentially with other values within the array. Once more than n other points with higher s-t variance are encountered, the thread abandons the point. Hence only up to n points will run to termination on their threads and be returned as detected IPs to global GPU memory.
NCM Computation
NCM computation does the real work of image correlation to extract correspondences. We choose 64×64 as the NCM size on the assumption that no object of interest will traverse the breadth of a typical 640×480 video frame in less than 20 frames (667 ms).
We segment NCM computation by IP. Each IP is assigned to a computational block. The block allocates a 64×64 convolution array for the NCM. Since we use a 5×5 correlation template, the block also allocates memory for, and reads a 68×68 sub-window from the source video frame I i+1 , and constructs the 5×5 correlation template from the region around the IP in frame I i . The correlation is parallelized across the available computational threads where each thread computes the correlation result of its assigned pixels sequentially. The pixels are distributed evenly across the threads. The resulting NCM is returned to global GPU memory. Since reading/writing to global memory is costly (400-600 cycles per read/write, as opposed to approx 10 cycles for shared memory), we use a parallel writing mechanism known as 'coalesced access' mode where multiple threads can access global memory in parallel in a single read/write process.
VCM Computation
VCM computation is also segmented by IP. Each IP is assigned to a block, which instantiates a 64×64 array for maintaining the VCM being accumulated. Similar to NCM computation, every thread is in charge of the accumulation results of its assigned VCM pixels. To enable caching between global and shared memory, the IPs were cast into texture memory and unpacked in the block. The threads read relevant NCM pixels from global memory in a coalesced manner for the reason we discussed in the last section. After the accumulation of all the VCM pixels are complete, we select the highest VCM point and return the vector starting at the IP being processed and ending at this point.
Data Access and Pipelining
The CPU is capable of running concurrently with the GPU. The overall running time can be reduced if expensive CPU operations are run during GPU kernel execution. In our implementation, disk access requires the most CPU time. The best opportunity to load the next video frame is during the VCM phase. This phase requires only the NCMs from the previous phase, not the video frames. Therefore, modifying a video frame during calculation will not affect the result. Also, the VCM phase requires the most time, which leaves the CPU idle longer than any other phase.
On one of our test computers, loading a single frame of video requires 0.0521 seconds. When frame loading occurs sequentially after the VCM phase is complete, the average overall running time per frame was 0.177 seconds. When frame loading occurs concurrently with the VCM phase, the average loading time decreases to 0.125 seconds. This shows that using the GPU allows opportunities for concurrent execution, resulting in a significant speedup.
Results
To better understand the speedup offered by CUDA-based GPU programs, we separated the analysis of VCM into the three computational phases. We provide comparisons between GPU computation of each phase against CPU-based computation. To understand how different classes of GPUs may enhance computation speed, we also provide this threephase analysis between two GPUs.
Both GPUs in our tests are in the NVIDIA G80 family. This gives us a sense of what different clock rates and hardware resources (like number of multiprocessors) affect computation. One is an NVIDIA 8600MGT, which is a typical configuration for a laptop computer. Another is an NVIDIA 8800 GTS-512 (512M memory version), which is a standard configuration for a desktop computer. By comparing the performance of VCM algorithm between these two different GPUs with different number of processing cores, we can find how each computation phases scales with respect to the degree of data parallelism.
Computation Results
Before we discuss the performance enhancement for GPU implementation of VCM algorithm, we verify the vector tracking results. Figure 4 shows the VCM results on four different videos computed using our CUDA code. The computed vectors are rendered on top of the respective images. At the top-left, the camera is rotated on its optical axis. The light was low, and there was a fair amount of motion blur. VCM was able to extract the rotating flow field. At the top-right, the camera was zooming out. Again, the light was low and the video was grainy. Since zooming is slower than the earlier rotation, this video tested VCM's ability to compute very small vectors that converged at the scene center. At the bottom-left, VCM tracked a video of a moving hand. This demonstrates the algorithm's ability to function with localized IPs (i.e. we test the algorithm's IP distribution strategy). At the bottom-right, the subject is dancing in a zooming video sequence. VCM correctly extracted both the motion vectors on the subject and the zooming vectors elsewhere.
Performance Results Compared with CPUs
To evaluate effectiveness of our approach, we used two different implementations of VCM algorithm; one is based on GPU and the other is based on CPU. The GPU version was run on two different GPUs: a 8600MGT (laptop GPU of the Apple MacBookPro), and a 8800GTS-512. The algorithm was run with 2048 IPs. The CPU is a 3.2 GHz Pentium 4 running on Windows XP. Our results show considerable speed increases of up to 45 times for the 8800GTS over the CPU. Hence, GPUs offer significant speedup over the CPU, and there is significant advantage of the faster GPU over the slower one.
Comparison Among Different GPUs
There are a variety of cards available from NVIDIA that are capable of running CUDA. We tested four cards that have different properties, such as number of cores, core clock speed, memory clock speed, etc. It is difficult to predict the performance of a particular card because different algorithms have different computational demand, memory bandwidth demands, and memory access patterns.
As shown in Figure 6 , the total computation time of the algorithm presented varies linearly with the number of IPs.
The IP extraction phase also varies linearly with the number of IPs. The heavier computation is in the convolution process that must be performed irrespective of number of IPs. The variation arises from the sorting of the spatio-temporal gradient points and in the memory access to store the output to global GPU memory. In all IP computation time is dwarfed by the NCM and VCM computation time.
The NCM phase computation time is linear with the number of IPs detected. One NCM is computed per IP. Other parame- The VCM phase is also linear with respect to the number of IPs. The VCM will be affected more by the parameters set before the algorithm is run, such as the weighting function, interest points per subwindow, and the size of the subwindows. Changes to all of the aforementioned parameters could increase the VCM phase computation non-linearly.
Conclusion and Future Work
We have presented a CUDA-based GPU implementation of the parallel VCM algorithm. We show that common desktop graphics hardware can accelerate the algorithm more than 41 times over a state-of-the-art CPU. To achieve such a performance gain, care has to be taken in optimization to map computation to the GPU architecture. Since VCM is a more computationally and data intensive algorithm, we believe that we have demonstrated the viability of applying GPUs to general computer vision processing. We have also shown that the CUDA programming framework is amenable to coding vision algorithms. We expect to test this premises against a broader array of computer vision algorithms, and to test more optimization strategies to gain insights on how these affect computation efficiency. 
