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Introduction
We define a length n cosine sum to be any expression of the form cos a 1 θ + · · · + cos a n θ where a 1 < · · · < a n are positive integers. If f (θ) is a length n cosine sum, then f (0) = n and f (θ) ≥ −n for all θ. For f (θ) = cos a 1 θ + · · · + cos a n θ, we define L(a 1 , . . . , a n ) = min
which is negative, since f (θ) has average value 0 on [0, π]. More specifically, we have −n ≤ L(a 1 , . . . , a n ) < 0.
We then define −λ(n) = sup L(a 1 , . . . , a n )
where {a 1 , . . . , a n } ranges over all of the infinitely many sets of n positive integers. Then λ(n) is a well-defined function of n because we are taking the supremum of a bounded set. Specifically, we have 0 ≤ λ(n) ≤ n. There is also a construction showing λ(n) = O( √ n) (see Section 2). However, since there are infinitely many possibilities for the a j , it is not obvious how to compute λ(n) for a given n in finitely many steps.
We define a length n Newman polynomial to be any expression of the form z a 1 + · · · + z an where a 1 < · · · < a n are nonnegative integers. If f (z) is a length n Newman polynomial and |z| = 1, then 0 ≤ |f (z)| ≤ n. We define M(a 1 , . . . , a n ) = min |z|=1 |z a 1 + · · · + z an | so we have 0 ≤ M(a 1 , . . . , a n ) ≤ n and in fact one can show M(a 1 , . . . , a n ) ≤ √ n by considering the L 2 norm of f . (We note that the case n = 2 is uninteresting because z a 1 + z a 2 = z a 1 (1 + z a 2 −a 1 ) always has minimum modulus 0 at the (a 2 − a 1 )th roots of −1.) We then define µ(n) = sup M(a 1 , . . . , a n )
where {a 1 , . . . , a n } ranges over all of the infinitely many sets of n nonnegative integers. Then µ(n) is a well-defined function of n because we are taking the supremum of a bounded set. However, since there are infinitely many possibilities for the a j , it is not obvious how to compute µ(n) for a given n in finitely many steps.
One can inquire about the growth rates of the functions λ(n) and µ(n), or particular values of λ(n) and µ(n).
Around the late 1940s, Ankeny and Chowla conjectured [3, 4] that λ(n) approaches infinity with n. This was first proved by Uchiyama and Uchiyama [9] using results of Cohen [5] ; their lower bound for λ(n) was sublogarithmic.
Over the years, better lower bounds for λ(n) have been found. The best lower bound currently known is due to Ruzsa [8] ; it is superlogarithmic but grows more slowly than any power of n. The best known upper bound for λ(n) appears to be O( √ n). Chowla conjectured [4] that this is the true rate of growth.
It seems that the growth of µ(n) is less studied than the growth of λ(n). There is a construction showing µ(n) exceeds a power of n for infinitely many n; specifically, we have µ(n) ≥ n 0.14 when n is a power of 9. See Section 2. Boyd [1] conjectured that µ(n) > 1 for all n ≥ 6 and that log µ(n)/ log n approaches a positive constant as n approaches infinity. The current author [7] proved that µ(n) > 0 for all n > 2. It appears that nobody has proved that µ(n) approaches infinity with n.
Although there are infinitely many cosine sums and Newman polynomials of a given length, some brute-force exploration of specific examples can lead to conjectures about particular values of λ(n) and µ(n).
Specifically, some experimentation leads to the conjectures
Campbell et al. [2] proved that µ(3) = M(0, 1, 3), and Goddard [6] proved that µ(4) = M(0, 1, 2, 4). In this article, we prove that λ(2) = −L(1, 2) and λ(3) = −L(1, 2, 3), and that 1 ≤ µ(5) ≤ 1 + π/5. To prove results of this type, one must reduce a potentially infinite search to a finite search.
It would be interesting to show that for any n, the value of λ(n) or µ(n) can be computed in a finite number of steps (even a ridiculously large finite number). It appears to be difficult to prove this.
2 Constructions bounding λ(n) and µ(n)
There are some straightforward constructions that lead to bounds on λ(n) and µ(n). These probably count as mathematical folklore. We include them here for completeness.
Fact 2.1. For each positive integer n, there exists a length n cosine sum
. . < b k } be a set of k nonnegative integers such that the k 2 positive differences b j − b i are all distinct; for instance, we can take b j = 2 j−1 . (A set with this property is sometimes called a 'Sidon set'; in this proof, we do not need our Sidon set to be optimal in any sense.) Then if z = e iθ , we have
> n, choose h(θ) to be a sum consisting of k 2
− n of the cosines in the sum g(θ), and choose f (θ) = g(θ) − h(θ). If k 2 < n, choose h(θ) to be a sum of n − k 2 cosines not appearing in the sum g(θ), and choose
Then h(θ) is a sum of at most n/2 cosines, so we have ±h(θ) ≥ − n/2. We then have
which completes the proof. Proof. Suppose
If k is a sufficiently large positive integer, then the product
has the property that the nm exponents ka i + b j are all distinct, and is hence a Newman polynomial of length nm.
This completes the proof.
As mentioned in [1] , the length 9 Newman polynomial
has unusually high minimum modulus on the unit circle. Specifically, |f (z)| ≥ 1.362 for all z on the unit circle. Then, by repeated application of Fact 2.2, we can construct for each k a Newman polynomial f (z) of length 9 k with the property that |f (z)| ≥ 1.362 k for all z on the unit circle. Since 1.362 > 9 0.14 , this means that for infinitely many values of n, we have a length n Newman polynomial f (z) that satisfies |f (z)| ≥ n 0.14 on the unit circle.
For example, there is a Newman polynomial of length 9 3 = 729 that satisfies |f (z)| ≥ 1.362 3 ≈ 2.53 on the unit circle, so µ(729) ≥ 2.53. It would be interesting to know (for example) the least n such that µ(n) ≥ 2.
Some notation and lemmas
In this section, we establish some notation and some useful lemmas.
Let f (θ) = cos a 1 θ + · · · + cos a n θ, let g = gcd(a 1 , . . . , a n ), and let a
n θ is a length n cosine sum taking on the same values (and hence having the same minimum) as f (θ). Therefore, in the definition of λ(n), it suffices to consider only those {a 1 , . . . , a n } for which gcd(a 1 , . . . , a n ) = 1.
, where a 1 < · · · < a n are nonnegative integers.
has the same modulus as f (z). Next, define g = gcd(b 2 , . . . , b n ) and b
, so f 1 (z) and f 2 (z) have the same set of outputs as z ranges over the unit circle. Therefore, in the definition of µ(n), it suffices to consider only those {a 1 , . . . , a n } of the form {0, a 2 , . . . , a n } where gcd(a 2 , . . . , a n ) = 1. Furthermore, there is one more symmetry we exploit. If
and note that |f (z)| and |h(z)| have the same set of outputs as z ranges over the unit circle. So we are free to choose between f (z) and h(z) and can hence assume a n−1 ≥ a n − a 2 .
For the above reasons, we make the following definitions. Define
. . , a n ) | 0 < a 1 < · · · < a n , gcd(a 1 , . . . , a n ) = 1}, N ′′ n = {(0, a 2 , . . . , a n ) | 0 < a 2 < · · · < a n , gcd(a 2 , . . . , a n ) = 1, a n−1 ≥ a n − a 2 } and note that if L(a 1 , . . . , a n ) and M(a 1 , . . . , a n ) are as defined in Section 1, then we have
where the supremum is taken over all (a 1 , . . . , a n ) ∈ N ′ n , and we have
where the supremum is taken over all (0, a 2 , . . . , a n ) ∈ N ′′ n .
We also define T to be R mod 2π. Following are some definitions and lemmas regarding subsets of T.
Definition. An equispaced subset of T of order m is any subset of T of the form
Note that if we fix ξ ∈ T, then the set {θ ∈ T | mθ = ξ} is an equispaced set of order m.
Lemma 3.1. Let S 1 and S 2 be equispaced subsets of T of order m 1 and m 2 respectively, and let g = gcd(m 1 , m 2 ). Then there exists θ 1 ∈ S 1 and θ 2 ∈ S 2 such that
Proof. Suppose
The real number
of an integer multiple of g, call it ag. Also, ag can be written in the form km 1 − ℓm 2 for some integers k and ℓ. Thus we have
which, multiplying by 2π m 1 m 2 and rearranging, gives us
completing the proof of the lemma.
The following lemma is straightforward.
We will also need other bounds on the cosine function, which need not be the best bounds possible. One can show the following.
, then
Definition. If S ⊂ T is an equispaced set of order m, and f (θ) and g(θ) are real-valued functions on T, then we define
the average value of f (θ)g(θ) over S, which we can think of as a kind of dot product of f (θ) and g(θ).
One can verify that this dot product has the following properties:
if 2k is not a multiple of m
• cos kθ, cos ℓθ S = 0 if k + ℓ and k − ℓ are not multiples of m A function that is nonnegative on T can be used as a 'weight function'. Some examples of nonnegative weight functions are:
as well as any sum of such functions.
Fact 3.4. Let w(θ) be a nonnegative weight function on T, let g(θ) be any real-valued function on T, and let S ⊂ T be an equispaced set. If we have
4 The values of λ(2) and λ(3)
We must show that cos aθ + cos bθ ≤ −9/8 for some θ. Next, we will show that λ(3) = −L (1, 2, 3) . First, observe that trigonometric identities allow us to write cos θ + cos 2θ + cos 3θ = cos θ + (2 cos 2 θ − 1) + (4 cos 3 θ − 3 cos θ)
which is a polynomial in cos θ of degree 3. One can verify that min −1≤c≤1
That is, −L(1, 2, 3) = 17+7 √ 7 27 ≈ 1.315565. For brevity, let K = −L (1, 2, 3 ).
To prove that λ(3) = K, we will partition N ′ 3 into four subsets:
Speaking very informally, we can think of M 1 , M 2 , M 3 as subsets of N ′ 3 that have only two 'degrees of freedom'. For each j ∈ {0, 1, 2, 3}, we will show that with finitely many exceptions, if (a, b, c) ∈ M j then cos aθ + cos bθ + cos cθ ≤ −K for some θ.
Suppose (a, b, c) ∈ M 0 . We then have 0 < a < b < c, gcd(a, b, c) = 1, and c / ∈ {2a, 2b, a + b}. Let S = {θ ∈ T | cθ = π}, which is an equispaced set of order c. Note that 2 − cos aθ − cos bθ is a nonnegative weight function, and consider δ = 2 − cos aθ − cos bθ, 1 2 + cos aθ + cos bθ S .
Now observe the following:
• Since 0 < a < c, we conclude a is not a multiple of c + cos aθ + cos bθ ≤ 0 for some θ ∈ S. But that θ satisfies cos cθ = −1 and therefore cos aθ+cos bθ+cos cθ ≤ −3/2 < −K.
Next, suppose (a, b, c) ∈ M 1 . If a ≤ 2 then (a, b, c) must be (2, 3, 4), and we observe that cos 2θ + cos 3θ + cos 4θ = −2 < −K if θ = π/3. We therefore assume a ≥ 3. Now define
which are equispaced sets of order a and b respectively. Note that gcd(a, b) = 1 since any common divisor would divide 2a = c. By Lemma 3.1, there exist θ 1 ∈ S 1 and θ 2 ∈ S 2 such that |θ 1 − θ 2 | ≤ π ab
. Let θ = θ 1 . Then cos aθ = cos 2π/3 = −1/2 and cos cθ = cos 2aθ = cos 4π/3 = −1/2. Also, we have |bθ − π| = |bθ 1 − bθ 2 | ≤ ≈ −1.45 < −K.
Next, suppose (a, b, c) ∈ M 2 . This case is very similar to (a, b, c) ∈ M 1 . If b ≤ 2 then (a, b, c) must be (1, 2, 4), and we observe that cos θ + cos 2θ + cos 4θ = −3/2 < −K if θ = 2π/3. We therefore assume b ≥ 3. We define
which are equispaced sets of order a and b, and we note that gcd(a, b) = 1, so there exist θ 1 ∈ S 1 and θ 2 ∈ S 2 such that |θ 1 − θ 2 | ≤ π ab
. We choose θ = θ 2 . Then cos bθ = cos 2π/3 = −1/2 and cos cθ = cos 2bθ = cos 4π/3 = −1/2. Also, we have |aθ − π| = |aθ 2 − aθ 1 | ≤ ≈ −1.45 < −K.
Finally, suppose (a, b, c) ∈ M 3 . We will show the existence of a finite subset M ′ ⊂ M 3 such that if (a, b, c) ∈ M 3 \ M ′ , then cos aθ + cos bθ + cos cθ ≤ −K for some θ. That will reduce this case to checking the finitely many elements of M ′ . It will suffice to choose
which has at most 32 2 = 496 elements. At the end of this section, we will give an alternative argument that avoids such a large finite set.
So suppose (a, b, c) ∈ M 3 \ M ′ , so c = a + b and b ≥ 33. We choose
which are equispaced sets of order a and b respectively. Note that gcd(a, b) = 1 since any common divisor would divide a + b = c. By Lemma 3.1, there exist θ 1 ∈ S 1 and θ 2 ∈ S 2 such that |θ 1 − θ 2 | ≤ We remark that the case (a, b, c) ∈ M 3 can be dealt with more easily if we take as known the fact that
≈ 0.607346, which was shown in Section 3 of [2] . Note that this result says that given any degree 3 Newman polynomial f (z) = 1 + z k + z ℓ , we have |f (z)| ≤ M(0, 1, 3) for some |z| = 1. We apply this to the case f (z) = 1 + z a + z a+b . The statement
for some |z| = 1 is equivalent to
for some |z| = 1 but we also have, if z = e iθ , 
In [2] , the fact that µ(3) = M(0, 1, 3) is proved by reducing to a finite number of cases, but their number of cases is much less than 496. Since we used the value of µ(3) just in the case where (a, b, c) ∈ M 3 , it could be said that our evaluation of λ (3) is a generalization of the evaluation of µ(3).
A possible strategy for λ(4)
The current author is unaware of how to evaluate λ(4), but includes in this section a possible outline of a strategy where we reduce that problem to a finite set of problems that, speaking informally, have fewer 'degrees of freedom'.
We conjecture that λ(4) = −L (1, 2, 3, 4 then it will follow that cos aθ + cos bθ + cos cθ ≤ −3/5 for some θ satisfying cos dθ = −1, so then cos aθ + cos bθ + cos cθ + cos dθ ≤ −8/5 = −1.6 < L(1, 2, 3, 4).
Using previously stated properties of the dot product, we note that evaluating 5 − cos aθ − cos bθ − 4 cos cθ + cos 2cθ, 3 5 + cos aθ + cos bθ + cos cθ S depends on properties of the set {0, a, b, c, 2c} ± {0, a, b, c}. We can illustrate using the following table.
If all the nonzero numbers in the body of the table are nonmultiples of d, then properties of the dot product give us 5 − cos aθ − cos bθ − 4 cos cθ + cos 2cθ, 3 5 + cos aθ + cos bθ + cos cθ
and so in that case, the desired conclusion follows. We now observe:
• The positive numbers a, b, c, b − a, c − a, c − b are all less than d, and are hence nonmultiples of d.
• The positive numbers 2a, 2b, 2c, b + a, c + a, c + b, 2c − a, 2c − b are all less than 2d, and hence if any of them are multiples of d, they are equal to d.
• The positive numbers 2c + a, 2c + b, 2c + c are all less than 3d, and hence if any of them are multiples of d, they are equal to d or 2d.
We thus have a finite list of 14 conditions
and it is suspected that µ(5) = 1, although this appears to be difficult to prove. In this section, we give a short elementary argument showing that µ(5) ≤ √ 3 ≈ 1.732, and a longer case analysis showing that µ(5) ≤ 1+π/5 ≈ 1.628. More generally, we will show that for any positive integer m, the problem of showing µ(5) ≤ 1 + π/m can be reduced to checking a finite number of cases.
To show µ(5) ≤ K, we must show that for all of the infinitely many (0, a, b, c, d 
3 for some |z| = 1, define S = {θ ∈ T | dθ = π}, and let z = e iθ . Observe that we have 
To get better bounds on µ(5), we will use some straightforward lemmas similar to those in Section 3.
Lemma 6.1. If θ satisfies |θ − π| ≤ δ, then 1 + e iθ ≤ δ.
Lemma 6.2. Let k, ℓ, m be distinct positive integers with ℓ < m, and let g = gcd(k, m − ℓ). We then have
Proof. Define the sets
which are equispaced sets of order k and m − ℓ respectively. By Lemma 3.1, there exist θ 1 ∈ S 1 and θ 2 ∈ S 2 such that
, and hence
Then, if z = e iθ 1 , we have
which, by Lemma 6.1, is at most πg/k. 
We now define Next, notice that we have rd = b − a = uc, which together with c < d implies that u > r. Also notice that we have We see that only one of our possibilities satisfies r(1 + v) = u(1 + s). We conclude that (r, s, u, v) = ( The above argument can be modified to show that µ(5) ≤ 1 + π/m for some other positive integers m, but doing so by hand is cumbersome and computer assistance is helpful. We will give a rough outline of an argument that µ(5) ≤ 1 + π/6.
This time, the argument involves finding r, s, t, u, v, w that satisfy
where 0 < r, s, t, u, v < 1, 0 < w ≤ 1, and r, s, t, u, v, w are fractions with denominators strictly less than 6. They must further satisfy r + s = t, u + v = w, r < u, s < v, r(1 + v) = u(1 + s). In conclusion, note that the contributions of Campbell et al. and Goddard appeared gradually. The results in this paper can be regarded as extensions of that work. It appears that evaluating λ(n) or µ(n) in finitely many steps is a genuinely subtle problem.
