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Given independent samples from three multivariate populations with cumu- 
lative distribution functionsFu)(x), F@‘(x), andF’“)(x) = #‘J”‘(x) + (1 - B)F(r)(x), 
where 0 < tJ < 1 is unknown, the three-action problem involving decision as 
to whether the value of 0 is high, low, or intermediate, is considered. A class 
of consistent procedures based on the relative spacing of three sample averages 
of linearly compounded rank scores is formulated. The asymptotic operating 
characteristics of the procedures when F’*’ and F(r) come close together are 
studied and the best choice of the compounding coefficients in terms of these 
considered. The consequence of using estimates of the best coefficients on the 
asymptotic operating characteristics is also examined. 
1. INTRODUCTION 
Suppose there are three p-variate populations with continuous cumulative 
distribution functions (cdf) F(O)(x), P)(x), and F2)(x), x = (x1 ,..., q,)‘. Of 
these F(l) and F(2) are known to be distinct and F(O) is known to be an unknown 
mixture of F(l) and F(2). That is 
F(O)(x) = OF(l)(x) + (1 - e) F(~)(X) (l-1) 
for some unknown 19, (0 < 8 < 1). There are three possible decisions or actions 
do, 4, d,: dl is preferred when the value of 6 is high, d, is preferred when 
Received November 3, 1972. 
AMS 1970 subject classifications: Primary 62H30; Secondary 62G99. 
Key words and phrases: Multivariate two-population mixture, three-decision problem, 
rank scores, linear compound, consistency, asymptotic local operating characteristic, best 
choice of coefficients, procedure with estimated coefficients. 
* Work carried out at the Department of Biostatistics, University of North Carolina 
under the Multivariate Nonparametric Project sponsored by the Aerospace Research 
Laboratories, Air Force Systems Command, U. S. Air Force Contract No. F33615- 
71-C-1927. Reproduction in whole or in part is permitted for any purpose of the U. S. 
Government. 
26 
Copyright Q 1973 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
MULTIVARIATE EXTENDED CLASSIFICATION 27 
the value of 6 is low, and ds is preferred when the value of 0 is intermediate. 
Independent random samples of sizes n, , n, , na are available from F(O), F(l), 
and F(s), respectively. Let these be 
X’“’ = (XE’)..., XE), o! a = l,..., rzk , k = 0, 1,2. (1.2) 
Let the N = no + n1 + n2 observations corresponding to the i-th variable be 
ranked together and let the rank obtained by Xjz’ be R,!$‘. Thus the samples (1.2) 
give rise to the rank vectors 
(Rg) ,..., RE)‘, a = l,..., ?zk , k = 0, 1, 2. (1.3) 
In this paper we shall formulate and study certain decision rules for choosing 
one of do , dr , and d, on the basis of the rank vectors (1.3). 
The above decision problem can obviously be considered as an extended 
version of the nonparametric classification problem. (For the standard classi- 
fication problem 6 can have only 1 or 0 as its possible values.) In many practical 
situations it would be realistic to assume that the 0-th sample contains observa- 
tions from the two basic populations in unknown numbers and our interest 
would be to determine, which, if any, of the two populations is preponderantly 
represented. There, a formulation such as above would be natural. 
Further, we shall make the preference pattern more specific as follows. We 
shall suppose that there are two pairs of numbers (L, , U,), (L, , U,), 
0 <L, < Us <L, < lJ, < 1, such that: (i) dl is preferred to both do, d, for 
8 > U, and only to d2 for L, < 13 < U, ; (ii) d, is preferred to both do , dl for 
0 <L, and only to dl for L, < 0 < U, ; (iii) do is preferred to both dl , d, for 
U, < 0 <L, , only to dl for 0 < U, , and only to d2 for t9 > Ll . There is no 
preference between dl and do for L, < 0 < U, , and similarly no preference 
between d, and do for L, < 8 < U, . With such specification the above problem 
can be considered as a monotone three-decision problem (see, for instance 
Ferguson [3, Chap. 61). 
The results of the present paper are closely related to those of Chattejee [l], 
where rank methods for estimation of 6 under the above set up are considered, 
and we would have many occasions to refer to [l]. 
2. A CLASS OF DECISION RULES 
We start with a compounding vector I(p x 1) # 0, two numbers 6, , 0s 
(0 < 0, < 0, < I), and a score matrix 
WJ x W ,= M4L,....I, . (2.1) a-x..... N 
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With the help of the score matrix we derive from the rank vectors the 
(random) rank score vectors 
afk) = (a,(R:i)) ,..., a,(Rg))’ 
= ‘k) (ala ,***> aF:lkk)’ (say), a=1 ,..., n,; k=o,1,2 (2.2) 
and hence their means for the three samples 
5’“) = (g:),..., $E)) = $ g a%), K = 0, 1,2. 
a 
Whenever, Z’B’~) # Z’H’~), we write 
(/'p - ~'~'O')/(l'~'Z' - ~'$1') = qq* 
The decision rule is formulated as follows. 
(2.4) 
(a) When Z’H’~) # Z’IQ): 
(i) choose d1 if T(Z) > 0, , 
(ii) choose da if T(Z) < O2 ,
(iii) choose do if O2 < T(Z) < 8, . 
(b) When Z’g’l) = Z’1’2) h c oose one of dl, dz , do at random. (2.5) 
An examination of (2.5) h s ows that what is really suggested here is: choose 
dl when Z’&(O) is close to Z’B’l) and away from Z’z’2); choose d, when Z’H’O) is 
close to Z’H’2) and away from Z’H’u; choose do otherwise. In fact, for any real 
number 4 if we write 
Mos = 4 when O<q< 1, 
=o when q < 0, (2.6) 
zzz 1 when q>l, 
then g(Z) = [T(Z)],,, can be considered as a reasonable estimate of 0 (see [l]). 
Since 0 < 8, < 8, < 1, the above decision rule can be described equivalently 
by replacing T(Z) by e”(Z) in (2.5) and this explains the motivation directly. 
For future use we note that the above decision rule can be reformulated as 
follows. 
(a) When Z’I’r) # Z’g’2): 
(i) choose dl if (11 ‘2) -~'$l')(~,~'~'l' + (1 - Q/',(2) - Z'H'O') > 0, 
(ii) choose d, if (Z’IL ‘2) -~'$1')(1'&'0 - e21'~'l, - (1 - 0,) l’5’2’) > 0, 
(iii) choose do if (O,Z’S’l) + (1 - 0,) Z’S’2) - Z’S(O)) 
x (Z’H’O’ - 0,1’P’1’ - (1 - e,> 1’8’2’) > 0. 
(b) When Z’B’l) = Z’g’2), h c oose one of dl , d2 , do at random. (2.7) 
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and noting that 
(41 'S(l) + (1 - Q~'p) - /'@N) + (I'@' - 8,1'9(1) - (1 - l9,)f’P) 
= +I, - lY2)(Z’H’2’ - ZW’) 
it may be verified that the rules (2.5) and (2.7) are equivalent. 
In practice, before using a procedure such as above, one will have to specify, 
apart from the score matrix A, the numbers 0, , e2 and the vector 1. As regards 
8, , 0, , it is obvious that by increasing the value of 0, and decreasing the value 
of f+ , one can increase the probability of choosing do at the cost respectively 
of the probabilities of choosing dl and d, . In the next section we shall see how 
6, , 8, should be chosen in relation to the preference scale so as to achieve 
consistency. The best choice of I for the above rule is not immediately apparent. 
In [l], for the problem of estimation of 0 under the above setup, the best choice 
of I in the estimate o(1) defined above was considered from the point of view of 
minimization of asymptotic variance when 0 < 0 < 1. This led to the simul- 
taneous determination of I and the estimate of 6’ by solving (p + 1) (nonlinear) 
equations. In the present context, we shall take up this problem after we formu- 
late and study the local operating characteristics for procedures of the above 
form. 
Before concluding this section we note here an interpretation of the above 
decision rule. Under (1 .l) the process of taking a sample of size no from F(s) 
could be interpreted as that of performing n, Bernoulli trials with success prob- 
ability 0 and taking r and no - Y observations from F(l) and Fc2) respectively if 
the trials show just r successes. If r were observable it would be a sufficient 
statistic for 0 and it is known that here the class of monotone procedures based 
on r is essentially complete (see e.g., [3, Chap. 61). The above procedure can 
be looked upon as a (behavioral) randomized procedure based on r, which we 
have to adopt due to the unobservability of r. 
3. CONSISTENCY OF THE DECISION RULES 
For the problem of Section 1, consider a sequence of triplets of sample sizes 
(no”, n,, , nZv), Y = 1, 2 ,..., nov + niV + nzv = NV , NV + co as v + co, and a 
corresponding sequence of decision rules of the form (2.4)-(2.5), based on 
fixed 0, , 0, , and 1, and a sequence of score matrices A,@ x NJ. As in [1], 
we make the following assumptions. 
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ASSUMPTION 3.1. There is a number h*(O < X* < )) such that 
A* < (1Z~“/NJ < 1 - A”, k=0,1,2, forallY. 
ASSUMPTION 3.2. 
is given by 
Av = (&4L....., (3.1) 
u=1..... NV 
u,(a) = either vJa/(N, + 1)) or .I+& Ujf’), a = I ,...) fv” , y i = I,...) p, 
where UGL < ... < U&7’ are the order statistics of a sample of size NV from 
the uniform distribution over (0, l), and, for each i, inside (0, 1) vi(u) is 
expressible as the difference of two square integrable absolutely continuous 
nondecreasing functions. 
Let 
H”(X) = g i n,pyx), (3.2) 
v k=O 
and further, let the i-th coordinate marginal cdf’s of F(“)(x), H,(x) be FLil(x), 
H&x). Write 
m p(C) zzz YZ s dfJ,p,W q%y4, i = l,...,p 
p(k) = (;;!I,..., p;y 
(3.3) 
Y 
Suppose I is so chosen that the following holds. 
ASSUMPTION 3.3. lim infvarn I’(pLs) - VP’) > 0. 
If we have some knowledge about how F(1) and Ft2) differ, choosing the score 
functions f&u), i = l,..., p, and I, it would be possible to ensure that Assump- 
tion 3.3 holds (see [l, Section 31). 
Let ai”) and TV(Z) be defined as in (2.3) and (2.4) corresponding to 
(no, , nlv , naV) and A, . From Theorem 2.1 of [l] under Assumptions 3.1 and 
3.2, as v -+ cc 
I’(q) - q, - /l(@a - py PC 0. (3.4) 
Hence, by Assumption 3.3, 
prob(Z’aF) > a:)} -+ 1. (3.5) 
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From (2.5) and (3.5), it follows that, to study the limiting probabilities of 
choosing dI , da , and d,, , for the sequence of decision rules, we have only to 
study the limits of the probabilities of the three events (i) T”(l) > 6,) 
(ii) T,(Z) < 8, , (iii) 8a < T,(Z) < 6, , respectively. As shown in [l], under the 
assumptions made, T,(Z) -4 8. Hence, we conclude that the probabilities of 
choosingd,,d,,andd,tendtolfore,<B~l,O~B<e,,ande,<B<e,, 
respectively. Further, at B = 8, , the probability of choosing either dI or do, 
and at 0 = tY2 , the probability of choosing either d2 or d, tends to 1. Thus if 
where 0 < L, < Us < L, < U, < 1 are as defined in Section 1, then the 
sequence of decision rules is consistent in the sense that for each f? the prob- 
ability of choosing a preferred decision tends to 1. 
The conclusions above remain true if C is replaced by 1, , where 1, is a sequence 
of nonnull vectors varying with v, provided (i) the elements of I, are uniformly 
bounded, and (ii) Assumption 3.3 holds when I, replaces 1. (See remark at the 
end of Section 3 in [I].) Further, even when 6$ , 8a are replaced by OrV , t9aV , 
the sequence of decision rules is consistent in the above sense provided 
L, < lim inf e,, < lim SUP e,, -c U, , 
whatever V. 
L, < lim inf e,, < lim sup e,, < U, 
(3.7) 
4. ASYMPTOTIC LOCAL OPERATING CHARACTERISTICS 
We first consider some general results about sequences of random vectors. 
Let p, be a sequence of p-vectors, C,(p x p) b e a sequence of positive definite 
matrices, and X, be a sequence of random p-vectors asymptotically distributed 
as N(@“, C,) in the sense that, for every p-vector I # 0, I’X, is asymptotically 
distributed as N(I’pV, I’C,Z). We denote the minimum and maximum character- 
istic roots of any positive definite matrix B by m(B) and M(B) respectively. 
The following lemma is implied by Lemma 1.2 in [l]. 
LEMMA 4.1. If 
then for any sequence of nonnull vectors I,. , l,‘X, is asymptotically distributed as 
W’w 3 &‘Wv). 
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LEMMA 4.2. Ifp = pl + p, , 
X”l(Pl x 
x” = (X”,(P, x 
1) 
1) 1 ’ 
p, = p”l ) 
( 1 P”Z 
x, = 
( 
%(Pl x Pl) %2(Pi x P2> 
) Z”,l(P, x P2) E”22CP2 x P2) ’ 
then for any two sequences of nonnull vectors I& x l), I,&, x l), under con- 
dition (4.1), (ZilX,, , &X,) h as asymptotically a bivariate normal distribution 
with means l~,y,, , Ii2py2 and dispersion 
( P”1151 G%2~“2 
l:2=“2lL l:2x”221”2 1 
Proof. Follows from Lemma 4.1. 
Let 
be a g-th degree polynomial in the elements of x = (x1 ,..., q,)’ and let !P, 
denote the class of all such g-th degree polynomials. Let X, be as above asymp- 
totically distributed as N(p, , C,). Further, for each u, let 5, be exactly distributed 
as NP, , &>. 
LEMMA 4.3, Under condition (4.1), as v  + co, 
sup I W(X”) 3 01 - %G”) 3 ON - 0 
&Yg 
Proof. I f  C,( p X p) is a matrix such that C&C, = I, then C&, - k) is 
distributed as N(0, I). Writing YJ(P x 1) for a random vector following the 
distribution N(0, I) and denoting C,(X, - p,) = Y, , we have to show 
sup I P{?&lY” + P,) 3 01 - q#y? + PJ 3 01 
NY” 
(4.2) 
as v  + 03. Now, as (4.1) holds, by Lemma 4.1, Y, is asymptotically distributed 
as N(0, I). From a result of Ranga Rao ([ll, Theorem 4.11) we get that if the 
random vector (Z,, ,..., Z,,) converges in law to a random vector (5, ,..., I,) 
and if the cdf of every linear combination of (I ,..., &,, is continuous, then for 
any numbers 1, , I1 ,..., 1, 
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Here $(Yy) can be considered as a linear combination of the power products 
of the elements of Y, . Since Y, converges in law to q, the set of power products 
of the elements of Y, converges in law to the corresponding set of power products 
of the elements of q. Since rl is distributed as iV(0, I), the required continuity 
condition obviously holds. Hence, (4.2) follows. Q.E.D. 
Now consider, as in Section 3, a sequence of triplets of sample sizes 
(%", ?I" 9 n2"), %u + %" + 7J2" = N" + co and a sequence of score matrices 
A,@ x NJ subject to Assumptions 3.1 and 3.2. Here, we suppose there is a 
corresponding sequence of triplets of p-variate cdf’s (FL’), FP), FL2)) such that 
yyx) = eFyx) + (1 - B)F;a’(x) (4.3) 
for some fixed 8, for all Y. Let independent samples 
X’“’ a = l,..., ?zk” , vu! ’ k = 0, I,2 
be taken from Fik), k = 0, 1, 2 and on the basis of these and A, , ad,“) and 
2:“) be defined as in (2.2) and (2.3). We consider the decision rule (2.5) (where 
1, 0, , f12 are given) based on 5, ck), k = 0, 1, 2 and denote the corresponding 
probability of choosing dk given 6 by &(e), k = 0, 1, 2, &o&.v(o) = 1. As 
seen in Section 3, if Fj’), I$‘), Fi2) remain fixed, then as v ---f co, Lo”(e), L,,(B), 
and L2JB) tend to 1 for 8, < 0 < 0r , 0, < 0, and 0 < 0, , respectively. There- 
fore to keep &,(e)) k = 0, 1, 2 informative, as v -+ co we impose the condition 
sup 1 F:‘(x) - FL2)(x)I -+ 0. 
x (4.4) 
We shall show that under some further assumptions, it will be possible to find 
certain mathematically tractable, meaningful functions L,*,(8), such that for 
every 8, as v -+ co, 1 &(e) - Lzv(e) 1 -+ 0, k = 0, 1, 2. We shall call Lz(e), 
k = 0, 1, 2 the asymptotic local operating characteristic (ALOC) functions for 
the sequence of decision rules. 
Let us write 
z,, = (N”)1’2(Z~) - ii;‘), 
zy2 = (yy2~eliiy + (1 - e,) iiy - 5y, 
zy, = (fv~qi~o~ - e25p) - (I - e,) qy.. 
Clearly, Z,r , Z,a , ZV3 are related by 
zv2 + zv3 = -64 - 0,) z,, (4.6) 
(4.5) 
34 CHATTERJEE 
From (2.7) and (4.9, our sequence of rules is given by 
(a) WhenZ’Z,, # 0: 
(i) choose dr if (I’Z,,)(I’Z,,) >, 0, 
(ii) choose d, if (Z’Z,,)(CZ,,) 3 0, 
(iii) choose do if (I’Z,,)Q’Z,,) > 0. 
(b) When Z’Z,r = 0, choose one of dl , d, , do at random. (4.7) 
Thus the asymptotic behavior of&(e), K = 0, 1, 2, will be known if we can 
find the asymptotic form of the three pairwise marginal distributions of Z’ZV1 , 
I’z,z ) rzv3 . For this, we shall make use of the following result which is a 
straightforward multivariate extension of Hajek’s [4] Theorem 2.4. (The result 
is essentially contained in Puri and Sen [lo]. In proving it, one should first 
consider the case of score functions with bounded second derivatives and then 
use the polynomial approximation technique of Hajek [4].) 
For each v = 1, 2 ,..., let Y,, = (YylE ,..., Y&’ cx = I,..., NV , be indepen- 
dently distributed random p-vectors, Y,, having a continuous cdf F,,(y). Let 
the rank vector obtained from Y,, by replacing the variate values by their coor- 
dinatewise ranks be 
I”, = (La ,.**1 Ln)‘, a = l,..., Iv”. 
For each v, let A, = (aVi(o)) b e a score matrix subject to Assumption 3.2, and 
let 
Define 
Sr) = f d;)aVu , Y r = l,..., h, 
a-1 
where for each v, 
is a matrix such that in at least one row all the elements are not equal. Write 
b “‘9-8 
J% = (L&.8=1 ,..., is. 
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Suppose there is a sequence of p-variate cdf’s F,(y) such that 
ly$ sup I F”oI(Y) - F”(Y)1 -+ 0. 
OL Y 9 
(4.8) 
Write 
+i = IO1 y-44 du, Lj = jrn ~i(Fvri~(~d ~)@d~2)) @vri.dyl 9 YZ) -66 ; 
2 = bj)i,j-l,..., 9 (4.9) 
where FvLil , and F,l,,j] denote the marginal cdf’s of F,, corresponding to the i-th 
coordinate and i-th and j-th coordinates. 
THEOREM 4.1. If 
(i) b,.,, , r = l,..., h are uniformly bounded for all v, 
(ii) lim+$f m(BV) > 0, 
(iii) Iim+inf (m(BJ/N, ~;x (cl:) - c?))~) > 0, 
(iv) lim+inf m(A,) > 0, (4.10) 
then S, - ES, is asymptotically distributed as N(0, B, @ A,) (0 stands for 
Kronecker product). 
Note that condition (i) can always be realized by suitably normalizing the 
elements of S, . Because of (i), in the statement of conditions (ii) and (iii) we 
can equivalently replace m(Bv) by [ B, I. Similarly, since by Assumption 3.2 
the elements of A,, are all bounded, in (iv) we can replace m(A,,) by 1 A,, (. 
Now, going back to the problem of finding the asymptotic behavior of the 
pairwise marginals of I’ZV1 , Z’Zv2 , and r/Z,,, , let us set up 
F”(x) = ${FF)(x) + Fi2)(x)}. (4.11) 
From (4.3) and (4.4) we then have, as v -+ CC 
max sup 1 Fik)(x) - F”(x)] + 0. 
k=0.1,2 x 
(4.12) 
Let A, be defined with respect to (4.11) as in (4.9). We impose the following. 
ASSUMPTION 4.1. lim infvam m(AJ > 0. 
Now if we write 3,. given by (4.5) in the form 
z,, = c c c~))i$ r = 1,2,3 
k=O a=1 
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it is easily checked that 
and that 
are given by 
b v.11 
Y = 1,2,3 
Y,S = 1,2,3 
b z-12 = 
b u.13 = 
b V.22 = N,, 
i 
(1 - Q2 
nzv 
b v.23 = - N” 
b = NV u.33 
(1 - 4x1 - e2)i 
n2" 
(1 - e2)2 
fi2" 
(4.13) 
Because of (4.6), the 3 x 3 matrix (b,.,,) is singular. However, it is easily checked 
that the three principal submatrices 
(bv.rJl.2 9 (L4l.t T  (b"~rs)2.3 (4.14) 
are positive definite. Further, it may be seen that by virtue of Assumption 3.1 
and the fact 0, > 8, each of the three matrices (4.14) satisfies conditions (i)-(iii) 
of Theorem 4.1. By our Assumption 4.1, we can hence conclude that each of the 
three 2p-vectors 
( 
Zy1 - EL 
) ( 
Z,, - E&I 
) ( 
Zv2 - EZ2" 
Zv2 - EZ"2 ' Z, - EZ"3 ' Zv3 - ) EZ3 
is asymptotically normal. 
Now let us write 
EZ,, = (Nv)l’2 E(zF) - iiS]-,) = Sy. (4.15) 
MULTIVARIATE EXTENDED CLASSIFICATION 37 
From Lemma 2.1 in [l] it follows that under (4.3) and Assumption 3.2, as 
v+ 03, 
(ivy E{zq’ - cay - (1 - 0) 5;)) + 0. 
(In [l], the result is actually proved for fixed F(l), Ft2), and F(O) = 
eF(l) + (1 - 0) Ft2). But a close examination of the proof shows that the result 
remains true even when F(“) is replaced by FLk) K = 0, 1,2). From (4.15)- 
(4.16) 
EZ,, - (e - e,) 6, - 0, EZvS - (e, - e) S, -j 0. (4.17) 
Hence by Theorem 4.1 each of the 2p-vectors, 
( 
Z”1 - S” 
Z”2 - (0 - 4) 5, 1 ( 
Z”1 - S” zv2 - (0 - 4) s, 
9 zv3 - (4 - 0) 6, 1 ( 9 zv3 - (4 - 0) s, 1 ’ (4.18) 
is asymptotically normal with null mean vectors and dispersion matrices 
(Ls)1,2 0 4 > (L)l,S 0 4 7 (Ls)2,3 0 4 , (4.19) 
respectively. So for any I # 0, each of the three pairs (rlZ,, - I’S,, 
rz,, - (e - el) f’s,), (rzvl - rs, , rzv3 - (8, - e) rs,), (rz,, - (e - e,) I’S,, 
rzv3 - (0, - e) 0,) is asymptotically bivariate normal with means 0 and dis- 
persion matrices 
respectively. 
Since Z’ZV1 is asymptotically normal, for finding the ALOC functions of the 
sequence of rules (4.7) we can neglect the possibility Z’ZV1 = 0. Let us denote 
by L : 
G”’ = (r:,u x PI, r:,u x P>> r:,u x PN (4.21) 
a random 3p-vector such that for each v, <, follows a normal distribution with 
mean vector 
(v, (0 - 4) s,‘, (0, - 0) s,y (4.22) 
and dispersion matrix 
v%.rs)1,2,3 0 4 . (4.23) 
As (Lh,s is of rank 2, this is a singular normal distribution of rank 2p. 
In fact, it may be checked that just as in (4.6) we have 
a.s. (4.24) 
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For any I # 0, the pairs (I’t& - Z’S,, f’c,, - (0 - 0,) 1’6,), (Z’C, - 1’8,) 
Z’<,, - (0, - 0) Z’S,), (&a - (0 - 0,) 1’6, , l’Cv3 - (0, - 6) Z’S,) follow bivari- 
ate normal distributions with zero means and dispersions given by the matrices 
(4.20), respectively. From (4.13) and Assumption 3.1 it follows that each of the 
three matrices (4.20) satisfies condition (4.1). Therefore, using Lemma 4.3, we 
get that for the rules (4.7) 
LkY(e) = -Gm k = 0, 1,2 
(CE means the two sides have a vanishing difference), where 
-G(e) = p~(~l;yl)(~ry2) a 01, 
-G(e) = q~~,,)(~~,,) 2 oh (4.25) 
hZ(e) = q~cy2)(zu a 0). 
Using (4.24) it may be checked that 
G(e) + Gxe) + Gi(e) = 1 
For any two numbers h, k, and 1 p 1 < 1, let us write 
1 h k 
fw A; p) = 241 -P2)1/2 --m s s 
e-[x2-2~xr+rZ]/2(l-~2) dx dy, (4.27) --m 
J(h, k; p) = H(h, k; p) + q--h, --k; p) = J--h, --K; P>. (4.28) 
If X, Y have a bivariate normal distribution with means pL1 , p2 , variances ui2, 
CT~~, and correlation coefficient p( - 1 < p < l), we have 
P{XY 2 01 = J(wJl1)~ (P2/02)i PI. 
So if we write 
b,.,, = bit, , LslL - L = pv.rs 9 r#s: 
(4.29) 
= 1,233 (4.30) 
(4.31) 
from (4.25) and (4.29) we get the expressions: 
Gm = J (* I r”v)I, 9 I r,Wl; P.42) 
-G(e) = J (& I Y~(OI, (9 I r,V)l; P”.U)T (4.32) 
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In order that L&(B), K = 0, 1, 2 may remain meaningful as Y -+ 00, we require 
that I ~dl)lIL T Y  = 1,2,3 remain bounded away from zero and CO. From 
(4.13) and (4.30) it is seen that by Assumption 3.1, b,., > 1, Y  = 1,2,3 remain 
bounded as v + co. By Assumptions 3.2 and 4.1, l’A,l is bounded away from 
both 0 and co. So the following assumption would ensure the meaningfulness 
of LZy . 
ASSUMPTION 4.2. (i) 0 < lim infv+m 1 Z’S, /; (ii) lim SUP~+~ 1Z’S, 1 < co. 
For future reference we note here the following modified assumptions. 
ASSUMPTION 4.2A. (i) 0 < lim inf S,‘6,‘, (ii) lim sup 8,‘S, < CO. 
For Assumption 4.2(i) to hold, 4.2A( ) i is necessary, and unless some of the 
elements of 1 are zero, for 4.2(ii) to hold, 4.2A(ii) is necessary. If vi(u), 
i = 1, 2,..., p and F:‘)(x), F:‘)(x) are so chosen that, while (4.4) holds, Assump- 
tion 4.2A is realized, then we can always find 1 appropriate to satisfy Assump- 
tion 4.2. 6, given by (4.15) can be simply expressed in terms of vi and Flk) if 
Assumption 3.2 is slightly strengthened (see Hoeffding [5]). 
So far we have assumed that, for the sequence of decision rules, 1 remains 
fixed. If instead in the rule corresponding to sample sizes (no” , n,, , naV) i.e., 
in (4.7) 1 is replaced by 1, , where 1, is a sequence of nonnull vectors, the ALOC 
functions would still be given by (4.25) ( or e q uivalently (4.31)-(4.32)) with 1 
replaced by 1, . To see this note that by Assumptions 3.1, 3.2, and 4.1 and 
(4.13), each of the three matrices (4.19) satisfies condition (4.1). (The latent 
roots of a Kronecker product are obtained by multiplying the roots of one 
factor matrix by those of the other). Hence, appIying Lemma 4.2 we get that 
(l”‘Z”l - 1”‘s” , Z:,Z”, - (0 - 4) l,‘%), V”‘Z”l - l”‘h , ~“‘Z”3 - (4 - 0) ~“‘V, 
(l,,‘Z,, - (0 - 0,) l,‘S, , l,,‘Zv8 - (0, - 0) l,,‘S,) each have bivariate normal distrib- 
utions with means 0 and dispersion matrices obtained by replacing 1 in (4.20) 
by 1, . The rest of the argument is as before. Of course, here, in order that the 
ALOC functions may be meaningful, 1, should be such that 1 yJZ,,)J remains 
bounded away from both 0 and co. In view of Assumptions 3.2 and 4.1 this 
means we require the following. 
ASSUMPTION 4.2B. (i) 0 < lim infv+m (I l,‘S, ~/(lv’Zv)1~2), 
(ii) lim SUP,,~ (1 I,%, I/(fy’f,)l/“) < co. 
Before concluding this section we prove a lemma which throws light on the 
forms of the ALOC functions. 
LEMMA 4.4. For fixed h and p, J(h, k; p) is increasing in k for pk < h and 
decreasing in k for pk > h. 
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Proof. From (4.27), (4.28) 
Hence, 
Hence a]/% >, = or < 0 according as pk < h, pk = h or pk > h. Q.E.D. 
From (4.32) and Lemma 4.3, it follows that for any V, LFV(t9) would be increas- 
ing in 0 provided b,., > b,., . pu.ia(6 - or), or by (4.30), provided 
bv.,, > b,.,,(~ - 4). (4.33) 
From (4.13) it is seen that (4.33) holds for all 8. Similarly for any v, L&(B) would 
be decreasing in 6’ provided b,, > bvlp,,.13(82 - 0) which always holds. The 
behaviour of ,!$,(B) follows from those of L:“(0) and L&(B) and relation (4.26). 
5. THE BEST CHOICE OF COEFFICIENTS 
In this section, under the setup of Section 4 we consider the best choice of 
the compounding vector I from the point of view of ALOC functions. 
We first prove a lemma involving the function J(h, k; p) defined by (4.27)- 
(4.28). 
LEMMA 5.1. For fixed h > 0, k 2 0, (h, k) # (0, 0), and p, J(uh, uk; p) is 
monotonically increasing in u > 0 provided 
p < min(h/k, K/h). (5.1) 
Proof. Let us define for any two numbers b, a 
T(b, a) = & joa exp’-~_‘r,2+ x2)) dx 
Clearly then 
W, 4 = T(-b, a), T(b, -a) = -T(b, u). 
(5.2) 
(5.3) 
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Let O(X) stand for the standard normal cdf. Owen [8] has shown that what- 
ever the numbers h, k, H(h, k; p) given by (4.27) can be expressed as 
H(h, k; p) = $[@(h) + a(k)] - T (h, (; - p) (1 - p2)-+) 
- T(k,&)(l -p’)-*)-R(h,k), (5.4) 
where 
R(h, k) = 4, if hk < 0, or hk = 0 but h + k < 0 
= 0, otherwise. 
From (4.28), (5.3) and (5.4) we get that for h 3 0, k 3 0, (h, k) # (0, 0) 
J(h, k; p) = 1 - 2T (h, (; - p) (1 - p”)-“) 
- 2T (k, (; - p) (1 - $-+) - R*(h, k) 
where 
R*(h, k) = 0 if h > 0, k > 0, 
= g if hk = 0. 
Hence for h > 0, k > 0, (h, k) # (0, 0), u > 0. 
J(uh, uk; p) = 1 - 2T (uh, (5 - p) (1 - P2)-+) 
(5.5) 
- 2T (uk, (; - p) (1 - p”)-*) - R*(h, k) (5.6) 
where R*(h, k) is as in (5.5). 
From (5.2) we see that for a > 0, b > 0, T(ub, a) decreases monotonically 
with u. Since under (5. I), (k/h - p) 3 0, h/k - p 3 0 with at least one inequal- 
ity strict, from (5.6) the lemma follows. Q.E.D. 
Note. Given h 3 0, k > 0, (h, k) # (0, 0), whatever p, I(uh, uk; p) tends 
to the limit 1 (when both h, k > 0) or 8 (when h or k = 0) as u ---f co. As proved 
above for p ,< min(h/k, k/h) this approach to limit is monotonic. However for 
p > min(h/k, k/h) the approach may not be monotonic. To see this suppose 
0 < k < h and p > k/h. Then from (5.5) (5.6), and (5.2), we can write 
(1-02)-*(o-kih) 
J(uh, uk; P) = 1 + + j. 
exp(-&2h2(1 + $)) dx 
1 +x2 
1 -- 
s 
(1-D2)-%hlwd exp(-4&2(1 + $7) dx. 
n 0 1 +x2 
(5 7) 
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Differentiating (5.7) with respect to u, we get 
TU $ J(uh, uk; p) = uk exp(-$&z2) ~OU’“-‘^ “‘-““i exp(--x2/2) dx 
- uh exp( -&$k2) ~"'"'~""'-"'~* exp( -x2/2) dx 
(5.8) 
0 
Now we can choose u > 0 small enough to make uk exp(-$u2k2) < 
uh exp(-$u2h2). Then we can choose p > k/h close to 1 so as to make the two 
integrals in (5.8) sufficiently close making (5.8) negative. 
We now make the following assumption. 
ASSUMPTION 5.1. For sufficiently large V, 
As e1 and 8, are close to 1 and 0 respectively, in view of Assumption 3.1, this 
is not very restrictive. By (4.13) and (4.30), in (4.32) we have pV.a3 < 0 and 
Assumption 5.1 ensures that for large v, pV.12 < 0, pV.13 Q 0. Thus L,*,(8) (for 
e 2 4), we) (for 0 G e,), and L:“(e) (for e2 < 0 < 0,) all satisfy the conditions 
of Lemma 5.1. (It is easily checked that without Assumption 5.1 this is not true.) 
Hence, it follows that, for each v, if we choose 2 so that 
is maximized, L?“(e), L:“(B), and &$(B) given (4.32) are respectively maximized 
in the domains e,<S<l, 0<0<8,, and 8,<0<0,. It is known that 
mg (Z%,)2/(rAvl) = Sv’A;lSy = Llv2 (say) (5.9) 
and this is attained for 
I = I” = (&,)-1 s, (5.10) 
where g, # 0 are arbitrary numbers. 
The ALOC functions of the sequence of decision rules corresponding to this 
Z, are obtained from (4.25) and (4.32) as 
L;(e) = P{(sv’A;‘ry,>(s,‘A;‘5,,) >, 0) = -&ml , (0 - 4) 4ih2 ; b12) 
L;(e) = P{(6dA;‘ryl)(sV’A;‘ry3) 3 0) = &wvl , (0, - 0) ~~~~~~~ ; .~a> 
L;(e) = ~{(s:n;-ir,,)(s,‘ll-lr,,) 2 0) = /((e - 8,) 4/b,., , (0, - 0) 4iL; hza) 
(5.11) 
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where A, is given by (5.9) and b,., , pV.,.* , r, s = 1, 2, 3 are given by (4.13) and 
(4.30). In order that these may remain meaningful as v + CO we require Assump- 
tion 4.2A, which together with Assumptions 3.2 and 4.1 ensures that A, remains 
bounded away from both 0 and co. Assumption 3.1 ensures that b,., > 1 
remains bounded. 
We call (5.11) as the ideal ALOC functions. As (5.11) is obtained from (4.32) 
by replacing I ~~(01 by A, , f rom the remarks at the end of Section 4, J?&(@ is 
monotonic increasing and Z&e) . is monotonic decreasing in 8. Further, from 
Lemma 5.1 it follows that under Assumption 5.1 we can increase the value of 
LfV(e) for 0, < 0 < 1, the value of L:“(B) for 0 < 0 < 0, and the value of Lg*y(B) 
for 0a < B < !3, by making A, larger. In practice by enlarging the set of observed 
variables, generally, the value of A, would increase (see the remarks in 
[l, Sect. 5]), and hence, the performance of the procedure would improve. 
Clearly for 0, < f? < 1, LB(e) 3 L1*,(0,) = J(A,/b,, , 0; pY.J and as A, 
becomes large this lower bound approaches 4. (For pv.12 = 0, the lower bound 
is exactly 8 whatever A, .) For any 0 > 0, , however L$(B) would approach 1 as 
A, becomes large. Similar observations apply to L:“(B) over 0 < 0 < 8a . As 
regards&$(e) we observe that as A, increases its value at both 0, and 0, approaches 
& and at any intermediate point approaches 1. 
6. DECISION RULE USING ESTIMATED COEFFICIENTS 
In this section we consider decision rules that would be obtained if in (2.4)- 
(2.5) we substitute for the coefficient vector I some ‘sample estimate’ of the 
best choice Z, given by (5.10). 
Given a sequence of samples 
let 
x(k) 
“L1 9 IX=1 ,..., ?zJ&” , k = 0, 1, 2, (6.1) 
(k) 
aua = 
(k) 
(%lor ,..-9 d%)’ 
H(k) = <iz:(cl )...) a;& Y  
be defined as in (2.2) and (2.3). Further, let 
k = 0, 1,2 (6.2) 
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Let 4, , N) k = 0, 1, 2 stand, in general, for some nonnegative valued random 
variables (possibly depending on the samples) such that C”,=, qik’ is uniformly 
bounded away from 0 and 00, say 
O<Q,< iq!k)<Q2<03. (6.3) 
k=O 
Define the sequence of vectors i, by 
iv = (i. q1K’i$~kJ)-’ (212) - ZF)), when L’kq~k)&~k) is p.d. 
zzz some arbitrary nonnull vector, when Zkq,!“)eF) is singular. 
Set up 
(6.4) 
(6.5) 
whenever the denominator is nonzero. Consider the following sequence of 
decision rules obtained by replacing I in (2.5) by 2, : 
(a) When i,‘($“) - $l’) # 0: 
(i) choose 4 , if II’” > 8, , 
(ii) choose d, , if TV < 6, , 
(iii) choose do , if 8, < TV < 8, . 
(b) When %‘(ZL”’ - 5:“) = 0, choose one of dr , d, , do at random. (6.6) 
We shall see below that when the samples (6.1) are taken from sequences of 
populations subject to (4.3) and (4.4) and AV is defined as in (4.9), 
elk) - A, --P 0, so that (6.4) seems a natural ‘estimate’ of Z, given by (5.10). 
Further, the choice (6.4) includes the following special case. Consider the set 
of (p + 1) simultaneous equations in the elements s and I = (Zr ,..., I,)’ given by 
(6.7) 
Let us consider an interval (-E, 1 + ) E w h ere E > 0 is a number to be chosen 
suitably small. Let 4” stand for a solution of s of (6.7) in this interval, whenever 
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such a solution exists, and otherwise, be arbitrarily defined in (0, 1). Then 
taking 
$0’ = 0 
Y , 
q’l’ zzz 6 
” Y 
( 
$+I+), 
Y IV 
$2' = (1 - J") 
" ( 
$+(1-8)$)7 
" Y  
by Assumption 3.1, for a suitably small E, qp’ would be nonnegative and (6.3) 
would hold. Further, i, given by (6.4) would be equal to the I-solution of (6.7) 
whenever Z~~“‘e~“’ is positive definite. Hence, in this case TV given by (6.5) 
would equal 8, . From the results of [l] it follows that under mild assumptions, 
for a suitably small E, with probability approaching 1 Eqs. (6.7) have a solution 
in (-E, 1 + c) and .Z#?%$“’ is positive definite, whatever be 0 < 8 < 1. Also, 
as shown in [l] within a particular class of rank based estimates of 0, & has the 
minimum asymptotic variance. Thus, for qdk’ given by (6.8), (6.6) can be inter- 
preted as the rule based on a ‘best estimate.’ (In [l], it was implicitly assumed 
that 0 < 19 < 1 and accordingly s was allowed to lie in [0, 11. Here, as 0 < 0 < 1, 
we allow s to lie in (-E, 1 + E), and for a suitably small c the results carry over). 
Consistency. First suppose that the samples (6.1) are taken from fixed 
populations F(O), F(l), Fc2’ subject to (1 .l). Set up 
where H”(x), &’ are as in (3.2) and (3.3). From Theorem 2.1 and 2.2 in [I] 
we have, as Y + co 
-(k) 
a, 
- @) m! t+  0 
Y  , 
e(k) _ =(k)p’ 0 
Y  Y  , k = 0, 1, 2. (6.10) 
Now, if the characteristic roots of Xi”‘, K = 0, 1, 2 are bounded away from 0, 
and lim inf 1 &’ - &’ 1 is positive for at least one i (see [l, Assump- 
tion III]), from (6.3) and (6.10) it follows that & qSk’eLk’ is p.d. in prob- 
ability and f’@L2’ - $l’) is bounded away from 0 in probability. Further 
l’,‘{&p + (1 - e> 5;s’ - $,“} converges to 0 in probability (see the argument 
in [I, Sect. 41). As, when Ck n!“‘el”’ is p.d. and IV’(Ht2’ - Zi”) # 0 
If: - e = ivye5p) + (1 - e) 5y - ay/r^yy~y) - 8y, 
it follows that TV 4 0. Hence the rules (6.6) are consistent in the sense of 
Section 3, provided (3.6) holds. 
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ALOC functions. Now suppose as in Section 4 that the samples (6.1) are 
taken from sequences of populations Fj”‘, K = 0, 1, 2 subject to (4.3) and (4.4). 
Then proceeding as in the proof of Theorem 2.2 of [I] and making use of (4.12) 
it may be shown that for AV given by (4.9) and (4.1 I), 
g(k) - ” A “50, k = 0, 1, 2, (6.11) 
and hence by (6.3), 
,&qyeS” - (Z;c$)) A, -‘% 0 
By Assumption 4.1, this implies that &I~“%~~) is p.d. in probability. Hence, by 
Assumption 3.2 and Lemma 1.1 of [l] we get 
(zkqyp--l - (,zkf#y a;1 -5 0 (6.12) 
From the above it follows that, for finding the ALOC functions of the rule 
(6.6), we may proceed as if ZYp~k)~~k) is p.d. Also, as proved in Section 4, 
(N”)qT;12’ - a;“) - 6, is asymptotically normal so that for asymptotic purposes 
we may neglect the possibility (b) in (6.6). Thus, defining Z,, , r = 1,2,3, as 
in (4.5), as regards ALOC functions, the rule (6.6) is equivalent to: 
choose dl , if Z:,(,Xk,4p)eL”))-’ Z,, > 0. 
choose d2 , if Z:l(~~~~k)~~k))-l Z,, >, 0. 
choose do, if Z:,(+I~~)&:))-~ Zy2 < 0, Z~,(&~~)e~“))-’ Z,, < 0. (6.13) 
From the results of Section 4, we get that Z,, , r = 1, 2, 3 are bounded in prob- 
ability. Hence, by (6.3) and (6.12), 
(Zkq;“‘) Z;,(Zkq;k)&;k))-l Zy, - z~,A;lz,, -5 0, r = 2, 3. (6.14) 
From this we can deduce that 
P{z;,(Zkqy)ejlc))-l Z,, >, O} - P{Z;,A;lzy, >, O} + 0, r = 2, 3. (6.15) 
(This follows by noting that (Z:, , Zi,) h as asymptotically a 2p-variate normal 
distribution with uniformly bounded means and variances [Assumptions 3.1, 
3.2, 4.1, and 4.2A]. Hence given any subsequence of (Z:, , ZL,) we can pick a 
subsequence which converges in law to a fixed 2p-dimensional normal distribu- 
tion, and hence, for which ZL,A;%,, has a limiting cdf continuous at 0. In view 
of this and (6.14) there can not be a subsequence for which the absolute value 
of the difference in (6.15) is bounded away from 0). 
MULTIVARIATE EXTENDED CLASSIFICATION 47 
Now let ?A , L2 , L b e e ne as in (4.21)-(4.23). The dispersion matrices d fi d 
(4.19) of the 2p-vectors satisfy the condition (4.1). Hence from (6.15) and 
Lemma 4.3 we get that the ALOC functions of the rules (6.6) are given by 
For convenience, hereafter we keep the subscript v understood. Let C(p x p) 
be such that 
CAC’=I (6.17) 
For S, and 42 defined as in (4.15) and (5.9), d-CS is then a vector of unit 
length. Let P(p x p) be an orthogonal matrix whose first row is d-l(C.6)‘. 
Denote 
7-b = pee, Y = 1,2,3 
= (7 rl ,.--, 7J (say) 
(6.18) 
From (4.21)-(4.23), t i may be checked that (vii , rlzi , 73i), i = I,2 ,..., p are 
independently normally distributed with means given by 
E7ll = A, ~~~~ = (0 - w , ~7)~~ = (0, - w 
Erlli = E72i = Erlsi = 0, i = 2, 3,...,p 
(6.19) 
and with (b&a,a defined by (4.13) as the common dispersion matrix. From 
(6.16) and (6.18) we have 
(6.20) 
Or using notation as in (4.30) and writing 
ET = CL ,*-.9 EJ = U/h) % 9 Y = 1, 2, 3, (6.21) 
L*(e) = pw42 2 0) = ml + s2y(rl + P,) - (gl - sml - s,) 2 01, 
L,*(e) = JYS,~ 2 01 = ml + wl + x3) - (8, - w(h - s3) 2 oh 
(6.22) 
683/3/I-4 
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where (tIi , tzi , &), i = 1, 2,..., p are independently normally distributed with 
means given by 
E&l = A/b, , ES,, = (0 - 4) A/b, , Et31 = (4 - 4 A/b, , 
Et,i = E[zi = E[,i = 0, i = 2, 3,...,p 
(6.23) 
and with common dispersion (p,.Jr,s,a . Hence, it is easy to see that, for 
r = 2, 3, 
u,-, = (51 + w51+ ET) v (51 - FT)‘(Sl - 5,) 
w + Pld ’ 
r-1 = 
w - PlJ 
are independently distributed as noncentral x2’s with same d.f.p. The non- 
centrality parameters, for r = 2, are respectively 
Al= A2 
t 
(0 - 4) 2 I+-&+, gl*= A2 IL 
w + Pl2) bl 2 a1 - Pl2) bl 
and for Y = 3, respectively 
A2 - 2 A2 ‘IT2= 
2(1 +p131 
1 l++, (62 4 
bl 3 
g2*= 
2(1 - P13) 
1’ 
61 
So, from (6.22), we get 
L*<4 = w + Pl2) u1- (1 - P12) Vl 2% 
E2*w = fYu + Pl3) u2 - (1 - Pl3) v2 > 0). 
Or writing 
- 
.- 
(8 - 4) 2 -~ 
h. 1 
(6.24) 
($2 - 4 2 
-6,’ I 
(6.25) 
(6.26) 
(6.27) 
-&*<4 = PWl d (1 + P12)/2), k*(e) = piw, 6 (1 + PI&%, (6.28) 
From the above, it follows that W,(r = 1, 2) has the doubly noncentral Beta 
distribution (see, for instance 171 pp. 197-198) with shape parameters p/2, 
p/2, and noncentrality parameters rr,.*, x,. , i.e., with density function 
1 p+2* 1 -- v+2t 1 
x 
B Pi-2s, Pi-2t w 2 
( 1 
(l-w) 2 O<w<l r=l,2. 
2 2 
(6.29) 
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Hence, using the incomplete Beta-function ratio notation 
1 
UP, a) = qp, q) s 
’ w”‘( 1 - ,)+I dw, O<X<l (6.30) o 
we have, from (6.28) 
where rr*, 7r1 and ~a*, 7ra are given by (6.24) and (6.25). 
It is interesting to note that for the classical problem of classification between 
two multinormal populations with unknown means but a known common dis- 
persion matrix, John [6] obtained similar series expressions for the uncondi- 
tional probabilities of misclassification. 
To study the shapes of these ALOC functions, differentiating (6.31) with 
respect to 0 we get 
Or using the identity 
(6.33) 
409 4) = 9&I,(P + 1, a) +p&14P, q + I), 
(6.34) 
50 CHATTERJEE 
As for all s, 1 
I *(1+& (p+s,~+~+l)-I,(l+~~~,(~+s+l,~+t)>0, 
a sufficient condition for (6.34) to be nonnegative is 
(+ + s) &-l/de) - ($ + t) (dT*lw 2 0 for all s, t 
or equivalently 
dTJd6’ > 0, dvrl*/d6’ < 0. 
Using (6.24), conditions (6.35) reduce to 
--b,pJ, < 0 - 4 < b,lbl 
(6.35) 
By (4.13) and (4.30) this can be written as 
( 
(6.36) 
As 0, > $, (6.36) is always satisfied for f3r < 6’ < 1. Generally, there is a number 
8,* such that 
e,* < 4 , (8,” - e,)2 (+ + -&) = i + z + (’ y2e1’2 (6.37) 
for which (6.36) holds for all or* < 0 < 1. From (6.37) we get 
el* = el - p12 + (-& + $)-’ (-& + ’ ;,““l )I”‘. (6.38) 
I f  
or equivalently, 
n,h 2 24 - 1, (6.39) 
we have or* < 0. So we have proved that if (6.39) holds, then d&*(e)/dS 2 0 
for all 0 E [0, I]. In general, we have established that d&*(e)/de > 0 for all 
0 E [el*, 11. It may be noted that (6.35) is only a sufficient condition for (6.34) 
to be nonnegative and it is possible that when 0,* > 0, dG*(e)/db’ may remain 
nonnegative to the left of or* as well. The author has been unable to get a full 
answer to the question whether L,*(0) is nondecreasing in the entire interval 
[O, l] in general. In any case, the above shows that, quite generally, to the value 
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of e,*(e), &*(e,) gives a lower bound in [or , 11, and if L, < 8, < U, , &*( U,) 
gives a lower bound in [U, , 11. 
As regards e,*(e), we can similarly show that a sufficient condition for 
(d/dO)L,*(O) < 0 is 
( -$ + $-) (8, - e)2 < $ + $ + 0 ;2eJ2 
and as e2 < 8, this is always satisfied for 0 < 6’ < e2 . Generally, writing 
e,* = e2 + [(I - e2)2 + (-$ + -JJ (-$- + 2e2n; l )I”” 
we can show that &,*(f3)/dS < 0 in [0, 8,*]. If 
nl/no 3 i - 28, (6.42) 
we have e2* 3 a, so that e,*(e) is nonincreasing in [0, 11. Here also it is pos- 
sible E,*(e) is nonincreasing in [0, l] more generally, but this could not be 
proved. Quite generally, to the value of e,*(e), L2*(8,) gives a lower bound in 
[0, e,] and, if L, < e2 < U, , e,*(L,) gives a lower bound in [0, L,]. 
To see how the ALOC functions of the procedure of this section are related 
to the ideal ALOC functions, we note that from (5.11), (6.18), and (6.21), we 
can write the latter as 
-h*(e) = ~~5,,~,, 3 01, 
Whereas from (6.20) 
L,*(e) = w11~21 2 01. (6.43) 
-L*(e) = p 511521 + f flit,, 2 0 I 2 I 
I 
644) 
Z,*(e) = P sllhl +i fliki 3 0 
2 I 
where (&;i , t2~, &), i = 1, Z...,p are independently normally distributed with 
means given by (6.23) and with common dispersion (p,J. Exact analytical 
comparison of (6.43) and (6.44) seems difficult. 
If we write &(p: v*, rr) for the tail probability to the left of x of the non- 
central Beta distribution with shape parameters p/2, p/2 and noncentrality 
parameters r*, ?T, i.e., if 
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Then, from (6.31) and (6.32), we have 
h*(e) = q(l+olz) P; ( n1*, T), L2*v> = Q+,JP; v2*7 T2)’ (6.45) 
Proceeding just as in (6.22)-(6.26), from (6.43) we can similarly show 
-h*(e) = Bf(l+P12dl; ml*? 4, L,*(e) = ~+(1+o13)(L n2*> T2)P (6.46) 
where 7rr*, 7rl , 7rs*, rz are as before given by (6.24) and (6.25). Table 1 gives 
the values of the function B,(p; n*, r) for a few selected values of x, GT*, r 
and p = 1, 2, 3. As by our Assumption 5.1, $(I + prs) and &(l + pls) are both 
< 4, we have taken only values x < 0.5. Also, from (6.24)-(6.25), we have for 
eWL(l +~~~biX1 -p12)rrl*,andfore~e2,(1 +P&~N -Pi&,*. 
Hence, we have given the values of B&J; QT*, n) only for XT 3 (1 - x) v*. 
The values of B,( 1; v*, n) were computed by using the relation 
J&(1; n*, 77.) = J(mf)l/2 + ((1 - x) ?T*)i/s, (x+2 - ((1 - x) ?T*)l/s; 2x - l), 
where J is given by (4.27) and (4.28) and then using Table 8.5 in [9]. The 
values of B,(p; 7r*, rr)p > 2 were computed by using the fact that if X is a 
random variable following the ordinary Beta distribution with parameters 
+f1, $J2, wheref, = (p + rr*)s(p + 2rr*)-l,f, = (p + ~)~(p + 27r-l, then the 
transformXg/[Xg + I - X], whereg = (p + 2rr*)(p + n)/(p + a*)@ + 2rr), 
is approximately distributed as a noncentral Beta variable with parameters 
+!PP, &PP, r.*, ZT. Dasgupta [2] has found this approximation adequate and in our 
case it was found to give surprisingly close values for p = 1. 
From an examination of the values in the table, it seems legitimate to con- 
clude that in [or , I] generally a high value for L,* is attended by a high value 
of El*, the value of e,* is less than that of L,* , and the difference increases 
with p. Similar observations hold for [0, e,], L,* , and L,*. The falling away of 
the values of &* and e,* with increasing p is understandable, since the number 
of estimated parameters increases with p. 
7. A SPECIAL CASE 
In this section, we consider the situation where the preference scale of Sec- 
tion 1 holds with L, = 0, U, = 1. Such a situation would arise in practice when 
the values 0 = 0 and 0 = 1 are of special interest and dr and d, are respectively 
the most preferred decisions only in these cases. All that has been said in the 
earlier sections still hold. But here we can also approach the problem of best 
determination of I from another angle. 
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As the sample sizes increase, here it would be realistic to take 6, and 8, closer 
and closer to 1 and 0, respectively, so as to make the procedure more and more 
discriminating as regards the choice of dI and d, . So, to judge the performance 
of a particular compounding vector I, and hence, to find the best choice of I, 
we can alternatively proceed as follows. Given fixed F(l), F@), and F(O) subject 
to (1.1) and sequences of sample sizes n,, , naV , no, as in Section 3, we can 
consider the sequence of decision rules based on f, and &(--+ l), 8aV(+ 0). The 
limiting behavior of the corresponding probabilities of choosing dl , when 6 = 1, 
and d, , when 0 = 0, can then be studied. Of course e,, , 8,, are to be taken so 
that these probabilities remain bounded away from 1 in large samples. We 
write Plv and Pzy , respectively, for the probabilities of choosing dl when 0 = 1 
and d, when 8 = 0 for the decision rule (2.7) based on n,, , n,, , nzV , Z, t9,, and 
8,, . Using notations as in Section 3 under Assumption 3.3, we have from (2.7) 
and (3.5) 
Pi, N p{e,yrii;) + (1 - elV) I’S:) - 1’1j0) 2 0 1 e =: 1) 
P,” ~1! P{~;o) - e,vrii;l) - (I - e,“) rq2) 3 0 1 e = 0). 
Now, by Theorem 2.3 of [l], 
erii;l) + (I - e) zy - 1p;o) 
(7.1) 
[ ( 82 q11 + ~ U - e)2 ~(2) + L qo) 1 
l/2 
<x 1 
% n2v ” no” )I I 1 e 
where CL”‘, k = 0, 1, 2 are defined by (6.9), converges to the standard normal 
cdf D(x), and as is well known, this convergence is uniform with respect to x. 
So, in (7.1), taking e,, = 1 - IcJ(IV#/~, e,, = IC~/(IVJ~/~, K1 , K2 > 0, from (3.4) 
we get that 
pl, = @ K,p’(& (2)- $“)] [r (2 Z;’ + 2 E;)) I]-l”), (7.2) 
p2, = @ K2[hv t2) - py)] [r (+ X12’ + 2 qo)) 1]-1’2), (7.3) 
As in Section 3, the expressions (7.2)-(7.3) remain valid even when we replace 
I by I, , where 1, is a sequence of uniformly bounded vectors subject to Assump- 
tion 3.3. 
From the above expressions it is clear that when we are interested only in 
the values B = 1, 0, for large sample sizes the best choice of I in terms of Ply , 
P2” would be that for which, subject to Assumption 3.3 
(p’l))2[1’ ($ 
Y 
Z;O) + 82 5 zy + (I - ey 2 y)) l1-l 
Y 
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is maximized, 0 being taken as 1 or 0 according to the situation. The problem 
then becomes the same as that considered in [l] in connection with the estima- 
tion of 19 with the restriction that 0 = 0 or 1. In practice, we may estimate this 
best I by solving the equations (6.7) simultaneously. The corresponding rule 
(see the discussion after (6.7)) is the rule based on the ‘best’ estimate of 0 
proposed in [l]. Just as in the proof of Theorem 4.2 [l], it can be shown that 
for this rule Pi” when 0 = 1 and Pz, when 0 = 0 are maximized in large samples. 
8. CONCLUDING REMARKS 
In the foregoing sections we have considered solutions to certain classification- 
type problems specific to the mixture setup (1.1). In practice, these would be 
appropriate where we have a priori knowledge of the validity of (1.1). The 
following questions naturally arise: (i) How is one to test the validity of (1.1); 
(ii) what happens if one tries to apply the proposed procedures even though 
(1.1.) does not hold ? So far as the author is aware, for ungrouped data, no 
satisfactory answer to the first question has yet been found even in the univariate 
case. If the three samples are grouped to give contingency tables based on the 
same system of cells, (1.1) implies a composite hypothesis involving the cell 
probabilities, and this can be tested by standard methods. To consider the 
second question, for simplicity, suppose, as Y --+ cc, subject to Assumption 3.1 
n,,/Ny , K = 0, 1, 2, converge to some limits. Then write H(x) for the limit of 
(3.2) and define pck) with respect to it as in (3.3). For a given I, if Ftk), 
li = 0, 1, 2 are such that /‘p(l) < /‘p(O) < Z’pt2), and if we are prepared to treat 
1 l'y'k' _ l'pL(o) l/(/'$Z' _ l'p) as a measure of the distance between F(“) and 
F(O), k = 1, 2, then clearly the rule (2.5) has some meaning. The asymptotic 
theory of Sections 4 and 5, however, no longer applies. If we still try to apply 
the rule (6.6) with 1 determined from (6.7), trouble may arise in that (6.7) may 
not have real solutions. A real solution would exist with probability approaching 
1, if p.(O) is a convex linear combination of p,(l) and pc2). 
We have seen that performance as judged by the ideal ALOC functions (5.11) 
has an all-around improvement as d, increases. So far, the author has not been 
able to prove the corresponding result for the actual ALOC functions (6.16) of 
the procedure of Section 6. The difficulty in the proof arises from the fact that 
no compact expressions for probabilities of type (6.44) (such as that used for 
(6.43) in the proof of Lemma 5.1) could be found and the series expressions 
(6.31)-(6.32) are not of much help. However, as the figures in Table I suggest, 
an increase in the value of the ideal ALOC function is attended by an increase in 
the value of the corresponding actual ALOC function and thus it seems that we 
can improve the performance of the procedure of Section 6 by making A larger. 
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In this paper we have considered rules based on the variate-wise ranks. 
These may be useful in situations where ranks only are available or dependable. 
Of course, model (1.1) is invariant under a transformation of the set of p-variates 
into another set containing any number of variates. So, when the original variate 
values are at hand we can first apply a suitable transformation and then use the 
procedures of this paper on the transformed variates. This opens up a wide 
range of possibilities. Further, it may be noted that, although we have based 
our rules on rank scores, when the original values are available similar rules 
based on the values and their transforms can be formulated. In that case, to 
develop the asymptotic theory we would require conditions (like existence of 
moments up to a certain order) which would guarantee asymptotic normality, 
convergence in probability, etc. Investigations into some of these various pos- 
sibilities have been undertaken in the context of the estimation problem and it 
is hoped that the results will be published later. 
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