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列通信では通信隠蔽、CPU と GPU の間のデータ転送の隠蔽、MPI 通信時間の隠蔽等、通信に関するレ
イテンシ隠蔽を徹底的な行った。QCDに関しては、基本的に 4次元ステンシル計算が必要となるが、
並列化において通信時間の隠蔽に限界があり、特に strong scalingにおいて性能向上が困難である。
そこで、筑波大学で開発中の TCA/PEACH2 という GPU 間専用通信ハードウェアを用い、レイテンシの
削減をハードウェアとソフトウェアの協調動作によって実現している。 
 これらの最適化コードを大規模GPUクラスタであるHA-PACS及びHA-PACS/TCAで実行した結果、GT5D





審 査 の 要 旨 
【批評】 
 本論文は核融合プラズマシミュレーションコード GT5D と、量子色力学コード QCD について、異な
るアプローチによる性能最適化を実施している。GT5Dについては並列処理通信に対する演算量が比較
的多い粗粒度並列処理であるため、ソフトウェア手法による通信時間の隠蔽が有効である。ノードを
跨ぐ GPU間通信では、ノード内での CPUと GPUの PCIe上の通信、InfiniBandによるノード間通信の
双方の時間を隠蔽し、並列処理効率を高めている。通常のコードと異なり、メインプログラム自体が










 両コードに対する最適化は、GPU 演算性能の高速化という点では、CPU 性能に比べ極めて高い性能
を得たわけではない。しかし、それぞれのコードの特性を考慮すると、概ね妥当な高速化が実現され
ている。また、TCA/PEACH2を用いたハードウェア的解決は、一般的な GPUクラスタに直接適用できる








平成 28年 2月 3 日、システム情報工学研究科において、学位論文審査委員の全員出席のもと、著
者に論文について説明を求め、関連事項につき質疑応答を行った。その結果、学位論文審査委員全員
によって、合格と判定された。 
【結論】 
上記の学位論文審査ならびに最終試験の結果に基づき、著者は博士（工学）の学位を受けるに十分
な資格を有するものと認める。 
 
