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Interaction of light with a nanoapertured metal film has been the subject of extensive study 
because it produces many interesting phenomena, such as “enhanced” transmission of light 
through a nanohole array or shaping the spatial or spectral profiles of the transmitted light. The 
richness of the phenomena stems from the complexity of the way that light interacts with the 
nanostructures formed in the metal film. Surface plasmons (SPs), collective oscillation of 
electrons carrying the electromagnetic energy in the form of photons trapped at a metal/dielectric 
interface, can effectively mediate the interactions between metal nanostructures. Unlike the 
dielectric case, a metal wedge structure can also efficiently interact with free-space radiation, 
diffracting an incident light and/or coupling the light into surface plasmons (vice versa, 
decoupling surface plasmons into free-space radiation). We show that the diffraction by a metal 
corner plays an essential role in exciting surface plasmons and shaping energy flow distributions 
(enhancement or depletion). The phase relationship of the boundary diffraction and planar 
incident waves is extracted from measurement and simulation results.  
A single nanoaperture formed in a metal film is a simple and yet one of the most 
fundamental structures that can be viewed as a basic building block of aperture-based nano-
plasmonic structures. In this study we have investigated the characteristic evolution of optical 
wavefronts emanating from a nanoslit formed in a thin silver film. A planar wave, directly 
transmitted through the thin metal film, was used as a reference in forming an interference 
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pattern with the slit-transmitted free-space radiation and surface plasmons, and a scanning probe 
technique was employed in imaging the interference pattern in the near- to far-field regimes. 
Both the amplitude and phase information of the slit-transmitted waves with respect to the direct 
film-transmitted wave were extracted from the experimental data, and the results are compared 
with the analytical and numerical simulation results. The near- to far-field imaging of optical 
wavefronts is expected to be important in designing advanced nano-optic and plasmonic 
structures where precise control of both phase and amplitude of an optical signal is essential. We 
have also investigated grating diffraction with order-selection capability. This method offers a 
promising approach to accessing angular ranges that have not been reachable in conventional 
optics and to overcoming the limits of conventional refractive optics. 
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1.0  INTRODUCTION 
1.1 SURFACE PLASMONS 
Surface plasmons, also called as surface plasmon polaritons (SPPs), are surface-bound 
electromagnetic waves that propagate along the metal/dielectric interface. By solving Maxwell's 
equations with appropriate boundary conditions, the SP dispersion relation can be obtained as 
follows [1] 
 
DM
DM
sp kk εε
εε
+
= 0 .     (1) 
 
From the equation, we can easily understand that for a dielectric constant of metal, 0)Re( <Mε  
and DM εε > , 0kksp > . This wave vector relationship, i.e., the SP propagation constant’s being 
greater than the free-space (dielectric side) wave vector results in a surface-bound wave that is 
evanescent in the normal direction to the metal surface, and is propagating along the interface 
without radiation. Because of the momentum mismatch, excitation of SPs by light requires 
compensation of momentum. Figure 1 shows the SPs fields and the dispersion relation, as well as 
the momentum (same as the wave vector, k) mismatch [2]. To provide the requisite momentum, 
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one needs a special structure that can generate an extra wave vector, such as the case of 
roughness of surface, e.g. gratings. 
Metal corners can excite surface plasmons because the corner offers a continuum of 
spatial wave vectors and an appropriate extra wave vector needed for phase matching can be 
provided by the corner structure. Study of a single corner structure of a bulk metal with semi-
infinite extension of both surfaces is therefore essential to understand the nature of SP excitation. 
In Fig. 2, a planar wave is incident along the vertical wall direction. How does the incident light 
interact with the corner or the corresponding surfaces? The corner can diffract the incident light 
and excite SPs at the same time. The scattering area will then be filled with the incident, 
diffracted and surface-bound waves, and perhaps even other wave components may need to be 
taken into account. In this study, we have employed the finite-difference-time-domain (FDTD) 
method in order to analyze the interaction of light with the structure. To analyze the 
contributions from individual wave components, it is necessary to extract each wave from the 
mixed waves. SPs are one of the major players and can be suppressed by adjusting the dielectric 
constant of metals such that they attenuate quickly. Another intrinsic difficulty in FDTD stems 
from the extremely short penetration depth (skin depth) in the metals supporting the high 
suppression of SPs. This requires the grid size be smaller than the penetration depth. Use of 
small grid sizes could result in unacceptably large computational complexity, especially for the 
case of large simulation windows. In this thesis we address these issues as described in the 
following sections. 
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Figure 1. Surface plasmons. (a) SPs electromagnetic waves and surface charges at the interface between a metal and 
a dielectric material. It is noted that the transverse magnetic (TM) waves are required to excite SPs electrical fields 
normal to the surface to generate the surface charges. (b) The evanescent component of the field perpendicular to the 
surface exponentially decaying by distance away from the surface. Because of its evanescent property, SPs have the 
nature of non-radiation, which gives SPs bound and propagating upon the surface. (c) The dispersion relation of SPs 
in which the momentum mismatch (for the same frequency, the momentum of SPs is always larger than that of light 
in free space) stops the direct coupling between light in free space and SPs [2]. 
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1.2 FDTD SUBGRID TECHNIQUE IN METAL SURFACE CALCULATION 
In order to alleviate this numerical/computational problem, we have introduced a subgrid 
technique, which places subgrids, many smaller grid cells than primary grids, at specific 
locations in the computational window. 
1.2.1 Errors Caused by Uniform Coarse Grids 
To illustrate possible errors that may be caused by uniform coarse grid cells in FDTD 
calculation, we take a sample structure of a bulk metal with two corners (see Fig. 2). From the 
calculation (λ = 650 nm and ε = -5+655i) with uniform coarse grid cells FDTD algorithm, it is 
shown that the y component of electric field at left side and right side boundaries are asymmetric 
(Fig. 3). This error is attributed to the fact that the shifted Yee lattice results in choosing the 
values of Hz (z component of H fields) at (i+1/2, j+1/2) changing to at (i, j) (these two points 
have the same material properties, e.g. ε and μ), and therefore the metal boundaries divide the 
grid cells differently. This problem causes the difference of Ey (y component of E fields) at the 
boundaries of the metal. 
This numerical error originates from the approximation involved in translating the 
differential form to the difference form. The finite size of the Yee cells results in the situation 
that the contour paths at the left side and the right side of the metal boundaries are not symmetric 
(Fig. 4). For the TE mode (electric field parallel to the z-direction case), Hy on the contour paths 
are only related to the permeability, which is nonmagnetic unity in metals. Therefore, the 
asymmetry of contour paths on both boundaries doesn't cause the asymmetry of Hy. However, for 
the TM mode case, Ey on the contour paths are asymmetric on both boundaries since they are 
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related to the permittivity different from 1 (the free space), and thus the asymmetric results of Ey 
arise (Fig. 3). 
To confirm this conclusion, we can simply divide the permittivity into two different 
quantities in x and y directions. Now we only consider the Yee lattice with the values of Hz at 
(i+1/2, j+1/2). For the x-direction, we also keep the previous rules, εx (i, j) = εx (i+1/2, j+1/2). 
While, for the y-direction, we can set εy (i, j) = εy (i-1/2, j+1/2) at a certain boundary (e.g. left 
side or right side), thus metal boundaries cut Yee cells differently. Figure 5 shows the metal 
boundaries in the Yee cells after treating the left side or right side permittivity separately. Figure 
6 shows the Ey distributions calculated by this treatment. 
Actually, the difference of contour paths (or material properties inside) at both sides of 
the metal becomes much smaller when we reduce the size of Yee cells. If the grid size decreases, 
εy (i, j) on the contour paths boundaries are much closer to metal boundaries, therefore, εy (i, j) 
becomes more accurate in describing the permittivity values of metal boundaries. If we choose 
the grid size of 2.5 nm instead of 10 nm as we set previously, we can see the difference of Ey at 
both boundaries becomes much smaller as shown in Fig. 7. 
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Figure 2. A bulk metal with two corners. A TM mode (H field parallel to the z-direction) light is incident to the y-
direction. 
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(a)  
(b)  
Figure 3. Ey distributions around a bulk metal. Hz is designed at (i+1/2, j+1/2) (a) and at (i, j) (b) in the Yee space 
lattice of the bulk metal (ε = -5+655i at 650 nm) with TM polarized incident wave. Grid size is 10 nm. 
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(a)  
(b)  
Figure 4. TM polarized Yee cells with Hz at different lattice points. Hz is designed at (i+1/2, j+1/2) (a) and at (i, j) 
(b) in the space lattice. Lattice points (i, j) and (i+1/2, j+1/2) will be treated as the same lattice, such as ε (i, j) = ε 
(i+1/2, j+1/2). 
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(a)  
(b)  
Figure 5. TM polarized Yee cells with Hz at (i+1/2, j+1/2) in the space lattice. Lattice points (i, j) and (i+1/2, j+1/2) 
are modified to be treated separately in the x and y directions, such as εx (i, j) = εx (i+1/2, j+1/2), εy (i, j) = εy (i-1/2, 
j+1/2) at left side (a) or right side (b) metal boundary. 
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(a)  
(b)  
Figure 6. Ey distributions around a bulk metal with Hz at (i+1/2, j+1/2) in the modified Yee space lattice. The 
modification is designed at left side (a) or right side (b) metal boundary (depicted in Fig. 5) of the bulk metal (ε = -
5+655i at 650 nm) with TM polarized incident wave. Grid size is 10 nm. 
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Figure 7. Ey distributions around a bulk metal with ultrafine grids. The bulk metal (ε = -5+655i at 650 nm) in the 
Yee space lattice is depicted in Fig. 4 (a) with TM polarized incident wave. Grid size is 2.5 nm. 
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1.2.2 Subgrid Technique 
By decreasing the grid size and thus refining the mesh resolution, we can reduce the staircasing 
errors observed in the case of coarse FDTD grids. However, it requires much larger memory and 
longer computational time. To keep the computational load at a manageable level, we can use a 
more general approach, subgrid technique [3]. Subgrids are many small grid cells placed at 
specific locations in the computational area instead of uniformly modifying the primary grids. By 
nesting subgrids into coarse primary grids, we can refine the spatial grid size with the factor of 
2n:1. This kind of nested subgridding scheme is based on the Okoniewski scheme [4], which 
provides high performance for numerical stability and low boundary reflections between primary 
grids and subgrids. 
The basic idea of the Okoniewski scheme is listed in Table 1. E and H are designated as 
primary grids fields, while e and h are designated as subgrids fields. 
The geometry of nested subgrids in primary grids is shown in Fig. 8. A quarter-shifted 
subgrid spatial position corresponding to the primary grids leads to the smoothest transition. This 
is because the magnetic fields in the primary girds superposing with the magnetic fields in the 
subgrids simplify and optimize the spatial and temporal interpolation (e.g. simple averaging). To 
approximate the tangential values of e and h at the boundaries of subgrids region, we can choose 
a quadratic-function interpolation in time. For spatial interpolation, cubic spline method is better 
than linear method, but this can still lead to the numerical instability and reflections at the 
boundaries of subgrids region because of the abrupt spatial and temporal transition from the 
primary grid to the subgrid. By adjusting the smoothing factor in a cubic smoothing spline, we 
can ensure the stability of the system. Practically, if we set the smoothing factor as 0.9, no 
 13 
tendencies for instability have been found up to more than 3500 time-steps (the propagation 
length of the surface plasma on the metal surface is up to 15 μm) in our tests. 
To test the performance of the subgrid technique, we choose the geometry of tested example 
depicted as Fig. 9. The permittivity of metal is assumed to be ε = -5+0.655i. In our test we set the 
coarse grid size to be 10 nm, then the 1st level nested subgrid size is 5 nm and the 2nd level nested 
subgrid size is 2.5 nm (the refinement factor of 2n:1). From Fig. 10 we can clearly see Ey field 
calculated by the subgrids is matched well with the fine grids. 
Use of a subgrid technique can greatly save the memory and time and therefore improve 
the performance of computation. If we use simple fine grids to refine the results, for example, 
using the half grid size uniform fine grids instead of the previous coarse grids, to calculate the 
same sized computational window, we have to spend 23 = 8 times longer time than before due to 
the doubled spatial lengths in x, y directions and the doubled temporal length. In the case of the 
subgrid technique, the extra time is spent only on the subgrids calculation, which is local and 
specific on a small region of subgrids. Table 2 is the system requirement of different grids size 
and nested subgrids level tested under personal computer with Intel 2GHz CPU. The width of 
subgrids region sketched in Fig. 9 chosen here for our test is 30 primary grids. 
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Table 1. Subgridding algorithm processes 
Step Process Time 
1 Update E n 
2 Update H n+1/2 
3 Interpolate in space at t = n and in time to calculate the 
missing tangential e at the boundary using the nearest E in 
required region 
n-1/2 
4 Interpolate in space at t = n+1/2 and in time to calculate the 
missing tangential h at the boundary using the nearest H in 
required region 
n-1/4 
5 Update e and store the boundary values using the 
interpolated values at t = n 
n 
6 Update h and store the boundary values using the 
interpolated values at t = n+1/2 
n+1/4 
7 Update e n+1/2 
8 Update h n+3/4 
9 Interpolate in time to calculate the tangential H using h at t 
= n+1/4 and t = n+3/4 
n+1/2 
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Figure 8. Sketch of subgrids geometry. At first, transfer data from primary grids boundaries to subgrids boundaries 
by interpolation, then calculate the subgrids data by Yee algorithm. At last, transfer data from subgrids to primary 
grids in the subgrids region. 
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Figure 9. A bulk metal with two corners covered by subgrids area. Metal structure is described in Fig. 2. Subgrids 
area can occupy 1 level and 2 level nested subgrids. 
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Figure 10. Scanned Ey along different surfaces with different grid sizes. Ey at bottom surface (a, b), left surface (c, 
d) and right surface (e, f) of a bulk metal (ε = -5+0.655i at 650 nm) with TM polarized incident wave calculated by 
coarse grids (grid size = 10 nm), fine grids (grid size = 5 nm) and 1st level nested subgrids (primary grid size = 10 
nm, subgrid size = 5 nm) (a, c, e), ultrafine grids (grid size = 2.5 nm) and 2nd level nested subgrids (primary grid size 
= 10 nm, subgrid size = 2.5 nm) (b, d, f). 
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Table 2. System requirement for different nested subgrids levels and different grid sizes 
Nested subgrids level & grid size Run time Memory 
uniform coarse grids (grid size = 10 nm) ~8 min ~200 MB 
1 level nested subgrids (primary grid size = 10 nm, 
subgrid size = 5 nm) 
~10 min ~200 MB 
2 level nested subgrids (primary grid size = 10 nm, 
subgrid size = 2.5 nm) 
~40 min ~300 MB 
uniform fine grids (grid size = 5 nm) ~1 hr ~450 MB 
uniform ultrafine grids (grid size = 2.5 nm) ~9 hr ~1 GB 
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1.3 FDTD SIMULATION OF OBLIQUE INCIDENCE 
The nanoaperture trasnsmission phenomena discussed above assumed normal incidence of an 
input beam. In order to study the more general case of oblique incidence, we need some 
preparation in FDTD simulation. Generating a usable plane wave obliquely incident to a flat 
metal is not a straightforward task. We first introduce a formulation for the boundaries of an 
incident plane wave. A plane wave touching the calculation boundaries or absorbing boundaries 
may result in numerical dispersion, and to avoid this potential problem a total/scattered (T/S) 
field formulation can be adopted. As shown in Fig. 11, in the T/S field formulation, the 
boundaries are set as the scattered fields, and the inner window is set as the total fields with the 
relationship: incscatotal FFF += . Thus, the incident fields do not appear in the scattered field 
region. This reduces the reflection at the absorbing boundaries and can avoid numerical 
dispersion. Because of the linearity of Maxwell's difference equations used in FDTD, slightly 
modifying the equations with the formula above at the interface between total/scattered field 
regions can keep the program going correctly with knowing the incident fields. 
Now one remaining issue is how to generate a good oblique incident beam for iteration of 
FDTD. It is easy to generate a 1D normal incident beam as a look-up table thus each value of 
incident fields at the interface of T/S regions can be found at this look-up table. To obtain an 
oblique incident beam, we can just tilt the look-up table, and determine every incident field at the 
interface of T/S regions by finding the same wavefront in the look-up table using the 
interpolation [3]. This approach is available for the scattered field region filled with air, or with 
dielectric if we consider the wavefront by introducing the refractive angle. The advantage of this 
method is that the incident beam will propagate keeping the same complete wavefronts (a 
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complete wavefront appear to the calculation window at the same time). However, it is not good 
for metals because metals are too complex to be described simply by refraction (e.g., SPs may 
also be generated for TM-polarization). It is necessary to consider materials such as dielectric 
and metals into the look-up table and solve the problem for the materials that extend into 
scattered field region and touch the boundaries. 
If we assume there is a periodic look-up table that describes a flat dielectric or metal film 
(in fact, which is also periodic), we can generate an oblique incident beam by using "self-
iteration", which means we just set an input plane wave pulse (Hinc) at the source position and all 
other required field components are obtained by the periodic condition: )sinexp( ilr ikxFF θ−= , 
)sinexp( irl ikxFF θ= , where Fl and Fr are any electromagnetic fields at left and right edges of a 
distance of x, respectively. Therefore, the fields at the window boundaries also can be obtained. 
Because of the instability of self-iteration approach at the beginning of the iteration, the upper 
part of each wavefront is cut-off, so it requires a longer calculation time (larger time steps) to get 
steady. However, if time is too long, results show that at T/F boundaries cross the metal surfaces, 
the numerical divergence occurs. To suppress the error, a thick layer of PML boundary can be 
used. 
Figure 12 shows the results of generated periodic look-up table in free space (Fig. 12(a)), 
hitting on a flat silica (Fig. 12(c)) or on a Ag layer (Fig. 12(e)) with the incident angle of 45º. 
After subtracting the incident field at the incident side (below the silica or Ag layer, shown in 
Fig. 12(b)), a reflected field can be achieved (Fig. 12(d) for the silica case and Fig. 12(f) for the 
Ag case). 
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Figure 11. Schematic drawing of total/scattered field regions. The boundaries are set as the scattered fields, and the 
inner window is set as the total fields. 
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(a) (b)  
(c) (d)  
(e) (f)  
Figure 12. Generated periodic Hz look-up table for the oblique incident beam with the incident angle of 45º. The 
beam is in free space (a) and reacted with silica (ε = 2.1316) (c) and Ag (ε = -15.9+1.07i at 633 nm) (e) located at y: 
[2,3] μm. By subtracting the incident field in the region of [0,2] μm (b), the reflected fields by silica (d) and Ag (f) 
can be seen. 
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2.0  ANALYSIS OF INTERACTION OF LIGHT WITH A METAL CORNER 
Based on the subgrid technique introduced in the previous section, we have performed FDTD 
simulation of a single metal wedge structure (the left corner in Fig. 9; the right part is replaced 
by absorbing boundaries). When a light wave hits a metal wedge structure, the metal surfaces 
respond to the incident light by generating both free-space and surface-bound waves. Here we 
present a physical model that elucidates electromagnetic interactions of an incoming planar wave 
with a simple semi-infinite 90o metal wedge. We show that a metal wedge structure possesses an 
intrinsic capability of directing the incident power around the corner into the forward direction. 
Interplay of the boundary diffraction wave and the incident and reflection waves in the near field 
region of a metal corner is found to form a basis of the funneling phenomena that are commonly 
observed in metal nanoslit structures. Theory and experiment reveal that the incident wave 
propagating parallel to the sidewall destructively interferes with the boundary diffraction wave 
forming a depleted-energy-flow region along the glancing angle direction. A physical 
understanding of various electromagnetic phenomena associated with a metal wedge structure 
confirms rich potential of the simple structure as an elemental building block of complex metal 
nanostructures. 
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2.1 ROLE OF DIFFRACTION IN SHAPING ENERGY FLOW 
It is well known that a metal wedge structure plays an essential role in scattering/diffracting light 
into free space and in exciting plasmon waves on metal surfaces [1,5,6,7,8,9,10]. Possessing a 
singular point at the corner, a wedge structure offers a broad-range continuum of spatial 
frequencies. This can help compensate the momentum mismatch between surface-bound 
plasmons and free-space waves, enabling interactions among the dissimilar wave components. 
The physical picture of the electromagnetic interaction with a metal wedge, however, is not 
clearly established, despite evident connection of the subject phenomenon to many related 
structures. A metal nanoslit, for example, has been commonly viewed as a basic building block 
of many plasmonic structures [2,11,12,13]. The funneling (field concentration) effect that is 
observable in individual nanoslits is considered one of the crucial factors in extraordinary 
transmission of nanoslit arrays [14,15,16]. In this work we consider a semi-infinite 90º metallic 
wedge as a more elemental structure in understanding various phenomena associated with 
nanoslits. We show that the essential features of optical interaction with a nanoslit can be derived 
from the understanding of a metal wedge structure. This investigation focuses on the 
fundamental interactions that shape the energy flow distribution around the corner. 
2.1.1 A model for boundary diffraction 
In this work we have employed a finite-difference time-domain (FDTD) method in analyzing the 
interaction of light with a metal wedge. The electromagnetic field distributions show rather 
complicated patterns, and in interpreting the numerical simulation results we take the following 
approach. The waves produced by a metal wedge in response to an incident wave are categorized 
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into free-space or surface-bound waves (Fig. 13(a)). The free-space waves are further classified 
into reflection (with planar wavefronts) or diffraction (with non-planar wavefronts) components. 
Note that in this scheme the total fields are decomposed into planar and non-planar components 
by the geometry of wavefronts. This geometry-based classification of wave components is 
intended to help develop a physical picture of the complex electromagnetic phenomena that are 
analyzed by FDTD simulations. 
Fig. 13(b), (c), (d) show a two-dimensional (2D) FDTD simulation result of a Ag wedge 
with a magnetic polarized planar wave. A planar incident wave was generated at the bottom side 
of the calculation window, and is expressed as tiikyeE ω−= 0xˆEin  and 
tiikyeH ω−−= 0ˆ)( zHin , where k 
is the propagation constant in free space. A perfectly matched layer (PML) was used for 
boundary condition. The dielectric constant of Ag was chosen as -17 + i1.15 at 650 nm 
wavelength [17]. A uniform grid size of 10 nm was used for the entire simulation window. (In 
some other cases that the dielectric function of metal is chosen such that the surface plasmon 
penetration depth in metal becomes significantly small (Fig. 18), the grid size of simulation 
needs to be adjusted to proportionally smaller ones. In that case, a sub-grid technique was used, 
with the primary grid size of 10 nm and the 2nd nested subgrid size of 2.5 nm [3].) 
The snapshot images of the distributions of Hz- and Ex-fields (total fields) show the 
dominance of the incident and reflection wave components (Fig. 13(b), (c)). The diffraction or 
surface plasmon wave components, being of relatively minor intensity, are not clearly resolved 
in these images. In contrast, the Ey distribution can reveal the diffraction and surface plasmon 
waves (Fig. 13(d)). This is because the incident and reflection waves, being magnetic polarized, 
do not contain the Ey-field component. The concentric, circular-shaped wavefronts clearly 
indicate presence of a boundary (edge) diffraction wave in free space, while surface-bound 
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waves are visible on both perpendicular faces. In order to elucidate the diffraction component of 
the Hz and Ex fields, the incident and reflection components (planar wavefronts) are subtracted 
away one by one from the total field. First, upon the elimination of the incident wave, the 
reflection wave is clearly revealed, being present exclusively on the metal side, that is, in the 4th 
quadrant of the simulation window (Fig. 13(e)). The fine features of diffraction wave are buried 
under this strong reflection component, but further subtraction of the planar wavefronts of 
reflection uncovers circular wavefronts of diffraction (Fig. 13(f), (g)). (Here, for the subtraction 
of semi-infinite planar reflection wavefronts, first the infinite planar reflection wavefronts were 
calculated assuming an infinite metal surface with a planar wave normally incident to the 
surface. The right-half part (x > 0) of the planar reflection was taken and used as semi-infinite, 
uniform planar reflection wavefronts in the subtraction process. This simple geometry-based 
division/interpretation of the FDTD results implies that the non-uniform distribution of fields 
originating from the boundary diffraction is taken care of by the remaining, non-planar 
wavefront part of the total fields.) 
The diffraction wave shows an antiphase distribution across the boundary between the 
planar reflection and circular diffraction regimes, that is, on the border of the 3rd and 4th 
quadrants. Note that the sharp discontinuity of diffraction wavefronts at the boundary stems from 
the step function profile assumed for the semi-infinite planar reflection wave. The amplitudes of 
the antiphase diffraction fields are found to be equal at the boundary and are 0.5 times the planar 
reflection field (Fig. 14). Therefore the total field (reflection plus diffraction) becomes 
continuous at the border, satisfying the requisite boundary conditions. It is interesting to note that 
the field amplitude of the diffraction component is unattenuated along the vertical (-y) direction 
although the field distribution broadens in the transverse direction. The anisotropic nature of the 
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radiation pattern suggests that the sources of the diffraction wave are not necessarily confined to 
the corner point itself, because otherwise a circularly symmetric pattern would be expected from 
a line (point) source. The simulation result rather suggests that an extended distribution of source 
elements is responsible for the observed diffraction pattern. In order to elucidate the nature of 
this boundary diffraction wave and its connection to the reflection wave, the electromagnetic 
response of the horizontal surface is modelled as follows. 
In order to develop a better understanding of how the boundary diffraction wave (with 
non-planar wavefronts) is generated in conjunction with reflection of a planar incident wave by a 
metal edge, a model Hz-source of uniform reflection field (Hz,refl) was assumed to be placed on 
the bottom face of a perfect electric conductor (PEC) wedge, and the resulting emanating waves 
were analyzed by FDTD (Fig. 15(a)). The wavefronts produced by this semi-infinite uniform Hz 
source (i.e., a half-plane Hz,refl source) well match the FDTD simulation result of a metal wedge 
in most regions (See the 3rd and 4th quadrants of Fig. 15(a), and compare with those of Fig. 
13(e)). In the 2nd quadrant, a discrepancy appears: the circular wavefronts partially remain strong 
around the vertical surface (Fig. 13(e)). This local, strong field around the sidewall is caused by 
the interaction of the diffraction wave with the sidewall as will be discussed below. 
Placing a uniform Hz source on a metal edge is equivalent to assuming a uniform surface 
current on the metal surface. The implication of employing this model source can be understood 
as follows. For a planar wave normally incident to a metal surface, the metal responds by 
inducing a surface current, J = n x H. Here H refers to the total magnetic field vector on metal 
surface and n is the unit normal vector to that face. The induction of a surface current results in 
generation of a reflection wave, whose electric and magnetic fields are set such that they satisfy 
the boundary conditions on the metal surface. The reflection wave generated at the metal surface 
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(y = 0) is related to the incident wave as follows: Ex,refl = rEx,in and Hz,refl = -rHz,in. Here r is the 
reflection coefficient of air/metal interface for normal incidence. For most metals |r| ~ 1, and the 
phase angle of r is close to 180 degrees, e.g., 180 or 153 degrees for perfect conductor or Ag at 
650 nm, respectively. The surface current that corresponds to the planar reflection wavefronts 
can then be expressed as ( ) .21 ,, inzinz HHrJ ≅−= (The electromagnetic interaction with a metal 
wedge produces a complex distribution of fields. The induced surface current also takes a non-
uniform distribution around the corner [18,19]. For the exact fields, the edge diffraction can be 
evaluated by taking the physical optics approach with a modified surface current [19].) 
According to the geometry-based classification scheme taken in this work, the total 
magnetic field can be decomposed into two parts, one corresponding to the planar reflection 
wave and the other one to non-planar wavefronts (diffraction and surface-bound waves). The 
uniform surface current component by the planar reflection field is separated out from the total 
surface current, and is used as a model source in studying the response of the metal edge to an 
incident wave. As shown in Fig. 15(a), it is found that the half-plane uniform Hz source placed 
on the front surface of a metal wedge produces the non-planar diffraction wavefronts as well as 
the planar reflection wavefronts. 
When a planar incident wave hits the bottom surface of a metal wedge, it produces planar 
reflection and non-planar diffraction (and surface plasmons) as discussed above. Note that these 
reflection/diffraction wave components propagate mostly in the 3rd and 4th quadrants of the 
simulation window. The 2nd quadrant region is affected by the presence of another diffraction 
wave component. 
When an infinite-planar incident wave enters into the 2nd quadrant (x < 0 and y > 0), it 
suddenly becomes of semi-infinite extent confined to the air side of the space. Similar to the case 
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of an semi-infinite uniform Hz source placed on the bottom surface of the metal wedge for 
reflection, this propagating semi-infinite wave is expected to generate/bring non-planar 
diffraction components along with a planar one and to interact with the vertical sidewall of 
metal. 
The nature of this boundary diffraction wave generation (by the propagating planar wave 
at the air side) and its interaction with the vertical sidewall of metal are further studied as 
follows. A half-plane uniform Hz soft (transparent) source is placed on the border of the 2nd and 
3rd quadrants (x < 0, y = 0) in free space, and FDTD analysis is carried out for the emanating 
waves [Fig. 15(b), (c), (d) for the total Hz, Ey, and (Hz,total – Hz,pl) field distributions, 
respectively]. Comparing with the corresponding fields in Fig. 13(e), (d), (g), it is clear that the 
circular-shaped, anti-symmetric diffraction wavefronts originate from a semi-infinite uniform Hz 
source. It is important to note that unlike the case of reflection by the bottom surface, there is no 
surface current involved in describing the diffraction wave generation by a propagating semi-
infinite planar wave in free space. 
A semi-infinite planar source (both cases of Fig. 15(a) and 15(b)) is shown to produce 
composite, mixed-symmetry wavefronts, and this characteristic distribution of fields can be 
understood from the reasoning based on the Huygens-Fresnel principle: each point on a 
wavefront serves as a source of wavelets, and superposition of all the wavelets from the primary 
wavefront results in formation of next wavefronts [20].Imagine an infinite plane source of Hz in 
free space. The wavefronts emanating from the source would be perfectly planar without any 
circular fringe component. This is because the normal component of electric field (Ey) at any 
point would be cancelled out by anti-symmetric contributions originating from the opposing half-
sections of the infinite plane source. As such the resulting field has only the horizontal 
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component (Ex). When the Hz source becomes of semi-infinite extent, cancellation of the normal 
component would not be perfect, especially around the edge region. The fringe (diffraction) field 
on the source-free side originates from the source side, that is, where the semi-infinite Hz is 
placed. By contrast, the fields on the source side lack contributions from the opposite side 
(source-free side). 
Therefore the total field on the source side will be less the amount of the missing contribution 
than the otherwise perfect planar wavefronts. This symmetry-based reasoning provides an 
explanation on how a semi-infinite plane source produces such characteristic anti-symmetric 
circular wavefronts for Hz (and Ex) in conjunction with the semi-infinite planar wavefronts. We 
note that the field distribution of the waves (planar + circular) emanating from a half-plane 
source in free space takes the form of complementary error function, or equivalently of the 
Fresnel integral, an analytical expression well established in association with the knife-edge 
diffraction problem [21,22,23,24] (Fig. 16). [It is interesting to note in Fig. 15 that the total Ey 
field (Fig. 15(c)) shows an isotropic distribution whereas the total Hz field (Fig. 15(b)) is 
anisotropic. An analytical expression can be derived for the total fields originating from a half-
plane uniform Hz source placed in free space. The half-plane source is considered as a semi-
infinite array of densely-spaced line sources of infinite length (point sources when viewed on the 
x-y domain). The total fields are then calculated by integrating the contributions from all source 
elements. The expression for the Ey field is found to take the form of the complex 
complementary error function (or the complex Fresnel integral) and the field strength is a 
function of the distance from the edge (corner point) of the semi-infinite source. This functional 
dependence explains the isotropic nature (circular symmetry) of the Ey field.] 
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Figure 13. Electromagnetic interaction of a metal wedge. (a) Schematic illustration of free-space and surface-bound 
waves generated by a metal wedge for a normally incident planar wave: (from the bottom layer) incident; reflection; 
boundary diffraction; reflection of boundary diffraction; and surface plasmon waves. (b) to (g), Snapshot images of 
field distributions around a Ag corner calculated by FDTD for a 650 nm wavelength, magnetic polarized incident 
light: Hz,total (b); Ex,total (c); Ey (d); Hz,total – Hz,in (e); Hz,total – Hz,in – Hz,refl (f); Ex,total – Ex,in – Ex,refl (g). 
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Figure 14. Anti-symmetric phase distribution of magnetic field (Hz) of a boundary diffraction wave around a Ag 
wedge. (a) Hz field profiles scanned along the y-direction at x = 0- (blue curve) or at x = 0+ (red curve). Hz field of 
planar reflection (x ≥ 0, green curve) is also shown for comparison with boundary diffraction components in their 
phase and amplitude relations. (b) Snapshot image of Hz field distribution of a boundary diffraction wave. Note the 
opposite phase distribution across x = 0. A magnetic polarized light (650 nm wavelength) is incident from the 
bottom side of simulation window. 
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Figure 15. A model for boundary diffraction. (a) Hz,total field distribution calculated by FDTD for a half-plane Hz 
source placed on the bottom face of a perfect electric conductor wedge. (b) Hz,total. (c) Ey. (d) (Hz,total – Hz,pl) field 
distributions calculated for a half-plane Hz source placed on the border of the 2nd and 3rd quadrants (x < 0, y = 0) in 
free space. 
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Figure 16. Field distribution of boundary diffraction waves. (a) |Hz| distributions scanned along the x-direction at y = 
-3λ (λ = 650 nm): for a half-plane Hz source placed on the bottom face of a perfect electric conductor wedge (red); 
for a perfect electric conductor half-plane sheet placed at x < 0 and y = 0 (blue) with a magnetic polarized light 
normally incident to the PEC sheet. These FDTD calculated simulation results (red and blue) are compared with the 
analytical result (green) (after adjusting phases) calculated from the Sommerfeld half-plane problem, which 
concerns the same geometry as the PEC sheet case (blue) [5]. A good agreement is observed among the three results 
(especially between blue and green curves). (b) Snapshot image of Hz distribution for the case of a half-plane Hz 
source placed on the bottom face of a perfect electric conductor corner. 
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2.1.2 Interference of boundary diffraction: Field depletion and Funneling effect 
Now we move on to the region around the vertical sidewall (the 2nd quadrant). The planar 
wavefronts of the total Hz field shown in Fig. 13(b) significantly bend in the region close to the 
sidewall. The (Hz,total – Hz,in – Hz,refl) and (Ex,total – Ex,in – Ex,refl) field distributions shown in Fig. 
13(f), (g) also confirm strong presence of circular wavefronts localized in the same region. These 
seemingly peculiar distributions require a proper understanding. The incident wave entering into 
the 2nd quadrant can be modeled with a half-plane Hz source that is placed on the border with the 
3rd quadrant (x < 0, y = 0). This Hz source is expected to develop fringe (diffraction) fields of the 
same nature as those of a half-plane Hz source placed in free space (Fig. 15(d)) discussed above. 
The boundary diffraction fields that are associated with the propagating semi-infinite planar 
wavefronts (Fig. 17(a)) and that fall onto the metal side (the 1st quadrant) are glancing incident in 
the region near/along the vertical sidewall and reflect back to the air side (the 2nd quadrant) (Fig. 
17(b)). 
The effect of this reflection at the vertical sidewall would be most significant along the 
glancing angle direction, because it corresponds to a shortest possible path that a wavelet can 
take in order to reach an observation point located near the vertical surface. For the case of an 
interface of a real metal with air, the reflection coefficient becomes -1 for glancing angle 
incidence (See the analysis below). 
For a magnetic polarized light, the reflection coefficient of air/metal interface for oblique 
incidence is given as [6]: 
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For air/Ag interface at glancing angle incidence: εM = -17 + i1.15; θi → 90º, 
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For air/PEC interface at glancing angle incidence: εM → i∞; θi → 90º,  
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Since the reflection angles of boundary diffraction for glancing incidence are close to 
(but not equal to) 90º in reality, ∞→iM θε cos  and .1cos
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The phase-inverted reflection component is then added to the direct propagation 
component on the air side (the 2nd quadrant). Since the original diffraction fields existing on the 
air/metal sides are antiphase to each other with equal amplitudes (blue and red circular curves in 
Fig. 17(a)), the reflection/superposition would result in (-1) times the original field of the planar 
component on the air side. (Recall that the diffraction field amplitude at the boundary is 0.5 
times the original planar component.) When these total diffraction fields (dark blue circular 
curve in Fig. 17(b)) are added to the planar wavefronts on the air side (dark red straight line in 
Fig. 17(b)), a field depletion region develops near the sidewall. Note that the surface plasmons 
excited at the corner continue to propagate upward unaffected by the presence of the diffraction 
fields. For the particular case simulated in Fig. 13, that is, Ag at 650 nm wavelength, the surface 
plasmon propagation constant is similar to that of free-space wave. 
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The field depletion region that is expected to develop near the sidewall is not clearly 
visible in this simulation, because of the strong presence of surface plasmon fields in the adjacent 
region. When a different dielectric constant is assumed for metal such that the surface plasmon 
propagation constant significantly differs from the diffraction wave’s, a field depletion region is 
clearly observed (Fig. 18). In the case of perfect electric conductor, the reflection coefficient at 
glancing angle incidence becomes +1, and reflection/superposition results in perfect cancellation 
of the antiphase diffraction fields on the air side. This implies the total fields near the sidewall 
would have only planar wavefronts without any local depletion of fields. The physical model of 
boundary diffraction discussed above provides a quantitative understanding of mirror imaging on 
metal surface [6]. 
We note that the field-depletion mechanism discussed above in conjunction with a metal 
corner can also explain the phenomenon commonly reported with metal nanoslit structures. It is 
well known that the radiation pattern of a nanoslit formed in plasmonic metal has a field 
depletion region in far fields along the glancing angle directions [12,21-23]. In contrast, for the 
case of a nanoslit formed in perfect electric conductor (or real metal operating in the longer 
wavelength range, in which the metal behaves like perfect conductor), the radiation pattern 
shows a uniform angular distribution over the entire span (π radian) without any depletion. The 
field-depletion in the case of a plamonic nanoslit can be understood as follows. As a light from a 
nanoslit radiates away (that is, as the radius of curvature of circular wavefronts increases), the 
wavefronts would look locally more planar, normal to metal surface. The interaction of the 
quasi-planar wavefronts with the metal surface in the glancing angle direction then becomes 
similar to that of semi-infinite planar wavefronts propagating along the sidewall of a metal 
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corner discussed above: incident fields are cancelled out near the metal surface via phase-
inverted reflection of boundary diffraction waves. 
Next we elucidate how the various wave components interplay in the near- to far-field 
regions, shaping the energy flow distribution around the corner. Fig. 19(a), (b), (c), (d) show the 
Poynting vector distributions ( 〉〈S , 〉〈 xS , and 〉〈 yS ) calculated for a metal (Ag or perfect 
electric conductor) wedge. Note that the energy flow in most regions is dominantly along the y-
direction, that is, the <Sy> component is an order of magnitude stronger than the <Sx> 
component. The 2nd quadrant corresponds to the region where primarily the planar incident wave 
and the circular diffraction wave interplay in far fields. Note the contrasting difference between 
PEC and Ag cases (Fig. 18(a), (b)): the Ag wedge shows virtually-zero energy flow in the region 
along the sidewall whereas the PEC wedge does not reveal such depletion. This is due to the fact 
that in Ag case the phase-inverting reflection of a boundary diffraction wave into its anti-
symmetric counterpart in the 2nd quadrant results in cancellation of incident fields along the side 
wall. In PEC case, the sidewall reflection does not induce any phase change and the anti-
symmetric diffraction wavefronts cancel each other upon reflection. Therefore the incident 
wavefronts remain unaffected by reflection of boundary diffraction components. The energy 
flow carried by surface plasmons is clearly visible in the near field region along the sidewall of 
Ag. The quasi-parabolic fringe pattern observed in the intermediate- to far-field region indicates 
interference of two propagating waves, one with planar and the other with circular wavefronts 
[See Fig. 5 and reference 24]. In the 3rd quadrant, the planar incident and circular diffraction 
waves are counter-propagating, therefore interference of the two waves produces a fringe pattern, 
distinctly different from that in the 2nd quadrant. Because of the contra-directionality, the fringe 
spacing is significantly smaller than the co-propagating case. The 4th quadrant reveals much 
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complex patterns. This is because two extra wave components are present in this region, the 
reflection wave and the surface plasmons besides the incident and diffraction waves. 
Now we consider how a metal wedge structure would possibly induce a funneling effect 
on a planar wave incident to the wedge. Figure 19(e) shows the Poynting vector ( 〉〈 xS ) 
distribution scanned along the border of the 3rd and 4th quadrants (y < 0; x = 0). The energy flow 
in the horizontal direction shows an oscillatory behavior: it starts with a relatively large negative 
value at the surface (y = 0) and then alternates between the positive and negative regimes with an 
oscillation period of λ/2. The amplitudes of the negative peaks are found to be persistently 
greater than the neighboring positive peaks. This indicates a net energy flow into the negative x-
direction ( 0
0
<∫ ∞− dyS x ), that is, a transfer of energy from the 4th quadrant to the 3rd quadrant 
crossing the border (x = 0; y < 0). Figure 19(f) shows the Poynting vector ( 〉〈 yS ) distribution 
scanned along the border of the 2nd and 3rd quadrants (x < 0; y = 0). The energy flow along the 
positive y-direction shows relatively symmetric undulation around the incident flux level, except 
for the region very near to the corner (-0.1λ < x < 0). The upward energy flow crossing the entire 
border (x < 0; y = 0) is found to be slightly smaller than the incident energy flow, that is, 
dxSdxS
inyy ∫∫ ∞−∞− <
00
. In a local view, however, the region near the corner exhibits a net 
positive flow of energy beyond the level of the planar incident flux (directed to the positive y-
direction). 
In reviewing the two energy flow distributions (the horizontal and vertical scans around 
the corner) it becomes evident that a funneling phenomenon does occur, but only in the near-
field region around the corner. Note that in Fig. 19 the funneling region is not clearly resolved, 
but when magnified, the corner region reveals funneling (Fig. 20). The diffraction wave 
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component that is being produced in conjunction with reflection from the front surface causes 
undulation of energy flow. The near-field region around the corner, where the funneling 
phenomenon is confined to, is estimated to be approximately 50-nm and 80-nm wide on the front 
and sidewall surfaces, respectively. 
In order to better understand the funneling process around the corner, the Poynting vector 
〉〈 xS  is decomposed into two parts for the case of PEC: one contributed by boundary diffraction 
wave itself and the other by cross-coupling of boundary diffraction wave and planar incident and 
reflection waves. 
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Here we note that the planar incident and reflection waves do not contain Ey component. 
The Ey fields are contributed by boundary diffraction waves and they converge to surface 
plasmon fields on metal surface in the case of a Ag corner. The amplitude and phase plots of the 
field components (Ey,diff, Hz,diff, and Hz,pl) reveal that the cross-coupling term crossxS 〉〈  is dominant 
over the self-diffraction term diffxS 〉〈  (Fig. 20(e), (f), (g), (h)). This is mainly due to the fact that 
the Hz field on the metal side is supplemented by an in-phase reflection wave and the total planar 
wave component becomes much stronger than the diffraction component of Hz. Considering the 
phase distributions of diffraction fields around the corner (symmetric Ey and anti-symmetric Hz), 
a diffraction wave itself would radiate the energy away from the corner. Interplay of boundary 
diffraction fields (Ey with symmetric, linearly rising phases) and planar wavefront fields (Hz with 
symmetric constant phase), however, enables funneling around the corner. Note that the 
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diffraction field Ey at x = 0 is almost phase-inverted compared to the planar wave field Hz. Due to 
this phase relationship and the linearly rising phase profile of Ey, cross-coupling of the two fields 
yields forward energy flow (Sx < 0 and Sy > 0) around the corner in the narrow region of front 
metal surface (Fig. 20: x < ~100 nm). Note that inside the Ag metal corner Poynting vectors of 
significant strength appear with orientations opposite to that in the air side (Fig. 20(c): on the 
horizontal surface of the wedge). The tangential components of Poynting vectors associated with 
surface plasmons are opposite to each other inside and outside the metal surface, and this is due 
to the fact the dielectric constant of metal is largely negative real [25,26,27,28].Note that a PEC 
corner (Fig. 19(e), (f), Fig. 20(d)) shows the same or even slightly stronger funneling than the 
plasmonic metal case. This indicates that surface plasmons are not essential to induce a funneling 
phenomenon [29,30]. Overall this analysis elucidates that a metal corner possesses an intrinsic 
capability of funneling light, which is most commonly observed in a metal nanoslit structure. 
The energy flow distributions around a corner further suggest that when two corners are brought 
together to form a slit, the funneling effect of the slit would show characteristic dependence on 
slit width (Fig. 19(e)). In order to maximize the funneling effect (the transmission normalized by 
slit width), slit width needs to be smaller than ~160 nm. For larger widths, the amount of light 
coupled into a slit will show an oscillatory behavior (with a period equal to λ) as a function of 
slit width [31,32,33]. 
A silver wedge structure was formed by depositing a thick Ag layer on a cleaved edge 
structure of a GaAs wafer. A (001)-oriented GaAs wafer (356-µm-thick, single-side polished) 
was cleaved along the (110) cleavage plane by a razor blade. This process produces a 90-degree 
wedge structure defined by two crystal planes (001) and (110). The cleaved wafer (1 cm x 2 cm 
size) was introduced into a vacuum deposition chamber (base pressure of 10-6 Torr), and a 200-
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nm-thick Ag layer was deposited on the edge facets by thermally evaporating Ag (4N8 purity: 
Alfa Aesar). The sample face, the (001) plane, was 45-degree tilted to the evaporation flux so 
that there be no shadow effect on the corner area and both facets receive the same amount of Ag 
flux during deposition. 
Optical intensity profiles around the Ag corner structure were measured by scanning a 
nanoapertured probe (Veeco Aurora NSOM probe 1720-00: 100-nm-thick Al coated; 80-nm 
aperture diameter). A magnetic polarized He-Ne laser beam (633 nm wavelength, 1-mm beam 
diameter) was incident to the corner, normal to the (001) surface. The scanning probe was tilted 
30 degree off from the vertical sidewall, the (110) plane, and was scanned from the corner (0 
µm) to 6 µm up in the vertical (y) direction, and from the sidewall (0 µm) to -6 µm in the 
horizontal (x) direction. The step size of scan was 50 nm and 125 nm in the horizontal and 
vertical directions, respectively. 
Figure 21 shows an experimental data of the energy flow distribution around the Ag 
corner measured by a scanning probe technique. The probe axis is tilted 30 degree off from the 
vertical direction (Fig. 21(a), (b)), and therefore the measured intensity more closely represents 
the vertical component of Poynting vector (<Sy>) than the horizontal component (<Sx>). The 
measured fringe pattern (Fig. 21(c), (d)) well matches the simulation result (Fig. 19(b), (d)). 
A well-defined ‘dark’ (virtually-zero energy flow) region is observed near and along the 
sidewall. The sharply-rising intensity profile near the metal surface corresponds to the surface 
plasmon power propagating along the positive y-direction. The energy flux incident to this ‘dark’ 
region parts into the surface plasmon and free-space fluxes. The transverse components of 
Poynting vectors in this region take opposite signs, splitting the incident flux and diverting them 
away from the region, one toward the sidewall (with a positive value of <Sx>) and the other into 
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free space (with a negative value of <Sx>) (Fig. 19(c), (d)). The fringe locations are determined 
by interference of planar incident and circular diffraction wavefronts. The <Sy> profile scanned 
at y = 0 along the negative x-direction shows a fringe spacing well-matching the free-space 
wavelength of light (633 nm) (Fig. 21(e), (f), (g)). 
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Figure 17. Schematics of boundary diffraction wavefront generation by a propagating semi-infinite planar Hz source 
in free space and its interaction with the vertical sidewall of a metal wedge. (a) A half-plane Hz source placed in free 
space (an array of brown dots with crosses inside: placed on the border of the 2nd and 3rd quadrants, x < 0, y = 0) 
generates anitiphase non-planar boundary diffraction wavefronts (red and blue solid curves) besides the planar 
wavefronts (brown solid lines). (b) When a metal wedge is introduced in the 1st quadrant (green block: x > 0, y > 0), 
the non-planar diffraction wave components in the 1st quadrant (red dotted curves) reflect back to the 2nd quadrant 
(red solid curves) and are superposed to the diffraction components propagating in that region (blue solid curves). 
The ‘r’ indicates the reflection coefficient at the vertical sidewall. The red arrows denote the propagation direction 
of wavefronts. 
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Figure 18. Snapshot images of magnetic field (Hz) distributions around a metal wedge. Different dielectric constant 
values are assumed for FDTD calculation: (a) εM = -5 + i1.15; (b) εM = -1.5 + i1.15. A magnetic polarized light (650 
nm wavelength) is normally incident from the bottom side of the simulation window. Presence of field-depletion 
region is clearly observed near the vertical sidewall of metal, although hindered by coexistence of surface plasmon 
fields. 
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Figure 19. Energy flow distributions calculated by FDTD. (a) |<S>| for a perfect electric conductor wedge. (b) |<S>| 
for a Ag corner. (c) <Sx> (10 times magnified) for a Ag corner. (d) <Sy> for a Ag corner. (e) <Sx> scanned along the 
negative y-direction at x = 0. (f) <Sy> scanned along the negative x-direction at y = 0. 
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Figure 20. Close-up view of energy flow around a metal wedge. (a) <Sx> (10 times magnified) around a Ag corner. 
(b) <Sy> around a Ag corner. (c), (d), Energy flow vectors: distribution of Poyning vectors around a Ag corner (c) or 
a PEC corner (d). Note that for both Ag and PEC corner cases the energy flow in the near field region of front 
surface (x < ~60 nm; y = 0 to 20 nm) is directed left, being funneled around the corner. (e), (f), Poynting vector 
<Sx>, and its components <Sx>diff and <Sx>cross around a PEC corner: scanned along the x-direction at y = 0 (e) or 
along the y-direction at x = 0 (f). Amplitudes (g) and phases (h) of Ey,diff, Hz,diff and Hz,pl fields scanned along the x-
direction at y = 0. 
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Figure 21. Experimentally measured energy flow distribution around a Ag wedge. (a) Schematic of scanning probe 
measurement. (b) Optical micrograph of a scanning probe aligned to the edge of a Ag wedge. (c) Color map of 
measured energy flow distribution (primarily <Sy> component). (d) Measured scan profiles. The coordinate (0,0) 
corresponds to the corner point. Note the depleted-energy-flow region [dark blue in (c)] along the glancing angle 
direction near the sidewall (x = 0). (e), (f), (g), Energy flow distributions scanned along the x-direction in the 2nd 
quadrant: comparison between the experimentally measured data (blue) and a FDTD simulation result calculated at 
633 nm wavelength (red). The coordinate (x = 0, y = 0) corresponds to the corner point. 
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2.2 PHASE RELATIONSHIP OF BOUNDARY DIFFRACTION WAVES 
Surface plasmons (SPs) can be excited on a metal surface once the momentum mismatch with 
the incident free-space wave is properly compensated [1]. A metal wedge structure is one of the 
fundamental structures that can satisfy the excitation condition of SPs. A metal wedge can 
diffract the incident wave and generate boundary diffraction waves which play key roles in 
exciting SPs on metal surfaces [5,6]. Therefore, the study of the boundary diffraction wave for a 
metal wedge is important. The physical mechanism of a metal wedge responding to an incident 
optical wave, however, is not essentially studied, even though it can be viewed as a basic 
element of many plasmonic structures [12,34,35]. In this work we focus on a two-dimensional 
(2D) metal wedge structure which has a 90º metallic wedge with two semi-infinite surfaces. We 
develop a fundamental model that can explain the physical mechanism of otpical interactions 
with the structure and elucidate the essential features of the boundary diffraction waves 
generated by the structure. With a well established model and the analytical analysis, we provide 
a method to extract the phase change of the metal reflecting a normal incident optical wave. The 
FDTD simulation [3] and experimental measurement results confirm the validity of the model. 
Applying the phase model to a Ag wedge structure, the reflection phase change at the metal/air 
interface was extracted. 
2.2.1 Boundary diffraction wave for a metal wedge and a model for the diffraction 
When an optical light is incident to a metal wedge structure normal to one of the surfaces 
(referred to as the front surface), the light will reflect back at the front surface and diffract away 
from the corner. Since the diffracted wave is strongly boundary dependent, the wave is termed as 
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boundary diffraction wave. Generally the boundary diffraction wave is generated due to the 
discontinuity that the incident wavefronts encounter. For a metal wedge, the boundary diffraction 
wave can be viewed as consisting of three components generated from different mechanisms. 
The wave component with planar wavefronts reflected by the front surface only occupies the 
half-space on the direct incidence/reflection side, and with this categorization the wave 
component with non-planar wavefronts generated by the reflection process is termed as boundary 
diffraction wave. This latter wave component corresponds to the first one of the three boundary 
diffraction waves described above. Besides the reflection and boundary diffraction at the front 
surface, the light will continue to propagate along the vertical sidewall of the metal wedge. On 
the transmission side, the incident planar wavefront suddenly becomes of half-infinite due to the 
blocking at the wedge surface. Due to this edge discontinuity, the propagating planar wave will 
generate boundary diffraction waves that radiate away from the corner. The non-planar 
wavefronts that are generated on the transmission side correspond to the second boundary 
diffraction component. The boundary diffraction being generated on and heading toward the 
metal side must reflect back to the air side by the vertical surface, and this corresponds to the last 
component of the three boundary diffraction waves. Figure 22 shows Ey (the electric field 
projected along the y-direction) of the three components of boundary diffraction waves. The blue 
line represents the component contributed by the reflection of the front surface, the red line is the 
one directly generated by the propagating planar wave on the air side, and the green line is for 
the reflection of the one on the metal side by the vertical surface. Corresponding Hz for the last 
diffraction component is also shown, from which we can see that the phase difference between 
Ey and Hz is zero along the x-direction but is non-zero along the y-direction. 
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As discussed above, the boundary diffraction is generated whenever an incident wave 
encounters discontinuity. To see this more clearly, we can use a model with a semi-infinite Hz 
source combined by multiple line sources (point sources when viewed on the x-y domain) 
extending to one direction infinitely to simulate the current redistribution. Actually, a perfect 
planar wave can be viewed as an array of infinite Hz sources (extending to both opposite 
direction infinitely). For a metal wedge, due to the reflected planar part on the metal side and the 
propagating planar part on the air side, it is equivalent that one semi-infinite Hz source lies on the 
front surface of the metal and another semi-infinite Hz source lies on the same plane but occupies 
the air side. We use FDTD method to simulate these two cases separately and thus we can see 
each mechanism. In the simulation we choose the metal as the perfect electric conductor (PEC) 
to simplify the modeling process. Since the source lying on the PEC surface will be reflected 
back and add to the propagating direction causing doubling of the amplitude of the Hz field (no 
phase change for the reflection of PEC), we reduce the magnitude of the source to half for the 
initialization. Figure 23(a) shows the simulation Hz field distribution generated by the model for 
the source lying on the PEC surface and Fig. 23(b), 23(c) and 23(d) show the field distributions 
of Hz, Ey and Hz after subtracting the planar field part for the source in free space without metal 
structure. In Fig. 23(a), the 4th quadrant is occupied almost the planar wave part and the 2nd and 
3rd quadrants are filled by the quasi-circular boundary diffraction wave part. In Fig. 23(b), in the 
1st and the 4th quadrants the boundary diffraction wave is symmetric, and the planar wave part in 
the 2nd and 3rd quadrants is also symmetric. Since the planar wave part does not have Ey 
component, the total Ey is purely circular boundary diffraction wave, as shown in Fig. 23(c). If 
we subtract the planar part in the 2nd and 3rd quadrants in Fig. 23(b), the left part becomes similar 
to the boundary diffraction wave in the 1st and 4th quadrants, but the phase is anti-symmetric. The 
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field discontinuity originates from the assumption of a step function profile of planar wave on 
the left side. Figure 23(d) shows the boundary diffraction wave Hz,diff. If we place a metal wedge 
to the 1st quadrant, we can imagine that the wave cannot propagate into the metal, and the 
boundary diffraction wave shown in Fig. 23(b), 23(c), and 23(d) in the 1st quadrant will be 
reflected to the other space, mostly in the 2nd quadrant. If we are focusing on the 2nd quadrant 
including the border between the 2nd and 3rd quadrants (x < 0 and y = 0), for the case of a metal 
wedge, the boundary diffraction has totally three components as analyzed above. If the metal is 
PEC, whose reflection coefficient is 1, implying no phase shift upon reflection, the reflection 
part from the 1st quadrant will cancel the part in the 2nd quadrant. The total boundary diffraction 
wave in the 2nd quadrant would then be the same as the result in Fig. 23(a). For non-PEC metal 
case, the reflection would not cancel the existing part due to the dependence of the reflection on 
the dielectric constant. Especially, on the vertical surface, when the reflection coefficient is -1 
(along the glancing angle direction to the vertical wall), the boundary diffraction wave would be 
doubled and the total boundary diffraction will cancel the incident planar wave along that 
direction [36]. This is the origin of the field depletion near the vertical surface. This model 
elucidates how a magnetic polarized plane wave hitting on a metal wedge generates the boundary 
diffraction waves. 
We also can analytically derive the boundary diffraction wave by using the model. We 
can start from the unit element of the semi-infinite Hz source. A line source with magnetic 
polarization can be described by 
kr
eHH
ikr
linezlinez ,,
~
= , where Hz,line is the density of the 
amplitude of the cylindrical wave generated by the source. From FDTD simulation, the 
relationship of Hz,line and Hz,pl is determined to be as follows: Hz,line = 4Hz,pl per micron at 650 nm 
wavelength. For the semi-infinite Hz source in free space and at x < 0 and y = 0, as shown in Fig. 
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23(b), the total Hz field at (x, y) can be written as ∫ ∞−=
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For x < 0 and y = 0, )0,()0,( ,, xHxH diffzdiffz −−= . Figure 24(a) shows the analytical result of Hz 
by choosing appropriate time phase well matches the FDTD simulation result of Hz,diff along the 
+x-direction. The y component of the electrical field in the far-field can be written as 
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, where η is the impedance of the wave in free space and is initialized to unity in the FDTD 
simulation. Similarly, )(2)( 1, krFkHrE linezy −=
−η  for r >> 0, which proves the angle 
independence of Ey (that is, purely circularly symmetric). 
The FDTD simulated Ey and Hz,diff fields scanned along x-direction and along the y-
direction show the relation between Ey and Hz,diff. Along x-direction, due to Ey is even symmetric 
but Hz,diff is odd symmetric, Ey and Hz,diff are almost overlapped for x > 0 but have π  phase 
difference for x < 0, shown in Fig. 24(a). This can be understood from the fact that the boundary 
diffraction wave is propagating along the ±x-direction in the source plane (y = 0), so Ex,diff = 0 
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and Ey = ±Hz,diff for |x| >> 0, where “+” for x > 0 and “–” for x < 0. Along the y-direction, Ey and 
Hz,diff have a phase difference of diffφ∆ , which is shown in Fig. 22 and Fig. 24(b). This can be 
analyzed by thinking that the boundary diffraction wave is propagating almost along ±x-direction 
in the plane touching the source edge (x = 0), so Ex,diff = ±Hz,diff, where “+” for y < 0 and “–” for y 
> 0, and Ey and Hz,diff have the phase difference of diffφ∆ . Therefore, since Ey is purely circular 
(in Fig. 23(c)), Hz,diff is just quasi-circular (in Fig. 23(d)), and the phase difference between Hz,diff 
along the x-direction at y = 0 and that along the y-direction at x = 0 is also diffφ∆ . From Fig. 
24(b), the difference of 1st (or 2nd) peak locations between Ey and Hz is 50º. The value of diffφ∆  
can be derived analytically as will be discussed below. 
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Figure 22. Sketch of all three components of boundary diffraction waves. 
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Figure 23. A model for boundary diffraction wave. Snapshot images of field distributions calculated by FDTD. (a) 
Hz (total) for a half-plane Hz source placed on the bottom face of a perfect electric conductor wedge. Hz (total) (b), 
Ey (c), and Hz,diff = Hz (total) – Hz,pl (d) fields for a half-plane Hz source placed in free space. 
(a) (b) 
(c) (d) 
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Figure 24. A model for boundary diffraction wave. Horizontal and vertical scans for snapshot images of field 
distributions calculated by FDTD. (a) Horizontal scan and (b) vertical scan of diffraction fields (analytical Hz,diff and 
simulated Ey and Hz,diff) for a half-plane Hz source placed in free space. 
 
 
 
(a) (b) 
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2.2.2 Phase extraction of normal reflection and measurement 
The field profiles along the negative x-direction in the plane of front surface (y = 0) have been 
established clearly either by simulation or analytically, and the total field profiles can be 
measured experimentally. From these results the normal reflection coefficient of the metal can 
also be determined. A model to extract the reflection phase shift is developed as follows. From 
our analytical model and the approximation of error function in the intermediate- to far-field: 
kri
eikrerfc
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π−
− ~)(  (r >> 0), for a semi-infinite source in free space (Fig. 23(b), 23(c) and 
23(d)), 
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, ~)0,(  (|x| >> 0) by scanning along the negative x-direction in the 
front surface plane, where 2/πφ =effdiff  is the effective phase of the boundary diffraction at x = 0 
(note that the above approximation is no longer valid for x→0, so “effective” is used here) and 
Hz,line/k, typically, as mentioned above, can be estimated to be Hz,line/k = 0.4Hz,pl for the 
wavelength of 650 nm. At x < 0 and y = 0, the plane wave source gives 
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the propagating planar wavefront and the boundary diffraction wavefront generated in the 1st 
quadrant (in Fig. 23(b)) along the +y-direction at x = 0, the phase of the diffraction wave so at the 
starting point (y = 0) is equal to plφ . This phase value can be determined by taking the limit of 
Hz,diff (0,y) for y→0. Recall our model, 
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4/),0(lim ,0 πφ =∠= → yH diffzypl . Therefore, the phase retardation of the diffraction wavefront along 
the +x-direction with respect to that along the +y-direction is 4/πφφφ =−=∆ pleffdiffdiff . For a 
metal wedge filled in the 1st quadrant, as discussed above (in Fig. 22), the boundary diffraction 
wave (at x < 0 and y = 0) consists of three components, the phases of which can be analyzed as 
follows. The first component (in Fig. 22) is associated with the reflection planar wave generated 
by the front surface of a metal wedge. This reflection has an extra phase retardation of φ  (the 
phase of normal reflection coefficient of metal in free space for magnetic fields throughout the 
work, and the corresponding phase for electric fields should have a π shift). The second one is 
directly generated by the incident propagating planar wave passing through the wedge, in which 
the π  phase difference exists between any point at the metal side (the 1st quadrant) and its mirror 
point at the air side (the 2nd quadrant). The last one is the reflection of the second one at the 
metal side by the vertical surface, where the extra phase retardation of φ  occurs. Therefore, the 
phases of three components can be written as diffpl φφφ ∆++ , diffpl φπφ ∆++ , and diffpl φφφ ∆++ . 
The amplitudes of three components can also be determined as follows. The boundary diffraction 
wave from the semi-infinite source in free space (Fig. 23(b)) is propagating in both directions 
whereas in the the metal wedge case the boundary diffraction into metal is blocked. This 
different configuration results in a factor of 2 difference in the boundary diffraction field 
amplitude on the plane of y = 0. By considering the reflection loss of the amplitude for the first 
and last components, the amplitudes of all three components are 0.5ρ, 0.5, and 0.5ρ, where ρ is 
the amplitude of normal reflection coefficient. Therefore the y component of time-averaged 
Poynting vector is 
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At the peak locations, noted as xm, the derivative of <Sy> with respect to x vanishes, 
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The phase φ  can be solved once we know ρ and any peak location from simulation or 
experiment data of the total power at the air side in the plane of the front surface of metal. The 
measurement of ρ is simple and for most metals, ρ ~ 1, so we will use the analytical value in our 
discussion, which can be calculated by the formula of reflection coefficient: 
1
1)exp(
+
−
=
ε
εφρ i , 
where ε is the dielectric constant of metal [6]. From the scan profiles, we can determine the peak 
locations, and therefore solve the phase retardation of normal reflection by the metal. 
To test the validity of the model described above, we use a perfect electric conductor, 
which can be modeled as ε = i∞ [6]. Since a PEC is lossless and no phase occurs for magnetic 
polarized incidence, ρ = 1 and 0=φ . By substituting the analytical value of diffφ∆  discussed 
above into Eq. (6), <Sy> calculated by the model (in Fig. 25) has a good match with 
corresponding FDTD simulation result. On the other hand, we can extract diffφ∆  from Eq. (7) by 
reading the location of the first peak (closest to the corner) from the simulation, which is xm/λ = -
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0.85 (in Fig. 25). So we obtain °=∆ 49~27.0 πφdiff . This is very close to the simulation result 
(50º) shown in Fig. 24(b) and the analytical result (45º). 
In our experiment, Ag is used as the metal wedge and the energy flow profiles around the 
corner are measured by a scanning probe technique. The probe axis is tilted 30 degree off from 
the vertical direction (Fig. 26(a) and 26(b)), and therefore the measured intensity more closely 
represents the vertical component of Poynting vector (<Sy>) than the horizontal component 
(<Sx>). The <Sy> profile (Fig. 26(c)) scanned at y = 0 along the negative x-direction shows fringe 
spacing of 635 nm, which well matches the free-space wavelength of light. The <Sy> profile also 
shows a perfect match with the simulation result especially for the peak locations. 
For the case of a Ag wedge, to calculate the phase φ , by taking 4/πφ =∆ diff  and the first 
peak location of <Sy> profile, which is xm/λ = -0.74 (in Fig 26 or Fig 27(a)) into Eq. (7), we can 
obtain °= 22~12.0 πφ . Taking the extracted phase φ  back to Eq. (6), the calculated <Sy> is 
achieved and well matches the simulation result in Fig. 27. The analytical calculation of the 
phase is °= 27φ  (the dielectric constant ε of Ag is used by -17+i1.15 at 650 nm wavelength 
[17]). The simulation value of °= 22φ  is obtained by direct reading the locations of wavefronts. 
The phase values from the model, the analytical calculation and the simulation show a good 
agreement. 
When the real part of the dielectric constant is a relatively large negative value, SPs are 
supported well and will propagate long distance. If the real part becomes close to 0, the 
propagation length of SPs will decrease dramatically or even no propagation at all [1]. Here we 
also analyzed the case of poor plasmon-supporting metals, by assuming Re(ε) of metal to -5 or -
1.5, the simulated <Sy> is shown in Fig. 27(b). From the simulation, the first peak is located at 
xm/λ = -0.66 or -0.55 for Re(ε) = -5 or -1.5, respectively. From the formula calculation of 
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reflection coefficient, ρ = 0.92 for Re(ε) = -5 and ρ = 0.73 for Re(ε) = -1.5. Similarly, we can 
solve °= 40~22.0 πφ  or °= 68~38.0 πφ , respectively. For comparison, the analytical 
calculation gives °= 47φ  and the simulation value gives °= 44φ  for Re(ε) = -5 as well as 
°= 71φ  from the calculation and °= 66φ  from the simulation for Re(ε) = -1.5. All results agree 
very well. 
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Figure 25. Model and simulation comparison of <Sy>. <Sy> is scanned along the negative x-direction at y = 0 for a 
magnetic polarized plane wave source (λ0 = 650 nm) incident to a PEC wedge located in the 1st quadrant. 
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Figure 26. Experimentally measured energy flow profile around a Ag corner. (a) schematic of scanning probe 
measurement of energy flow distribution around a metal corner. (b) an optical micrograph of a scanning probe 
aligned to the edge of a Ag corner. (c) Measured intensity profiles of scanning-probe-measured energy flow 
compare with the simulation result of <Sy> at y = 0. 
(a) (b) 
(c) 
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(a) (b)  
Figure 27. Model and simulation of <Sy>. <Sy> scanned along the negative x-direction at y = 0 for a magnetic 
polarized plane wave source (λ0 = 650 nm) incident to a real metal wedge located in the 1st quadrant: (a) model and 
simulation comparison for the case of Ag wedge with ε = -17+i1.15 and (b) simulations for the case of two real 
metals with ε = -5+i1.15 (blue line) and ε = -1.5+i1.15 (red line) at the wavelength of 650 nm. 
 
 
 
 66 
2.3 MECHANISM OF SURFACE PLASMON EXCITATION 
Proper understanding of the mechanisms of surface plasmon (SP) excitation on a metal wedge 
structure is essential to further develop related plasmonic structures. As discussed in previous 
sections, a metal wedge diffracts an incident wave and generates boundary diffraction waves. In 
this work, we will show how the boundary diffraction wave plays a key role in exciting SPs on 
metal surfaces [5,6]. 
For a system without free charge, surface plasmons are characterized by the polarization 
charges induced at the metal-dielectric interface [27,28]: 
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For a flat surface without any wedge, the tangential component of electric field is continuous, 
and the normal component and its derivative determine the polarization charge. For a metal 
wedge with two perpendicular surfaces, with a planar wave normally incident to one surface, e.g. 
the front surface, the electric field is therefore normal to the vertical surface. As we analyzed 
before, the boundary diffraction wave has both the x- and y- components of electric field that are 
normal to the vertical and front surfaces, respectively. From this observation we hypothesize that 
the SPs on the front surface are generated by the boundary diffraction wave and the SP on the 
vertical surface is generated by the incident and boundary diffraction waves. Next, by employing 
the model established above and by performing FDTD analyses on some specially designed 
structures we illustrate the roles played by the boundary diffraction waves in exciting SPs. 
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Figure 28 shows a FDTD simulation result with a TM-polarized planar wave normally 
incident to a Ag metal wedge (Fig. 13). The field profiles are scanned along the front surface and 
vertical surface planes (Fig. 28(e), (f)). In Fig. 28(e), the field profiles are the results obtained by 
subtracting the planar (incident and reflected) fields from the total fields. The profile shows a 
superposition of the boundary diffraction wave and the SP wave propagating along the x 
direction. Since the boundary diffraction along the x direction decays quickly, in the 
intermediate- to far-fields the SP wave becomes dominant. In Fig. 28(f), as discussed before, 
field depletion occurs due to the boundary diffraction wave and its reflection by the vertical 
surface canceling the incident planar wave: even though it is not perfect near the corner, the field 
profiles are mostly dominated by SPs. From the result we can calculate the efficiency of SP 
excitation along the vertical surface. The SP excitation on the vertical surface is found to be 4~5 
times stronger (more efficient) than that on the front surface. From Eq. (8) and its analysis, SPs 
are excited on the front surface by the normal component of the electric field Ey. Let’s place a 
half-plane Hz source on the front surface at the air side (x < 0 and y = 0, in Fig. 29). By choosing 
a proper phase, the boundary diffraction wave in the 2nd quadrant can be made the same as 
shown in Fig. 28. Note the boundary diffraction waves for both cases have opposite phases since 
the waves generated by the half-plane source propagate in the opposite direction in the 3rd 
quadrant. From Fig. 29(e), the SP excited on the front surface also has an opposite phase 
compared to Fig. 28(e). It indicates that the SP on the front surface is excited by the boundary 
diffraction wave component Ey since the incident and reflected waves are planar without Ey 
component. Because for both cases the Ex components have the same phases along the +y-
direction in the 2nd quadrant, the SPs excited along the vertical surfaces are also identical, as 
shown in Fig. 28(f) and Fig. 29(f). Instead of connecting the half-plane source to the corner, we 
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can separate the source a little bit away from the corner, and the source becomes equivalent to 
the source shown in Fig. 15(b), (c), and (d). The field profiles along the front surface calculated 
for different distances between the source and the corner are shown in Fig. 30(a). We can see 
that the phases of the SPs excited by the y component of boundary diffraction waves are identical 
but the amplitudes attenuate as the distance increases over the wavelength of the incident wave 
in free space. According to the previous analytical result, the boundary diffraction wave 
generated by the semi-infinite Hz source in free space is described by the complex 
complementary error function or Fresnel integral along the source plane (y = 0). In intermediate- 
to far-field, it can be approximately expressed by r1~ . This implies the boundary diffraction 
field attenuates as the square root of distance from the source edge. In Fig. 30(b), the right-most 
peak values of Hz shown in Fig. 30(a) (dashed line) prove to attenuate in that square root of 
distance dependence. Figure 30(c) shows Hz along the y direction (vertical surface), from which 
we can see that only when the source touches the corner, the vertical SPs are excited (the period 
is 630 ~ 640 nm). For all other sources, the vertical SPs are not excited (the periods are 650 nm, 
680 nm, and 720 nm, respectively, due to the boundary diffraction and its reflection near the 
surface). 
Since we showed that the y-component of boundary diffraction wave plays an essential 
role in exciting SPs along the front surface, we can anticipate that the SP should vanish if we 
block the y-component propagating along the front surface. Figure 31 shows the case that a PEC 
half-plane sheet placed on the plane at y = 0 and x < 0 and a semi-infinite Hz source is placed on 
the PEC sheet (Fig. 31(a)). In this structure, the boundary diffraction wave cannot propagate into 
the 3rd and the 4th quadrants. From Fig. 31(e) we clearly see that the SPs on the front surface are 
suppressed due to the absence of the Ey component, which is normal to the surface. In Fig. 31(f), 
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SP along the vertical surface is still excited because Ex in the 2nd quadrant is not affected. 
Conversely, if we reduce the x-component of boundary diffraction in the 1st quadrant, as shown 
in Fig. 32, by using a Ag sheet with 10-nm thickness placed at x < 0 and y = 0, the SPs excited 
along the vertical surface are also reduced to 72% (in Fig. 32(f)), which corresponds to the 
transmission coefficient of the 10-nm-thick Ag sheet. Because the transmitted plane wave 
generated boundary diffraction wave transmits again through the sheet, SP excited along the 
front surface by the y component of boundary diffraction wave in the 4th quadrant is also 
attenuated by 72% once more, which gives the result of 52% (compare Fig. 32(e) with Fig. 
28(e)). Quantitatively, SPs are excited by the normal component of electric field (especially, for 
the front surface, which is just the y component of boundary diffraction wave). 
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Figure 28. A TM-polarized plane wave source (λ0 = 650 nm) is striking on a wedge of Ag (ε = -17+1.15i at 650 
nm). (a) Geometry (b) Ex, (c) Ey, (d) Hz, (e) Ex-Ex,pl, Ey & Hz-Hz,pl scanned along the x direction at y = 0 and (f) Ex, Ey 
& Hz scanned along the y direction at x = 0. 
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(e) (f) 
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Figure 29. A TM-polarized semi-infinite source (λ0 = 650 nm) is put on the location with x < 0 and y = 0 with a 
wedge of Ag (ε = -17+1.15i at 650 nm) in the 1st quadrant. (a) Geometry (b) Ex, (c) Ey, (d) Hz, (e) Ex-Ex,pl, Ey & Hz-
Hz,pl scanned along the x direction at y = 0 and (f) Ex, Ey & Hz scanned along the y direction at x = 0. 
Ag 
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(a) (b) 
(c) (d) 
(e) (f) 
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Figure 30. A TM-polarized semi-infinite source (λ0 = 650 nm) is put on the location with x < 0 (shown in Fig. 27), x 
< λ, x < 2λ, or x < 3λ, and y = 0 with a corner of Ag (ε = -17+1.15i at 650 nm) in the 1st quadrant. (a) Hz-Hz,pl scanned 
along the x direction at y = 0 and (b) Hz-Hz,pl at x = 4.81 μm (dashed line in (a)) and y = 0 versus the distance 
between the semi-infinite source and the corner. (c) Hz scanned along the y direction at x = 0. 
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Figure 31. A TM-polarized semi-infinite source (λ0 = 650 nm) is put on the location with x < 0 and y = 0+ with a 
corner of Ag (ε = -17+1.15i at 650 nm) in the 1st quadrant and a PEC sheet at x < 0 and y = 0–. (a) Geometry (b) Ex, 
(c) Ey, (d) Hz, (e) Ex-Ex,pl, Ey & Hz-Hz,pl scanned along the x direction at y = 0 and (f) Ex, Ey & Hz scanned along the y 
direction at x = 0. 
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Figure 32. A TM-polarized plane wave source (λ0 = 650 nm) is striking on a corner of Ag (ε = -17+1.15i at 650 nm) 
in the 1st quadrant with a Ag sheet (10-nm-thick) located at x < 0 and y = 0. (a) Geometry (b) Ex, (c) Ey, (d) Hz, (e) 
Ex-Ex,pl, Ey & Hz-Hz,pl scanned along the x direction at y = 0 and (f) Ex, Ey & Hz scanned along the y direction at x = 0. 
Ag 
Source 
(a) (b) 
(c) (d) 
(e) (f) 
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2.4 SUMMARY 
The physical nature of electromagnetic interactions of a planar incident wave with a metal wedge 
is elucidated in this theoretical and experimental study. The boundary diffraction wave is found 
to play a crucial role in shaping the energy flow distribution around the corner. It is found that a 
funneling effect is intrinsic to a metal (perfect conductor or real metal) corner structure and is 
confined to the near field region of a corner. This study confirms that surface plasmons do not 
play an essential role in funneling at slit edges. A metal wedge’s intrinsic capability to redirect 
the incident energy flow provides a fundamental basis for the commonly observed phenomenon 
of concentrating an incident energy flow into a narrow channel region. Scanning probe 
measurement of energy flow distribution confirms presence of a field depletion region along the 
glancing angle direction of a sidewall. The zero-energy-flow region is caused by destructive 
interference of boundary diffraction waves near a plasmonic metal surface. The same mechanism 
provides an explanation of the characteristic radiation pattern (field depletion along the glancing 
angle direction) of a metal nanoslit structure. A physical understanding of various 
electromagnetic phenomena associated with a metal wedge structure confirms rich potential of 
the simple structure as an elemental building block of complex metal nanostructures. The 
boundary diffraction wave generated by the metal wedge for the planar incident wave toward the 
front surface of the metal has been studied. A physical model has been developed to analyze the 
essence of the boundary diffraction. With this model, the phase relationship among the 
diffraction wave components has been analyzed and the reflection phase retardation of the metal 
to the normal incidence has been extracted from the FDTD simulation results or experimental 
data. The analysis and measurement techniques presented in this paper provide a simple and 
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useful method to measure the dielectric constant or refractive index of a real metal. It may also 
be expanded to other phase related optical measurement of different materials. 
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3.0  OPTICAL WAVEFRONTS EMANATING FROM A METAL NANOSLIT 
Interaction of light with a nanoapertured metal film has been the subject of extensive study 
because it produces many interesting phenomena, such as “enhanced” transmission of light 
through a nanohole array or shaping the spatial or spectral profiles of the transmitted light [11-
13,21,22,35,38,39,40,41,42]. The richness of the phenomena stems from the complexity of the 
way that light interacts with the nanostructures formed in the metal film. Surface plasmons (SPs), 
collective oscillation of electrons carrying the electromagnetic energy in the form of light 
trapped at a meta/dielectric interface, can effectively mediate the interactions between metal 
nanostructures [1]. Unlike the dielectric case, a metal nanostructure can also efficiently interact 
with free-space radiation, diffracting an incident light and/or coupling the light into surface 
plasmons (vice versa, decoupling surface plasmons into free-space radiation). This implies the 
multiplicity of the interaction pathways available on nanostructured metal surface. When 
properly designed, the effects of near-field interactions between nanostructures can also reach 
the far-field region through diffraction and constructive interference among them. The spatial 
and/or spectral profiles of far-field optical transmission through a metal nanoslit array, for 
example, are known to be governed by various resonances occurring on different sections of 
metal surface [ 43 ]. The roles played by surface plasmons and free-space radiation in the 
interaction of metal nanostructures, however, have not been clearly understood and have been a 
subject of debate. The surface-bound wave and free-space radiation behave differently in terms 
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of propagation constant (wavelength and attenuation), field distribution, etc., and analyzing 
individual roles and their interplay in an arbitrary structure is considered a challenge. 
A single nanoaperture formed in a metal film is a simple and yet the most fundamental 
structure that can be viewed as a basic building block of aperture-based nano-plasmonic 
structures. Evolution of optical wavefronts emanating from a metal nanoaperture is of essential 
interest in studying the plasmonic structures, and yet a detailed understanding is not fully 
established on how the different wave components (free-space diffraction and surface bound 
waves) interplay and evolve over the near- to far-field regime [12,13,21,22,35,39,40,41]. In this 
chapter we report near- to far-field imaging of optical wavefronts emanating from a single 
nanoslit formed on a thin Ag film. 
3.1 PHASE ANALYSIS OF NEAR- TO FAR-FIELD OPTICAL INTERFERENCES 
A 80-nm-wide slit was formed with focused-ion-beam etching in a 50-nm-thick Ag film 
deposited on a fused-silica substrate (Fig. 33(a), left). A TM-polarized laser light (633 nm 
wavelength) was incident to the substrate side, and the transmitted light was imaged by scanning 
a nanoprobe (Veeco Aurora NSOM probe 1720-00: 100-nm-thick Al coated; 80-nm aperture 
diameter) in the horizontal direction at the exit side (Fig. 33(a), right). Figure 33(b) shows some 
of the scan profiles obtained in the near- to far-field regime using a metal nanoapertured probe. 
Fringes form and evolve over the entire regime, since the light partially (and directly) transmitted 
through the thin Ag film interferes with the waves transmitted through the nanoslit [44,45,46]. 
The fringe spacing increases for larger probe-to-surface distance and/or towards the central 
region on a given scan. Figure 33(c) shows a two-dimensional (2D) map of the scan profiles over 
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the entire regime (near- to far-fields): 71 scan profiles are displayed with the fringe amplitude 
color-coded. 
In order to elucidate the interference nature of fringe formation, a schematic of two 
propagating waves is shown in Fig. 34(a), one emanating from a nanoslit with cylindrical 
wavefronts and the other directly transmitted through a thin metal film for a planar wave incident 
from the bottom side. The fringes resulting from constructive interference of the two waves are 
marked on the cross points of the wavefronts. In this diagram, the (m,n)-th cross point 
corresponds to the interference of the m-th cylindrical wavefront (m = 1, 2, 3,…) radiating from 
the nanoslit and the n-th planar wavefront (n = 0, 1, 2, 3,…) directly transmitted through a metal 
film. After a simple analysis, the coordinates of the (m,n)-th cross points, (xm,n, ym,n) can be 
determined as follows. 
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Here λ is the free-space wavelength of the transmitted light. φ is the phase difference between 
the directly-transmitted planar wave (φ1) and the nanoslit-transmitted cylindrical wave (φ2), that 
is, 21 φφφ −= , and πφ < . In the region far from the slit and yet with relatively small probe-
surface distance (m >> n), the fringe location can be expressed as λ
π
φ )
2
(, +≅ mx nm ; λny nm =, . 
This tells the fringe spacing asymptotically approaches the free-space wavelength, and the fringe 
locations are off-shifted from the integer multiple of wavelength positions by the amount 
proportional to phase retardation φ. 
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Interference of two waves of different symmetry (cylindrical versus planar) results in a 
characteristic fringe pattern (Fig. 33(c) and Fig. 34). The first track on either side from the center 
corresponds to the cross-points of the n-th planar wavefront and the (n+1)-th radial wavefront, 
i.e., the case of m = n + 1 in Eq. (9). In general, the l-th track comprises the cross-points, (xm,n, 
ym,n) with m = n + l. On a given track and in the region far from the metal surface (n >> l), the 
fringe location traces approximately a parabolic profile, i.e., nlnxl 2)( λ≅ . Figure 34(c) shows 
a Poynting vector (the y-component) distribution calculated from the finite-difference-time-
domain (FDTD) analysis of wave transmission through a nanoslit [ 47 ]. [The vertical (y-) 
component of the Poynting vector is the main contributor to the scanning probe output, since the 
probe is aligned normal to the sample surface [39].] Overall the fringe pattern obtained from a 
FDTD simulation shows a good agreement with the measurement result (Fig. 33(c) and Fig. 
34(c)). Figure 34(b) shows a detailed comparison between the cylindrical-and-planar-wave-
interference model (blue dashed curves) and the FDTD simulation (red dashed curves) results. 
While both agree well in the far-field regime, a clear difference is observed in the near- to 
intermediate-field regime: the FDTD simulation predicts a fringe track shifted inward from that 
of the two-wave-model. This discrepancy is ascribed to stronger presence of surface plasmon 
waves near the metal surface compared with the slit-transmitted cylindrical wave (Fig. 34(c)). 
The fringe spacing near the metal surface is significantly smaller than the free space wavelength 
as can be seen in the mismatch of the fringe patterns in the near and far-fields. The fuzzy area 
corresponds to the transition region between the two distinct regimes where either slit radiation 
or surface plasmon field is dominant over the other. In this region, phase singularity exists at the 
points where the two fringes completely mismatch [21,45] (see the inset of Fig. 34(c)). The 
phase singularity indicates that the optical fields of slit-diffraction and surface plasmons cancel 
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each other and the phase becomes undefined in the local area. (It should be mentioned that the 
surface plasmon and free-space radiation waves have different wavelengths, therefore no 
absolute phase value can be defined for both waves in this region.) 
For detailed analysis, the three wave components that are expected to have significant 
presence in the near- to far-fields are expressed as follows. 1) a partial, directly-transmitted wave 
(TM polarized) through a thin metal layer: ikyeH11 zˆH =  and 
ikyeH11 ˆηxE −= , where εµη /= . 
2) a free-space radiation wave emanating from the slit: rkzH ⋅= ieH 22 ˆ  and 
22 )/1( HE ×∇−= ωεi . In the regime where a slowly varying condition (i.e., 
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>> 222  , ) is satisfied, the electric field vector can be approximated as follows. 
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22 )cosˆsinˆ(
θθηθθ yxikeH ++−= yxE . 3) surface plasmons generated at the slit edges and 
propagating away from the slit: xiky spsp eeH ±−= γ33 zˆH  and 
xiky
sp
xiky
sp
spspspsp eeHkeeHii ±−±− ±+=×∇−= γγ ωεωεγωε 3333 )/(ˆ)/(ˆ)/1( yxHE . Here the ± sign 
corresponds to the surface plasmons propagating along the positive (+) or negative x-direction (-
), respectively. Regarding the phase relationship of slit-transmitted waves, it should be noted that 
the free-space radiation and SP waves (H2 and H3) are in phase at the slit exit, since they 
originate from the same surface plasmon wave transmitted through a nanoslit. The region 
proximal to the slit and the intermediate-to-far-field regime (where the SP fields are negligible) 
can be well described in terms of interplay of the two wave components, direct transmission 
through a film ) ,( 11 HE  and nanoslit radiation ) ,( 22 HE . The time-averaged energy flow can then 
be expressed with the Poynting vector as follows. *2121 )()( HHEES +×+= . As the probe 
scans away from the slit (θ → 0) at a constant probe-surface distance (y = y0), the y-component 
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of the Poynting vector (the main contributor to the probe output) asymptotically approaches the 
following expression: 
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Here φ is the phase difference between the directly-transmitted and slit-transmitted waves as 
defined above with Eq. (9). The real part of the Poynting vector component, ( )ySRe  
corresponds to the scan profile measured with a nanoapertured probe, and the fringe peaks occur 
at )
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ymx . Note that at y0 = nλ this formula reduces to the one derived from the 
two-wave-interference diagram shown in Fig. 34(b). The phase relationship (φ) of the slit 
transmitted wave and the direct transmission determines the exact location of fringes (the offset 
from the positions at integral multiple of free-space wavelength). 
In the vicinity of the slit, the radial wave (H2) shows faster damping (1/r1/2) compared 
with the SP’s exponential decay along the x-direction. In the region distant from the slit but near 
the metal surface, the wave interaction can be described in terms of SP and direct transmission, 
and the probe output at y = 0 can be expressed as follows. 
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Here )/(tan 1 kspγα
−= . The fringe peaks occur at αφπ ±= mxksp 2  with the spacing equal to 
the plasmon wavelength λsp. Compared with the far-field case, the fringe location is affected by 
an extra term α, which is separate from the shift caused by the phase retardation φ. This extra 
phase shift originates from the horizontal component of the SP electric field (E3x), which is out-
of-phase (by π/2) with its normal component (E3y) [1,27]. 
Figure 35 shows a detailed comparison of the scan profiles measured in the near- to 
intermediate- to far-field regimes (y = 200 nm, 630 nm, and 7.6 µm, respectively) with the 
corresponding FDTD simulation results. Overall a good agreement is observed in all three 
regimes. According to the FDTD simulation (Fig. 34(c)), the region outside ~1 µm distance from 
the metal surface is free from the effect of surface plasmon presence. The fringe locations in this 
regime are governed by the interference of direct transmission and slit radiation, and can be 
described by Eq. (9). From the measured peak locations and referring to Eq. (9) with λ = 633 nm, 
n = 12, and m = 13 to 19, the phase retardation φ is estimated to be -86 ± 10 degrees. This 
negative retardation depicts a relationship that the phase of the nanoslit-transmitted wave leads 
the directly transmitted wave by ~86 degrees (or equivalently, in terms of wavefronts, trails by 
~86 degrees). In the case of near-field scan, the measured fringe spacing is 605 ± 10 nm, 
showing a reasonable agreement with the surface plasmon wavelength λsp (613 nm) as expected 
from Eq. (11). 
Next we elucidate the nature of phase evolution of each wave component during 
transmission through a nanoslit or a thin metal film. For a given planar wave incident from the 
substrate side, the three waves take different paths, accumulating different amount of phase when 
measured at the exit surface of nanoslit. 
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For the case of direct transmission through a metal film (of thickness d), the total phase 
retardation can be calculated from the transmission coefficient of the metal layer: 
dki
dik
err
ettt
2
2
2
2321
2312
1−
= . Here tij is the transmission at the interface of the i-th and the j-th layers, and 
can be expressed as )/(2 jiiijt εεε += . i = 1, 2, and 3 represents substrate (quartz), metal 
(Ag) and air side, respectively, and εi is the corresponding dielectric constant. Similarly, rij is the 
reflection coefficient at the i-j layer interface with the i-th layer as the incidence side, and is 
expressed as )/()( jiijijr εεεε +−= . The total amount of phase change of direct 
transmission is calculated to be -50 degrees. [For the metal thickness (50 nm) studied in this 
work, the single pass transmission in the metal layer is 0.14, therefore the multiple internal 
reflection effect is insignificant. The main contributions are from the two interfacial 
transmissions, i.e., from the phases of t12 and t23]. The phase change of a slit-transmitted wave 
comes from the phase accumulation during SP propagation through a slit, Re(ksp)d. For the case 
of a 80-nm-wide and 50-nm-deep slit, the phase retardation is estimated to be +35 degrees. 
Combining the two phase change components, overall the nanoslit transmitted wave leads the 
directly transmitted wave by 85 degrees of phase, that is φ = -85 degrees. Figure 36 shows a 
FDTD simulation of phase relationship of the two wave components. The wave transmitted 
through a nanoslit leads the direct transmission by 90 degrees of phase as can be seen from the 
comparison of wavefront locations at the exit side for the same incident wave. The analytical and 
simulation results clearly confirm the phase retardation (φ = -86 ± 10 degrees) extracted from the 
measurement data discussed above. 
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Figure 33. Near- to far-field imaging of optical wavefronts emanating from a nanoslit formed in a thin Ag film. (a) 
TM polarized laser light is incident to the nanoslit (80-nm wide and 50-nm thick: inset, SEM image; scale bar, 500 
nm) from the substrate side, and a nanoapertured scanning probe is scanned along the horizontal direction with a 
step size of 50 nm. (b) Scan profiles of the interference pattern of slit-transmitted and direct film-transmitted waves. 
The base line of each scan is shown as a dotted line. (c) 2D map of the interference pattern with the intensity color-
coded. Red corresponds to the peak of a fringe and blue represents the valley. The periodic modulation of intensity 
along the vertical (y) direction is ascribed to the Fabry-Perot resonance effect of a local cavity structure formed by 
the probe tip and the sample surface. 
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Figure 34. Interference of slit-transmitted and direct, film-transmitted waves. (a) Wavefronts of slit-transmission 
(cylindrical curves) and direct film-transmission (horizontal lines). (b) A close-up view of the low-order fringe 
tracks in the two-wave interference model. The blue dashed curves represent the fringe tracks calculated from the 
two-wave model, and the red dashed curves are a FDTD simulation result. (c) The interference fringe pattern 
calculated from a FDTD simulation of optical transmission through a Ag nanoslit (80-nm wide and 50-nm thick): 
The vertical component of the Poynting vector. The inset in the top right part is a magnified view of the bottom right 
corner region (x: 6-10 µm; y: 0-2 µm). The dielectric constants of silica and Ag used in this simulation are from 
References 17. 
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Figure 35. Comparison between the measured scan profiles and FDTD simulation result. The scan profiles were 
measured with the same slit as in Fig. 33 at probe-surface distance of 7.6 µm, 630 nm, or 200 nm (top to bottom) 
with a scan step size of 10 nm. Blue curves correspond to the measurement, and red to the FDTD. 
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Figure 36. FDTD simulation of phase relationship of slit-transmission and direct film-transmission. The wavefronts 
of (a) direct film-transmission and (b) slit transmission. (c) Comparison of optical phases of direct transmitted wave 
(black) and slit transmitted wave (red). The direct transmission was calculated for a 50-nm-thick Ag layer without a 
slit. The slit radiation was calculated from a nanoslit simulation result by subtracting the direct transmission 
component. 
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3.2 AMPLITUDE ANALYSIS OF NEAR- TO FAR-FIELD OPTICAL 
INTERFERENCES 
As discussed above, a single slit on a Ag layer can excite surface plasmons (SPs) at entrance 
edges and the excited plasmons propagate through the slit. At the exit side, the slit-transmitted 
SPs are partially decoupled into free space and partially continue to propagate along the 
horizontal Ag surfaces. When the thickness of Ag layer is small enough, the incident wave can 
also directly transmit through the metal film. The three wave components can interfere with each 
other. The phases of the slit-transmitted waves can be retarded compared to that of the direct 
film-transmitted wave. This is because the SPs propagating inside the slit have different 
propagation constant than the direct film-transmission case. The phase relationship between them 
has already been studied as discussed previously. Amplitude is another important information of 
an electromagnetic wave. Amplitude and phase together can determine a specific wave 
completely. So the amplitude relationship between slit-transmission and direct film-transmission 
is also meaningful to study. From both amplitude and phase information of transmission, the 
properties of thin metal films can be further studied. 
To extract the amplitude information of transmitted waves, both the direct film-
transmitted waves and slit-transmitted waves in far-field region, an experimental data, the y 
component of Poynting vector (intensity detected by probes), is to be utilized and a proper 
expression needs to be established relating it to the various wave components. First of all, 
Poynting vector can be obtained starting from Maxwell's equations and the relationship of 
electromagnetic fields based on the interested structure. The structure is described in Fig. 37. The 
substrate is quartz (or SiO2), and a thin Ag film was deposited on the substrate. After etching a 
single nanoslit on the thin Ag layer, where maybe a deep trench was also etched into the 
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substrate to make sure the complete etching of Ag film, the structure is ready for the 
measurement of transmitted intensity. Due to the probe scanning along the film surface located 
vertically, the y-component of Poynting vector is good enough to describe the intensity detected 
by the probe. The wavefronts of direct film-transmission are horizontally planar while those of 
slit-transmission are cylindrical as shown in Fig. 37. The coordinate relations can be written as 
rx /cos =θ , ry /sin =θ , where 22 yxr += , and the basis θθ sinˆcosˆˆ yxr += , and the wave 
vector and its components are θcoskkx = , θsinkk y = , and ykxk yx +=⋅rk . Thus, the 
magnetic and electric fields of direct film-transmission can be denoted as 
 
)exp(ˆ 111 φiikyH += zH ,     (12) 
)exp(ˆ 111 φη iikyH +−= xE .     (13) 
 
Thus, the Poynting vector and its y component of direct film-transmission can be obtained 
directly from the definitions: 
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The magnetic and electric fields of slit-transmission can be denoted as 
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where the first term in the bracket in the second line in Eq. (17) is neglected at far-field because 
of the extra linear increase of r in the denominator. In the same way, the Poynting vector and its 
y-component of slit-transmission are 
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If we integrate <S2> passing the unit area along the half circle (as the slit-transmission 
wavefront, shown in Fig. 37), and set the variable of integration is dl which is tangent to the half 
circle (in the z direction, choosing the unit size), the power passing through the slit Pslit can be 
yielded as 
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At far-field, the surface waves are not counted, and the Poynting vector is calculated as 
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where 21 φφφ −=  is the phase retardation of slit-transmission compare to direct film-
transmission. The y component of the Poynting vector is 
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With Eq. (15) and Eq. (19), the y component of the Poynting vector can be expressed as 
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It should be noted that <S2y> is dependent of the location y and r from Eq. (19), which is denoted 
as power density at the certain location. Or with Eq. (15) and Eq. (20), the y component of the 
Poynting vector can be expressed as 
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which is equivalent to Eq. (22). In Eq. (24), Pslit is independent on the location y and r, which is 
similar with H2. Also, Pslit is the result of the integration of power density <S2>, so the unit is 
watt/meter instead of watt/meter2 (in SI unit) which is the unit of power density <S1> or <S2>. 
The unit ratio of Pslit over <S1> is thus meter. Similarly, the unit of H2/H1 is (meter)1/2 by 
comparing Eq. (15) and Eq. (20). 
When a probe scanning is performed, <Sy> in Eq. (22) or Eq. (24) is obtained for 
different values of x. By choosing two points, e.g., one the central peak and another one the 
closest valley to the center (Fig. 35), two independent equations are obtained from Eq. (22) or 
Eq. (24). From the two equations, the ratio of amplitudes or powers can be solved uniquely. We 
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can first refer to Eq. (22) to solve the amplitude ratio because the power ratio can be easily 
achieved directly by the result of amplitude ratio. 
For a certain y value, e.g. y = y0, at x = 0 (central position) and x0 (closest valley 
position), Eq. (22) can be recast to 
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respectively, where 20
2
00 yxr += . By comparing Eq. (25) and Eq. (26), the ratio of amplitudes 
between slit-transmission and direct film-transmission can be solved by 
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After the verification process, the ambiguous sign in Eq. (27) has been chosen as “–” for a 
reasonable value. 
To verify the model discussed above, simulation and experimental data are selected. 
Because the probe detected intensity is dependent of the radiation angle measured from the 
center of the slit for experimental data (Fig. 38), we have to take into account the probe effect for 
the selection of the intensity in different radiation angle, e.g. choosing the points of central peak 
and the closest valley. 
By choosing a certain y value, e.g. y = 7.6 μm, the ratio of amplitudes between slit-
transmission and direct film-transmission is calculated. The ratio of powers between them can 
also be easily obtained by applying Pslit/<S1> = π(H2/H1)2 from Eq. (15) and Eq. (20). The 
radiation angle of the closest valley is 90º – θ = tan-1(x0/y0) ~ 12º. By looking up Fig. 38 with the 
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radiation angle, the probe effect with intensity factors is considered into the experimental data. 
The results are listed in Table 3. 
By reading the peak positions and values of Hz for both direct film-transmission and slit-
transmission directly from FDTD simulation and setting the unit of distance r with micrometer 
(μm) (Fig. 39), the amplitudes of fields are estimated to be H1 = 0.15, H2 = 0.094 μm1/2 
(assuming incident H0 = 1), so H2/H1 = 0.6 μm1/2, and Pslit/<S1> = π(H2/H1)2 = 1.13 μm, which 
well matches the results extracted from experimental data. 
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Figure 37. Wavefronts of direct film-transmission and slit-transmission. The structure is described as: the thickness 
of Ag is 50 nm, the width of slit of Ag and trench in quartz is 80 nm, and the depth of trench in quartz is 100 nm. 
The incident plane wave source is 633 nm. 
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Figure 38. Intensity of probe angled detection and corresponding curve fitting. 
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Figure 39. Hz fields at central position (x = 0) along y direction for both direct film-transmission and slit-
transmission. The peaks of the fields are dotted and lined together by dashed. 
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Table 3. Amplitudes extraction in simulation and experiment for y = 7.6 μm after probe correction 
 Simulation 
Experiment 
L (x0 < 0) R (x0 > 0) 
x0 (μm) 1.64 -1.85 1.35 
y0 (μm) 7.6 7.6 7.6 
<Sy>(x = 0, y = y0) 0.013 0.45/0.85* 0.45/0.85* 
<Sy>(x = x0, y = y0) 0.0072 0.12/0.37* 0.13/0.40* 
φ (º) -88º -86º -86º 
H2/H1 (μm1/2) 0.65 0.62 0.60 
Pslit/<S1> (μm) 1.33 1.19 1.13 
* The denominator is the probe affected intensity factor directly read from Fig. 38. 
 
 
 
 101 
3.3 SUMMARY 
In summary, we have experimentally characterized the phase evolution of optical wavefronts 
emanating from a nanoslit (80-nm width) formed in a 50-nm-thick Ag film. A planar wave, 
directly transmitted through the thin metal film, was used as a reference in forming an 
interference pattern with the slit-transmitted free-space radiation and surface plasmons in the 
near- to far-field regimes. The phase relationship of the slit-transmitted waves with respect to the 
direct transmission was quantitatively established by comparing the measurement result with the 
analytical and FDTD simulation results. 
The amplitude relationship of the slit-transmitted waves and the direct film-transmitted 
waves was also extracted from both experimental measurement and FDTD simulation results. 
The amplitudes were also directly read from the FDTD result and compared with the extracted 
data. Combining with the phase relationship information, complete imaging of optical 
wavefronts from a metal nanoaperture structure in the near- to far-fields can be achieved. This 
phase/amplitude imaging is expected to be important in designing advanced nano-optic and 
plasmonic structures where precise control of optical phase is essential. 
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4.0  NEGATIVE-REFRACTION DIFFRACTIVE OPTICS 
Refraction of light at an interface of two different media forms an essential basis in imaging and 
beam-shaping optics. While commonly viewed as a macroscopic phenomenon occurring at a 
media interface, at a microscopic level, the phenomenon involves diffractive transmission of 
light through atomic or molecular level scatterers (re-radiators) and subsequent interference 
among the produced wavelets [5]. In the case of an interface with an artificial medium whose 
refractive index is negative, light can be bent to a negative angle with the surface normal. 
However, negative-index metamaterials commonly involve resonant structures designed at a 
subwavelength scale, and are intrinsically associated with loss and limited spectral width of 
operation [48,49,50,51,52,53,54,55,56,57,58,59,60,61,62,63,64]. Here we report an alternative 
method of negatively refracting light without use of negative-index metamaterial. An array of 
nanoapertures formed in a metal film is utilized in redirecting an incident beam into the negative 
refraction direction. Each nanoaperture is tilt-oriented from the film surface such that the 
radiation pattern directs to a particular orientation off from the substrate normal with reduced 
angular spreading. As an array, the aperture radiations make constructive interference into a 
specific direction that is designed to match the radiation patterns of individual apertures. This 
grated thin-film structure primarily supports the -1st order diffraction on the transmission side 
(negative refraction), while the zero-order and other higher order diffractions are suppressed for 
a wide range of incidence angle. Unlike the bulk metamaterials case, the negative refraction 
achieved with the grated metal films can reach the far-field region without propagation loss and 
can operate at arbitrary wavelengths. This grating diffraction with order-selection capability, 
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enabled by engineering the radiation patterns of nanoapertures, provides access to angular ranges 
that are not attained in conventional optics. The nanoaperture arrays with designer radiation 
patterns offer a new approach to overcoming the limits of conventional refractive optics. 
An intrinsic connection is evident between refraction and grating diffraction in that both 
phenomena involve diffractive transmission and interference. Yet, their differences lie at the 
vastly different length scales involved. That is, refraction occurs due to the atomic/molecular 
level spacing of scatterers and grating diffraction occurs due to wavelength scale aperture 
spacing. In the former case the wavelets produced by scatterers constructively interfere only to 
the zero-order direction, that is, to the direct transmission direction. In the latter case higher order 
diffraction beams can also be produced through interference, depending on the ratio of grating 
period to wavelength. In conventional gratings, however, the transmitted power is mostly carried 
by the zero-order diffraction, and other higher-order diffraction is usually of minor intensity. In 
the grating structure reported in this letter, the nanoaperture array is designed to support only the 
-1st order diffraction on the transmission side, that is, the diffraction to the negative refraction 
direction, and the zero-order and other higher-order diffractions are suppressed. This negatively-
refracting grating diffraction is enabled by tilting the nanoaperture orientations from the film 
surface such that the aperture radiation patterns become highly directed and constructively 
interfere only in the direction of a selected diffraction-order.  
4.1 FUNDAMENTAL DESIGN: SINGLE VERTICAL NANOSLIT 
The radiation pattern of a single vertical nanoslit structure was first simulated with finite-
difference time-domain (FDTD) method. For a planar wave normally incident from the bottom 
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side, the nanoslit transmission shows a radiation pattern tilt-oriented from the substrate normal 
(Fig. 40(a)-(f)). For the case of a vertical slit formed on a Ag film (200-nm metal thickness; 760-
nm tilt span; 260-nm step height; which corresponds to 60-nm slit width and 19o tilt of bottom 
surface), for example, the main lobe is oriented to ϕ = -50o tilt direction from the substrate 
normal with a full-width-at-half-maximum (FWHM) angle of 50o. This is in a striking contrast 
with the radiation pattern of a conventional slit whose dipole axis is horizontal, parallel to the 
film surface (Fig. 40(e), (f)). The latter structure shows a nearly uniform distribution of power 
for radiation angle ϕ of -70o to +70o. This tilt-nanoslit aperture configuration serves as a dipole-
like source that oscillates perpendicular to the metal film under excitation by an incident wave. 
For a transverse magnetic (TM)-polarized light incident to an aperture, polarization charges of 
opposite polarities are induced around the opposing corners (edges) of nanoslit (Fig. 40(g)-(i)). 
The dipole oscillation at slit edges has the effect of re-radiating incident energy primarily into the 
direction perpendicular to the dipole axis, that is, towards the horizontal direction in the vertical 
nanoslit case. The Poynting vector distribution (Fig. 40(i)) clearly reveals the overall energy flow 
through the vertical nanoslit structure. The incident wave is reflected back at the bottom faces of 
both slabs, forming a standing wave. In the corner region a vortex of turbulent energy flow 
develops. The boundary diffraction at corner edges enables funnelling of the incident power that 
falls in the near-field region of the corners [36]. As a result, part of the energy flow around the 
vortex leaks through the gap and radiates away on the exit side. While most of the slit-
transmitted power radiates into free space, a certain portion propagates on metal surfaces, 
preferentially on the horizontal surface. This surface-bound energy flow is carried by surface 
plasmons emanating from slit edges [1,2,26]. 
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The amount of dipole charges induced on slit corners and edges depends on the aperture 
geometry/dimension and the orientation of incident field vectors with respect to the edges. An 
electromagnetic wave interacting with metal surface (slit edges) can induce polarization surface 
charges, whose surface density can be expressed as [6] 
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εεσ  Here E1 and E2 are the electric field on the metal 
(εM) and dielectric (εD) side of the interface, respectively, and n21 is the normal vector to the 
surface. ε0 is the dielectric permittivity of free space. For most metals/dielectrics, DM εε >> , 
therefore, the amount of dipole charges induced on the surface would not be critically dependent 
on the dielectric constant of metal. The strong vertical electric field, Ey present around the corner 
gap region (Fig. 40(h)) is caused primarily by boundary diffraction of an incident TM-wave at 
the bottom face of the upper slab [5,36]. This vertical field component around the corner induces 
surface charges on the horizontal faces in the gap region. Charge induction in the corner region 
involves a different process. Reflection of an incident wave induces surface current HnJ S ×= , 
where H is the magnetic field on the surface. This surface current then induces local charges at 
the corner governed by the continuity equation. The strong local charges induced at the bottom 
corner of the upper slab, for example, are due to the surface current induced by the incident TM 
fields (Fig. 40(i)). The resulting surface charge density at the corner can be expressed as 
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=σ  Here Hin is the incident magnetic field at the metal surface and r is 
the reflection coefficient. The reflection coefficient remains close to -1 for most metals, and this 
implies negligible dependence of the dipole charge density on metal’s dielectric constant. 
Overall this analysis suggests that vertical nanoslits made of metals with different dielectric 
constants would show radiation patterns of similar strength (i.e., transmission throughput). 
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Fig. 41(a) shows a measurement result of optical transmission (at 633 nm wavelength) 
through a vertical nanoslit (~100-nm slit width) formed in a 100-nm-thick Cr film. The sample 
was prepared by angle deposition of a Cr film on a quartz substrate, whose surface was focused-
ion-beam (FIB) etched to an asymmetric saw-tooth profile with one side vertically step-etched 
(step height of ~200 nm) and the other side taper-etched over a tilt span of 760 nm (see Methods 
for details). The radiation pattern was measured by scanning a near-field scanning optical 
microscope (NSOM) probe in the near to far field region. The sensitivity of a nanoapertured 
NSOM probe varies depending on beam incidence angle, that is, showing lower sensitivity for 
larger incidence angle [22,24]. In this work, scanning was performed with the probe axis tilt-
oriented to the peak radiation direction (Fig. 41(a)) for maximum signal strength. The NSOM-
scan result reveals -45o tilt of the main lobe, well matching the simulation result (Fig. 41(b)). 
The transmission throughput of a vertical nanoslit was also calculated for different 
incidence angles (Fig. 42). While the radiation pattern remains tilt-oriented at the same angle (ϕ 
= -50o) for varying incidence angles, the throughput transmission changes significantly. The 
transmission efficiency, defined as the total transmitted power (both free-space radiation and 
surface plasmon power) divided by the incident power that falls on the slit cross-section, reaches 
80 % level at θ = +45o incidence or normal incidence angle, and 350 % at θ = -45o incidence. 
Here the transmission efficiency’s being greater than 100 % indicates a funnelling effect, that is, 
the nanoslit efficiently captures incident power and transmits more than the amount of power that 
falls on the aperture area. For the case of a horizontal slit with same metal thickness and slit 
width, the transmission efficiency reaches maximum 53 % at normal incidence. This implies that 
a vertical nanoslit structure can outperform a horizontal nanoslit in transmitting incident power. 
For thicker films, this performance contrast becomes even stronger, and this trend can be 
 107 
understood in view of the fact that in horizontal nanoslits a significant degree of transmission 
loss occurs in the narrow channel region whereas in the vertical slit case there is no such 
waveguide constriction and therefore no attenuation [32,65]. The high-throughput transmission 
and highly-directed radiation pattern of a vertical nanoslit structure offers interesting potential 
for overcoming the limits of conventional refractive optics. 
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Figure 40. Radiation patterns of vertical nanoslit apertures. FDTD simulation of optical transmission through 
single-nanoslit structures formed on a Ag layer (60-nm slit width, 200-nm metal thickness). The nanoslit dipole axis 
is either vertically (a & b; c & d) or horizontally (e & f) oriented to the substrate (see the insets for schematic cross-
sections). The width of the slanted portion of metal in a is 760 nm. A TM-polarized light (633 nm wavelength) is 
normally incident from the bottom side. Poynting vector distributions on the exit side: magnitude maps (a, c, and e) 
and angular profiles of magnitude scanned at three different radial distances 3 µm, 5 µm, or 7 µm (b, d, and f). The 
radiation angle ϕ refers to the substrate normal. Electric field distributions: Snapshot images of Ex (g) and Ey (h) 
around the corner gap region. Time-averaged energy flow distribution: A log scale plot of Poynting vectors (i). Note 
the presence of arrows of significantly smaller length inside the metal and they orient to the opposite directions to 
the ones in the air side along the interface. A surface polarization charge distribution that corresponds to the field 
distributions (g, h) is also shown on the metal/dielectric interfaces (i). 
 109 
 
 
 
 
Figure 41. Measured radiation pattern of a vertical nanoslit. (a) Scanning probe measurement of optical 
transmission through a metal nanoslit (inset: SEM image of a vertical nanoslit sample; scale bar, 1 µm). The probe 
axis was tilt-oriented to the peak radiation direction (ϕ = -50o). (b) A measured beam profile of a Cr vertical nanoslit 
(100-nm slit width; 100-nm Cr thickness) for normal incidence of TM-polarized light (633 nm wavelength). (c) 
FDTD simulation of radiation patterns of the Cr nanoslit sample calculated at three different radial distances from 
the aperture center. 
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Figure 42. Radiation patterns of a vertical nanoslit calculated for different incidence angles. Sample structure: 200-
nm metal (Ag) thickness; 760-nm slant span; 60-nm slit width. A TM-polarized light (633 nm) is incident to the 
substrate at three different angles θ = +45o (red), 0o (blue: the intensity scaled down by a factor of 2) or -45o (green: 
the intensity scaled down by a factor of 4). For comparison, a horizontal nanoslit (200-nm-thick Ag; 60-nm slit 
width) is also shown (dotted, purple). All radiation patterns were calculated at r = 5 µm radial distance. 
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4.2 NEGATIVE REFRACTION ENABLED BY THE VERTICAL DIPOLE ARRAY  
An array of vertical dipole nanoslit was developed in the form of a periodically-slanted metal 
film and was investigated for the possibility of redirecting an incident energy flow into the 
negative refraction direction (Fig. 43(a), (c)). The grating period is determined such that the 
aperture radiations make constructive interference into a negative refraction direction for a given 
wavelength of light. Being an interference phenomenon, the negative refraction at a vertical-
dipole nanoaperture array is also governed by the Bragg law of diffraction gratings: 
dmλθϕ += sinsin . Here θ is the incidence angle measured on the air side of substrate, and φ 
is the refraction angle measured on the exit side (air). d is the grating period, and λ is the free 
space wavelength. m is an integer representing the diffraction order. For the case of negative 
refraction being discussed in this work, m = -1. The refraction relationship is then expressed as 
.sinsin dλθϕ −=  This formula can be viewed as the Snell’s law for negative refraction in the 
sense that it relates incidence angle to refraction angle at an interface of two positive-index 
media. Note that in this formula, no substrate effect is explicitly involved. This is because the 
incidence angle is defined on the air side, not inside the substrate. 
Fig. 43(a), (b) shows scanning-probe measurement results of optical transmission (TM-
polarized, 633 nm wavelength) through Ag nanoslit arrays (20 slits with 760-nm grating period). 
For comparison, an array of conventional, horizontal nanoslits with the same grating period was 
also fabricated and tested (Fig. 43(b)). The vertical nanoslit array clearly demonstrates negative 
refraction with refraction angle ϕ of -20o for incidence angle θ of 30o. This negative refraction 
beam corresponds to the -1st order diffraction from the grating. In contrast, the conventional 
nanoslit array with in-plane horizontal dipole apertures shows the zero-order transmission (direct 
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transmission) as a dominant beam as expected. In both cases, the scanning was performed with 
the probe axis aligned normal to the substrate. Considering the near symmetric angles (ϕ of +30o 
and -20o) of the zero-order and -1st order beams with respect to the substrate normal, the probe 
effect is believed to be negligible in these scanning measurements. Overall the result 
unambiguously confirms that the vertical nanoslit array structure blocks direct transmission and 
supports only the -1st order transmission. 
This negative-refraction beam would become even stronger in its intensity/throughput 
when the -1st order diffraction angle is designed to fall safely within the angular ranges of 
nanoaperture radiation patterns. In the case of radiation pattern simulated in Fig. 40, for example, 
the radiation angle ϕ ranges from -25o to -75o in terms of half-maximum intensity points. For the 
given grating period (760 nm) and wavelength (633 nm), the incidence angle needs to stay close 
to the range of 0o to 25o in order to maintain high intensity of negative refraction. Fig. 43(c) 
shows a measurement result with a Cr vertical nanoslit array sample (10 slits with 760-nm 
period) tested at different incidence angles. The probe axis was aligned to the peak radiation 
direction estimated from the Bragg condition. The scanned images reveal well-defined, straight 
beams that extend far beyond 15-20 µm distance from the array. At normal incidence, refraction 
angle of -55o is observed (Fig. 43(c), middle). At θ = +15o incidence, ϕ = -35o was observed 
(bottom). Again both results agree well with the Bragg condition. For the case of smaller grating 
period, e.g., 500 nm, the incidence angle can be in a relatively wider range, that is, 20o to 60o for 
half-maximum transmission points. The corresponding refraction angle would then be in the 
range of -75o to -25o. A measurement result with a 500-nm-period Cr vertical nanoslit array 
sample also demonstrates negative refraction governed by the Bragg law (Fig. 44). In general, 
Ag samples showed stronger transmission compared to Cr samples. This enhanced transmission 
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of Ag samples is attributed to the surface plasmons that are excited at slit edges, propagating to 
neighbor slits and there contributing to dipole radiation to free space [12,13,66]. 
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Figure 43. Negative refraction of light at vertical nanoslit arrays. (a) A measured beam profile of a Ag, vertical-
nanoslit array (20 slits with 760 nm period). Negative refraction is observed with refraction angle ϕ = -20o for 
incidence angle θ = 30o, which corresponds to the -1st order diffraction from the grating. (b) A measured beam 
profile of a conventional, horizontal-nanoslit array (20 slits with 760 nm period) formed on a Ag layer. The zero-
order, direct transmission is observed as a primary beam for the same incidence angle as above. In both cases (b, c), 
the probe was aligned normal to the substrate. (c) Negative refraction with a Cr, vertical-nanoslit array (10 slits with 
760 nm period): measurement setup (top; inset, SEM image of a Cr sample; scale bar, 2 µm); Measured beam 
profiles for normal incidence (middle) or for incidence angle θ = 30o (bottom). Refraction angle ϕ = -55o or -35o was 
observed, respectively. 
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Figure 44. Measured beam profile of a Cr, vertical-nanoslit array (15 slits with 500 nm period). A TM-polarized 
light (633 nm) is incident to the substrate at θ = +30o angle. 
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4.3 SUMMARY 
This negative refraction function offers a new mode of imaging of rear views in a side-forward 
direction. We note that this negative-refraction mirror imaging does not incur the conventional 
‘mirror imaging’ effect, that is, there would be no inversion of the right-left relationship of an 
image. In conventional mirror imaging, the ray components of the right and left sides of an 
image travel the same distance. Therefore, as the beam propagation direction is reversed upon 
mirror reflection, the right-left relationship of a mirror image becomes flipped over compared to 
that of the original image seen directly without a mirror. In the case of negative-refraction mirror 
imaging, the ray components in the outer side of a beam travel progressively longer distances 
compared to the inner-side ray components. This optical path length difference for the ray 
components on the transverse domain provides the phase retardations that are required to offset 
the image inversion effect incurred with mirror reflection, that is, with reversal of beam 
propagation direction. This negative refraction with non-inverting mirror-imaging function, 
enabled by grating diffraction with order-selection capability, offers interesting potential for 
beam-shaping and imaging optics. 
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5.0  CONCLUSION 
In this thesis, we have investigated metallic wedges and nanostructures as a medium for plasmon 
interactions. Surface plasmon waves excited by a metallic wedge or nanostructure can produce 
many interesting phenomena that can be simulated and observed in the near-field to far-field 
regime. The scope of this study covers both theoretical (analytical and simulation) and 
experimental aspects. The metallic wedges studied in this thesis include a single wedge with or 
without thin film. The incident light is along one surface of the wedge with magnetic polarization. 
The metallic nanostructures studied in this thesis include nanoslit array with variable number of 
slits, ranging from single, to 2-10 or even more. The spatial extent of SP fields is usually an 
order of magnitude smaller than the optical wavelength. Therefore, the structures are designed to 
span nano to micrometer length scales in order to accommodate wave interactions at different 
length scales, i.e., the slit width of the 10 nm order and the grating period of the 100 nm order. 
We report a theoretical and experimental study of electromagnetic interactions of a two-
dimensional (2D) metal wedge with two semi-infinite surfaces with a planar wave normal 
incident to one of the two surfaces. By employing the FDTD method we demonstrate the essence 
of a boundary diffraction wave which is produced due to the discontinuity of structure and in 
conjunction with reflection from the front and vertical surface. We analytically show the metal 
wedge structure diffracts the incident wave by setting up a model based on a series of line 
sources. We show that a metal corner structure possesses an intrinsic capability of directing the 
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incident power around the edge into the forward direction. The interplay of the boundary 
diffraction wave and the incident and reflection waves in the near field region of a metal corner 
is found to form a basis of the funneling phenomena that are commonly observed in metal 
nanoslit structures. The incident wave propagating parallel to the sidewall is also found to 
experience destructive interference with the boundary diffraction waves and thus to form a 
depleted-energy-flow region along the glancing angle direction. With the model, we derive the 
boundary diffraction waves and the total power on the front surface of the wedge at the air side. 
With the simulation and measurement results of the corresponding power, we extract the phase 
change of reflection by the metal for the given incident wave. From the optical measurement of 
the phase change, we can obtain the refractive index of metals. 
We discuss near- to far-field imaging of phase evolution of optical wavefronts emanating 
from a nanoslit formed in a thin (50 nm thick) Ag film. The evolution of optical phases is imaged 
using a self-interference technique in conjunction with a scanning probe method. The phase 
relationship of the slit-transmitted waves with respect to the direct transmission through the thin 
metal film is quantitatively established. The singular-phase points resulting from the interplay of 
slit diffraction and surface plasmons are identified in the intermediate-field region. Imaging of 
optical wavefronts in the near- to far-fields is expected to be important in designing advanced 
nano-optic and plasmonic structures where precise control of optical phase is essential. 
Finally, we report negative refraction of visible light enabled by a nanostructured thin 
film grating that is placed in conventional positive-index media, that is, at a silica/air interface. 
The negative refraction via grating diffraction can operate at arbitrary wavelengths. By locally 
varying the grating period and/or the tilt angle of individual aperture, the transmission profile can 
also be adjusted to match the incident beam profile. The interfacial negative refraction without 
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bulk media loss offers a promising approach to accessing angular ranges that have not been 
reachable in conventional optics. 
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