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Abstract
We prove that the following three properties can not match each other on a lattice,
that differentials of coordinate functions are algebraically dependent to their involutive
conjugates, that the involution on a lattice is an antihomomorphism and that differen-
tial calculus has a natural continuum limit.
PACS: 02.40.Gh, 11.15.Ha
Keywords: involution, lattice differential, antihomomorphism, continuum limit,
no-go theorem
0
I Introductions
Why lattices as noncommutative spaces? To the majority of the high-energy physics commu-
nity, it is no more than a technique of a universal regulator for the nonperturbative definition
of QCD to discretize the space-time to be a lattice [1]; however, it is shown to be fruitful
at a more fundamental level in [2] where Wilson action for lattice gauge field is recovered
by the virtue of noncommutative calculus over commutative algebras and in [3][4] where
axial anomaly in U(1) lattice gauge theory is analyzed adopting noncommutative differen-
tial calculus, that a lattice is treated as an independent geometric object whose geometry is
characterized by a noncommutative relation
[xµ, dxν ] = −δµνaµdxν , (1)
which is a deformation of the ordinary commutation relation between coordinates functions
xµ and their differentials dxµ, subjected to a set of lattice constants aµ. Note that on one
hand Eq. (1) is a special case in the category of differential calculi over commutative as-
sociative algebras [?] and that on the other hand this equation illustrates intuitively the
bi-local nature of differentials on lattices. This philosophy that a lattice is a simple model
of noncommutative geometry will be bore in this work.
Why involutions on lattices? An involution ∗ is an antihomomorphism of a complex algebra
A, fulfilling the requirements that
a∗∗ = a, (a+ b)∗ = a∗ + b∗, (λa)∗ = λ¯a∗, (ab)∗ = b∗a∗ (2)
where a, b ∈ A, λ ∈ C and λ¯ denotes the complex conjugation; it is a generalization of
complex conjugation and the hermitian conjugation of complex matrices. In any complex
regime, it is utilized to define real objects, for example compact real forms in complex Lie
algebras. Moreover physically it is necessary from the silent feature that in a generic gauge
theory a gauge potential is expressed as a real 1-form and that the dynamics of gauge fields
is controlled by Lagrangian 〈F ∗|F 〉 where F is the strength 2-form and 〈|〉 is the contraction
of differential forms, to extend an involution over an algebra into the space of differential
forms according to the same conditions in Eq. (2). There is a canonical involution on com-
plex functions on a lattice, defined by pointwise complex conjugation; the problem to extend
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it into the differential algebra on this lattice will be addressed below.
Consistency between differentials and involutions. However, a na¨ıve extension of the canon-
ical involution on a lattice will encounter inconsistency immediately; in fact, act any such
would-be involution to both sides of Eq. (1) in terms of Eq. (2),
dx∗νx
∗
µ − x
∗
µdx
∗
ν = −δµνa
∗
µdx
∗
ν ,
under the natural assumptions that xµ and aµ are real, and that dx
∗
µ is linear dependent on
dxµ one has
[xµ, dxν ] = δµνaµdxν ,
which is contradictive to Eq. (1)! This paradox implies some natural assumptions for ge-
ometric and algebraic structures over lattices are incompatible, like antihomomorphic rule
and ordinary continuum limit for for involution, the algebraic dependency of differential and
its image under involution; we will formulate this observation into more rigid scrutinies and
prove a no-go theorem for an involution on lattice. In our understanding though the proof
is simple, the conclusion is highly nontrivial and very inspiring to understand the problem
of continuum limit in lattice field theory. In section II noncommutative geometry of lattices
as well as other mathematical facts are prepared; the no-go theorem is stated and proved in
section III; some discussions are put in section IV.
II Noncommutative geometry of lattices
First an algebraic concept has to be introduced for further application.
Definition 1 Let A be an algebra over a generic field and M is a bimodule over A. M is
left(right) finitely-represented if M is able to be expressed as a finitely-generated left(right)
A-module.
Only D-dimensional hyper-cubic lattices will be considered below, with lattice constant
along µ direction being written as aµ. A is specified to be the algebra of functions on this
lattice over complex numbers; coordinate functions xµ µ = 1...D are valued in integers. The
above-mentioned inconsistency is exposed at the level of first order differential, thus only
the space of 1-forms will be considered.
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Definition 2 A First order differential calculus over A is a pair (M, d) in which M is an
A-bimodule and d ∈ HomC(A,M) satisfying Leibnitz rule
d(ff ′) = d(f)f ′ + fd(f ′), ∀f, f ′ ∈ A. (3)
Continuum limit, short as C.L., is referred to max({aµ}) → 0. To have a correct C.L., M
is required to be generated algebraically by images d(xµ) and to be left finitely-represented
accordingly to Eq. (1) being rewritten as
[xµ, d(xν)] = −δµνaµd(xν); (4)
hence C.L. is also a commutative limit; Eq. (4) is also referred as structure equation of
M. For the mathematical rigidity, suppose that there is no two-sided ideal in A except {0}
annihilatingM. Under above assumptions, the first order differential d can be parameterized
by
d(f) = ∇µ(f)d(xµ)
for any f ∈ A with coefficient functions ∇µ(f).
Corollary 1 (Deformed Leibnitz rule on A)
∇µ(ff
′) = ∇µ(f)T˜µ(f
′) + f∇µ(f
′), ∀f, f ′ ∈ A (5)
where T˜µ are translations acting on A by T˜µ(f)(p) = f(Tµ(p)), xν(Tµ(p)) = xν(p) + δµνaµ
for any f in A and p in the lattice.
Proof:
It can be checked by using Eqs. (3)(4).
✷
An involution on A is a specification of Eq. (2)
f∗∗ = f, (f + f ′)∗ = f∗ + f ′∗, (ff ′)∗ = f∗f ′∗, (λf)∗ = λ¯f∗
for all λ ∈ C, f, f ′ ∈ A; also for a correct C.L., involution on A is required to be pointwisely
convergent to canonical involution
|f∗(p)− f(p)|
C.L.
→ o(1) (6)
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for all p. An involution on M is an antihomomorphism of M satisfying
v∗∗ = v, (λv)∗ = λ¯v∗, (v + v′)∗ = v∗ + v′∗, (fv)∗ = v∗f∗, (vf)∗ = f∗v∗ (7)
for all λ ∈ C, f ∈ A, v, v′ ∈ M. Because of M being left finitely-represented and the
structure equation Eq. (4), any involution on M can be characterized by a collection of
coefficient functions
d(xµ)
∗ = ιµνd(xν)
Note that the commutation diagram relation between d ◦ ∗ and ∗ ◦ d is irrelevant to our
purpose and that d(xµ)
∗ will be understood henceforth as [d(xµ)]
∗.
III No-go theorem
Theorem 1 There does not exist an involution on M, which has a natural continuum limit
|ιµν(p)− δµν |
C.L.
−→ o(1) (8)
Proof:
Suppose that there exists such an involution ∗ that satisfies Eq. (8). The structure equation
Eq. (4) can be rewritten as
d(xν )xµ = (xµ + δµνaµ)d(xν ) (9)
Apply ∗ on the both sides of Eq. (9), and note the definition of involution Eq. (7),
x∗µd(xν)
∗ = d(xν )
∗(x∗µ + δµνaµ) (10)
The behaviors of involution under C.L. i.e. Eqs. (6)(8) can be described as
x∗µ = xµ + αµσ(x)aσ, d(xµ)
∗ = d(xµ) + βµρσ(x)aρd(xσ) (11)
in which αµν(x) are restrictions of C
1 functions on the lattice and βλµν(x) are restrictions of
bounded functions on the lattice. Substitute Eq.(11) into Eq.(10), use the structure equation
Eq. (4) again and remember that no two-sided ideal of A except {0} annihilates M,
(δνλ + βνρλaρ)(δµνaµ + δµλaµ + ∇˜λ(αµσ)aσ) = 0 (12)
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in which ∇˜µ := T˜µ − Id. Note that this definition of finite differences fulfills the deformed
Leibnitz rule in Eq. (5). Now sum Eq. (12) over µ;
(δνλ + βνρλaρ)(aν + aλ + ∇˜λ(αˆσ)aσ) = 0 (13)
in which αˆσ :=
∑D
µ=1 αµσ; so αˆσ are still restrictions of C
1 functions. Consider these special
cases in Eq. (13) that ν = λ;
(1 + βνρνaρ)(2aν + ∇˜ν(αˆσ)aσ) = 0. (14)
And pick out a special limit procedure that aµ = a → 0 for all µ; then for any ν Eq. (14)
implies that
(1 + aβˆν)(2 + ∇˜ν(αˇ)) = 0 (15)
where βˆν =
∑D
ρ=1 βνρν and αˇ =
∑D
σ=1 αˆσ. Therefore βˆν continues to be restrictions of
bounded functions and αˇ is a restriction of a C1 function; thus the left-hand side of Eq. (15)
will be greater than 1 when a is small enough, which makes Eq.(15) fails to be an identity!
The no-go theorem follows this contradiction. ✷
IV Discussions
In [2], the above paradox is avoided by defining ∗ to be a homomorphism instead; this solu-
tion can not be generalized to the case where A becomes noncommutative however. In [5],
consistent involution on abelian discrete groups, with lattice being taken as a class of special
cases, is defined to be f∗(g) = f(−g); it violates the requirement of correct continuum limit.
In [6], dxµ and dx
∗
µ are algebraically independent generators of first order differential forms;
this so-called nearest symmetric reduction has also been mentioned as an example in [7].
Due to the above-proved no-go theorem, coordinate functions have to be suppose to be
algebraic independent to their involutive images, if antihomomorphic rule and continuum
limit of involution are regarded as being more natural and more necessary, which in physics
implies that a connection 1-form, thus a gauge field, has two components along one direc-
tion! If a lattice formalism of field theory is taken to be a microscopic description of our
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continuum world, any inferences of this doubling of degrees of freedom in gauge theory are
very interesting.
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