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Nonlocala b s t r a c t
Integral-type nonlocal damage models describe the fracture process zones by regular strain proﬁles
insensitive to the size of ﬁnite elements, which is achieved by incorporating weighted spatial averages
of certain state variables into the stress–strain equations. However, there is no consensus yet how the
inﬂuence of boundaries should be taken into account by the averaging procedures. In the present study,
nonlocal damage models with different averaging procedures are applied to the modelling of fracture in
specimens with various boundary types. Firstly, the nonlocal models are calibrated by ﬁtting load–
displacement curves and dissipated energy proﬁles for direct tension to the results of mesoscale analyses
performed using a discrete model. These analyses are set up so that the results are independent of bound-
aries. Then, the models are applied to two-dimensional simulations of three-point bending tests with a
sharp notch, a V-type notch, and a smooth boundary without a notch. The performance of the nonlocal
approaches in modelling of fracture near nonconvex boundaries is evaluated by comparison of load–
displacement curves and dissipated energy proﬁles along the beam ligament with the results of meso-
scale simulations. As an alternative approach, elastoplasticity combined with nonlocal and over-nonlocal
damage is also included in the comparative study.
 2014 Elsevier Ltd. All rights reserved.1. Introduction
Among other important factors, the failure process of concrete
strongly depends on the meso-structure. Growth and coalescence
of microcracks lead to the formation of fracture process zones
(FPZ) which transfer stresses by crack bridging and aggregate
interlock. Inelastic processes in such zones are commonly
modelled by nonlinear fracture mechanics, e.g. cohesive crack
models, or by continuum damage mechanics using stress–strain
laws with strain softening.
One group of continuum damage mechanics approaches
suitable for computational structural analysis are integral-type
nonlocal models, which describe the localised fracture process
zones by regular strain proﬁles independently of the size of ﬁnite
elements (Pijaudier-Cabot and Bazˇant, 1987; Bazˇant and Jirásek,
2002). This is achieved by evaluating the stress at each point based
on weighted averages of state variables in the vicinity of that point.
However, there is no consensus on how the averaging should be
adjusted near the physical boundary of the body. Commonly used
scaling procedures may result in excessive spurious energydissipation close to boundaries for notched specimens (Jirásek
et al., 2004). In this previous study, it was suggested that the excess
in dissipated energy originates from including the contribution of
the undamaged material below the notch to the nonlocal variable
at a point above the notch, which reduces the damage and,
therewith, introduces an artiﬁcial strengthening at this point. In
alternative approaches which have the potential to reduce this
spurious effect, the averaging procedure depends on the distance
to boundaries (Bolander and Hikosaka, 1995; Krayani et al.,
2009; Bazˇant et al., 2010), or on the stress state (Bazˇant, 1994;
Jirásek and Bazˇant, 1994; Giry et al., 2011). Another formulation,
which preserves symmetry of the nonlocal weight function, was
proposed by Polizzotto (2002), Borino et al. (2002) and Borino
et al. (2003) and will be called here the method of local comple-
ment. In addition, the spurious energy dissipation might also be
affected by the choice of more advanced constitutive models, such
as elasto-plasticity combined with nonlocal damage (Grassl and
Jirásek, 2006b; Grassl, 2009), where the plastic part could be
expected to limit the effective stress and therewith reduce the
artiﬁcial strengthening described above.
In the present work, a nonlocal damage model with four
averaging procedures (representing standard, distance-based,
stress-based and local complement averaging) and a plasticity
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averaging procedures (Vermeer et al., 1994; Strömberg and
Ristinmaa, 1996; Grassl and Jirásek, 2006) are applied to the
modelling of fracture in notched concrete beams subjected to
three-point bending. Initially, the models are calibrated by ﬁtting
meso-scale analysis results obtained for a problem independent
of boundaries (Grassl and Jirásek, 2010). Thus, this calibration is
unaffected by the type of averaging procedure used. Then, the non-
local models are applied to two-dimensional simulations of three-
point bending beams with a sharp notch, a V-type notch and a
smooth boundary without a notch, for which the averaging proce-
dures close to boundaries are expected to inﬂuence the response.
The results of the different models are presented in terms of
load–displacement curves and dissipated energy proﬁles, and
again compared with meso-scale analyses results.
The meso-scale analyses, which are used to produce reference
results to compare the nonlocal model results with, are based on
mapping the material properties of individual phases of the heter-
ogenous meso-structure of concrete on a background mesh
(Schlangen and van Mier, 1992). The fracture process of the back-
ground mesh is described as the progressive failure of discrete ele-
ments, such as lattices of bars and beams (Kawai, 1978; Cundall
and Strack, 1979). In lattice approaches, the connectivity between
nodes is not changed so that contact determination is simpliﬁed.
Lattice models are mainly suitable for analyses involving small
strains (Herrmann et al., 1989; Schlangen and van Mier, 1992;
Bolander and Saito, 1998). In recent years, the discrete element
method based on a lattice determined by the Voronoi tessellation
has been shown to be suitable for modelling fracture (Bolander
and Saito, 1998). The constitutive response for the individual
phases can be described by micro-mechanics or phenomenological
constitutive models, commonly based on the theory of plasticity,
damage mechanics, or a combination of the two. For predomi-
nantly tensile loading, an isotropic damage model has shown to
provide satisfactory results (Grassl and Jirásek, 2010). Such a
model is used here for the meso-scale simulations.
The present meso-scale analyses are based on several assump-
tions. In the chosen idealisation of the meso-structure only large
aggregates are considered, and are embedded in a mortar matrix
separated by interfacial transition zones. The aggregates are
assumed to be linear elastic and stiffer than the matrix, whereas
the interfacial transition zone is assumed to be weaker and more
brittle than the matrix. The material constants for the constitutive
models of the three phases are chosen by comparing the global
results of analyses and experiments assuming certain ratios of
the properties of different phases. For instance, aggregates are
assumed to be twice as stiff as the matrix, which in turn is twice
as strong and ductile as the interfacial transition zone. These cho-
sen ratios are supported by experimental results reported in the
literature (Hsu and Slate, 1963) and were used in a recent study
on the size effect in notched concrete beams in Grassl et al.
(2012) for which the analysis results were in good agreement with
experimental data. Furthermore, the present study is limited to
two-dimensional plane stress analyses with aggregates idealised
as circular inclusions. These are of course strong simpliﬁcations.
Nevertheless, it is believed that even such an idealised meso-scale
model reﬂects the main features of the mechanical behaviour of
concrete as a heterogeneous material with stiff inclusions in a
quasi-brittle matrix. In the absence of detailed experimental mea-
surements of the effect of boundaries on the process zone size and
energy dissipation density, the meso-scale model is used in the
present study as a reference solution against which the nonlocal
models are compared.
The meso-scale model reﬂects the interactions that take place at
the material scale and the resulting local redistributions of stress
and strain ﬂuctuations. In the nonlocal continuum model, sucheffects are taken into account in an approximate and simpliﬁed
way by weighted spatial averaging of an internal variable linked
to the inelastic processes.
2. Macroscopic models
In the present section, two macroscopic nonlocal constitutive
models based on damage mechanics and on a combination of
plasticity and damage mechanics are brieﬂy summarised in
Sections 2.1 and 2.2, respectively. Then, the different averaging
procedures are described in Section 2.3.
2.1. Damage model
The total stress–strain relationship for the isotropic damage
model is
r ¼ ð1xÞDe : e ¼ ð1xÞ~r ð1Þ
where r is the total stress tensor,x is the damage variable, De is the
isotropic elastic stiffness tensor based on Young’s modulus E and
Poisson’s ratio m; e is the strain and ~r is the effective stress tensor.
Damage is driven by a history variable jd and is determined by the
damage law
x jdð Þ ¼
1 exp  1md
jd
emax
 md 
;jd 6 e1
1 e3jd exp 
jde1
ef 1þ
jde1
e2
 nh i
0
@
1
A ;jd > e1
8>>><
>>:
ð2Þ
where
md ¼ 1lnðEemax=ftÞ ð3Þ
and ft is the uniaxial tensile strength. Parameter emax is the axial
strain at peak stress, and e1; e2 and n are additional parameters that
control the softening part of the stress–strain diagram.
Furthermore,
ef ¼ e1ðe1=emaxÞmd  1
ð4Þ
and
e3 ¼ e1 exp  1md
e1
emax
 md 
ð5Þ
This damage law exhibits pre- and post-peak nonlinearities in
uniaxial tension.
The history variable jd, used in (2) to obtain the damage param-
eter, represents the maximum level of nonlocal equivalent strain
eeq reached in the history of the material. It is determined by the
loading–unloading conditions
f 6 0; _jd P 0; _jd f ¼ 0 ð6Þ
in which
f eeq;jd
  ¼ eeq  jd ð7Þ
is the loading function.
The nonlocal equivalent strain is deﬁned as
eeq xð Þ ¼
Z
V
a x; nð ÞeeqðnÞdn ð8Þ
Here, x is the point at which the nonlocal equivalent strain eeq is
evaluated as a weighted average of local equivalent strains eeq at
all points n in the vicinity of x within the integration domain V.
According to the standard scaling approach (Pijaudier-Cabot
and Bazˇant, 1987), the weight function
(a) (b)
(c) (d)
Fig. 1. Differences among four nonlocal averaging approaches near boundaries: (a)
standard scaling, (b) distance-based scaling, (c) stress-based scaling, (d) local
complement.
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V a0 x; nð Þdn
ð9Þ
is constructed from a function a0ðx; nÞ normalised by its integral
over the integration domain V such that the averaging scheme does
not modify a uniform ﬁeld. The function
a0 x; nð Þ ¼ exp kx nkR
 
ð10Þ
is deﬁned here as an exponential (Green-type) function, with
parameter R reﬂecting the internal material length. Modiﬁcations
of the standard averaging scheme will be described in Section 2.3.
The local equivalent strain in (8) is
eeq ¼ 1E maxI¼1;2;3~rI ð11Þ
where ~rI denotes the Ith principal component of the effective stress
tensor ~r ¼ De : e introduced in (1). This constitutive law results in a
Rankine strength envelope.
2.2. Plastic-damage model
The second constitutive approach is based on a combination of
plasticity and damage mechanics. The stress–strain relation for the
damage-plasticity model is
r ¼ ð1xÞ~r ¼ ð1xÞDe : e ep
  ð12Þ
where ep is the plastic strain tensor. The plasticity part is based on
the effective stress tensor, and damage is driven by the plastic strain
evolution.
A Rankine yield surface is used, which, in plane stress, is
described by the two yield functions
f1ð~r;ryÞ ¼ ~r1ð~rÞ  ry ð13Þ
f2ð~r;ryÞ ¼ ~r2ð~rÞ  ry ð14Þ
Here, ~r1 and ~r2 are the principal values of the effective stress tensor
~r.
The yield stress ry is given by the hardening law
ryðjpÞ ¼ E0jp exp 
1
mp
jp
ep;max
 mp 
if jp 6 ep;max
ft if jp > ep;max
8<
: ð15Þ
where ep;max is the plastic strain at ft and jp is the plastic hardening
variable (cumulative plastic strain) deﬁned by the rate equation
_jp ¼ k _epk. Exponent mp is a dependent parameter given by
mp ¼ 1ln E0ep;max=ft
  ð16Þ
The ﬁrst part of the hardening law (15) contains an exponential
term of the same form as the exponential term in the ﬁrst part of
the damage law (2). However, while the damage parameter is used
to relate stresses to total strains, the hardening law represents the
stress-plastic strain relationship. Consequently, parameter E0 in
(16) is an additional model parameter, which is independent of
Young’s modulus E used in (3). It corresponds to the initial harden-
ing modulus and its value is typically very high, to make sure that
the nonlinearity at low stress levels is negligible.
The damage variable x in (12) is determined asx ¼ gdðjdÞ ¼
0
1 d5 exp d1 jdep;maxep;max
 d2  ð1 d5Þ exp d3 jdeep;m

8<
:with dimensionless parameters d1 to d5. It is driven by an internal
variable jd which, in the local version of the model, would be con-
sidered as the cumulative plastic strain jp. In the simplest nonlocal
formulation, it could be taken as the nonlocal cumulative plastic
strain
jp xð Þ ¼
Z
V
aðkx nkÞjpðnÞdn ð18Þ
where a is the weight function deﬁned in (9). However, for a plastic
hardening law with constant yield stress after saturation of harden-
ing, such a formulation would not provide full regularisation, as
discussed e.g. by Jirásek and Rolshoven (2003). Full regularisation
can be achieved by the so-called over-nonlocal formulation, with
jd ¼ mjp þ ð1mÞjp ð19Þ
where m is an additional parameter larger than 1. This approach
was introduced in the context of nonlocal plasticity by Vermeer
et al. (1994) and Strömberg and Ristinmaa (1996), and was adapted
to the damage-plastic formulation by Grassl and Jirásek (2006b).
2.3. Modiﬁed averaging schemes
This section presents three modiﬁcations of the standard aver-
aging approach with simple rescaling according to (9). They are
referred to as the (i) distance-based approach, (ii) stress-based
approach, and (iii) local complement, and they represent groups
of models proposed in the literature (Fig. 1). Although the dis-
tance-based and stress-based averaging approaches are based onif jd 6 ep;max
p;max
ax
d4
if jd > ep;max
ð17Þ
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the speciﬁc formats adopted here.
For instance, a distance-based averaging approach was already
proposed by Bolander and Hikosaka (1995), who applied it to a
predeﬁned elliptic zone around a sharp notch. The present dis-
tance-based approach is applied to the entire specimen and, unlike
Krayani et al. (2009), deals with a reduced but still circular domain
of inﬂuence instead of an elliptical domain. With parameter b set to
zero, the material behaviour at a notch tip would be fully local
while the approach of Krayani et al. (2009) leads to averaging along
an ellipse degenerated into a straight segment.
Probably the ﬁrst stress-based approach, motivated by the
interaction of microcracks, was proposed by Bazˇant (1994) and
analysed in a simpliﬁed form by Jirásek and Bazˇant (1994). In
our study, the stress-based approach is phenomenological. In some
aspects it is similar to the work of Giry et al. (2011) who, inspired
by the distance-based approach of Krayani et al. (2009) and by the
damage-based approach of Pijaudier-Cabot and Dufour (2010),
developed a more ﬂexible concept which can handle the inﬂuence
of boundaries as well as the reduction of nonlocal interactions
across highly damaged zones.
The principal objective of the present paper is not to develop
new models but to compare the performance of different groups
of models in application to fracture close to nonconvex boundaries.
The main motivation for choosing the speciﬁc details of the
adopted approaches was that they are, in the authors’ opinion, con-
ceptually simple and easy to implement.
For the standard scaling approach, the weight function aðx; nÞ is
scaled according to (9), with the integration domain V in the denom-
inator of (9) corresponding to the specimen under consideration. The
basic weight function a0ðx; nÞ deﬁned in (10) depends only on the
distance between points x and n. Its scaling according to (9) ensures
that the nonlocal operator does not alter a uniform ﬁeld.
For the distance-based approach, the weight function is also
scaled, but the basic weight function a0ðx; nÞ is made dependent
on the minimum distance of point x to the specimen boundary
(Fig. 1(b)):
a0 x; nð Þ ¼ exp kx nkc xð ÞR
 
ð20Þ
where
c xð Þ ¼ 1; dðxÞP tR1b
tR dðxÞ þ b; dðxÞ < tR
(
ð21Þ
Here, b and t are parameters of the distance-based scaling approach
and dðxÞ is the minimum distance of point x to the specimen bound-
ary. For a material point x lying on the boundary, the distance
dðxÞ ¼ 0 and formula (21) yields c xð Þ ¼ b. On the other hand, when
the distance is greater than tR; c xð Þ ¼ 1 and the present distance-
based approach gives the same result as the standard scaling
approach. In the boundary layer of thickness tR, the value of c varies
linearly between b and 1.
The stress-based scaling approach (Fig. 1(c)) exploits a trans-
formation matrix
T ¼
1 0
0 1c
 !
n1x n1y
n1y n1x
 
¼
n1x n1y
 n1yc n1xc
 !
ð22Þ
where n1x and n1y are the components of the unit eigenvector n1
associated with the maximum principal value ~r1 of the effective
stress ~r. Multiplication by T transforms an ellipse with principal
axes aligned with the principal stress directions and principal
semi-axes 1 and c into the unit circle.
The new function
a0 x; nð Þ ¼ exp kTðxÞ  ðn xÞkR
 
ð23Þis affected by the effective stress at point x. In Eq. (22), c is a scaling
factor, deﬁned as
c ¼ bþ ð1 bÞ
h~r2i
~r1
 2
; ~r1 > 0
1; ~r1 6 0
8<
: ð24Þ
Here, b is a parameter of this approach, ~r2 is the second (minimum)
principal effective stress and hi denotes the MacAuley brackets
(positive part operator). For instance, for uniaxial tension the prin-
cipal effective stresses are ~r1 ¼ ~rt > 0 and ~r2 ¼ 0, which gives
c ¼ b. On the other hand, for equi-biaxial tension we have
~r1 ¼ ~r2 ¼ ~rt, so that c ¼ 1, which coincides with the standard scal-
ing approach. In this special case, n1x and n1y are not uniquely
deﬁned, but this does not matter since for c ¼ 1 the matrix T is
orthogonal and kTðxÞ  ðn xÞk ¼ kn xk. A minimum value of c is
enforced by parameter b, to make sure that the contributing domain
does not degenerate into a segment of zero area. Since the numer-
ical evaluation of the nonlocal variable is still based on the Gauss
integration scheme of the ﬁnite element mesh, it would be very
inaccurate if the contributing domain became a too narrow ellipse.
This approach is similar to the scheme used by Giry et al.
(2011), but not exactly the same. In the present approach, the
modiﬁcation of the nonlocal interaction weight depends on the
effective stress state at the ‘‘receiver’’ point x, whereas according
to Giry et al. (2011) it depends on the nominal stress state at the
‘‘source’’ point n.
The stress-based approach does not incorporate the inﬂuence of
boundaries explicitly but it can ‘‘feel’’ them through the stress ﬁeld.
On a free boundary of the specimen with no applied surface trac-
tions, the principal stress directions are normal and tangential to
the boundary and the principal stress perpendicular to the bound-
ary vanishes. If the principal stress along the boundary is tensile,
the internal length is reduced in the perpendicular direction. This
produces a similar effect as the distance-based approach.
All the aforementioned modiﬁcations break the symmetry of
the nonlocal weight function with respect to its arguments x and
n. A modiﬁcation preserving symmetry was proposed by
Polizzotto (2002), Borino et al. (2002) and Borino et al. (2003),
and will be referred to as the method of local complement. It is
based on the idea that the contribution of the ‘‘missing’’ part of
the nonlocal neighbourhood (located beyond the physical
boundary of the body) is compensated for by the local value at
the receiver point x multiplied by a suitable factor, which corre-
sponds to the integral of the weight function over the missing part.
Mathematically, this can be described by a weight distribution
(generalised function) deﬁned as
a x; nð Þ ¼ a1ðkx nkÞ þ vðxÞdðx nÞ ð25Þ
where a1 is the normalised weight function corresponding to an
inﬁnite medium (with no inﬂuence of boundaries),
vðxÞ ¼ 1
Z
V
a1ðkx nkÞdn ð26Þ
is the relative weight of the missing volume, and d is the Dirac
distribution. Function a1 depends only on the distance between
points x and n and is normalised such that the integral of a1 over
the whole space (e.g. overR2 in a two-dimensional setting) is equal
to unity. Consequently, in an inﬁnite medium, vðxÞ ¼ 0.
The physical meaning of formula (25) is that the nonlocal vari-
able, e.g. nonlocal equivalent strain, is computed as the sum of the
weighted average evaluated with a ‘‘ﬁxed’’ weight function a1
(unaffected by the boundary) and an additional term that contains
the local value:
eeq xð Þ ¼
Z
V
a1 kx nkð ÞeeqðnÞdnþ vðxÞeeqðxÞ ð27Þ
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name of this approach.3. Meso-scale model
In this work, a meso-scale description of the fracture process in
three-point bending tests has been used to create reference results
for the evaluation of nonlocal models presented in Section 2. In this
meso-scale approach, aggregates, interfacial transition zones (ITZ)
and mortar are modelled as separate phases with different mate-
rial properties. For the mortar and ITZ, a random ﬁeld of tensile
strength and fracture energy is applied. This meso-scale descrip-
tion has been performed by a lattice approach in combination with
a damage mechanics model to describe the mechanical response of
the three phases (Bolander and Saito, 1998). Since it had been pre-
viously used for the determination of fracture process zones of
concrete subjected to direct tension (Grassl and Jirásek, 2010), it
is here only brieﬂy recalled.
The nodes of the lattice are randomly located in the domain,
subject to the constraint of a minimum distance, which is indepen-
dent of the heterogeneity of the material. The lattice elements are
obtained from the edges of the triangles of the Delaunay triangula-
tion of the domain (solid lines in Fig. 2(a)), whereby the middle
cross-sections of the lattice elements are the edges of the polygons
of the dual Voronoi tessellation (dashed lines in Fig. 2(a)).
Each lattice node possesses three degrees of freedom, namely
two translations and one rotation. The degrees of freedom of the
lattice nodes are linked to two displacement discontinuities at
the centre of the middle cross-section of the element. The displace-
ment discontinuities are transformed into strains by smearing
them out over the distance between the two lattice nodes. The
strains are related to the stresses by an isotropic damage model
describing the constitutive response of ITZ and mortar.
The spatially varying material properties that originate from the
heterogeneity of the material are reﬂected at two levels. Large
aggregates are modelled directly by placing lattice nodes at special
locations, such that the middle cross-sections of the lattice ele-
ments form the boundaries between aggregates and mortar
(Fig. 2(b)). The heterogeneity represented by ﬁner particles is
described by autocorrelated random ﬁelds of tensile strength and
fracture energy, which are assumed to be fully correlated. The ran-
dom ﬁelds are characterised by an autocorrelation length that is
independent of the spacing of lattice nodes. Discretely modelled
aggregates are assumed to be linear elastic. This mixed approach,
in the form of a discrete representation of the meso-structure
and random ﬁeld, is a compromise between model detail and(a) (b)
Fig. 2. (a) Set of lattice elements (solid lines) with middle cross-sections (dashed
lines) obtained from the Voronoi tessellation of the domain; (b) arrangement of
lattice elements around inclusions.computational time. In Grassl and Jirásek (2010), it was shown that
the present lattice approach results in crack patterns which are
insensitive to the background lattice. Furthermore, in the same
work it was also shown that the crack openings are independent
of the size of the elements.
The heterogeneity introduced in the meso-scale analyses leads
to a scatter for the results. Therefore, all meso-scale results are
shown as an average of 100 random analyses. In Grassl and
Jirásek (2010), it was shown that this number of analyses is sufﬁ-
cient to give a reliable estimate of the mean. It should be noted that
the computational time required to perform 100 meso-scale
analyses is much greater than the one required to perform a single
nonlocal analysis. This is one of the main reasons why it is desired
to develop a nonlocal approach, which can represent the response
obtained by more detailed meso-scale analyses.4. Analyses
4.1. Calibration based on direct tensile test
The special scaling approaches (distance-based and stress-
based) were implemented into OOFEM (Patzák and Bittnar, 2001;
Patzák, 2012), an object-oriented ﬁnite element code which
provides extensive support for nonlocal simulations. Before actu-
ally running simulations of beams subjected to bending, the
parameters of the nonlocal models were calibrated, so that the
model results for direct tensile loading were in agreement with
meso-scale results reported in Grassl and Jirásek (2010).
The idea was to determine the basic parameters in a simple test
in which the inﬂuence of boundaries is eliminated. In a direct ten-
sile test, the stress is uniform and the strain remains uniform until
the onset of localisation. The position of the localised process zone
depends on random imperfections and can be selected (e.g. by
placing a slightly weakened element in the middle of the
specimen) such that the process zone is unaffected by the bound-
aries, of course provided that the specimen is sufﬁciently long. A
similar approach had already been used in Grassl and Jirásek
(2010) to show that an excellent agreement in terms of the
load–displacement curve can be obtained with different sets of
parameters, involving different values of the internal length R. This
ambiguity was removed by comparing not only the load–
displacement curves but also the proﬁles of dissipated energy
density.
The nonlocal simulations in Grassl and Jirásek (2010) were done
in the one-dimensional setting, which was perfectly justiﬁed in the
context of that paper. However, the objective of the present cali-
bration procedure is to determine parameters that can be used in
two-dimensional simulations of bending failure. Therefore, the
nonlocal averaging at points unaffected by the boundaries must
be done using the same averaging scheme in the calibration on
the direct tensile test as in the subsequent application to bending
beams. To achieve that, one should simulate the tensile specimen
using a two-dimensional ﬁnite element mesh with periodicity con-
ditions imposed on the boundaries parallel to the direction of load-
ing. In fact, the periodicity conditions can be replaced by
constraints enforcing the transversal displacements (perpendicular
to the direction of loading) to vanish on one of the boundary lines
parallel to the direction of loading and to have equal values on the
other boundary line parallel to the direction of loading. This is per-
fectly consistent with the conditions imposed in the mesoscale
simulations in Grassl and Jirásek (2010). In the nonlocal simula-
tion, the transversal strain is uniform in the entire ‘‘periodic cell’’
and the resulting transversal stress becomes nonzero after the
onset of localisation. Of course, it vanishes on the average, but its
local value varies as a function of the axial coordinate and typically
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elastically unloading zone. Therefore, the test cannot be
interpreted as a typical tensile test on a narrow bar (in which neck-
ing in the process zone is possible) but rather as a tensile test of a
plate which has an inﬁnite dimension in the transversal direction.
Let us emphasise again that this setup perfectly corresponds to the
conditions imposed in the mesoscale analysis.
To reduce the computational effort, the simulation can be done
on a single layer of two-dimensional elements with one integration
point per element and with a modiﬁed nonlocal weight function.
Indeed, if the two-dimensional averaging with weight function
a1 is applied on a local ﬁeld that depends on one spatial coordinate
only, say x1, and is constant in the direction of the other coordinate
axis, say x2, one gets
eeq x1; x2ð Þ ¼
Z 1
1
Z 1
1
a1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx1  n1Þ2 þ ðx2  n2Þ2
q 
eeqðn1Þdn1dn2
¼
Z 1
1
a1 x1  n1ð Þeeqðn1Þdn1 ð28Þ
where
a1ðxÞ ¼
Z 1
1
a1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2 þ s2
p 
ds ð29Þ
is a modiﬁed weight function (reduced from 2D to 1D). Interest-
ingly, if the original weight function a1 is Gaussian, it is not affected
by the reduction of spatial dimensions and a1 remains Gaussian. In
the present work we use a non-Gaussian two-dimensional weight
function obtained by normalising the function deﬁned in (10). The
corresponding one-dimensional weight function a1 cannot be
expressed in closed form, but it can be evaluated numerically from
(29). After this adjustment, the analysis can be run efﬁciently with
the same number of degrees of freedom as in the one-dimensional
case (except for one additional degree of freedom for the lateral dis-
placement) and with results fully equivalent to what would be
obtained by the two-dimensional averaging scheme.
Nonlocal simulations were run on a specimen of length
L ¼ 100 mm and the resulting load–displacement diagrams were
converted into stress–strain diagrams with the average strain
(deﬁned as the change of specimen length divided by the initial
length) plotted on the horizontal axis. The parameters were
modiﬁed until the best possible agreement with the corresponding
diagram obtained for the mesoscale model was achieved. The char-
acteristic length R was adjusted to get a reasonable agreement
with the proﬁle of dissipated energy density along the specimen.
The calibration resulted in elastic parameters of E ¼ 29:6 GPa and
m ¼ 0:2, which are the same for the damage model and the dam-
age-plasticity model. The other parameters of the damage model
are ft ¼ 2:86 MPa, emax ¼ 0:000198; e1 ¼ 0:00024; e2 ¼ 0:00052;
n ¼ 0:85 and R ¼ 4 mm. For the damage-plasticity model, two val-
ues of the parameter m were used, namely m ¼ 1 and m ¼ 2. The
value of m ¼ 1 corresponds to the standard nonlocal averaging,
whereas m ¼ 2 gives an over-nonlocal model. The parameters of
the plastic part of the damage-plasticity model control the
pre-peak part of the load–displacement curve and their optimised
values are ft ¼ 2:86 MPa, ep;max ¼ 0:0001234; E0 ¼ 1480 GPa. Opti-
mised parameters of the damage part of the damage-plasticity
model, which control softening, were found to be
d1 ¼ 0:08; d2 ¼ 1:3; d3 ¼ 0:04; d4 ¼ 1 and d5 ¼ 0:65 and
R ¼ 5 mm for m ¼ 1, and d1 ¼ 0:08; d2 ¼ 1:3; d3 ¼ 0:08; d4 ¼ 0:9
and d5 ¼ 0:6 and R ¼ 2:4 mm for m ¼ 2.
The results of the calibration are shown in Fig. 3 in the form of
stress-average strain curves and dissipated energy density across
the fracture process zone. The stress–strain curves of the nonlocal
models agree very well with the meso-scale results. The dissipa-
tion proﬁle of the nonlocal damage model ﬁts the curve obtainedfrom meso-scale analyses quite well. For the over-nonlocal dam-
age-plasticity model (m ¼ 2), the shape of the proﬁle is somewhat
different but the width of the process zone can be adjusted to get
the best ﬁt in the least-square sense. For the standard nonlocal for-
mulation (m ¼ 1), plastic strain localises into one element and
since the dissipation in the damage zone around the fully localised
plastic zone is very small, the shape of the dissipation proﬁle can-
not be captured properly. Still, the total dissipation is enforced to
be the same as in the meso-scale analysis, and the load–
displacement curve does not exhibit pathological sensitivity to
the element size. The meso-scale results in Fig. 3 represent an
average of 100 analyses.
4.2. Evaluation of boundary effects based on bending tests
In the second step, the nonlocal models combined with the
different boundary approaches were applied to 2D plane-stress
analyses of notched three-point bending tests. The geometry and
the loading setup are shown in Fig. 4. Three boundaries in the form
of a sharp notch with a ¼ 0, a V-notch with a ¼ 45 and an unnot-
ched boundary with a ¼ 90 were considered. The boundary types
were chosen so that the performance of the boundary approaches
(Section 2.3) could be compared.
4.2.1. Nonlocal damage models
The additional parameters needed for the distance-based mod-
iﬁcation of averaging near the boundary were chosen as b ¼ 0:15
and t ¼ 1, and for the stress-based modiﬁcation as b ¼ 0:15. The
results obtained with the nonlocal damage approaches for the
three beam geometries are compared to meso-scale results in
Figs. 5–7 in the form of load–displacement curves and dissipated
energy distribution along the ligament of the beam. The dissipated
energy per unit length squared was obtained by integrating the
dissipation density along the width of the process zone. For
improving the clarity of the ﬁgures, the dissipated energy distribu-
tion is only shown for the ﬁrst 3 cm of the ligament length, for
which the notch types are expected to have a strong inﬂuence.
Same as for the 1D calibration, the meso-scale results are an aver-
age of 100 analyses. The standard deviations for the peak load in
the meso-scale analyses for a ¼ 0;45 and 90 are 2:6;2 and
1:3 kN, respectively.
Let us emphasise that our main objective is not to obtain a
perfect ﬁt in terms of the load–displacement diagram, but to detect
formulations that do not lead to spurious effects near the boundary
(or at least reduce such effects). As seen in parts (a) of the ﬁgures,
the peak load of the meso-scale analysis is overestimated by the
nonlocal damage model with standard scaling for all beam geom-
etries. For a ¼ 0 and 45 (notched specimens), this overestimation
is accompanied by a much higher dissipation near the notch than
in the meso-scale analyses; see Figs. 5(b) and 6(b). The dissipated
energy proﬁles for the stress-based and the distance-based non-
local damage approaches, as well as for the local complement
approach, are in much better agreement with the meso-scale
results for these beam geometries. In particular, the energy peaks
close to the notch that arise for the standard approach are
removed, or at least substantially reduced.
For most approaches, farther from the notch, the dissipated
energy is more or less uniformly distributed along the ligament
but, for the nonlocal damage approaches, its value is slightly over-
estimated compared to the meso-scale results. This effect may be
related to the multiaxiality of the stress state in the bending test,
as discussed in a different context by Jirásek and Bauer (2012),
and it could be reduced by a different choice of the equivalent
strain expression. It is sometimes overlooked that bending may
lead to nonnegligible stresses in the direction perpendicular to
the ‘‘beam ﬁbers’’, and thus to biaxial stress states. This effect is
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Fig. 3. 1D calibration: (a) stress–strain curve, (b) dissipated energy density across the fracture process zone in the last loading step.
Fig. 4. Geometry and loading setup of the notched beams subjected to three point
bending.
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that the singular part of the mode-I stress ﬁeld computed
according to linear elastic fracture mechanics is highly biaxial. An
illustration of this phenomenon can be found in Figs. 12, 13 and
15 of Jirásek and Bauer (2012).
The stress-based approach leads to a somewhat lower
dissipation density and is thus closer to the results of meso-scale
analyses. Furthermore, this approach requires only one additional
parameter.
For a ¼ 90 (unnotched specimen) all models overestimate the
peak load, but they do not lead to dramatic energy peaks near the
boundary; see Fig. 7(b). However, the standard and stress-based 0
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Fig. 5. Comparison of the results of four nonlocal damage approaches and meso-scale a
(b) dissipated energy proﬁles.damage model still overestimate the meso-scale results near the
boundary. On the other hand, the local complement damage model
underestimates the dissipation obtained with the meso-scale
model.
Concerning the performance of the local complement model for
the three notch types, comparing the energy dissipation proﬁles,
one can observe that the bigger the area outside the beam the
smaller is the dissipated energy. Thus, for the local complement
model, the performance is strongly inﬂuenced by the geometry
of the notch. For a sharp notch, some excessive dissipation is still
observed, albeit lower than for the standard averaging. For a V-
notch, the results agree with the meso-scale analysis very well,
while for a beam without a notch the dissipation density in the
boundary layer is somewhat too low.
The differences in the responses of the four damage models are
further illustrated by studying the internal variables at a selected
integration point located directly above the notch for the V-
notched specimen, which represents an intermediate case between
the sharply notched and the unnotched beams. In Fig. 8(a), the
nonlocal equivalent strain versus the local equivalent strain is
shown. The nonlocal equivalent strain is used to calculate the dam-
age variable in (2) and is itself determined by a weighted average,
which is performed over contributing regions of different shapes
and sizes depending on the approach used; see Section 2. In the
limit of a contributing region of zero radius, the nonlocal equiva-
lent strain determined by the weighted average would be equal 0
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Fig. 6. Comparison of the results of four nonlocal damage approaches and meso-scale analysis for specimen with a V-notch (a ¼ 45): (a) load–displacement curves and (b)
dissipated energy proﬁles.
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3246 P. Grassl et al. / International Journal of Solids and Structures 51 (2014) 3239–3251to the local equivalent strain. The actual averaging uses a nonzero
interaction radius, and the nonlocal strain at points near the centre
of the process zone is reduced, due to the proximity of regions with
lower local strains. At a point directly above the notch tip, this is
the case, since this point is highly strained whereas material inits vicinity is subjected to smaller strains. The reduction of the non-
local equivalent strain leads to a decrease of the damage and there-
with to an increase of the maximum stress reached at this point,
which explains the excessive energy dissipation for some of the
nonlocal models.
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strain is smaller than for the local one, with the distance, local
complement and stress-based models exhibiting smaller reduc-
tions than the standard model. For the standard, local complement
and stress-based damage models, an element slightly to the right
of the notch tip was selected, since for these three approaches
the strains were concentrated in this element (Fig. 9(a)). However,
for the distance-based damage model, the strains were concen-
trated in an element slightly on the left of the notch tip. Therefore,
this element was selected for the distance-based damage model. In
Fig. 9(b–e), the contour plots of the local equivalent strain for the
four damage models show that the distance-based and local com-
plement models give smaller zones of high values of local equiva-
lent strain above the notch. Note that the maximum principal
stress can attain values that substantially exceed the ‘‘tensile
strength’’ ft ¼ 2:86 MPa. The peak stress would be equal to the
tensile strength if the damage and effective stress were both com-
puted from the local strain. However, nonlocal damage models of
the kind considered here evaluate the effective stress from the
local strain but the damage from the nonlocal equivalent strain.
Consequently, the damage near the centre of the process zone just
above the notch ‘‘lags behind’’ the effective stress, and the nominal
stress rises to very high levels. This effect is responsible for the
excessive dissipation near the notch and is especially strong for
the standard nonlocal averaging; see Fig. 8(b).
Of course, the nonlocal equivalent strain at the ‘‘most strained
point’’ always exceeds the local equivalent strain, even in the sim-
ple tensile test on which the basic parameters of the nonlocal
model were calibrated. One may wonder why the effect of artiﬁcial
strength increase was not felt in that case. There are two closely
related reasons for that: (i) In the tensile test, the strain is uniform
up to the onset of localisation, which occurs at peak stress. Under
uniform strain in the pre-peak range, the nonlocal strain remains
equal to the local one, and so the slower growth of nonlocal strain
(as compared to the local one) applies to increments from the peak
state only, not to the total values. (ii) In the tensile test, the largest
values of local strain are found on the entire line perpendicular to
the direction of loading, so only the variation of local strain in the
direction of loading contributes to the reduction of the nonlocal
strain. In contrast to that, near a crack tip the local strain decreases
in all directions from the tip, and the strain near the crack faces
below the notch is very small, so the resulting contrast between
local and nonlocal strain is much more pronounced.
It is interesting to note that the standard type of nonlocal dam-
age model with a continuous weight function does not actually
remove the stress singularity at the tip of a notch. Before the onset
of damage, the solution corresponds to linear elastic fracture(a) (b) (c)
Fig. 9. (a) Finite element mesh near the V-notch, (b)–(e) contour plots of the local equival
(d) distance-based approach and (e) stress-based approach, plotted for the states marked
the weighted average of equivalent strain at the integration point near the notch consider
Only a part of the beam depth is shown.mechanics. The nonlocal strain is bounded and before its maxi-
mum value attains the damage threshold, no damage is induced.
The stress is thus initially computed from the local strain using
an elastic law and is unbounded. Similar arguments apply to the
V-notch, even though the type of singularity is different but the
stresses are still unbounded. The value of the peak stress seen in
Fig. 8(b) depends on the distance of the Gauss point from the notch
and could be arbitrarily large if the examined point approaches the
notch tip.
As noted e.g. by Simone et al. (2004), the maximum nonlocal
equivalent strain computed by the standard averaging procedure
in the linear elastic range is usually attained at a certain distance
ahead of the notch tip, rather than directly at the tip. As a conse-
quence, damage growth does not initiate from the tip but from
the point at which the nonlocal equivalent strain attains its maxi-
mum. The distribution of the nonlocal Rankine-type equivalent
strain along the line emanating from the crack tip and aligned with
the crack is plotted in Fig. 10. It has been computed from the
asymptotic part of the strain ﬁeld characterising a mode-I crack,
using the two-dimensional exponential weight function (10)
scaled according to (9). The results are presented in terms of nor-
malised quantities, with the distance from the crack tip normalised
by the characteristic length R and the nonlocal equivalent strain
normalised by the dimensionless factor KI=ðE
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pR
p
Þ where KI is
the mode-I stress intensity factor and E is Young’s modulus. The
solid curve corresponds to the standard averaging scheme and
the maximum is found at distance 0:594R ahead of the tip. This
is similar to the result reported by Simone et al. (2004), where
the nonlocal equivalent strain was plotted for a Mises-type deﬁni-
tion of equivalent strain, using the Gaussian weight function. The
exact distance of the maximum from the tip was not explicitly
mentioned in that reference but our calculations indicate that it
would be about 0:545R. Interestingly, the modiﬁed distance-based
averaging scheme can shift the point of maximum nonlocal equiv-
alent strain and, for some parameter combinations, move it to the
tip, as documented in Fig. 10 by the dashed curve with b ¼ 0:45
and t ¼ 3 and dotted curve with b ¼ 0:15 and t ¼ 1. At distances
exceeding tR, the nonlocal average is the same as for the standard
scheme, but at shorter distances from the tip the nonlocal value is
increased, because averaging is performed with a reduced interac-
tion distance and the relative weight of the near neighbours with
high local strain values is augmented. Parameter t sets the
maximum distance tR to which this effect is felt, while parameter
b controls the nonlocal value at the tip, which scales with 1=
ﬃﬃﬃ
b
p
. For
comparison, Fig. 10 also shows the distribution of the local equiv-
alent strain, which has a singularity at the tip; see the dash-dotted
curve.(d) (e)
ent strain for the four damage models: (b) standard averaging, (c) local complement,
in Fig. 8. The white shapes indicate the boundaries of the region that contributes to
ed in Fig. 8. The black colour indicates equivalent strain levels of 0.0001 and greater.
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approaches inﬂuences the amount of nonlocal interactions in the
weight function aðx; nÞ. A small value of b reduces the interaction
distance. If b is chosen too small, it results in a ‘‘local’’ deﬁnition
of the nonlocal equivalent strain eeq. Consequently, extremely ﬁne
meshes are needed, otherwise damage may localise in a single
band of elements resulting in irregular strain proﬁles and mesh-
sensitive results. Therefore, a minimum value of b ¼ 0:15 was
enforced for the distance and stress-based approaches so that the
width of the localisation zone was larger than the ﬁnite elements.
If a very ﬁne mesh was used, b could be further reduced and it can
be expected that the stress-based approach would yield an even
better agreement with the meso-scale results.
For illustrating the inﬂuence of parameter b on the dissipation
for the stress-based and distance-based models, the dissipated
energy distribution along the ligament length for the V-notch is
shown in Fig. 11. Again, the specimen with the V-notch is used
as it represents an intermediate case between sharply notched
and unnotched specimens. For both models, the parameter b has
a strong inﬂuence on the dissipation above the notch. The smaller
b, the stronger is the reduction of the dissipated energy. However,
the inﬂuence differs for these two models. For the stress-based
model, the shape of the dissipation distribution is almost
independent of b (Fig. 11(a)) and the peak value of dissipated
energy density is reduced. For the distance-based model, the peak 0
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Fig. 11. Effect of parameter b on the dissipated energy proﬁles along the ligament leng
stress-based damage approach.value of the dissipated energy is also reduced, but the parameter b
has no inﬂuence beyond the distance tR ¼ 4 mm (Fig. 11(b)).
The ﬁrst conclusion of this parameter study is that, for the
stress-based approach, parameter b should be chosen as small as
possible, same as in Giry et al. (2011). On the other hand, for the
distance-based approach, a small b in combination with a large
tR may result in an underestimation of the dissipated energy. The
inﬂuence of parameter t is documented in Fig. 12(a), which shows
the distribution of dissipated energy along the ligament of the V-
notched specimen for t ¼ 1, 2 and 4, with ﬁxed b ¼ 0:35 and
R ¼ 4 mm. As expected, the reduction of dissipation near the notch
is stronger for higher values of t, and the zone affected by the
reduction extends up to distance tR from the notch tip. To compen-
sate for the effect of increased parameter t on dissipation density
near the notch tip, it seems reasonable to use larger values of b
than in Fig. 12(a). However, as illustrated by the dashed and dotted
curves in Fig. 12(b), values of b > 0:35 typically lead to the forma-
tion of a local dissipation peak at the notch tip, even for values of t
larger than 1. With properly chosen combinations of parameters b
and t, the dissipation near the notch is correct on the average but
its distribution is still somewhat irregular. A further improvement
is achieved by using a smooth dependence of the reduction factor c
on the distance from the boundary, instead of the piecewise linear
dependence according to formula (21). The exponential formulacðxÞ ¼ 1 ð1 bÞ exp dðxÞ
tR
 
ð30Þstill uses just two parameters, same as the piecewise linear formula
(21), but it can eliminate the local peak and provide a very good
overall shape of the dissipation density distribution; see the thick
solid curve in Fig. 12(b), obtained with parameters b ¼ 0:3 and
t ¼ 1. Note that, for the exponential formula (30), the effect of the
boundary on the reduction of the nonlocal interaction distance does
not vanish for dðxÞP tR, and so the value t ¼ 1, which was too small
for the piecewise linear formula (21), turns out to be appropriate.
All the results presented here have been obtained for a
speciﬁc isotropic damage model, with a Rankine-like expression
for equivalent strain. A different choice of the equivalent strain
expression might lead to higher or lower dissipation under mul-
tiaxial stress but would not affect the shape of the dissipation
distribution along the ligament. In other words, the conclusions
regarding the excessive dissipation near the notch are valid for
other choices, too.(b)
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Fig. 12. Effect of parameters of the distance-based approach on the dissipated energy proﬁles along the ligament length for the V-notched specimen (a ¼ 45): (a) variation of
parameter t at ﬁxed b ¼ 0:35, (b) combined variation of parameters t and b.
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Fig. 13. Comparison of the results of the nonlocal damage-plastic approach with m ¼ 1 and 2, and meso-scale analysis for specimen with a sharp notch (a ¼ 0): (a) load–
displacement curves and (b) dissipated energy proﬁles.
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Fig. 14. Comparison of the results of the nonlocal damage-plastic approach with m ¼ 1 and 2 and meso-scale analysis for specimen with a V-notch (a ¼ 45): (a) load–
displacement curves and (b) dissipated energy proﬁles.
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The results obtained with the nonlocal damage-plastic
approaches for the three beam geometries are compared tomeso-scale results in Figs. 13–15 in the form of load–
displacement curves and dissipated energy distribution along
the ligament of the beam. For the damage-plastic model, the
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Fig. 15. Comparison of the results of the nonlocal damage-plastic approach with m ¼ 1 and 2 and meso-scale analysis for the unnotched specimen (a ¼ 90): (a) load–
displacement curves and (b) dissipated energy proﬁles.
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one could expect that the dissipation near the notch is lower
than for the nonlocal damage models. However, it turns out that
the over-nonlocal damage-plastic model with m ¼ 2 exhibits a
high peak of dissipation density at the notch, comparable to
the nonlocal damage model with standard averaging. For the
nonlocal damage-plastic model with m ¼ 1, dissipation near the
notch is only slightly above the value in the regular part of
the ligament, far from the notch.
Since the effective stress is computed using an elasto-plastic
law with limited hardening, it cannot exceed the speciﬁed tensile
strength. This is demonstrated for one element just above the
notch in Fig. 16(a) by a plot of the maximum principal stress versus
maximum principal strain. Nonlocality does not lead to excessive
stresses but still, the dissipation density increases compared to
the corresponding local model because the damage is driven by
the nonlocal plastic strain, which lags behind the local plastic
strain. The over-nonlocal damage-plastic model (m ¼ 2) enforces
nonlocality at the notch tip, which ensures that a distributed
(and mesh independent) plastic strain proﬁle is obtained
(Fig. 16(c)). The standard nonlocal damage-plastic model (m ¼ 1)
produces energy dissipation in much agreement with the meso-
scale results (Fig. 14(b)). However, the strain proﬁle is localised
(Fig. 16(b)).5. Conclusions
In the present study, a nonlocal isotropic damage model with
different averaging procedures and a nonlocal damage-plastic
model were applied to the modelling of fracture in three-point
bending tests with different notch geometries. In the analyses of
the sharp notched and V-notched beams, the damage model with
the standard scaling approach overpredicts the energy dissipation
in the vicinity of the notch, which results in an overestimation of
the load-carrying capacity. For the damage model with local com-
plement and with the stress-based and distance-based averaging
approaches, the energy dissipation close to the notch is reduced,
which gives a better agreement with the meso-scale results. For
the unnotched case, the dissipated energy is distributed in a rea-
sonable way for all approaches, but is somewhat too low for the
averaging method based on local complement. The distance-based
approach requires two additional input parameters (compared to
the standard scaling), whereas the stress-based approach requires
only one additional parameter and the modiﬁcation based on local
complement does not require any additional parameter.
The nonlocal damage-plastic approach does not require any
additional parameters, but leads to an overestimation of the
dissipated energy close to the notch, if the over-nonlocal averaging
approach is used. For a standard averaging with m ¼ 1, the
P. Grassl et al. / International Journal of Solids and Structures 51 (2014) 3239–3251 3251damage-plasticity model gives results which are in better
agreement with the meso-scale analyses. However, for this
damage-plastic model, the width of the fracture process zone
depends on the size of the elements used.
An alternative regularisation technique that deserves attention
is the implicit gradient formulation (Peerlings et al., 1996), which
deﬁnes the nonlocal ﬁeld as the solution of a boundary value
problem. Its effect on energy dissipation near nonconvex
boundaries will be addressed in future work.
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