One of the substantial things, which has been perceived more than ever by captains of industry in recent years, is the necessity of earning competitive value. As a result, mechanisation and enhancing the level of automation of the process has become one of the most fascinating issues to researchers. In this regard one of the most appealing systems to industries is flexible manufacturing systems which contribute to achievement of higher levels of automation in business environments. Since transportation plays an essential role in flexible production systems, automated guided vehicles (AVGs) have been utilised to carry material in these systems in order to maintain the flexibility, and increase the efficiency of production and distribution throughout the system. In this paper, a mathematical model for scheduling and allocating AVGs in the manufacturing process of a specific project is proposed and in the end, a heuristic algorithm is proposed and used to solve the model problem. Keywords: mathematical model; automated guided vehicle; AGV; scheduling and allocation; NSGA II.
Introduction
Fast progress of production technologies and considerable increase in order-based products in production systems, in addition to the short life cycle of products have lead to significant changes in production environments as well as a vast variety of products. As a matter of fact, manufacturing organisations need new approaches to control their manufacturing activities in such a dynamic and competitive environment. As a result in the late 20th century, flexible production systems emerged in order to manufacture medium-sized products (Veeravalli et al., 2002; Wang and Deng, 1999; Jerald et al., 2006) .
Flexible production systems are one type of manufacturing systems which have proved efficient in achieving higher automation level in business environments, and are mainly used in manufacturing parts in low to medium quantity (Bilge and Tanchoco, 1997) . Generally, flexibility is a characteristic which functions as an interface between the system and the outer environment.
A flexible system consists of a collection of flexible machinery equipped with an automated guided vehicle (AVG) system, which are coordinated, controlled and supervised via a central computer. In fact, AVGs are believed to be one of the most efficient choices as automatic transport. Some of the key advantages of AGVs are better navigation, appropriate use of space, as well as resulting in better product quality and more secure environment (Erol et al., 2012) . AVGs systems are proved to be of critical importance, as researchers have concluded that 15%-75% of production costs are due to transportation, moreover 87% of production time is spent on transportation (Tompkins et al., 2010) .
A large number of organisations utilise automatic transport between workstations in their flexible manufacturing systems. AGVs are driver-free means of transportation that are driven by belts and wires. An AGV allows an organisation to load, carry, and unload material and goods automatically (Heragu, 2008) . In addition, it provides an organisation with capability of a better planning and production control as well as enhancement of security and flexibility, and reduction in corresponding costs (Asef-Vaziri and Laporte, 2009) .
Precise control and management of AGV systems can reduce costs of carrying material throughout the manufacturing process and global costs of operation. There are various methods of controlling AGVs in the literature. Scheduling problems mostly arise when resources are allocated to operations. To overcome this scheduling problem, AGVS should be scheduled simultaneously and integrated with production operations which lead to dynamic scheduling (Erol et al., 2012) . The main problems regarding AVGs are classified as followed (Fazlollahtabar et al., 2015) : 1 allocating means of transportation to tasks and activities 2 navigating, including choosing routes for transportation 3 timing, including departures and arrivals.
Considering the importance of manufacturing systems and also scheduling material transportation systems. In this paper, a mathematical model for scheduling a projectbased manufacturing system is proposed. The aim of this model is to schedule the production and allocate AGVs in the process. So in this paper, first, a project-based manufacturing system will be modelled, secondly a meta-heuristic algorithm will be proposed to solve the model. In the end, the applicability and properness of the solution will be verified through a numerical example. In the present paper all the loading and unloading times as well as travel times between workstations have been taken into account. Furthermore, a number of stations with limited capacity are assumed for allocating AGVs. Khayat et al. (2006) proposed a model for integrated scheduling of material transport and production process in their paper. They stated that in most production process scheduling problems, only process and machinery and material constraints are taken into consideration, ignoring the fact that transportation systems are also of great importance and should be considered by manufacturing organisations. Therefore in this research, workshop production system is discussed, where not only the process, but also transportation is scheduled, after all a mathematical model is produced utilising the constraints planning method. Finally, the proposed method is applied to an example system taken from the research background, in order to verify the results and compare them with existing methods. Um et al. (2009) worked over simulating a flexible manufacturing system including AVGs systems and analysing the system based on their findings. They indicated that factors such as the number and velocity of AGVs, AGVs transportation rules, plus the size of buffers in use should be noted to maximise FMS efficiency with AGVs. In their research, they defined three objectives:
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First: Minimising congestion in workstations.
Second: Minimising the time each conveyance is in use.
Third: Maximising the manufacturing system's performance.
In their paper, using a well-organised analysing method, they combined simulation methods with optimisation techniques including multi-objective linear programming and assessing strategies. In this regard they first determined the evaluation criteria in simulation, after that they used assessing strategies to assess them. Lin and Gen (2009) modelled an AGV system in a FMS in their research. Since FMSs require a flexible transportation system, they modelled a network of AGV system. They proposed a genetic optimisation algorithm to achieve their objective, which was to minimise the finishing time of all activities. Finally, they discussed the effectiveness of the method for some numerical examples. Saravanan and Haq (2011) assessed various meta-heuristic approaches for optimisation of scheduling a FMS through a survey. In their paper they compared different meta-heuristic approaches in order to reduce the finishing time of the manufacturing process of different products, and argued the efficiency of a FMS according to the results. They focused on scheduling a FMS using the ant colony meta-heuristic algorithm, aiming at increasing efficiency and minimising the resting time of each machine, also minimising the delay in delivering orders. In the end they compared the results achieved from ant's algorithm to other meta-heuristic approaches.
Ji and Xia (2010) introduced a new model for programming AGVs. The objective of this model was to minimise the number of AGVs in the system, while maintaining the stability of the system. In the end, they examined the model using a numerical example. Nishi et al. (2011) proposed a bi-level algorithm in order to schedule the process and navigate means of transportation at the same time. The general purpose of this algorithm is to minimise the time delays corresponding to these tasks. In brief, the combined model proposed in the paper is divided into two levels. At the first level, the problem of planning and allocating activities is worked out, then at the lower level, the sub-problem which is navigating will be dealt with. Erol et al. (2012) rendered a multi-factor programming approach based on AGV system and machinery in their research. This multi-factor approach is applied to a working environment considering real time and resulted in feasible timing, benefited from negotiation/tender mechanisms between factors. In the proposed approach offline scheduling problems is defined in the literature of the research. The outcome of this study reveals that the proposed approach leads to better scheduling of machinery and equipment comparing to other optimisation approaches. Kianfar et al. (2012) studied a production system in which the operation time is dynamic and the sequence of operations is dependent on the start time of operations. This study is aimed to schedule operations so that the minimum delay in operations is achieved. Since the above-mentioned problem is an NP-hard problem, genetic algorithm has been utilised to solve it. In addition, a simulation model is proposed for this problem. Utilising the various distribution rules yielded from the research background and two new distribution rules as well, the simulation was conducted with different levels of equipment usage, start times, and stages. The results confirm that the suggested method yields better results than previous methods. Lacomme et al. (2013) conducted a research on modelling the problem of scheduling both job-shop system and AGVs concurrently. First, they modelled the problem using a seasonal graph, then scheduled the machinery and AGVs by means of a memetic algorithm. Furthermore, Cardin et al. (2013) surveyed a complex FMS inquiring whether the flexibility in group programming could resolve (the problem of) uncertainty in FMSs. For this reason, in their survey the transferring time of parts was presumed tentative. Then using simulation, they determined the degree to which uncertainty was resolved corresponding to the level of flexibility. In the generated production schedules, initially, methods other than sequence of operations were exploited, and the same is true for the rest. The findings of this survey show that in simulations schedules generated using sequence of operations, are of higher quality and closer to the objectives. In addition, the results of this survey prove that the flexibility of schedules is the key factor in scheduling of manufacturing processes, and reinforces the schedule against uncertainty.
Wang and Chan (2014) developed a multi-objective, integer, numeric model in order to determine the optimum number of AVGs, so that material, products and equipment could be transferred between different workstations at the lowest cost and energy. After all, they considered an example to verify the proposed model. Fazlollahtabar et al. (2015) in their paper proposed a model for scheduling AVGs in a manufacturing system. Noticing that one of the problems caused by utilising AGVs is delays and earliness in system activities, in their paper they aimed at minimising the total delays and early times. Since solving the model by mathematical methods is complicated, they proposed a bi-level solution method using search space and finding optimal solution. Ventura et al. (2015) presented a mathematical model for allocating appropriate parking place to AGVs. The objectives of this model are minimising the mean responding time of AGV, minimising the maximum responding time of AGV and finally, minimising the maximum responding time in the system, regarding the restriction of AGV availability. In this research since finding the exact answers to the problem was too time-consuming, genetic algorithms was the preferred choice to solve the problem. The yielded results show evidently that genetic algorithm can lead to the optimum or nearly desirable solution. Saidi-Mehrabad et al. (2015) in their paper proposed a model for solving production planning problem in job-shop system. In their study, they also presumed automatic transporting system. However, there seems to be contradictions between optimising Jobshop production system and utilising automatic transport, their model is aimed to optimise both production and navigation systems simultaneously. Since this model is NP-hard, two-stage ants colony algorithm is exploited to solve the problem. In addition sensitivity analysis, which is used to verify the efficiency of the model showed that ants colony algorithm is well efficient in this case especially when working out huge models.
Problem description
In this section, the problem will be explained thoroughly. Production systems consist of different activities through which raw and partly-processed material flow. The flow of the material mainly takes place via transport systems. While production systems have become more and more flexible, many of them, in fact, have literally turned to flexible systems, therefore automatic transport systems proved to be perfect choice in such systems. According to this, the present research is devoted to modelling a method for scheduling the process and allocation of AGVs to products and operations in a projectbased production line. This production line consists of p products which are processed by i operations where SQp denotes the sequence of operations (for the p th product). AGVs also serve to transport products and materials between operations, they are returned to the parking space g when they are free, though.
Following assumptions are also made in modelling the problem: raw material needed for conducting the first operation on the first product is already available the operating time of the i th operation on product p is the total operating time needed for processing a whole batch of product p until prepared to transport each AGV returns to its parking space after it is unloaded in the workstation if not summoned to another task set up time for each operation is applicable only when switching to a different product.
Modelling the problem
In modelling scheduling of a process and allocating AGVs to products and operations the objective is to minimise products completion time as well as no-load transportation time of AGVs. Now, keeping all the above-mentioned goals in mind, the indexes of the problem could be found in Table 1 . Table 1 The indexes of the model
The sequence of operations for product p SQ p = ‫}ﻩ*****{‬
Last operation L
The ********* N AGV (number) k = {1, 2, …, r}
The parameters of the model are also summarised in Table 2 . The variables of the problem consist of continuous variables and binary variables. Continuous variables are defined as shown in Table 3 . 
In the beginning, the objective functions are formed. Considering the goals, which are scheduling the process, and allocating AGVs concurrently, two objective functions are defined. The first one, as shown in equation 1, aims at minimising the completion time of products. The second one is formed to minimise the total transportation time, saying travel time of AGVs from different operations to different parking spaces.
Afterwards the constraints of the model are defined: As the first constraint, the finishing time for each product is determined. This guaranties that the time of the last operation on product p is less than the finishing time for the same product as demonstrated by equation (3).
Via the second constraint, the finish time of the j th operation on product p is determined. This constraint ensures that the start time of the j th operation (which is the end time of operation j minus "the duration of operation j, unloading time in station j, and the waiting t of product p at station j for AGVk to arrive") is at least equal to the finishing time of operation i plus the travel time of the load from station i to j. This constraint is shown as in equation (4).
In the third constraint the waiting time of product p for AGVk to arrive at station i is determined. This constraint states that there are three possible scenarios when AGVk is summoned to station i:
AGVk will be sent from station f right after receiving the request of station i AGVk will be sent from station f with delay after receiving the request of station i AGVk will be sent from parking space g right after receiving the request from station i (in this case there is no delay, because if there is going to be any delay in sending the AGV, it will be sent from the last station it was being used.)
Here dummy variables are used to select the appropriate status. So, if the AGV is sent from station f with delay after receiving the request of station i, then the minimum wait is equal to no-load travel time from station f to i plus the anticipation time for an AGV to become available. In this model, the anticipation time that an AGV becomes available is calculated pessimistically, whose maximum value is equal to loading time at station i plus travel time from station i to j plus unloading time at station j.
If AGVk is sent from station f to i immediately after request, then the minimum wait is equal to the no-load travel time of AGVk from station f to i.
If AGVk is sent from parking space g to i as soon as the request is received, the minimum wait is equal to no-load travel time from parking space g to station i.
The constraint due to the waiting time of product p for AGVk to arrive at station i is summarised as in equation (4).
Since there could be three different situations to happen when AGVs are called to station i, as mentioned previously, at this stage another constraint is to be defined in order to ensure only one of those situations will take place. Equation (6) demonstrates this constraint.
The fifth constraint is defined in order to keep the balance between the number of AGVs arriving at and departing from station i. Exploiting dummy variables, this constraint ensures that the number of AGVs sending from station f to station i is at most equal to the number of AGVs arriving at station f from station f′, minus the number of AGVs returning from station f′ to parking space p. This constraint is shown as equation (7).
Sixth constraint controls the capacity of each AGV parking space, so that the number of AGVs sent from parking space p to station i do not exceed the capacity of the parking space minus the number of AGVs dispatched to other stations, added to the number of AGVs retuning to parking space p from station f′, which is stated as equation (8).
Finally, a seventh constraint ensures that if an AGV is not dispatched from station i to station f, it has to return to the parking. This constraint is stated in equation (9).
Solving the model

Pareto optimisation
Pareto optimisation can be a good choice to define the optimal solution in problems involving multi-objective functions. In this method, a solution is considered the best solution if it is not dominated by the other solutions in the search space (Ehrgott, 1999) . In order to work out such a solution, binary relationships are to be defined as follows. Solution x a dominates x b if:
if ;
for which
Pareto front, also known as Pareto boundary typically consists of a set of solutions which are not dominated by the other solutions in the space.
Genetic algorithm
Since the model proposed in this paper is in form of a mixed multi-objective decision-making problem, and due to the number of parameters and variables the problem cannot be solved via traditional methods, we need to solve it using a multi-objective optimisation method. Therefore in the present paper, genetic algorithm is utilised to solve the model. Deb et al. (2002) , in turn takes advantage of Pareto method for finding solutions. Briefly speaking, in NSGA-II method a population p t is first generated. Next, a population p t′ is also generated by means of genetic operators, and then, combining the two populations p t and p t′ , the new population of p t + p t′ will be achieved. After that the result population, p t + p t′ will be sorted in a subset, based on non-domination. In this algorithm, all the solutions with the same degree of non-domination are placed on the same scale, and the others with lower degrees of non-domination (which are dominated by other populations), are placed at lower scales. Population p t+1 is then taken as a solution for the next iteration, which is yielded from p t + p t′ and is of a higher rank. So, NSGA-II algorithm takes advantage from the mechanism of the gap between the populations, and tries to measure the dispersion of the solutions by measuring the gap between congestion of populations (Arabzad et al., 2014).
Non-dominated sorting genetic algorithm-II (NSGA-II), first introduced by
Solution codification
In order to encode the model, a two-column matrix is generated, in each row of which the name of product and the related operation is shown, and each row in turn, shows the sequence( of operations).
Genetic operators
According to Deb et al. (2002) , the evolution algorithm used to solve multi-objective problems is a bi-level algorithm: 1 convergence to a Pareto bound and yielding a set of coherent solutions in the Pareto front 2 creating a mechanism to select an appropriate solution by means of genetic algorithm.
In both solutions, dominant solutions are taken to be paired up, and for cases in which both solutions are dominant, the solution with less congestion or density in the area is preferred. The density can be measured by the congestion distance. In this algorithm, the first solution is generated randomly, and a solution repair procedure is used to correct it in the following way: in the sequence of the operations, each operation that does not fulfil its prerequisite and post requisite is transferred to the end of the process or in other words, to the last gene of the chromosome. This procedure continues until a feasible solution is generated by the chromosome. Considering mutation operator, there are three different strategies available, one of which is to be selected arbitrarily. These strategies are as mentioned below: 3 an activity is chosen randomly, then a gene is chosen the same manner, afterwards the chosen activity will be transferred to the gene.
Furthermore, for crossover operator there are two strategies to use: A gene is taken arbitrarily, and then the parent chromosomes of the same gene are recombined or crossed over as follows: 
Exploiting the model for scheduling and allocating of AVGs
At this step, the model proposed for scheduling and allocating of AVGs in part four is experimented. Here a numerical example is designed and the results are discussed. In this example, an organisation with five project-based products has been taken into account. Eight different operations are assumed which are applied to each product according to the specified operation sequence of that product. Transporting the parts and products between different operations is also done by means of AGVs. There are a total number of four AGVs available which are located in two parking spaces. The data is summarised in Table 4 . The number of products 5
The number of operations 8
The number of AGVs 4
The number of parking spaces 2
Now, we move on to determine each parameter of the numerical example. First of all, three parameters for each product, which are operating time for each operation on each product, loading time of each product at each operation, and then the unloading time of each product at each operation, are introduced as in Table 5 . After that, the start time of each operation on each product is determined as in Table 6 . In addition the sequence of operations on each product is illustrated as pairs in Table 7 . Table 7 The sequence of operations on each product To estimate Pareto optima, NSGA-II optimisation method is used with a population size of 100 and 100 iterations. Then the algorithm was run on a computer characterised by ram16, corei7, Windows 10 exploiting MATLAB 2015. This software allows the algorithm to search for Pareto answers rapidly. The code was run for different values of parameters and the optimum values of parameters are calculated as shown in Table 8 . As could be seen in Table 8 , at values of 0.4 for mutation and 0.7 for crossover both objective functions are better and have better optimum values. It means that the decision maker can achieve better solutions for the problem selecting these parameters.
Conclusions
Change in market conditions and increasing competition among organisations in supplying products urges more diversity and higher quality of products. Since traditional systems of manufacturing are not able to fulfil these modern market requirements, flexible manufacturing systems are recognised as effective replacements by manufacturing establishments trying to improve quality as well as diversity of their products. However, exploiting flexible systems has had considerable advantages for organisations, on the other hand increased the complexity of systems and lead to complications in (production) planning. Acknowledging that transportation is of great significance in manufacturing processes, the number of organisations using a variety of new transport technologies has increased dramatically in recent years. On the other hand inefficiency of transporting system in a production system can cause the production system to malfunction and in turn cause inefficiency of the whole system. Therefore, efficiency of transport system is still of a higher importance.
Using AGVs on vast/large scale, scheduling of manufacturing processes and allocating AGVs to different operations has become of great importance accordingly. Therefore, in the present research a mathematical model meant to schedule project-based manufacturing processes and allocating AGVs to each operation of each product is put forward. The biggest advantage of this model is that every time duration which may affect the production process is taken into account, including start up time of each operation on each product, no-load travel time of AGVs as well as loaded transportation time, time required to for each product to undergo each operation, and loading and unloading time of material. What is more, in this study, NSGA-II algorithm is utilised to solve the proposed model. This algorithm is experimented applying different values of parameter to obtain appropriate values.
Conceding that there are various factors influencing production planning, the model proposed here contributes to more realistic and effective scheduling, which in turn leads to more efficient manufacturing systems. In such systems the production time is reduced, therefore more products could be produced per unit of time. Furthermore, scheduling the manufacturing process and allocation of AGVs simultaneously leads to higher efficiency of means of transportation and lower waste of time.
Nevertheless, there are still areas that remain as subject to further studies. These involve considering alternative policies of allocating AGVs for one thing. Also, other time durations such as charging time of AGVs in addition to arrival time of material, which are ignored in this study, could be taken into account. Moreover, other algorithms can be tested the model in order to compare the corresponding results. Furthermore, other meta-heuristic algorithms that have been previously used to solve similar problems could be tested in order to compare the results with the ones obtained from NSGA II algorithm.
