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We use a gauge-invariant effective action defined in terms of the lattice Schro¨dinger
functional to investigate vacuum dynamics and confinement in pure lattice gauge
theories. After a brief introduction to the method, we report some numerical
results.
1 Introduction
To study the vacuum structure of the lattice gauge theories we introduced 1,2,3
a gauge invariant effective action, defined by using the lattice Schro¨dinger
functional.
The Schro¨dinger functional can be expressed as a functional integral 4,5
Z[A(f),A(i)] =
∫
DAµ e−
∫
T
0
dx4
∫
d3~xLY M (x) , (1)
with the constraints A(x0 = 0) = A
(i), A(x0 = T ) = A
(f), where A(~x) are
static classical gauge fields. The Schro¨dinger functional Eq. (1) is invariant
under arbitrary static gauge transformations of A(~x)’s fields. The lattice
implementation of the Schro¨dinger functional is discussed in Ref. 6.
Our lattice effective action for the static background field Aext(~x) =
Aexta (~x)λa/2 (λa/2 generators of the SU(N) algebra) is defined as
Γ[Aext] = − 1
T
ln
{Z[U ext]
Z[0]
}
, Z[U extµ ] =
∫
Uk(x)|x4=0=U
ext
k
(x)
DU e−SW .
(2)
Z[U extµ ] is the lattice Schro¨dinger functional (invariant, by definition, for lat-
tice gauge transformations of the external links), U extµ (x) is the lattice version
of the external continuum gauge field Aext(x), and SW is the standard Wilson
action. Z[0] is the lattice Schro¨dinger functional with Aext = 0 (U extµ = 1).
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Our definition of lattice effective action can be extended to gauge systems
at finite temperature as
ZT
[
Aext
]
=
∫
Uk(βT ,~x)=Uk(0,~x)=Uextk (~x)
DU e−SW , βt = L4 = 1
aT
. (3)
The integrations are over the dynamical links with periodic boundary con-
ditions in the time direction. If we send the physical temperature to zero
the thermal functional Eq. (3) reduces to the zero-temperature Schro¨dinger
functional.
2 Abelian Monopoles and Vortices
Monopole or vortex condensation can be detected by means of a disorder
parameter µ defined in terms of the lattice Schro¨dinger functional Z[Aext]
introduced in the previous Section. At zero-temperature
µ = e−Eb.f.L4 =
Z [Aext]
Z[0] , (4)
Aext is the monopole or vortex static background field. According to the phys-
ical interpretation of the effective action Eq. (2) Eb.f. is the energy to create a
monopole or a vortex in the quantum vacuum. If there is condensation, then
Eb.f. = 0 and µ = 1.
At finite temperature the disorder parameter is defined in terms of the
thermal partition function Eq. (3) in presence of the given static background
field
µ = e−Fb.f./Tphys =
ZT [Aext]
ZT [0] , (5)
Fb.f. is now the free energy to create a monopole or a vortex (if there is
condensation Fb.f. = 0 and µ = 1).
Our disorder parameter µ is invariant for time-independent gauge trans-
formations of the external background fields. This implies that we have not to
fix the gauge before performing the Abelian projection. Indeed, after choosing
the Abelian direction, needed to define the Abelian monopole or vortex fields
through the Abelian projection, due to gauge invariance of the Schro¨dinger
functional for transformations of background field, our results do not depend
on the selected Abelian direction, which, actually, can be varied by a gauge
transformation.
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2.1 U(1) monopoles and vortices
In the U(1) l.g.t. we considered a Dirac magnetic monopole background field.
In the continuum
e~b(~x) =
nmon
2
~x× ~n
|~x|(|~x| − ~x · ~n) , (6)
~n is the direction of the Dirac string, e is the electric charge and, accord-
ing to the Dirac quantization condition, nmon is an integer (magnetic charge
= nmon/2e). The lattice implementation of the continuum field Eq. (6) is
straightforward. As well we can consider a vortex background field:
Aext1,2 = ∓
nvort
e
x2,1
(x1)2 + (x2)2
, Aext3 = 0 . (7)
We can evaluate, by lattice numerical simulation, the energy to create a Dirac
monopole or a vortex. It is easier to first evaluate the derivative E′mon =
∂Emon/∂β (β = 1/g, g is the gauge coupling constant):
E′mon,vort = V
[
< Uµν >nmon,vort=0 − < Uµν >nmon,vort 6=0
]
, (8)
V is the lattice spatial volume. Emon,vort is then computed by means of a
numerical integration in β. Our numerical results 3 show that Dirac monopoles
condense in the confined phase (i.e. for β . 1.01) of U(1) lattice gauge theory.
While in the case of vortices we do not find a signal of condensation.
Thus, we may conclude that in U(1) lattice theory the strong coupling
confined phase is intimately related to magnetic monopole condensation 7.
2.2 SU(2) Abelian monopoles and Abelian vortices
It is well known that SU(2) lattice gauge theory at finite temperature un-
dergoes a transition between confined and deconfined phase. We studied
if Abelian monopoles or Abelian vortices condense in the confined phase of
SU(2). To this purpose we considered in turn an Abelian monopole and an
Abelian vortex background field. We found 3 that both Abelian monopoles
and Abelian vortices condense in the confined phase of SU(2).
2.3 SU(3) Abelian monopoles and Abelian vortices
For SU(3) gauge theory the maximal Abelian group is U(1)×U(1), therefore
we may introduce two independent types of Abelian monopoles or Abelian
vortices associated respectively to the λ3 and the λ8 diagonal generator (one
can also consider 3 linear combinations of λ3 and λ8).
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Let us focus on the λ8 Abelian monopole (T8 monopole):
U ext1,2 (~x) =

e
iθmon1,2 (~x) 0 0
0 eiθ
mon
1,2 (~x) 0
0 0 e−2iθ
mon
1,2 (~x)

 , U ext3 (~x) = 1 , (9)
with
θmon1,2 (~x) =
1√
3
[
∓nmon
4
(x2,1 −X2,1)
|~xmon|
1
|~xmon| − (x3 −X3)
]
. (10)
Analogously, we can define the T3 Abelian vortex.
Fig. 1 shows that both T8 Abelian monopoles and Abelian vortices con-
dense in the confined phase of SU(3) l.g.t. at finite temperature (simulations
have been performed on 323 × 4 lattice using the APE100 crate in Bari).
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Figure 1. (a) The derivative of the free energy versus β for monopoles (open circles) and
vortices (full circles). The absolute value of the Polyakov loop is also displayed (open
squares). (b) The logarithm of the disorder parameter, Eq. (5), versus β for T8 monopoles
(open circles) and T8 vortices (full circles).
2.4 SU(3) Center Vortices
In the case of center vortices the thermal partition function ZT [Pµν ] is de-
fined 8,9 by multiplying by the center element exp(i2π/3) the set Pµν of
plaquettes Pµν(x1, x2, x3, x4) with (µ, ν) = (4, 2), x4 = x⋆4, x2 = Ls2 and
Lmins ≤ x1,3 ≤ Lmaxs , with Ls the lattice spatial linear size. By numerical
integration of F ′vort we can compute Fvort and the disorder parameter µ (see
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Eq. (5)). Our numerical results (see Fig. 2) suggest that in the confined phase
Fvort = 0 (in the thermodynamic limit) and center vortices condense.
0 5 10 15 20 25
β
0
200
400
600
800
1000
1200
F′ v
o
rt
Center vortices (L×L)
Center vortices (L/2×L/2)
Abelian vortices (n
vort=1)
Figure 2. F ′
vort
for center vortices and T8
Abelian vortices (vortex charge nvort = 1).
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Figure 3. Tc/Λlatt versus the applied external
field strength gH.
3 Constant Abelian Chromomagnetic Field
We want to study the SU(3) gauge system at finite temperature in presence
of an external constant Abelian magnetic field
~Aexta (~x) =
~Aext(~x)δa,3 , ~A
ext
k (~x) = δk,2x1H . (11)
Spatial links belonging to a given time slice are fixed to
U ext1 (~x) = U
ext
3 (~x) = 1 , U
ext
2 (~x) =


ei
gHx1
2 0 0
0 e−i
gHx1
2 0
0 0 1

 , (12)
that corresponds to the continuum gauge field in Eq. (11). The magnetic
field H turns out to be quantized (due to periodic boundary conditions):
a2gH/2 = (2π)/L1)next (next integer).
Since the gauge potential in Eq. (11) gives rise to a constant field strength
we can consider the density f [ ~Aext] of the free energy functional F [ ~Aext]
f [ ~Aext] =
1
V
F [ ~Aext] = − 1
V Lt
ln
ZT [ ~Aext]
ZT [0] , V = L
3
s . (13)
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As is well known, the pure gauge system undergoes the deconfinement phase
transition by increasing the temperature. The deconfinement temperature in
Λlatt units is
Tc
Λlatt
=
1
Lt
1
fSU(3)(β∗(Lt))
, (14)
where fSU(3)(β) is the two-loop asymptotic scaling function and β
∗(Lt) is
the pseudocritical coupling β∗(Lt) at a given temporal size Lt, and can be
determined by fitting the peak of f ′[ ~Aext] = ∂f [ ~Aext]/∂β for the given Lt.
Following 10 we can perform a linear extrapolation to the continuum of
our data for Tc/Λlatt. We vary the strength of the applied external Abelian
chromomagnetic background field in order to analyze a possible dependence
of Tc on gH . We perform numerical simulations on 64
3 × Lt lattices with
next = 1, 2, 3, 5, 10. Our numerical results show that the critical temperature
decreases by increasing the external Abelian chromomagnetic field. For di-
mensional reasons one expects that T 2c ∼ gH . Indeed we get a satisfying
fit to our data with
Tc(gH)
Λlatt
= t+ α
√
gH . (15)
From Fig. 3 one can see that there exists a critical field Hc such that the
deconfinement temperature Tc = 0 for H > Hc.
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