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1. Introduction
Let C be a nonsingular projective curve of genus g , deﬁned over a ﬁnite ﬁeld Fq of odd cardinal-
ity q. The zeta function of C is deﬁned as
ZC (u) = exp
∞∑
n=1
Nn(C)
un
n
, |u| < 1
q
(1.1)
where Nn(C) is the number of points of C with coeﬃcients in an extension Fqn of Fq of degree n.
The zeta function is known to be a rational function of the form
ZC (u) = PC (u)
(1− u)(1− qu) (1.2)
where PC ∈ Z[u] is a polynomial of degree 2g , with PC (0) = 1, satisfying a functional equation
PC (u) =
(
qu2
)g
PC
(
1
qu
)
.
By the Riemann hypothesis (proved by Weil [9]), we may interpret PC (u) as the characteristic polyno-
mial of a 2g×2g unitary matrix ΘC , where the eigenvalues eiθ j of ΘC correspond to zeros q−1/2e−iθ j
of ZC (u):
PC (u) = det(I − u√qΘC ). (1.3)
The conjugacy class of ΘC is called the unitarized Frobenius class of C .
We consider the family H2g+1 of hyperelliptic curves of genus g given in aﬃne form by an equa-
tion
CQ : y
2 = Q (x)
where Q (x) ∈ Fq[x] is a square-free, monic polynomial of degree 2g + 1. We will study the expected
value of products of traces of high powers of the Frobenius class of C as we vary the curve C over
H2g+1, and show that these statistics determine the n-level density of the eigenvalues. Our work is
in the limit of large genus and ﬁxed constant ﬁeld.
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value of any function F on H2g+1 is deﬁned as
〈F 〉 := 1
#H2g+1
∑
Q ∈H2g+1
F (Q ).
Katz and Sarnak [5] showed that for a ﬁxed genus, the Frobenius classes ΘQ become uniformly
distributed in USp(2g) in the limit q → ∞ of large ﬁeld size. That is, for any continuous function on
the space of conjugacy classes of USp(2g),
lim
q→∞
〈
F (ΘQ )
〉= ∫
USp(2g)
F (U )dU .
If we take the opposite limit, that of ﬁxed constant ﬁeld and large genus g → ∞ (that is, without
ﬁrst taking q → ∞, which was crucial to the approach of Katz and Sarnak), since the matrices ΘQ
now inhabit different spaces as g grows, it is not clear how to formulate an equidistribution problem.
However, we can discuss the statistics of products of traces of powers of ΘQ , that is, 〈∏nj=1(trUk j )a j 〉.
Rudnick [8] showed that for a ﬁxed constant ﬁeld and large genus g → ∞, if 3 logq g < n < 4g −
5 logq g but n = 2g then
〈
trUn
〉= ∫
USp(2g)
trUn dU + o
(
1
g
)
.
In the case of ﬁxed k1, . . . ,kn , a1, . . . ,an Bucur, David, Feigon and Lalín [1] studied the variation of
the trace of the Frobenius endomorphism in the cyclic trigonal ensemble. They showed that for q
ﬁxed and g increasing, the limiting distribution of the trace of Frobenius equals the sum of q + 1
independent random variables taking the value 0 with probability 2/(q+ 2) and 1, e2π i/3, e4π i/3 each
with probability q/(3(q + 2)). This extends the work of Kurlberg and Rudnick [6] who considered the
same limit for hyperelliptic curves.
In this paper (in continuation of Rudnick’s work [8]), we study the general case of average of
product of traces 〈∏nj=1(trUk j )a j 〉, where k1, . . . ,kn are of order of the genus g , and a1, . . . ,an are
ﬁxed.
1.1. Result
First we state a result [3,2,4] which expresses the mean value of products of traces of high powers
when averaged over the unitary symplectic group USp(2g) in terms of independent standard normal
random variables.
Let Z j be independent standard normal random variables, and let
ηk j =
{
1 if k j is even,
0 if k j is odd.
If k j,a j ∈ {1,2, . . .} for 1 j  n are such that ∑nj=1 a jk j  2g + 1, k j distinct, then
∫
USp(2g)
n∏
j=1
(
trUk j
)a j dU = E
(
n∏
j=1
(
√
k j Z j − ηk j )a j
)
where E denotes the expectation. For the proof see [3,2,4].
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E
(
n∏
j=1
(
√
k j Z j − ηk j )a j
)
=
n∏
j=1
E
(
(
√
k j Z j − ηk j )a j
)= n∏
j=1
E
( a j∑
i=0
(
a j
i
)
(
√
k j Z j)
i(−ηk j )a j−i
)
=
n∏
j=1
a j∑
i=0
(
a j
i
)
(
√
k j)
iE
(
(Z j)
i)(−ηk j )a j−i
=
n∏
j=1
	 a j2 
∑
i=0
(
a j
2i
)
(k j)
i
(
(2i)!
2i(i)!
)
(−ηk j )a j−2i . (1.4)
We will show
Theorem 1.1. Assume k j ∈ {1,2, . . .} for 1  j  n are such that ∑nj=1 a jk j  2g − 1 for ﬁxed integers a j .
Assume that k j are distinct and logq g  min(k1, . . . ,kn), then
〈
n∏
j=1
(
trUk j
)a j〉= n∏
j=1
	 a j2 
∑
i j=0
(k j)
i j
(
a j
2i j
)
(2i j)!
2i j (i j)!
(−ηk j )a j−2i j + o(1). (1.5)
Comparing (1.4) and (1.5) we ﬁnd
Corollary 1.2. If logq g  min(k1, . . . ,kn) and
∑n
j=1 k ja j  2g − 1, then
〈
n∏
j=1
(
trUk j
)a j〉= ∫
USp(2g)
n∏
j=1
(
trUk j
)a j dU + o(1). (1.6)
To prove these results, we cannot use the same methods that were used for the ﬁxed genus case
by Katz and Sarnak [5]. Rather, we use a variant of the analytic methods similar to those used in [8].
1.2. Application: The n-level density
Denote by θ1, . . . , θN the sequence of angles of U a unitary matrix of size N × N . The traces of
powers determine the number of sets of angles θi1 , . . . , θin lying in a subinterval of R/2πZ, or the
n-level density. For the case of n = 1 or the one-level density see [8]. To deﬁne the n-level density,
we start with an even test function f , in the Schwartz space S(R), and for any N  1 set
F (θ) :=
∑
k∈Z
f
(
N
(
θ
2π
− k
))
,
which has a period of 2π and is localized in an interval of size ≈ 1/N in R/2πZ. For a unitary N ×N
matrix U with eigenvalues eiθ j , j = 1, . . . ,N , deﬁne
Z f (U ) :=
N∑
j=1
F (θ j),
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around the origin deﬁned by f . The product Znf counts the number of sets of angles θi1 , . . . , θin
in the smooth interval of length ≈ 1/N around the origin deﬁned by f . In order to study the n-level
density, we need to compute the n-th moment of Z f .
Katz and Sarnak [5] conjectured that for ﬁxed q, the expected value of Z f over H2g+1 will con-
verge to
∫
USp(2g) Z f (U )dU as g → ∞ for any such test function f . Rudnick [8] proved this conjecture
for a test function f such that the Fourier transform fˆ supported in (−2,2). Corollary 1.2 implies:
Corollary 1.3. If supp fˆ ⊆ (−1m , 1m ) then the ﬁrst m moments of Z f (U ) converge to the Gaussian moments
with mean
fˆ (0) −
1∫
0
fˆ (u)du
and variance
2
1/2∫
−1/2
|u| fˆ (u)2 du.
This is called “Mock Gaussian” behavior in [4].
To show Corollary 1.3, one uses a Fourier expansion to see that (for N = 2g)
Z f (U ) =
∞∫
−∞
f (x)dx+ 1
N
∑
k =0
fˆ
(
k
N
)
trUk, (1.7)
and then by Corollary 1.2 and [4], the above follows.
2. Background on Dirichlet characters and L-functions
In this section we review some known background on quadratic L-function. See [7] for details.
2.1. The zeta function
For a nonzero polynomial f ∈ Fq[x], we deﬁne the norm | f | := qdeg f . A prime polynomial is a
monic irreducible polynomial. For a monic polynomial f , the von Mangoldt function Λ( f ) is deﬁned
to be zero unless f is a prime power in which case Λ(Pk) = deg P .
The analog of Riemann’s zeta function is
ζq(s) :=
∏
P prime
(
1− |P |−s)−1, R(s) < 1. (2.1)
As a result of expanding in additive form using unique factorization, we have
ζq(s) = 1 1−s . (2.2)1− q
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∑
deg f=n
f monic
Λ( f ) = qn. (2.3)
Let πq(n) be the number of prime polynomials of degree n. The Prime Polynomial Theorem in
Fq[x] asserts that
πq(n) = q
n
n
+ O (qn/2) (2.4)
which follows from (2.3).
2.2. Quadratic characters
Let P ∈ Fq[x] (q odd) be a prime polynomial. The quadratic residue symbol ( fP ) ∈ {±1} is deﬁned
for f coprime to P by
(
f
P
)
≡ f ( |P |−12 ) mod P .
For arbitrary monic Q ∈ Fq[x] and for f coprime to Q , the Jacobi symbol ( fQ ) is deﬁned by writing
Q =∏ P j as a product of prime polynomials and setting
(
f
Q
)
=
∏( f
P j
)
.
If f , Q are not coprime we set ( fQ ) = 0.
The law of quadratic reciprocity asserts that for A, B ∈ Fq[x] monic polynomials
(
B
A
)
= (−1)( q−12 )deg A deg B
(
A
B
)
. (2.5)
For D ∈ Fq[x] a monic polynomial of positive degree which is not a perfect square, we deﬁne the
quadratic character χD by
χD =
(
D
f
)
. (2.6)
2.3. L-functions
For the quadratic character χD , the corresponding L-function is deﬁned by
L(u,χD) :=
∏
P prime
(
1− χD(P )udeg P
)−1
, |u| < 1
q
.
Expanding in additive form using unique factorization, we write
L(u,χD) =
∑
β0
AD(β)u
β
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AD(β) :=
∑
deg B=β
B monic
χD(B).
If D is nonsquare of positive degree, then AD(β) = 0 for β  deg D and hence the L-function is in fact
a polynomial of degree at most deg D − 1.
Now, assume that D is also square-free. Then L(u,χD) has a trivial zero at u = 1 if and only if
deg D is even. Thus
L(u,χD) = (1− u)λL∗(u,χD), λ =
{
1, deg D even,
0, deg D odd
where L∗(u,χD) is a polynomial of even degree
2δ = deg D − 1− λ
satisfying the functional equation
L∗(u,χD) =
(
qu2
)δL∗( 1
qu
,χD
)
.
We write
L∗(u,χD) =
2δ∑
β=0
A∗D(β)uβ,
where A∗D(0) = 1, and the coeﬃcients A∗D(β) satisfy
A∗D(β) = qβ−δ A∗D(2δ − β). (2.7)
In particular, the leading coeﬃcient is A∗D(2δ) = qδ .
2.4. The explicit formula
For D monic, square-free, and of positive degree, the zeta function (1.2) of the hyperelliptic curve
y2 = D(x) is
ZD(u) = L
∗(u,χD)
(1− u)(1− qu) .
By the Riemann Hypothesis (proved by Weil [9]) all the zeros of ZD(u), hence of L∗(u,χD), lie on
the circle |u| = 1/q. Thus we may write
L∗(u,χD) = det(I − u√qΘD)
for a unitary 2g × 2g matrix ΘD .
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det(I − u√qΘD) = (1− u)−λ
∏
P
(
1− χD(P )udeg P
)−1
,
we ﬁnd
− trΘnD =
λ
qn/2
+ 1
qn/2
∑
deg f=n
Λ( f )χD( f ). (2.8)
2.5. The Weil bound
Assume that B is monic of positive degree and not a perfect square. Then we have a bound for the
character sum over primes:
∣∣∣∣ ∑
deg P=n
P prime
(
B
P
)∣∣∣∣ deg Bn qn/2. (2.9)
This is deduced from the explicit formula (2.8) when writing B = DC2 with D square-free of positive
degree, and from the unitarity of ΘD .
3. The hyperelliptic ensembleH2g+1
3.1. Averaging over H2g+1
We denote by Hd the set of square-free monic polynomials of degree d in Fq[x]. By using (2.1)
and writing
∑
d0
#Hd
qds
=
∑
f
| f |−s = ζq(s)
ζq(2s)
where the sum is over monic and square-free polynomials. We have
#Hd =
{
(1− 1/q)qd, d 2,
q, d = 1.
In particular, for g  1,
#H2g+1 = (q − 1)q2g .
We consider H2g+1 as a probability space with the uniform probability measure, so that the ex-
pected value of any function F on H2g+1 is deﬁned as
〈F 〉 := 1
#H2g+1
∑
Q ∈H2g+1
F (Q ). (3.1)
E. Roditty-Gershon / Journal of Number Theory 132 (2012) 467–484 475We can pick out square-free polynomials by using the Möbius function μ of Fq[x]
∑
A2|Q
μ(A) =
{
1, Q is square-free,
0, otherwise.
Thus we may write the expected value as
〈
F (Q )
〉= 1
(q − 1)q2g
∑
2α+β=2g+1
∑
deg B=β
∑
deg A=α
μ(A)F
(
A2B
)
(3.2)
the sum is over all monic A, B .
3.2. Averaging quadratic characters
For a given polynomial f ∈ Fq[x] apply (3.2) to the quadratic character χQ ( f ). Then
χA2B( f ) =
(
B
f
)(
A
f
)2
=
{
( Bf ), gcd(A, f ) = 1,
0, otherwise.
Hence
〈
χQ ( f )
〉= 1
(q − 1)q2g
∑
2α+β=2g+1
∑
deg A=α
gcd(A, f )=1
μ(A)
∑
deg B=β
(
B
f
)
. (3.3)
3.3. A sum of Möbius values
Deﬁne
σ( f ,α) :=
∑
deg A=α
gcd(A, f )=1
μ(A). (3.4)
Note that σ( f ,α) depends only on the degrees of the primes dividing f , hence we can write for
p1, . . . , pn distinct primes of degrees k1, . . . ,kn respectively: σ(
∏n
i=1 pi,α) = σ(k1, . . . ,kn;α).
Lemma 3.1. Assume min(k1, . . . ,kn) 2, then
σ(k1, . . . ,kn;α) =
{1, α = 0,
−q, α = 1,
0, 2 α < min(k1, . . . ,kn).
Proof. By deﬁnition
σ(k1, . . . ,kn;α) =
∑
deg A=α
gcd(A,p1···pn)=1
μ(A).
Now if deg A < min(k1, . . . ,kn) then A is automatically coprime to p1, . . . , pn hence in this case the
sum is over all A with degree α. Therefore
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∑
deg A=α
μ(A)
which vanishes if α  2, equals 1 for α = 0 and −q for α = 1. 
3.4. The probability that f  Q
Lemma 3.2. Let f = p1p2 · · · pk with p1, . . . , pn prime polynomials. Then
〈
χQ
(
f 2
)〉= 1+ O(∑
p| f
1
‖p‖
)
. (3.5)
Proof. We may write
χQ
(
p21 · · · p2k
)= 1− δ(Q , p1 · · · pl), δ(Q , p1 · · · pl) =
{
1, gcd(Q , p21 · · · p2l ) = 1,
0, gcd(Q , p21 · · · p2l ) = 1,
and hence
〈
χQ
(
p21 · · · p2n
)〉= 1− #{Q ∈ H2g+1: ∃p j | Q }
#H2g+1
.
Replacing the set of square-free Q by arbitrary monic Q of degree 2g + 1 gives
#{Q ∈ H2g+1: ∃p j | Q } #{deg Q = 2g + 1=: ∃p j | Q }
k∑
j=1
q2g+1
|p j| ,
so that recalling #H2g+1 = (q − 1)q2g we have
1− 1
(1− 1/q)
k∑
j=1
1
|p j| 
〈
χQ
(
p21 · · · p2n
)〉
 1.
Thus
〈
χQ
(
p21 · · · p2n
)〉= 1+ O
(
k∑
j=1
1
|p j|
)
,
as claimed. 
4. Multiple character sums
Deﬁne
S(β;k1, . . . ,kn) :=
∑
deg p1=k1
∑
deg p2=k2
. . .
∑
deg pn=kn
∑
deg B=β
(
B
p1p2 · · · pn
)
(4.1)
the sum over distinct primes p1, . . . , pn and arbitrary monic B .
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L(u,χF ) =
∞∑
β=0
AF (β)u
β, AF (β) :=
∑
deg B=β
χF (B).
By quadratic reciprocity (see (2.5))
S(β;k1, . . . ,kn) = (−1) q−12 β(
∑n
i=1 pi)
∑
deg p1=k1
∑
deg p2=k2
. . .
∑
deg pn=kn
A∏n
i=1 pi (β)
the sum over distinct primes p1, . . . , pn .
Since the L-function L(u,χF ) is a polynomial of degree deg F − 1, we have
Lemma 4.1. If β 
∑n
i=1 ki then S(β;k1, . . . ,kn) = 0.
5. Averaging
∏n
i=1(trUki )ai
5.1. Reducing to prime powers
By using the explicit formula (2.8), we can write
trUk = −1
q
k
2
∑
deg f=k
Λ( f )χQ ( f ).
We separate out the contributions of primes Pk , squares of primes k (appears only in case k is
even), and higher prime powers Hk to trUk:
(− trUk)a = (Pk + ηkk + Hk)a = ∑
i1+i2+i3=a
(
a
i1, i2, i3
)
(Pk)i1(ηkk)i2(Hk)i3
where
( a
i1,i2,i3
)= a!i1!i2!i3! . Denote
(m,k j) = (−
k j
2 )
m
q
mk j
2
∑
deg p1,...,deg pm= k j2
p1,...,pm distinct
χQ
(
(p1)
2 · · · (pm)2
)
, (5.1)
(2m,k j) = (k j)
2m
qmk j
∑
deg p1,...,deg pm=k j
p1,...,pm distinct
χQ
(
(p1)
2 · · · (pm)2
)
, (5.2)
P(m,k j) = (k j)
m
q
mk j
2
∑
deg p1,...,deg pm=k j
p1,...,pm distinct
χQ (p1 · · · pm). (5.3)
Hence the product
∏n
j=1(trUk j )a j gives various terms
(1) Squares:
∏n
j=1
∑	 a j2 

i j=0
( a j
2i j
) (2i j)!
2i j
(a j − 2i j)!(ηk j )a j−2i j(2i j,k j)(a j − 2i j,k j).
(2) Distinct primes:
∏n
j=1 P(a j,k j).
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j=1
∑
i j1+i j2=a j (
∑i j1
m=1 P(m,k j)(i j1 − m,k j))(i j2 ,k j). We can examine a speciﬁc term such
as
∏n
j=1 P(mj,k j)(i j1 −mj,k j)(i j2 ,k j) since the mixed terms are a ﬁnite sum of this kind of
terms.
(4) Higher powers:∏n
i=1
ki/di1 ···ki/dimi
q
kimi
2
∑
deg pi j=ki χQ (p
di1
i1
· · · pdimiimi ) where there is 1 i  n; 1 j mi (at least one
index) such that di j  3.
Our ﬁndings are, assuming
∑n
j=1 a jk j  2g − 1 and logq g  min(k1a1, . . . ,knan):
〈
n∏
j=1
	 a j2 
∑
i j=0
(
a j
2i j
)
(2i j)!
2i j
(a j − 2i j)!(ηk j )a j−2i j(2i j,k j)(a j − 2i j,k j)
〉
=
n∏
j=1
	 a j2 
∑
i j=0
(k j)
i j
(
a j
2i j
)
(2i j)!
2i j (i j)!
(−ηk j )a j−2i j + O
(
1
qg
)
.
All the other terms contribute o(1) under these terms.
5.2. Squares
Consider the term
n∏
j=1
	 a j2 
∑
i j=0
(
a j
2i j
)
(2i j)!
2i j
(a j − 2i j)!(ηk j )a j−2i j(2i j,k j)(a j − 2i j,k j) (5.4)
which equals to
	 a12 
∑
i1=0
. . .
	 an2 
∑
in=0
n∏
j=1
(
a j
2i j
)
(2i j)!
2i j
(a j − 2i j)!(ηk j )a j−2i j(2i j,k j)(a j − 2i j,k j).
Hence it is enough to compute the expected value of the term
∏n
j=1 (2i j,k j)(a j − 2i j,k j). This
contributes to the product
∏n
j=1(trUk j )a j
n∏
j=1
(k j)2i j (
−k j
2 )
a j−2i j
q
k j
2 a j
∑
deg pl,i j=k j ,1li j
deg pl,i j=
k j
2 ,2i jla j
χQ
(
n∏
j=1
(
p21, j · · · p2i j , j
)(
p22i j, j · · · p2a j , j
))
the sum is over different primes. To average we use Lemma 3.2
〈
χQ
(
f 2
)〉= 1+ O(∑
P | f
1
‖P‖
)
.
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∏n
j=1 (2i j,k j)(a j − 2i j,k j) is
n∏
j=1
(k j)2i j (
−k j
2 )
a j−2i j
q
k j
2 a j
(
π(k j)
i j
)(
π(
k j
2 )
a j − 2i j
)(
1+ O
(
1
qmin (k1,...,kn)
))
.
The contribution of squares to the product
∏n
j=1(trUk j )a j is
	 a12 
∑
i1=0
. . .
	 an2 
∑
in=0
n∏
j=1
(k j)2i j (
−k j
2 )
a j−2i j
q
k j
2 a j
(ηk j )
a j−2i j
(
a j
2i j
)
(2i j)!
2i j
(a j − 2i j)!
(
π(k j)
i j
)(
π(
k j
2 )
a j − 2i j
)
×
(
1+ O
(
1
qmin (k1,...,kn)
))
=
n∏
j=1
	 a j2 
∑
i j=0
(k j)2i j (
−k j
2 )
a j−2i j
q
k j
2 a j
(ηk j )
a j−2i j
(
a j
2i j
)
(2i j)!
2i j
(a j − 2i j)!
(
π(k j)
i j
)(
π(
k j
2 )
a j − 2i j
)
×
(
1+ O
(
1
qmin (k1,...,kn)
))
=
n∏
j=1
	 a j2 
∑
i j=0
(k j)2i j (
k j
2 )
a j−2i j
q
k j
2 a j
(−ηk j )a j−2i j
(
a j
2i j
)
(2i j)!
2i j
π(k j)!π( k j2 )!
(i j)!(π(k j) − i j)!(π( k j2 ) − a j + 2i j)!
×
(
1+ O
(
1
qmin (k1,...,kn)
))
=
n∏
j=1
	 a j2 
∑
i j=0
(k j)
i j
(
a j
2i j
)
(2i j)!
2i j (i j)!
(−ηk j )a j−2i j + o(1). (5.5)
5.3. Primes
In this section we focus on the contribution of different primes: Notice that the case of different
primes is equivalent to the case of a j = 1,1 j  n and all the k j ’s are different. Hence we consider
the case of
∏n
i=1 Pki . Assume (for the convenience of writing) k1 = min(k1, . . . ,kn). We use (3.3) and
the explicit formula of (2.8) for the mean value of
∏n
i=1 Pki :
〈
n∏
i=1
Pki
〉
= (−1)
n(
∏n
i=1 ki)
q
∑n
i=1 ki
2 +2g(q − 1)
∑
deg Pi=ki
∑
2α+β=2g+1
∑
deg A=α
gcd(A,Pi)=1
μ(A)
∑
deg B=β
(
B∏n
i=1 Pi
)
= (−1)
n(
∏n
i=1 ki)
q
∑n
i=1 ki
2 +2g(q − 1)
∑
0αg
σ(k1, . . . ,kn;α)S(2g + 1− 2α;k1, . . . ,kn). (5.6)
If
∑n
i=1 ki < 2g , then for α = 0 and for α = 1 we have, by Lemma 4.1, S(2g + 1− 2α;k1, . . . ,kn) = 0.
Now σ(k1, . . . ,kn;α) = 0 for 2 α  k1 by Lemma 3.1. Thus it suﬃces to take k1  α and 2g + 1 −
2α <
∑n
i=1 ki .
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S(2g + 1− 2α;k1, . . . ,kn)  (2g + 1− 2α)
n
k1k2 · · ·kn q
2g+1−2α+
∑n
i=1 ki
2 (5.7)
to get
〈
n∏
i=1
Pki
〉
= (
∏n
i=1 ki)
q
∑n
i=1 ki
2 +2g(q − 1)
∑
k1αg
σ(k1, . . . ,kn;α)S(2g + 1− 2α;k1, . . . ,kn)
 q(−1)
n
(q − 1)
∑
max(k1,g−
∑n
i=1 ki−1
2 )αg
σ(k1, . . . ,kn;α)q−2α(2g + 1− 2α)n. (5.8)
Notice that σ(k1, . . . ,kn;α)  qα , hence the above term is bounded by
gn+1
qmax(k1,g−
∑n
i=1 ki−1
2 )−1
,
provided (n + 2) logq g < k1 this is o(1).
5.4. Mixed terms: Primes and squares
Deﬁne
∏n
j=1 P(i j − 2mj,k j)(2mj,k j)(a j − i j,k j) to be the contribution of primes, squares and
some higher powers, to
∏n
j=1(trUk j )a j . In this case i j − 2mj = 0 for at least one of the j’s, and for
j such that k j is odd we have i j = a j . For the convenience of writing we will bound the expected
value of the term P(i− 2m,k)(2m,k)(a− i,k). The expected value of the product will be bounded
exactly in the same methods. We start by writing
χQ
(
p21 · · · p2l
)= 1− δ(Q , p1 · · · pl), δ(Q , p1 · · · pl) =
{
1, gcd(Q , p21 · · · p2l ) = 1,
0, gcd(Q , p21 · · · p2l ) = 1.
Deﬁne
ωlQ (k j) :=
∑
deg p1···deg pl=k
p1...pl distinct
δ(Q , p1 · · · pl) (5.9)
the sum is over prime factors. This satisﬁes
ωlQ (k j)
2g + 1
k j
π(k j)
l−1,
(a − i,k) = ( k2 )a−i
q(a−i) k2
∑
deg p1,...,deg pa−i= k2
p1,...,pa−i distinct
χQ
(
(p1)
2 · · · (pa−i)2
)= ( k2 )a−i
q(a−i) k2
((
π( k2 )
a − i
)
− ωa−iQ
(
k
2
))
,
(2m,k) = k
2m
qmk
∑
deg p1,...,deg pm=k
p ,...,p distinct
χQ
(
(p1)
2 · · · (pm)2
)= k2m
qmk
((
π(k)
m
)
− ωmQ (k)
)
.1 m
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P(i − 2m,k)(2m,k)(a − i,k)
= P(i − 2m,k)k
2m
qmk
((
π(k)
m
)
− ωmQ (k)
)
( k2 )
a−i
q(a−i) k2
((
π( k2 )
a − i
)
− ωa−iQ
(
k
2
))
.
Notice that
k2m
qmk
(
π(k)
m
)
= k
m
m! + O
(
m−1∑
l=1
km+l
qlk
)
(5.10)
( k2 )
a−i
q(a−i) k2
(
π( k2 )
a − i
)
= 1
(a − i)! + O
(
a−i−1∑
l=1
k
2
l
ql
k
2
)
. (5.11)
By (5.10), (5.11) and the prime section we have
〈
P(i − 2m,k)k
2m
qmk
(
π(k)
m
)
( k2 )
a−i
q(a−i) k2
(
π( k2 )
a − i
)〉
∼ k
m
m!(a − i)!
〈P(i − 2m,k)〉
 k
m
m!(a − i)!
gi−2m+1
qmax(k,g−(i−2m) k2 )
which is o(1) provided k > a logq g .
It is enough to compute the expected value of
〈
P(i − 2m,k)k
2m
qmk
ωmQ (k)
( k2 )
a−i
q(a−i) k2
ωa−iQ
(
k
2
)〉
.
By the Cauchy–Schwartz inequality
〈
P(i − 2m,k)k
2m
qmk
ωmQ (k)
( k2 )
a−i
q(a−i) k2
ωa−iQ
(
k
2
)〉

〈(P(i − 2m,k))2〉 (2g + 1)2km
q
3k
2
. (5.12)
Next we show that 〈(P(i−2m,k))2〉 is polynomial in g . It follow that for logq g  k the above is o(1).
〈(P(i − 2m,k))2〉= 〈((Pk)(i−2m) − (2,k)(Pk)(i−2m−2))2〉
= 〈((Pk)(2i−4m) − 2(2,k)(Pk)2i−4m−2 + ((2,k))2(Pk)2(i−2m−2))〉.
We use on this term the same methods as before to have
〈
(Pk)(2i−4m)
〉− 2〈(k2
qk
(
π(k) − ω1Q (k)
))
(Pk)2i−4m−2
〉
+
〈((
k2
qk
(
π(k) − ω1Q (k)
))2
(Pk)2(i−2m−2)
)〉
This comes down to bounding the general term 〈(Pk)2l〉, since
〈
k2
qk
π(k)(Pk)2i−4m−2
〉
∼ k〈(Pk)2i−4m−2〉;
〈((
k2
qk
π(k)
)2
(Pk)2(i−2m−2)
)〉
∼ k2〈(Pk)2(i−2m−2)〉,
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〈
k2
qk
ω1Q (k)(Pk)2i−4m−2
〉
 (2g + 1)k
qk
〈
(Pk)4i−8m−4
〉 1
2 .
Lemma 5.1. For 2g > k > 2l logq g
〈
(Pk)2l
〉= O (gl). (5.13)
Proof. We will prove the lemma by induction.
For l = 1 we have
〈
(Pk)2
〉= 〈P(2,k)〉+ 〈(2,k)〉.
By Section 5.3 (the prime section) we have 〈P(2,k)〉 = o(1) For the second term we use (3.5)
〈
(2,k)
〉= k2
qk
π(k)
(
1+ O
(
1
qk
))
= k + O
(
k
qk
)
.
In conclusion, for 2g > k > 2 logq g we have
〈
(Pk)2
〉= O (g).
For l = 2
〈
(Pk)4
〉= 〈P(4,k)〉+ 〈(2,k)(Pk)2〉.
By Section 5.3 (the prime section) we have 〈P(4,k)〉 = o(1). For the second term we use Cauchy–
Schwartz inequality
〈
(2,k)(Pk)2
〉= 〈k2
qk
(
π(k) − ω1Q (k)
)
(Pk)2
〉
∼ k〈(Pk)2〉−
〈
k2
qk
ω1Q (k)(Pk)2
〉
 k
〈
(Pk)2
〉+ k(2g + 1)
qk
〈
(Pk)2
〉 1
2 .
By the case of l = 1 we have
〈P(4,k)〉= O (g2).
For the case of general l:
〈
(Pk)2l
〉= 〈P(2l,k)〉+ 〈(2,k)(Pk)2l−2〉.
By Section 5.3 (the prime section) we have 〈P(2l,k)〉 = o(1). For the second term we use the same
method as before to get
〈
(2,k)(Pk)2l−2
〉
 k
〈
(Pk)2l−2
〉+ k(2g + 1)
k
〈
(Pk)2l−2
〉
.q
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〈
(Pk)2l−2
〉= O (gl−1).
Hence, provided 2l logq g < k < 2g we have
〈
(Pk)2l
〉= O (gl).
This concludes the lemma. 
Going back we get 〈(P(i − 2m,k))2〉 is polynomial in g . It follows that the contribution of mixed
terms of primes and squares to the expected value of the product of traces is o(1).
5.5. Higher powers
We now consider the contribution of higher powers to the product of traces. These arise from
terms with Hk j or from the remaining terms which were not considered before (notice that some of
the cases involving higher powers were considered in the previous section). These terms coincide up
to division by factors such as q
k j
2 (1− 1d ) (d is some ﬁnite integer), with the contribution of one of the
previous types. Since the mean value of these previous terms is in all cases bounded by g
∑n
i=1 ai , after
the division we get a negligible term (provided logq g  min(k1, . . . ,kn)).
5.6. Conclusion of the proof
We saw that 〈∏nj=1(trUk j )a j 〉 is the sum of the expected values of the Frobenius class of hyperel-
liptic curves of genus g over the ﬁeld Fq of various terms:
(1) Squares:
∏n
j=1
∑	 a j2 

i j=0
( a j
2i j
) (2i j)!
2i j
(a j − 2i j)!(2i j,k j)(a j − 2i j,k j).
(2) Distinct primes:
∏n
j=1 P(a j,k j).
(3) Mixed terms – distinct primes and squares and some high powers:∏n
j=1
∑
i j1+i j2=a j (
∑i j1
m=1 P(m,k j)(i j1 −m,k j))(i j2 ,k j).
(4) Hk1,...,kn higher powers.
We saw that under the following condition: k j ∈ {1,2, . . .} for 1  j  n are such that ∑nj=1 a jk j 
2g − 1 for ﬁxed integers a j , and logq g  min(k1, . . . ,kn), the expected value of all the above terms
is negligible – o(1), except from the ﬁrst term, the squares. This gives
〈
n∏
j=1
	 a j2 
∑
i j=0
(
a j
2i j
)
(2i j)!
2i j
(a j − 2i j)!(2i j,k j)(a j − 2i j,k j)
〉
=
n∏
j=1
	 a j2 
∑
i j=0
(k j)
i j
(
a j
2i j
)
(2i j)!
2i j (i j)!
(−ηk j )a j−2i j + O
(
1
qg
)
.
Putting this together gives Theorem 1.1.
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