Introduction
According to a famous result of Jacquet and Langlands, there exists a nice, bijective correspondence between the nontrivial automorphic forms on the multiplicative group of a division quaternion algebra and certain cusp forms on GL(2). This fact is usually described and proved using the language of representation theory and adelic trace formulae. Cf. [JL, §16] , [G, §10B] , [GJ, §8] .
Some years ago, however, in [H4] , Hejhal pointed out how a portion of this correspondence could already be obtained using completely classical techniques. It was found there -by direct computation -that, when a certain Siegel theta function of type (2, 2) was taken as kernel, the corresponding integral transform Θ mapped Maass waveforms on a Fuchsian group of quaternion-type over to Maass forms of equal eigenvalue on an appropriate congruence subgroup Γ 0 (N ) . This approach has its origin in unpublished work of A. Selberg from the 1950's. Θ can be viewed as a classical analog of the adelic theta-map constructed in [S3] .
Though computationally explicit, matters are not quite as precise as one would like. To wit: the issue of the precise range of Θ (as well as its injectivity) was left unanswered in [H4] . The suggestion was made there that the answer would hinge on the identification of the appropriate space of (nonholomorphic) Γ 0 (N )-newforms, and that a proof should be obtainable by comparing the classical form of the Selberg trace formula in the two pertinent settings [H4, p. 186, item 2] .
Analogous questions in the case of holomorphic modular forms have a long history of successful studies in the literature; cf., e.g., [E2, E3] , [S3, §6] , [S4, §4.6] , [S5] , and [R, §2] .
The ideas in [H4] à propos the range of Θ were recently taken up by Bolte and Johansson in [BJ2] . The relevant Selberg trace formulae were computed and found to agree for the Fuchsian group associated to a maximal quaternion order, and a certain space of newforms. A corresponding coincidence was also found to hold for the traces of Hecke operators of prime order. Using this, the question about injectivity and the range of Θ could be answered under the assumption of one-dimensionality of the relevant eigenspaces of the Laplacian. Without this hypothesis, however, neither injectivity nor the surjectivity could be shown. (Indeed, one could not even assert that the range of Θ belonged to the conjectured space of newforms.)
As part of our doctoral thesis work, we have studied this question independently, as an application of the trace formula for a modular correspondence on a general cofinite Fuchsian group ([S6] ). It turns out that, by a refinement of the basic classical trace formula technique, the remaining open questions in [BJ2] can be answered completely.
Our aim in this note is to provide a sketch of how this is done. Full details can be found in [S7] .
statement of the result
We shall mainly use the same notation as in [BJ2] . We let O be a maximal order in an indefinite rational quaternion division algebra A, and let d = d(O) be its (reduced) discriminant. d is thus a square-free integer > 1, with an even number of prime factors. The norm one unit group O 1 can be viewed as a cocompact Fuchsian group. We choose a Hecke basis of Maass
, ordered with increasing eigenvalues. Write:
Here T n are the Hecke operators on L 2 (O 1 \ H) and is any unit in O of norm −1. (Cf. [M2, chap. 5] and [H4, p. 162 
The integral transform Θ introduced in [H4, BJ1] maps functions from
spanned by the Maass cusp forms on the Hecke congruence group Γ 0 (d). We recall that the map Θ depends on a reference point z 0 ∈ O 1 \ H, which is fixed once and for all. The Fourier expansion of Θ(ϕ k ) for k 1 is known to be (cf. [H4, Thm. 8.5] , [BJ1, (6.18) 
for τ = u+iv, and r = r λ k defined through 
for some 0 < µ 1 µ 2 ... and (1.5)
Here T n are the usual (weight zero) Hecke operators on L 2 (Γ 0 (d) \ H). Cf. [M2, chap. 4] . Theorem 1. Given unit group O 1 and Hecke congruence subgroup Γ 0 (d), as above. We then have:
It is possible to choose the newform basis {g k } so that t k (n) = t k (n) for all k, n 1. In that case, Θ(ϕ k ) is a constant multiple of g k for each k 1. In particular: if the reference point z 0 satisfies ϕ k (z 0 ) = 0 for each k 1 (cf. (1.4) ), then, for any λ > 0, Θ is a bijection from the eigenspace of eigenvalue λ in L 2 (O 1 \ H) onto the eigenspace of eigenvalue
We remark that the condition in the last sentence actually holds for any z 0 ∈ O 1 \ H outside a set of Lebesgue measure 0, since for each k 1, the set {z | ϕ k (z) = 0} is a finite union of regular arcs on the compact surface O 1 \ H. Also, there is no ambiguity in the given condition, since the Hecke basis ϕ 0 , ϕ 1 , ϕ 2 , ... is in fact uniquely determined by just (1.1) + (1.2), up to permutations within each set {k | λ k = λ} and multiplication by scalars. This will be seen in the proof of the theorem.
As pointed out in the introduction, part of this theorem is proved in [BJ2] . More precisely, the fact λ k = µ k follows from [BJ2] , and also, for each simple eigenvalue λ k (or µ k ), the fact that Θ(ϕ k ) = c · g k .
Outline of the proof
We will now give a brief sketch of the proof of Theorem 1. The explicit forms of the trace formulas that we use in our proof can in large part be deduced from existing literature, but this is not an altogether straightforward task. For the case of the Hecke operator T n on the group O 1 , one form of the trace formula is quickly derived from [H2, chap. 5, Thm. 3.3] , where the case of a modular correspondence on a general, cocompact Fuchsian group is treated 1 . It is well-known that the hyperbolic and elliptic conjugacy classes that are being summed over in this formula can be enumerated in terms of class numbers and fundamental units of quadratic field extensions of Q. Cf., e.g., [M2, §6.5-6.7] , [V, Ch. III, §5C] . Using this, we end up with the formula in Proposition 1 below. Before stating it, we need to fix some notation concerning the quadratic extensions.
Any quadratic field extension of Q can be given as Q( √ ∆), where ∆ is the discriminant of the field extension; ∆ then belongs to the set Ω = ∆ ∈ Z | ∆ ≡ 1 mod 4, ∆ square-free and = 1, or ∆ ≡ 8, 12 mod 16, ∆/4 square-free .
Given any t, n ∈ Z + with √ t 2 − 4n / ∈ Q, we let ∆ be the discriminant of the splitting field of
, and ∆ is the unique number such that (2.1) ∆ ∈ Ω and t 2 − 4n = ∆l 2 for some l ∈ Z + .
1 When √ n ∈ Z, one also needs to use the "ordinary" trace formula, [H2, chap. 1, Thm. 7.5].
For f ∈ Z + we use r[f ] to denote the order of index f in Q( √ ∆); i.e.,
, where x, y is the positive integer solution to x 2 − ∆y 2 = 4 for which y is minimal. The norm one group r[1] 1 will then equal {± k ∆ | k ∈ Z}; if ∆ is negative, r[1] 1 is finite. Finally, let h(r[f ]) denote the narrow class number of the order r[f ] as in [M2, pp. 246, 257] . (Cf. also [D, F, N] .) Proposition 1. Given unit group O 1 , n ∈ Z + , and any test function h(r) satisfying the following hypotheses:
(a) h(r) is analytic on |Im r| 1 2 + δ for some δ > 0;
We then have:
Here ∆, l are "implicit variables" depending on t and n as in (2.1).
The last line in this formula corresponds to the hyperbolic or elliptic portion of [H2, chap. 5, Thm. 3.3] according to whether t 2 − 4n is positive or negative.
The trace formula for T n on the cusp-space C N of Γ 0 (N ) (for arbitrary square-free N , and (n, N ) = 1) is more complicated. We state it in Proposition 2 below. Our proof of this formula is an application of [S6, (8.1), Thm. 8.3] , where the trace formula for a modular correspondence on an arbitrary cofinite Fuchsian group is given.
We use A N (λ) to denote the discrete eigenspace on Γ 0 (N ) corresponding to the eigenvalue λ 0. We also use the following arithmetical functions for n, m, N ∈ Z + :
.
Proposition 2. Given any N, n ∈ Z + such that N is square-free and (n, N ) = 1. Take a test function h(r) and define g(u), A(t, n), ∆, l as in Proposition 1. We then have:
This formula is a generalization of both [H3, p. 538 (4.6) ] and [H1, (11.10)] ; it reduces to the first when n = 1, and to the second when N = 1 and n is a prime. To compare it to some other existing formulas in the literature, we remark ( [F] ) that one can prove that h(r[f ]) is equal to the number of inequivalent primitive [and if ∆ < 0 : positive] quadratic forms ax 2 + bxy + cy 2 with discriminant b 2 − 4ac = ∆f 2 . Using this, one can check that, for N = n = 1, the enumeration of hyperbolic conjugacy classes in Γ 0 (1) that is implicit in Proposition 2 agrees with [S1] , [H3, pp. 514-518] . Also, one can show that the recent computations in [CL] lead, after further evaluation and one minor correction, to the same result as ours.
2
The corresponding formula [BJ2, Thm. 4 .5] (which is developed for the case n = p, a prime) contains certain errors due to a flawed treatment of the hyperbolic elements that fix cusps.
3
With Proposition 2 now in hand, the next step is to "sieve for the newforms of level d." Cf. [BJ2, (5. 2) and p. 1153] and [AL, (6.7) ]. That is, by letting N run through all positive divisors of d, and constructing an appropriate linear combination of the trace formulas thus obtained, we arrive at a formula where the left-hand side (i.e. the "spectral" side) is a sum only over the "new" portion of C d .
Just as in [BJ2] , we then find -somewhat miraculously -that the respective contributions from the last six lines of the formula in Proposition 2 (i.e., all "cuspidal" terms) cancel each other out, and that the right-hand side that we end up with is exactly the same 4 as in the trace formula for T n on O 1 . (On this score, cf. also [JL, p. 523ff] .) We thus conclude: Proposition 3. Given any n ∈ Z + coprime to the discriminant d of the maximal quaternion order O. Take any test function h(r) subject to the same hypotheses as in Proposition 1. We then have:
From this fact, we can now prove Theorem 1.
2
Compare [CL, (3.12) ] to the last six lines of our formula, and [CL, Thm. 4 .6] to the [t 2 − 4n > 0]-portion of line 3 in our formula. The last "+" in line 2 of (3.12) should be corrected to "−".
3 In [BJ2, p. 1148, bottom two lines], the data for the horocyclic ball that has been
are incorrectly determined, and thus the formula for the radius Rv,n stated in [BJ2, (4.18) ] is wrong, the true formula being rather more complicated. Regarding this, notice that − −1 log Y (p − 1, m) must be added to the right hand side.
4 Readers who don't believe in magic may wish to consult Section 3(II). 5 (Composite n will be seen to play a key role in the proof.)
First of all, by taking n = 1 in Proposition 3 and using the arbitrariness of the test function h(r), we immediately see that µ k = λ k for all k 1.
Consider now any λ > 0 that occurs as an eigenvalue in {λ k | k 1} = {µ k | k 1}, and let I(λ) be the corresponding finite set of indices,
Proposition 3 clearly yields (2.2)
for any n ∈ Z + coprime to d.
We next utilize the fact that the Hecke eigenvalues t k (n) and t k (n) are multiplicative, with exactly the same multiplicativity relations for t k (n) as for t k (n) (cf. [BJ1, (6.12) ] and [M2, pp. 147,218] ). Let p 1 , p 2 , p 3 , ... be an enumeration of all prime numbers not dividing d. From (2.2), and multiplicativity, we deduce that (2.3)
for any m ∈ Z + , and any polynomial P (x 1 , x 2 , ..., x m ). Now fix m ∈ Z + and consider any l ∈ I(λ). Put
Then, in the sums in (2.3), we will get nonzero contributions only from those terms where
, and thus, (2.3) implies:
One can now use (2.4) and a sorting argument to show that there is a way to re-index the newforms in {g k | k ∈ I(λ)} so as to make (2.5)
hold for each k ∈ I(λ). Indeed, take l to be the smallest index in I(λ). Then, because of (2.4), we can certainly permute the newforms g k (k ∈ I(λ)) in such a way that (2.5) holds for all k's for which
. From now on, we keep these g k 's fixed. Next take l to be the smallest index in I(λ) for which t l (p 1 ), t l (p 2 ), ..., t l (p m ) is not equal to a vector already sorted for, and repeat the argument. After a finite number of steps, one clearly obtains a permutation as stated.
We now apply this for m = 1, 2, 3, ... Thus, for each m ∈ Z + , we can find a permutation of the newforms in {g k | k ∈ I(λ)} which makes (2.5) hold for every k ∈ I(λ). Since I(λ) is finite, some permutation of the g k 's must then occur for infinitely many m's. Clearly, re-indexing the g k 's according to this permutation will make t k (p j ) = t k (p j ) hold for all j ∈ Z + , and all k ∈ I(λ).
By re-indexing in this way for all eigenvalues λ > 0, we obtain (2.6) t k (p) = t k (p), for all k 1 and all primes p d.
Now look at Θ(ϕ k ) for some k 1. Using t k (1) = 1 and (1.4), we see that Θ(ϕ k ) ≡ 0 as soon as the reference point z 0 satisfies ϕ k (z 0 ) = 0. By (1.1), (1.2) and the properties of the theta-map [BJ1, Prop. 5.1, Prop. 6.1], Θ(ϕ k ) is a Maass cusp form on Γ 0 (d) with eigenvalue λ k , and
Since t k (p) = t k (p) for each prime p d, we can then extend [AL, Thm. 5 ] to the nonholomorphic case (cf. [M1] ) to see that
This fact, coupled with (1.6) and (2.7), shows that t k (n) = t k (n) actually holds for all n ∈ Z + . This concludes the proof of Theorem 1.
As a corollary to these considerations, one immediately deduces a certain multiplicity one result for the Maass waveforms on O 1 . Specifically 7 : from t k (p) = t k (p) and the nonholomorphic analog of [AL, Thm. 5] , it is evident that any two distinct elements from the Hecke basis {ϕ j } ∞ j=0 must necessarily have distinct eigenvalues of T p for infinitely many primes p.
8 In particular, the choice of the Hecke basis ϕ 0 , ϕ 1 , ϕ 2 , ... is essentially uniquely determined by (1.1) + (1.2), as we remarked after stating Theorem 1.
By considering spectral expansions with respect to basis {ϕ j } ∞ j=0 , the above multiplicity one result can be reformulated in a rather striking way:
such that, for all sufficiently large primes p,
Then f 1 and f 2 are both eigenfunctions of the Laplace operator D and, in fact, constant multiples of a common ϕ l .
6 One needs to use L-functions and their functional equations in this proof; for, notice that we don't know apriori (in the nonholomorphic case) that Θ(ϕ k ) and g k are both odd or both even. 7 Cf. [G, Thm. 10.10] and [L, p. 23(bottom) ] for the adelic counterpart. 8 To treat ϕ0, one notices that t0(p) = p −1/2 +p 1/2 for all primes p d (cf. Proposition 3), while for any k 1, bounds of the form O(p c ) (with c < 1/2) are well-known to hold for t k (p) = t k (p) as p → ∞.
Further remarks
I) We point out that it is possible to give an alternative proof of Theorem 1 based on the original, adelic-style theorem of Jacquet and Langlands [JL, chap. 3, §16] , [G, Thm. 10.5] . Such a proof does require a bit of work, however. One needs to have at least some prior knowledge of (A) representation theory for GL(2) over local fields Q v (in particular, the classification scheme and conductor table); (B) the 1-1 correspondence relating Γ 0 (m)-newforms to cuspidal automorphic representations of GL(2, A), as outlined, for instance, in [G, pp. 42, 90(top)-95(a)] 9 ; (C) certain algebraic properties of quaternion algebras and their orders, as exemplified by [E1, pp. 19,21,23,73 Theorem 1 is then derivable from [G, pp. 228(10.1), 236(lines 8-10) , and Thm. 10.5(ii)] by working backwards. The Maass form analog of [G, Prop. 5.21] with N = d delineates what the local factors π p need to look like.
10
I am grateful to Professor Hejhal for communicating a careful investigation of these points, [H5] , to me. Some steps along these lines can also be found in [K] . II) Concerning the classical proof outlined in the previous section, it is worthwhile to try to identify the "driving mechanism" that forces things to work in the proof of Proposition 3. We used explicit computations to show that a certain special linear combination of Γ 0 (N )-trace formulas has the property of cancelling all cuspidal terms, and making the area term, the elliptic terms and the hyperbolic terms agree with the corresponding terms for O 1 .
A big portion of these computations can, in fact, be avoided. This is a consequence of the fact that, in the right hand side of the trace formula, all terms except the hyperbolic sum can be collected into
for some smooth function F (r) and some constant C. (This is most easily seen from the general form of the trace formula, [S6, (8.1)] .) Hence, once we have shown that our linear combination makes the hyperbolic sums agree (and quickly checked that it kills all [C · h(0)]-contributions 11 ), Proposition 3 follows from the fact that one cannot have a nontrivial identity of the 9 (note that the fi on p. 90 lie, in fact, in H + (ψ, λ, Ni, σ)) 10 Cf. [G, pp. 73(4.20) , 113(bottom)], [E1, p. 93(bottom) ], and [M2, p. 216(3) ]à propos the special representation; in [G, (4.20) ], µ should be replaced by µ1.
11 If we skip checking this, we can still prove perfect bijection for all eigenvalues except
For details, see [S7, Remark 5.5] .
The "miracle" of Proposition 3 is thus reduced to a statement about the hyperbolic sums in the trace formulas. The key fact turns out to be the way in which the hyperbolic conjugacy classes can be enumerated. One readily assembles the pertinent algebraic results from [M2, § §5.2, 6.5-6.6 ]. Note especially [M2, Thm. 5.2.11, Lemma 6.5 .2], applied to the quaternion orders O ⊂ A and Z Z N Z Z ⊂ M 2 (Q). The upshot is that, in all the relevant trace formulas (i.e. Proposition 1 and Proposition 2), the hyperbolic terms have exactly the same basic format, viz. one where a product of "local factors" over the ramified primes 12 is the only thing that distinguishes one case from another. (This of course is consistent with the local isomorphism θ v highlighted in [JL, p. 305] and [G, p. 229] .)
Given this, it is not too surprising that there exists some linear combination of the Γ 0 (N )-trace formulas, taken over all N | d, which yields exactly the same hyperbolic sum as in the corresponding trace formula for O 1 .
Using this method to identify trace formulas, we recently worked out an analog of Theorem 1 for non-maximal Eichler orders in the quaternion algebra A. To obtain a nice spectral bijection result, one needs to introduce a concept of "newform" also on the quaternion groups. (This was first suggested to me by Hejhal.) We hope to return to this matter on a later occasion.
III) It is interesting to speculate about whether it may be possible to prove Theorem 1 without using the heavy machinery of trace formulas.
We remark that it is possible to prove the into result of Theorem 1, i.e. the fact that each Θ(ϕ k ) is a multiple of some newform in C new d , by only elementary means. The idea is to prove directly that the Siegel theta function which appears as kernel function in the integral transform Θ is orthogonal to the whole Γ 0 (d)-oldspace. For details on this, see [S7, §7] . IV) In recent years, there has been increased interest in spectral correspondences among workers outside of automorphic forms, e.g. in graph theory and quantum chaos. Particularly as an aid to such, it would seem valuable to work out classical formulations of some higher-dimensional generalizations of Theorem 1 (hyperbolic 3-space being perhaps the most natural place to begin). It is our hope that the present paper may be of some service in this regard.
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