Abstract. We consider the free endpoint Mayer problem for a controlled Moreau process, the control acting as a perturbation of the dynamics driven by the normal cone, and derive necessary optimality conditions of Pontryagin's Maximum Principle type. The results are also discussed through an example. We combine techniques from [19] and from [6] , which in particular deals with a different but related control problem. Our assumptions include the smoothness of the boundary of the moving set C(t), but, differently from [6], do not require strict convexity. Rather, a kind of inward/outward pointing condition is assumed on the reference optimal trajectory at the times where the boundary of C(t) is touched. The state space is finite dimensional.
Introduction
Moreau's sweeping process appears as a model in several contexts and is being studied from the theoretical viewpoint since the early '70s of last Century. The main subject of investigation continues to be the existence of solutions, under increasing degrees of generality.
Essentially, the sweeping process is an evolution differential inclusion, which models the displacement of a point subject to be dragged by a moving set in a direction normal to its boundary. Formally, the (perturbed) sweeping process is the differential inclusion (1.1)ẋ(t) ∈ −N C(t) (x(t)) + f (x(t)), t ∈ [0, T ] coupled with the initial condition (1.2) x(0) = x 0 ∈ C(0), where C(t) is a closed moving set, with normal cone N C(t) (x) at x ∈ C(t), and the space variable belongs to a Hilbert space (to R n in the present paper). If C(t) is convex, or mildly non-convex (i.e., uniformly prox-regular), and is Lipschitz as a set-valued map depending on the time t, and the perturbation f is Lipschitz, then it is well known that the Cauchy problem (1.1), (1.2) admits one and only one Lipschitz solution (see, e.g., [23] ). Observe that the state constraint x(t) ∈ C(t) for all t ∈ [0, T ] is built in the dynamics, being N C(t) (x) empty if x ∈ C(t).
The present paper deals with the problem of determining necessary conditions for global minimizers of a final cost h(x(T )), subject to the finite dimensional controlled sweeping dynamics (1.3)ẋ(t) ∈ −N C(t) (x(t)) + f (x(t), u(t)), x(0) = x 0 ∈ C(0), u(t) ∈ U, t ∈ [0, T ], U being the control set and f being smooth. Given a global minimizer, we prove that for a suitable adjoint vector, which is a BV function that satisfies a natural ODE in the sense of distributions together with the usual final time transversality condition, a version of Pontryagin's Maximum Principle holds. To keep unnecessary technicalities at a minimum, we do not add (further) state constraints to the final point. Our main assumptions are smoothness of the boundary of the moving set C(t) and, more importantly, a kind of outward/inward pointing condition on f (x * (t), u * (t)) at times t where the optimal trajectory x * (t) belongs to the boundary of C(t) (see (M 1 ) or (M 2 ) below). This strong requirement is assumed in order to handle the discontinuity of the gradient of the distance d C(t) (·) to the set C(t) at boundary points. In fact, the main difficulty to be overcome in the study of necessary conditions for optimal control problems subject to (1.3) is the severe lack of Lipschitz continuity of the normal cone mapping at boundary points of C(t). The outward/inward pointing condition on f indeed permits to confine this issue at a negligible time set.
Control problems driven by a dynamics which involves the sweeping process appeared rather recently. Not mentioning some works scattered in the mechanical engineering literature, some early theoretical results appeared in [20] (a Hamilton-Jacobi characterization of the value function, with C constant, later generalized in [14] ) and in [17, 18] (existence and discrete approximation of optimal controls, in the related framework of rate independent processes). More recently, the papers [11, 12, 13] are devoted to the case where the control acts on the moving set, which in turn is required to have a polyhedral structure. In particular, [13] contains a set of necessary conditions for local minima which are derived by passing to the limit along suitable discrete approximations. Some partial results on necessary conditions for an optimal control problem acting on the perturbation f were obtained in [21] , while the first complete achievement of this type appeared in [6] . The present paper owes to [6] several ideas. The problem studied in [6] involves a controlled ODE, coupled with a sweeping process with a constant moving set C, and an adjoint equation together with Pontryagin's Maximum Principle are derived by passing to the limit along suitable Moreau-Yosida approximations. The set C is required to be both smooth and uniformly convex. The dynamics considered in [6] is different from (1.3), but the main difficulty -namely the discontinuity of ∇d C (·) at boundary points -is exactly the same. In [6] , this issue is solved by imposing enough smoothness on ∂C(t) and via a smooth extension of d C up to the interior of C(t). This method, however, requires the uniform convexity of C(t), which in turn yields the coercivity of the Hessian of the (modified) squared distance. This last property is important to obtain a uniform L 1 bound on a sequence of approximate adjoint vectors, which provides compactness in the space of BV functions of the time variable. Our contribution is in modifying the method developed in [6] -through seemingly simpler estimates on the distance d C based on [19] -in order to drop the requirement of uniform convexity. The price to pay is the inward/outward pointing assumption (M 1 ) or (M 2 ). A simple example permits to test our necessary conditions.
The recent results contained in [8, 9] are also worth being mentioned. In such papers the control acts both on the moving set, which is required to be polyhedral, and on the perturbation f . The problem studied is on one hand more general, on the other the method requires some extra regularity assumptions on the optimal trajectory. Also, in contrast with our approach, the moving set is allowed to be nonsmooth, but its generality is weakened by the requirement to be a polyhedron. This happens because of the need of computing explicitly the coderivative of the normal cone mapping. Indeed, the method used in [8, 9] is completely different from the one adopted in the present paper, as it relies on passing to the limit along a suitable sequence of discrete approximations of the reference optimal trajectory. The necessary conditions obtained in [9] include a kind of adjoint equation, transversality conditions both at the initial and at the final point, and nontriviality conditions, but do not include a maximum principle. General existence and relaxation results for optimal control problems of the same nature of those investigated in [8, 9] appear in [24] .
Finally, let us mention that H. Sussmann devoted a lot of work to establish the Maximum Principle in high generality, including possibly discontinuous vector fields (see, e.g., [22] ). Here we rely on the special structure of the right hand side of (1.3), and develop an ad hoc method.
In what follows, Section 3 contains the statement of overall assumptions and of the main result, while Sections 4 to 7 are devoted to the proofs. In Section 8 an example is presented and discussed.
Preliminaries
We will consider all vectors in a finite dimensional space as column vectors.
Let C ⊂ R n be nonempty and closed. We denote by d C (x) the distance of x from C, d C (x) := inf{|y − x| : y ∈ C}, and the metric projection of x onto C is the set of points in C which realize the infimum. Should this set be a singleton, we denote this point by proj C (x). Given ρ > 0, we set
Prox-regular sets will play an important role in the sequel. The definition was first given by Federer, under the name of sets with positive reach, and later studied by several authors (see the survey paper [15] ). We give only the definition for smooth sets, because the general case will not be relevant here. All definitions of tangent and normal cones may be found in [10] , to which we refer for all concepts of nonsmooth analysis that will be touched within this paper. By a smooth set we mean a closed set C in R n whose boundary is an embedded manifold of dimension n − 1. In this case, the tangent cone is actually an n − 1-dimensional vector space and the normal cone is a half ray (or a line if C has empty interior). In particular, we will consider sets whose boundary can be described as the zero set of a smooth function (at least of class C 1,1 , namely of class C 1 with Lipschitz partial derivatives), with nonvanishing gradient. Definition 2.1. Let C ⊂ R n be a closed smooth set and ρ > 0 be given. We say that C is ρ-proxregular provided the inequality
holds for all x, y ∈ C, where ζ is the unit external normal to C at x ∈ ∂C.
In particular, every convex set is ρ-prox regular for every ρ > 0 and every set with a C 1,1 -boundary is ρ-prox regular, where ρ depends only the Lipschitz constant of the gradient of the parametrization of the boundary (see [15, Example 64] ). In this case, the (proximal) normal cone to C at x ∈ C is the nonnegative half ray generated by the unit external normal, and v ∈ N C (x) if and only if there exists σ > 0 such that v, y − x ≤ σ|y − x| 2 ∀y ∈ C.
Prox-regular sets enjoy several properties, including uniqueness of the metric projection and differentiability of the distance (in a suitable neighborhood) and normal regularity, which hold also true for convex sets, see, e.g. [15] . We state the main properties which we are going to use in the present paper.
Proposition 2.2. Let ρ > 0 be given and let C ⊂ R n be ρ-prox-regular. Then d C is differentiable on C ρ \ C, and
Moreover, ∇d C is Lipschitz with Lipschitz constant 2 in C ρ 2 \ C. Finally, proj C is well defined and is Lipschitz with Lipschitz constant 2 in C ρ 2 .
The proof of this Proposition can be found, e.g., in [15] . The fact that the distance from a ρ-prox-regular set C is of class C 1,1 in C ρ 2 \ C will play a fundamental role in the sequel. In particular, given a moving closed set C(t), t ∈ [0, T ], we wish to discuss the differentiability of the Lipschitz map
namely of the gradient ∇ x of 1 2 d 2 C(t) (x) with respect to the state variable x, in the case where the boundary of C(t) is an immersed manifold of class C 2 . Then it is well known that d 2 C(t) (·) is of class C 2 in C ρ (t)\C(t), where ρ depends only on the global lower bound of the curvature of ∂C(t), see, e.g., [2, Theorem 3.1] . If x ∈ int C(t), then P (t, x) vanishes in a neighborhood of x and so it is differentiable in the classical sense, with zero Jacobian. If x / ∈ C(t), then P (t,
where we recall that if v and w are column vectors, then v ⊗ w denotes the matrix v w ⊤ and we denote by ∇ 2 x the Hessian with respect to the state variable x. Denote by n(t, x) the unit external normal to C(t) at x, if x ∈ ∂C(t), and 0 if x ∈ int C(t). We will adopt the following convention: if x ∈ ∂C(t), by writing ∇ x d C(t) (x) we mean n(t, x).
With this notation, one can extend ∇ x P (t, x) also to x ∈ ∂C(t), by using (2.3). Of course, this does not mean that P is differentiable at ∂C(t): the Clarke generalized gradient (with respect to x) of P (t, x) at x ∈ ∂C(t) is ∂ x P (t, x) = co {0, P x (t, x)}. We will consider also the signed distance
where C(t) c denotes the complement of C(t). It is well known that d S (t, ·) is of class C 2 around ∂C(t) (see, e.g., Proposition 2.2.2 (iii) in [7] ) if ∂C(t) is a manifold of class C 2 and C(t) has nonempty interior. It is also easy to see that d S (·, x) is Lipschitz if C(·) is so.
Standing assumptions and statement of the main results
The following assumptions will be valid throughout the paper. (H 1 ): C : [0, ∞) ❀ R n is a set-valued map with the following properties:
(H 1.1 ): for all t ∈ [0, T ], C(t) is nonempty and compact and there exists ρ > 0 such that C(t) is ρ-prox regular. Moreover, C(t) has a C 3 -boundary. 
is convex for all x ∈ R n ; (H 4 ): h : R n → R is of class C 1 . If C(t) = {x : g(t, x) ≤ 0}, with g(·, x) Lipschitz, g(t, ·) of class C 2,1 is possible to impose conditions directly on the map g in order to let (H 1.1 ) and (H 1.2 ) hold. This is discussed in detail in [1] .
We are interested in determining necessary conditions for solutions of the following minimization problem, that we call Problem (P ):
Let us recall that the dynamics (3.1) implicitly contains the state constraint
Existence of minimizers for (P ) can be obtained by standard methods (even under less stringent assumptions on f ), essentially thanks to the graph closedness of the normal cone to a prox-regular set (see, e.g., [15, Proposition 7] ). Let (x * , u * ) be a minimizer. We will impose an outward (resp. inward) pointing condition on f (x * (t), u * (t)) with respect to the boundary of C(t). To this aim, we introduce the (possibly empty) set
and require that there exists σ > 0 for which either
, u) ≤ −σ for a.e. t ∈ I ∂ and for all u ∈ U hold, where we recall that d S (t, x) denotes the signed distance between x and C(t). Of course, if I ∂ = ∅ both conditions are automatically satisfied.
Remark 3.1. More in general, we can assume that [0, T ] can be split into finitely many subintervals such that I ∂ does not contain their end points and in each subinterval either (M 1 ) or (M 2 ) holds. Without loss of generality, the proofs will be carried out in the case where we have only one interval and either (M 1 ) or (M 2 ) hold.
Before stating the main result of the paper, we recall that in Section 2 we have given a meaning to
and • (adjoint equation) for all continuous functions ϕ :
3)
• (maximality condition)
Further conditions, in particular on discontinuities of p or, equivalently, on Dirac masses for µ, will be discussed in Proposition 7.5 below. Here we observe only that on I 0 := [0, T ] \ I ∂ , namely on the (possibly empty) set where x * (t) belongs to the interior of C(t), p is absolutely continous and satisfies the classical adjoint equation
so that µ, ξ, and η do not play any role on that set. This is a simple consequence of (3.3).
The proof of Theorem 3.2 is contained in Sections 6 and 7 and is divided into several propositions, containing estimates on a sequence of adjoint vectors. Sections 4 and 5 are devoted to estimates on solutions to suitable approximations of the primal problem.
Results on the sweeping process and its regularization
Set n(t, x) to be the unit external normal to C(t) at x ∈ ∂C(t) and 0 if x ∈ int C(t), and not defined if x / ∈ C(t). Observe that n(t, x) = ∇ x d S (t, x) for all x / ∈ int C(t). For any solution x * of (3.1), the general theory on the sweeping process (see, e.g., [23, Theorem 3.1]), yields that
The main tool that we are going to use is an approximate control problem, where the dynamics is the Moreau-Yosida regularisation of (3.1) and the cost is the original one, plus a penalization term. More precisely, the approximate problem is the following one:
For a given ε > 0 and a given admissible control u * ,
We label the above problem as (P ε (u * )). By standard results, for every ε > 0 there exists a global minimizer u ε . If u ε is such a minimizer and x ε is the solution of (4.3) with u ε in place of u, we will refer to (x ε , u ε ) as an optimal couple for (P ε (u * )).
As a preliminary result on (P ε (u * )), we are going to prove that, thanks to the Lipschitz continuity of the metric projection onto C(t) on the set C ρ for each t, and the boundedness of the Lipschitz perturbation f , the Cauchy problem (4.3) admits one and only one solution on the interval [0, T ], for every fixed admissible control u. Our first result is in fact concerned with existence, uniqueness and some estimates on such solutions, uniform with respect to ε. Proposition 4.1. Let C, f, U, h be given satisfying assumptions (H 1 ), . . . , (H 4 ). Let ε n ↓ 0 and let {u n } be a sequence of admissible controls. Then, for every n large enough, the problem (4.3) with ε n in place of ε and u n in place of u admits one and only one solution x n on the interval [0, T ]. Such solutions are Lipschitz uniformly with respect to n, with Lipschitz constant γ + 2β, and moreover the estimate
holds.
The proof of Proposition 4.1 follows the arguments developed in [19, Section 3] and will be sketched after some technical results.
First of all, let x(t) be absolutely continuous and set g(t) :
As an immediate corollary, we obtain the following Lemma.
Lemma 4.2. For every ε > 0, let the admissible control u ε be given and let x ε be the corresponding solution of (4.3). Set
and assume that x ε satisfies (4.6). Then
Proof. From (4.5) we obtaiṅ
The case g ε (t) = 0 can be treated exactly as in the proof of [19, Lemma 3.3] . Then the result follows from Gronwall's lemma.
Proof of Proposition 4.1. The proof is divided into two steps. First, we assume that the final time T is small enough, namely 0 < T ≤ θ, with
where we recall that the constants ρ, β, and γ appear in the standing assumptions (H 1.1 ), (H 1.2 ), and (H 3.1 ). Second, the general case will be treated. Assume now that T ≤ θ and let ε n ↓ 0 and a sequence {u n } of admissible controls be given. It is clear that a solution x n of (4.3), with ε n , resp. u n , in place of ε, resp. u, exists and is defined on its maximal interval of existence [0,
We have from Lemma 4.2 that (4.4) holds on [0, T n ] and so the solution x n is unique by a standard application of Gronwall's lemma. It is also easy to see, arguing as in [19, Sect. 3] , that the maximal interval of existence must be the whole of [0, T ]. Moreover, we have for all n
from which the conclusion on the Lipschitz constant ofẋ n follows immediately, since f is uniformly bounded by β. Consider now the general case. From the preceding argument, for each n there exists a solution x n such that, for all t ∈ [0, θ],
For every n large enough, we can assume that
.
Applying the argument used in the preceding step to the Cauchy problem
we can extend x n , keeping the property (4.9), up to the time 2θ. Since θ is independent of n, the interval [0, T ] can be covered after finitely many steps.
Our second result is concerned with compactness and passing to the limit for solutions of (P ε (u * )), as ε → 0. Proposition 4.3. Let u * be a global minimizer for the problem (P ), together with the corresponding solution x * of (3.1). Let (x ε , u ε ) be an optimal couple for the regularised minimization problem (P ε (u * )). Then there exists a sequence ε n ↓ 0 such that
Proof. By Proposition 4.1 and assumptions (H 2 ) and (H 3.1 ), we find a sequence ε n ↓ 0 and an admissible controlũ such that 10) and moreover (4.4) holds for every n. Observe that (4.4) implies in turn that proj C(t) (x n (t)) is well defined and also
for each t ∈ [0, T ] and n ∈ N. Let us prove first that there exists an admissible controlū such that
Indeed, from
and (2.1), (4.11), (4.4) it follows immediately that
First we see that the uniform convergence of x n to x implies by passing to the limit in (4.4) that x(t) ∈ C(t) for all t ∈ [0, T ]. Furthermore, by possibly taking a subsequence we may assume that
R n ) to some z, and by Mazur's lemma we can find a convex combination
k=n S k,n = 1 and S k,n ∈ [0, 1] for all k, n, which converges strongly in L 2 and pointwise a.e. to −ẋ + z. Let now t ∈ [0, T ] and y ∈ C(t). We have
The first and the third summands in the above expression tend to zero a.e. The second one, thanks to (4.13), satisfies the estimate
Thus, passing to the limit one obtains
This proves thatẋ(t) ∈ −N C(t) (x(t)) + z(t) for a.e. t ∈ [0, T ]. Since f (x, U ) is convex for all x, from the classical Convergence Theorem (see, e.g., [3, Theorem 1, p. 60]) it follows that z(t) ∈ f (x(t), U ) for a.e. t. It then follows from from Filippov's Selection Theorem (see, e.g., [25, Th. 2.3.13] ) that there existsū(·) such that z(t) = f (x(t),ū(t)). This proves (4.12).
We claim now that (x,ū) = (x * , u * ). To this aim, define x n * to be the unique solution of the Cauchy problem ẏ(t) = − 1 εn y(t) − proj C(t) (y(t)) + f (y(t), u * (t)), y(0) = x 0 , on [0, T ] and observe that x n * converges weakly to x * in W 1,2 ([0, T ]; R n ) (see [19, Lemma 3.6] ). Since (x n , u n ) is an optimal couple (namely, a global minimizer) for (P ε (u * )), we have (4.14)
h(x
for all n ∈ N. By passing to the limit in (4.14), using the weak lower semicontinuity of the integral together with our convergence properties (4.10), we obtain
Since x * is a global minimizer for the problem (P ), the above inequalities imply that δ = 0, i.e.,
Now, the strong convergence of u n to u * allows us to prove that
Then, by using the fact that −ẋ n (t) + f (x n (t), u n (t)) = 1 εn x n (t) − proj C(t) (x n (t)) ∈ N C(t) (x n (t)) for all t ∈ [0, T ], n ∈ N together with the (hypo)monotonicity of the normal cone to C(t) -which follows immediately from (2.1) -and (H 3.3 ), (4.1), we obtain, for all t ∈ [0, T ] and each n ∈ N large enough,
where
ρ . Since r n (0) = 0 for each n ∈ N, Gronwall's Lemma yields, for each t ∈ [0, T ],
which, by the strong convergence of u n to u * , implies that x(t) = x * (t) for all t ∈ [0, T ].
Remark 4.4. Observe that a similar argument implies that the sequence {x n } is Cauchy for the uniform convergence.
Monotonicity of the distance
Let x * be a given optimal trajectory, and x n be trajectories of the regularized dynamics, and recall that I ∂ := {t ∈ [0, T ] : x * (t) ∈ ∂C(t)}. The first result in this section will be crucial in order to allow some estimates involving ∇ x d C(t) (x n (t)) and ∇ 2 x d C(t) (x n (t)) by forbidding that x n (t) remains on ∂C(t) on a set of times with positive measure. Recall that ∂C(t) is the discontinuity set of ∇ x d C(t) (x) and ∇ 2 x d C(t) (x) as a function of x. The simplest way to satisfy this requirement is giving sufficient conditions in order to let d dt d S (t, x n (t)) be nonzero for a.e. t in a suitable neighborhood of I ∂ .
Proposition 5.1. Assume (H 1 ), . . . , (H 4 ), and let the admissible control u * , with the corresponding solution x * of (3.1), be such that that there exists σ > 0 for which either (M 1 ) or (M 2 ) hold. Let ε n ↓ 0 and let u n be admissible controls such that u n → u * strongly in L 2 ([0, T ]; R m ) and the corresponding solutions of (4.3) x n → x * strongly in W 1,2 ([0, T ]; R n ). Then for each n large enough there exists at most one time t n ∈ [0, T ] such that x n (t n ) ∈ ∂C(t n ).
Proof. We write the proof for the case (M 1 ), the case (M 2 ) being similar and easier.
Assume (M 1 ) and let δ > 0 be such that for a.e. t ∈ [0, T ] with d(t, I ∂ ) < δ and all x, y ∈ R n with |x − x * (t)|, |y − y * (t)| , u ∈ U we have
Let y n (t) be the projection of x n (t) onto C(t). Then, for a.e. t ∈ [0, T ] we have
where α is the multiindex (
. . .
∂ αn ∂x αn n
, and |α| denotes the sum of all entries of α. Observe that in the above expression all summands involving higher order partial derivatives of d S vanish if x n (t) ∈ C(t), since in this case y n (t) = x n (t).
Thanks to (4.4), for all n large enough we have
. Therefore, for all t ∈ I ∂ + (−δ, δ), we obtain from (5.2) that
where K is independent of t and n. Since x n converges uniformly to x * , we obtain from (5.1) that d dt d S (t, x n (t)) > 0 for a.e. t ∈ I ∂ + (−δ, δ), for all n large enough, whence there exists at most one t ∈ [0, T ] \ (I ∂ + (−δ, δ)) such that x n (t) ∈ ∂C(t). Since in [0, T ] \ (I ∂ + (−δ, δ)) the trajectory x n (t) belongs to int C(t) for all n large enough, no further crossings of ∂C(t) are possible. The second case is analogous and actually easier. In fact there will not be any crossing of ∂C(t) on (0, T ], for all n large enough, since on a suitable neighborhood of I ∂ we will have
The following simple corollaries will be useful in the discussion of necessary conditions. Proposition 5.2. Assume (M 1 ). Then I ∂ is an interval and, if it is nonempty, sup I ∂ = T .
Proof. It is enough to show that if t ∈ I ∂ , then [t, T ] ⊂ I ∂ . To this aim, assume by contradiction that there exists t < T such that t ∈ I ∂ , butt := sup I ∂ < T . This means, in particular, that for all s ∈ (t, T ] we have d S (s, x * (s)) < 0 . Thus, for all such s we have
and the integrand is positive if s is close enough tot, a contradiction.
Proposition 5.3. Assume (M 2 ). Then I ∂ is at most the singleton {0} .
Proof. Assume by contradiction that there existst > 0, witht ∈ I ∂ . Then, for all t <t we have, on one hand,
while on the other,
for a bounded nonnegative function δ. Therefore, (M 2 ) implies that the integrand is < 0, provided t is close enough tot, yielding a contradiction.
The Approximate Control Problem
Given a global minimizer u * of the problem (P ) and ε > 0, we recall that in Section 4 the approximate problem (P ε (u * )) was defined and studied.
Let u ε be a global minimizer for (P ε (u * )). By Proposition 4.3, we know that, up to a subsequence, u ε converges weakly in L 2 ([0, T ]; R m ) to u * and x ε converges strongly in W 1,2 ([0, T ]; R n ) to the optimal trajectory x * , namely the trajectory of (3.1) where we replace u with u * .
In order to state necessary conditions satisfied by (x ε , u ε ), we recall that the subdifferentiability of the Lipschitz map
x → x − proj C(t) (x) := P (t, x) was preliminarly discussed in Section 2. Here we recall only that under our standing assumptions the unit external normal to
Differently from classical computations in control theory, we will not consider needle variations, but rather compute a directional derivative of the cost, following [6] . More precisely, let (x ε , u ε ) be an optimal pair for the problem (4.2) subject to (4.3) and letũ be an admissible control. For σ ∈ [0, 1] set u σ (t) = u ε (t) + σ(ũ(t) − u ε (t)) and observe that, thanks to the convexity of the control set U , this is an admissible control as well. Set x σ to be the corresponding solution of (4.3). We wish to compute the directional derivative of the cost J(x, u; u * ) at (x ε , u ε ) in the directionũ − u ε . Should this derivative exist, then it would be ≥ 0, by the minimality of (x ε , u ε ), namely
The difference quotient in the above expression consists of the summands
The limit of the second summand for σ → 0 is straightforward and equals
The limit of the first summand is
Therefore, we are lead to compute the limit
This is classical (see, e.g., [5, Theorem 3.4] ) under the assumption of continuous differentiability with respect of both x and u of the right hand side of (4.3) for a.e. t. Such assumptions are valid in our setting thanks to Proposition 5.1, since there exists at most one time t such that x ε (t) belongs to ∂C(t). Therefore, thanks to Theorem 3.4 in [5] we have
where M (T, t) is the fundamental matrix solution of the linear O.D.E.
We can write the right hand side of (6.1) as
By setting p ε (t) to be the solution of the adjoint equation
the sign condition on the directional derivative becomes, for all feasibleũ,
Sinceũ is an arbitrary measurable selection from U , we obtain
Now we recall that, thanks to Proposition (5.1), if ε n ↓ 0 is such that (x εn , u εn ) → (x * , u * ), for all n large enough the right hand side of (6.2) is single valued except for at most one point t and equals
. This means that we can consider (6.2) as a differential equation with a switch, which occurs (at most) at a single time t εn . Without loss of generality, we can assume that (6.4) t εn converges to somet ∈ I ∂ .
Estimates and convergence for the adjoint vectors
In this section we keep the notations of the preceding one, and we consider a sequence ε n ↓ 0 such that the conclusions of Propositions 4.3 and 5.1 are valid. 7.1. Estimates. First we prove some uniform estimates on the sequence {p εn (·)}, which will guarantee compactness in a suitable space.
Proof. We can rewrite (6.2) as
where the Jacobian ∇ x P (t, x εn (t)) of P (t, x εn (t)) with respect to the state variable x exists for all t different from the (possible) switching time t εn . Recalling (2.2) and (2.3), we have, for all t = t εn ,
By insertingṗ n (t) andẋ n (t) from the above equations into (7.3), we obtain, for a.e. t ∈ [0, T ],
In order to simplify the above relation, we observe that,
and all x / ∈ ∂C(t) (see Lemma 3.8 in [6] ), and furthermore that
since if x n (t) ∈ int C(t) then both sides are zero, while if x n (t) ∈ C(t) we have |δ ′ n (t)| = 1. Therefore, recalling that x n (t) ∈ ∂C(t) for all t = t n , the equation (7.4) becomes, for a.e. t ∈ [0, T ] (with t = t n ),
Observe now that the right hand side of the above equality is bounded in L ∞ ([0, T ], R n ), uniformly with respect to n, thanks to Lemma 7.1 and (4.4), and to the ρ-prox-regularity of the moving set C(·). Observe also that Lemma 7.1 implies that ξ n (t) is bounded in L ∞ (0, T ), uniformly with respect to n. By multiplying both sides of (7.5) by sign(ξ n (t)) and integrating over the interval [t, T ], we then obtain
for a suitable constantk independent of n.
We are now ready to obtain the L 1 uniform boundedness of the sequence {ṗ ε }.
, uniformly with respect to n .
Proof. We recall that that the adjoint equation can be rewritten as
The result follows immediately by using Lemma 7.1 together with (7.6), (7.2) , and the assumptions on f .
7.2. Passing to the limit. We wish now to derive the equations which are satisfied by a suitable limit of the sequence {p n }. By possibly extracting a further subsequence from {ε n } (without relabeling), thanks to Lemma 7.2 and Helly's selection theorem, we can suppose that there exists a function
h(t), dp .
We recall also that
and that we have set
Of course one of the two sets I 0 and I ∂ may be empty. We will proceed with our arguments, without loss of generality, by assuming that both of them are nonempty.
For every compact interval [s, t] ⊂ I 0 , the adjoint equation for p n is
is zero in a neighborhood of x * (t) and x n converges to x * uniformly. By integrating (7.7) over [s, t] and using the absolute continuity of p n , we obtain
Since p n converges to p pointwise and is uniformly bounded, by the dominated convergence theorem we obtain
We have therefore proved the following Proposition 7.3. On I 0 , p is absolutely continuous and satisfies the equation
We will deal now with passing to the limit along (6.2) and obtaining necessary conditions on the whole interval [0, T ]. The main effort will be put in passing to the limit in I ∂ . For the sake of convenience, we rewrite here the adjoint equation for p n , recalling that we have set ξ n (t) = ∇ x d C(t) (x n (t)), p n (t) . We have
We recall that under our assumptions this equation can be seen as and O.D.E. with (possibly) a switch, which occurs at the time t n , and we can assume that the sequence {t n } has a limit pointt (see (6.4) ).
We discuss now passing to the limit for each summand I, II, and III. I. Set n * (t) to be the unit external normal to C(t) at x * (t) for all t ∈ I ∂ and 0 for all t ∈ I 0 . Observe that on every compact subset I ⊂ [0, T ] such thatt / ∈ I we can suppose that ∇ x d C(t) (x n (t)) converges to n * (t) uniformly on I. By the uniform boundedness of ∇ x d C(t) (·) and (7.6) we can suppose that (up to a subsequence) along {ε n } we have that the sequence of measures
converges weakly * in the dual of C 0 ([0, T ]; R n ) to a finite signed Radon measure on [0, T ], which can be written as
where µ is a finite signed Radon measure on [0, T ] and ξ ∈ L ∞ [0, T ], ξ(t) ≥ 0 µ-a.e. Observe that, without loss of generality, we can suppose that ξ(t) = 0 on I 0 .
Recall that ∇ 2 x d C(t) (x * (t)) = 0 if t ∈ I 0 , and set ∇ 2
is C 2 in a neighborhood of boundary points of C(t), t ∈ I ∂ , see, e.g., Proposition 2.2.2 (iii) in [7] , since both (M 1 ) and (M 2 ) imply that C(t) has nonempty interior). We can suppose that ∇ 2 x d C(t) (x n (t)) converges uniformly to ∇ 2 x d C(t) (x * (t)) on every compact I ∈ [0, T ] such thatt / ∈ I. By combining the uniform bound on d C(t) (x n (t))/ε n , the uniform convergence of ∇ 2 x d C(t) (x n (t)) on every compact I ∈ [0, T ] witht / ∈ I and the pointwise convergence of p n , we obtain, up to a subsequence without relabeling, that
Observe also that η(t) ≡ 0 on I 0 . III. Recalling Proposition 4.3, up to a subsequence
and weakly in L 2 ([0, T ]; R n ).
We have therefore proved that p satisfies in a weak sense a differential equation, namely (and this establishes (3.3)) we have Proposition 7.4. Let p be a weak limit of p n in BV ([0, T ]; R n ). Then p(T ) = −∇h(x * (T )) and there exist a finite Radon measure µ on [0, T ], and nonnegative measurable functions ξ, η : [0, T ] → R satisfying the properties ξ ∈ L 1 , ξ(t) = 0 on I 0 and ξ(t) ≥ 0 on I ∂ , µ-a.e., and 0 ≤ η(t) ≤ β + γ, η(t) = 0 on I 0 , a.e., such that for all continuous functions ϕ : [0, T ] → R n we have
where we recall that n * (t) = 0 if x * (t) ∈ int C(t), and n * (t) = ∇ x d S (t, x * (t)) is the unit external normal to C(t) if x * (t) ∈ ∂C(t).
The adjoint vector p can be proved to satisfy a bunch of further conditions in the interval I ∂ . Proposition 7.5. Let p, ξ, η be given by Proposition (7.4) and set p N (t) = p(t), n * (t) for all t ∈ [0, T ]. Then (1) p N (t) = 0 for a.e. t ∈ [0, T ], and p is absolutely continuous on I 0 .
(2) If (M 1 ) holds, then (recall that I ∂ = [t, T ] according to Proposition 5.2 and (6.4)) p is absolutely continous on (t, T ) and for a.e. t ∈ [t, T ] we have
. Moreover, the equalities
(which mean that jumps may occur only in the normal direction n * ) are valid.
Remark 7.6. It follows from the above Proposition that the measure µ appearing in (7.10) may admit a Dirac mass at most at t = 0 (if (M 2 ) holds) or at t = T (if (M 1 ) holds).
Proof. (1).
The first assertion is an immediate consequence of (7.6), which implies that the sequence p n (t), ∇ x d C(t) (x n (t)) converges to 0 in L 1 (0, T ), and the convergence of ∇ x d C(t) (x n (t)) to n * (t) for all t ∈ [0, T ], t =t and of p n (t) to p(t). The second assertion follows from Proposition 7.3.
(2) and (3). Since n * (t) is continuous on I ∂ , there exist n − 1 continuous unit vectors v 1 (t),. . . , v n−1 (t) such that R n = Rn * (t) ⊕ span v 1 (t), . . . , v n−1 (t) . Fix t ∈ (t, T ) and σ > 0 such that [t − σ, t + σ] ⊂ (t, T ). Let ϕ : [0, T ] → R n be continuous, with support contained in [t − σ, t + σ] . Set ϕ T (t) = ϕ(t) − ϕ(t), n * (t) n * (t). By putting ϕ T (t) in place of ϕ in (7.10) we obtain
(7.15)
Observe now that ϕ T , n * (t) ≡ 0, so that, by letting σ → 0 in the above equation and using the continuity of ϕ T , we obtain ϕ T (t), p(t+) − p(t−) = 0, namely p(t+) − p(t−), ϕ(t) = p(t+) − p(t−), ϕ(t), n * (t) n * (t) . By taking subsequently ϕ such that ϕ(t) = n * (t), and ϕ(t) = v i (t), we obtain that
, namely jumps of p may occur only in the direction n * (t), for all t ∈ (t, T ). By taking t = T and arguing as in (7.15) , but integrating over [T − σ, T ], one immediately obtains (7.13). In order to prove (7.12), resp. (7.14), it is enough to extend n * (t) to be constantly n * (t) on [t − σ,t), resp. constantly n * (0) on (0, σ), and observe that the part (1) of this Proposition together with the fact that p has bounded variation imply that
The regularity condition on ∂C(t) allows us to integrate by parts on (s, t) (see (34), p. 8 in [16] ), so that
where both summands in the right hand side of (7.16) vanish, as a consequence of (1) and of the fact that p has bounded variation, since both s and t belong to the interior of I ∂ . In other words, the two measures n * , dp and ṅ * , p dt coincide in the open interval (t, T ). Therefore, for all continuous ϕ, with support contained in (t, T ), we obtain from (7.15) and (7.16) that − T t ϕ(t), dp(t) = − T t ϕ(t), n * (t) n * (t), dp(t) − T t ϕ T (t), dp(t)
Since ϕ is arbitrary, we obtain (7.11).
. By multiplying (6.2) by pn(s) |pn(s)| and integrating over [t − σ,t + σ], using the fact that d C(t) (·) is C 1,1 , uniformly with respect to t, by using the same argument of the proof of Lemma 7.1 (see (7.1)) we obtain
for a suitable constant k independent of n. By passing to the limit as n → ∞ (along a suitable subsequence) we obtain
Analogously, multiplying both sides of (7.5) by sign (ξ n (t)), integrating and using the fact that |ξn| εn is uniformly bounded in L 1 (0, T ), we obtain by passing to the limit as n → ∞ that |p N (t−)| ≤ |p N (t+)| = 0. The latter vanishes, recalling (1), and thus it follows that p N (t−) = 0 as well. Recalling (7.12), p is continous att.
Our last task is now to the limit formulation of the maximum principle. Indeed, from (6.3) we immediately obtain, by passing to the limit for n → ∞, that (3.4) holds.
Therefore, the proof of our main result is concluded.
An example
We propose a simple example, inspired by Remark 5.1 in [21] , in order to test our necessary conditions. 8.1. Example 1. The state space is R 2 ∋ (x, y), the constraint C(t) is constant and equals C := {(x, y) : y ≥ 0}, the upper half plane.
We wish to minimize x(1) + y(1) subject to (8.1) ẋ(t),ẏ(t) ∈ −N C x(t), y(t) + u x (t), u y (t) By inspecting the level sets of the cost h (x, y) = x+y, it is natural looking for an optimal solution such that both u x and u y are nonpositive. If we restrict ourselves to the case where u y (t) < 0 for a.e. t, then this problem satisfies all our assumptions; in particular we are in the case (M 1 ).
Observe first that if y 0 ≥ 1, the constraint C does not play any role, and the optimality of the control (−1, −1) is straightforward. If instead 0 ≤ y 0 < 1, then our analysis becomes relevant. Since we are in the case (M 1 ), there exists at most onet such that the optimal solution hits the boundary of C and aftert it remains on ∂C. The external unit normal n * (t) is identically (0, −1) and on ∂C, namely for x = 0, we have ∇ 2 x d C (0, y) ≡ 0. Thanks to Propositions (7.5) and (7.8) we obtain, for the optimal trajectory (x * , y * ) corresponding to the optimal control (u x * , u (−1, 0), (u 1 , u 2 ) for 0 ≤ t < 1, which gives u x * = −1, while no information is available for u y * (t). If we assume that u y * is continuous at t = 1, then the transversality condition yields and u y * (1) = −1. If we assume that u y * is constant, then an expected optimal control u y * = −1 is found. Of course all other optimal controls u y * , namely u y * (t) = −1 for 0 ≤ t <t and u y * (t) ≤ 0 fort < t < 1 satisfy our necessary conditions. Remark 8.1. 1) The vanishing of p y on the interval [t, 1] is somehow to be expected, since all controls u y ≤ −1/2 (actually u y ≤ 0) in that time interval are optimal. The vanishing of p y on [0,t] instead makes a remarkable difference with the classical case (i.e., C = R n ), where p y ≡ −1 allows to fully determine the optimal control. It should be natural finding an adjoint vector which gives the same information as in the classical case in an interval where the optimal solution lies in the interior of C, but this feature does not follow from the method developed here. 2) In order to have the assumption (M 1 ) be satisfied, we had to impose that the control u y was negative and bounded away from zero. However, all arguments of Section 7 go through also in the case where u y belongs to the interval [−1, 1]. In fact, the optimal control u y n for the approximate problem is always −1, so that the approximate solution (x n , y n ) touches the boundary of C only at one time.
Conclusions
Given a smooth moving set C(·) and smooth maps f and h, we have proved necessary optimality conditions for global minimizers of the problem (P ), provided the strong inward/outward pointing conditions (M 1 ) or (M 2 ) are satisfied. Such conditions were imposed in order to deal with the discontinuity of the gradient of the distance to C(t) at boundary points and actually transform the space discontinuity into a time discontinuity. A similar idea appears in [4] . An alternative approach is adopting the method developed in [6] , which makes use of a smooth approximation of the distance. This approach, however, requires the uniform strict convexity of the moving set.
If C(t) is a moving smooth manifold without boundary, in particular has empty interior, then the squared distance d 2 C(t) (·) is of class C 2 in a whole neighborhood of C(t). In this case, then, all arguments of Section 7 go through as well. In particular, the proof of Lemma 7.1 does not require (M 1 ) or (M 2 ). Our main results can be rephrased in this context, but for the sake of brevity we do not deal with such details.
