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1. INTRODUCTION 
Business Process Management (BPM) is 
currently one of the most rapidly developing trends 
in management sciences. According to MH Jansen-
Vullers and M. Netjes business process 
management supports processes using methods, 
techniques and software by designing, determining 
and analyzing operational processes, involving 
people, applications, documents and other sources 
of information [9]. Recent studies show that BPM 
has positive impact on organizational performance 
and supply chain collaboration [19] and observed 
trends in business practice suggest that the 
orientation on the business processes, their control 
and monitoring, is the current direction of modern 
organizations.  
The literature on process methods with each 
year becomes more extensive and rich with new 
concepts and solutions. Starting from the historical 
M. Porter’s value chain analysis, process 
reengineering [8], Activity Based Costing (ABC), 
Balanced Score Card (BSC) [11], Quality 
Management and Total Quality Management 
(TQM) concepts such as SixSigma. Nowadays, 
new methods of modeling, analysis and 
improvement of business processes become more 
and more popular.  
Process mining techniques of collecting process 
data from existing events logs of IT systems [23] 
are especially useful in the context of creation of 
models of a process for future analysis. Many of 
these techniques, methods and tools are now a part 
of Business Process Management lifecycle (fig. 1). 
Process control and measurement stage of the 
process lifecycle is related to methods that provide 
guidance for the collection and consolidation of 
process related data [20]. These data can be further 
exploited for the process enhancement and 
optimization. 
 
Fig. 1. Business Process Management lifecycle [21]. 
 
Predictive business process monitoring, a part 
of process mining, is a current new approach and 
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research area in BPM. Its aim is to combine 
machine learning and data mining algorithms with 
process mining techniques in order to predict the 
outcome of a process instance (such as the time 
remaining to completion of a case or whether the 
process instance will be violated or disrupted) or 
the next event in the process [3] based on its 
uncompleted traces and historical data. The results 
of such monitoring can be especially useful in the 
area of logistics and transport processes where 
process execution time, cost or required resources 
are essential for perfect process flow and customer 
satisfaction [5]. 
In this article we test a possibility of using tree-
based classification algorithms for a prediction of a 
real-world process instance outcomes. Tree-based 
models were chosen because of their flexibility and 
insensitivity to extreme values (outliers) which are 
often present in real-world data [7]. The aim of the 
article is to evaluate the chosen algorithms as well 
as asses their value in the context of predictive 
business process monitoring. 
 The rest of the article is organized in the 
following way: in section 2 we describe the 
adopted methodology – the dataset, procedures of 
models’ training and testing and adopted metrics of 
models’ performance, section 3 presents the 
results, in section 4 we discuss the results and 
present related work, and section 5 contains final 
conclusions and ideas for the future. 
 
2. METHODOLOGY 
Here we simply describe our approach. For a 
particular task (activity) in the business process 
instance we try to predict if this task is going to be 
delayed. So the response variable is binary 
categorical variable with two values: delayed and 
not delayed. As predictor variables we take 
planned and actual execution times of the tasks that 
antecede the task which outcome is a subject of 
prediction. Some data are treated as “historical” 
and are used to train the classification model.           
A prediction is made based on the model and on 
the activities that has already occurred in the 
running process.  
In the following subsections we describe in 
more details the data and the algorithms we have 
used and explain the metrics which were employed 
to assess the classification results. 
 
2.1. DATASET 
The dataset used in the study represents the 
actual business processes of the shipping company. 
Representation of this process includes a sequence 
of tasks (activities). The process starts with a start 
event and then a parallel run. Each of the executed 
transactions of the process from the start to the 
stop event can run in one (i1), two (i1 and i2) or 
three (i1, i2 and i3) incoming transport legs and 
one outgoing transport leg (o). Each of the 
transport legs contains four tasks (activities) which 
represent transport services. The transport services 
are described by three-letter acronyms according to 
the Cargo 2000 industry standard (Table 1). 
 
Table 1. Types of tasks in the process and their 
description. 
Task 
name Description of activities carried out in the task 
RCS 
Check in freight at departure airline. Shipment is 
checked in and a receipt is produced at departure 
airport. 
DEP Confirm goods on board. Aircraft has departed with shipment on board. 
RCF 
Accept freight at arrival airline. Shipment is checked 
in according to the documents and stored at arrival 
warehouse. 
DLV Deliver freight. Receipt of shipment was signed at destination airport. 
 
In addition, two of the four tasks in each leg 
(DEP and RCF) can be repeated  up to 3 times 
(these repetitions are called hoops). The process is 
illustrated in  Fig. 2 using the BPMN business 
process modeling standard. 
A complex gateway is used in the diagram to 
separate parallel processes and to combine flows. 
Reconstruction of the process required the use of 
such gateway because there was no timestamp in 
the data. Repetitions in the process are modeled 
using the exclusion gateway for splitting and 
merging flows. Dataset includes 56,083 tasks 
related to 3,942 instances of process. Each task has 
assigned planned and actual execution time. More 
details about the data can be found in Metzger et 
al. [15]. 
Because of the different number of incoming 
transport legs and possible hoops, the number of 
tasks in the whole process (and, as a consequence, 
the number of predictor variables) is not constant. 
That is why we decided to treat each transport leg 
as a separate process. A visual exploratory analysis 
of the rate of delays of tasks in outgoing transport 
leg revealed that they do not depend on the number 
of incoming transport legs (fig. 3), so we believe 
that our approach is acceptable.  
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The dataset was split into 5 smaller datasets, 
namely dataset1, dataset2, dataset3, dataset4 and 
dataset5. The number of each datasets indicates the 
number of tasks that happened before the task 
which outcome is the subject of the prediction*. 
For example, dataset2 means that the subject of the 
prediction is the third task in the transport leg (two 
tasks have already happened and their actual 
execution time is known when the predicti on is 
made). 
2.2. METHODS 
 When using a tree-based classification 
algorithms one can encounter a trade-off between 
interpretability of the model and its actual 
performance. Single tree-based models are easy to 
understand and give clear guidelines, while 
ensemble models (i.e. consisting of a collection of 
                                                 
* We removed from the dataset the transport legs with 3 
hoops since they were extremely rare. 
many trees) usually give better results, but their 
interpretability is often limited. In view of this we 
chose four different tree-based classification 
models: single CART, single C5.0, random forest 
and extreme gradient boosting. 
CART (classification and regression tree, very 
often described as decision tree) is probably the 
most famous tree-based algorithm. It tries to split 
the dataset into pure blocks (i.e. containing only 
one type of values of the response variable) based 
on Gini index or cross entropy. C5.0 is another 
classification tree-based algorithm which relies on 
information theory [12]. Random forest [1] 
consists of a collection of voting trees generated 
through random selection of input variables. In the 
study of Fernández-Delgado et al. [4] it received 
the best score among the 17 families of classifiers*. 
Apart from its high performance rate, random 
                                                 
* Although recently there have appeared work 
discrediting these results [24]. 
Fig. 2. Illustration of the process in BPMN. 
 
Fig. 3. Distributions of delays for the tasks in the outgoing transport leg with respect to the number of incoming 
transport legs. 
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forest is popular because of the small number of 
parameters that should be controlled. Extreme 
gradient boosting (xgboost) [2] belongs to a class 
of boosting methods, which iteratively modify 
weights (importance) of the voting trees in order to 
achieve the best accuracy. Gradient boosting 
algorithm can in some cases outperform random 
forest [17], but its many tuning parameters make it 
difficult to calibrate properly. 
For each of the chosen algorithm and each of 
the five datasets we performed the following 
procedure. 
1. A dataset was divided into training (67%) and 
testing (33%) datasets (the split was stratified, 
i.e. distribution of the response variable was 
preserved in both sets). 
2. The model was trained on the training dataset 
using 10-fold cross-validation for parameter 
tuning. The training dataset can then be 
treated as “historical data” – the data 
representing transactions that have already 
ended and all of the values are known. 
3. Performance of the model was checked on the 
testing dataset. This dataset represents the 
process runs that are not known. 
 
This procedure is in accordance with the 
standard process of model testing in machine or 
statistical learning [7]. 
The tuning parameters of the models are 
presented in Table 2. The models were 
implemented in programming language R. 
 
Table 2. Tuning parameters of the models. 
Model Search space Type of search 
CART minsplit = {10, 20, 30} grid 
Random 
Forest 
mtry = 1…number of 
predictors grid 
xgboost 
nrounds = <50, 200> 
max_depth = <3, 10> 
min_child_weight = <1, 10> 
subsample = <0.5, 1> 
colsample_bytree = <0.5, 1> 
random 
 
2.3. METRICS 
In binary classification problem (e.g. when 
trying to predict if an event such as delay occurs or 
not) one of the four situations is possible: 
− true positive – an actual event is correctly 
predicted, 
− true negative – a non-event is correctly 
predicted, 
− false positive – an event is predicted but it 
does not occur, 
− false negative – a non-event is predicted but 
an event actually occurs. 
 
This is illustrated in Table 3 (called 
contingency table or confusion matrix). The table 
cells indicate the number of cases which were true 
positive (TP), true negative (TN), false positive 
(FP), and false negative (FN). These values are 
used to calculate different metrics which 
characterize the performance of a classification 
algorithm. 
  
Table 3. Contingency table. 
  
actual 
predicted event non-event 
 
event TP FP 
 
non-event FN TN 
 
To assess the quality of the predictive 
algorithms we employ accuracy and Cohen's 
Kappa [12]. Accuracy is the simplest metric of 
classification algorithm – it measures the rate of 
correctly predicted cases. For example accuracy = 
80% means that only 20% of all cases were 
incorrectly classified. However, using only 
accuracy to assess the model can be misleading 
since high accuracy can be obtained in the case of 
highly imbalanced frequencies of response variable 
classes. That is why we also use Kappa statistic 
which takes into account these classes distributions 
and is calculated using observed and expected 
accuracy. As Kuhn and Johnson [12] point out, 
Kappa values greater than 0.3 indicate quite 
reasonable agreement between predicted and 
observed values. 
These two metrics however do not make any 
distinction between error types that can be made. 
Following Metzger et al. [15] we also consider 
three more metrics. 
− Precision – it measures how many predicted 
delays were actual delays; higher value of 
precision means smaller rate of false alarms 
(i.e. incorrectly predicted delays). 
− Recall – it indicates the rate of actual delays 
classified correctly; the higher the value of 
recall, the more actual delays are recognized. 
− F1 – it combines precision and recall. 
 
All of the metrics and their formulas are 
presented in Table 4. 
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3. RESULTS 
In fig. 4 accuracy and Kappa statistic are 
presented. Precision, recall and f1 are in fig. 5. 
Table 5 contains the values of all performance 
metrics for each model and each dataset. 
The accuracy of almost all models (with the 
exception of CART in dataset3) exceeded 70%. 
This means that in most cases no more than 30% of 
the tasks were predicted incorrectly. For each 
dataset the highest accuracy was achieved by 
random forest, but xgboost was almost equally 
good for datasets 3 and 5 (see Table 5 for the 
precise values). However, as it was mentioned 
earlier, accuracy is not always the best indicator of 
the predictive power of the model. In the right 
panel of fig. 4 Kappa statistics is presented. As it 
can be seen, the order of the algorithms is 
preserved, with random forest having the highest 
values and xgboost being in most cases on the 
second place. But the values indicate that the 
models’ performance is not as good as it would 
suggest the accuracy measure. In particular, 
random forest exceeded the 0.3 threshold in three 
datasets, xgboost and C5.0 in two, and CART only 
in one dataset. Datasets 2 and 4, despite high 
accuracy, were the most problematic for the tested 
algorithms. This is also seen in figure 5, especially 
in case of recall and f1 metrics. The values of 
recall for the random forest indicate, that in 
dataset2 only about 25% of actual delays were 
correctly recognized, and less than 20% in 
dataset4. The other models achieved even lower 
scores. The results are much better in case of 
precision. All values exceed 50% which means that 
whenever a model predicts delay, in most cases it 
is a correct prediction. It is worth mentioning that 
random forest is not always the most “precise” 
algorithm – C5.0 is better in dataset2 and xgboost 
in dataset5. 
 
Table 4. Performance metrics and their formulas. 
Metric name Formula 
Accuracy 
𝑇𝑇 + 𝑇𝑇
𝑇𝑇 + 𝐹𝑇 + 𝐹𝑇 + 𝑇𝑇 
Kappa 
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 − 𝐸1 − 𝐸  
𝐸 = (𝑇𝑇 + 𝐹𝑇)(𝑇𝑇 + 𝐹𝑇) + (𝐹𝑇 + 𝑇𝑇)(𝐹𝑇 + 𝑇𝑇)(𝑇𝑇 + 𝐹𝑇 + 𝐹𝑇 + 𝑇𝑇)2  where: 
Precision 
𝑇𝑇
𝑇𝑇 + 𝐹𝑇 
Recall 
𝑇𝑇
𝑇𝑇 + 𝐹𝑇 
F1 
2 ∙ 𝑝𝐴𝑝𝐴𝑝𝑝𝑝𝑝𝑝 ∙ 𝐴𝑝𝐴𝐴𝑟𝑟
𝑝𝐴𝑝𝐴𝑝𝑝𝑝𝑝𝑝 + 𝐴𝑝𝐴𝐴𝑟𝑟  
 
 
Fig. 4. Accuracy and Kappa indicators of models. 
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For better evaluation of the obtained results we 
carried out additional analysis and compared the 
values of accuracy of the two best predictors 
(random forest and xgboost) with a “dummy 
predictor” which simply returns the most probable 
outcome. This analysis was conducted to check if 
the information gained from the models exceeded 
significantly simple random guessing. Fig. 6 
presents the values and in Table 6 there are results 
of statistical comparison of population proportions 
between models and dummy classifier. As a 
sampling size the number of cases in the testing 
datasets was assumed. 
 
 
 
In each dataset the results of models are better 
than the accuracy of the dummy classifier. 
Statistical significance (p-value < .05) was 
observed in four of the five datasets. This means 
that for these datasets algorithmic predictions are 
indeed better than simple random guessing based 
on the historical distribution of the delays. In 
dataset4 the differences between dummy classifier 
and models’ predictions were too small to treat 
them as significant from the statistical inference 
point of view. 
 
 
 
 
 
Fig. 5. F1, precision and recall of models. 
Table 5. Models’ performance metrics. 
dataset model accuracy kappa precision recall f1 
1 CART 0.9431 0.7243 0.9577 0.9781 0.9678 
2 CART 0.8070 0.1195 0.5329 0.1057 0.1765 
3 CART 0.6553 0.2662 0.5929 0.4903 0.5367 
4 CART 0.8154 0.1598 0.5606 0.1396 0.2236 
5 CART 0.7284 0.1082 0.5402 0.1221 0.1992 
1 C5.0 0.9512 0.7719 0.9673 0.9772 0.9722 
2 C5.0 0.8144 0.1291 0.6726 0.0992 0.1729 
3 C5.0 0.7005 0.3711 0.6449 0.5887 0.6155 
4 C5.0 0.8103 0.1490 0.5068 0.1396 0.2189 
5 C5.0 0.7335 0.2740 0.5248 0.3844 0.4438 
1 random forest 0.9569 0.7996 0.9716 0.9793 0.9754 
2 random forest 0.8231 0.2792 0.6137 0.2572 0.3625 
3 random forest 0.7605 0.4970 0.7261 0.6614 0.6923 
4 random forest 0.8254 0.2274 0.6375 0.1925 0.2957 
5 random forest 0.7644 0.3156 0.6351 0.3481 0.4497 
1 xgboost 0.9201 0.5347 0.9228 0.9915 0.9559 
2 xgboost 0.8218 0.2624 0.6149 0.2376 0.3427 
3 xgboost 0.7483 0.4704 0.7119 0.6414 0.6748 
4 xgboost 0.8118 0.2001 0.5149 0.1962 0.2842 
5 xgboost 0.7615 0.2887 0.6448 0.3065 0.4155 
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4. DISCUSSION AND RELATED WORK 
The results presented in the previous section 
show that ensemble methods (random forest, 
xgboost) perform better than single trees, which 
was expected. However the differences between 
models accuracies are not very big. Larger 
diversification can be observed in case of the other 
metrics, especially Kappa, f1 and recall. Overall, 
random forest turned out to be the best algorithm 
(although it did not always achieve the highest 
metrics values), with extreme gradient boosting 
being the second best. It is quite possible that with 
more parameter tuning the results of xgboost could 
be better. 
What is interesting is the fact that the best 
scores were achieved for dataset1 - the one with 
the smallest number of predictors. This means that 
the first two tasks in the process (RCS and DEP) 
are strictly connected with each other. Another 
thing worth mentioning is that models' 
performance does not increase with the process 
execution time. Actually the worst results were 
obtained for dataset4, so it can be concluded that 
the information gained from activities that has 
already occurred in the running process is not 
always very helpful in order to predict the outcome 
of the next activity. In their analysis of the same 
dataset Metzger et al. [15] actually attained quite 
different result. But they divided the data in a 
different way so it is impossible to compare the 
effects. 
In the literature different approaches to predict 
the binary outcome of the process instance can be 
found. Single decision trees were used by Maggi et 
al. [14] in order to predict violations of business 
goals defined in the form of linear temporal logic 
rules. Leontjeva et al. [13] used random forest and 
compared its performance with support vector 
machine and generalized boosted regression 
models. Random forest combined with logistic 
regression were also used by Teinemaa et al. [22]. 
Clustering methods were used by Folino et al. [6] 
in order to predict violations in service level 
agreement terms and by Kang et. al. [10] to detect 
abnormal termination. An interesting approach was 
presented in Metzger et al. [15] where three 
technics: neural networks, constraint satisfaction 
and Quality-of-Service aggregation were 
combined. 
 
5. CONCLUSIONS 
In this article we presented the application of 
tree-based classification algorithms (CART, C5.0, 
random forest and extreme gradient boosting) in 
order to predict the outcome of a process instance. 
We trained and checked these models on real-
Fig. 6. Accuracies of random forest, xgboost and dummy predictor. 
Table 6. Statistical comparisons of random forest and xgboost accuracies with the dummy classifier. 
dataset dataset size (testing) dummy random forest xgboost accuracy accuracy p-value accuracy p-value 
1 3917 0.8737 0.9569 < .001 0.9201 < .001 
2 3917 0.8044 0.8231 0.0032 0.8218 0.0060 
3 3917 0.5927 0.7605 < .001 0.7483 < .001 
4 1392 0.8091 0.8254 0.1210 0.8118 0.7987 
5 1392 0.7234 0.7644 < .001 0.7615 0.0015 
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world event-log data. The results suggest that from 
the four tested algorithms random forest gains the 
best scores according to the evaluation metrics we 
employed (accuracy, Cohen's Kappa, precision, 
recall, and f1). The obtained results demonstrated 
however that the knowledge about the activities 
that has already occurred in the current process 
may not be enough to predict the outcome of the 
succeeding task. A possible solution is to include 
as predictors additional data sources, since many of 
the disruptions in logistic processes arise from 
external factors [16]. Another possibility is in-
depth process data exploration [18], as it can give 
additional insights about the data and relationships 
between variables and in this way improve the 
results of prediction. 
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