Abstract. How small can a graph be that contains as subgraphs all trees on n vertices with maximum degree d? In this paper, this question is answered by constructing such universal graphs that have n vertices and bounded degree (depending only on d). Universal graphs with n vertices and O(n log n) edges are also constructed that contain all bounded-degree planar graphs on n vertices as subgraphs. In general, it is shown that the minimum universal graph containing all bounded-degree graphs on n vertices with separators of size n has O(n) edges if a < 1/2; O(n log n) edges if a 1/2; O(n2.) edges if a > 1/2.
1. Introduction. Given a family F of graphs, a graph G is said to be F-universal if G contains every graph in F as a subgraph. A fundamental problem of interest is to determine how few edges a universal graph can have. Such problems are of interest in circuit design [V l, data representation [CRS] , [RSS] , and parallel computing [BLe] , [BCLR] .
Letf(F) denote the minimum number of edges in a graph that contains all graphs in F as subgraphs. There is a large literature on universal graphs for various families of graphs. In the early 1960s, Rado first investigated universal graphs for infinite graphs [Ra] . Since then many results on this subject have been published. Here we give a list of some of the known results about universal graphs for various families of graphs.
(1) Moon [M considered the universal graphs that contain all graphs on n vertices as induced subgraphs. He established upper and lower bounds for the number of vertices in such universal graphs.
(2) Bondy [Bo] investigated universal graphs for the class C of all cycles of length _ n; such universal graphs are called pancyclic and he showed that n+log2 (n-1)-<f(C,,)<n+log2(n-1)+log* n+ O(1) where log* n denotes k min { k" lg log.., long n < 2 }.
(3) Let Tn denote the class of all trees on n vertices. A lower bound of 1 / 2n log n for f(T) can be obtained by considering degree sequences ofthe universal graph. The upper bound was improved by a series of papers [CG ] , [CG2 ] , [CG3 ] , [CGP] and the best known upper bound is only a constant multiple of the lower bound [CG3 7 -n logn_f(T,,)<=log 4n logn+O(n).
(4) One variation on universal graph problems is to require the universal graph to satisfy specified properties. In [CCG] , it was shown that a minimum tree that contains all trees on n vertices must have ntt+ o(l))logn/Iog4 vertices, and that this is the best possible.
5 A caterpillar is a tree with the property that its vertices of degree greater than one induce a path. Kimble and Schwenk [KS] first considered the problem of determining minimum caterpillars that contains all caterpillars on n vertices, and they gave some estimates ofthe size ofthe universal caterpillar. In [CGS] , it was shown that the minimum number of edges in such a universal caterpillar is within a constant factor of n2/log n.
(6) Let En denote the class of all graphs with n edges. It turns out that En-universal graphs contain many more edges than T,-universal We will also consider universal graphs for the family Pn,d of all planar graphs on n vertices with maximum degree d. The P,,d-universal graphs have n vertices and O(n log n)edges, improving the previous bound of O(n 3/2) in [BCEGS] .
In 2, we use graph separators to construct universal graphs with O(n) edges for the family of binary trees on n vertices. Using similar techniques, we derive universal graphs for families of graphs of bounded degree with small separators. In particular, we obtain universal graphs with O(n log n) edges for bounded-degree planar graphs on n vertices and universal graphs with O(n) edges for bounded-degree outerplanar graphs on n vertices. We also obtain T,d-universal graphs on n vertices and O(n) edges, but the maximum degree of these graphs is of order O(log n). To reduce the maximum degree, we modify our construction using expander graphs in 3 and the resulting T,,d-universal graphs have bounded degree. Section 4 concludes with further problems and remarks.
2. Universal graphs for families of graphs with small bisectors. In a graph G on n vertices, a set S of vertices is called a bisector if, by removing vertices in S from G, the remaining graph can be partitioned into two exactly equal parts so that there is no edge joining a vertex from one part to the other.
Here we need a stronger notion of bisectors, called k-bisectors. When the vertices of a graph G are colored in k colors, a set S of vertices is said to be a k-bisector if, by removing vertices in S from G, the remaining graph can be partitioned into two exactly equal parts so that each part contains exactly equal numbers of vertices of each color, and there is no edge joining a vertex from one part to the other. Any tree on n vertices has a bisector of size c log n and a k-bisector of size ck log n for some constant c C l,
[LT], [BL] Step O. Initialize every vertex of T to color A, bisect T, and place the bisector vertices at the root (level 0) of C.
Step 1. For each subgraph created in the previous step, recolor every vertex adjacent to the bisector in the previous step with color 0, and place a 2-color bisector for the subgraph at the corresponding level-1 vertex of C.
Step 2. For each subgraph created in the previous step, recolor every vertex of color A adjacent to the bisector in the previous step with color 1, and place a 3-color bisector for the subgraph at the corresponding level-2 vertex of C.
Step (log TI -_ 3). For each subgraph created in the previous step, place every vertex of color (mod 2) at the corresponding level of C, recolor every vertex ofcolor A that is adjacent to a vertex mapped at the previous level with color (mod 2) and place a 3-color bisector for the remaining subgraph at the corresponding level t vertex of C.
To ensure the accuracy of Step t, it suffices to show nt -< 6 log (n/2 ) + 18 for 3 -< < log Zl. Since we have n n,-<3 log +nt-3 n -<6 log + 18, Lemma is proved.
The analogous version for higher-degree trees and planar graphs can be proved in a very similar way, and the proofs are left to the reader. The main difference in proving these results is that vertices adjacent to previously mapped vertices are themselves only mapped at every O(log d) level instead of at every level. This way, only two or three colors are needed, and the bisector at every level stays small.
Strictly speaking, we should use 6 log (n/ 2 3) instead of 6 log (n / 2 3). However, we will usually not bother with this type ofdetail since it has no significant effect on the arguments or results. Also, all logarithms henceforth are of base two. 
Although Lemma 4 looks somewhat complicated, it is a natural generalization of Lemmas 1-3, and we omit the proof. We can now construct universal graphs using the decomposition lemmas. THEOREM 1. The minimum universal graph for the family of all bounded degree trees on n vertices has n vertices and O( n) edges.
Proof. Using Lemma 2, we consider the graph with vertices grouped into clusters corresponding to the vertices in the complete binary tree C. A cluster corresponding to a vertex of level contains O(log (n/2t)) vertices. We connect all pairs of vertices in clusters with corresponding vertices within distance O(log d) O( apart in C. By Lemma 2 the resulting graph is universal for the family ofall trees with maximum degree d. The number h(n) of edges in this graph is O(n), since h(n) satisfies the following recurrence inequality:
where c is an appropriate constant depending on d.
The construction just described has O(n) vertices. To obtain a universal graph with precisely n vertices, we modify the embedding of Lemma so that the same number of nodes of T are wrapped to nodes in the same level of C. This is easy to do since we can always arbitrarily expand the bisector of any subtree to be within one of its maximum allowed value (which is the lesser of the number of nodes remaining and O(log (n/2t)) for nodes on level of C. The exact value of the maximum bisector is the same for all nodes on a level and depends on the parity of the number of nodes in the subgraphs at that level. Hence, the size of the bisectors at each level depends only on n, and the universal graph can be assumed to have precisely n nodes. THEOREM 2. The minimum universal graph for the family of all bounded-degree planar graphs on n vertices has n vertices and O( n log n) edges.
Proof. The construction is obtained by using Lemma 3 in similar fashion as in the proof of Theorem 1. The number of edges h(n) satisfies and, therefore, the minimum universal graph has O(n log n) edges. THEOREM 3. The minimum universal graph for afamily of bounded-degree graphs on n vertices with bisector function f(x) x has n vertices with O(n) edges if a < 1/2; O(n log n) edges if 1/2; O(n ) edges if > 1/2. Proof. The construction follows from Lemma 4 together with the fact that the number h (n) of edges satisfies h( n) <= 2h()+c(f(n)) 2. Proof. Since an outerplanar graph on n vertices has a bisector of size O(log n), the result follows from Theorem 3.
3. A bounded-degree universal graph for bounded-degree trees. For the family of bounded-degree trees, the minimum universal graph has n vertices and O(n) edges as indicated in Theorem 2; however, the maximum degree is of order log n. Although the number of the edges in this universal graph is within a constant factor of the optimum, its vertices have unbounded degree.
In this section we describe a construction for graphs on n vertices with boundeddegree that are universal for all bounded degree trees on n vertices. First we need a few definitions.
DEFINITION. A graph G(V, E) is said to be full if for every V'c V, V'l--< vI/2, the number of edges between V' and V-V' is at least v'l.
We observe that there is a constant i such that for every m, there is a full graph on m vertices with maximum degree i. Any expander graph can be used for constructing full graphs [AC] , [LPS] . It was shown in [AC] that in any i-regular graph G(V, E) with second largest eigenvalue h, for every V' c Vwith V'I an, the number e(V') ofedges contained in V' satisfies e(V')-1/26a2nl _-<Xa(1 -a)n. Therefore, there are at least (di 2X)a(1 a)n edges between V' and V-V'. As long as (6 2 h)/2 _ 1, the graph G is full. For large enough 6, this is usually the case. The universal graph H on n vertices is obtained as follows. For simplicity, we will assume that n 2" 1.
Start the construction with a complete binary tree on n vertices. Then, add edges so that the vertices at level k (a constant specified later) form a full graph on 2 k vertices.
Repeat this for vertices at levels 2k, 3k, .... Call the resulting graph H0.
Next, add extra edges so that the vertices at levels k, 2k, ..., log n s (k divides log n s and s is a constant specified later) collectively form a full graph. Call the resulting graph H. Once this is done, the maximum distance in H between any two nodes adjacent in T will be at most c3 + 2s, which is constant. By setting t c3 + 2s in the construction of H, this will mean that T is a subgraph of H, thereby completing the proof of Theorem 5.
Proofof Lemma 8. We follow an approach similar to that in 2. However, since we are allowed to place only O(1) vertices of T at any one vertex ofHo, we cannot afford to bisect the tree at each step because that may require placing c log n vertices of T at the root of H0 for some constant c. Therefore, instead of bisecting the tree at each step, we separate it into proportional size components using Lemma 7, and continually balance the sizes of components as the embedding proceeds towards lower levels of H0.
Initially, color all the vertices of T white. Then, pick any [d/2] vertices of T and map them to the root (level 0) of Ho. Color red those vertices of T that are adjacent to one or more of the vertices placed at the root of H0. Next, fix p with =< p < 1/2, and use Lemma 7 to partition the (as yet unmapped) vertices of T into two sets, each with at least the fraction p of the total number of unmapped vertices, and each with at least the fraction p of the total number of red vertices (always rounded up to the nearest integer, of course). One of the sets is distributed to the left subtree of the root of H0 and the other set to the right subtree. By Lemma 7, no more than q edges connect vertices in the two sets.
No vertices of T will be assigned to the next k levels of H0, but we continue to partition T into smaller and smaller sets. In particular, we first color vertices in the "left set" of T (those unmapped vertices of T assigned to the left subtree of Ho) that are adjacent to vertices in the right set. We then use Lemma 7 to partition the left and right sets each into two smaller subsets, one for each grandchild of the root. Continue in this fashion, coloring vertices red as they become adjacent to vertices in the opposite set and splitting the forests (sets) into smaller forests until we have distributed a forest to each vertex on the kth level of H0.
Although the vertices are split into roughly equal proportions (p" p) at each level, the sizes of forests at the kth level could vary substantially (in fact, anywhere between p and (1 p)k). Therefore, at this stage we balance the sizes of the forests assigned to each vertex by redistributing forests among vertices at level k. To achieve this balance, first use Lemma 7 to partition each forest into [ d/2-1 subforests (but we do not distribute the subforests further down the tree). Next, we partition each subforest whose size is greater than 1/p times the size of the smallest subforest. Observe that this does not affect the size of the smallest subforest.
We are now ready to apply Lemma 6, with each subforest represented as a packet. In particular, we use Lemma 6 to redistribute subforests on the level so that every vertex ends up with an equal number of subforests (to within one). We then map all the red vertices of T (i.e., those adjacent to vertices in different subforests) to We next complete the inductive step for Zik + k. Since the largest and smallest subforests differ in size by at most a factor of 1/p, the size of the smallest forest after balancing and coalescing is at least p(n r'2ik+k)2 -tik+k)-, the factor 1 / 2 accounting for the fact that every vertex has the same number of packets to within one. After mapping and recoloring, the size of the smallest forest is >P-(n-r'2 ik + k)2-tik + k)_ r'.
Zik+k--2
With some additional calculations it can be checked that this is at least 2 -tik+ k)n/6 for p > ] and s sufficiently large, thereby completing the proof of the claim.
By choosing s sufficiently large, we have shown that every vertex at levels 0, k, , log n s-k of H0 is assigned at least fd/2] and at most r' vertices of T. Since s is constant, every vertex at level log n s of H0 is assigned between [d/2] and c vertices, where cl is some constant bigger than r'. Moreover, vertices of T are assigned only to vertices in levels 0, k, , log n s of H0. Hence, it remains only to show that vertices adjacent in T are assigned to vertices in H0 that are separated by distance at most c2, for some constant c2. We already know that cz is at most k plus the distance subforests are allowed to move during the rebalaneing step at every kth level. By Lemma 6, this distance is at most the largest number of subforests at any vertex before rebalancing. By the construction, this is at most some constant determined by p, d, k, and s. This completes the proof of Lemma 8 and Theorem 5. graphs on n vertices has O(n log n) edges. On the other hand, the best known lower bound for the number of edges is still cn. It is of interest to close up the gap.
One variation of the universal graph problem is to require the universal graph to be of some specified type. For example, in [CCG] universal trees that contain all trees with at most n nodes were considered. Relatively little is known about universal planar graphs that contain all planar graphs on n vertices.
This work is heavily motivated by simulation of graph families in various host networks with small dilation (i.e., adjacent vertices are mapped into nearby vertices) and small expansion (i.e., the ratio of the size of host graph and the maximum size of graphs in the family is small). The decomposition lemma (Lemma in 2) for binary trees also provides optimal embeddings of binary trees within other structures. For example, we can show that every n-vertex binary tree can be embedded within an n-vertex complete binary tree with expansion and dilation O(log log n). This settles a conjecture of Hong, Mehlhorn, and Rosenberg HMR who showed a lower bound of fl(log log n) for this problem. By embedding a complete binary tree within the shuffle exchange graph with expansion and dilation 2, we obtain O(log log n) dilation for arbitrary trees embedded within the shuttle-exchange graphs. Similarly, we have recently shown that an n-vertex binary tree can be embedded with constant expansion and dilation within the butterfly network BCHLR]. Finally, we have shown that all binary trees can be embedded in a hypercube with expansion and dilation 10 [BCLR] .
