This paper proposes an evolutionary algorithm with Dandelion-encoding to tackle the Delay-Constrained Capacitated Minimum Spanning Tree (DC-CMST) problem. This problem has been recently proposed, and consists of finding several broadcast trees from a source node, jointly considering traffic and delay constraints in trees. A version of the problem in which the source node is also included in the optimization process is considered as well in the paper. The Dandelion code used in the proposed evolutionary algorithm has been recently proposed as an effective way of encoding trees in evolutionary algorithms. Good properties of locality has been reported on this encoding, which makes it very effective to solve problems in which the solutions can be expressed in form of trees. In the paper we describe the main characteristics of the algorithm, the implementation of the Dandelion-encoding to tackled the DC-CMST problem and a modification needed to include the source node in the optimization. In the experimental section of this article we compare the results obtained by our evolutionary with that of a recently proposed heuristic for the DC-CMST, the Least Cost (LC) algorithm. We show that our Dandelion-encoded evolutionary algorithm is able to obtain better results that the LC in all the instances tackled.
Introduction
Network topology consists of specifying the configuration of the computer connections in a given network [1, 2] . The design of the topology is also a key point in the deployment of computers and communications networks. Topology affects to very important points such as communication costs, transmission speed, average time delay of the network, etc [1, 2] . There are several research works about topology design, both in backbone and local networks [3] [4] [5] . Regarding local networks, these can be modeled as a backbone node (source node) and several trees that cover all end user nodes to satisfy the constraints of traffic volume [1, 2] .
In the literature, the works related to topology discovery of local networks can be classified in two main problems: Capacitated Minimum Spanning Tree (CMST) and Delay-Constrained Minimum Spanning Tree (DCMST) problems [6] [7] [8] [9] [10] . The CMST problem consists of finding a set of minimum spanning trees rooted at the source node which satisfies a set of traffic constraints [8] . This problem is known to be NP-complete [9] , and several heuristic approaches have been applied to solve it [6, 7] . On the other hand, the DCMST problem consists of finding the least cost broadcast and multi-cast trees rooted at the source node, which have the minimum total cost among all possible spanning trees, and also have a maximum end-to-end delay bounded by a given delay constraint D [10, 11] .
Recently, two innovative works have proposed the joint optimization of the network topology in terms of the traffic capacity and its mean time delay. This joint optimization allows obtaining reasonable quality of service (QoS) rates in the current communication networks. The joint optimization of the network taking into account traffic and delay constraints, produces the so called Delay-Constrained Capacitated Minimum Spanning Tree (DC-CMST) problem, which was first presented in [1] , and successfully solved using an ad-hoc heuristic called Least-cost (LC) heuristic. The LC heuristic starts from the solution to the CMST problem provided by the Esau and William's algorithm [7] (EW solution), and then applies two different versions of the Mean Delay Capacity Allocation Algorithm (MDCAA) in order to obtain feasible solutions for the DC-CMST. In a more recent paper [2] , the same authors proposed an exact algorithm for the DC-CMST, which provide the optimal solution to the problem. They show that this exact algorithm can compute the DC-CMST solution in reasonable time only for small networks, of less than 30 nodes. For real-size networks, in which the number of nodes is larger, exact algorithms are computationally inefficient, and thus heuristics approaches are usually a better option. In this paper we propose an evolutionary algorithm to solve the DC-CMST, which uses a Dandelion encoding to represent the complete local network. The Dandelion encoding has been recently proposed as an effective method to represent trees in evolutionary algorithms [12] , with good properties of locality (small changes in the representation make small changes in the tree). This locality produces a more effective evolutionary search than using other tree encodings such as Prüfer encoding [14] . In the paper we describe the main characteristics of the algorithm and the implementation of the Dandelion-encoding to tackle the DC-CMST problem. We also consider a different version of the DC-CMST problem, in which the source node is also part of the optimization process (in the traditional DC-CMST problem this source node is previously fixed). In the paper we discuss several modifications needed to tackle this new version of the problem. In the experimental section of this article, we compare the results obtained by our evolutionary with that of the Least Cost (LC) algorithm in [1] .
The rest of the paper is structured as follows: next section introduces the DC-CMST problem following the description in [1] . Section 3 presents the main characteristics of the Dandelion-encoding evolutionary algorithm proposed in this paper. Special analysis of the encoding, initialization, evolutionary operators and adaptation to include the source node in the optimization problem are carried out. Section 4 shows the performance of the proposed approach by comparing the results obtained in different DC-CMST instances against that of the LC heuristic. Section 5 closes the paper giving some final remarks.
DC-CMST problem formulation
The DC-CMST problem has been recently proposed in [1] . In the formulation of the DC-CMST problem, a set of assumptions must be made:
1. There is only one source node, with unlimited capacity. 2. The traffic generated at a given node (q i ) cannot exceed the maximum traffic covered by one tree (max(q i ) 6 e, i = 1,Á Á Á,n).
3. The traffic at a given node is not splintered. 4. The total traffic exceeds the maximum traffic served by one of the trees conforming the network ð P n i¼1 q i > eÞ.
5. The arrival of packets is based on a Poisson distribution. 6. The service time of packets is exponentially distributed.
With these assumptions, our formulation of the DC-CMSTP follows the one given in [1] : Obtaining a tree network with minimum total link cost, which satisfies that the total network delay time (T) is bounded by a given time (D), and also that the traffic capacity limitation is less than a given value e in each subtree. Fig. 1 shows an example of the problem definition. In order to provide a mathematical formulation of the DC-CMST problem, we need first to define several parameters of the problem. Let T be the mean time delay of the network, it can be defined as:
where m stands for the total traffic of the network (traffic between all source-destination pairs), k k is the traffic flow on link k in the current topology (packets/s) and T k is the mean delay time of link k in the current topology. Since each link k can be regarded as an independent M/M/1 queue, the mean delay T k of link k is given by the following equation [1] :
where 1 l is the average packet length (bits/packet), and C k stands for the capacity of link k in the current topology (bits/s). If we include this expression in (1), we obtain the following equation for the total network mean time delay T:
The DC-CMST problem can now be mathematically stated, in the following way:
subject to:
where, the objective function of the DC-CMSTP is given by Eq. (4), and consists of finding a collection of trees with minimal link cost (D cost ). Note that D cost depend on the values of C k (capacity of link k in the current topology (in seconds), d unit cost of link capacity and d k defined as the distance between node k in a given tree and its antecessor node in that tree (note that this distance may be different depending on the considered tree). The constraints of the DC-CMSTP are the following: the average traffic flow on a link must be smaller than the capacity of the link, Eq. (5). The mean delay of the network has to be dropped within allowable mean delay time (D), Eq. (6). The total traffic flow in one tree (R j ) must be below a value e, Eq. (7). Finally, Eq. (8) ensures that n nodes are included in the final solution. Note that variable x ij is 1 if there is a link between nodes i and j in the current topology, and 0 otherwise, as Eq. (9) states.
DC-CMST problem with source node optimization
In this paper we consider a modification of the DC-CMST problem consisting of including the selection of the optimal source node in the DC-CMST problem. In the DC-CMST definition giving in [1 and 2] , the source node was previously fixed, and it is not considered in the optimization process. In fact, if the network to be optimized is denoted as a graph G(V,E), with V the set of nodes and E the set of edges, the number of nodes involved in the DC-CMST is n = jVj À 1, since the node 0 is considered to be the source node [1, 2] . Note that this version of the DC-CMST is equivalent to launch n + 1 algorithms for the classical DC-CMST problems. Note also that, for large values of n, the computation time of algorithms for this new version of the problem may be unaffordable.
The mathematical formulation of this new version of the problem is quite similar to the traditional DC-CMST, but in this case the parameters d k , C k , k k , m depend on the specific tree and also on its root r (in the traditional DC-CMST definition these parameters only depend on the current topology considered, since the root node is always the node 0).
The DC-CMST problem with source node optimization can be stated in the following way (remaking the specific dependence on root node r):
x ij 2 f0; 1g ð 15Þ 3. A Dandelion-encoded evolutionary algorithm for the DC-CMST problem
Algorithm encoding
The Dandelion code is a Cayley-like encoding [12] which has been recently described and used for encoding trees in genetic algorithms [12, 13] . There are several decoding algorithm (string to tree) for the Dandelion code. In this paper we use the so-called fast algorithm, proposed by Piccioto in [15] , which has been also used in [13] :
Input: A Dandelion code C = (c 2 ,c 3 ,Á Á Á,c nÀ1 ). Output: The tree T 2 T n corresponding to C.
Step 1: Define the function
Step 2: Calculate the cycles associated to the function / C , Z 1 ,Z 2 ,Á Á Á,Z k . Let b i be the maximum element in cycle Z i . We assume that the cycles are recorded such that b i is the rightmost element of Z i , and that b i < b j if i < j.
Step 3: Form a single list p of the elements in Z 1 ,Z 2 ,Á Á Á,Z k , in the order they occur in this cycle list, form the first element of Z 1 to the last element of Z k .
Step 4: Construct the tree T 2 T n corresponding to C in the following way: take a set of n isolated vertices (labeled with the integers from 1 to n), create a path from vertex 1 to vertex n by following the list p from left to right, and then create the edge (i,c i ) for every i 2[2,n À 1] which does not occur in the list p.
We will illustrate this fast algorithm using the example in Fig. 2 . This figure proposes the Dandelion code C = (4,6,2,5,9,1,12,6,2,9) . Note that there are three cycles in this case, Z 1 = (6,9), Z 2 = (5) and Z 3 = (2,4) . Note also the order in which we have recorded these cycles follows the indications in the step 2 of the fast decoder algorithm. We form then the list p=[6,9,5,2,4], and construct the first part of the tree T starting from vertex 1, ending in vertex 12, and following the numbers in p. The rest of the tree is constructed by creating the corresponding edges (i,c i ) for i which are not in the list p, in this case the vertices 7,3,11,10 and 8.
Initialization of the evolutionary algorithm
In order to initialize the algorithm, we start from the EW solution, given by the algorithm in [7] . Recall that this ensures a feasible solution for the CMST. The next step is to convert this EW tree to its corresponding Dandelion code, following the tree-to-code procedure described in [12] :
Input: The EW solution (from the algorithm in [7] ) for the CMST problem. Output: A Dandelion code C EW = (c 2 ,c 3 ,Á Á Á, c nÀ1 ) corresponding to the EW solution.
Step 1: Find the unique path from one to n in T, and let p be the ordered list of intermediate vertices.
Step 2: Recover the cycles {Z i } by writing p in a left-to-right list, and closing the cycle immediately to the right of each right-toleft minimum.
Step 3: The Dandelion code corresponding with T is the unique code C EW = (c 2 ,c 3 ,Á Á Á,c nÀ1 ) such that: a) the cycles of the function / C (i) = c i are {Z i }, where / C (i) stands for the value of the ith position in string C EW ; b) for each i2[2,n À 1] which does not occur in p the first vertex on the path from vertex i to vertex n in the tree T is c i .
Using this code C EW , we generate the initial population of our Dandelion-based evolutionary algorithm by applying mutations to C EW (we call C 0 EW to a given mutation of C EW ), in such a way that C 0 EW ðiÞ 2 ½2; n À 1. The delay constraint to obtain a solution to the DC-CMST is tackled by the objective function of the algorithm, as we will show later.
Evolutionary operators
Our evolutionary algorithm is structured in the traditional form of a classic genetic algorithm [16] , with procedures of Selection, Crossover and Mutation. The Selection procedure is the standard roulette wheel, in which the probability of survival of a given individual is proportional to its fitness value. A two-points Crossover operator is applied, where the parents are randomly chosen among the individuals in the population. The Mutation operator changes specific values of C, substituting its value by a different one in [2, n À 1]. Regarding the parameters of the algorithm, we have implemented the standard values of Crossover (P c = 0.6) and Mutation (P m = 0.01) operators. The population size is 100 and the generations number has been fixed to 1000, after which we keep the best tree encountered so far. In addition to the standard operators, we include a local search consisting in applying the Prim's algorithm [17] over each sub-tree of the individuals, in every generation of the algorithm. This makes that each sub-tree in the network is a MST. Since the objective function consists of a sum involving the distances between nodes belonging to the same sub-tree, it is expected that this procedure improves the quality of the final solution of the algorithm.
Constraints requirements of the DC-CMST and objective function
In [1] is shown that if we consider a restriction to the DC-CMST as:
values of C k can be calculated as
note that if we use these values of C k , we ensure that the generated tree always fulfils Constraints (5) and (6), and we only have to manage Constraint (7) in our evolutionary algorithm. The objective function of our Dandelion evolutionary algorithm is given next. First we define the following parameter:
where j is the set of values such that P i2R j q i Á x ij > e. Note that this parameter measures the excess of traffic in sub-tree R j . The idea is to include it in the objective function, in order to correct the traffic excess in sub-trees by means the evolution process. The objective function considered for the DC-CMST is then:
Tackling the source node optimization
The Dandelion-encoded evolutionary algorithm proposed can be adapted to solve the DC-CMST with source node optimization, by including the root node into the algorithm's encoding. In this case, a given individual of the algorithm can be encoded as x= [C,r] , where C is a dandelion code representing the tree, and r2[0,n] is a number representing the node which must be used as source node. This way we avoid having to launch the evolutionary algorithm n times, once per possible root node. Of course, the search space in which the evolutionary must search for is larger now than in the traditional DC-CMST.
Experiments and results
In order to test the performance of our proposal, we have done a computational experience similar to the one shown in [1] . For comparison purposes we have implemented the LC algorithm following its description in [1] , and we compare our results with that of this approach. A set of 15 DC-CMST instances have been constructed, in networks of 30, 50 and 70 nodes (5 networks of each case), following the instance construction procedure given in [1] .
Our first experimental analysis consists of comparing the Dandelion EA proposed in this paper with the LC algorithm in the traditional DC-CMST. Table 1 reports the details of this comparison. Note that the LC algorithm is deterministic, so one value for each instance is obtained. On the other hand, our EA algorithm has been launched 30 times, and we provide the best, mean and standard deviation values for each instance. Our EA has been run using a population of 100 individuals during 1000 generations.
The results showed in Table 1 confirm the good performance of our approach. The Dandelion-encoded EA is able to obtain better results than the LC algorithm in all cases considered. In all the instances tackled, the best value found by our Dandelion-encoded EA is better than the result obtained by the LC algorithm. Moreover, we find that in all instances considered but one (instance 15), the mean value of the 30 runs with the EA is better than the result obtained by the LC algorithm. The differences between the proposed EA and the LC algorithm are larger as the instances' size grows. This means that our EA is more scalable than the LC algorithm. Fig. 3 shows the evolution of the best run for DC-CMST instance #1. Note that the algorithm's evolution has the form of steps, with flat zones between improvements. This behavior is consistent with the algorithm proposed: recall that we include a MST local search in each sub-branch of the tree, so small improvements in the objective function (associated with small changes in sub- Generations Objective function Fig. 3 . Evolution of the EA in DC-CMST instance #1. branches) are discarded. The improvements are obtained when individuals with a better structure appear, which will be quite different from existing individuals.
The second round of experiments performed consists of solving the DC-CMST with source node optimization. Using the 15 DC-CMST instances considered before, we apply the Dandelion EA modified to tackled this problem, and compare the results with the proposed EA algorithm without source node optimization (sno). Table 2 shows these results. As expected, the optimization of the source node within the algorithm provides better networks in terms of the objective function given by Eq. (20). The computation time of the EA algorithm with sno optimization is similar to the EA without sno, since both algorithms are launched with the same number of individuals in the population and same number of generations. Note that the alternative to the EA with sno (i.e. launching one EA for each possible source node) is computationally infeasible in the majority of cases, and the EA with sno is a good alternative.
Conclusions
In this paper we have presented a Dandelion-encoded evolutionary algorithm for the Delay-Constrained Capacitated Minimum Spanning Tree (DC-CMST) problem. This problem arises in the topological design of communication networks, and is complicated because it considers optimization of the network topology in terms of the traffic capacity and its mean time delay. Due to this complexity, only heuristic approaches have been applied to this problem. Specifically, the best algorithm to solve the DC-CMST is known as the Least-Cost heuristic (LC). In the paper we show that the Dandelion-encoded evolutionary algorithm we propose is able to improve the results of the LC heuristic in several DC-CMST problem instances. 
