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DIVISOR SEQUENCES OF ATOMS IN KRULL MONOIDS
NICOLAS R. BAETH, TERRI BELL, COURTNEY R. GIBBONS, AND JANET STRIULI
This paper is dedicated to Roger and Sylvia Wiegand — mentors, role models, and friends — on the occasion of
their combined 151st birthday.
Abstract. The divisor sequence of an irreducible element (atom) a of a reduced monoid H is the
sequence (sn)n∈N where, for each positive integer n, sn denotes the number of distinct irreducible
divisors of an. In this work we investigate which sequences of positive integers can be realized as
divisor sequences of irreducible elements in Krull monoids. In particular, this gives a means for
studying non-unique direct-sum decompositions of modules over local Noetherian rings for which
the Krull-Remak-Schmidt property fails.
1. Introduction
When the Krull-Remak-Schmidt theorem holds (for example, for the class of finitely generated
modules over a complete local Noetherian ring), direct-sum decomposition of modules is unique.
When Krull-Remak-Schmidt fails, one can ask: for each indecomposable module M over a local
Noetherian ring R and for each positive integer n, how many non-isomorphic indecomposable R-
modules are isomorphic to direct summands of M ⊕ · · · ⊕M︸ ︷︷ ︸
n
? Of course the answer depends on
the ring R and the module M , but if we fix these two objects and let n vary, what sequence do we
get? More generally, we are interested in understanding which sequences of positive integers arise
in this way when R and M are allowed to vary.
In [9] R. Wiegand showed that every finitely generated Krull monoid can be realized as +(M),
the semigroup of isomorphism classes of R-modules that are direct summands of direct sums of
finitely many copies of M , for some R-module M . This motivated the question above, stated in
[10, Section 9] in the language of Krull monoids, where the sequences in question are referred to as
divisor sequences. As mentioned in that paper, Hassler [6] gave a single example illustrating that
not all reasonable sequences can be realized in this manner. The goal of this work is to describe
what sequences occur in this way if one begins with an irreducible element in a Krull monoid:
Question 1.1 (R. and S. Wiegand). What nondecreasing, eventually constant sequences
(1, . . . , 1, sn, sn+1, . . .)
with sn ≥ 3 occur as the divisor sequence of an irreducible element in a Krull monoid?
Our main result, given in Theorem 4.2 and Corollaries 4.3 and 4.4 is summarized here, and gives
an answer to the above question. The necessary definitions are given in Section 2.
Main Result. Let s = (sn)n and (tn)n be eventually constant nondecreasing integer sequences
with s1 = t1 = 1.
(1) Given irreducible elements x and y in Krull semigroups H1 and H2 with divisor sequences
(sn)n and (tn)n, there is a Krull semigroup H and an irreducible element z ∈ H with divisor
sequence (sn + tn − 1)n.
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(2) If sn+1 − sn 6= 1 for all n, then s is the divisor sequence of an irreducible element in some
Krull monoid.
(3) If s2 ≥ 3|{n : sn+1− sn = 1}|+1, then s is the divisor sequence of an irreducible element in
some Krull monoid.
First, in Section 2, we will introduce the relevant definitions and notation. In Section 3, we
provide some infinite families of sequences satisfying some natural properties (see Proposition 2.5)
that can and cannot occur as divisor sequences of atoms in Krull monoids. In Section 4, we give
our main results. In particular, we provide a method for glomming together (see Theorem 4.2) two
Krull monoids with fixed atoms in such a way that one obtains an atom in a new Krull monoid
whose divisor sequence can easily be obtained from the divisor sequences of the two fixed atoms.
Then, in Corollary 4.4, we show that most sequences satisfying the properties of Proposition 2.5
are realizable as the divisor sequence of an atom in a Krull monoid. Finally, in Section 5, we study
the effect of transfer homomorphisms on divisor sequences.
2. Preliminaries
Throughout, N = {1, 2, 3, . . .} denotes the set of positive integers and N0 = N ∪ {0}. We take a
monoid H to be a commutative, cancellative (given a, b, c ∈ H, if ab = ac, then b = c) semigroup
with the unit element 1. Moreover, we consider only reduced monoids (for a, b ∈ H, if ab = 1, then
a = b = 1.) Let H be a reduced monoid. For elements a, b ∈ H we write a |H b if there exists an
element c ∈ H such that b = ac. An element a ∈ H\{1} is an atom (or is said to be irreducible) if
the equality a = bc, for some b, c ∈ H, implies b = 1 or c = 1. We denote the set of atoms of H by
A(H). Given an element h ∈ H we will set An(h) to be the set {a ∈ A(H) : a | hn}. Of course one
can write a monoid using additive notation, with 0 the only invertible element and with a an atom
if a = x+ y implies exactly one of x or y is zero. For convenience, we will often do just that, with
the notation just defined adjusted accordingly. We can now define the main object of interest.
Definition 2.1. Let h be an element of a reduced monoid H. The divisor sequence of h is the
sequence s(h) = (sn)n∈N where each n ∈ N, sn is the cardinality of the set An(h). For convenience,
if there is some N such that sn = sn+1 for all n ≥ N , we write s(h) = (s1, s2, . . . , sN−1, sN ).
We illustrate this concept now with three simple examples.
Example 2.2.
(1) If H is a unique factorization monoid and h ∈ H\{1}, h factors uniquely as h = ar11 · · · armm
for distinct atoms a1, . . . , am ∈ H and r1, . . . , rm ∈ N. Then s(h) = (m,m, . . .) = (m).
(2) Let H be the additive reduced monoid H = {[ xy ] : x+ 2y ≡ 0 mod 3}. The atoms of H are
α = [ 30 ], β = [
0
3 ], and γ = [
1
1 ]. Since γ + γ + γ = α+ β, s(γ) = (1, 1, 3).
(3) Let x be an indeterminate and let H = {xt : t ∈ {0, 4, 5, 6, 8, 9, 10, . . .}}, a multiplicative
submonoid of Q[x]. Then H is a reduced monoid with A(H) = {x4, x5, x6}. It is easy to
check that s(x4) = (1, 1, 2, 3), s(x5) = (1, 3), and s(x6) = (1, 2, 3).
Remark 2.3. An atom a of a reduced commutative cancellative semigroup H is a strong atom
(see [1]) if the only atom of H that divides powers of a is a itself. Example 2.2(1) then can be
generalized to say that h is a strong atom if and only if s(h) = (1, 1, 1, . . .). Thus, in general, the
growth of the sequence s(h), for an atom h, provides a measure of how far h is from being a strong
atom.
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In large part because the motivation for studying divisor sequences comes from module theory,
we restrict our study to Krull monoids. Therefore, in what follows we will consider only divisor
sequences s(a) with a an atom of a Krull monoid H. A thorough treatment of Krull monoids and
their arithmetic can be found in [4].
Let H and D be two monoids, a divisor homomorphism is a semigroup homomorphism ϕ : H →
D such that, for x, y ∈ H, x |H y if and only if ϕ(x) |K ϕ(y). A monoid H is Krull if there is a
divisor homomorphism ϕ : H → F for some free monoid F .
The proposition below [10, Proposition 2.7] gives equivalent characterizations of Krull semi-
groups; we will often use statement (2) when we wish to prove that a semigroup is Krull.
Proposition 2.4 ([10], Proposition 2.7). Let H be a finitely generated reduced monoid. The fol-
lowing are equivalent.
(1) H is Krull.
(2) H is a positive normal affine semigroup; that is, H is isomorphic to a finitely generated
subsemigroup of Nt0 for some positive integer t and such that if g ∈ ZH and Ng ∈ H for
some N ∈ N, then g ∈ H.
(3) H is isomorphic to a full subsemigroup H ′ of Ns0 for some s ≥ 1; the inclusion H ′ ⊆ Ns0 is
a divisor homomorphism.
(4) H is isomorphic to an expanded subsemigroup H ′ of Nt0 for some t ≥ 1; H = Nt0 ∩ L for
some Q-subspace L of Qt.
(5) H ∼= G ∩Nt0 for some t ≥ 1 and some subgroup G of Zt.
Let a and b be atoms of a finitely generated reduced Krull monoid H. If m < n, then it is clear
that b | am implies b | an. Consequently, s(a) is always a nondecreasing sequence. It is also clear
that if b | a, then b = a, and so s(a) begins with 1. And, since H is finitely generated, A(H) is
finite and thus s(a) eventually stabilizes. Another easy, though less obvious fact, pointed out in
[10, Section 9], is that 2 does not appear in s(a) if a is an atom. Indeed, suppose that this is not
the case and let n ∈ N be the smallest integer such that an is divisible by precisely two atoms, a
and b 6= a. Since b | an, an = bkam for some positive integerms m ≤ n and k. By cancellation,
bk = an−m. By Proposition 2.4, we can view H as an additive full submonoid of N(t) for some t.
Using the component-wise partial ordering on N(t), b ≤ a or a ≤ b, depending on the values of k
and n −m. Then in N(t), and also in H since H is full in N(t), b | a or a | b. Since a and b are
irreducible, we have that a = b.
The observations above can be summarized in the following, [10, Section 9]:
Proposition 2.5. Let a be an atom of a finitely generated reduced Krull monoid and let s(a) =
(sn)n∈N. Then
(1) s1 = 1,
(2) sn 6= 2 for any n ∈ N,
(3) sn+1 ≥ sn, for all n ∈ N,
(4) there exists N ∈ N such that sn = sn+1 for all n ≥ N .
Remark 2.6. Clearly all but the second condition of Proposition 2.5 hold for the divisor sequence
of an atom in any commutative cancellative monoid that is finitely generated. However, the second
condition need not hold; see Example 2.2(3). Thus the existence of certain divisor sequences can
be used as a test to determine that a monoid is not Krull.
Before closing the section, we prove a useful generalization of Proposition 2.5(2). This result will
be used in Section 3 to show that certain sequences cannot occur as divisor sequences of atoms in
Krull monoids.
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Lemma 2.7. Let H be a finitely generated reduced Krull monoid. Let x, y ∈ A(H) and let m,n ∈ N
with m ≤ n− 1. If xm | yn but xm ∤ yn−1, then xm+1 ∤ yn.
Proof. As H is Krull we can view (Proposition 2.4) H as a full submonoid of N
(t)
0 for some t ≥ 1.
For the sake of contradiction, assume that xm+1 | yn. With additive notation in N(t)0 , it follows
that mxi ≤ nyi holds for all i ∈ {1, . . . , t}, (m + 1)xi ≤ nyi holds for all i ∈ {1, . . . , t}, and
mxj > (n− 1)yj holds for some j ∈ {1, . . . , t}. Choosing such a j, we obtain
(m+ 1)xj ≤ nyj = (n− 1)yj + yj < mxj + yj,
and so xj < yj. This implies (n − 1)yj < mxj < myj, which lead to a contradiction since
m ≤ n− 1. 
3. Examples and Nonexamples
In this section, we provide examples of Krull monoids and some divisor sequences realized by
some of their irreducible elements. As will become clear in Section 4, we are primarily interested in
divisor sequences with nice features: small initial entries and with increases of small size at desired
indices. These examples (and their nice features) allow us, in Section 4, to describe a heuristic for
constructing new divisor sequences with desired features. We also give some examples of sequences
that cannot be obtained as divisor sequences of atoms in Krull monoids.
Our first example allows for the construction of a divisor sequence whose only values can be 1
or (n+ 1)s, where n ≥ 2 and where the first n+ 1 can appear as early as the second entry.
Theorem 3.1. Let n, k ∈ N with n, k ≥ 2. There exists a Krull monoid H and an irreducible
element a ∈ H such that s(a) = (sn)n∈N where{
si = 1, for i < k,
si = n+ 1, for i ≥ k.
Proof. Let k and n be positive integers, and set N :=
(
n+k−1
n−1
)
. There are N ordered partitions of
k as a sum of n nonnegative integers. Let A be the N × n matrix whose rows correspond to the N
partitions ordered lexicographically. That is, the first row of A is a1 =
[
k 0 · · · 0], the second
row of A is a2 =
[
k − 1 1 0 · · · 0], and the Nth row of A is aN = [0 · · · 0 k]. Denote
the columns of A by x1, . . . ,xn, and set x0 to be the N -dimensional tuple
[
1 · · · 1]T . For each
i ∈ {0, . . . , n}, denote by xi[j] the jth coordinate of the vector xiwhich corresponds to the ijth
entry of the matrix A.
Now let H be the submonoid of N
(N)
0 generated by x0, . . . ,xn; in particular H is the set of all
vectors in N
(N)
0 of the form
∑n
i=0 cixi with each ci ∈ N0. By the construction of the matrix A,
it is clear that
∑n
i=1 xi = kx0. We will show that xi is an irreducible element in H, for each
i = 1, . . . , n. Then, as H is generated by the xi and since
∑n
i=1 xi = kx0, |A(x0)k| = n + 1.
Moreover, for each i ∈ {1, . . . , n}, xi[j] = k for some j ∈ {1, . . . , N} and thus there are no ci ∈ N0
so that
∑n
i=1 cixi = lx0 if l < k. Consequently |A(x0)l| = 1 if l < k and s(x0) = (1, . . . , 1, n + 1).
We now show that each xi is an irreducible element in H for i = 0, . . . , n. Since the vectors xi
for i = 1, . . . , N generate M , we need only show that for each i = 1, . . . , n, xi cannot be written
as an N0-linear combination of the other xjs. For each i ∈ {1, . . . , n}, there is j ∈ {1, . . . , N} such
that xi[j] = k > 1. Since x0[j] = 1, x0 is not an N0-linear combination of x1, . . . ,xn. Conversely,
for all i ∈ {1, . . . , n}, there is a j ∈ {1, . . . , N} such that xi[j] = 0 and so if xi =
∑
j 6=i cjxj with
each cj ∈ N0, c0 = 0. Moreover, for each i ∈ {1, . . . , n}, there is j ∈ {1, . . . , N} such that xi[j] = k
4
and xl[j] = 0 for all l ∈ {1, . . . , n}\{i}. Thus xi =
∑
j 6=i cjxj with each cj ∈ N0 is impossible and
so each xi is irreducible in M .
We finish the proof by showing that H is indeed a Krull monoid. We show that H is an expanded
submonoid of NN0 , and hence Krull by Proposition 2.4. Let y ∈ ZH and suppose that my ∈ H for
some m ∈ N. We must show that y ∈ H. Since my ∈ H, we can write
(3.1) my =
n∑
i=0
cixi,
for some ci ∈ N0. If necessary, we can use the relation
∑n
i=1 xi = kx0 to replace c0, c1, . . . , cn by
c0 + k, c1 − 1, . . . , cn − 1. Thus we may assume that cj = 0 for some j ∈ {1, . . . , n}. Considering
only the first coordinate of the xi’s, that is the first row of the matrix A, x0[1] = 1, x1[1] = k,
and xi[1] = 0 for all i ∈ {2, . . . , n}. Thus, considering only the 1st coordinate, Equation (3.1)
becomes my[1] = c0 + kc1. Similarly, considering rows 2, . . . , n of A, Equation (3.1) becomes
my[i] = c0 + c1(k − 1) + ci for each i ∈ {2, . . . , n}. Modulo m, these n equations become 0 ≡
c0 + c1k ≡ c0 + c1(k − 1) + ci mod m, whence ci ≡ c1 mod m for all i ∈ {1, . . . , n}. Now since
cj = 0 for some j, ci ≡ 0 mod m for all i ∈ {1, . . . , n}. But then c0 ≡ 0 mod m as well and
Equation (3.1) becomes
(3.2) y =
n∑
i=0
ci
m
xi
where cim ∈ N0 for each i ∈ {0, . . . , n}. Thus y ∈ H and H is Krull. 
The next result is obtained in a similar way and allows for the construction of divisor sequences
with an increase of size 1 in a desired entry. There is, however, a catch in that this increase must
happen at an odd index and requires earlier entries in the sequence to be sufficiently large. These
sequences will be used to build more general sequences in Section 4.
Proposition 3.2 ([7]). Let n, k ∈ N such that k is odd and k ≥ 3, and n ≥ 4. There exists a Krull
monoid H and an irreducible element a ∈ H with s(a) = (sn)n∈N such that

s1 = 1;
si = n, 1 < i < k,
si = n+ 1, i ≥ k.
In light of Propositions 3.1 and 3.2, it is natural to ask what other sequences (sn)n∈N for which
sN+1−sN = 1 for some N ∈ N, can be realized as divisor sequences of atoms in Krull monoids. The
next result gives necessary and sufficient conditions for the realizability of certain such sequences.
Proposition 3.3. Let s = (si)i∈N be a nondecreasing sequence of positive integers that eventually
stabilizes such that 

s1 = 1;
si = 3, 1 < i < n− 1;
sn = 4.
There exists an irreducible element x in a Krull monoid H such that s = s(x) if and only if n is
odd.
Before we prove the proposition, recall that the block monoid B(Zn, {1,m}) is the submonoid of
the free monoid F({1,m}) containing formal products of 1s and ms whose elements would sum to
zero in Zn. Each of its elements has the form 1
amb, with 0 ≤ a, b ≤ n and a+mb = nk for some
k ≥ 1.
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Proof. Write n = 2m+1 for a positive integer m. By [2, Theorem 2.1], B(Zn, {1,m}) has precisely
four irreducible elements: 1n, 11m2, 1m+1m,mn. It is then easy to see that if s(1m+1m) = (sn)n,
then 

s0 = 1;
si = 3, 1 ≤ i ≤ 2m;
si = 4, i > 2m.
In particular, if n is odd, s = s(x) where x is an irreducible element in a Krull monoid B(Zn, {1,m}).
Now suppose that H is a Krull monoid and that x ∈ H is irreducible with s(x) = s. Since
|A2(x)| = 3 and H is Krull, we can write x2 = yz for irreducible elements y and z in H. We note
that x2 6= xmyn for any m,n ≥ 2 by Lemma 2.7. We claim that for any i ∈ {2, . . . , n − 1}, yj | xi
if and only if zj | xi; which implies that the only factorizations of xi have the form xi−2jyjzj for
0 ≤ j ≤ i/2. If xi = xaybzc, then xi−a = ybzc, so we may assume that a = 0; that is, xi = ybzc.
Write i = 2d + ǫ where ǫ ∈ {0, 1}. Then xǫydzd = ybzc. If d ≤ b, c, then xǫ = yb−dzc−d which is
a contradiction unless b = c = d. If d ≥ b, c, then xǫyd−bzd−c = 1 which is a contradiction unless
ǫ = 1 and b = c = d. Thus, without loss of generality, we may assume that c ≤ d ≤ b. Now
xǫzd−b = yb−d, and so x2d−2c+ǫ = xǫzd−cyd−c = yb−c, which since H is Krull, is a contradiction
unless b = c = d.
Suppose, for the sake of contradiction, that n = 2k is even. Then xn = ykzk. Since |An(x)| = 4
and H is Krull, xn = wxaybzc for a, b, c ≥ 0. Again by Lemma 2.7, the exponent on w cannot be
larger than 1 since w ∤ xn−1. Since |Ai(x)| < 4 for i < n, a = 0. Without loss of generality, assume
b ≥ c, so that xn+1 = wyb−cyczc = wyb−cx2c. Then xn+1−2c = wyb−c, which is impossible unless
c = 0. Thus the only factorization of xn that involves w is xn = wyb for b ≥ 1. Now wyb = ykzk.
Since yk | xn and yk ∤ xn−1, yk+1 ∤ xn by Lemma 2.7. Thus b ≤ k and so wyb = ykzk becomes
w = yk−bzk, a contradiction. Therefore n must be odd if s = s(x) for an irreducible x in a Krull
monoid H. 
The next proposition and example give a partial generalization of Proposition 3.3.
Proposition 3.4. Let m < n be positive integers and let s = (si)i∈N be a nondecreasing sequence
of positive integers that eventually stabilizes such that

si = 1, 1 ≤ i < m;
si = 3,m ≤ i < n;
sn = 4.
If s = s(x) where x is an irreducible element in a Krull monoid H, then m ∤ n.
Proof. Suppose that H is a Krull monoid and that x ∈ H is irreducible with s(x) = s. Write
n = mq + r with q ≥ 1 and 0 ≤ r < m. Since |Ai(x)| = 3 for all i ∈ {m, . . . , n − 1}, an
argument similar to that in the proof of Proposition 3.3 shows that the only factorizations of xi,
for i ∈ {m, . . . , n − 1}, have the form xi−mjyjzj. Since |An(x)| = 4, an argument similar to that
in the proof of Proposition 3.3 gives the existence of an irreducible element w such that xn = wyb
with b ≥ 1 is the only factorization of xn involving w. If m | n, then r = 0 and wyb = xn = yqzq.
Since yq | xn and yq ∤ xn−1, Lemma 2.7 implies that yq+1 ∤ xn, so that b ≤ q. Thus w = yq−bzq, a
contradiction. Thus m ∤ n. 
We conclude this section with one final example illustrating the existence of divisor sequences of
the form (1, 1, . . . , 1, 3, 3, . . . , 3, 4) provided the positions of the first 3 and first 4 do not violate the
conditions of Proposition 3.4.
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Example 3.5. Let m be an odd integer and set n = (3m + 1)/2. Note that gcd(m,n) = 1
and that n < 2m. Let H = B(Zn, {1,m}). The elements of H all have the form 1amb with
0 ≤ a, b ≤ n and a + mb = nk for some k ≥ 1. By [2, Theorem 2.1], the irreducible elements
of H are: mn, 1m3, 1n−mm, 1n. It is then easy to check that s(1m3) = (1, . . . , 1︸ ︷︷ ︸
n−m−1
, 3, . . . , 3︸ ︷︷ ︸
m
, 4) and
s(1n−mm) = (1, 1, 3, . . . , 3︸ ︷︷ ︸
n−3
, 4).
4. Glomming and its Consequences
Suppose that we have constructed two Krull monoids H1 and H2 and irreducible elements x ∈ H1
and y ∈ H2 with divisor sequences respectively equal to s(x) and s(y). The goal of this section is to
glom together H1 and H2 to form a new Krull monoid G(H1,H2) containing an irreducible element
z with divisor sequence s(z) that can be computed from s(x) and s(y).
To this end, we consider first differences of divisor sequences. Given a divisor sequence s(h) =
(s1, s2, . . .), define the first difference sequence ∂s = [si+1 − si]i≥1. In this section we will use the
notation from the following setup.
Setup 4.1. Let H1 be a Krull monoid so that the inclusion H1 ⊆ N(t1)0 is a divisor theory. That
is, whenever h ∈ ZH1 and whenever B ∈ N with Bh ∈ H, then h ∈ H1. Let x0,x1, . . . ,xm form
a set of irreducible elements of H1 so that the only atoms of H1 that appear in factorizations of
sums of x0 are the xi. Similarly, let H2 be a Krull monoid with divisor theory H2 ⊆ N(t2)0 , and
let y0,y1, . . . ,yn form a set of irreducible elements so that the only atoms of H2 that appear in
factorizations of sums of y0 are the yj . Without loss of generality, we may assume that x0[k] 6= 0
for all k = 1, . . . , t1 (and similarly, we may assume y0[k] 6= 0 for all indices k = 1, . . . , t2). Indeed, if
x0[j] = 0 for some j, then xi[j] = 0 for all i = 1, . . . ,m. In this situation, one could simply replace
H1 with its projection ignoring the jth component.
We now glom together H1 and H2 to form the new monoid G(H1,H2) ⊆ N(t1)0 ⊗N0 N(t2)0 . Set
G(H1,H2) = 〈x0 ⊗ y0, {xi ⊗ y0 : 1 ≤ i ≤ m}, {x0 ⊗ yj : 1 ≤ j ≤ n}〉
=

a(x0 ⊗ y0) +
m∑
i=1
bi(xi ⊗ y0) +
n∑
j=1
cj(x0 ⊗ yj) : a, bi, cj ∈ N0

 ⊆ N(t1)0 ⊗N0 N(t2)0 .
That is, G(H1,H2) ⊆ N(t1)0 ⊗N0 N(t2)0 ∼= N(t1+t2)0 is contained in a tensor product H1 ⊗N0 H2 of two
commutative Krull semigoups. We note that tensor products of semigroups always exist and satisfy
the usual universal properties; see [5].
We can now state the Fundamental Theorem of Glomming.
Theorem 4.2 (Fundamental Theorem of Glomming). Let H1 ⊆ N(t1)0 and H2 ⊆ N(t2)0 be as in
Setup 4.1 with s(x0) = (s1, s2, s3, . . .) and s(y0) = (t1, t2, t3, . . .). Then the following hold:
(1) x0 ⊗ y0 is an irreducible element in G(H1,H2),
(2) G(H1,H2) is a Krull semigroup, and
(3) s(x0 ⊗ y0) = (s1 + t1 − 1, s2 + t2 − 1, s3 + t3 − 1, . . .).
In particular, as sequences, ∂s(x0 ⊗ y0) = ∂s(x0) + ∂s(y0).
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In light of Proposition 2.4, given any two Krull semigroups H1 and H2 and irreducible elements
x ∈ H1 and y ∈ H2, we can view x as x0 and y as y0 in Setup 4.1. Consequently, there is an
irreducible element z in some other Krull semigroup so that ∂s(z) = ∂s(x) + ∂s(y). We will use
this observation to build new divisor sequences at the end of this section.
Proof. First observe that if ax0 =
∑m
i=1 bixi for some a, bi ∈ N0, then
a(x0 ⊗ y0) = (ax0)⊗ y0 =
(
m∑
i=1
bixi
)
⊗ y0 =
m∑
i=1
bi(xi ⊗ y0).
Similarly, if ay0 =
∑n
j=1 ciyj for some a, cj ∈ N0, then
a(x0 ⊗ y0) = x0 ⊗ (ay0) = x0 ⊗

 n∑
j=1
cjyj

 = n∑
j=1
cj(x0 ⊗ yj).
Thus relations from H1 and H2 are preserved in G(H1,H2). We now show that no additional
relations among the generators of G(H1,H2) can occur. Suppose that
a(x0 ⊗ y0) =
m∑
i=1
bi(xi ⊗ y0) +
n∑
j=1
cj(x0 ⊗ yj),
for some a, bi, cj ∈ N0. We now construct a bilinear map β : H1×H2 → N(t1t2)0 . For each i = 0, . . . ,m
consider the elements in xi ∈ N(t1t2)0 formed by repeating t2 times the element xi. That is, if we
denote the jth entry of xi by xi[j] then xi[k] = xi[h] for each k = 1, . . . , t1t2 where h is the unique
positive integer such that k = qt1 + h for some q ∈ N0.
Similarly, for each yi, one can build yi ∈ N(t1t2)0 by repeating t1 times each of the entries of
yi. Now define β(xi,yj) = xi ∗ yj where ∗ denotes the standard component-wise multiplication of
vectors in N
(t1t2)
0 .
Since β is bilinear, by the universal property of the tensor product, β will take the same value on
the elements (ax0,y0) and (x0 +
∑m
i=1 bixi,y0 +
∑n
j=1 cjyj). In particular, the following equality
holds
(a− 1)(x0 ∗ y0) = y0 ∗
m∑
i=1
bixi + x0 ∗
n∑
j=1
cjyj +
∑
(i,j)∈[1,m]×[1,n]
bicjxi ∗ yj.
Then, for each k ∈ [1, t1t2],
(a− 1)x0[k]y0[k] = y0[k]
m∑
i=1
bixi[k] + x0[k]
n∑
j=1
cjyj [k] +
∑
(i,j)∈[1,m]×[1,n]
bicjxi[k]yj[k].
This implies that (a − 1)x0[k] ≥
∑m
i=1 bixi[k] for each k ∈ [1, t1t2] and therefore (a − 1)x0[k] ≥∑m
i=1 bixi[k] for each k ∈ [1, t1]. Consequently, (a − 1)x0 ≥
∑m
i=1 bixi in N
(t1)
0 . Since H1 is Krull,
(a−1)x0 ≥
∑m
i=1 bixi in H1 as well. That is, there is some factorization of (a−1)x0 in H1 involving
all xi such that bi > 0. Similarly, there is some factorization of (a − 1)y0 in H2 involving all yj
such that cj > 0. Thus no new relations are found in G(H1,H2).
We now show that each of the generators of G(H1,H2) is in fact irreducible.
Suppose that xi ⊗ y0 = xk ⊗ y0 +
∑n
u=1wu ⊗ zu for some i 6= k and some wu ∈ H1 and
zu ∈ H2. Then, applying the bilinear map β defined above, xi ∗ y0 ≤ xk ∗ y0 in N(t1t2)0 . But then
xi[l]y0[l] ≤ xk[l]y0[l] for all l ∈ [1, t1t2] and so xi[l] ≤ xk[l] for all l ∈ [1, t1]. Therefore xi ≤ xk in
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N
(t1)
0 . Since H is Krull, xi ≤ xk in H1 as well, contradicting the fact that xi and xk are irreducible
in H1. Similarly, no x0 ⊗ yj is comparable to any other x0 ⊗ yk in G(H1,H2).
Finally, suppose that xi⊗ y0 = x0 ⊗yj +
∑n
u=1wu⊗ zu for some i ∈ [1,m], j ∈ [1, n], wu ∈ H1,
and zu ∈ H2. Define, for each index k ∈ [1, t1] and l ∈ [1, t2], γk,l : H1 ×H2 → N0 by γk,l(xi,yj) =
xi[k]yj [l]. For each k and l, this is a bilinear map and so xi[k]y0[l] ≥ x0[k]yj [l] for each pair (k, l).
But, since x0 and xi are incomparable in H1 and since y0 and yj are incomparable in H2, we can
choose k and l so that x0[k] > xi[k] and y0[l] < yj [l], contradicting xi[k]y0[l] ≥ x0[k]yj [l]. This
shows that no xi ⊗ y0 is divisible by any x0 ⊗ yj. A similar argument shows that no x0 ⊗ yj is
divisible by any xi ⊗ y0 and thus all of the given generators of G(H1,H2) are irreducible.
Finally, we show that G(H1,H2) is Krull. Suppose that δ ∈ ZG(H1,H2). By considering the
forms of the generators of G(H1,H2), δ = h1 ⊗ y0 + x0 ⊗ h2 for some h1 ∈ ZH1 and h2 ∈ ZH2. If
N ∈ N0 and Nδ ∈ G(H1,H2), Nh1 ⊗ y0 + x0 ⊗Nh2 ∈ G(H1,H2). We claim that Nh1 ∈ H1 and
Nh2 ∈ H2. Assuming this claim, since each of H1 and H2 is Krull, h1 ∈ H1 and h2 ∈ H2, whence
δ ∈ G(H1,H2). Thus the new semigroup G(H1,H2) is Krull. We now show that Nh1 ∈ H1 and
Nh2 ∈ H2. Because Nδ ∈ G(H1,H2), we can write Nδ = k1 ⊗ y0 + x0 ⊗ k2 with ki ∈ Hi. That
is, (Nh1 − k1) ⊗ y0 + x0 ⊗ (Nh2 − k2) = 0 in ZG(H1,H2) ⊆ Z(t1+t2). Consider the bilinear map
Z(t1) ×Z(t2) → Z(t1!t2!) defined by taking the product of each entry of Z(t1) with each entry of Z(t2)
as the components of Z(t1) and Z(t2) sequence through each of the t1!× t2! possible permutations.
Then, for each l1 ∈ [1, t1] and l2 ∈ [1, t2], (Nh1l1 − k1l1 + x0l1)(Nh2l2 − k2l2 + y0l2) = 0. Since
we have considered all permutations of the entries of these vectors, without loss of generality
Nh1l1 − k1l1 + x0l1 = 0 for all l1 ∈ [1, t1] and thus Nh1 − k1 + x0 = 0. But then Nh1 =
k1 − x0, and since k1,x0 ∈ H1 and H1 is Krull, Nh1 ∈ H1 as well. Also, since −x0 = Nh1 − k1,
(Nh1 −k1)⊗ y0+ x0⊗ (Nh2 −k2) = 0 becomes x0 ⊗ (Nh2 − k2− y0) = 0. Since x0 is nonzero in
each component, using the bilinear map from above gives Nh2 − k2 − y0 = 0. Since k2,y0 ∈ H2
Nh2 = k2 + y0 ∈ H2 as well. This proves the claim, finishing the proof.
Because all relations from H1 and H2 are preserved in G(H1,H2) and as no new relations are
created in this tensor product, xi ⊗ y0 is a divisor of a(x0 ⊗ y0) only when xi is a divisor of ax0
in H1 and x0 ⊗ yj is a divisor of a(x0 ⊗ y0) only when yj is a divisor of ay0 in H2. Consequently,
s(x0 ⊗ y0) = (s1 + t1 − 1, s2 + t2 − 1, s3 + t3 − 1, . . .) in G(H1,H2) when s(x0) = (s1, s2, s3, . . .) in
H1 and s(y0) = (t1, t2, t3, . . .) in H2. 
We finish the section by compiling a list of results that are consequences of the examples from
Section 3 and Theorem 4.2. The first result of this kind, Corollary 4.3, combines Theorems 3.1 and
4.2, showing that sequences with only jumps of size 2 and larger are realizable as divisor sequences
of irreducible elements in Krull monoids. Then, in Corollary 4.4, we give a heuristic for building
divisor sequences involving jumps of size 1.
Corollary 4.3. Let s = (sn)n be a nondecreasing eventually constant sequence of positive integers
such that such that s1 = 1 and si+1− si ∈ N\{1} for all i ≥ 1. There exists a Krull monoid H and
an irreducible element a ∈ H such that s(a) = s.
Proof. Let s = (s1, s2, . . .) be as in the statement of the corollary. We will prove the corollary by
induction on i, in particular we will construct an irreducible element ai in a Krull monoid Hi such
that if s(ai) = (s1, . . . , si, 0, . . . ). A restatement of Theorem 3.1 in terms of the sequences of first
differences, says that if n, k ∈ N with n ≥ 2 and k ≥ 1, there exists a Krull monoid H and an
irreducible element a ∈ H such that ∂s(a) = [0, . . . , 0, n, 0, . . .] with the n appearing in the kth
position. Thus there is a Krull monoidH1 and an irreducible element a1 ∈ H1 such that the∂s(a1) =
[s2−1, 0, . . . , 0], proving the induction statement for i = 1. Assume now that for some i ≥ 1, there is
a Krull monoid Hi and an irreducible element a
i ∈ Hi such that ∂s(ai) = [s2−1, . . . , si+1−si, 0, . . .].
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Again, by Theorem 3.1, there is a Krull monoid H ′ and an irreducible element a′ ∈ H ′ such that
∂s(a′) = [0, . . . , 0, st+2 − st+1, 0, . . .] where the st+2 − st+1 occurs in the t + 1st position. By the
Fundamental Theorem of Glomming, Hi+1 = G(Hi,H ′) is a Krull monoid and there is an irreducible
element ai+1 ∈ Hi+1 such that ∂s(at+1) = ∂s(ai)+ ∂s(a′) = [s2− 1, . . . , si+1− si, si+2− si+1, 0, . . .].
By induction, and since s is eventually constant, there is a Krull monoid H and an irreducible
element a ∈ H such that ∂s(a) = [s2 − 1, s3 − s2, . . . , 0, 0, . . .], whence s(a) = s. 
In a similar manner, we can combine the Fundamental Theorem of Glomming (Theorem 4.2),
Proposition 3.2, Proposition 3.3 and Corollary 4.3 to obtain a large family of sequences that can be
realized as divisor sequences of atoms in Krull monoids. To simplify the statement of the corollary,
we ignore divisor sequences of strong atoms.
Corollary 4.4. Let s = (sn)n be a nondecreasing eventually constant sequence of natural numbers
such that s1 = 1 and s2 ≥ 3. Let J = {j1, . . . , jk} be the indices for which sjk+1 − sjk = 1.
Partition J by Je = {jℓ : jℓ is even} and Jo = {jℓ : jℓ is odd}. Let ke = |Je| and ko = |Jo|. If
s2 ≥ 2ke + 3ko + 1, then s can be realized as the divisor sequence of an irreducible element in a
Krull monoid.
Proof. Write (sn)n as the sum of two sequences (tn)n and (un)n such that
ui =


1, i ∈ J
2ke + 3k0, i = 2
0, otherwise
.
If i > 2 is even then by Proposition 3.3 there exists a Krull monoid H ie and an irreducible element
xie ∈ H ie with s(xie) = (1, 3, . . . , 3, 4) where the first 4 is in the ith spot. Similarly, if i > 2 is odd
then by Proposition 3.2there exists some Krull monoid H i0 and an irreducible element y
i
o ∈ H ie
with s(yio)) = (1, 4, . . . , 4, 5) where the first 5 is in the ith spot. Now ti+1 − ti ∈ N0\{1} for each i
and so by Corollary 4.3 there is a Krull semigroup H and an irreducible element z ∈ H such that
s(z) = (tn). By Theorem 4.2, we may combine H along with all of the H
i
e and H
i
o to obtain a new
Krull semigroup K and an irreducible element w ∈ K with s(w) = s. 
The result of Corollary 4.4 is not optimal in that the values of s2 and s3 are required to be
increased whenever there are jumps of size 1. However, many jumps of size 1 can occur, even if s2
and s3 are not large. We see this in the final example of this section.
Example 4.5. Consider the block monoid B(Zn, {1,m}) with n = km+ 1 for some k ≥ 3. Then
s(1m3) = (1, . . . , 1︸ ︷︷ ︸
m
, 3, . . . , 3︸ ︷︷ ︸
m
, 4, . . . , 4︸ ︷︷ ︸
m
, . . . , k + 3).
Similarly, in B(Zn, {1,m}) with n = km+ 1, m ≥ 2, and k ≥ 1,
s(1(k−1)m+1m) = (1, 3, 4, . . . , k + 1, . . . , k + 1︸ ︷︷ ︸
n−2
, k + 2).
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5. Transfer Homomorphisms
Many results in factorization theory are proved by transferring arithmetic properties from the
object of interest to an easier-to-understand object via transfer homomorphism.
A surjective monoid homomorphism θ : H → K is a transfer homomorphism of reduced monoids
H and K provided θ−1(1K) = {1H} and such that whenever θ(h) = xy for x, y ∈ K, there exist
a ∈ θ−1(x) and b ∈ θ−1(y) such that ab = h.
It is well-known that transfer homomorphisms preserve irreducibility (h ∈ A(H)⇔ θ(h) ∈ A(K))
as well as arithmetic invariants such as lengths of factorizations (see [4, Proposition 3.2.3]). Other
important and well-studied invariants in factorization theory, while not preserved, can be controlled
with respect to transfer homomorphisms (see, for example [4, Theorem 3.2.5]). In this section we
provide an initial study of how divisor sequences behave with respect to transfer homomorphisms.
The results are given in Propositions 5.1 and 5.3. Limitations of Proposition 5.1 are illustrated in
Example 5.2.
For convenience, we first introduce two new pieces of notation. For an atom a of a finitely
generated monoid H, denote by stab(a) the least positive integer n such that |Ak(a)| = |Ak+1(a)|
for all k ≥ n. That is, stab(a) is the point at which the divisor sequences s(a) stabilizes. Also, we
denote by si(a) = |Ai(a)| the ith entry in the sequence s(a); that is,
s(a) = (1, s2(a), . . . , sstab(a)−1(a), sstab(a)(a)).
We begin with a result about general transfer homomorphisms.
Proposition 5.1. Let H and K be Krull monoids and let θ : H → K be a transfer homomorphsim.
For an element a ∈ A(H), the following statements hold:
(1) stab(θ(a)) ≤ stab(a);
(2) for an element b ∈ Astab(θ(a))+k(a)\Astab(θ(a))(a) with k ≥ 0, then θ(b) = θ(x) for some
x ∈ Astab(θ(a))(a). In particular, an atom that divides astab(θ(a))+k in H is in the fiber of
some atom that already divides astab(θ(a)).
Proof. For (1), set stab(a) = n, so that the divisors of ak are precisely the divisors of ak+1 whenever
k ≥ n. Let x ∈ A(K) with x | θ(a)n+1. Then θ(an+1) = xy for some element y ∈ K. As θ is a
transfer homomorphism, there exists an element b ∈ θ−1(x) and c ∈ θ−1(y) such that an+1 = bc such
that b is irreducible. As stab(a) = n, b | an and, because θ is a homomorphism, x = θ(b) | θ(a)n. We
proved that any element that divides θ(a)n+1 also divides θ(a)n, it follows that stab(θ(a)) ≤ stab(a).
For (2), pick an element b ∈ Astab(θ(a))+k(a)\Astab(θ(a))(a) for some k ≥ 0. Then b is an atom
of H that divides astab(θ(a))+k but not astab(θ(a)). Write astab(θ(a))+k = bc for c ∈ H. Then
θ(a)stab(θ(a))+k = θ(b)θ(c) and so θ(b) | θ(a)stab(θ(a))+k . By definition, θ(b) | θ(a)stab(θ(a)) as well
and so θ(a)stab(θ(a)) = θ(b)y for some y ∈ K. As θ is a transfer homomorphism, there is x ∈ H with
θ(x) = θ(b) and z ∈ θ−1(y) such that astab(θ(a)) = xz. Moreover, x ∈ A(H) since θ is a transfer
homomorphism and b ∈ A(H). 
Example 5.2. Let H =
{
(x, y, z) ∈ N(3)0 : x+ y = 2z
}
⊆ N(3)0 , a half-factorial Krull monoid with
A(H) = {α = (2, 0, 1), β = (0, 2, 1), γ = (1, 1, 1)}. Observe that α + β = γ + γ, so H is not
factorial. Since H is half-factorial, the length function ℓ : H → N0 is a transfer homomorphism
with ℓ(γ) = 1. Then s(γ) = (1, 3), yet s(ℓ(γ)) = (1). Thus the inequality in Proposition 5.1(1) can
be strict. Moreover, ℓ(α) = ℓ(β) = ℓ(γ) = 1 illustrating Proposition 5.1(2) as well.
We conclude with a result in the more specific setting that K is the associated block monoid of
H.
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Proposition 5.3. Let H be a finitely generated reduced Krull monoid, let K = B(G0) be the
associated block monoid, and let θ : H → K be the canonical transfer homomorphism.
(1) For any B ∈ A(B(G0)), there is b ∈ H with s(b) = s(B).
(2) There is a constant C = C(G,G0) depending only on the class group G of H and the set of
primes G0 such that sn(a) ≤ 1 + (n− 1)C for each n and for all i ≥ 1,
si(θ(a)) ≤ si(a) ≤ Csi(θ(a)).
Proof. With H, K, and θ as defined, we have the following commutative diagram
H F = F(P )
B(G0) F(G0)
⊆
θ=θ˜|H θ˜
⊆
where F is a free monoid with basis P , where the horizontal inclusions are divisor theories, and
where β˜ : p 7→ [p].
(1) If A = [p1] · · · [pt] in B(G0), then a = p1 · · · pt in H with θ(a) = A. In this case, s(a) = s(A).
Indeed, if b is an atom of H with b | an for some n, then, in F , b = pm11 · · · pmtt for some mi. But
then B := θ(b) = [P1]
m1 · · · [Pt]mt is an atom of B(G0) that divides An. Conversely, if a = p1 · · · pt
is the factorization of a ∈ A(H) and b | an for some n, b = pm11 · · · pmtt for some mi. Now
B := [p1]
m1 · · · [pt]mt = θ(b) divides An where A = θ(a).
(2) Let a = [p1]
r1 · · · [pt]rt be an atom of B(G0). If A ∈ θ−1(a),
A = ps1111 · · · p
s1k1
1k1
· ps2121 · · · p
s2k2
2k2
· · · pst1t1 · · · p
stkt
tkt
where [pij ] = [pij′ ] for all j, j
′ and
∑
j sij = ri for each i. If B is an irreducible divisor of A, then
b = θ(B) is an irreducible divisor of a. Suppose B ∈ An(A)\An−1(A). Then θ(B) ∈ Am(a) for
some m ≤ n and if θ(B) = [p1]u1 · · · [pt]ut , then B = pv1111 · · · p
v1k1
1k1
· pv2121 · · · p
v2k2
2k2
· · · pvt1t1 · · · p
stkt
tkt
with∑
j vij = ui for each i and vij > (n− 1)sij for some i and j. Thus, we can bound |An(A)\An−1(A)|
by considering partitions of the uis. In particular, this upper bound is maximized if sij = 1 for all i
and j. In this case, the number of distinct irreducible divisors in An(A)\An−1(A) corresponding to
a fixed irreducible divisor b = [p1]
u1 · · · [pt]ut is
∏t
i=1 Pki,n(nui) where Pk,n(m) denotes the number
of partitions of m into k parts (allowing parts to be zero) with at least one part of value n.
With D(G0) the Davenport constant of G0, we trivially have that t ≤ D(G0) and nui ≤ nD(G0).
Thus
|An(A)\An−1(A)| ≤
t∏
i=1
Pki,n(nui) ≤ D(G0)PD(G0),n(nD(G0)).
Moreover, by [8],
(5.1) D(G0)PD(G0),n(nD(G0)) <
D(G0)
1/4ec
√
nD(G0)
n3/4
e
− 2
√
nD(G0)
c
Li2

e
−
c(D(G0)+1/2)
2
√
nD(G0)


where c = 2
√
ζ(2) = π
√
2/3 and Li2(x) =
∑∞
i=1
xi
i2
is the dilogarithm function.
With C the constant on the right side of (5.1), if s(A) = (t1, t2, . . .), tn+1− tn ≤ C for all n ≥ 1.
Since t1 = 1, tn ≤ 1 + (n − 1)C for all n ≥ 1. Moreover, since θ−1(An(θ(a))\An−1(θ(a)) ⊆ An(a),
si(θ(a)) ≤ si(a) ≤ Csi(θ(a)). 
We illustrate Proposition 5.3 by way of a simple example.
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Example 5.4. Let G be a finite abelian group and set H = ∆(G×G) = {(g, g) : g ∈ G} ⊆ G×G.
Then B(G) = {g1 · · · gt ∈ F(G) : g1 + · · · + gt = 0} is the block monoid associated to BH(G ×G),
the monoid of all formal sequences in G×G which sum to an element in H. Since (G×G)/H ∼= G,
the map
Θ : BH(G×G)→ B(G)
defined by
(x1, y1) · · · (xt, yt) 7−→ (x1 − y1) · · · (xt − yt)
is a transfer homomorphism. In particular, for any gr11 · · · grtt ∈ A(B(G)) and any hij ∈ G,
(g1 + h11, h11) · · · (g1 + h1r1 , h1r1) · · · (gt + ht1, ht1) · · · (gt + htrt , htrt) ∈ A(BH(G ×G)).
For example, let G = Z5 and let α = 13
3, an irreducible element in B(G). Note that
A(B(Z5, {1, 3})) = {15, 123, 133, 35}.
Then:
α2 = (133)(133) = (123)(35) α3 = (133)(133)(133) = (123)(133)(35)
α4 = (133)4 = (123)(133)2(35) = (123)2(35)2 α5 = (15)(35)3
Thus s(α) = (1, 3, 3, 3, 4).
Using the correspondence 1 ! (1, 0) and 33 ! (3, 0)(4, 1)(0, 2), we consider the element
α˜ = (1, 0)(3, 0)(4, 1)(0, 2) ∈ θ−1(α). By definition, α˜ is the only irreducible divisor of α˜. The irre-
ducible divisors of α˜2 each correspond to one of the three irreducible divisors of α as follows. The
irreducible divisors of 133 corresponds to (1, 0)(3, 0)(4, 1)(0, 2), (1, 0)(3, 0)2(4, 1), (1, 0)(3, 0)2(0, 2),
(1, 0)(3, 0)(4, 1)2 , (1, 0)(3, 0)(0, 2)2 , (1, 0)(4, 1)(0, 2)2 , and (1, 0)(4, 1)2(0, 2). Of these seven divisors,
six are not divisors of α˜. Similarly, 123 corresponds to (1, 0)2(3, 0), (1, 0)2(4, 1), and (1, 0)2(0, 2)
and 35 corresponds to (3, 0)2(4, 1)2(0, 2), (3, 0)2(4, 1)(0, 2)2 , and (3, 0)(4, 1)2(0, 2)2, giving six more
new divisors of α˜2 that are not divisors of α˜. Thus |A2(α˜)\A1(α˜)| = 12. Similar computations for
the divisors of α˜n with n ∈ {3, 4, 5} show that s(α˜) = (1, 13, 25, 31, 35).
Choosing different combinations of the elements from G × G corresponding to 3 ∈ G, we can
obtain different divisor sequences. For example, if we use the correspondence 33 ! (3, 0)2(0, 2),
then s((1, 0)(3, 0)2(0, 2)) = (1, 7, 10, 11, 13). And, if we use the correspondence 33! (3, 0)3, then
s((1, 0)(3, 0)3) = (1, 3, 3, 3, 4).
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