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Abstract This paper addresses the problem of how much information we can ex-
tract without disturbing a statistical experiment, which is a family of partially known
normal states on a von Neumann algebra. We define the classical part of a statistical
experiment as the restriction of the equivalent minimal sufficient statistical experi-
ment to the center of the outcome space, which, in the case of density operators on a
Hilbert space, corresponds to the classical probability distributions appearing in the
maximal decomposition by Koashi and Imoto [Phys. Rev. A 66, 022318 (2002)]. We
show that we can access by a Schwarz or completely positive channel at most the
classical part of a statistical experiment if we do not disturb the states. We apply this
result to the broadcasting problem of a statistical experiment. We also show that the
classical part of the direct product of statistical experiments is the direct product of
the classical parts of the statistical experiments. The proof of the latter result is based
on the theorem that the direct product of minimal sufficient statistical experiments is
also minimal sufficient.
Keywords minimal sufficiency · tensor products of operator algebras · classical part
of statistical experiment · direct product of statistical experiments
Mathematics Subject Classification (2010) 81P45 · 46L53 · 62B15 · 47L90
1 Introduction
One of the fundamental feature of quantum theory is the impossibility of extracting
information without disturbing unknown quantum states. We can see this charac-
teristic, for example, from the no-cloning theorem [18,24,6] or more general no-
This work was supported by the National Natural Science Foundation of China (Grants No. 11374375 and
No. 11574405).
Yui Kuramochi
School of Physics and Astronomy, Sun Yat-Sen University (Zhuhai Campus), Zhuhai 519082, China
E-mail: yui.tasuke.kuramochi@gmail.com
2 Yui Kuramochi
broadcasting theorem [2,1], which states that cloning or broadcasting operation can
be realized only for restricted family of quantum states.
Recently, the cloning and broadcasting conditions were considered in general op-
erator algebraic framework [10,11], in which the mean ergodic theorem for von Neu-
mann algebras [13] plays a fundamental role. With the help of the mean ergodic theo-
rem, we can also establish the existence of a minimal sufficient statistical experiment
equivalent to a given operator algebraic statistical experiment [14]. If a statistical ex-
periment is a family of density operators on a Hilbert space, the equivalent minimal
sufficient statistical experiment corresponds to the maximal decomposition by Koashi
and Imoto [12].
We can regard the broadcasting as a special class of operations that do not disturb
a family of partially known states. A typical example of such an operation other than
the broadcasting is as follows: if a family of density operators (ρθ )θ∈Θ commutes
with a complete set of projections (Pj), the corresponding projective measurement
does not disturb the states (ρθ )θ∈Θ .
This motivates us to ask the following question: how much information can we
extract without disturbing a family of partially known quantum states? The present
paper addresses this problem in the von Neumann algebra framework.We show that if
we do not disturb a statistical experiment, we can access at most what we call the clas-
sical part of the statistical experiment, even if we allow non-classical outcome spaces.
We mention that this problem was also considered in [12] for finite-dimensional den-
sity operators.
This paper is organized as follows. After mathematical preliminaries in Section 2,
we introduce in Section 3 the classical part of a statistical experiment, which is de-
fined as the restriction of the equivalent minimal sufficient statistical experiment to
the center of the outcome space (Definition 2). We show that we can access at most
the classical part by a Schwarz channel without disturbing a given statistical ex-
periment (Theorem 1). From this, the no-broadcasting theorem immediately follows
(Section 3.2, Corollary 1). In Section 3.3, we consider the case of density operators
on a (possibly infinite-dimensional, or even non-separable) Hilbert space and find
that the classical part in this case corresponds to the classical probability distribu-
tions appearing in the maximal decomposition in [12]. In Section 4, we show that
the classical part of the direct product of two statistical experiments coincides with
the direct product of the classical parts of the statistical experiments (Theorem 3).
The proof of Theorem 3 is based on Theorem 2 which states that the direct product
of two minimal sufficient statistical experiments is also minimal sufficient. Finally,
Section 5 concludes the paper.
2 Preliminaries
In this section, we introduce mathematical preliminaries on operator algebras, chan-
nels between them, and (minimal sufficient) statistical experiment. For a general ref-
erence of operator algebras, we refer [20].
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2.1 States and channels on operator algebras.
Throughout this paper, we only consider ∗-,C∗-, and von Neumann algebras with unit
elements in the multiplications. The unit element of a ∗-algebraA is denoted by 1A .
We denote by idA the identity map on a ∗-algebra A and byMn(A ) the set of n×n
matrices with entries fromA .We denote byZ(A ) the center {Z ∈A | AZ = ZA(∀A ∈A )}
ofA . The algebra of bounded operators on a Hilbert spaceH is denoted byL (H ).
A positive linear functional on a C∗-algebra A satisfying the normalization con-
dition ϕ(1A ) = 1 is called a state on A . A state ϕ on a von Neumann algebra M is
called normal if ϕ(supiAi) = supi ϕ(Ai) for any monotonically increasing bounded
net (Ai) on M . A state on M is normal if and only if ϕ is continuous in the ul-
traweak topology on M . The sets of ultraweakly continuous linear functionals and
normal states on M are denoted by M∗ and Sσ (M ), respectively. The support s(ϕ)
of ϕ ∈Sσ (M ) is the minimal projection s(ϕ)∈M satisfying ϕ(s(ϕ)) = 1. For each
ϕ ∈Sσ (M ) and each A ∈M , we have
ϕ(A) = ϕ(s(ϕ)As(ϕ)).
For positive A ∈M , ϕ(A) = 0 implies s(ϕ)As(ϕ) = 0.
Let A be a C∗-algebra and let piA be the universal representation of A acting
on the Hilbert space HA , i.e. piA : A → L (HA ) is the direct sum of the GNS
representations taken over all the states on A . The von Neumann algebra piA (A )
′′,
where the prime denotes the commutant, is called the enveloping von Neumann al-
gebra of A and denoted by A ∗∗. The enveloping von Neumann algebra A ∗∗ is,
as a Banach space, isometrically isomorphic to the double dual of A . Every linear
functional φ ∈ A ∗ extends to a linear functional φ ∈ (A ∗∗)∗, i.e. φ is the ultra-
weakly continuous linear functional on A ∗∗ satisfying φ = φ ◦piA . The enveloping
von Neumann algebra satisfies the following universal property: for each represen-
tation pi : A →L (K ) acting on the Hilbert space K , there exists a normal repre-
sentation pi : A ∗∗→L (K ) that is an extension of pi , i.e. pi = pi ◦piA . If there is no
confusion, we identify A with theC∗-subalgebra piA (A ) of A
∗∗.
Next, we introduce channels. In this paper, we consider channels whose outcome
spaces are algebraic tensor products of von Neumann algebras and do not in general
have uniqueC∗-norms. For this reason, we slightly generalize the notion of channels
as follows. Let A be a ∗-algebra, let B be a C∗-algebra, and let Λ : A →B a linear
map. Λ is called unital if Λ(1A ) = 1B. For an integer n ≥ 1, Λ is called n-positive
if
n
∑
i, j=1
B∗i Λ(A
∗
i A j)B j ≥ 0
for each Ai ∈A and each Bi ∈B (i= 1, . . . ,n). Λ is called completely positive (CP)
if Λ is n-positive for every positive integer n. A unital map Λ : A → B is called
Schwarz if Λ satisfies
Λ(A∗) = Λ(A)∗,
Λ(A∗A)≥Λ(A∗)Λ(A)
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for all A ∈ A . The Schwarz condition is equivalent to the following single matrix
inequality: (
Λ(A∗A) Λ(A∗)
Λ(A) 1B
)
≥ 0.
A unital Schwarz map is positive, i.e. 1-positive. A unital positive map Λ : A →B
is called a channel (in the Heisenberg picture). The codomain B and domain A of
a channel Λ : A → B are called the input and outcome spaces, or algebras, of Λ ,
respectively. A channel Λ : A →B maps a state φ on the input space B to the nor-
malized positive linear functional φ ◦Λ on A . The sets of CP and Schwarz channels
from A to B are denoted by ChCP(A →B) and ChSch(A →B), respectively. As
in the case of channels with outcomeC∗-algebras [5], we can show that any 2-positive
(and therefore any CP) channelΛ : A →B is a Schwarz channel. If eitherA orB is
a commutativeC∗-algebra, a linear mapΛ : A →B is CP if and only ifΛ is positive.
Let Λ ∈ ChSch(A → B) be a Schwarz channel with input C∗-algebra B and
outcome ∗-algebra A . We define the multiplicative domain of Λ by
MΛ := {A ∈A |Λ(A
∗A) = Λ(A∗)Λ(A), Λ(AA∗) = Λ(A)Λ(A∗)} .
The following lemma for the multiplicative domain of a Schwarz channel can be
shown analogously as in [8] (Lemma 3.9).
Lemma 1 Let A be a ∗-algebra, let B be aC∗-algebra, and letΛ ∈ChSch(A →B)
be a Schwarz channel. Then for A ∈A , A ∈MΛ if and only if Λ(BA) = Λ(B)Λ(A)
and Λ(AB) = Λ(A)Λ(B) for all B ∈A .
From Lemma 1, the multiplicative domain MΛ is a unital ∗-subalgebra of A .
Let M and N be von Neumann algebras. A channel Λ : M → N is called
normal if it is continuous in the ultraweak topologies of M and N , respectively.
The set of normal CP (respectively, Schwarz) channels from M to N is denoted
by ChCPσ (M → N ) (respectively, Ch
Sch
σ (M → N )). We also write Ch
CP
σ (M ) :=
ChCPσ (M →M ) and Ch
Sch
σ (M ) := Ch
Sch
σ (M →M ).
2.2 Tensor products of operator algebras
Let A and B be C∗-algebras. We denote by A ⊗alg B the algebraic tensor product
of A and B. The structure of a ∗-algebra is naturally induced to the algebraic tensor
product A ⊗alg B by(
∑
i
Ai⊗Bi
)(
∑
j
C j⊗D j
)
:= ∑
i, j
AiC j⊗BiD j,(
∑
i
Ai⊗Bi
)∗
:= ∑
i
A∗i ⊗B
∗
i
(Ai,C j ∈A ; Bi,D j ∈B). A norm ‖·‖γ on A ⊗alg B satisfying ‖XY‖γ ≤ ‖X‖γ‖Y‖γ ,
‖X∗‖γ = ‖X‖γ , and ‖X
∗X‖γ = ‖X‖
2
γ (X ,Y ∈ A ⊗alg B) is called a C
∗-norm on
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A ⊗alg B. The completion of A ⊗alg B with respect to the C
∗-norm ‖·‖γ , written
as A ⊗γ B, is a C
∗-algebra and called a C∗-tensor product of A and B. We denote
the injective norm, the injective tensor product, the projective norm, and the projec-
tive tensor product by ‖·‖min, A ⊗min B, ‖·‖max, and A ⊗max B, respectively. We
have ‖X‖min ≤ ‖X‖γ ≤ ‖X‖max (X ∈A ⊗algB) for anyC
∗-norm ‖·‖γ on A ⊗alg B.
If either A or B is commutative, then we have ‖·‖min = ‖·‖max and the C
∗-norm is
unique in this case.
Let M and N be von Neumann algebras acting on Hilbert spaces H and K ,
respectively. The von Neumann algebra onH ⊗K generated by {A⊗B|A∈M , B∈
N } is called the normal tensor product of M and N , denoted by M⊗N .
LetM andN be von Neumann algebras, let B be aC∗-algebra, and let M ⊗yB
be the algebraic or aC∗-tensor product ofM andB.A linear mapΛ : M ⊗yB→N
is called left-normal if the linear map
ΛB : M ∋ A 7→Λ(A⊗B) ∈N
is ultraweakly continuous for each B ∈B.
Let M1,M2, and N be von Neumann algebras and let M1⊗y M2 be the alge-
braic or a C∗-tensor product of M1 and M2. A linear map M1⊗y M2 : → N is
called binormal if the linear maps
ΛLA′2
: M1 ∋ A1 7→Λ(A1⊗A
′
2) ∈N ,
ΛR
A′1
: M2 ∋ A2 7→Λ(A
′
1⊗A2) ∈N
are ultraweakly continuous for each A′1 ∈M1 and each A
′
2 ∈M2.
Proposition 1 ([20], Propositions IV.4.23 and IV.5.13) Let A ,B,C , and D be C∗-
algebras and letΛ ∈ChCP(A →B) andΓ ∈ChCP(C →D) be CP channels. Define
the algebraic tensor product map Λ ⊗alg Γ : A ⊗alg C →B⊗alg D by
Λ ⊗alg Γ
(
∑
i
Ai⊗Ci
)
:= ∑
i
Λ(Ai)⊗Γ (Bi)
(Ai ∈ A ,Ci ∈ C ). Then Λ ⊗alg Γ uniquely extends to a CP channel Λ ⊗min Γ ∈
ChCP(A ⊗min C →B⊗min D). If we further assume that A ,B,C , and D are von
Neumann algebras and that Λ and Γ are normal, then Λ ⊗alg Γ uniquely extends to
a normal channel Λ⊗Γ ∈ ChCPσ (A⊗C →B⊗D).
A special case of Proposition 1 is normal states on von Neumann algebras: if ϕ
and ψ are normal states on von Neumann algebras M and N , respectively, then the
linear functional ϕ⊗alg ψ on M ⊗alg N uniquely extends to a normal state ϕ⊗ψ on
M⊗N .
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2.3 Coarse-graining relations for statistical experiments
A statistical experiment is a triple E = (M ,Θ ,(ϕθ )θ∈Θ ) such that M is a von Neu-
mann algebra, Θ is a set, and (ϕθ )θ∈Θ ∈ Sσ (M )
Θ is a family of normal states on
M indexed by Θ . M and Θ are called the outcome space and the parameter set of
E , respectively. Operationally, a statistical experiment E = (M ,Θ ,(ϕθ )θ∈Θ ) corre-
sponds to the situation in which the state on the outcome space M is known to be
one of the states (ϕθ )θ∈Θ . The family of normal states (ϕθ )θ∈Θ is called faithful if
for any positive A ∈ M , ϕθ (A) = 0 for all θ ∈Θ implies A = 0. If so, we also say
that E is faithful. E is faithful if and only if∨
θ∈Θ
s(ϕθ ) = 1M .
A statistical experiment E is called classical if the outcome space of E is commuta-
tive.
For a statistical experimentE =(M ,Θ ,(ϕθ )θ∈Θ )we define the normal extension
of E by E := (M ∗∗,Θ ,(ϕθ )θ∈Θ ), where ϕθ is the normal extension of ϕθ to M
∗∗.
Let E = (M ,Θ ,(ϕθ )θ∈Θ ) and F = (N ,Θ ,(ψθ )θ∈Θ ) be statistical experiments
with a common parameter set Θ . We introduce the following coarse-graining (or
randomization) and isomorphism relations for statistical experiments:
• E 4CP F (E is a coarse-graining of F ) :
def.
⇔ ∃Φ ∈ ChCP(M → N ) s.t. [ϕθ =
ψθ ◦Φ(∀θ ∈Θ)];
• E 4CPσ F (E is a normal coarse-graining of F ) :
def.
⇔ ∃Φ ∈ChCPσ (M →N ) s.t.
[ϕθ = ψθ ◦Φ(∀θ ∈Θ)];
• E ∼CP F (E is CP equivalent to F ) :
def.
⇔ E 4CP F and F 4CP E ;
• E ∼CPσ F (E is normally CP equivalent to F ) :
def.
⇔ E 4CPσ F and F 4CPσ E ;
• E ∼= F (E and F are normally isomorphic) :
def.
⇔ there exists a normal isomor-
phism pi : M →N such that ϕθ = ψθ ◦pi for all θ ∈Θ .
The relations4CP and 4CPσ are binary preorder relations for statistical experiments,
and ∼CP, ∼CPσ , and
∼= are binary equivalence relations.
The following two lemmas, which will be used in the proof of Theorem 1, are
due to [15] (Corollaries 3 and 4).
Lemma 2 Let E =(M ,Θ ,(ϕθ )θ∈Θ ) be a statistical experiment and let E =(M
∗∗,Θ ,(ϕθ )θ∈Θ )
be the normal extension of E . Then E ∼CPσ E .
Lemma 3 Let E = (M ,Θ ,(ϕθ )θ∈Θ ) and F = (N ,Θ ,(ψθ )θ∈Θ ) be statistical ex-
periments with a common parameter set Θ . Then E 4CP F (respectively, E ∼CP F )
if and only if E 4CPσ F (respectively, E ∼CPσ F ).
The proof in [15] is based on the results on the compatibility relations of CP channels
and requires a number of irrelevant discussions. For readers’ convenience, we give
other direct proofs of these lemmas in Appendix A.
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2.4 Minimal sufficient subalgebra and statistical experiment
Let A be aC∗-algebra and let B be aC∗-subalgebra of A . A linear map E : A →B
is called a conditional expectation onto B if E(B) = B for all B ∈B and ‖E(A)‖ ≤
‖A‖ for all A ∈A . Tomiyama’s theorem (e.g. [3], Theorem 1.5.10) states that a con-
ditional expectation E ontoB satisfies E(B1AB2) = B1E(A)B2 (A ∈A ;B1,B2 ∈B).
From this we also have E ∈ ChCP(A →B).
Let E = (M ,Θ ,(ϕθ )θ∈Θ ) be a statistical experiment and let N ⊆ M be a von
Neumann subalgebra of M . N is said to be sufficient (in the sense of Umegaki [22,
23,17]) with respect to the family (ϕθ )θ∈Θ if there exists a normal conditional ex-
pectation E from M onto N such that ϕθ ◦E = ϕθ for all θ ∈ Θ . N is said to
be a minimal sufficient subalgebra with respect to (ϕθ )θ∈Θ if N is sufficient and
contained in any sufficient subalgebra. A minimal sufficient subalgebra is, if exists,
unique for a given family of normal states.
A statistical experiment E = (M ,Θ ,(ϕθ )θ∈Θ ) is called minimal sufficient if E
satisfies either of the following equivalent conditions ([14], Theorem 2):
(i) for Φ ∈ ChCPσ (M ), ϕθ ◦Φ = ϕθ for all θ ∈Θ implies Φ = idM ;
(ii) for Φ ∈ ChSchσ (M ), ϕθ ◦Φ = ϕθ for all θ ∈Θ implies Φ = idM ;
(iii) (ϕθ )θ∈Θ is faithful and M is a minimal sufficient subalgebra with respect to
(ϕθ )θ∈Θ .
From condition (iii), a minimal sufficient statistical experiment is faithful.
Let E = (M ,Θ ,(ϕθ )θ∈Θ ) be an arbitrary statistical experiment. It is known that
there exists a minimal sufficient statistical experiment E0 satisfying E ∼CPσ E0 ([14],
Theorem 1). Such a minimal sufficient statistical experiment E0 is unique up to nor-
mal isomorphism and, in this sense, we may say that E0 is the minimal sufficient
statistical experiment normally CP equivalent to E . If E is faithful, E0 can be con-
structed as follows [14,17]. Define
F := {Φ ∈ChCPσ (M ) | ϕθ ◦Φ = ϕθ (∀θ ∈Θ)} ,
M0 := {A ∈M | Φ(A) = A(∀Φ ∈ F)} .
Then from the mean ergodic theorem for von Neumann algebras [13], there exists a
normal conditional expectation E from M onto M0 such that
ϕθ ◦E= ϕθ (∀θ ∈Θ), (1)
E◦Φ = Φ ◦E= E (∀Φ ∈ F). (2)
If we write as ϕ
(0)
θ the restriction of ϕθ toM0, thenwe can show that E0 :=(M0,Θ ,(ϕ
(0)
θ )θ∈Θ )
is the desired minimal sufficient statistical experiment. In this case, M0 is the mini-
mal sufficient subalgebra with respect to (ϕθ )θ∈Θ . We note that the condition (1) for
a conditional expectation E onto M0 uniquely determines E; indeed if E
′ is a normal
conditional expectation from M onto M0 satisfying ϕθ ◦E
′ = ϕθ for all θ ∈Θ , then
condition (2) implies E′ = E◦E′ = E.
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3 Accessible part of statistical experiment
In this section, we prove the main result (Theorem1) and apply it to the no-broadcasting
theorem and the case of density operators on a Hilbert space.
3.1 Accessible and classical parts of a statistical experiment
We first define the accessibility relations for statistical experiments as follows.
Definition 1 (accessibility relations for statistical experiments)Let E =(M ,Θ ,(ϕθ )θ∈Θ )
and F = (N ,Θ ,(ψθ )θ∈Θ ) be statistical experiments with a common parameter set
Θ , let X be either CP or Sch, and letM ⊗yN be the algebraic or aC
∗-tensor product
of M and N .
1. A channel Λ ∈ ChX(M ⊗y N →M ) is said to extract F without disturbing E
if for each θ ∈Θ , each A ∈M , and each B ∈N , it holds that
ϕθ (A) = ϕθ ◦Λ(A⊗1N ),
ψθ (B) = ϕθ ◦Λ(1M ⊗B).
2. F is said to be accessible without disturbing E in the sense of X channel and the
tensor product⊗y, written as F ⋐
X
y E , if there exists a channel Λ ∈ Ch
X (M ⊗y
N →M ) that extracts F without disturbing E .
3. We writeF ⋐Xy,bin E (respectively,F ⋐
X
y,lnor E ) if there exists a binormal (respec-
tively, left-normal) channel Λ ∈ ChX (M ⊗y N →M ) that extracts F without
disturbing E .
Let us consider a special case in which M and N are the full operator algebras
L (H ) and L (K ) on finite-dimensional Hilbert spaces H and K , respectively.
As usual, we identify the normal states ϕθ and ψθ with density operators ρθ on
H and σθ on K , respectively, such that ϕθ (A) = tr(ρθA) and ψθ (B) = tr(σθB)
(A ∈L (H ),B ∈L (K )). Then a CP channel Λ ∈ChCP(L (H ⊗K )→L (H ))
extracts F without disturbing E if and only if
ρθ = trK ◦Λ
∗(ρθ ), σθ = trH ◦Λ
∗(ρθ ) (3)
for all θ ∈ Θ , where trH and trK denote the partial traces over H and K , re-
spectively. If F is identical to E , the condition (3) reduces to the broadcastability
condition for the states (ρθ )θ∈Θ and the channel Λ .
Next, we introduce the classical part of a statistical experiment.
Definition 2 (classical part of statistical experiment) Let E = (M ,Θ ,(ϕθ )θ∈Θ )
be a statistical experiment and let E0 = (M0,Θ ,(ϕ
(0)
θ )θ∈Θ ) be the minimal sufficient
statistical experiment satisfying E ∼CPσ E0. We define the classical part of E as the
statistical experiment (Z(M0),Θ ,(ϕ
cl
θ )θ∈Θ ), where ϕ
cl
θ is the restriction of ϕ
(0)
θ to
the center Z(M0). The classical part of E is denoted by Ecl.
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We note that the classical part Ecl of a statistical experiment E is well-defined up to
normal isomorphism due to the uniqueness of the minimal sufficient E0.
The following theorem, the main result of this paper, states that we can access
at most the classical part of a statistical experiment E without disturbing E ; in other
words, the classical part Ecl is the accessible part of E .
Theorem 1 Let E = (M ,Θ ,(ϕθ )θ∈Θ ), F = (N ,Θ ,(ψθ )θ∈Θ ), X , and M ⊗y N
be the same as in Definition 1, and let z be either bin or lnor or blank. Then the
condition F ⋐Xy,z E does not depend on the choices of X ,y, and z, and is equivalent
to F 4CPσ Ecl.
To prove Theorem 1, we first show the following four lemmas.
Lemma 4 Let A ,B, and C beC∗-algebras and letΛ ∈ChSch(A ⊗algB→C ) be a
Schwarz channel. Then there exists a left-normal Schwarz channel Λ˜ ∈ChSch(A ∗∗⊗alg
B → C ∗∗) that is an extension of Λ .
Proof For each A ∈A and each B ∈B, we have
‖Λ(A⊗B)‖= ‖Λ(A⊗B)∗Λ(A⊗B)‖1/2
≤ ‖Λ((A⊗B)∗(A⊗B))‖1/2
= ‖Λ(A∗A⊗B∗B)‖1/2
≤ ‖Λ(‖A‖21A ⊗B
∗B)‖1/2
≤ ‖Λ(‖A‖21A ⊗‖B‖
2
1B)‖
1/2
= ‖A‖‖B‖.
Therefore, for each B ∈B, the linear map
ΛB : A ∋ A 7→Λ(A⊗B) ∈ C
is bounded and hence its double dual mapΛ∗∗B : A
∗∗→C ∗∗ is an ultraweakly contin-
uous linear map that is an extension of ΛB. Since B ∋ B 7→ΛB is linear with respect
to B, also is B ∋ B 7→Λ∗∗B . Thus we can define a linear map Λ˜ : A
∗∗⊗alg B → C
∗∗
by Λ˜(∑iA
′′
i ⊗Bi) := ∑iΛ
∗∗
Bi
(A′′i ) (A
′′
i ∈A
∗∗,Bi ∈B). Then Λ˜ is left-normal and an
extension of Λ . Thus it is sufficient to show the Schwarz condition(
Λ˜ (X∗X) Λ˜(X∗)
Λ˜(X) 1C
)
≥ 0 (4)
for each X ∈ A ∗∗⊗alg B. We write X as X = ∑
n
i=1A
′′
i ⊗ Bi (A
′′
i ∈ A
∗∗,Bi ∈ B).
Then, from the Kaplansky density theorem, there exist nets (Aiα) (i= 1, . . . ,n) on A
satisfying ‖Aiα‖ ≤ ‖A
′′
i ‖ and Aiα
us∗
−−→ A′′i , where
us∗
−−→ denotes the convergence in the
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ultrastrong∗ topology on HA . If we put Xα := ∑iAiα ⊗Bi, then
Λ(Xα ) =
n
∑
i=1
Λ˜(Aiα ⊗Bi)
uw
−→
n
∑
i=1
Λ˜ (A′′i ⊗Bi) = Λ˜(X),
Λ(X∗α)
uw
−→ Λ˜ (X∗),
A∗iαA jα
us∗
−−→ A′′∗i A
′′
j ,
Λ(X∗αXα) =
n
∑
i, j=1
Λ˜ (A∗iαA jα ⊗B
∗
i B j)
uw
−→
n
∑
i, j=1
Λ˜ (A′′∗i A
′′
j ⊗B
∗
i B j) = Λ˜ (X
∗X),
where
uw
−→ denotes the convergence in the ultraweak topology on HC . Since Λ is
Schwarz, we obtain
0≤
(
Λ(X∗αXα) Λ(X
∗
α)
Λ(Xα) 1C
)
uw
−→
(
Λ˜(X∗X) Λ˜(X∗)
Λ˜(X) 1C
)
on HC ⊗C
2, which implies the Schwarz condition (4). ⊓⊔
Lemma 5 Let A1,A2,B1,B2, and C beC
∗-algebras, let Φ ∈ChCP(A1→A2) and
Ψ ∈ ChCP(B1 → B2) be CP channels, and let Λ ∈ Ch
Sch(A2⊗alg B2 → C ) be a
Schwarz channel. Then Λ ◦ (Φ⊗algΨ ) ∈ Ch
Sch(A1⊗alg B1 → C ).
Proof We first show that Λ˜ := Λ ◦ (Φ ⊗alg idB2) : A1⊗alg B2 → C is Schwarz. For
this we have to show the Schwarz inequality
Λ ◦ Φ˜(X∗X)≥Λ ◦ Φ˜(X∗)Λ ◦ Φ˜(X)
for each X ∈ A1⊗alg B2, where Φ˜ := Φ ⊗alg idB2 . From the Schwarz condition of
Λ , we have
Λ
(
Φ˜(X∗)Φ˜(X)
)
≥Λ ◦ Φ˜(X∗)Λ ◦ Φ˜(X).
Thus it is sufficient to show
Λ
(
Φ˜(X∗X)− Φ˜(X∗)Φ˜(X)
)
≥ 0. (5)
We write X as X = ∑ni=1Ai⊗Bi (Ai ∈ A1,Bi ∈ B2). Since Φ is a CP channel, the
map
Φn : Mn(A1) ∋ (Ai j)
n
i, j=1 7→ (Φ(Ai j))
n
i, j=1 ∈Mn(A2)
is also a CP channel. Thus from the Schwarz inequality of Φn, the matrix (Φ(A
∗
i A j)−
Φ(A∗i )Φ(A j))
n
i, j=1 ∈Mn(A2) is positive. Therefore there exists a matrix (Ci j)
n
i, j=1 ∈
Mn(A2) such that
Φ(A∗i A j)−Φ(A
∗
i )Φ(A j) =
n
∑
k=1
C∗kiCk j .
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Thus we have
Φ˜(X∗X)− Φ˜(X∗)Φ˜(X) =
n
∑
i, j=1
(Φ(A∗i A j)−Φ(A
∗
i )Φ(A j))⊗B
∗
i B j
=
n
∑
i, j,k=1
C∗kiCk j⊗B
∗
i B j
=
n
∑
k=1
Y ∗k Yk,
where Yk := ∑
n
i=1Cki⊗Bi. Consequently,
(LHS of (5)) =
n
∑
k=1
Λ(Y ∗k Yk)≥
n
∑
k=1
Λ(Y ∗k )Λ(Yk)≥ 0.
Therefore Λ˜ is Schwarz.
We can analogously show thatΛ ◦(Φ⊗algΨ )= Λ˜ ◦(idA1⊗algΨ ) is also Schwarz,
which completes the proof. ⊓⊔
Lemma 6 Let E =(M ,Θ ,(ϕθ )θ∈Θ ), E1 =(M1,Θ ,(ϕ
(1)
θ )θ∈Θ ), F =(N ,Θ ,(ψθ )θ∈Θ ),
andF1 = (N1,Θ ,(ψ
(1)
θ )θ∈Θ ) be statistical experiments. Then we have the following.
1. F ⋐CPmin,bin E and F1 4CPσ F imply F1 ⋐
CP
min,bin E .
2. F ⋐CPmin,bin E and E ∼CPσ E1 imply F ⋐
CP
min,bin E1.
3. F ⋐Schalg,lnor E and E ∼CPσ E1 imply F ⋐
Sch
alg,lnor E1.
Proof 1. Let Λ ∈ ChCP(M ⊗min N →M ) be a binormal channel that extracts F
without disturbing E and letΓ ∈ChCPσ (N1→N ) be a normal channel satisfying
ψ
(1)
θ =ψθ ◦Γ for all θ ∈Θ . From Proposition 1 the tensor product map idM ⊗min
Γ ∈ChCP(M ⊗minN1→M ⊗minN ) is well-defined. ThenΛ1 :=Λ ◦(idM ⊗min
Γ ) ∈ ChCP(M ⊗min N1 → M ) is a binormal channel that extracts F1 without
disturbing E , which proves F1 ⋐
CP
min,bin E .
2. Let Λ ∈ChCP(M ⊗minN →M ) be a binormal channel that extractsF without
disturbing E and let Φ ∈ChCPσ (M1→M ) andΨ ∈Ch
CP
σ (M →M1) be normal
channels satisfying
ϕ
(1)
θ = ϕθ ◦Φ, (6)
ϕθ = ϕ
(1)
θ ◦Ψ (7)
for all θ ∈ Θ . From Proposition 1, the tensor product channel Φ ⊗min idN ∈
ChCP(M1⊗min N →M ⊗min N ) is well-defined. We define the channel Λ
′ :=
Ψ ◦Λ ◦ (Φ ⊗min idN ) ∈ Ch
CP(M1⊗min N →M1). Then for each θ ∈Θ , each
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A ∈M1, and each B ∈N , we have
Λ ′(A⊗B) =Ψ ◦Λ(Φ(A)⊗B),
ϕ
(1)
θ ◦Λ
′(A⊗1N ) = ϕ
(1)
θ ◦Ψ ◦Λ(Φ(A)⊗1N )
= ϕθ ◦Λ(Φ(A)⊗1N )
= ϕθ ◦Φ(A)
= ϕ
(1)
θ (A),
ϕ
(1)
θ ◦Λ
′(1M1 ⊗B) = ϕ
(1)
θ ◦Ψ ◦Λ(Φ(1M1)⊗B)
= ϕθ ◦Λ(1M ⊗B)
= ψθ (B).
Therefore Λ ′ is a binormal CP channel that extracts F without disturbing E1,
which proves F ⋐CPmin,bin E .
3. Let Λ ∈ChSch(M ⊗algN →M ) be a left-normal Schwarz channel that extracts
F without disturbing E and let Φ ∈ChCPσ (M1→M ) andΨ ∈Ch
CP
σ (M →M1)
be normal channels satisfying (6) and (7). From Lemma 5 we have Λ ◦ (Φ ⊗alg
idN ) ∈ Ch
Sch(M1 ⊗alg N → M ), and hence Λ
′ := Ψ ◦Λ ◦ (Φ ⊗alg idN ) ∈
ChSch(M1⊗alg N →M1). Then we can show that Λ
′ is a left-normal Schwarz
channel that extracts F without disturbing E1 in the same way as in the proof of
claim 2. Thus F ⋐Schalg,lnor E1. ⊓⊔
Lemma 7 Let E = (M ,Θ ,(ϕθ )θ∈Θ ) be a statistical experiment. Define
F := (Z(M ),Θ ,(ψθ )θ∈Θ ),
where ψθ is the restriction of ϕθ to the center Z(M ). Then F ⋐
CP
min,bin E .
Proof SinceM andZ(M ) commute, there exists a representationpi : M ⊗maxZ(M )=
M ⊗min Z(M )→M such that pi(A⊗Z) = AZ (A ∈M ,Z ∈ Z(M )). Then for each
A ∈M , each Z ∈ Z(M ), and each θ ∈Θ , we have
ϕθ ◦pi(A⊗1M) = ϕθ (A),
ϕθ ◦pi(1M ⊗Z) = ϕθ (Z) = ψθ (Z).
Therefore pi ∈ ChCP(M ⊗min Z(M )→ M ) is a binormal channel that extracts F
without disturbing E , which proves F ⋐CPmin,bin E . ⊓⊔
Proof of Theorem 1. LetM ⊗γ N be an arbitraryC
∗-tensor product ofM andN , let
E0 = (M0,Θ ,(ϕ
(0)
θ )θ∈Θ ) be the minimal sufficient statistical experiment satisfying
E0 ∼CPσ E , and let Ecl = (Z(M0),Θ ,(ϕ
cl
θ )θ∈Θ ) be the classical part of E . From the
definitions of the accessibility relations ⋐Xy,z, the following implications immediately
follow:
F ⋐
CP
y,z E =⇒ F ⋐
Sch
y,z E ,
F ⋐
X
γ,z E =⇒ F ⋐
X
alg,z E ,
F ⋐
X
y,bin E =⇒ F ⋐
X
y,lnor E =⇒ F ⋐
X
y E .
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Hence
F ⋐
CP
γ,bin E =⇒ F ⋐
X
y,z E =⇒ F ⋐
Sch
alg E
if y = γ or y = alg. Thus it is sufficient to establish the implications (i) =⇒ (ii)=⇒
(iii)=⇒ (iv)=⇒ (v) for the following conditions:
(i) F ⋐Schalg E ;
(ii) F ⋐Schalg,lnor E ;
(iii) F 4CPσ Ecl;
(iv) F ⋐CPmin,bin E ;
(v) F ⋐CPγ,bin E .
(i) =⇒ (ii). Assume (i) and take a channel Λ ∈ ChSch(M ⊗alg N → M ) that
extracts F without disturbing E . Then from Lemma 4, Λ extends to a left-normal
channel Λ˜ ∈ ChSch(M ∗∗⊗algN →M
∗∗). If we write the normal extension of E as
E = (M ∗∗,Θ ,(ϕθ )θ∈Θ ), then for each A ∈ M , each B ∈ N , and each θ ∈Θ , we
have
ϕθ ◦ Λ˜(A⊗1N ) = ϕθ ◦Λ(A⊗1N ) = ϕθ (A) = ϕθ (A), (8)
ϕθ ◦ Λ˜(1M ∗∗ ⊗B) = ϕθ ◦Λ(1M ⊗B) = ψθ (B).
Since M is ultraweakly dense in M ∗∗ and Λ˜ is left-normal, (8) implies
ϕθ ◦ Λ˜(A
′′⊗1N ) = ϕθ (A
′′)
for all A′′ ∈ M ∗∗. Therefore we obtain F ⋐Schalg,lnor E . From Lemmas 2 and 6, this
implies F ⋐Schalg,lnor E .
(ii) =⇒ (iii). Assume (ii). From Lemma 6 we have F ⋐Schalg,lnor E0 and hence we
can take a left-normal channel Λ ∈ChSch(M0⊗alg N →M0) that extracts F with-
out disturbingE0.We define Schwarz channelsΛL ∈Ch
Sch
σ (M0) andΛR ∈Ch
Sch(N →
M0) by ΛL(A) := Λ(A⊗1N ) and ΛR(B) := Λ(1M0 ⊗B) (A ∈M0,B ∈N ). Since
we have ϕ
(0)
θ ◦ΛL = ϕ
(0)
θ for all θ ∈Θ , the minimal sufficiency of E0 implies ΛL =
idM0 , i.e. Λ(A⊗1N ) = A for all A ∈M0. Thus for each A ∈M0 we have
Λ((A⊗1N )
∗(A⊗1N )) = A
∗A= Λ(A⊗1N )
∗Λ(A⊗1N ),
Λ((A⊗1N )(A⊗1N )
∗) = AA∗ = Λ(A⊗1N )Λ(A⊗1N )
∗.
Therefore M0 ⊗ 1N is contained in the multiplicative domain of Λ . Thus, from
Lemma 1, for each A ∈M0 and each B ∈N , we have
AΛR(B) = Λ(A⊗1N )Λ(1M0 ⊗B)
= Λ(A⊗B)
= Λ(1M0 ⊗B)Λ(A⊗1N )
= ΛR(B)A,
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which implies ΛR(N ) ⊆ Z(M0). Since Z(M0) is commutative, ΛR is CP. Further-
more, we have ψθ = ϕ
(0)
θ ◦ΛR = ϕ
cl
θ ◦ΛR for all θ ∈Θ , which implies F 4CP Ecl.
Thus from Lemma 3 we obtain F 4CPσ Ecl.
(iii)=⇒ (iv) follows from Lemmas 6 and 7.
(iv)=⇒ (v). Assume (iv) and let Λ ∈ChCP(M ⊗minN →M ) be a binormal CP
channel that extractsF without disturbing E . From theminimality of the norm ‖·‖min
on M ⊗alg N , there exists a representation pimin : M ⊗γ N → M ⊗min N such
that pimin(A⊗B) = A⊗B (A ∈M ,B ∈N ). We define a channel Λγ ∈ Ch
CP(M ⊗γ
N →M ) by Λγ :=Λ ◦pimin. Then Λγ is a binormal channel that extracts F without
disturbing E , which implies F ⋐CPγ,bin E . ⊓⊔
Remark 1 The proof of (ii)=⇒ (iii) in Theorem 1 is analogous to the proof of Lind-
blad’s “general no-cloning theorem” ([16], Theorem 1), in which the set of invariant
states of a given broadcasting channel is considered.
Since all the relations F ⋐Xy,Z E in Definition 1 coincide, from now on we adopt
the simpler notation F ⋐ E instead of F ⋐Xy,Z E .
3.2 No-broadcasting
A statistical experiment E = (M ,Θ ,(ϕθ )θ∈Θ ) is called broadcastable in the sense of
algebraic tensor product if there exists a Schwarz channel Λ ∈ChSch(M ⊗algM →
M ) such that
ϕθ (A) = ϕθ ◦Λ(A⊗1M ) = ϕθ ◦Λ(1M ⊗A)
for all θ ∈Θ and all A ∈M . From the definition, we can easily see that E is broad-
castable in the sense of algebraic tensor product if and only if E ⋐ E . Therefore from
Theorem 1 we immediately obtain
Corollary 1 (No-broadcasting theorem)A statistical experiment E is broadcastable
in the sense of algebraic tensor product if and only if E is normally CP equivalent to
a classical statistical experiment.
Remark 2 In [10], the broadcastability of normal states was considered by identify-
ing the outcome composite system with the normal tensor product M⊗M , which
is more restrictive than our broadcastability condition here. Indeed, a statistical ex-
periment E is broadcastable in the sense of [10] if and only if E is normally CP
equivalent to a classical statistical experiment with an atomic outcome von Neumann
algebra, and hence any minimal sufficient statistical experiment with a non-atomic
commutative outcome algebra is not broadcastable in this sense. For the difference
of the C∗- and normal tensor products from the view point of broadcasting, see also
Section 7 of [15].
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3.3 Density operators
Let us consider a statistical experimentE =(L (H ),Θ ,(ϕθ )θ∈Θ ) for a Hilbert space
H . As usual we regard each normal state ϕθ as a density operator ρθ on H satisfy-
ing ϕθ (A) = tr(ρθA) (A ∈L (H )). By restricting the outcome Hilbert space H if
necessary, we assume that E is faithful. Let M0 ⊆L (H ) be the minimal sufficient
subalgebra with respect to (ϕθ )θ∈Θ and let E be the normal conditional expectation
fromL (H ) ontoM0 satisfying ϕθ ◦E=ϕθ for all θ ∈Θ . Since (ϕθ )θ∈Θ is faithful,
so is E. Hence, according to [20] (Chapter V, Section 2, Exercise 8) M0 is atomic,
i.e., we have the following decompositions:
H =
⊕
i∈I
Hi⊗Ki, (9)
M0 =
⊕
i∈I
L (Hi)⊗C1Ki ,
whereHi andKi are Hilbert spaces and 1K denotes the identity operator on a Hilbert
space K . (We can also show this from [19]). Then, as in the finite-dimensional case
([16], Section 4; [7], Appendix A), we can show the following decompositions for E
and ρθ :
E(A) =
⊕
i∈I
trKi(PiAPi(1Hi⊗σi))⊗1Ki (A ∈L (H )),
ρθ =
⊕
i∈I
qθ (i)ρi,θ ⊗σi, (10)
wherePi is the orthogonal projection ontoHi⊗Ki, trKi(·) is the partial trace overKi,
qθ (i) is a probability distribution over i∈ I for each θ ∈Θ , and ρi,θ and σi are density
operators on Hi and Ki, respectively. If H is finite-dimensional, the decomposition
given by (9) and (10) coincides with the maximal decomposition obtained by Koashi
and Imoto [12].
Since we have Z(M0) =
⊕
i∈ICPi, the classical part Ecl is normally isomorphic
to (ℓ∞(I),Θ ,(Qθ )θ∈Θ ), where ℓ
∞(I) is the set of bounded complex-valued functions
on I and Qθ ∈ Sσ (ℓ
∞(I)) is given by Qθ ( f ) = ∑i∈I qθ (i) f (i) ( f ∈ ℓ
∞(I)). In this
sense, the classical part Ecl corresponds to the probability distributions qθ (i) appear-
ing in the maximal decomposition (10). We can extract, in this case, the information
Ecl without disturbing E by performing the discrete projective measurement corre-
sponding to (Pi)i∈I .
We remark that the infinite-dimensional version of the Koashi-Imoto decompo-
sition was obtained in [9] for separable H by using the modular theory in operator
algebras.
4 Direct product of statistical experiments
In this section we consider the direct product of statistical experiments and its classi-
cal part.
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Let E = (M ,Θ ,(ϕθ )θ∈Θ ) and F = (N ,Ξ ,(ψξ )ξ∈Ξ ) be statistical experiments.
We define the direct product E ⊗F by
E ⊗F := (M⊗N ,Θ ×Ξ ,(ϕθ⊗ψξ )(θ ,ξ )∈Θ×Ξ ).
Operationally, E ⊗F corresponds to the juxtaposition of two partially known sys-
tems corresponding to E and F .
We first show that the direct product of minimal sufficient statistical experiments
is also minimal sufficient.
Theorem 2 Let E = (M ,Θ ,(ϕθ )θ∈Θ ) and F = (N ,Ξ ,(ψξ )ξ∈Ξ ) be statistical ex-
periments. Then the following conditions are equivalent:
(i) E ⊗F is minimal sufficient;
(ii) E and F are minimal sufficient.
Proof (i) =⇒ (ii). Assume (i). Let Φ ∈ ChCPσ (M ) and Ψ ∈ Ch
CP
σ (N ) be normal
channels satisfying ϕθ ◦Φ = ϕθ (θ ∈Θ) and ψξ ◦Ψ = ψξ (ξ ∈ Ξ). Then we have
(ϕθ⊗ψξ )◦ (Φ⊗Ψ) = (ϕθ ◦Φ)⊗(ψξ ◦Ψ) = ϕθ⊗ψξ
for each (θ ,ξ ) ∈ Θ ×Ξ . Thus from the minimal sufficiency of E ⊗F , we have
Φ⊗Ψ = idM⊗N , which implies Φ = idM and Ψ = idN . Therefore E and F are
minimal sufficient.
(ii)=⇒ (i). Assume (ii). Since we have s(ϕθ⊗ψξ ) = s(ϕθ )⊗ s(ψξ ) ([20], Corol-
lary IV.5.12), the family (ϕθ⊗ψξ )(θ ,ξ )∈Θ×Ξ is faithful onM⊗N . Therefore, by ap-
plying the mean ergodic theorem for von Neumann algebras, there exists a minimal
sufficient subalgebraM0⊆M⊗N with respect to (ϕθ⊗ψξ )(θ ,ξ )∈Θ×Ξ and a normal
conditional expectation E from M⊗N onto M0 such that (ϕθ⊗ψξ )◦E = ϕθ⊗ψξ
(θ ∈Θ ,ξ ∈ Ξ). We will show M⊗N ⊆M0, which implies the condition (i).
First, we fix arbitrary ξ ∈ Ξ and write sξ := s(ψξ ) and s˜ξ := 1M ⊗ s(ψξ ). Con-
sider the following faithful statistical experiment:
E˜ξ := (M⊗(sξ N sξ ),Θ ,(ϕθ⊗ψξ )θ∈Θ ).
Define a map Eξ : M⊗(sξ N sξ )→ M⊗Csξ by the normal extension of Eξ (A⊗
B) = A⊗ψξ (B)sξ (A ∈M ,B ∈ sξ N sξ ). Then Eξ is a normal conditional expecta-
tion from M⊗(sξ N sξ ) onto M⊗Csξ and satisfies
(ϕθ⊗ψξ )◦Eξ = ϕθ⊗ψξ
for all θ ∈Θ . Since the statistical experiment
(M⊗Csξ ,Θ ,(ϕθ⊗ψξ )θ∈Θ )
is normally isomorphic to E , the assumption of the minimal sufficiency of E implies
that M⊗Csξ is the minimal sufficient subalgebra of M⊗(sξ N sξ ) with respect to
the family (ϕθ⊗ψξ )θ∈Θ ([14], Theorem 3). Therefore for a normal channel Γ ∈
ChCPσ (M⊗(sξ N sξ )), (ϕθ⊗ψξ ) ◦Γ (X) = (ϕθ⊗ψξ )(X) (X ∈ M⊗(sξ N sξ ), θ ∈
Θ) implies Γ (A⊗ sξ ) = A⊗ sξ (A ∈M ).
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Since s(ϕθ )⊗s(ψξ )= s(ϕθ⊗ψξ )∈M0 for each (θ ,ξ )∈Θ×Ξ ([21], Lemma 1),
we have s˜ξ =
∨
θ∈Θ s(ϕθ )⊗ s(ψξ ) ∈M0. Therefore we obtain
E(s˜ξ ) = s˜ξ ,
E(X) = E(s˜ξX s˜ξ ) = s˜ξE(X)s˜ξ ∈M⊗(sξ N sξ ) (X ∈M⊗(sξ N sξ )).
Thus if we defineΛξ by the restriction of E toM⊗(sξ N sξ ), Λξ is a normal channel
on M⊗(sξ N sξ ). Then (ϕθ⊗ψξ ) ◦Λξ (X) = (ϕθ⊗ψξ ) ◦E(X) = (ϕθ⊗ψξ )(X) for
each θ ∈Θ and each X ∈M⊗(sξ N sξ ). Therefore for each A ∈M we have
M0 ∋ E(A⊗ sξ ) = Λξ (A⊗ sξ ) = A⊗ sξ .
Hence we obtain M⊗Csξ ⊆ M0 for each ξ ∈ Ξ . Thus for each projection P ∈ M
we have
P⊗1N =
∨
ξ∈Ξ
P⊗ sξ ∈M0,
which impliesM ⊗1N ⊆M0.We can also show 1M ⊗N ⊆M0 analogously. Thus
we finally obtain M⊗N ⊆M0, which completes the proof. ⊓⊔
Remark 3 A corresponding result of Theorem 2 for dominated families of probability
measures was obtained in [4] and for families of finite-dimensional density operators
in [12] (Theorem 4).
By using Theorem 2, we show that the classical part of a direct product of statis-
tical experiments is the direct product of the classical parts of the statistical experi-
ments:
Theorem 3 Let E = (M ,Θ ,(ϕθ )θ∈Θ ) and F = (N ,Ξ ,(ψξ )ξ∈Ξ ) be statistical ex-
periments. Then (E ⊗F )cl ∼= Ecl⊗Fcl.
Proof Let E0 = (M0,Θ ,(ϕ
(0)
θ )θ∈Θ ) and F0 = (N0,Ξ ,(ψ
(0)
ξ
)ξ∈Ξ ) be the minimal
sufficient statistical experiments satisfying E ∼CPσ E0 andF ∼CPσ F0, and let Ecl =
(Z(M0),Θ ,(ϕ
cl
θ )θ∈Θ ) and Fcl = (Z(N0),Ξ ,(ψ
cl
ξ )ξ∈Ξ ) be the classical parts of E
and F , respectively. Since we have E ⊗F ∼CPσ E0⊗F0, Theorem 2 implies that
E0⊗F0 is the minimal sufficient statistical experiment normally CP equivalent to
E ⊗F . Therefore
(E ⊗F )cl ∼=
(
Z(M0⊗N0), Θ ×Ξ ,
(
λθ ,ξ
)
(θ ,ξ )∈Θ×Ξ
)
,
where λθ ,ξ is the restriction of ϕ
(0)
θ ⊗ψ
(0)
ξ
to the center Z(M0⊗N0). On the other
hand, it is known that Z(M0⊗N0) = Z(M0)⊗Z(N0) ([20], Corollary IV.5.11). Thus
λθ ,ξ coincides with ϕ
cl
θ ⊗ψ
cl
ξ
. Therefore
(E ⊗F )cl ∼=
(
Z(M0)⊗Z(N0), Θ ×Ξ ,
(
ϕclθ ⊗ψ
cl
ξ
)
(θ ,ξ )∈Θ×Ξ
)
= Ecl⊗Fcl,
which completes the proof. ⊓⊔
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5 Concluding remark
In this paper we have given an operational meaning of the classical part Ecl of a sta-
tistical experiment E . Namely, Ecl is the accessible part of E when we do not disturb
E . In the formulation of the accessibility relations, we have identified the outcome
composite system with the algebraic or aC∗-tensor product of the outcome algebras.
In the von Neumann algebra setup considered in this paper, it is also possible to iden-
tify the outcome composite system with the normal tensor product. The accessibility
relation defined by the normal tensor product is more restrictive than the accessibility
relation ⋐ considered in this paper, similarly as the notion of broadcastability pre-
sented in [10] is more restrictive than that defined here. Then it is natural to ask how
these accessibility relations differ, mathematically and operationally.We leave this as
an open question.
A Proofs of Lemmas 2 and 3
In this appendix, we give direct proofs of Lemmas 2 and 3.
Proof of lemma 2. From the universality of M ∗∗, there exists a normal representation pi : M ∗∗ → M
satisfying pi ◦piM = idM . Then for each A ∈M and each θ ∈Θ we have
ϕθ (piM (A)) = ϕθ (A) = ϕθ ◦pi(piM (A)).
Since piM (M ) is ultraweakly dense in M
∗∗ and ϕθ and ϕθ ◦pi are normal, we obtain ϕθ = ϕθ ◦pi for each
θ ∈Θ . Hence E 4CPσ E . On the other hand, since the kernel kerpi is a self-adjoint, ultraweakly closed,
two-sided ideal on M ∗∗, there exists a central projection P˜ ∈ Z(M ∗∗) such that kerpi = P˜⊥M ∗∗, where
P˜⊥ := 1M ∗∗ − P˜. Then the restriction pi|P˜M ∗∗ of pi to the (possibly non-unital) von Neumann subalgebra
P˜M ∗∗ is a normal isomorphism from P˜M ∗∗ onto pi(M ∗∗) = M . We write the inverse of pi |
P˜M ∗∗
as
ρ : M → P˜M ∗∗. We define a normal CP channel Φ ∈ ChCPσ (M → M
∗∗) by Φ(A) := ρ(A)+ φ0(A)P˜
⊥
(A ∈M ), where φ0 is a fixed normal state on M . Then for each A ∈M and each θ ∈Θ , we have
ϕθ ◦Φ(A) = ϕθ ◦pi ◦Φ(A) = ϕθ
(
pi ◦ρ(A)+φ0(A)pi(P˜
⊥)
)
= ϕθ (A),
which implies E 4CPσ E . Thus we have shown E ∼CPσ E . ⊓⊔
Proof of Lemma 3.We have only to prove the implication E 4CP F =⇒ E 4CPσ F . Assume E 4CP F
and take a channel Φ ∈ChCP(M →N ) such that ϕθ = ψθ ◦Φ for all θ ∈Θ . Let Φ
∗∗ : M ∗∗→N ∗∗ be
the double dual map of Φ . Then Φ∗∗ is an extension of Φ that is continuous in the ultraweak topologies
of M ∗∗ and N ∗∗, respectively.
Now we show that Φ∗∗ is CP. For this, we have to show that for each integer n ≥ 1 and each
{A′′i }
n
i=1⊆M
∗∗, the n×nmatrix (Φ∗∗(A′′∗i A
′′
j ))
n
i, j=1 is positive. By the Kaplansky density theorem, we can
take nets (Aiα) on M satisfying ‖Aiα‖ ≤ ‖A
′′
i ‖ and piM (Aiα)
us∗
−−→ A′′i (i= 1, . . . ,n), where
us∗
−−→ denotes the
ultrastrong∗ convergence on HM . Then we have piM (A
∗
iαA jα )
us∗
−−→ A′′∗i A
′′
j and hence piN ◦Φ(A
∗
iαA jα ) =
Φ∗∗ ◦ piM (A
∗
iαA jα)
uw
−→ Φ∗∗(A′′∗i A
′′
j ), where
uw
−→ denotes the ultraweak convergence. Hence the matrix
(Φ∗∗(A′′∗i A
′′
j ))
n
i, j=1 is an ultraweak limit of the net of positive matrices (piN ◦Φ(A
∗
iαA jα ))
n
i, j=1, and there-
fore is also positive. Thus Φ∗∗ is a normal CP channel.
We denote the normal extensions of E andF by E =(M ∗∗,Θ ,(ϕθ )θ∈Θ ) andF =(N
∗∗,Θ ,(ψθ )θ∈Θ ),
respectively. Then for each A ∈M we have
ψθ ◦Φ
∗∗(piM (A)) = ψθ (piN (Φ(A))) = ψθ ◦Φ(A) = ϕθ (A) = ϕθ (piM (A)).
Since piM (M ) is ultraweakly dense in M
∗∗, this implies ϕθ = ψθ ◦Φ
∗∗ (θ ∈Θ ), and hence E 4CPσ F .
Thus from Lemma 2, we obtain E 4CPσ F , which completes the proof. ⊓⊔
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