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Abstract
We study a free boundary problem modelling the growth of non-necrotic tumors with
fluid-like tissues. The fluid velocity satisfies Stokes equations with a source determined
by the proliferation rate of tumor cells which depends on the concentration of nutrients,
subject to a boundary condition with stress tensor effected by surface tension. It is easy
to prove that this problem has a unique radially symmetric stationary solution. By using
a functional approach, we prove that there exists a threshold value γ∗ > 0 for the surface
tension coefficient γ, such that in the case γ > γ∗ this radially symmetric stationary solution
is asymptotically stable under small non-radial perturbations, whereas in the opposite case
it is unstable.
AMS subject classification: 35R35, 35B35, 76D27.
Key words and phrases: Free boundary problem; tumor growth; Stokes equations;
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1 Introduction
In this paper we study the following free boundary problem modelling the growth of non-necrotic
tumors with fluid-like tissues:
∆σ = f(σ) in Ω(t), t > 0, (1.1)
∇ · v = g(σ) in Ω(t), t > 0, (1.2)
− ν∆v+∇p− ν
3
∇(∇ · v) = 0 in Ω(t), t > 0, (1.3)
σ = σ¯ on ∂Ω(t), t > 0, (1.4)
T(v, p)n = −γκn on ∂Ω(t), t > 0, (1.5)
Vn = v · n on ∂Ω(t), t > 0, (1.6)∫
Ω(t)
v dx = 0, t > 0, (1.7)
1
∫
Ω(t)
v × xd x = 0, t > 0, (1.8)
Ω(0) = Ω0, (1.9)
where σ = σ(t, x), v = v(t, x) (= (v1(t, x), v2(t, x), v3(t, x))) and p = p(t, x) are unknown
functions representing the concentration of nutrient, the velocity of the fluid and the internal
pressure, respectively, f and g are given functions representing the nutrient consumption rate and
tumor cell proliferation rate, respectively, which typically have the following forms respectively:
f(σ) = λσ, g(σ) = µ(σ − σc), (1.10)
where λ, µ and σc are positive constants, σc < σ¯, and Ω(t) is an a priori unknown bounded
domain in R3 representing the region occupied by the tumor at time t. Besides, ν, σ¯ and γ are
positive constants, among which ν is the viscosity coefficient of the fluid, γ is the surface tension
coefficient of the tumor surface, and σ¯ is the concentration of nutrient in tumor’s host tissues,
κ, Vn and n denote the mean curvature, the normal velocity and the unit outward normal,
respectively, of the tumor surface ∂Ω(t), and T(v, p) represents the stress tensor, i.e.,
T(v, p) = ν
[∇⊗ v + (∇⊗ v)T ]− (p+ 2ν
3
∇ · v)I, (1.11)
where I denotes the unit tensor. We note that the sign of the mean curvature κ is defined such
that it is nonnegative for convex hyper-surfaces. Without loss of generality, later on we assume
that
ν = 1 and σ¯ = 1.
Note that the general situation can be easily reduced into this special situation by using the
rescaling σ → σ/σ¯, p→ p/ν and γ → γ/ν.
Tumor growth modelling and analysis has attracted considerable attention during the past
more than ten years. Most tumor models assume that the tumor tissue has the structure of a
porous medium for which Darcy’s law applies (see, e.g., [2], [3] and the references cited therein).
For such tumor models, many interesting results of rigorous analysis have been obtained, for
which we refer the interested reader to see [4]–[8], [18]–[22], [26], [27] and the references cited
therein. The tumor whose tissue does not have the structure of a porous medium but instead is
more like a fluid was recently considered by Franks et al in the literatures [12]–[15], where some
new models were proposed to mimic the early stages of the growth of ductal carcinoma in the
breast. A basic feature of a ductal carcinoma in the breast in early stages is that it is confined
to the duct of a mammary gland, which consists of epithelial cells, a meshwork of proteins, and
extracellular fluid. In modelling, this leads to the replacement of the Darcy’s law used in porous
medium structured tumor models by the Stokes equations. See [12]–[15] for details. The models
of Franks et al [12]–[15] have been concisely reformulated by Friedman in [16] (see also [17]).
The problem (1.1)–(1.9) above is a simplification of the tumor model proposed in [16]. The
simplifications are made in two aspects. First, the model in [16] contains a system of nonlinear
hyperbolic conservation laws with source terms describing the movements and interchanges of
three different species of cells: proliferating cells, quiescent cells and necrotic cells. In this paper
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we only consider one species of proliferating cells, so that no hyperbolic conservation laws appear
in (1.1)–(1.9). Second, in [16] the equation for σ is of the following evolutionary type:
∂tσ = ∆σ − f(σ) in Ω(t), t > 0,
where f is as given in (1.10), but in this paper the stationary form (1.1) is considered. All these
simplifications are made for the purpose to make the analysis simpler. If either one of the above
two aspects of simplifications are not made, then the model will be much more complicated to
analyze, and new mathematical techniques have to be employed. We leave it for future work.
In [16] Friedman established local wellposedness in Ho¨lder spaces of his model. Meanwhile,
he proved that in the special case that the tumor contains only one species of cells (i.e., the tumor
contains only proliferating cells), there exists a unique radially symmetric stationary solution.
Based on these results, a number of interesting questions are raised in [16] (see also [17]), one of
which is as follows: Is this radially symmetric stationary solution asymptotically stable under
non-radial perturbations? A heuristic result toward an answer to this question was obtained by
Friedman and Hu in [19], where they proved that this radially symmetric stationary solution is
linearly asymptotically stable for small µ/γ, i.e., there exists a threshold value (µ/γ)∗ such that
if we denote by (σs,vs, ps,Ωs) this stationary solution, then in the case µ/γ < (µ/γ)∗ the trivial
solution of the linearization at (σs,vs, ps,Ωs) of the original problem is asymptotically stable.
Moreover, they also proved that in the case µ/γ > (µ/γ)∗ the radially symmetric stationary
solution is unstable. We also refer the interested reader to see [18] for the study of existence of
non-radial stationary solutions.
The purpose of this paper is to prove that, at least for the simplified model (1.1)–(1.9), the
answer to the above question is yes for large γ but no for small γ. To this end, we shall use a
functional approach inherited from the references [7], [10], [26] and [27] to study the problem
(1.1)–(1.9), namely, we shall first reduce the problem (1.1)–(1.9) into an evolution equation
containing merely the function ρ describing the free boundary ∂Ω(t), which can be considered
as a differential equation in certain Banach space. We shall prove that this differential equation
is of the parabolic type. Next we use the geometric theory for parabolic differential equations
in Banach spaces (see [1] and [24]) to study the stability of the stationary solution. Since
our discussion does not depend on the specific linear forms of the equations (1.1) and (1.2),
throughout this paper we shall not consider the specific forms of f and g given by (1.10), but
instead assume that they are general smooth functions satisfying the following assumptions:
(A1) f ∈ C∞[0,∞), f ′(σ) > 0 for σ ≥ 0 and f(0) = 0.
(A2) g ∈ C∞[0,∞), g′(σ) > 0 for σ ≥ 0 and g(σc) = 0 for some σc > 0,
(A3) σc < 1.
To give a precise statement of our main result, let us first introduce some notations.
Given a bounded domain Ω ⊆ R3 and two numbers m ∈ N and θ ∈ (0, 1), we denote by
hm+θ(Ω) the so-called little Ho¨lder space on Ω of index m+θ, which is, by definition, the closure
of C∞(Ω) in the usual Ho¨lder space Cm+θ(Ω). Similarly, given a smooth hypersurface Γ in R3,
we denote by hm+θ(Γ) the closure of C∞(Γ) in Cm+θ(Γ).
It can be easily shown (see Theorem A in Appendix A) that under Assumptions (A1)–
(A3), the problem (1.1)–(1.8) has a unique radially symmetric stationary solution. Later on
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we use the same notation (σs,vs, ps,Ωs) as before to denote this radially symmetric stationary
solution of the problem (1.1)–(1.8). Note that this means that there exists Rs > 0 such that
Ωs = {x ∈ R3 : |x| < Rs} and
σs(x) = σs(r), vs(x) = vs(r)
x
r
, ps(x) = ps(r) for x ∈ Ωs, (1.12)
where r = |x| and vs represents a scalar function. Clearly, a coordinate translation of a solution
of (1.1)–(1.8) is still a solution of it. Thus, for any x0 ∈ R3, we denote by (σ[x0],v[x0], p[x0],Ω[x0])
the stationary solution obtained by the coordinate translation x → x + x0 of the stationary
solution (σs,vs, ps,Ωs). Given ρ ∈ C1(∂Ωs) with ‖ρ‖C1(∂Ωs) sufficiently small, we denote by Ωρ
the domain enclosed by the hypersurface r = Rs + ρ(ω), where ω ∈ ∂Ωs. It is obvious that for
x0 ∈ R3 such that |x0| is sufficiently small, there exists a smooth function ρ[x0] on ∂Ωs such
that Ω[x0] = Ωρ[x0] . Since we shall only be concerned with small perturbations of the stationary
solution (σs,vs, ps,Ωs), it is natural to assume that the domains Ω(t) and Ω0 in (1.1)–(1.9) are
small perturbations of Ωs. It follows that there exist functions ρ(t) (= ρ(ω, t)) and ρ0 (= ρ0(ω))
on ∂Ωs such that Ω(t) = Ωρ(t) and Ω0 = Ωρ0 . Using these notations, the initial condition (1.9)
can be rewritten as follows:
ρ(ω, 0) = ρ0(ω) for ω ∈ ∂Ωs. (1.13)
The solution (σ,v, p,Ω) of the problem (1.1)–(1.9) will be correspondingly rewritten as (σ,v, p, ρ),
and the radially symmetric stationary solution (σs,vs, ps,Ωs) will be re-denoted as (σs,vs, ps, 0).
The main result of this paper is the following theorem:
Theorem 1.1 Assume that Assumptions (A1)–(A3) hold. For given m ∈ N, m ≥ 3, and
0 < θ < 1, we have the following assertion: There exists a positive threshold value γ∗ such that
for any γ > γ∗, the radially symmetric stationary solution (σs, vs, ps, 0) is asymptotically stable
in the following sense: There exists constant ε > 0 such that for any ρ0 ∈ hm+θ(∂Ωs) satisfying
‖ρ0‖Cm+θ(∂Ωs) < ε, the problem (1.1)–(1.9) has a unique solution (σ,v, p, ρ) for all t ≥ 0, and
there are positive constants ω, K independent of the initial data and a point x0 ∈ R3 uniquely
determined by the initial data, such that the following holds for all t ≥ 0:
‖σ(·, t) − σ[x0]‖Cm+θ(Ω(t)) + ‖v(·, t) − v[x0]‖Cm−1+θ(Ω(t))
+‖p(·, t) − p[x0]‖Cm−2+θ(Ω(t)) + ‖ρ(·, t) − ρ[x0]‖Cm+θ(∂Ωs) ≤ Ke−ωt. (1.14)
For γ < γ∗ the stationary solution (σs,vs, ps, 0) is unstable. ✷
It is interesting to compare this result with the corresponding result for the porous medium
structured tumor model obtained by Cui and Escher in [8], where it is proved that, for the
porous medium structured tumor model, there exists a threshold value for the surface tension
coefficient γ, which we denote as γ˜∗, such that the unique radially symmetric stationary solution
is asymptotically stable if γ > γ˜∗, but unstable if γ < γ˜∗. We shall show that γ∗ > γ˜∗. This
implies that radially symmetric stationary solution is more stable for a tumor whose tissue has
a porous medium structure than a tumor whose tissue is more like a fluid. See Lemma 3.5 for
the proof of the assertion that γ∗ > γ˜∗.
The structure of the rest part is as follows. In Section 2 we first convert the problem into
an equivalent initial-boundary value problem on a fixed domain by using the so-called Hanzawa
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transformation, and next further reduce it into a scalar equation containing the single function
ρ, which can be regarded as a differential equation in the Banach space hm−1+θ(S2). We shall
also prove that this equation is of the parabolic type. In Section 3 we study the linearization
of (1.1)–(1.8) at the radially symmetric stationary solution, and study the spectrum of the
linearized operator. In the last section we give the proof of Theorem 1.1.
2 Reduction of the problem
In this section we reduce the problem (1.1)–(1.9) into a differential equation in a Banach space.
For simplicity of the notation, later on we always assume that Rs = 1. Note that this assumption
is reasonable because the case Rs 6= 1 can be easily reduced into this case after a rescaling. It
follows that
Ωs = B
3 = {x ∈ R3 : |x| < 1} and ∂Ωs = S2 = {x ∈ R3 : |x| = 1}.
Let m and θ be as in Theorem 1.1. For u ∈ hm+θ(B3), we denote by trS2(u) the trace of
u on S2, i.e., trS2(u) = u|S2 . We know that trS2(u) ∈ hm+θ(S2) and the operator trS2 : u →
trS2(u) from h
m+θ(B
3
) to hm+θ(S2) is linear, bounded and surjective. Let Π be a bounded
right inverse of it, i.e., Π ∈ L(hm+θ(S2), hm+θ(B3)) and trS2
(
Π(u))
)
= u for any u ∈ hm+θ(S2).
Let E ∈ L(Cm+θ(B3), BUCm+θ(R3)) be an extension operator, i.e., E has the property that
E(u)(x) = u(x) for any u ∈ Cm+θ(B3) and x ∈ B3. Here BUCm+θ(R3) denotes the space
of all Cm functions u on R3 such that u itself and all its partial derivatives of order≤ m are
bounded and uniformly θ-th order Ho¨lder continuous in R3. We denote Π1 = E ◦ Π. Then
clearly Π1 ∈ L(hm+θ(S2), hm+θ(R3)), where hm+θ(R3) represents the closure of BUC∞(R3) in
BUCm+θ(R3). Hence there exists a constant C0 > 0 such that
‖Π1(ρ)‖BUCm+θ(R3) ≤ C0‖ρ‖Cm+θ(S2) for ρ ∈ hm+θ(S2). (2.1)
Take a constant 0 < δ < min{1/6, 1/(3C0)} and fix it, where C0 is the constant in (2.1). We
choose a cut-off function χ ∈ C∞[0,∞) such that
0 ≤ χ ≤ 1, χ(τ) =
{
1, for |τ | ≤ δ,
0, for |τ | ≥ 3δ, and |χ
′(τ)| ≤ 2
3δ
. (2.2)
We denote
Om+θδ (S
2) = {ρ ∈ hm+θ(S2) : ‖ρ‖Cm+θ(S2) < δ}.
Given ρ ∈ Om+θδ (S2), we define the Hanzawa transformation Φρ : R3 → R3 as follows:
Φρ(x) = x+ χ(r − 1)Π1(ρ)(x)x
r
for x ∈ R3. (2.3)
Using (2.1) and (2.2) we can easily verify that Φρ is a h
m+θ diffeomorphism from R3 onto itself,
i.e., Φρ ∈ Diffm+θ(R3,R3), and each component of Φρ and Φ−1ρ belongs to hm+θ(R3). Later on
we write Φρ ∈ Diffm+θh (R3,R3) to indicate this fact. We define φρ = Φρ
∣∣
S2
, and denote
Ωρ = Φρ(B
3), Γρ = ∂Ωρ = Φρ(S
2) = Im(φρ).
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Clearly,
φρ(ω) = [1 + ρ(ω)]ω for ω ∈ S2.
This implies that x ∈ Γρ if and only if there exists ω ∈ S2 such that x = [1 + ρ(ω)]ω. Thus,
in the polar coordinates (r, ω) of R3, where r = |x| and ω = x/|x|, the hypersurface Γρ has the
following equation: r = 1 + ρ(ω).
Next, given ρ ∈ C([0, T ], Om+θδ (S2)), for each t ∈ [0, T ] we denote
Γρ(t) = Γρ(t) and Ωρ(t) = Ωρ(t).
Since our purpose is to study asymptotical stability of the radially symmetric stationary solution,
later on we always assume that the initial domain Ω0 is contained in a small neighborhood of
Ωs = B
3. It follows that there exists ρ0 ∈ Om+θδ (S2) such that Γ0 ≡ ∂Ω0 = Γρ0 .
Let ρ be as above, and let Φiρ be the i-th component of Φρ, i = 1, 2, 3. We denote
[DΦρ]ij := ∂iΦ
j
ρ =
∂Φjρ
∂xi
, aρij(x) = [DΦρ(x)]
−1
ij (i, j = 1, 2, 3),
Gρ(x) = det(DΦρ(x)
)
for x ∈ R3,
Hρ(ω) = |φρ|2
√
1 + |∇ωφρ|2 for ω ∈ S2,
where ∇ω represents the orthogonal projection of the gradient ∇x onto the tangent space
Tω(S
2)1). Here and hereafter, for a matrix A we use the notation Aij to denote the element of
A in the (i, j)-th position. Since Φρ ∈ Diffm+θh (R3,R3), we have aρij ∈ hm−1+θ(R3), i, j = 1, 2, 3,
Gρ ∈ hm−1+θ(R3), and Hρ ∈ hm−1+θ(S2). We now introduce four partial differential operators
A(ρ), ~B(ρ), ~B(ρ)· and ~B(ρ)⊗ on R3 as follows:
A(ρ)u(x) = aρij(x)∂j
(
aρik(x)∂ku(x)
)
for scalar function u, (2.4)
~B(ρ)u(x) = (aρ1j(x)∂ju(x), aρ2j(x)∂ju(x), aρ3j(x)∂ju(x)) for scalar function u, (2.5)
~B(ρ) · v(x) = aρij(x)∂jvi(x) for vector function v = (v1, v2, v3). (2.6)
~B(ρ)⊗ v(x) = (aρik(x)∂kvj(x)) for vector function v = (v1, v2, v3). (2.7)
Here and hereafter we use the convention that repeated indices represent summations with
respect to these indices, and ∂j = ∂/∂xj , j = 1, 2, 3. Obviously,
A(ρ) ∈ L(hm+θ(B3), hm−2+θ(B3)), ~B(ρ) ∈ L(hm+θ(B3), (hm−1+θ(B3))3),
~B(ρ)· ∈ L((hm+θ(B3))3, hm−1+θ(B3)), ~B(ρ)⊗ ∈ L((hm+θ(B3))3, (hm−1+θ(B3))3×3).
The definitions (2.4)–(2.7) can be respectively briefly rewritten as follows:
A(ρ)u = (∆(u ◦ Φ−1ρ )) ◦ Φρ, ~B(ρ)u = (∇(u ◦ Φ−1ρ )) ◦Φρ,
1)In the coordinate ω = ω(ϑ,ϕ) = (sinϑ cosϕ, sinϑ sinϕ, cos ϑ) (0 ≤ ϑ ≤ pi, 0 ≤ ϕ ≤ 2pi) of the sphere we have
∇ωf(ω) = (cos ϑ cosϕ, cos ϑ sinϕ,− sinϑ)∂ϑf(ω(ϑ,ϕ)) +
1
sinϑ
(− sinϕ, cosϕ, 0)∂ϕf(ω(ϑ, ϕ)).
Note that ∇xf =
∂f
∂r
ω +
1
r
∇ωf .
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~B(ρ) · v = (∇ · (v ◦ Φ−1ρ )) ◦ Φρ, ~B(ρ)⊗ v = (∇⊗ (v ◦ Φ−1ρ )) ◦ Φρ.
As in [16] we introduce the following vector functions:
w1(x) = (0, x3,−x2), w2(x) = (−x3, 0, x1), w3(x) = (x2,−x1, 0).
Then clearly v × x = (v ·w1,v ·w2,v ·w3).
Let n and κ be respectively the unit outward normal and the mean curvature of Γρ (see
(1.5)). We denote
n˜ρ(x) = n(φρ(x)) and κ˜ρ(x) = κ(φρ(x)), for x ∈ S2.
A direct computation shows that
n˜ρ(x) =
x · [(DΦρ(x))−1
]T
|x · [(DΦρ(x))−1
]T | = a
ρ
ij(x)xjei∣∣aρij(x)xjei∣∣ ≡ (n˜1ρ(x), n˜2ρ(x), n˜3ρ(x)), (2.8)
where
e1 = (1, 0, 0), e2 = (0, 1, 0), e3 = (0, 0, 1),
and
κ˜ρ(x) =
1
2
aρij(x)∂j n˜
i
ρ(x). (2.9)
We remind the reader to notice that, obviously, [ρ→ Φρ] ∈ C∞(Om+θδ (S2),Diffm+θh (R3,R3)).
Thus we have 
[ρ→ aρij ] ∈ C∞(Om+θδ (S2), hm−1+θ(R3)), i, j = 1, 2, 3,
[ρ→ Gρ] ∈ C∞(Om+θδ (S2), hm−1+θ(R3)),
[ρ→ Hρ] ∈ C∞(Om+θδ (S2), hm−1+θ(S2)),
[ρ→ κ˜ρ] ∈ C∞(Om+θδ (S2), hm−2+θ(S2)),
[ρ→ n˜ρ] ∈ C∞(Om+θδ (S2), (hm−1+θ(S2))3).
(2.10)
Finally, for σ, v and p as in (1.1)–(1.8), we denote
σ˜ = σ ◦Φρ, v˜ = v ◦ Φρ, p˜ = p ◦ Φρ.
We also denote w˜ρj = wj ◦ Φρ, j = 1, 2, 3.
Using these notations, we see easily that the Hanzawa transformation transforms the equa-
tions (1.1)–(1.5), (1.7) and (1.8) into the following equations, respectively:
A(ρ)σ˜ = f(σ˜) in B3, t > 0, (2.11)
~B(ρ) · v˜ = g(σ˜) in B3, t > 0, (2.12)
−A(ρ)v˜+ ~B(ρ)p˜− 1
3
~B(ρ)( ~B(ρ) · v˜) = 0 in B3, t > 0, (2.13)
σ˜ = 1 on S2, t > 0, (2.14)
T˜ρ(v˜, p˜)n˜ρ = −γκ˜ρn˜ρ on S2, t > 0, (2.15)
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∫
|x|<1
v˜(x)Gρ(x)dx = 0, t > 0, (2.16)∫
|x|<1
v˜(x) · w˜ρj (x)Gρ(x)dx = 0, j = 1, 2, 3, t > 0. (2.17)
Here T˜ρ(v˜, p˜) = [ ~B(ρ)⊗ v˜ + ( ~B(ρ)⊗ v˜)T ]− [p˜+ (2/3) ~B(ρ) · v˜]I.
In what follows we rewrite (1.6) into an explicit equation expressed with the function ρ =
ρ(ω, t). Let ψρ(x, t) = r − 1− ρ(ω, t), where r = |x| and ω = x/|x|. Then x ∈ Γρ(t) if and only
if ψρ(x, t) = 0. It follows that the normal velocity of Γρ(t) is as follows (see [10]):
Vn(x, t) =
∂tρ(ω, t)
|∇xψρ(x, t)| for x ∈ Γρ(t), t > 0.
Moreover, n(x, t) = ∇xψρ(x, t)/|∇xψρ(x, t)|. Hence (1.6) can be rewritten as follows:
∂tρ(ω, t) = v(x, t) · ∇xψρ(x, t) for x ∈ Γρ(t), t > 0,
where ω = x/|x|. Since ∇xψρ = ∂ψρ
∂r
ω+r−1∇ωψρ = ω−r−1∇ωρ, we see that after the Hanzawa
transformation, this equation has the following form:
∂tρ(ω, t) = v˜(ω, t) ·
[
ω − ∇ωρ(ω, t)
1 + ρ(ω, t)
]
for ω ∈ S2, t > 0. (2.18)
Finally, we rewrite (1.13) as follows:
ρ(ω, 0) = ρ0(ω) for ω ∈ S2. (2.19)
In summary, we have the following preliminary result:
Lemma 2.1 If (σ,v, p, ρ) is a solution of the problem (1.1)–(1.9), then by letting σ˜ = σ◦Φρ,
v˜ = v ◦ Φρ and p˜ = p ◦ Φρ, we have that (σ˜, v˜, p˜, ρ) is a solution of the problem (2.11)–(2.19).
Conversely, If (σ˜, v˜, p˜, ρ) is a solution of the problem (2.11)–(2.19), then by letting σ = σ˜ ◦Φ−1ρ ,
v = v˜◦Φ−1ρ and p = p˜◦Φ−1ρ , we have that (σ,v, p, ρ) is a solution of the problem (1.1)–(1.9). ✷
In the sequel we further reduce the problem (2.11)–(2.19) into a scalar equation containing
the single unknown ρ. The idea is to first solve the system of equations (2.11)–(2.17) to get σ˜,
v˜ and p˜ as functionals of ρ, and next substitute v˜ obtained in this way into the equation (2.18).
We first consider (2.11) and (2.14). We have:
Lemma 2.2 Let δ be sufficiently small. Then, given ρ ∈ Om+θδ (S2), the boundary value
problem
A(ρ)σ˜ = f(σ˜) in B3, σ˜ = 1 on S2 (2.20)
has a unique solution σ˜ = R(ρ) ∈ hm+θ(B3) which satisfies 0 < σ˜ ≤ 1. Moreover, we have
R ∈ C∞(Om+θδ (S2), hm+θ(B
3
)). (2.21)
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Proof: See Lemma 3.1 of [7]. ✷
Next, for given ρ ∈ Om+θδ (S2) we consider the following boundary value problem:
~B(ρ) · v˜ = ϕ in B3, (2.22)
−A(ρ)v˜ + ~B(ρ)p˜ = g in B3, (2.23)
T˜ρ(v˜, p˜)n˜ρ = h on S
2, (2.24)∫
|x|<1
v˜(x)Gρ(x)dx = 0, (2.25)∫
|x|<1
v˜(x) · w˜ρj (x)Gρ(x)dx = 0, j = 1, 2, 3, (2.26)
where ϕ ∈ hm−k−1+θ(B3), g ∈ (hm−k−2+θ(B3))3 and h ∈ (hm−k−1+θ(S2))3 for some 0≤ k ≤m−2.
Lemma 2.3 Let δ be sufficiently small and let ρ ∈ Om+θδ (S2) be given. A necessary and
sufficient condition for (2.22)–(2.26) to have a solution is that ϕ, g and h satisfy the following
relations:∫
|x|<1
(
g(x)−1
3
~B(ρ)ϕ(x))·w˜ρj (x)Gρ(x)dx+∫
|x|=1
h(x)·w˜ρj (x)Hρ(x)dSx = 0, j = 1, 2, 3, (2.27)
∫
|x|<1
(
g(x) − 1
3
~B(ρ)ϕ(x)) · ejGρ(x)dx+ ∫
|x|=1
h(x) · ejHρ(x)dSx = 0, j = 1, 2, 3. (2.28)
If this condition is satisfied, then (2.12)–(2.26) has a unique solution (v˜, p˜) ∈ (hm−k+θ(B3))3 ×
hm−k−1+θ(B
3
).
Proof: Integrating by parts and employing the divergence theorem we see that for any v,
w ∈ (C2(Ωρ))3 and p ∈ C1(Ωρ)) there holds the following integral identity (cf. [11]):
1
2
∫
Ωρ
[∇⊗ v + (∇⊗ v)T ] · [∇⊗w + (∇⊗w)T ]dx−
∫
Ωρ
[p+
2
3
(∇ · v)]∇ ·wdx
=
∫
Ωρ
[−∆v +∇p− 1
3
∇(∇ · v)] ·wdx+
∫
Γρ
T(v, p)n ·wdSx.
(2.29)
Here, for two matrix A and B we use the notation A · B to denote the inner product of A
and B, i.e., A · B = AijBij. By making the Hanzawa transformation, we see that for any v˜,
w˜ ∈ (C2(B3))3 and p˜ ∈ C1(B3) there holds
1
2
∫
|x|<1
[ ~B(ρ)⊗v˜+( ~B(ρ)⊗v˜)T ]·[ ~B(ρ)⊗w˜+( ~B(ρ)⊗w˜)T ]Gρdx−
∫
|x|<1
[p˜+
2
3
~B(ρ)·v˜] ~B(ρ)·w˜Gρdx
=
∫
|x|<1
[−A(ρ)v˜ + ~B(ρ)p˜ − 1
3
~B(ρ)( ~B(ρ) · v˜)] · w˜Gρdx+
∫
|x|=1
T˜ρ(v˜, p˜)nρ · w˜HρdSx.
(2.30)
Besides, clearly ∇⊗wj +(∇⊗wj)T = 0, ∇ ·wj = 0, j = 1, 2, 3, which yield, after the Hanzawa
transformation, that
~B(ρ)⊗ w˜ρj + ( ~B(ρ)⊗ w˜ρj )T = 0, ~B(ρ) · w˜ρj = 0, j = 1, 2, 3.
9
Hence, if (v˜, p˜) is a solution of (2.22)–(2.26), then by takeing w˜ = w˜ρj (j = 1, 2, 3) in (2.30), we
see that (2.27) holds. Similarly we have (2.28). This proves the necessity of (2.27) and (2.28).
Next we assume that the conditions (2.27) and (2.28) are satisfied, and proceed to prove
that there exists a unique solution to the problem (2.22)–(2.26). We first prove uniqueness of
the solution. Let (v˜1, p˜1) and (v˜2, p˜2) be two solutions of (2.22)–(2.26). Then v˜ = v˜1 − v˜2 and
p˜ = p˜1− p˜2 satisfy the corresponding homogeneous equations. Thus, by letting w˜ = v˜ in (2.30),
we get ∫
|x|<1
[ ~B(ρ)⊗ v˜ + ( ~B(ρ)⊗ v˜)T ] · [ ~B(ρ)⊗ v˜ + ( ~B(ρ)⊗ v˜)T ]Gρ(x)dx = 0,
so that
~B(ρ)⊗ v˜ + ( ~B(ρ)⊗ v˜)T = 0 in B3.
This combined with (2.25) and (2.26) yields, by the Korn inequality
‖u‖2(H1(Ω))3 ≤ C1‖S(u)‖2(L2(Ω))3×3 + C2
(∣∣∣∣∫
Ω
udx
∣∣∣∣2 + ∣∣∣∣∫
Ω
u× xdx
∣∣∣∣2
)
, (2.31)
where S(u) = ∇⊗ u + (∇⊗ u)T (cf. Proposition 8.1 of [25]), that v˜ = 0. From this it follows
immediately that also p˜ = 0. Hence the solution is unique if it exists.
To prove existence we denote, for a given 0 ≤ k ≤ m− 2,
X = (hm−k+θ(B
3
))3 × hm−k−1+θ(B3)× R6,
Y = hm−k−1+θ(B
3
)× (hm−k−2+θ(B3))3 × (hm−k−1+θ(S2))3 × R3 ×R3,
and regard Om+θδ (S
2) as an open subset of the Banach space hm+θ(S2). For every ρ ∈ Om+θδ (S2),
we define a linear operator L(ρ) : X→ Y as follows:
L(ρ)U =

~B(ρ) · v˜
−A(ρ)v˜ + ~B(ρ)p˜+ lρ(ζ)
T˜ρ(v˜, p˜)n˜ρ∫
|x|<1
v˜(x)Gρ(x)dx∫
|x|<1
v˜(x) · w˜ρj (x)Gρ(x)dx

T
for U = (v˜, p˜, ζ) ∈ X,
where lρ is the linear operator from R
6 to (hm−k−2+θ(B
3
))3 defined by l(ζ) = a+ b1w˜
ρ
1+ b2w˜
ρ
2+
b3w˜
ρ
3 for ζ = (a, b1, b2, b3) ∈ R3 × R× R× R. By (2.10) it is clear that
L ∈ C∞(Om+θδ (S2), L(X,Y)),
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and
L(0)U =

∇ · v
−∆v+∇p+ l0(ζ)
T(v, p)n∫
|x|<1
v(x)dx∫
|x|<1
v(x) × xdx

T
for U = (v, p, ζ) ∈ X,
where l0 is the linear operator from R
6 to (hm−k−2+θ(B
3
))3 defined by l(ζ) = a+ b1w1+ b2w2+
b3w3 for ζ = (a, b1, b2, b3) ∈ R3 × R × R × R. From the proof of Theorem 2.1 of [16] we see
that L(0) is an isomorphism from X to Y (cf. also Lemma A.1 of [9]). Since all isomorphisms
from X to Y forms an open set in L(X,Y), we conclude that for δ sufficiently small, L(ρ)
is also an isomorphism from X to Y for any ρ ∈ Om+θδ (S2). This particularly implies that
given ϕ ∈ hm−k−1+θ(B3), g ∈ (hm−k−2+θ(B3))3 and h ∈ (hm−k−1+θ(B3))3, there exist unique
v˜ ∈ (hm−k+θ(B3))3, p˜ ∈ hm−k−1+θ(B3) and ζ ∈ R6 such that they satisfy (2.22), (2.24)–(2.26)
and
−A(ρ)v˜ + ~B(ρ)p˜ + lρ(ζ) = g in B3. (2.32)
We claim that ζ = 0. Indeed, taking w˜ = w˜j, e˜j in (2.30) and using (2.22), (2.24), (2.27), (2.28)
and (2.32), we get∫
|x|<1
lρ(ζ) · w˜ρjGρdx = 0,
∫
|x|<1
lρ(ζ) · ejGρdx = 0, j = 1, 2, 3.
From these relations we can easily show that if ρ = 0 then ζ = 0. By continuity (a small
perturbation of a nonsingular matrix is still nonsingular), this implies that if δ is sufficiently
small then for any ρ ∈ Om+θδ (S2) we also have ζ = 0. Hence our claim is true. It follows that
(v˜, p˜) is a solution of (2.22)–(2.26). This completes the proof of Lemma 2.3. ✷
Lemma 2.4 For the solution of the problem (2.22)–(2.26), we have v˜ = ~P(ρ)ϕ+Q(ρ)g+
R(ρ)h, where 
~P ∈
m−2⋂
k=0
C∞(Om+θδ (S
2), L(hm−k−1+θ(B
3
), (hm−k+θ(B
3
))3),
Q ∈
m−2⋂
k=0
C∞(Om+θδ (S
2), L((hm−k−2+θ(B
3
))3, (hm−k+θ(B
3
))3)),
R ∈
m−2⋂
k=0
C∞(Om+θδ (S
2), L((hm−k−1+θ(S2))3, (hm−k+θ(B
3
))3)).
Proof: Let notations be as in the proof of Lemma 2.3. We denote by I1, I2 and I3
the natural embedding operators from hm−k−1+θ(B
3
), (hm−k−2+θ(B
3
))3 and (hm−k−1+θ(S2))3,
respectively, into Y, and by J the projection operator from X onto (hm−k+θ(B3))3. Then by
letting
~P(ρ) = J ◦ L(ρ)−1 ◦ I1, Q(ρ) = J ◦ L(ρ)−1 ◦ I2, R(ρ) = J ◦ L(ρ)−1 ◦ I3,
11
we immediately see that the desired assertion follows. ✷
The system of equations (2.12), (2.13) and (2.15)–(2.17) can be rewritten in the form of
(2.22)–(2.26), with
ϕ = g(σ˜), g =
1
3
~B(ρ)g(σ˜), h = −γκ˜ρn˜ρ. (2.33)
We assert that (2.27) and (2.28) are satisfied by these functions. Indeed, since g = 13
~B(ρ)ϕ, this
assertion follows if we show that∫
|x|=1
h(x) · w˜ρj (x)Hρ(x)dSx = 0,
∫
|x|=1
h(x) · ejHρ(x)dSx = 0, j = 1, 2, 3. (2.34)
Let ∆Γρ be the Laplace-Beltrami operator on Γρ. Then we have κ(x)n(x) = −∆Γρx for x ∈ Γρ
(cf. [9], [25]). Since ∆Γρ is a symmetric operator in L
2(Γρ, dSx), we see that∫
Γρ
(∆Γρxi · xj −∆Γρxj · xi)dSx = 0, i, j = 1, 2, 3. (2.35)
Thus ∫
|x|=1
κ˜ρnρ · w˜ρjHρdSx =
∫
Γρ
κn ·wjdSx = −
∫
Γρ
∆Γρx ·wjdSx = 0, j = 1, 2, 3.
Similarly we have∫
|x|=1
κ˜ρnρ · ejHρdSx =
∫
Γρ
κn · ejdSx = −
∫
Γρ
∆Γρx · ejdSx = 0, j = 1, 2, 3.
This verifies (2.34).
Now, given ρ ∈ Om+θδ (S2), we first use Lemma 2.2 to solve the equations (2.11) and (2.14).
This gives σ˜ = R(ρ) ∈ hm+θ(B3). Next we use Lemma 2.3 to solve equations (2.12), (2.13) and
(2.15)–(2.17). Note that with ϕ, g and h given in (2.33), we have ϕ ∈ hm+θ(B3) ⊆ hm−2+θ(B3),
g ∈ (hm−1+θ(B3))3 ⊆ (hm−3+θ(B3))3, and, by (2.10), h ∈ (hm−2+θ(S2))3. Hence, by Lemma 2.3
(with k = 1) it follows that these equations have a unique solution (v˜, p˜) ∈ (hm−1+θ(B3))3 ×
hm−2+θ(B
3
). Moreover, since σ˜ = R(ρ), by Lemma 2.4 we have
v˜ = ~P(ρ)g(R(ρ)) + 1
3
Q(ρ) ~B(ρ)g(R(ρ)) − γR(ρ)(K(ρ) ~N (ρ)). (2.36)
where K(ρ) = κ˜ρ and ~N (ρ) = n˜ρ. We note that
K ∈ C∞(Om+θδ (S2), hm−2+θ(S2)), ~N ∈ C∞(Om+θδ (S2), (hm−1+θ(S2))3). (2.37)
Substituting the expression of v˜ in (2.36) into (2.18), and introducing the operatorQ : Om+θδ (S2)→
hm−1+θ(S2) by
Q(ρ) = trS2
[
~P(ρ)g(R(ρ)) + 1
3
Q(ρ) ~B(ρ)g(R(ρ)) − γR(ρ)(K(ρ) ~N (ρ))] · [ω − ∇ωρ
1 + ρ
]
, (2.38)
(for ρ ∈ Om+θδ (S2)), where as before ω represents the variable in S2, we see that the problem
(2.11)–(2.19) is reduced into the following initial value problem for a differential equation in the
Banach space hm−1+θ(S2): {
∂tρ = Q(ρ), t > 0,
ρ|t=0 = ρ0.
(2.39)
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Here Q is regarded as a unbounded operator in hm−1+θ(S2) with domain Om+θδ (S2).
We summarize:
Lemma 2.5 Let (σ˜, v˜, p˜, ρ) be a solution of the problem (2.11)–(2.19). Then ρ is a solution
of the initial value problem (2.39). Conversely, if ρ is a solution of the initial value problem
(2.39), then by letting σ˜ = R(ρ) and (v˜, p˜) = PL(ρ)−1(g(σ˜), 13 ~B(ρ)g(σ˜),−γκ˜ρn˜ρ, 0, 0), where
P denotes the projection from X = (hm−1+θ(B
3
))3 × hm−2+θ(B3) × R6 onto (hm−1+θ(B3))3 ×
hm−2+θ(B
3
), we have that (σ˜, v˜, p˜, ρ) is a solution of (2.11)–(2.19). ✷
From (2.10), (2.21), (2.37) and Lemma 2.4 we see that
Q ∈ C∞(Om+θδ (S2), hm−1+θ(S2)). (2.40)
In the sequel we prove that if δ is sufficiently small then for any ρ ∈ Om+θδ (S2), DQ(ρ) is a
infinitesimal generator of an analytic semigroup in hm−1+θ(S2) with domain hm+θ(S2), so that
the differential equation in (2.39) is of parabolic type. Here and in what follows, the notation
D· represents Fre´chet derivatives of smooth operators from hm+θ(S2) to hm−1+θ(S2).
We first note that the mean curvature operator K has the following expression
K(ρ) = K1(ρ)ρ+K0(ρ), (2.41)
where, for each ρ, K1(ρ) is a second-order linear elliptic partial differential operator on S2 with
coefficients being functions of ρ and its first-order derivatives, and K0 is a first-order nonlinear
partial differential operator on S2, so that
K1 ∈ C∞(Om+θδ (S2), L(hm+θ(S2), hm−2+θ(S2))), K0 ∈ C∞(Om+θδ (S2), hm−1+θ(S2)). (2.42)
(see [7] and [10]). Substituting (2.41) into (2.38) we see that
Q(ρ) = Q2(ρ)[ρ, ρ] +Q1(ρ)ρ+Q0(ρ), (2.43)
where, for each ρ, Q2(ρ) is a bilinear operator, Q1(ρ) is a linear operator, and Q0 is a nonlinear
operator; they are respectively defined as follows:
Q2(ρ)[η1, η2] = γtrS2
{
R(ρ)
[K1(ρ)η1 ~N (ρ)]} · ∇ωη2
1 + ρ
,
Q1(ρ)η =−trS2
{
~P(ρ)g(R(ρ)) + 1
3
Q(ρ) ~B(ρ)g(R(ρ)) − γR(ρ)[K0(ρ) ~N (ρ)]} · ∇ωη
1 + ρ
−γtrS2
{
R(ρ)
[K1(ρ)η ~N (ρ))]} · ω,
Q0(ρ) = trS2
{
~P(ρ)g(R(ρ)) + 1
3
Q(ρ) ~B(ρ)g(R(ρ)) − γR(ρ)[K0(ρ) ~N (ρ)]} · ω.
We note that, by (2.21), (2.37), (2.42) and Lemma 2.4 we have
Q2 ∈ C∞(Om+θδ (S2), BL(hm+θ(S2)× hm+θ(S2), hm−1+θ(S2))),
Q1 ∈ C∞(Om+θδ (S2), L(hm+θ(S2), hm−1+θ(S2))),
Q0 ∈ C∞(Om+θδ (S2), hm+θ(S2)),
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where BL(·×·, ·) denotes the Banach space of all bilinear operators with respect the correspond-
ing spaces.
Given two Banach spaces E0 and E1 such that E1 is continuously and densely embedded
into E0, we denote by H(E1, E0) the subset of all linear operators A ∈ L(E1, E0) such that −A
generates a strongly continuous analytic semigroup on E0.
Lemma 2.6 −DQ(0) ∈ H(hm+θ(S2), hm−1+θ(S2)).
Proof: For any ρ ∈ Om+θδ (S2) and η ∈ hm+θ(S2) we have
DQ(ρ)η = Q2(ρ)[η, ρ] +Q2(ρ)[ρ, η] + [DQ2(ρ)η][ρ, ρ] +Q1(ρ)η + [DQ1(ρ)η]ρ +DQ0(ρ)η.
In particular,
DQ(0)η = Q1(0)η +DQ0(0)η for η ∈ hm+θ(S2), (2.44)
i.e., DQ(0) = Q1(0) +DQ0(0). We note that Q1(0) ∈ L(hm+θ(S2), hm−1+θ(S2)) and DQ0(0) ∈
L(hm+θ(S2), hm+θ(S2)). Thus, by a standard perturbation result for infinitesimal generators of
continuous analytic semigroups (see [1] and [24]), the desired assertion follows if we prove that
−Q1(0) ∈ H(hm+θ(S2), hm−1+θ(S2)).
Since (cf. [21])
K(εη) = 1− ε[η(ω) + 1
2
∆ωη(ω)] + o(ε),
where ∆ω is the Laplace-Beltrami operator on the sphere S
2, we have K0(0) = K(0) = 1 and
K1(0)η = −12∆ωη. Hence, from the definition of Q1 we see that
Q1(0)η = −v|S2 · ∇ωη − γuη |S2 · ω, (2.45)
where v is the solution of the following boundary value problem:
∆σ = f(σ) in |x| < 1,
∇ · v = g(σ) in |x| < 1,
−∆v +∇p− 1
3
∇(∇ · v) = 0 in |x| < 1,
σ = 1 on |x| = 1,
T(v, p)n = −γn on |x| = 1,∫
|x|<1
v dx = 0,∫
|x|<1
v × xd x = 0,
and uη = −12R(0)(∆ωη · n). Clearly, v = vs — the radially symmetric stationary solution of
the problem (1.1)–(1.8) (see Appendix A), so that v|S2 = 0. It follows that
Q1(0)η = −γuη|S2 · ω = −γuη|S2 · n =
γ
2
n ·R(0)[n ·∆ωη] ≡ −γ
2
A1η. (2.46)
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Define A0 = ∂n(∆, trS2)
−1(0, ·), i.e., A0η = ∂nψη for η ∈ hm+θ(S2), where ψη is the solution of
the following boundary value problem:
∆ψη = 0 in |x| < 1, ψη = η on |x| = 1. (2.47)
It is well-known that (cf. [9]),
A0 ∈ C∞(hm+θ(S2), hm−1+θ(S2)) ∩H(hm+θ(S2), hm−1+θ(S2)). (2.48)
We rewrite
Q1(0) = −γ
4
A0 − γ
4
(2A1 −A0).
In what follows we prove that
2A1 −A0 ∈ L(hm+θ(S2), hm+θ(S2)). (2.49)
Note that if this assertion is proved, then the desired assertion follows.
Since A0η = ∂nψη and A1η = 2uη |S2 · n, we have (2A1 − A0)η = 4uη|S2 · n − ∂nψη. Since
uη = −12R(0)(∆ωη·n), by definition of the operatorR(0) we see that there exist qη ∈ hm−1+θ(S2)
and ζη ∈ R6 such that
L(0)(uη , qη, ζη) =
(
0, 0,−1
2
∆ωη · n, 0, 0
)
.
Besides, a simple computation shows that
L(0)(∇ψη , 0, 0)=
(
0, 0,T(∇ψη , 0)n,
∫
|x|<1
∇ψηdx,
∫
|x|<1
∇ψη × xdx
)
=
(
0, 0, 2∂n∇ψη,
∫
|x|=1
η · ndSx, 0
)
,
Since 0 = ∆ψη
∣∣
r=1
=
( 1
r2
∂2ψη
∂r2
+
2
r
∂ψη
∂r
+
1
r2
∆ωψη
)∣∣∣
r=1
=
∂2ψη
∂r2
∣∣∣
r=1
+ 2∂nψη +∆ωη, we have
∂n∇ψη = ∂
∂r
∇ψη
∣∣∣
r=1
=
∂2ψη
∂r2
∣∣∣
r=1
n+∇ω
(∂ψη
∂r
∣∣∣
r=1
)
=−∆ωη · n− 2∂nψη · n+∇ω(∂nψη).
Hence
L(0)(4uη −∇ψη, 4qη , 4ζη) =
(
0, 0, 4∂nψη · n− 2∇ω(∂nψη),
∫
|x|=1
η · ndSx, 0
)
.
It follows that
(2A1 −A0)η =4uη|S2 · n− ∂nψη = (4uη −∇ψη)|S2 · n
=trS2
{
JL(0)−1
(
0, 0, 4∂nψη · n− 2∇ω(∂nψη),
∫
|x|=1
η · ndSx, 0
)}
· n
=−2R(0)(∇ω(∂nψη))
∣∣
S2
· n+ trS2
{
JL(0)−1
(
0, 0, 4∂nψη · n,
∫
|x|=1
η · ndSx, 0
)}
· n
≡B1η +B0η.
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It can be easily seen that B0 ∈ L(hm+θ(S2), hm+θ(S2)). Furthermore, minor changes to the proof
of Lemma A.2 in [9] show that also B1 ∈ L(hm+θ(S2), hm+θ(S2)) (see Lemma B.1 and Corollary
B.2 in Appendix B for details). Hence (2.49) follows. This completes the proof of Lemma 2.6.
✷
Since H(hm+θ(S2), hm−1+θ(S2)) is open in L(hm+θ(S2), hm−1+θ(S2)), from Lemma 2.6 we
immediately get
Corollary 2.7 For sufficiently small δ we have
−DQ(ρ) ∈ H(hm+θ(S2), hm−1+θ(S2)) for ρ ∈ Om+θδ (S2). (2.50)
By this corollary we see that, at least in a small neighborhood of the origin, the differential
equation (2.39) is of the parabolic type in the sense of Amann [1] and Lunardi [24], so that
the geometric theory for parabolic differential equations in Banach spaces presented in these
literatures can be applied to (2.39). In the following sections we shall use this theory to prove
Theorem 1.1.
3 Linearization
In this section we compute the spectrum of the operator DQ(0). Note that since hm+θ(S2) is
compactly embedded into hm−1+θ(S2), by Lemma 2.6 we see that the spectrum of the operator
DQ(0) consists of all eigenvalues.
To compute the eigenvalues of DQ(0) we first derive a useful expression of this operator.
Consider a perturbation of the radially symmetric stationary solution (σs,vs, ps, 0) (see (1.12)):
σ(x, t) = σs(r) + εφ(r, ω, t), v(x, t) = vs(x) + ε ~υ(r, ω, t), p(x, t) = ps(r) + εψ(r, ω, t),
Ω(t) = {x ∈ R3 : r < 1 + εη(ω, t)} (r = |x|, ω ∈ S2),
where ε is a small parameter, and φ, ~υ
(
= (υ1, υ2, υ3)
)
, ψ and η are new unknown functions.
From [18] and [19] we see that the linearizations of equations (1.1)–(1.8) are respectively as
follows:
∆φ = f ′(σs)φ in B
3, (3.1)
∇ · ~υ = g′(σs)φ in B3, (3.2)
−∆~υ +∇ψ − 1
3
∇(∇ · ~υ ) = 0 in B3, (3.3)
φ = −σ′s(1)η on S2, (3.4)
T(~υ, ψ)n = −2g(1)∇ωη + γ(η + 1
2
∆ωη)n+ 4g(1)ηn on S
2, (3.5)
∂tη = ~υ
∣∣
S2
· n+ g(1)η on S2, (3.6)∫
|x|<1
~υ dx = 0, (3.7)
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∫
|x|<1
~υ × x dx = 0, (3.8)
Similarly as before, the system (3.1)–(3.8) can be reduced into a scalar equation in the
unknown function η only. Indeed, given η ∈ C([0,∞), hm+θ(S2)), we first solve the second-order
elliptic equation (3.1) subject to the boundary condition (3.4) to get φ(·, t) ∈ hm+θ(B3) as a
functional of η, and next substitute this solution φ into (3.2). It can be easily checked that
(2.27) and (2.28) are satisfied by equations (3.2), (3.3), (3.5), (3.7) and (3.8). Thus by using
Lemma 2.3 we get a unique solution (~υ(·, t), ψ(·, t)) ∈ hm−1+θ(B3)× hm−2+θ(B3) as a functional
of η. Substituting ~υ = ~υ(r, ω, t) obtained in this way into (3.6) and denoting
Bγη = ~υ
∣∣
S2
· n+ g(1)η, (3.9)
we see that the system of equations (3.1)–(3.8) reduces into the scalar equation
∂tη = Bγη. (3.10)
Now, since the problem (1.1)–(1.8) is equivalent to the equation (2.39) with Q(ρ) given by (2.38),
its linearization should correspondingly be equivalent to the linearization of (2.39) which reads
as follows:
∂tη = DQ(0)η. (3.11)
Comparing (3.10) with (3.11), we get the following result:
Lemma 3.1 DQ(0) = Bγ . ✷
In the sequel we deduce the expression of Bγ in terms of Fourier expansions of functions on
the sphere S2.
For each l ∈ N ∪ {0}, let Ylm(ω) (m = −l,−l + 1, · · · , l − 1, l) be a normalized orthogonal
basis of the space of all spherical harmonics of degree l. Then {Ylm(ω) : l = 0, 1, 2, · · · ; m =
−l,−l+1, · · · , l− 1, l} is a normalized orthogonal basis of the scalar L2-space on S2. As in [23],
let ~Vlm(ω), ~Xlm(ω) and ~Wlm(ω), where l = 0, 1, 2, · · · and m = −l,−l + 1, · · · , l − 1, l, be the
corresponding vector spherical harmonics. From [23] we know that all these vector spherical
harmonics form a normalized orthogonal basis of the vector L2-space on S2 (see also Appendix
A of [18] and Section 2 of [22] for this assertion). Besides, for every l ∈ N ∪ {0} we denote
Ll =
d2
dr2
+
2
r
d
dr
− l
2 + l
r2
.
For simplicity of the notation, we shall not write out the whole expansions of φ, ~υ, ψ and η, but
instead merely consider each monomials in the expansions of these functions. This is reasonable
because of the special forms of the operators appearing in the (3.1)–(3.8). Thus we put
η = Ylm(ω).
Then it can be easily verified that the corresponding solution of (3.1) and (3.4) is as follows:
φ(r, ω) = Fl(r)Ylm(ω), (3.12)
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where Fl(r) is the unique solution of the following problem:
LlFl(r) = f
′(σs(r))Fl(r) for 0 < r < 1, F
′
l (0) = 0, Fl(1) = −σ′s(1). (3.13)
Observe that by (3.2) and (3.3) we have
∆(ψ − 4
3
g′(σs)φ) = 0 in B
3, (3.14)
∆~υ −∇(g′(σs)φ) = ∇(ψ − 4
3
g′(σs)φ) in B
3. (3.15)
Thus the solution of (3.2), (3.3), (3.5), (3.7) and (3.8) has the following expressions:
ψ(r, ω)=
4
3
g′(σs(r))φ(r, ω) + Plm(r)Ylm(ω)
=
4
3
g′(σs(r))Fl(r)Ylm(ω) + Plm(r)Ylm(ω), (3.16)
~υ = a+ b× x+ vlm~Vlm + xlm ~Xlm + wlm ~Wlm, (3.17)
where a, b are unknown constant vector, and Plm(r), vlm(r), xlm(r) and wlm(r) are unknown
functions defined on [0, 1] such that vlm(0) = xlm(0) = wlm(0) = 0. Using some well-known
formulas for vector spherical harmonics (see [23] or [18], [22]), we have
∇φ=
[
− F ′l (r) +
l
r
Fl(r)
]√ l + 1
2l + 1
~Vlm(ω) +
[
F ′l (r) +
l + 1
r
Fl(r)
]√ l
2l + 1
~Wlm(ω), (3.18)
∇(g′(σs)φ)=
[
− ∂
∂r
[g′(σs(r))Fl(r)] +
l
r
g′(σs(r))Fl(r)
]√ l + 1
2l + 1
~Vlm(ω)
+
[ ∂
∂r
[g′(σs(r))Fl(r)] +
l + 1
r
g′(σs(r))Fl(r)
]√ l
2l + 1
~Wlm(ω)
≡ ̥1l (r)~Vlm(ω) +̥2l (r) ~Wlm(ω), (3.19)
∇(ψ− 4ν
3
g′(σs)φ) =
√
l + 1
2l + 1
[− ∂
∂r
Plm+
l
r
Plm
]
~Vlm+
√
l
2l + 1
[ ∂
∂r
Plm+
l + 1
r
Plm
]
~Wlm, (3.20)
∇ · ~υ=−[v′lm(r) + l + 2r vlm(r)]
√
l + 1
2l + 1
Ylm(ω) +
[
w′lm(r)−
l − 1
r
wlm(r)
]√ l
2l + 1
Ylm(ω),
(3.21)
and
∆~υ = Ll+1(vlm(r))~Vlm(ω) + Ll(xlm(r)) ~Xlm(ω) + Ll−1(wlm(r)) ~Wlm(ω). (3.22)
By (3.15), (3.18), (3.20) and (3.22), we have√
l + 1
2l + 1
[
− P ′lm(r) +
l
r
Plm(r)
]
= Ll+1(vlm(r))−̥1l (r), (3.23)
Ll(xlm(r)) = 0. (3.24)
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√
l
2l + 1
[
P ′lm(r) +
l + 1
r
Plm(r)
]
= Ll−1(wlm(r))−̥2l (r). (3.25)
By (3.14) we have
Ll(Plm(r)) = 0. (3.26)
By (3.2) and (3.21) we have√
l
2l + 1
[
w′lm(r)−
l − 1
r
wlm(r)
]
−
√
l + 1
2l + 1
[
v′lm(r) +
l + 2
r
vlm(r)
]
= g′(σs(r))Fl(r). (3.27)
Solving the ODE problem (3.23)–(3.27), we get
Plm(r) = 2(2l + 3)A1r
l, xlm(r) = B1r
l, (3.28)
vlm(r) =
√
l + 1
2l + 1
2l
l + 1
A1r
l+1 − r
(2l + 3)
√
l + 1
2l + 1
g′(σs(r))Fl(r)− r
−l−2
2l + 3
∫ r
0
sl+3̥1l (s) ds
≡
√
l + 1
2l + 1
2l
l + 1
A1r
l+1 − v˜l(r), (3.29)
and
wlm(r) = C1r
l−1 +
√
l
2l + 1
(2l + 3)A1r
l+1
− r
(2l − 1)
√
l
2l + 1
g′(σs(r))Fl(r)− r
l−1
2l − 1
∫ Rs
r
s−l+2̥2l (s) ds
≡ C1rl−1 +
√
l
2l + 1
(2l + 3)A1r
l+1 − w˜l(r), (3.30)
where A1, B1 and C1 are constants.
Next we consider the boundary condition (3.5). Again by using some well-known properties
of vector spherical harmonics (see [23] or [18], [22]), we can rewrite ~υ in (3.17) as follows
~υ(r, ω) = a+ b× x+Hl1(r)Ylm(ω)ω +Hl2(r)∇ωYlm(ω), (3.31)
where
Hl1(r) = −
√
l + 1
2l + 1
vlm(r) +
√
l
2l + 1
wlm(r), Hl2(r) =
vlm(r)√
(l + 1)(2l + 1)
+
wlm(r)√
l(2l + 1)
.
Thus
T(~υ, ψ)n =
2
3
g′(1)σ′s(1)Ylm(ω)ω +
[
2H ′l1(1)Ylm(ω)− ψ(1, ω)
]
ω
+
[
Hl1(1)−Hl2(1) +H ′l2(1)
]∇ωYlm(ω). (3.32)
Note that by (3.16) and (3.28) we have
ψ(1, ω) = Ylm(ω)
[− 4
3
g′(1)σ′s(1) + 2(2l + 3)A1
]
.
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Substituting this expression into (3.32) we get
T(~υ, ψ)n =
[2
3
g′(1)σ′s(1) + 2H
′
l1(1) +
4
3
g′(1)σ′s(1)− 2(2l + 3)A1
]
Ylm(ω)ω
+
[
Hl1(1)−Hl2(1) +H ′l2(1)
]∇ωYlm(ω). (3.33)
On the other hand, putting η = Ylm(ω) in (3.5) and using the well-known relation ∆ωYlm(ω) =
−l(l + 1)Ylm(ω), we get
T(~υ, ψ)n = −2g(1)∇ωYlm(ω) +
[
γ(1− l(l + 1)
2
) + 4g(1)
]
Ylm(ω)ω. (3.34)
Since ∇ωYlm(ω) and Ylm(ω)ω are mutually orthogonal, by comparing their coefficients in (3.33)
and (3.34) and using the relations
Hl1(1) = −
√
l + 1
2l + 1
vlm(1) +
√
l
2l + 1
wlm(1), Hl2(1) =
vlm(1)√
(l + 1)(2l + 1)
+
wlm(1)√
l(2l + 1)
,
H ′l1(1) = −
√
l + 1
2l + 1
v′lm(1) +
√
l
2l + 1
w′lm(1), H
′
l2(1) =
v′lm(1)√
(l + 1)(2l + 1)
+
w′lm(1)√
l(2l + 1)
,
we obtain
−
√
l + 1
2l + 1
v′lm(1) +
√
l
2l + 1
w′lm(1) =
γ
4
(2− l2 − l) + 2g(1) − g′(1)σ′s(1) + (2l + 3)A1,
(3.35)
and
1√
2l + 1
[
− l + 2√
l + 1
vlm(1) +
l − 1√
l
wlm(1)
]
+
v′lm(1)√
(l + 1)(2l + 1)
+
w′lm(1)√
l(2l + 1)
= −2g(1). (3.36)
We now proceed to consider the equation (3.6). By (3.9) and (3.29)–(3.31) we have
BγYlm(ω) = ~υ
∣∣
S2
· n+ g(1)Ylm(ω) = a · ω + [Hl1(1) + g(1)]Ylm(ω)
=a · ω + Ylm(ω)
[
g(1) −
√
l + 1
2l + 1
vlm(1) +
√
l
2l + 1
wlm(1)
]
=a · ω + Ylm(ω)
[
g(1) + l(A1 + C˜1) +
√
l + 1
2l + 1
v˜l(1) −
√
l
2l + 1
w˜l(1)
]
, (3.37)
where C˜1 = C1/
√
l(2l + 1). Thanks to the constrain condition (3.7) we see that
a = − 3
4π
∫
|x|<1
{Hl1(r)Ylm(ω)ω +Hl2(r)∇ωYlm(ω)} dx = 0 for l ∈ N, l 6= 1 (3.38)
(cf. (5.8) in [18]). To compute A1 + C˜1 we substitute (3.29) and (3.30) into (3.35) and (3.36),
which gives √
l
2l + 1
w˜′l(1)−
√
l + 1
2l + 1
v˜′l(1)=−
γ
4
(2− l2 − l)− 2g(1) + g′(1)σ′s(1)
+C˜1(l
2 − l) + (l2 − l − 3)A1, (3.39)
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and √
l
2l + 1
[ l − 1
l
w˜l(1) +
1
l
w˜′l(1)
]−√ l + 1
2l + 1
[ l + 2
l + 1
v˜l(1)− 1
l + 1
v˜′l(1)
]
= 2g(1) + 2C˜1(l − 1) + 2l
2 + 4l
l + 1
A1. (3.40)
(3.39) × 2(2l + 1) + (3.40) × 3(l + 1) yields:
A1 + C˜1 =
1
2(l − 1)(2l2 + 4l + 3)
{γ
2
(1− l)(2l2 + 5l + 2)− (4l + 2)g′(1)σ′s(1)
+(2l − 2)g(1) + 4l
2 + 5l + 3√
l(2l + 1)
w˜′l(1) −
√
l + 1
2l + 1
(4l − 1)v˜′l(1)
+
3(l2 − 1)√
l(2l + 1)
w˜l(1) − 3(l + 2)
√
l + 1
2l + 1
v˜l(1)
}
. (3.41)
By the definitions of ̥il (i = 1, 2), v˜l and w˜l respectively in (3.20), (3.29) and (3.30), and by
straightforward calculation we easily have
v˜l(1) =
√
l + 1
2l + 1
∫ 1
0
g′(σs(r))Fl(r)r
l+2 dr, (3.42)
w˜l(1) = −
√
l
2l + 1
g′(1)
2l − 1σ
′
s(1), (3.43)
v˜′l(1) = −
√
l + 1
2l + 1
g′(1)σ′s(1) − (l + 2)
√
l + 1
2l + 1
∫ 1
0
g′(σs(r))Fl(r)r
l+2 dr, (3.44)
w˜′l(1) =
√
l
2l + 1
l
2l − 1g
′(1)σ′s(1). (3.45)
Substituting (3.38) and (3.41) into (3.37) and using (3.42)–(3.45), we see that, for l 6= 1,
BγYlm(ω)= 1
2l2 + 4l + 3
{
g(1)(2l + 3)(l + 1)− γ
4
l(2l + 1)(l + 2)
+(2l + 3)(l + 1)
∫ 1
0
g′(σs(r))Fl(r)r
l+2 dr
}
Ylm(ω). (3.46)
We define, for l ≥ 2,
γl =
4(2l + 3)(l + 1)
l(l + 2)(2l + 1)
[
g(1) +
∫ 1
0
g′(σs(r))Fl(r)r
l+2 dr
]
, (3.47)
αl(γ) = − l(l + 2)(2l + 1)
4(2l2 + 4l + 3)
(γ − γl). (3.48)
Then in case l ≥ 2 (3.46) can be rewritten as follows:
BγYlm(ω) = αl(γ)Ylm(ω).
In the case l = 0 we have, directly from (3.46), that (3.49) also holds with
α0 ≡ α0(γ) = g(1) +
∫ 1
0
g′(σs(r))F0(r)r
2 dr. (3.49)
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Finally, we consider the case l = 1. Since the problem (1.1)–(1.8) is translation invariant,
by some similar argument as those in [6] and [18] we see that Bγη = 0 for any sphere harmonics
of degree 1. In particular, we have
BγY1m(ω) = 0, m = −1, 0, 1.
In summary, we have proved the following result:
Lemma 3.2 DQ(0) = Bγ is a Fourier multiplication operator having the following ex-
pression: For any η ∈ C∞(S2) with Fourier expansion η(ω) =∑∞l=0∑lm=−l clmYlm(ω), we have
Bγη(ω) = α0c00Y00 +
∞∑
l=2
l∑
m=−l
αl(γ)clmYlm(ω), (3.50)
where α0 and αl(γ) defined in (3.49) and (3.48), respectively. ✷
As usual, for a given closed linear operator B in a Banach space X, we denote by ρ(B)
and σ(B) the resolvent set and the spectrum of B, respectively. The set of all eigenvalues of
B is denoted by σp(B). As mentioned in the beginning of this section, we have σ(DQ(0)) =
σp(DQ(0)). Hence, from Lemma 3.2 we immediately obtain the following result:
Lemma 3.3 The spectrum of DQ(0) = Bγ is given by
σ(Bγ) = {α0, 0} ∪ {αl(γ) : l = 2, 3, 4, · · · }.
Moreover, the multiplicity of the eigenvalue 0 is 3. ✷
The next result shows some useful properties of α0 and γl (l ≥ 2):
Lemma 3.4 We have the following assertions:
(i) α0 < 0.
(ii) γl > 0 for all l ≥ 2, and liml→∞ γl = 0.
(iii) There exists an integer l∗ ≥ 2 such that γl+1 < γl for all l ≥ l∗. ✷
Proof: By Assumption (A1) we have f ′ > 0. Thus, by the maximum principle we see that
F0(r) ≤ 0. Furthermore, since u(r) = −σ′s(r) is a solution of the problem
u′′(r) +
2
r
u′(r) = f ′(σs(r))u(r) +
2
r2
u for 0 < r < 1, u(0) = 0, u(1) = −σ′s(1), (3.51)
by comparison we easily get F0(r) ≤ −σ′s(r). Thus, since g′ > 0 (by Assumption (A2)), we have∫ 1
0
g′(σs(r))F0(r)r
2 dr ≤ −
∫ 1
0
g′(σs(r))σ
′
s(r)r
2 dr = −g(1) + 2
∫ 1
0
g(σs(r))r dr.
Hence,
α0 = g(1) +
∫ 1
0
g′(σs(r))F0(r)r
2 dr ≤ 2
∫ 1
0
g(σs(r))r dr < 0.
The last inequality follows from the facts that g′ > 0 and
∫ 1
0
g(σs(r))r
2 dr = 0 (by (A.3) and
(A.4) in Appendix A). This proves (i).
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Next, from (3.13) we have, for any l ≥ 2, that
F ′′l (r) +
2
r
F ′l (r)−
2
r2
Fl(r)− f ′(σs(r))Fl(r) = l
2 + l − 2
r2
Fl(r) ≤ 0
Since f ′ > 0 and u(r) = −σ′s(r) satisfies (3.51), by comparison we get −σ′s(r) < Fl(r) < 0.
Hence
g(1) +
∫ 1
0
g′(σs(r))Fl(r)r
l+2 dr > g(1) −
∫ 1
0
g′(σs(r))σ
′
s(r)r
l+2 dr
> g(1) −
∫ 1
0
g′(σs(r))σ
′
s(r)r
3 dr
= 3
∫ 1
0
g(σs(r))r
2 dr = 0, (3.52)
so that γl > 0 for all l ≥ 2. Moreover, since |Fl(r)| ≤ σ′s(1) and 0 < g′(σs(r)) ≤ g′(1), we have
γl =
4(2l + 3)(l + 1)
l(l + 2)(2l + 1)
[
g(1) +
∫ 1
0
g′(σs(r))Fl(r)r
l+2 dr
]
≤ 8l−1[g(1) + g′(1)σ′s(1)
l + 3
]
.
Hence liml→∞ γl = 0. This proves (ii).
Finally, by direct computation we have
γl+1 − γl = −4g(1)(1 + o(1))l−2 as l→∞.
From this fact the assertion (iii) immediately follows. The proof is complete. ✷
By virtue of the the assertion (ii) of the above lemma, we introduce
γ∗ = max
l≥2
γl. (3.53)
Note that Lemma 3.4 ensures that 0 < γ∗ <∞.
It is interesting to compare the threshold number γ∗ defined above with the corresponding
threshold number for the porous medium structured tumor model obtained by Cui and Escher
[8], which we denote by γ˜∗. Recall that γ˜∗ = maxl≥2 γ˜l, where, for the case Rs = 1 and σ¯ = 1,
γ˜l =
2
l(l − 1)(l + 2)
[
g(1) +
∫ 1
0
g′(1)Fl(r)r
l+2 dr
]
for l ≥ 2, l ∈ N. (3.54)
From Lemma 3.2 of [8] we know that {γ˜l}l≥2 has the same properties as {γl}l≥2 presented in
Lemma 3.4.
Lemma 3.5 γ˜l < γl for all l ≥ 2, l ∈ N, so that γ˜∗ < γ∗.
Proof: For any l ≥ 2 we have, by (3.47), (3.52) and (3.54), that
γ˜l − γl =
[ 2
l(l − 1)(l + 2) −
4(2l + 3)(l + 1)
l(l + 2)(2l + 1)
][
g(1) +
∫ 1
0
g′(1)Fl(r)r
l+2 dr
]
=
2
l(l + 2)
[1
l
− 2(2l + 3)(l + 1)
2l + 1
][
g(1) +
∫ 1
0
g′(1)Fl(r)r
l+2 dr
]
<
2
l(l + 2)
(1− 1)
[
g(1) +
∫ 1
0
g′(1)Fl(r)r
l+2 dr
]
= 0.
This completes the proof. ✷
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4 The proof of Theorem 1.1
In this section we give the proof of Theorem 1.1. Note that since 0 ∈ σ(DQ(0)), the standard
linearized stability theorem for parabolic differential equations in Banach spaces cannot be
applied to treat (2.39), and we have to employ the method of center manifold analysis. We shall
construct a locally invariant center manifold, which consists only of equilibria, and show that
this manifold attracts nearby transient solutions at an exponential rate. Similar method was
applied in [7], [10] and [26].
Proof of Theorem 1.2: We fulfill this proof in four steps.
(i) By the definition of γ∗ we see that for any γ > γ∗, αl(γ) < 0 for all l ≥ 2. Besides, by
(3.50) we see that 0 is an eigenvalue of geometric multiplicity 3, and the kernel of DQ(0) = Bγ
is the space Xc := span{Y1m;m = −1, 0, 1}. Let X⊥c be the orthogonal complement of Xc in
L2(S2), and for fixed m ≥ 3 we denote hm+θs (S2) = hm+θ(S2) ∩X⊥c . Then we have
hm+θ(S2) = hm+θs (S
2)⊕Xc.
This decomposition induces two projection operators πc and πs which map hm+θ(S2) onto Xc
and hm+θs (S
2), respectively. From Lemma 3.2 we know that Bγ commutes with them.
(ii) Let M(η) = Q(η)− Bγη. Then the equation (2.39) can be rewritten as follows:
∂tη = Bγη +M(η) for t > 0, and η(0) = η0. (4.1)
The little Ho¨lder spaces have the following well-known interpolation property
(hσ0(S2), hσ1(S2))ϑ = h
(1−ϑ)σ0+ϑσ1(S2), if (1− ϑ)σ0 + ϑσ1 /∈ Z
where 0 < ϑ < 1 and (·, ·)ϑ denotes the continuous interpolation of Da Prato and Grisvard
(see [24]). By Lemma 3.1 we know that Bγ = DQ(0) generates a strongly continuous analytic
semigroup on hm−1+θ(S2) with domain hm+θ(S2). Thus by Propositions 6.2, 6.4 and Theorem
6.5 in [10] we conclude that there exists an open neighborhood O of the origin in Xc and a
mapping
C ∈ Cm(O, hm+θs (S2)) with C(0) = 0, ∂C(0) = 0,
such that the 3-dimensional submanifoldMc := graph (C) of hm+θ(S2) is a locally invariant and
stable manifold for the evolution equation (4.1). Note thatMc consists only of radial equilibria,
i.e. Mc is the set of all spheres of radius 1 with centers sufficiently close to 0. Furthermore, by
the above-mentioned results of [10] we know that Mc attracts at an exponential rate all small
global solutions of (4.1) in hm+θ(S2). More precisely, there exists ε > 0 such that the solution
to (4.1) exists globally for any η0 with ‖η0‖hm+θ(S2) ≤ ε, and, moreover, there exist c > 0, K > 0
and a unique z0 = z0(η0) ∈ O such that for any t ≥ 0 there holds
‖(πcη(t), πsη(t)) − (z0, C(z0))‖hm+θ(S2) ≤ K exp(−ct)‖πsη0 − C(πcη0)‖hm+θ(S2). (4.2)
(iii) Now let η0 ∈ hm+θ(S2) be given and ‖η0‖Cm+θ(S2) ≤ ε. Then the solution of the
equation (4.1) η ∈ C([0,∞), hm+θ(S2)) ∩ C1((0,∞), hm+θ−1(S2)), and it satisfies (4.1). By
Lemma 2.1 and Lemma 2.5, it follows that the problem (1.1)–(1.9) has a global-in-time solution
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(σ(·, t), v(·, t), p(·, t),Ω(t)), where Ω(t) = {x ∈ R3 : x = rω, 0 ≤ r < 1 + η(ω, t), ω ∈ S2}. Since
Mc is the set of equilibrium solutions which are sufficiently close to S2, there exists a x0 ∈ R3
such that (z0, C(z0)) = η[x0], where η[x0] is the distance function on S2 introduced in Section 1.
Then (4.2) implies that
‖η(·, t) − η[x0]‖hm+θ(S2) ≤ K exp(−ct) for any t ≥ 0. (4.3)
By Lemmas 2.2–2.4 we have
σ(·, t) = R(η(t)) ◦ Φ−1
η(t), v(·, t) = v˜(η(t)) ◦Φ−1η(t), p(·, t) = p˜(η(t)) ◦ Φ−1η(t), (4.4)
Recalling the definition of (σ[x0],v[x0], p[x0],Ω[x0]), we have
σ[x0] = R(η[x0]) ◦ Φ−1η[x0] , v[x0] = v˜(η[x0]) ◦ Φ
−1
η[x0]
, p[x0] = p˜(η[x0]) ◦ Φ−1η[x0] , (4.5)
The explicit construction of Φη, (2.21) and the mean value theorem immediately imply that
there is a positive constant C such that for any t ≥ 0,
‖R(η(t)) −R(η[x0])‖Cm+θ(B3) ≤ C‖η(t)− η[x0]‖Cm+θ(B3).
Then using (4.4), (4.5) we have
‖σ(·, t) − σ[x0])‖Cm+θ(Ω¯(t)) ≤ C‖η(t)− η[x0]‖Cm+θ(Ω¯(t)), (4.6)
for any t ≥ 0. Similarly, by Lemma 2.3 and Lemma 2.4 we also have
‖v(·, t) − v[x0])‖Cm−1+θ(Ω¯(t)) ≤ C‖η(t)− η[x0]‖Cm−1+θ(Ω¯(t)), (4.7)
‖p(·, t)− p[x0])‖Cm−2+θ(Ω¯(t)) ≤ C‖η(t) − η[x0]‖Cm−2+θ(Ω¯(t)), (4.8)
for any t ≥ 0. Combining (4.2), (4.3) and (4.6)–(4.8), we see that (1.14) holds.
(iv) Finally, if 0 < γ < γ∗ then by Lemma 3.3 we see that σ(Bγ)∩ {λ ∈ C : Reλ > 0} is not
empty. It follows from Theorem 9.1.3 in [24] that the zero equilibrium of (4.1) is unstable. This
completes the proof of Theorem 1.1. 
Appendix A: Radially symmetric stationary solution
Theorem A Under Assumptions (A1)–(A3), the problem (1.1)–(1.8) has a unique radially
symmetric stationary solution (σs,vs, ps,Ωs) with components having expressions in (1.12).
Proof: It suffices to consider the following problem:
σ′′s (r) +
2
r
σ′s(r) = f(σs(r)) for 0 < r ≤ Rs, (A.1)
σ′s(0) = 0, σs(Rs) = 1, (A.2)
v′s(r) +
2
r
vs(r) = g(σs(r)) for 0 < r ≤ Rs, (A.3)
vs(0) = 0, vs(Rs) = 0. (A.4)
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[ d2
dr2
+
2
r
d
dr
][
ps(r)− 4
3
g(σs(r))
]
= 0 for 0 < r ≤ Rs, (A.5)
p′s(0) = 0, ps(Rs) =
γ
Rs
+
4
3
g(1). (A.6)
Indeed, it is straightforward to verify that for a radially symmetric stationary solution the
equations (1.1) and (1.2) have respectively the forms (A.1) and (A.3), the boundary condition
(1.4) has the form of the second equation in (A.2), and (1.6) becomes the second equation in
(A.4). Next, taking divergence in both sides of (1.3) and using (1.2), we see that (A.5) holds,
by which we have
T(vs, ps)n
∣∣
r=Rs
=
[
2v′s(Rs)− ps(Rs)−
2
3
g(1)
]
n
= [2g(1) − ps(Rs)− 2
3
g(1)]n
= [
4
3
g(1) − ps(Rs)]n, (by (A.3), (A.4))
where n(x) = x/|x| for x ∈ R3\{0}. Hence, the second equation in (A.6) follows from the
boundary condition (1.5). Finally, the first equations in (A.2), (A.4) and (A.6) are imposed
to rule out possible solutions possessing singularities at r = 0 for the problem without these
equations, which are not meaningful solutions of (1.1)–(1.8).
From [4] we know that under Assumptions (A1)–(A3), the problem (A.1)–(A.4) has a unique
solution (σs(r), vs(r), Rs). Besides, using (A.5) we immediately see that the function
ps(r) =
γ
Rs
+
4
3
g(σs(r))
solves (A.5) and (A.6). Since the solution of (A.1)–(A.6) is obviously unique, we see that the
desired assertion follows. ✷
Appendix B: Boundedness of the operator B1
Lemma B.1 Let m ∈ N, m ≥ 3, and 0 < θ < 1. Let h ∈ (hm−2+θ(S2))3 satisfy h · n = 0
and let v = R(0)h. Then trS2(v) · n ∈ hm+θ(S2), and there exists a constant C independent of
h such that
‖trS2(v) · n‖hm+θ(S2) ≤ C‖h‖(hm−2+θ(S2))3 .
Proof: Fix a function d ∈ BUC∞(R3) such that
trS2(d) = 0, trS2(∇d) = n, ∂n(∇d) = 0. (B.1)
Extend the normal vector field on S2 into R3 by setting n = ∇d. From the proof of Lemma
2.3 we know that there exists a unique (v, p, ζ) ∈ (hm−1+θ(S2))3 × hm−2+θ(S2) × R6, where
v = (v1, v2, v3), such that
L(0)(v, p, ζ) = (0, 0,h, 0, 0). (B.2)
26
We have
∆p = ∇ · (∆v − l0(ζ)) = 0 in B3. (B.3)
Since, on one hand,
T(v, p)n · n = 2ninj∂ivj − p = 2nj∂nvj − p
= 2∂n(v · n)− 2v · ∂n(∇d)− p
= 2∂n(v · n)− p on S2,
and, on the other hand, by (B.2),
T(v, p)n · n = h · n = 0 on S2.
Hence,
2∂n(v · n)− p = 0 on S2. (B.4)
Define Ψ = v · n− 12p d. Then we have trS2(v) · n = trS2(Ψ) and
∆Ψ = ∆(v · n− 12p d)
= ∆v · n+ 2∂ivj∂inj + v ·∆n− 12p∆d−∇d · ∇p− 12d∆p
= (∇p+ l0(ζ)) · n+ 2∂ivj∂inj + v ·∆n− 12p∆d−∇p · n
= l0(ζ) · n+ 2∂ivj∂inj + v ·∆n− 12p∆d in B3.
Furthermore, by (B.1) and (B.4) we have
∂nΨ = ∂n(v · n)− d
2
∂np− p
2
n · (∇d) = ∂n(v · n)− 1
2
p = 0 on S2.
Hence Ψ is the solution of the problem{
∆Ψ = l0(ζ) · n+ 2∂ivj∂inj + v ·∆n− 12p∆d in B3,
∂nΨ = 0 on S
2.
(B.5)
It follows by classical Ho¨lder estimates for second-order partial differential equations of the
elliptic type that
‖trS2(v) · n‖hm+θ(S2) = ‖Ψ‖hm+θ(S2) ≤ C‖Ψ‖hm+θ(B3)
≤C(‖∆Ψ‖
hm−2+θ(B
3
)
+ ‖∂nΨ‖hm−1+θ(S2) + ‖Ψ‖hm−2+θ(B3))
≤C(‖v‖
hm−1+θ(B
3
)
+ ‖p‖
hm−2+θ(B
3
)
+ |ζ|)
≤C‖h‖(hm−2+θ(S2))3 .
The proof is complete. ✷
Since ∇ω(∂nψη) · n = ω · ∇ω(∂nψη) = 0, by Lemma B.1 we immediately obtain
Corollary B.2 Let B1η = −2R(0)(∇ω(∂nψη))
∣∣
S2
· n for η ∈ hm+θ(S2). Then we have
B1 ∈ L(hm+θ(S2), hm+θ(S2)). ✷
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