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Twisted cohomology pairings of knots II; to infinite cycic coverings
Takefumi Nosaka
Abstract
We show that bilinear cup products with local coefficients of closed 3-manifolds recover some twisted
pairings of infinite covers and the Casson-Gordon local signatures. As a result, we further give diagrammatic
computations of the pairings and signatures.
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1 Introduction
The interaction between cup products and intersection forms is a basic method to essentially
analyse C∞-manifolds in the history (e.g., the classification theorem of simply connected
manifolds). As a typical example, as seen in the Poincare´ duality with trivial coefficients,
non-degeneracy of the intersection form can be shown from the view of the cup product.
However, if the (co)homology groups are investigated with local coefficients, such an inter-
action has many difficult aspects. For example, although Neumann [Neu] considered a local
coefficient twisted by U(1) and gave such an interaction, the formula is complicated. Further-
more, we can see such a difference from infinite cyclic covering spaces Y˜ of closed manifolds;
while the Blanchfield pairing [Bla] on the homology of Y˜ is defined from some Bockstein op-
erator, this pairing had not been interpreted by the cup products of Y˜ (however, see Milnor
duality [M1]).
In this paper, we will see some relations between the cohomology of Y˜ and the cohomology
of Y with local coefficients. For this, we interpret two 3-manifold invariants from twisted
cohomology pairings, and provide a method of diagrammatically computing the invariants.
Here, the twisted pairing is constructed from a homomorphism f : π1(Y ) → G, where Y is a
compact 3-manifold, as follows: Set up a relative homology 2-class µ ∈ H2(Y, ∂Y ;Z), a right
G-module M , and a G-invariant bilinear function ψ : M⊗2 → A for some ring A. Then, we
can define the pairing as a bilinear form
Qψ : H1(Y, ∂Y ;M)⊗2 ⌣−−−→ H2(Y, ∂Y ;M⊗2) 〈•, µ〉−−−−−→ M⊗2 ψ−−−→ A. (1)
Here we regard M as the local coefficient module of Y via f , and the first map ⌣ is the cup
product, and the second is defined by the pairing with µ. Though this pairing Qψ seems spec-
ulative and uncomputable from definitions, the author [No2] has developed a diagrammatic
computation of the Qψ in the link case Y = S3 \ νL (see also §4.1).
From now on, we will explain two 3-manifold invariants in details, where an appropriate
choices of G, M and ψ is a key of the interpretation.
(I) First, we address the twisted pairings of infinite cyclic covers Y˜ , where the local coef-
ficients arise from linear representations over a field. As in Milnor [M1, KL], the study of Y˜
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is an approach to geometrically understand the Bockstein operator mentioned above and the
(twisted) signature of knots. However, as a modification of [Neu, §11], we show (Theorem 2.1)
that the twisted pairing is reduced to the bilinear form (1) on the base space Y ; From this
theorem, we give two observations: First, the setting as in [Go] gives an interpretation from
Goldman’s symplectic structure on a flat moduli space of Y (see Appendix). Moreover, since
Theorem 2.1 gives a diagrammatic computation of the twisted pairings in link cases, we give
examples of some computations (§4.1).
(II) The second one is with respect to the Casson-Gordon local signature [CG], Signω(K,χ);
The signature depends on ω ∈ R/Z, and is known to be a useful method to estimate slice 4-
genus of knots, as a metabelian viewpoint; see [COT]. However, to compute the signature from
definitions, we readily encounter difficulties to discuss the intersection form of an appropriate
4-manifold and the twist by ω; the known computations [CG, Gi] are only those with ω = 0
of some knots. Following the idea in [KL, §6], this paper succeeds in giving a diagrammatic
algorithm to practically compute the difference Signw(K,χ) − Sign1(K,χ); see §4.3 for the
detail. Since the point here is a reduction [Neu] of the intersection form to some cup products
of 3-manifolds, we need describe no 4-manifold in the algorithm. However, in this paper, we
do not find new examples to detect slice 4-genus; it is a problem for the furture.
The two applications above justify some concrete importance of the twisted pairings (1) as
a setting; In summary, it is reasonable to hope that the bilinear form can recover other knot
invariants and more computations with appropriate choices of G, M, and ψ.
This paper is organized as follows. Section 2 discusses a relation to the twisted cup products
of infinite cyclic coverings. Section 3 studies the the Casson-Gordon local signature. Section
4 reviews the computation in [No2], and gives some examples of the computation. Section 5
completes the proofs of the theorems.
Notation. Throughout this paper, K is a knot and L is a link embedded in the 3-sphere S3,
and νL means an open tubular neighborhood of L.
2 Result I: relation to infinite cyclic coverings
From the viewpoint of the bilinear twisted pairings Qψ in (1), we will observe a relation to the
twisted Milnor signatures. The proofs of all the statements in Sections 2–3 will appear in §5.
2.1 Recover of twisted cup products of infinite cyclic covers
We will see that the pairing Qψ includes the twisted cup products (of infinite cyclic covers)
considered by Milnor [M1, §4] and Kirk-Livingston [KL, §7]. More generally, this subsection
deals with not only links in S3 but also oriented connected compact 3-manifolds Y with
boundaries ∂Y (possibly ∂Y = ∅).
To this end, we begin by briefly reviewing the observation in [KL, §7]. Take two homo-
morphisms α : π1(Y ) → F = Z and fpre : π1(Y ) → GLn(F) with some commutative field F.
Let τ : Y˜ → Y˜ be the covering transformation. Denote the local system Fn by V , and take
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a π1(Y )-invariant bilinear function ψpre : V ⊗ V → F. Let µα ∈ H2(Y˜ , ∂Y˜ ;Z) be a lift of the
dual element of [α] ∈ H1(Y ;Z). In this situation, Kirk and Livingston considered the bilinear
map ⌣KL defined by setting the composite
⌣KL: H
1(Y˜ , ∂Y˜ ;V )⊗2 ⌣−−→ H2(Y˜ , ∂Y˜ ;V ⊗ V ) 〈ψpre,•〉−−−−−→ H2(Y˜ , ∂Y˜ ;F) ∩µα−−−−→ F. (2)
Further, they claimed (without proof) a non-degeneracy [KL, Theorem 7.1] under a certain
assumption with F = C. Therefore, if F is the complex field C, for z ∈ Z, we can define
the signature of ⌣KL on the (τ
∗ − z)-primary invariant part of H1(Y˜ , ∂Y˜ ;V ). This signature
valued in Z is called the twisted Milnor signature; see [M1, §5] for the original one. Further, the
authors [KL] indicated a connection between this twisted signature and the Casson-Gordon
signature, although they gave no examples and no computation, and did not explicitly describe
the relation in details. Actually, this ⌣KL also seems uncomputable by definition.
We will reformulate (Theorem 2.1) the above bilinear form ⌣KL in terms of the bilinear
form (1). For this, define a right F[π1(Y )]-module V [t
±1] := F[t±1]⊗F V by taking the tensor
product α¯⊗ fpre; the action is given by
(q ⊗ v) · g := (qtα(g))⊗ (v · fpre(g)), for g ∈ π1(Y ), q ∈ F[t±1], v ∈ V.
Further, let us suppose a common assumption similar to [KL, HSW, Hil]:
Assumption (†). Suppose that R is a field F with involution .¯ Furthermore, there exist
y0 ∈ π1(Y ) and d0 ∈ π1(∂Y ) with α(y0) = α(d0) = 1 as above. Moreover, the twisted first
homology H1(Y, ∂Y ;V [t
±1]n) is of finite dimension over F, that is, its order or the twisted
Alexander polynomial, ∆f , is non-zero: ∆f 6= 0. Further, ∆f is invertible in the zero-th
homology H0(Y, ∂Y ;V [t
±1]n).
Furthermore, we introduce a trace map similar to [T2, §2] and [Neu, §11]. According to ±,
take the two rings of formal Laurent series, which are defined as
F[[Z]]± := {
∑
ait
i ∈ F[[t]] | a±k = 0 for k sufficiently small. }.
Since every x 6= 0 in F[t±1] is invertible in F[[Z]]±, we have a natural injection i± : F(t) →֒
F[[Z]]±. For x ∈ F(t), define tr(x) to be i+(x)|t0 − i−(x)|t0 , where the subscript |t0 means the
coefficient of t0. Then, this map induces a well-defined F-linear map
Tr : F[t
±1]/(∆f ) →֒ F(t)/F[t±1] tr−−→ F; x 7−→ [x/∆f ] 7−→ tr([x/∆f ]).
We can easily verify that, if ∆f is irreducible, Tr equals the trace map from the field extension.
Theorem 2.1. Let the coefficients V = Fn and M = V ⊗F F[t±1]/(∆f ) satisfy in Assumption
(†). Define ψ : M2 → F[t±1]/(∆f ) by ψ(ati, btj) := ti−jψpre(a, b) for a, b ∈ V .
Then, there is a canonical F-isomorphism Υ∗∆ : H
1(Y˜ , ∂Y˜ ;V ) ∼= H1(Y, ∂Y ;M), for which
the equality ⌣KL ◦(Υ∗∆)⊗2 = Tr ◦ Qψ holds: Precisely,
H1(Y, ∂Y ;M)⊗2
Qψ
//
	∼=(Υ∗∆)
⊗2

F[t±1]/∆f
Tr

H1(Y˜ , ∂Y˜ ;V )⊗2
⌣KL // F .
(3)
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As a result, we will see that, if Y is a link component S3 \ νL, Theorem 4.1 ensures a
diagrammatic computation of ⌣KL; see §4.2 for examples.
2.2 A remark on non-degeneracy of Qψ
Furthermore, let us mention a non-degeneracy of Qψ. The dual (or contragredient) represen-
tation, f ∗pre, of fpre is defined by f
∗
pre(g) = fpre(g)
−1
. It is known (see [HSW, Lemma 3.1])
that there exists a bilinear form ψpre : F
n⊗ Fn → F which is non-degenerate if and only if the
original representation fpre is conjugate to the dual one f
∗
pre. Thus, the symplectic or unitary
representations of π1(Y ) are excellent examples.
It is a natural question to ask whether Qψ is non-degenerate or not. Precisely, the problem
is that, for a non-degenerate bilinear form ψpre : F
n ⊗ Fn → F which is π1(Y )-invariant, the
associated bilinear form Qψ (3) on the quotient H1(Y, ∂Y ;M)⊗2 is either non-degenerate or
not.
In our experience, if CharF = 0, then the statement are true in most cases. In fact, in
Example 4.2 which discusses the figure eight knot, we will see some cases where such non-
degeneracy does not hold even with CharF = 0. Thus, it seems quite hard to find a duality
theorem on Qψ in general situations.
However, we should mention the known fact (see [M2, §3]) that the isometry classes of
nondegenerate bilinear forms with isometry have been completely classified. Here, the clas-
sification is done by using the trace maps in extension fields. So, if Qψ is non-degenerate,
according to the complete invariants stated in [M2, §3], we can deal with concretely the bilin-
ear form Qψ.
3 Result II; Recover of the Casson-Gordon local signature
The purpose of this section is to state the recover. However, in contract to the previous
section, we have to prepare several terminologies in §3.1.
3.1 Review; the Casson-Gordon invariants and σ-signature
We begin by recalling contexts for the Casson-Gordon invariants. Let K be a tame knot
embedded in the 3-sphere S3 with orientation. For prime powers q and d ∈ Z, we denote
by Bq the q-fold cyclic cover branched along K, and write Eq for the q-fold cyclic cover of
S3 \ νK. Let Xq denote the q-fold cyclic cover of 0-framed surgery on K. Then the inclusions
i : Eq →֒ Xq and j : Eq →֒ Bq induce an isomorphism i∗ : H1(Eq;Z) ∼= H1(Xq;Z) and a
surjection j∗ : H1(Eq;Z)→ H1(Bq;Z), respectively. Thus, we have a surjection
j∗ ◦ (i∗)−1 : H1(Xq;Z) −→ H1(Bq;Z).
Since Z/d acts on Q(ζd) with ζd = exp(2π
√−1/d) canonically, we fix an inclusion Z/d →֒
GL1(C) in what follows. Then, a given character χ : π1(Bq)→ Z/d defines a representation
χ¯ : π1(Xq) −→ GL1(Q(ζd)) →֒ GL1(C)
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as the composite of the surjection j∗ ◦ (i∗)−1 and the Hurewitz map of Xq. Further, the
abelianization α : π1(S
3 \ νK) → Z yields α¯ : π1(Xq) → Z = 〈t〉. Then, by the basic
fact in bordism theory (see, e.g., [FG, §2.2]), there is an oriented compact 4-manifold W
such that the boundary is the q-copies of Xq and that χ¯ × α¯ extends componentwise to
χˆW×αˆ : H1(W ;Z)→ Z/d×Z via the boundary injection. To summarize, here is a description
of the manifolds appearing above:
Bq
Branched covering

Eq?
_oo 
 0-surgery
//
q-fold covering

Xq
Branched covering

Xq♯ · · · ♯Xq = ∂W ⊂W
S3 S3 \ νK? _oo   0-surgery // XK
Furthermore, take the trivial homomorphism χtri : π1(W ) → GL1(Q). Then, we have the
three cohomologies of W with local coefficient rings Q, C and C(t) via χtri, χˆW and χˆW ⊗ α¯,
respectively. Since H2(W ;C(t)) is known to be of finite dimension over C(t); see [CG, Gi],
we accordingly obtain the respect intersection forms Itri, Iχˆ and Iα¯⊗χˆ on the space H2(W ; †),
which are known to be non-degenerate and hermitian (see, e.g., [FG, §2] for the detailed
formula).
Then, the Casson-Gordon invariant is defined as the following element:
CG(K,χ) := (Iα¯⊗χˆ − Itri)⊗ (1/q) ∈Witt(C(t))⊗Z Z[1/q],
where Witt(C(t)) is the (hermitian) Witt group of the functional field C(t). We can easily see
the independence from the choices of W and χˆW , as in [CG, Neu, COT]. Further, roughly
speaking, if K and χ satisfy certain conditions, CG(K,χ) is an additively concordance invari-
ant (see [CG, Gi, COT] for the details).
Further, as a reduction of the original CG(K,χ), it is a simple way to consider the dis-
criminant (see [KL, HKL]) or the (hermitian) local signature. This paper examines the lat-
ter. To this end, let us call a complex number w ∈ C generic, if w is not a solution of
det(Iα¯⊗χˆ) = 0 ∈ C(t) and t−w is invertible in H2(W ;C(t)). By definition, non-generic points
are finitely many in C. Moreover, if w ∈ C is generic and |w| = 1, we can define the signature
Signw(CG(K,χ)) ∈ Z[1/q]; By definition, Signw(CG(K,χ)) is locally constant on the circle
S1 ⊂ C by removing the non-generic points. However, the signatures at non-generic points
have some difficulties. For example, concerning w = 1, consider σ1(K,χ) ∈ Q defined to
be
(
Sign(Iχˆ) − Sign(Itri)
)
/q, as in [CG]. Then σ1(K,χ) − limt→+0 Signexp(√−1t)(CG(K,χ)) is
called nullity, and is not always zero together with a relation to the slice-ribbon conjecture
(see [CG, FG]). See the computation with w = 1 in [CG, KL, FG] and therein references
However, the definition of CG(K,χ) in the first place requires such a 4-manifold W and an
extension χˆW ; in the very beginning, it has been considered to be hard to compute the local
signatures.
3.2 A diagrammatic formulation
We will state the main theorem 3.1 for computing the related signature from a knot diagram
and cup products. We denote π1(S
3 \ νK) by πK , for short.
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We begin by setting up a map fχ and a module M as follows. Since the abelianization
πK → Z splits, we choose an isomorphism πK ∼= π′K ⋊Z. Since π1(Eq) injects the commutator
subgroup π′K , the composite χˆ◦i−1∗ : π1(Eq)→ GL1(C) gives rise to the induced representation
fχ : πK → GLq(C[t±1]). To be precise, fχ is easily remembered in the matrix presentation
fχ(g, n) :=

ζ
χˆ(g)
d 0 · · · 0
0 ζ
χˆ(g·1)
d · · · 0
...
...
. . .
...
0 0 · · · ζχˆ(g·(q−1))d
 ·

0 1 0 · · · 0
0 0 1 · · · 0
...
...
. . .
. . .
...
0 0 · · · . . . 1
t 0 · · · · · · 0

n
∈ GLq(C[t±1]), (4)
for (g, n) ∈ π′K⋊Z. It is known [CG, Gi] that the twisted homologyH t1(S3 \ νK; (C[t±1])q) is of
finite dimension, and (see, e.g., [HSW, HKL]) that the non-zero twisted Alexander polynomial
∆χ ∈ C[t±1] satisfies the reciprocity ∆χ = btn∆χ for some n ∈ Z and b ∈ C×. Then, we let M
be the quotient module (C[t±1]/∆χ)q with involution, and let πK act canonically on M via fχ.
Let us turn into briefly reviewing notions in [Neu, §2-3], in order to apply the related
signature to [Neu, Theorem 3.2]. In general, given a finite dimensional C-vector space V acted
on by Z = 〈τ∗〉, for z ∈ C, let us consider the (τ∗− z)-primary invariant subspace, and denote
it by Vz, i.e.,
Vz := {v ∈ V | v(τ∗ − z)k = 0 for some k. }.
Further, if V has a skew hermitian bilinear form b over C, we define a value λ(V, b) ∈ R to be∑
z: |z|=1 λ(Vz, b), and
λ(Vz, b) =
{
(2a− 1) · Sign(Vz,
√−1b), z = exp(2π√−1a) with 0 < a < 1,
−Sign(V1,
√−1b(1)), z = 1,
where b(1) is defined by b(1)(x, y) = b(τ∗x− τ−1∗ x, y).
We will describe the main theorem by applying the situations in §3.2 to the previous
settings. Denote the cohomology H1(S3 \ νK, ∂S3 \ νK;M) by H. Given a character χ,
combing Qψ in (1) with the trace map in §2.1 gives a skew-hermitian 2-form b := Tr ◦ Qψ on
H. Notice that H is of finite dimension over C, and is acted on by t. Further, for w ∈ C,
define the map αˆw : π1(Xq)→ C by setting γ 7→ wα(γ), where α is the abelianization of π1(Xq).
Tensoring with C via αˆw, we can twist the action of Z on H⊗C C. Denote the C-space with
action by H⊗ τ , for short. To summarize, here is the required statement:
Theorem 3.1. Assume the following four conditions: (i) the homomorphism χ is non-trivial.
(ii) w ∈ C is generic. (iii) ∆χ is not divisible by t− ω. (iv) ∆χ is not divisible by 1− t.
Then, the following equality holds:
Signw(K,χ)− σ1(K,χ) = λ(H, b)− λ(H⊗ τ, b⊗ w) ∈ Z[1/q].
While we defer the proof until §5.2, we now sum up the theorem. We can diagrammatically
compute the right hand side following from Proposition 3.1, and, consequently can do the left
one. Needless to say, in order to compute the goal Signw(K,χ), we have to investigate the
second term σ1(K,χ) and a condition of χ.
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Finally, we emphasize that the four conditions in Theorem 3.1 is not so strong. Actually,
(i) is obviously week, and there are finitely many w at most in C that satisfy neither (ii) nor
(iii). In contract, ∆χ does not always satisfy (iv). However, as seen in the proof, the condition
(iv) arises from a Mayer-Vietoris discussion: thus, even when ∆χ is divisible by 1− t, we can
get a similar equality by following carefully the proof; However, we omit describing the detail,
since it depends on the knot type.
4 Examples of computations
This section, by composing the theorems in the previous sections with the result in [No2]. To
more precise, Section 4.1 strictly describes diagrammatic computation of the cup products,
and Sections 4.2–4.3 give some examples.
4.1 Reviews; diagrammatic computation of the twisted pairings.
We will need some knowledge of quandles before proceeding.
Thorough this section, we fix a group G and a right G-module M over a ring A. Let Z
be a subset of G closed under the conjugation operation. Further, denote M × Z by X , and
define a binary operation on X by
⊳ : (M × Z)× (M × Z) −→M × Z, (a, g, b, h) 7−→ ( (a− b) · h+ b, h−1gh ). (5)
Further, given a knot K ⊂ S3 with a group homomorphism f : π1(S3 \ νK)→ G such that
every meridian is sent to Z. Let us choose an oriented knot diagram D of K. Then, it follows
from the conjugacy operation of G and the Wirtinger presentation of D that the homomor-
phism f is regarded as a map {arcs of D} → G. Furthermore, a map C : {arcs of D} → X
over f is an X-coloring over f if it satisfies C(ατ )⊳C(βτ ) = C(γτ) at each crossings of D illus-
trated as Figure 1. Let ColX(Df ) denote the set of all X-colorings over f . By definition, this
ColX(Df ) canonically injects into the product M
α(D), where α(D) is the number of arcs of D.
Hence, ColX(Df) serves as an A-submodule of M
α(D). Furthermore, the diagonal submodule
Mdiag ⊂Mα(D) is contained in ColX(Df ), and is a direct summand M of ColX(Df). Thus, we
denote by ColredX (Df) another direct summand.
ατ βτ
γτ βτατ
γτ
Figure 1: Positive and negative crossings, and complementary regions marked by A.
Furthermore, one introduces a bilinear form on the A-module ColX(Df) as follows. Let
ψ : M2 → A be a bilinear map over Z. Moreover, we assume that this ψ is G-invariant and is
over A. Precisely, the two equalities
ψ(xa, yb) = a¯ψ(x, y)b, ψ(x · z, y · z) = ψ(x, y)
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hold for any a, b ∈ A, x, y ∈ M and z ∈ G. We further define the two maps D1 : X2 → M
and D2 : X → M by setting D1((x, z), (y, w)) = x− y and D2(y, w) = y − y · w, respectively.
Furthermore, we define a map
Qψ : (ColX(Df))2 −→ A; (C, C′) 7−→
∑
τ
ǫτ · ψ
(D1(C(ατ ), C(βτ )), D2(C′(βτ ))), (6)
where τ runs over all the crossings of D, and the symbols ατ , βτ are the arcs and ǫτ ∈ {±1}
is the sign of τ according to Figure 1.
Next, from the view of this theorem we will reformulate the bilinear form Qψ defined in
(1). To see this, we set up notation. Let Mop denote the A-module on M with the operation
x · a := xa¯ for x ∈M, a ∈ A. Letting YK = S3 \ νK, we should notice the isomorphism
H∗(YK , ∂YK ;M) ∼= H∗(YK , ∂YK ;Mop)
by definitions. In addition, recall the isomorphism H2(YK, ∂YK ;Z) ∼= Z with a basis µ which
corresponds to a Seifert surface in S3 \ νK.
Theorem 4.1. Let YK = S
3 \ νK andM be as above. Then, there are A-module isomorphisms
ColX(Df ) ∼= H1(YK , ∂YK ;M)⊕M, ColredX (Df) ∼= H1(YK , ∂YK ;M).
Further, the restriction of Qψ on ColredX (Df) is equal to the following composite:
H1(YK , ∂YK ;M)
⊗2 ⌣−−−→ H2(YK , ∂YK ;Mop ⊗M) 〈•,µ〉−−−−→ Mop ⊗M 〈ψ,•〉−−−−−→ A.
To summarize, the point is that, given a diagram D, we can diagrammatically compute the
form Qψ by definitions.
4.2 The figure eight knot
We will compute the cup product ⌣KL in (2) of the figure eight knot as illustrated in Figure
2. Here, we set G = SL2(F), where F is a field of characteristic 0.
Let set up the situation. Let ai ∈ π1(S3 \ νK) be the element corresponding with the arc
αi in Figure 2. Then, we will employ the elliptic representation f : π1(S
3 \νK)→ SL2(F[t±1])
such that
f(a1) = t ·
(
s 1
0 s−1
)
, f(a2) = t ·
(
s 0
u+ 1 s−1
)
,
for some s, u ∈ F× with s¯ = s and u¯ = u. It is known that s and u must satisfy s2 + s−2 +
u+ u−1 − 1 = 0, and that the set Hom(π1(S3 \ νK), G) is characterized by such f ’s.
Let us review the computation [No2, §3.2] of Qψ, without the proofs. First, for simplicity
and the assumption (†), let us suppose a generic assumption of the form
(u− 1)(u+ u−1 − 1)(2u+ 2u−1 − 1)(2u+ 2u−1 − 5) 6= 0
as discussed in [No2, §3.2]. In addition, inspired by [Go], we discuss Qψ associated with
adjoint representations; Consider the lie algebra g = {B ∈ Mat(2 × 2;F) | TrB = 0 } with
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adjoint action of SL2(F). Then, the twisted Alexander polynomial ∆f is equal to t
2 + (2u+
2u−1−3)t+1. Thus, setting M by g[t±1]/(∆f), the cohomology H1(Y, ∂Y ;M) is shown to be
F[t]/(∆f ). Furthermore, taking the Killing 2-form ψ : g
2 → F that takes (X, Y ) to Tr(XY ),
one showed that
Qψ(~x, ~x′) = 2(t− t−1)(u+ u−1 − 1)(1− u)(u3 − u2 − 2u− 1)xx¯′. (7)
We will compute the cup product ⌣KL in (2). It can be easily seen that Tr(t − t−1) =
2(u+ u−1 − 3) by definition. Then, Theorem 2.1 implies the conclusion
x ⌣KL y = Tr ◦ Qψ(x, y) = 4(u+ u−1 − 3)(u+ u−1 − 1)(1− u)(u3 − u2 − 2u− 1)xy,
where x, y are contained in H1(Y˜ , ∂Y ;F2) ∼= F[t]/(∆f ).
Here, as mentioned in §2.2, we notice that if (u+u−1−3)(u+u−1−1)(u3−u2−2u−1) = 0,
then x ⌣KL y is zero. In particular, ⌣KL and Qψ are degenerate.
4.3 A computation of the Casson-Gordon local signature
In this section, we give a computation of the local signature of the knot 12a169; see Figure 2.
Although the knot is known to be non-slice, we now prove the fact by using the local signature.
α2
α1
α4
α3
α2
α1
α3
α5
α4
α6 α7
α8
α9
α10
α11
α12
Figure 2: The figure eight knot 41 and the knot 11a169with labeled arcs.
The computation on the twisted Alexander polynomial is based on [HKL, §10.2]. Let
us review the computation. In what follows, we fix q = 3, and d = 5, and denote by ζ
denote the fifth root of unity exp(2π
√−1/5). Then, H1(Bq;Z) is known to be Z/25 ⊕ Z/25;
Further, H1(Bq;Z/5) is F5[t
±1]-isomorphic to F5[t]/(1 + t + t2). Therefore, for every map
χ : π1(Bq) → Z/5 which is not trivial, the associated twisted Alexander polynomial is the
same. So we fix such a χ, and the associated homomorphism defined by
fχ(α1) =
 0 1 00 0 1
t 0 0
 , fχ(α2) =
 0 ζ2 00 0 ζ2
tζ3 0 0

according to (6). Then [HKL] computed the twisted Alexander polynomial as
∆χ = 4t
2 + (ζ35 + ζ
2
5 + 5)t+ 4.
Note that the two solutions η, λ of ∆χ are roots of unity ; −0.42274±0.90624
√−1. Further,
they showed that, if K was slice, the Casson-Gordon invariant associated to χ might be zero.
Thus, in this situation, the left hand side in Theorem 3.1 should be zero.
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To deal with the left hand side, we start by computing ColredX (Df ). Furthermore, we put
the assignments of α1 and α2 by setting
C(α1) = (0, 0, 0, f(α1)), C(α2) = (x, y, z, f(α2)) ∈ (C[t]/∆f )3 ×G.
Denote C(αj) by βj . Then, we can easily see that, these C(α1) and C(α2) give rise to a coloring
over f , if and only if the following holds:
β1⊳β2 = β3, β2⊳β4 = β5, β4⊳β1 = β2, β10⊳β12 = β3, β12⊳β3 = β11, β1⊳β11 = β12,
β2i−1 ⊳ β2i = β2i+1, β2i ⊳ β2i−1 = β2i−2 (3 ≤ i ≤ 5).
Then, by the help of computer program, it can be seen that ColredX (Df)
∼= C[t]/∆f , and that
it is generated by such (x, y, z) with
y =
8ζ2 + ζ3 + 8ζ4 − 20ζ2t− 20ζ4t
−12 − ζ + ζ4 x,
z =
−5− 24ζ + 112ζ3 + 28ζ4 − 60ζt+ 240ζ3t+ 60ζ4t
4(4− 13ζ + 65ζ2 + 18ζ4) x.
Further, we will compute Qψ(C, C′) and the associated signature, where ψ is defined by
ψ((x1, x2, x3), (y1, y2, y3)) =
√−1∑ xiyi. Denote by ψ(D1(C(ατ ),D2(C′(βτ )) the term in (6)
with ατ = αi and βτ = αj . Then, Qψ(C, C′) is, by definition, equal to
Φ(1, 11)+Φ(12, 3)+Φ(10, 12)−Φ(4, 1)−Φ(1, 2)−Φ(2, 4)−(
∑
3≤i≤5
Φ(2i, 2i−1)+Φ(2i−1, 2i)).
However, the resulting computation is a little complicated. Accordingly, to reduce it on the
help of computer, it is sensible to consider H1(Y ;M) ∼= C[t]/(t− λ)⊕C[t]/(t− η) componen-
twise. Actually, by the help of computer, we can see
Qψ(C, C′)
∣∣
(t−λ); 29.413653381xx¯
′, Qψ(C, C′)
∣∣
(t−η); −29.413653381xx¯′.
As an exercise of linear algebra, we can easily see that the signature of Tr(Qψ) is equal to the
sum of the signatures restricted on the two components. Therefore, by definition, we easily get
a table on the signature σ(λ(H⊗τ, b⊗w)) with respect to w = exp(√−1θ) with 0 ≤ θ < 2π, as
the table below (Here, the parts denoted by ‘?’ is undefined by non-genericity). In summary,
the left hand side mentioned above is not zero. Hence, the assumption of sliceness is false, as
desired.
exp(
√−1θ) 1 · · · λ · · · κ · · · −1 · · · κ¯ · · · λ¯ · · · 1
σ(λ(H⊗ τ, b⊗ w)) ? 0 ? 2 ? 0 ? 0 ? 0 ? 0 ?
5 Proofs of the statements in Sections 2-3
We will give the proofs of all the statements in Sections 2-3.
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5.1 Proofs of the statements in Section 2.1
We will prove Theorem 2.1, by modifying the proofs of [M1, Duality theorem] and [Neu,
Theorem in §11]. In this subsection, we suppose the assumption (†) described in §2.1.
First, we will describe strictly the isomorphism Υ∗∆ stated in Theorem 2.1. Given a CW-
complex structure of Y , we have that of Y˜ as a lift. Then, with a choice of γ0 ∈ π1(Y )
representing the covering transformation τ : Y˜ → Y˜ , the Reidemeister-Schreier method with
respect to π1(Y˜ ) →֒ π1(Y )→ Z implies the following identification of cellular complexes
V [t±1]⊗fpre C∗(Y, ∂Y ;Z) = V ⊗fpre C∗(Y˜ , ∂Y˜ ;Z).
Therefore, we can define a map
Υ : C∗(Y, ∂Y ;V [t±1]) −→ C∗(Y˜ , ∂Y˜ ;V );
∑
n
tnvn⊗cn 7−→
∑
n
(vn ·fpre(γ−n0 ))⊗(τncn), (8)
where
∑
n t
nvn lies in V [t
±1] with vn ∈ V . This Υ is known to be a chain isomorphism, inde-
pendent of the choice of γ0; see [KL, Theorem 2.1] or Shapiro’s lemma. Under the assumption
(†), consider the module M := V ⊗F
(
F[t±1]/(∆f )
)
, and regard it as a local system of π1(Y )
via the tensored representation α⊗ fpre. Then, the map Υ subject to the ideal (∆f) induces
an isomorphism H1(Y, ∂Y ;M)
∼→ H1(Y˜ , ∂Y˜ ;V ) as finite dimensional F-spaces. Since F is of
characteristic 0, the universal coefficient theorem thus implies that the previous isomorphism
in (8) dually induces the isomorphism from H1(Y, ∂Y ;M) to the Z-equivalent cohomology
H1Z(Y˜ , ∂Y˜ ;M). Since the image is naturally isomorphic to H
1(Y˜ , ∂Y˜ ;V ) by the trace map Tr,
we consequently have
Υ∗∆ : H
1(Y, ∂Y ;M)
∼−→ H1(Y˜ , ∂Y˜ ;V ).
Further, when M = F[t]/∆f , we can construct a homomorphism Υ
∗
∆ : H
2(Y, ∂Y ;F[t]/∆f ) →
H2(Y˜ , ∂Y˜ ;F) of degree 2.
Next, let us observe two flirtations of Y˜ such as [M1, Neu, Ka]. Choose a circle valued Morse
function α¯ : Y → S1, which represents α : π1(Y )→ Z. Then, we can lift it to α˜ : Y˜ → R, and
define a surface Σ ⊂ Y˜ to be the preimage of a regular value p0 ∈ R, that is, Σ := α˜−1(p0).
Then, for q ∈ Z, the two filtrations are defined as
N+q := α˜
−1((−∞, q + p0)), and N−q := α˜−1((−q + p0,∞)).
Consider the Mayer-Vietoris sequence of the triple (Y˜ , ∂Y˜ ∪N+q , ∂Y˜ ∪N−q ) written in
· · · → H i(Y˜ , ∂Y˜ ;V ) δ
∗
c−→ H i+1(Y˜ , ∂Y˜ ∪N+q ∪N−q ;V )→
⊕
H i+1(Y˜ , ∂Y˜ ∪N±q ;V )→ · · · . (9)
We further discuss the middle term and δc. Notice that, by definition, Y˜ \ (N+p ∪ N−q )
is compact and ∩p∈ZN+p = ∩q∈ZN−q = ∅. Since V is over a field F of characteristic 0, the
inductive limit of the second term as q → −∞ can be shown to be explicitly the relative
cohomology of Y˜ with compact support (see [FS] for the details on lim1).
Further, we will examine this δ∗c in an algebraic way. For this, let F[[Z]] be the F[t
±1]-module
consisting of Laurent series
∑∞
k=−∞ bkt
k with bk ∈ F. Further, recall from §2.1 the Laurent
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polynomial rings F[[Z]]± and the embeddings ι± : F((t)) → F[[Z]]±. Then, the map ι+ − ι−
defines q : F((t))/F[t±1] → F[[Z]] by passage. Since F[[Z]]+ ∩ F[[Z]]− = F[t±1], we thus have a
commutative diagram:
0 // F[t±1] // F((t)) //
ι+⊕ι−

F((t))/F[t±1] //
q

0 (exact)
0 // F[t±1]
s // F[[Z]]+ ⊕ F[[Z]]− t // // F[[Z]] // 0 (exact),
(10)
where s and t are defined by the maps x 7→ (x, x) and (x, y) 7→ x− y, respectively. Let δu∗ and
δb∗ denote by the respective connecting maps obtained from the upper and bottom sequences.
Notice that, similar to [Neu, Page 170] or [FS], the chain isomorphism Υ in (8) gives rise to
an isomorphism
Υcomp∗ : Hj(Y, ∂Y ;V [[Z]])
∼−→ Hcompactj (Y˜ , ∂Y˜ ;V )
with compact support. Moreover, the connecting maps δb∗ and δ
c
∗ satisfy Υ∗ ◦ δb∗ = δc∗ ◦Υcomp∗ ,
by construction.
We shall make a further examination in the case where V is the trivial coefficient Q, in
more details. It was shown [M1, §4] that the inverse limit limq→−∞Hi(Y˜ , ∂Y˜ ∪ N±q ;Q) for
any i vanishes. Therefore, dually, the connecting map δc∗ : H
comp
i+1 (Y˜ , ∂Y˜ ;Q) → Hi(Y˜ , ∂Y˜ ;Q)
is an isomorphism; The fundamental class µ˜3 in the third homology H
comp
3 (Y˜ , ∂Y˜ ;Q)
∼= Q is
sent to the orientation class [Σ] ∈ H2(Y˜ , ∂Y˜ ;Q) such that (pα)∗[Σ] = µα and [Σ] = τ∗[Σ] (see
also [Ka, Lemmas 6.1–6.4] as the integral case). Furthermore, by duality, let us compute this
second homology H2(Y, ∂Y ;Q[t
±1]) as
H1(Y ;Q[t±1]) ∼= HomQ[t±1]-mod(H1(Y ;Q[t±1]),Q[t±1])⊕ Ext1(H0(Y ;Q[t±1]),Q[t±1]).
Notice that the last term is Q[t±1]/(t − 1); denote the generator by µ˜Q[t±1]α , which satisfies
µα = µ˜
Q[t±1]
α |t0 . Moreover, since H∗(Y, ∂Y ;Q((t))) is a free Q((t))-module by definition, the long
exact sequence obtained from (10) ensures some µfund3 ∈ H3(Y, ∂Y ;Q((t))/Q[t±1]) satisfying
µ˜Q[t
±1]
α = δ
u
∗ (µ
fund
3 ), Υ
comp
∗ ◦ q∗(µfund3 ) = µ˜3.
To summarize, we can compute δc∗(µ˜3) as
δc∗(µ˜3) = δ
c
∗ ◦Υcomp∗ ◦ q∗(µfund3 ) = Υ∗ ◦ δb∗ ◦ q∗(µfund3 ) = Υ∗ ◦ δu∗ (µfund3 ) = Υ∗(µ˜Q[t
±1]
α ). (11)
Using the above observation, we now be in a situation to prove Theorem 2.1.
Proof of Theorem 2.1. The finiteness of the dimension of H1(Y, ∂Y ;M) can be easily verified
by using that of H1(Y, ∂Y ;M) and the universal coefficients theorem.
Let us show the equality Tr ◦Qψ =⌣KL ◦Υ⊗2∆ in the statement. By (11) and the definition
of ⌣KL, for x, y ∈ H1(Y, ∂Y ;M), we can compute Υ∗∆(x) ⌣KL Υ∗∆(y) as
ψpre
(
Υ∗∆(x ⌣ y)
⌣[Σ]
)
= ψpre
(
Υ∗∆(x ⌣ y)
⌣δc∗(µ˜3)
)
= ψpre
(
Υ∗∆(x ⌣ y)
⌣Υ∗(µ˜Q[t
±1]
α )
)
= ψpre
(
q∗((x ⌣ y) ⌣µ˜
Q[t±1]
α )|t0
)
From the definition of the trace map and q∗, the last term is Tr ◦ Qψ(x, y), as desired.
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5.2 Proof of Theorem 3.1
This section completes the proof of Theorem 3.1. As seen below, the proof is essentially based
on some results in [Neu] and [KL].
Proof of Theorem 3.1. Let Y∞ be the infinite cover of Xq associated with the free abelianiza-
tion α : π1(Xq) → FreeH1(Xq;Z) ∼= Z, and µα ∈ H2(Y∞;Z) be a lift of the dual element of
[α] ∈ H1(Y∞;Z). Let ψpre : C2 → C send (x, y) to x¯y. Then, in analogous to (2), we can
consider the cohomology H1t (Y∞;C) twisted by χ⊗ αˆw, and set up the 2-form
⌣ψpre: H
1
t (Y∞;C)
⊗2 ⌣−−→ H2t (Y∞;C⊗ C)
〈ψpre,•〉−−−−−→ H2t (Y∞;C) ∩µα−−−−→ C. (12)
Then, by Lemma 5.1 below, this 2-form is equal to Tr ◦ Qψq on the twisted cohomology H.
Since the representations χ and αˆw of π1(Xq) are unitary, this situation on Tr◦Qψq satisfies
the conditions in Theorem 3.2 in [Neu] (Here, we apply α = αˆw and β = χˆ). Hence, the desired
equality is directly obtained from the theorem.
We will show the lemma used above:
Lemma 5.1. Let us use the notation above, and suppose the assumptions in Theorem 3.1.
Then, the skew hermitian form Tr ◦ Qψ on the twisted cohomology H = H1t (S3 \ νK, ∂S3 \
νK;M) over C is isomorphic to ⌣ψpre on H
1(Y∞;Cχ).
Proof. We will get the desired isomorphism by constructing three isomorphisms. Denote by
Mχ the extended system Cχ[t]/(∆χ) of Eq or Xq which comes from the character χ and
α¯ : π1(Xq)→ π1(Eq)→ Z. Since fχ is the induced representation from χ, the Shapiro Lemma
(see [HKL, §3]) directly yields the canonical ring isomorphism
p∗ : H∗t (S
3 \ νK, ∂S3 \ νK;M∆) ∼−→ H∗t (Eq, ∂Eq;Mχ).
Next, notice that the longitude lK ∈ π′K is bounded by a lift of a surface µα. Therefore, this
lK vanishes in π
′
K/π
′′
K = H1(πK ;Z[t
±1]); Thus, fχ(lK) = id by definition. Then, thank to the
excision axiom, the inclusion i : Eq →֒ Xq gives rise to the second isomorphism
i∗ : H∗t (Xq, Xq \ Int(Eq);Mχ) ∼−→ H∗t (Eq, ∂Eq;Mχ).
Finally, we will construct the third one. Denote the space Xq \ Int(Eq) by cXq for short.
Consider the natural map η : (Xq, ∅)→ (Xq, cXq), which induces the sequence
· · · → H0t (cXq) −→ H1t (Xq, cXq) η
∗−→ H1t (Xq) −→ H1t (cXq)→ · · · (exact),
in coefficients Mχ. We now compute the both edges. Notice that cXq is homotopic to S
1 as
a meridian m˜, and that fχ(m˜) = t ∈ Mχ by definition. Therefore, by the assumption (vi),
the zero-th H0t (cXq;Mχ) is the invariant part M
Z
χ = 0, and H
1
t (cXq;Mχ) is the coinvariant
Mχ/(t− 1) ∼= C[t]/(t− 1). In conclusion, the above sequence is rewritten in
0 −→ H1t (Xq, cXq) η
∗−→ H1t (Xq) −→ C[t]/(t− 1) −→ 0 (split exact).
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In particular, the cup product in the (t − 1)-part of H∗t (Xq) is trivial. Hence, we have the
third isomorphism H1t (Xq, cXq)
η∗−→ H1t (Xq)/(1− t) modulo (1− t).
In summary, the composite η∗◦(i∗)−1◦p∗ means H1t (S3\νK, ∂S3\νK;M∆) ∼= H1t (Xq;Mχ).
Further, the above isomorphisms preserve the ring structures. Hence, Theorem 2.1 immedi-
ately concludes the desired equality Tr ◦ Qψ =⌣ψpre.
A Appendix: comparison with the work of Goldman
Starting from the setting in Goldman’s symplectic structure [Go], we will geometrically observe
(Proposition A.1) the associated 2-form Qψ (1) from the viewpoint of flat bundles. Here are
the settings: Let G be a semi-simple reductive Lie group over R or C, and let the Lie algebra
g be with the adjoint action of G. Take the Killing from ψpre : g⊗ g→ C as a non-degenerate
symmetric form.
Next, we will define a subset (13) of homomorphisms π1(Y ) → G, for some compact 3-
manifold Y . Choose an epimorphism α : π1(Y ) → Z, and take the associated infinite cyclic
covering pα : Y˜ → Y . Then, for a homomorphism fpre : π1(Y )→ G, we obtain a representation
f : π1(Y ) → End(g[t±1]) via fpre ⊗ α; as in §2.1, we choose a twisted Alexander polynomial
∆f ∈ C[t±1]. Further, consider
disY,G := Supfpre
(
dimH1(Y˜ ; g)
) ∈ N ∪ {∞},
where fpre runs over all homomorphisms π1(Y ) → G. Moreover, let us define the subset of
Hom(π1(Y ), G) to be{
fpre ∈ Hom(π1(Y ), G)
∣∣∣∣∣ g(1− fpre(g)) = g, for any g ∈ π1(∂Y )disY,G = dimH1(Y˜ ; g), and Tr ◦ Qψ is non-degenerate.
}
(13)
and denote it by RG(Y ). We can easily see that det(idg − fpre(g)) is an algebraic function on
Hom(π1(Y ), G). Hence, RG(Y ) is Zariski open dense in Hom(π1(Y ), G), possibly RG(Y ) = ∅.
To proceed the discussion, let us assume the finiteness disY,G < ∞; we can obtain such
many examples from the fibered α, that is, a homeomorphism Y˜ ∼= Σα ×R for some compact
surface Σα. Under the assumption, for fpre ∈ RG(Y ), we have isomorphisms
H1(Y˜ ; g) ∼= H1(Y˜ , ∂Y˜ ; g) ∼= H1(Y, ∂Y ; g[t]/(∆f)),
where the first one is obtained from the property g(1 − fpre(g)) = g, and the second follows
from Theorems 2.1. Here recall the well-known fact (see [Go]) that the cohomology H1(Y˜ ; g)
is naturally identified with the tangent space of Hom(π1(Y˜ ), G)/G at fpre◦pα. In other words,
the 2-form is regarded as a symplectic structure on the flat moduli space Hom(π1(Y˜ ), G)/G
away from appropriate singular points. Furthermore, consider the continuous map
p∗α : Hom(π1(Y ), G)/G −→ Hom(π1(Y˜ ), G)/G
induced from the covering pα : Y˜ → Y . Then, we can easily construct a vector bundle on the
above space RG(Y ) whose fiber is H
1(Y˜ ; g), and denote it by E.
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From the viewpoint of the base space Y , it follows from Theorem 2.1 that the 2-form ⌣KL
is described as Tr ◦ Qψ via p∗α. To summarize, we can state the desired geometric meaning:
Proposition A.1. Assume distY,G <∞ as above. Let E → RG(Y ) be the above vector bundle
with fiber H1(Y˜ ; g).
Then, the non-degenerate skew-hermitian 2-form Tr ◦ Qψ on E is equal to the pullback via
p∗α of the symplectic structure on the flat moduli space Hom(π1(Y˜ ), G)/G from appropriate
singular points.
To conclude, let us give a summary as follows. Some previous papers (see, e.g., [Gu]) dealt
with H1(Y ; g) in coefficients g, as a Lagrangian subspace of the Goldman symplectic structure
on H1(∂Y ; g) from the boundaries surfaces ∂Y . In particular, the 2-form on π1(Y ) → G is
often zero. However, concerning Proposition A.1, as seen in the proof of Theorem 2.1, if Y is
S3\νL, the 2-form in Proposition A.1 arises from the symplectic structure on H1(Σ; g), where
Σ is a Seifert surface. Furthermore, Theorem 4.1 makes the non-degenerate 2-form Tr ◦ Qψ
computable.
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