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a b s t r a c t
This note is concerned with the existence and isolation of the first eigenvalue of the
weighted equation −div(ϕ(|∇u|)∇u) = λm(x)ϕ(|u|)u. We work in the Orlicz–Sobolev
spaceW 1,G(Ω), where G(t) is the convex function
 t
0 ϕ(|s|)s ds. We also derive a nodal set
estimate.
© 2012 Published by Elsevier Ltd
1. Introduction
In this note we prove the existence and isolation of the first eigenvalue of the following weighted Dirichlet problem:−Lu = λm(x)ϕ(|u|)u inΩ
u = 0 on ∂Ω (1)
where Lu = div(ϕ(|∇u|)∇u) and m ∈ L∞(Ω) is such that m ≥ 0 a.e. inΩ and m ≢ 0 inΩ . The domainΩ ⊂ RN , N ≥ 1,
is bounded and its boundary ∂Ω is of class C2. The functions aj(η) = ϕ(|η|)ηj, j = 1, . . . ,N , with ϕ(t) > 0 for t > 0, are
defined for all η ∈ RN and satisfy the following conditions related to the regularity results of [1]:
aj ∈ C1(RN \ {0}) ∩ C0(RN), (2)
N
i,j=1
∂aj(η)
∂ηi
ξiξj ≥ Γ1ϕ(|η|)|ξ |2 (3)
and
N
i,j=1
∂aj(η)∂ηi
 ≤ Γ2ϕ(|η|) (4)
for every η ∈ RN \ {0} and all ξ ∈ RN and some constants Γ1,Γ2 > 0.
For examples of operators satisfying conditions (2)–(4), see [2]. There are a number of results concerning problem (1) in
the particular case ϕ(t) = |t|p−2, with 1 < p <∞, where the p-Laplacian is studied; see for instance [3–5].
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Classical references concerning the spaces and convex functions considered in the present note are the books [6,7]. Hence
the primitive G(t) =  t0 g(s)ds is strictly convex for t ≥ 0, since g(t) = ϕ(t)t and ϕ(t) > 0 for t > 0. Thus, G is in fact an
N-function. The natural environment in which to deal with problem (1) is the Orlicz–Sobolev space
W 1,G(Ω) = {u ∈ LG(Ω) : ∇u ∈ (LG(Ω))N}
where
LG(Ω) =

u : Ω → Rmeasurable : ∃λ > 0 such that

Ω
G
 |u(x)|
λ

dx <∞

is the so-called Orlicz space. These are Banach spaces under their respective norms
∥u∥W1,G(Ω) =
N
i=0
∥Diu∥LG(Ω)
and
∥u∥LG(Ω) = inf

λ > 0 :

Ω
G
 |u(x)|
λ

dx ≤ 1

.
We define the space
W 1,G0 (Ω) = C∞c (Ω)
∥.∥W1,G(Ω) .
Assumptions (2)–(4) imply the ∆2-condition for G, that is, there exist constants k > 0 and T ≥ 0 such that G(2t) ≤ kG(t)
for all t ≥ T . Also, it is easy to see that the same condition holds for the conjugate N-function G(t) =  t0 g−1(s)ds. Therefore,
the above spaces are reflexive; see [6].
Let A, B : W 1,G0 (Ω)→ R be the functionals defined by A(u) =

Ω
G(|∇u|)dx and B(u) = 
Ω
mG(|u|)dx, respectively, and
set S = {u ∈ W 1,G0 (Ω) : B(u) = 1}. The first eigenvalue of (1) is given by the following variational formula:
λ1 = inf
S
A(u). (5)
The principal eigenvalue λ1 has a corresponding eigenfunction belonging to S. By the similar approach developed here,
for every r > 0 it is possible to find a principal eigenvalue λ1,r corresponding to an eigenfunction belonging to the sphere
Sr = {u ∈ W 1,G0 (Ω) : B(u) = r}; in fact this is done in [8,9]. If G is a homogeneous function, then one can conclude that λ1
is simple; see for instance [3] where the problem involves p-homogeneous functions. Another situation where simplicity of
principal eigenvalues is studied is in the case where only the operator has homogeneity properties [10]. We do not pursue
such matters in this work since no homogeneity is assumed.
The main contribution of this note is a nodal set estimate and the proof of isolation of the first eigenvalue on the sphere
S of W 1,G0 (Ω). There are a few papers dealing with problem (1) which do not touch on these aforementioned issues. In [9]
the authors show the existence of a first eigenvalue of (1) under assumptions more general than ours—for instance, no
∆2-condition is needed from the N-function or from its conjugate. The functionals involved are not necessarily C1, so the
Lagrange multipliers rule cannot be used to show the existence of eigenvalues. The existence of λ1 is obtained by a sort
of semicontinuity result. An extra effort is employed to show that the corresponding eigenfunction is in fact a solution of
the partial differential equation. The same problem is studied in [8] by means of a different approach which is applicable
to a broader class of problems. There the authors use a generalization of the Lagrange multipliers rule which is known in
mathematical programming in Banach spaces. Again, no ∆2-condition is assumed. In the present work, the ∆2-condition
for G and G can be restored to, from (2)–(4). Moreover, the functionals A and B are C1, so we appeal to the regularity theory
of [1] to show that the first eigenfunction is in fact a solution of (1).
Theorem 1.1. If (2)–(4) are satisfied, then there exists u ∈ S such that λ1 = A(u) is positive. The associated eigenfunction umay
be assumed positive inΩ and it belongs to C1,α(Ω) for some 0 < α < 1. The eigenvalue λ1 is isolated from the left hand side on
the sphere S of W 1,G0 (Ω), that is, no eigenvalues lie on the interval (0, λ1). Also, λ1 is isolated on the sphere S of W
1,G
0 (Ω) from
the right hand side if ϕ is increasing.
We state an estimate of the nodal regions of eigenfunctions corresponding to eigenvalues bigger than λ1, which is useful
in the proof of the isolation of λ1. We recall the papers [11–13], where a sequence of eigenvalues is obtained, so eigenvalues
other than λ1 exist.
Proposition 1.2. Assume (2)–(4). If v ∈ W 1,G0 (Ω) is an eigenfunction associated with an eigenvalue λ > 0 with λ ≠ λ1, then
λ > λ1, v+ ≢ 0 and v− ≢ 0 inΩ . Moreover, there exists a constant c > 0 such that |Ω−| ≥ c,whereΩ− = {x ∈ Ω : v(x) < 0}
and |.| is the Lebesgue measure.
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Before proving the results, we present some useful inequalities which one can infer from conditions (2)–(4). Indeed for
g(t) = ϕ(|t|)t we obtain
Γ1g(t) ≤ t g ′(t) ≤ Γ2g(t) (6)
for t ∈ R \ {0}. Then
g ∈ C1(R \ {0}) ∩ C0(R), (7)
g(0) = 0 (8)
and
(1+ Γ1)G(t) ≤ tg(t) = ϕ(|t|)t ≤ (1+ Γ2)G(t) (9)
for t ∈ R. Moreover,
(1+ Γ2)−1tg(t) ≤ G(t) ≤ tg(t) (10)
for t ∈ R. Then (6)–(10) imply
Γ1(1+ Γ2)−1 ≤ G(t)g
′(t)
g(t)2
≤ Γ2 (11)
and
Γ1(1+ Γ2)−1 g(s)sg(t)t ≤
G(s)g ′(t)
g(t)2
≤ Γ2 g(s)sg(t)t for t ≠ s. (12)
Also
Γ1
 t
0
 τ
0
ϕ(s)ds

dτ ≤ G(t) ≤ Γ2
 t
0
 τ
0
ϕ(s)ds

dτ (13)
for t ≥ 0, because ϕ ∈ L1(0,+∞) by (2).
We claim that given R > 0 there exists a constant c = c(Γ1,Γ2, R) > 0 such that
G

t
R

≥ cG(t) (14)
for t ≥ 0. Indeed, if 0 < R ≤ 1, then
G

t
R

≥ G(t) (15)
for t ≥ 0. If R ≥ 1, by (13) we get
1
R
G

t
R

≥ Γ1
R
 t/R
0
 τ
0
ϕ(s)ds

dτ = Γ1
 t
0
 τ
0
ϕ(s)ds

dt ≥ Γ1
Γ2
G(t), (16)
for t ≥ 0.
2. Proofs of the results
Proof of Theorem 1.1. First we are going to establish the existence of λ1.
Step 1. The functional A is sequentially weakly lower semicontinuous in the sense that if un, u ∈ W 1,1(Ω) and un ⇀ u in
L1(Ω) (⇀means weak convergence), then A(u) ≤ lim infn→+∞ A(un).
Clearly, A is well defined. The function G(|t|) is continuous, nonnegative and convex. By virtue of a semicontinuity
theorem, which can be found in [14], pages 19 to 23, we obtain the desired result.
Step 2. The infimum in (5) is attained.
Let un ∈ S be a sequence such that A(un) → infS A(u). We affirm that un is bounded in W 1,G0 (Ω). Otherwise there
would exist a subsequence unk such that A(unk) =

Ω
G(|∇unk |)dx → +∞, a contradiction. The compact imbedding
W 1,G0 (Ω) ↩→ LG(Ω) furnishes a subsequence denoted again by un such that un → u in LG(Ω); see [15]. Clearly, un → u in
L1(Ω), and by virtue of Step 1, we get A(u) ≤ lim inf A(un) = infS A(u).
Step 3. Every weak solution of (1) belongs to L∞(Ω). Moreover it belongs to C1,α(Ω) for some α ∈ (0, 1).
Indeed, the boundedness follows from [1] and the convexity of G(t). The C1,α(Ω) regularity follows from [1] with the
assumption that ∂Ω is of class C1,α .
Step 4. If u ∈ W 1,G0 (Ω) is a nonnegative weak solution of (1), then u > 0 inΩ and ∂u∂ν > 0 on ∂Ω , where ν is the unit inward
normal vector on ∂Ω . This is a direct application of the results in [2].
Step 5. Every eigenfunction u associated with λ1 has constant sign inΩ , that is, either u > 0 inΩ or u < 0 inΩ .
If u is a weak solution of (1), then |u| is also a weak solution of (1). Since |u| ∈ W 1,G(Ω), we have |u| ∈ C1,α(Ω) for some
α ∈ (0, 1) and |u| > 0 inΩ; see [2]. Then either u > 0 inΩ or u < 0 inΩ . 
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We continue the proof of Theorem 1.1 after obtaining the following estimate.
Proof of Proposition 1.2. The nodal set estimate that we will establish next says that v must change sign. Indeed,
Ω
G(|∇v−|)dx = λ

Ω
mG(|v−|)dx
and we obtain
Ω
G
 |v−|
R

dx ≤ λ∥m∥L∞(Ω)

Ω
G(|v−|)dx
where R = diam(Ω). We have used a G-mean version of the Poincaré inequality; see [1]. By (14) there is a constant
c = c(Γ1,Γ2, R) > 0 such that
c

Ω
G(|v−|)dx ≤

Ω
G
 |v−|
R

dx,
and then
c ≤ λ∥m∥L∞(Ω).
From [7] pages 74 and 79, we have
{u ∈ LG(Ω) : ∥u∥LG(Ω) = 1} =

u ∈ LG(Ω) :

Ω
G(|u|)dx ≤ 1

and by the Poincaré inequality
Ω
G
 |v−|
R∥∇v−∥LG(Ω)

dx ≤

Ω
G
 |∇v−|
∥∇v−∥LG(Ω)

dx ≤ 1
and thus we get ∥v−∥LG(Ω) = R∥∇v−∥LG(Ω). Hence
cR∥∇v−∥LG(Ω) ≤ λ∥m∥L∞(Ω)∥v−∥LG(Ω).
Using the imbeddingW 1,G0 (Ω) ↩→ LG∗(Ω) (see [15]) and the Hölder inequality [7] we get
cR
c∗
∥v−∥LG∗(Ω) ≤ λ∥m∥L∞(Ω)∥χΩ−∥LG∗(Ω)∥v−∥LG∗(Ω).
Thus
∥χΩ−∥LG∗ ≥
cR
c∗λ∥m∥L∞(Ω)
where c∗ = c∗(Ω,N) > 0. The function G∗ is the inverse of
(G∗)−1(t) =
 t
0
G−1(s)
s1+1/N
ds
for t ≥ 0 and G∗ is its conjugate function; see [6]. Notice that by Krasnoselskii and Rutickii [7] page 72, we obtain
∥χΩ−∥LG∗ = |Ω−|(G∗)−1

1
|Ω−|

.
Therefore |Ω−| ≥ c , where c = c(Γ1,Γ2, R, λ, ∥m∥L∞(Ω),N,Ω) > 0. 
We now continue with the proof of Theorem 1.1; it remains to prove the isolation of λ1.
Proof of Theorem 1.1, Continuation. Let λ > 0 be an eigenvalue and v an eigenfunction associated with λ. Since
A(v) ≥ λ1B(v) and A(v) = λB(v)
we have λ ≥ λ1. Consequently, there is no eigenvalue in the interval [0, λ1) by the variational characterization of λ1.
Now we are going to prove the isolation of λ1 from the right hand side. Assume that there is a sequence µn > λ1 of
eigenvalues such that µn → λ1. Let un be the associated sequence of eigenfunctions. We may also assume that ∥∇un∥LG
is bounded; see [7] page 77. By the compact imbedding, relabeling the sequence un if necessary, we infer un → u
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in LG(Ω). Supposing that ϕ is increasing, one can use estimate (19)–(20) (see below), the Hölder inequality and the fact
that g(|∇un|) = ϕ(|∇un|)|∇un| ∈ LG(Ω) by (7) to obtain
Γ1
4

Ω
G(|∇un −∇uk|)dx ≤ ∥m∥L∞∥µnϕ(|un|)un − µkϕ(|uk|)uk∥LG∥un − uk∥LG → 0, (17)
thereby implying that un → u inW 1,G0 (Ω), and thus u is an eigenfunction corresponding to λ1, whichmay be assumed to be
u ≥ 0 a.e. inΩ with u+ ≢ 0. By Egorov’s Theorem, un converges uniformly to u except on a subset ofΩ with small measure.
But there exists a subset Ω0 of Ω with small measure such that un ≥ 0 a.e. in Ω and u+n ≢ 0 outside Ω0 for n sufficiently
large, contradicting the estimate |Ω−| ≥ c given by Proposition 1.2.
We explain now the above estimate (17). Without loss of generality, take η, η′ ∈ RN such that |η| ≤ |η′|. Then
|η − η′| ≤ 4 |tη + (1− t)η′| (18)
for t ∈ [0, 1/4]. A simple calculation provides
N
j=1
(aj(η)− aj(η′))(ηj − η′j) =
N
j=1
 1
0
d
dt
{aj[tη + (1− t)η′]}dt(ηj − η′j) (19)
=
N
j=1
 1
0
N
i=1
∂aj
∂ηi
[tη + (1− t)η′](ηi − η′i)dt(ηj − η′j)
=
 1
0
N
i,j=1
∂aj
∂ηi
[tη + (1− t)η′](ηi − η′i)(ηj − η′j)dt
≥ Γ1|η − η′|2
 1
0
ϕ(|tη + (1− t)η′|)dt
≥ Γ1|η − η′|2
 1/4
0
ϕ(|tη + (1− t)η′|)dt
≥ Γ1
4
|η − η′|2ϕ(|η − η′|).
≥ Γ1
4
G(|η − η′|). (20)
In the last inequalities we have used (9)–(10), the fact that ϕ is increasing and (18). The proof is complete. 
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