Abstract. For double-periodic and Dirichlet-periodic boundary conditions, we prove the existence of solutions to a forced semilinear wave equation with asymptotically linear nonlinearity, no resonance, and non-monotone nonlinearity when the forcing term is not flat on characteristics. The solutions are in L ∞ when the forcing term is in L ∞ and continous when the forcing term is continuous. This is in contrast with the results in [4] , where the non-enxistence of continuous solutions is established even when forcing term is of class C ∞ but is flat on a characteristic.
1. Introduction and main result. Motivated by the results in [2, 11, 8, 7, 5] , we consider the existence of weak solutions, i.e. solutions in the sense of distributions, to the problem (u) ≡ u tt − u xx = p(x, t) − g(u) x, t ∈ R,
subject to either the double periodic condition u(x, t) = u(x, t + 2π) = u(x + 2π, t) x, t ∈ R,
or the Dirichlet periodic condition, u(0, t) = u(π, t) = 0, u(x, t) = u(x, t + 2π) x, t ∈ R.
For solutions to (1) , (3) we assume u to be defined only on [0, π] × R. We assume g to be differentiable and asymptotically linear but need not be monotone. More precisely we assume that g(t) = τ t + h(t) with τ ∈ (0, ∞),
and that for some β < 0 and A ∈ R |h ′ (u)| ≤ |u| β for |u| ≥ A.
The spectrum of (D'Alembert's operator) subject to (2) , respectively (3) , is given by σ p ( ) = {k 2 − j 2 ; k, j = 0, 1, . . .}, respectively σ d ( ) = {k 2 − j 2 ; k = 1, 2, . . . , j = 0, 1, . . .}.
In both cases all eigenvalues have finite multiplicity except for 0 which has infinite multiplicity.
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Imitating the arguments in [2] one sees that if g is monotone and p ∈ L 2 (Ω), Ω ≡ (0, 2π) × (0, 2π), the equation (1), (2) has a solution. Morover, if g and p are of class C ∞ and |g ′ (u)| > ǫ for some ǫ > 0 and all u ∈ R, then such a solution is of class C ∞ . The results of [5] show that this is not the case when g is not monotone. In fact, in [5] it is proven that if g is not monotone the problem (1),(2) may not have continuous solutions regardless of the smoothness of g and p. Also, following the arguments in [11] and [8] one sees that for almost every p ∈ L 2 (Ω) the equation (1),(2) has a weak solution but they provide no mechanism for determining the values of p for which (1),(2) has a solution.
In order to state our main result we introduce the concept of flatness on characteristics. Definition 1.1. Let a ∈ {π, 2π}. We say that φ : [0, a] × R → R is not flat on characteristics if m{x ∈ [0, a]; φ(x, r ± x) = 0} = 0 for all r ∈ R.
Our main result is the following.
, and ϕ the solution to
If ϕ is not flat on characteristics then for |c| sufficiently large the equation (1), (2) has a weak solution in L ∞ (see (12)). If q is continuous such a solution is continuous.
In section 5 we extend Theorem 1.2 to the boundary value problem (1), (3) , generalizing the results of [7] (see Theorem 5.1.) Central to the proof of Theorem 1.2 is the estimation of the projection into the kernel of subject to (2) of solutions to (1), (2) . We achieve this by using (29), (30), (31), relations first derived in [5] . Theorem 1.2 is sharp in that if, for example, q(x, t) = sin(x+t) then (1),(2) cannot have continuous solutions (see [5] ). Examples of functions satisfying (7) are plentiful; for instance q(x, t) = sin(x + t) + sin(t − x) satisfies (7) .
For studies on (1) , (3) with g superlinear and monotone we refer the reader to [10] . For For other recent results on wave equations with non-monotone nonlinearities the reader is referred to [1] . Extensions of the results in [1] using techniques introduced in [5] are found in [6] . For a survey on semilinear wave equations see [9] 2. Preliminaries and notations. Let α k,j (x, t) = sin(kx) cos(jt), β k,j (x, t) = sin(kx) sin(jt), γ k,j (x, t) = cos(kx) cos(jt), and δ k,j (x, t) = cos(kx) sin(jt).
Let N denote the closed subspace of L 2 (Ω) spanned by
That is, N is the null space of the wave operator subject to the boundary condition (2) . We let H denote the Sobolev space of functions u that are 2π-periodic in both x and t, and such that u as well as its first order partial derivatives belong to L 2 (Ω).
The norm in H is denoted by 1,2 and the norm in L 2 (Ω) by 2 . We let Y denote the subspace of H of functions y such that
We say that u = y + v ∈ Y ⊕ N is a weak solution of (1), (2) if
for allŷ +v ∈ Y ⊕ N . If g is linear, i.e. h = 0, then for every p ∈ L 2 (Ω) the equation (1), (2) has a unique weak solution y+v, which we denote as ( +τ I)
where C 1/2 stands for the space of Hölder continuous functions with exponent 1/2.
3. Analysis in the Kernel.
Takingŷ = 0 andv = 1 we have (see (12))
, and
Using that φ ∈ N and the mean value theorem for integrals we have
where s 2 ∈ (r, s). By the Lebesgue differentiation theorem, dividing by s − r in (18) and taking limit as s → r we have
for almost every r ∈ [0, 2π]. Letting ψ(x, t) = χ [r,s] (x + t) and arguing as in (14)-
for almost every r ∈ [0, 2π].
where Q denotes the orthogonal projection of L 2 (Ω) onto N .
Proof. First we note that if F (x, t) is 2π-periodic in t and integrable in Ω then
Let φ be as in (18). This, (22), and the fact that φ ∈ N imply
where ζ = t − x. This and (19) give
Similarly, taking ψ(x, t) = χ [r,s] (x + t), we see that
Hence, if η is a linear combination of functions of the type χ [r,s] (x+t) and χ [r,s] (t−x),
Since linear combinations of functions of the type χ [r,s] (x + t) and χ [r,s] (t − x), are dense in N , (25) hold for all η in N , which proves the lemma.
For future reference we note that if k = j and f ∈ {α k,j , β k,j , γ k,j , δ k,j } then (see
Now we write v(x, t) = cQ(ϕ)(x, t) + z(x, t). Since Q(ϕ) ∈ N , we may write
where
where P (ϕ) = ϕ − Q(ϕ). Similarly
In what follows we will make extensive use of the following version of the contraction mapping principle with parameters (see [3] ).
Theorem 3.2. Let (X 1 , d) be a complete metric space and (X 2 , δ) a metric space. If f ; X 1 × X 2 → X 1 is continuous and there exists γ ∈ [0, 1) such that
then there exists a continuous function φ : Y → X such that f (φ(y), y) = φ(y). Moreover, If f (x, y) = x then x = φ(y). 
Let γ ∈ (max{0, β + 1}, 1). Let X 1 be the metric spaces of function z of the form z(x, t) =z + z 1 (x + t) + z 2 (t − x) with |z| ≤ c γ /16, and z 1 , z 2 periodic measurable functions with z i ∞ ≤ c γ , i = 1, 2, and metric given by
We define N 1 (z, ζ)(r) as the right hand side of (31), N 2 (z, y)(r) as the right hand side of the equation in (29), and N 3 (z, ζ)(r) as the right hand side of the equation in (30). Also we denote
Let us see that, for |c| sufficiently large, f satisfies the hypotheses of Theorem 3.2. The continuity of f follows from continuity of h. By (33), for z ∈ X 1 and ζ ∈ X 2 , for any r ∈ [0, 2π], we have
for |c| large. Similarly, for |c| large,
Also
for |c| large. Thus f transforms X 1 × X 2 into X 1 .
Let us see that f is a contraction. Let z, w ∈ X 1 and ζ ∈ X 2 . For r ∈ [0, 2π], let
. Also, for x ∈ D there exists σ with |σ| ≥ |c| γ such that
Hence
Similarly
From (31) and (22) (see also (42))
Now from (40), (41), (42) we see that there exists c 0 such that if |c| ≥ c 0 then f is a contraction. Thus f satisfies the hypotheses of Theorem 3.2, and hence the lemma is proven. 
Endowing X with the L ∞ norm, we see that it is a closed convex subset of the Sobolev space H. Using the notation of Lemma 3.3 we see that
defines a compact transformation of X into itself. Thus by the Banach fixed point theorem there exists ζ ∈ X such that ζ = ( + τ I)
). This and the definition of ϕ give
By Lemma 3.1,
Taking y = c(I − Q)ϕ + ζ and v = Q(cϕ) + z we see that u = v + y is a solution to (1)- (2) . If q is continuous we replace in the definition of X 1 measurability by continuity, keeping d as in (34). Now u = cϕ + z + ζ is a continuous solution to (1), (2) , which proves the theorem.
5. The Dirichlet periodic case. Now we turn our attention to the case (1), (3) . We let W = (0, π) × (0, 2π) and N the subspace of L 2 (W ) spanned by the functions α k,k , β k,k ; k = 1, 2, . . .. The elements of N may be characterized as functions of the form v(x, t) = v 1 (x + t) − v 1 (t − x) where v 1 is a 2π-periodic function in L 2 (0, 2π). Without loss of generality one may assume that
We let Y denote the subspace of H 1 (W ) spanned by α k,j , β k,j ; k = 1, 2, . . ., j = 0, 1, . . ., k = j. We say that u = v + y ∈ N ⊕ Y is a weak solution of (1), (3) if
for allŷ +v ∈ N ⊕ Y. In this section we extend Theorem 1.2 as follows.
∞ and ϕ the solution to
If ϕ is not flat on characteristics (see (7)) then for |c| sufficiently large the equation (1),(3) has a weak solution (see (47)). If q is continuous such a solution is continuous.
Let u = v + y ∈ N ⊕ Y be a weak solutions to (1),(3). For 0 < r < s < 2π let
By the Lebesgue differentiation theorem, if f ∈ L ∞ (W ) and f is 2π-periodic in the second variable then, for almost every r ∈ [0, 2π],
Thus, by (46)
Similarly,
where s 1 , s 2 ∈ (r, s). Dividing by s − r and taking limit as s → r we have (see (50) 
where Q denotes the projection of L 2 (W ) onto N .
Since Q(ϕ)(x, t) = ϕ 1 (x + t) − ϕ 1 (t − x) for some ϕ 1 ∈ L 2 (0, 2π), taking h = 0 in (54) yields 
Taking z = Q(u − cϕ), ζ = u − cϕ − Q(u − cϕ), and z(x, t) = z 1 (x + t) − z 1 (t − x) we then have 2πτ z 1 (r) = 
