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Abstract 
 
 
The paradigm for developing communication systems has begun to shift away 
from traditional analog hardware designs towards systems implemented in software and 
reconfigurable digital hardware.  The Digital Acoustic Software Radio, developed in this 
project, uses the software radio paradigm and acoustic signals to transmit data wirelessly 
between two computers.  Two fully functioning non-coherent 300 baud communication 
systems were implemented using Matlab, and their performance was evaluated in various 
acoustic environments.  Reliable communication was achieved at distances up to 15 feet.
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EXECUTIVE SUMMARY 
Traditionally, communication transceivers have been implemented using custom 
analog hardware. This is costly and essentially a one shot approach because new 
hardware must be built to implement different transmission techniques. In the last few 
years there has been a move toward software radio, replacing as much of the analog 
hardware as possible with either software or reconfigurable digital hardware. Reusability 
is the key tenet behind this movement. The advent of very fast, very cheap DSPs and 
other off-the-shelf digital components enables feasible software radio development. 
In this project, the team developed and tested a software radio based digital 
transmitter and receiver for the acoustic channel using readily available computer 
hardware and Matlab software.  Transmitting the signals acoustically has two distinct 
advantages over using a traditional electromagnetic communication link. First, an 
acoustic system does not require sophisticated equipment to function reliably.  Standard 
computer sound cards, speakers, and microphones can be used to broadcast and receive 
acoustic waves whereas electromagnetic waves require the use of antennas and at least 
some specialized analog hardware.  Second, audible transmissions enhance the study of 
communication systems. The students can literally hear how the different communication 
techniques affect the transmitted signal and, because acoustic waves and RF waves share 
similar wavelengths, students learn about the nature of RF simultaneously.  This simple 
and reliable system can also be used as a demonstration and interactive learning tool.  
The fundamentals of digital communication systems have historically been taught 
using intensive mathematics and analysis of specific communication system details rather 
than focusing on a system level view.  As a result, many students have difficulty relating 
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the theoretical principles to a practical communication system design.  The Digital 
Acoustic Software Radio project works toward bridging the gap between theory and 
practice through the use of software modules and acoustic signals. 
In order to develop a robust digital communication system over the acoustic 
channel, the team first characterized the acoustic channel at several distances in three 
rooms in the Atwater Kent building.  The team analyzed the background noise, impulse 
response, and frequency response in an effort to understand its effect on transmitted 
signals.  In addition to determining these effects, the team discovered that it is not the 
background noise but the reverberations of the room that are most detrimental to 
achieving reliable performance.   
Armed with an understanding of the channel, the team tested two modulation 
techniques, On-Off Keying and Binary Frequency Shift Keying, in three different 
acoustic environments at ranges from five to twenty feet. Both modulation techniques 
were able to transmit over 800 bits reliably at distances of up to fifteen feet.   
The team successfully demonstrated different parts of the communication system 
to the two undergraduate ECE communications courses offered at WPI (EE3311: 
Principles of Communications and EE4304: Communication Systems Engineering).  In 
addition to the presentations, the team developed a project website that explains the 
theory behind the acoustic channel and digital communications, as well as providing all 
of the Matlab code and test audio signals to the general public.  The resources available 
through the project website are intended to allow the average computer user to learn 
about and experiment with digital communication systems.  
  2 
1 INTRODUCTION 
The implementation of wireless digital communication systems in consumer and 
commercial devices is a recent technological advance. Many people across the world 
employ this technology in their homes and daily tasks, and even more will in years to 
come. Numerous modern devices such as cellular phones, handheld PDAs, satellite 
systems, and computers all use digital communication systems to transmit and receive 
data for personal use. Most of these systems suffer from specific shortcomings regarding 
lack of flexibility, custom hardware, non-interoperability, and long design cycles. This 
means that the manufacturer needs to use many resources to design these systems, 
specifically in testing and upgrading, increasing product price. In addition, the non-
interoperability and lack of flexibility makes it difficult for consumers to merge new 
hardware with existing hardware, or change the product to fit their specific needs. 
Software radio [1] is a newly emerging technology where many of the hardware 
components of a traditional communication system are replaced instead by software 
components, aided by high-speed analog to digital converters. By replacing much of the 
custom analog hardware in a communication system with programmable digital hardware 
and customizable software, many of the issues such as inflexibility can be remedied. 
Also, most conventional wireless communication systems are designed to transmit 
electromagnetic energy over the RF band of frequencies; these typically range from 30Hz 
to 30GHz. These signals are coupled to the wireless medium with a transmitter antenna, 
and can be detected using a receiving antenna.  
Our acoustic software radio (ASR) system, shown in Figure 1-1, differs in that it 
uses a transducer (speaker) to convert the electrical energy into physical pressure 
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waveforms instead of RF waves. It then uses a microphone to detect the transmitted 
signal and convert the sound pressure back to an electrical signal. The range of 
frequencies used here is 20 Hz to 20 kHz, as this is the band of frequencies that an 
average human can hear. This kind of system introduces several new problems to 
consider, most importantly is how the signal is modified as it passes through the channel.   
By transmitting signals converted into audible sound waves, any modifications to the 
signal can be heard by the human ear. By hearing the signal change as modifications 
occur, a person using the ASR is afforded an enhanced level of interaction with the 
system. This can be very useful for educational purposes such as system demonstrations.  
In addition, any techniques, processes, testing, or conclusions regarding this acoustic 
system can be easily scaled to use RF domain by multiplying the acoustic frequencies by 
a factor of 300,000,000 / 340. The ASR communication system has the benefits of a 
traditional software radio system that utilizes RF transmissions.  By employing audio 
signals in transmissions, the ASR system also allows interactivity with the user while 
remaining scalable into the more traditional RF domain. 
 
Figure 1-1: Acoustic software radio system. 
Although there has been significant work done in the area of software radio [1], 
implementation with the acoustic channel has been left virtually unexplored. From 
September 2003 to March 2004 a previous project team including, Jesse Elbin, Efrem 
Palmer, and Josevan Vallejo, aimed to investigate acoustic software radio [2]. They built 
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an ASR communication system in MATLAB, focusing mainly on analog modulation and 
demodulation techniques (AM, FM, PM). They used a simple receiver design and were 
able to send short music clips over a small distance with minimal distortion. The team 
gave three in-class presentations to students in WPI’s ECE3311-B03 class, and compiled 
some information and data transmission sound clips for a web page hosted on spinlab [3].  
 The aim of this project is to supplement the work of the previous ASR team in 
several ways. First, the project focuses completely on digital modulation and 
demodulation techniques including Binary Frequency Shift Keying (BFSK) and On-Off 
Keying (OOK). The usage of purely digital signals yields the full name of our 
communication system, digital acoustic software radio (DASR). Second, last years team 
did not have time to delve into issues caused by the acoustic channel. We characterized 
the acoustic channel using acoustic equipment characterization, background noise 
analysis, and impulse and frequency response analysis. Third, our work concentrates on 
receiver optimization for the non-ideal acoustic channel by designing filters, mitigating 
noise levels, and using automatic thresholds.  Finally, the receiver is based solely on non-
coherent reception, meaning there is no phase recovery of the transmitted signal. The 
DASR system was tested and proved functional with transmitter and receiver at a 
distance of fifteen feet, transmitting at three hundred baud. 
 In conjunction with these technical goals, we strived to make our system available 
to students that wish to learn more about communications systems. Three presentations 
were created and shown to WPI undergraduate students in their communications courses, 
including live demonstrations of the system. Along with WPI undergraduates, we involve 
students worldwide by making all of our data and test signals available in an online audio 
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library. This library contains audio files along with information about the system and 
ways for students to use the files in experiments on their own PC. Along with the 
previous team’s efforts, these technical and educational accomplishments help promote 
software radio techniques to solve some of the intrinsic problems with traditional 
communications systems.  
  
  6 
2 BACKGROUND 
“When is digital radio like an onion?” – C. Richard Johnson Jr. [4] 
“When it makes us cry.” – Meggan Marcantonio. 
 
Before discussing the mechanics of a digital acoustic software radio 
communication system, it is important to understand the general philosophy behind 
software radio and the previous work done with acoustic communication systems.  Then 
the foundation for the communication system, and the acoustic channel can be described 
and the theory behind the operation of the communication transmitter and receiver can be 
discussed.  An explanation of system performance measures will round out the required 
knowledge before delving into the specific implementation of the communication 
systems developed in this project. 
 
2.1 Software Radio 
Figure 2-1 shows the basic block diagram of a digital communication system.  The 
information to be transmitted is either already in a binary representation or is converted 
into binary form.  All processing of that information is performed in the digital domain 
until just before it is transmitted through the communications channel.  Before 
transmission, it must be converted to a suitable analog waveform.   
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Figure 2-1: Communication system conceptual flowchart. 
The other end of the communication system receives the analog waveform, and 
converts it to a digital representation before processing the signal and extracting an 
estimation of the original binary data. 
In the past, digital communication systems were implemented using custom analog 
hardware. Recently there has been a push to change the design of communication system 
hardware from analog radio to digital radio.  The term “radio” does not refer to a specific 
communication method such as FM radio stations, but to any wireless transmission 
technique [5].  The Software Radio paradigm seeks to replace the custom analog 
hardware inside the transmitter and receiver with software and reconfigurable digital 
components.  There are two major advantages to the software radio paradigm: lower cost 
and flexibility.  With the advent of very fast and very cheap DSPs and microprocessors, 
the digital hardware needed for a software communication system is not nearly as 
expensive as custom analog hardware used in a traditional communication system.  The 
general-purpose digital hardware allows one to reconfigure the communication system to 
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implement a new modulation technique or add new functionality without having to 
replace the hardware.  These advantages are just now being used to leverage new 
possibilities in the world of communication system engineering. 
 
2.2 Prior Acoustic Software Radio Work 
When considering applications for acoustic communication systems, the only 
applications that typically come to mind are for underwater sonar and older modems such 
as the Softmodem Bell 103. Though not common, many other applications of acoustic 
communication system have been utilized in the past.  In this section underwater sonar as 
well as two other lesser known applications of acoustic communication systems are 
discussed. 
2.2.1 Acoustic Software Radio 
The previous Acoustic Software Radio project [2] focused on analog techniques of 
amplitude modulation (AM) and frequency modulation (FM), as well as non-coherent 
and coherent demodulation.  Due to the complexity of implementing a coherent system 
over a non-coherent system, both the AM and FM system were first implemented using 
non-coherent demodulation.  
For amplitude modulation, a series of conventional AM signals were transmitted 
over the acoustic channel. Each signal was then demodulated using two non-coherent 
demodulation techniques known as an envelope detector and square-law detector.  For 
frequency demodulation a frequency discriminator was used to demodulate the signal. 
Signals with differing modulation indexes or demodulation techniques, in the case of AM 
signals were then compared to show the variations in the signals.  
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Once a functioning non-coherent system was developed, the group turned their 
attention to developing a coherent communication system.  For both the AM and FM 
systems a phase locked loop was used to coherently demodulate the signal.  To compare 
the performance of the coherent and non-coherent systems, a single transmission was 
demodulated using both techniques. As was predicted, the coherent system outperformed 
the non-coherent system. 
2.2.2 Multitone Acoustic Sensor Network with Mobile Access 
The idea of both the software radio and transmission over the acoustic channel 
were also implemented in Sung, Tong, and Yang’s Multitone Acoustic Sensor Network 
With Mobile Access: An Experimental Testbed [6]. In their system, a mobile access point 
forms a network between various sensors. The network is formed by the mobile access 
point traveling around the sensor field, and collecting the acoustically transmitted data 
from the sensors.  Information collected from the sensors is then transmitted wirelessly to 
a desktop computer, where the signal processing is performed.  The mobile access point 
system consists of a remote controlled car outfitted with a speaker, microphone, and palm 
top computer capable of wireless transmission.   
The sensors listen until the beacon signal transmitted by the mobile access point 
exceeds a given threshold.  When this occurs, the sensors transmit their data to the mobile 
access point before returning to the listening mode.  The signals transmitted from the 
sensors are modulated using the Binary Frequency Shift Keying (BFSK) technique 
discussed in Section 2.4.3. Two separate band assignments are available for transmission.  
The first band has a bandwidth of two kilohertz and covers frequencies in the range of 
two to four kilohertz.  The second band has a larger bandwidth of three kilohertz and 
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covers frequencies in the range of three to six kilohertz.  When modulating the signal, 
two adjacent frequencies, which are separated by 15.625 Hz, are assigned to the binary 
one and zero values of each sensor.  As a result of this, their system was able to support 
sixty-four and ninety-six concurrently transmitting sensors for the smaller and larger 
band, respectively. 
To test the system, indoor acoustic transmissions were used because they have a 
similar average attenuation when compared to radio frequencies.  Attenuation of the 
signal results from the reverberation of the signal off the room’s walls, and fading due to 
the distance between the transmitter and receiver.  As a result of acoustic transmission 
having similar propagation characteristics to radio frequencies, there are some advantages 
for using this type of transmission in testing the above mentioned system.  First, the 
system can be tested inside of a room so the components do not have to be designed to 
withstand environmental elements.  Second, because frequencies in the acoustic domain 
are used, the system is readily scalable to the RF domain.  Finally, information 
discovered from implementation and testing of the system can be used for aiding later 
design of a RF system. 
2.2.3 Underwater Communications 
Another application of systems transmitting over the acoustic channel is for 
underwater communication such as submarine sonar.  Because of electro-magnetic waves 
not being able to propagate far distances in seawater, transmissions over the acoustic 
channel are made to establish deep-water point-to-point communication.  Underwater 
acoustic transmission can be used for mine detection, enemy detection, and 
communication between a ship and underwater towed vessel. 
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2.3 The Acoustic Channel 
The acoustic channel is an important part of this project. In order to understand 
the ways in which we characterized the channel, some basic concepts must be explained. 
A description of the specific acoustic equipment used and their characteristics is 
necessary along with general information regarding background noise, impulse response, 
and frequency response of a channel.  
In any communication system there is a transmitter that sends data and a receiver 
that collects it. The medium through which this data is sent is referred to as the channel. 
It is important to understand the channel because data corruption or distortion can occur 
if the channel modifies the data in any way. By further understanding the transmitter and 
receiver parts, we can model the channel using standard linear system theory. Our system 
is shown below in Figure 2-2 as an input signal given to a speaker sending sound waves 
over the air, to a microphone that converts these waves to an output signal. 
 
Figure 2-2: DASR system with transmitter, receiver, and channel. 
 As shown above, the combined effect of the speaker, air, and microphone is the 
channel through which the data is sent. The data is converted from a voltage signal to 
sound pressure waves by the speaker transducer where it is in the audible frequency range 
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of humans (about 20 Hz to 22 kHz). The data is then recorded by the microphone and 
converted back to a voltage signal by the microphone’s transducer. We dub this channel 
the ‘acoustic’ channel because it utilizes sound waves and relates to the science of sound 
[7].  
 In an ideal channel, no changes would occur (other than a transmission delay) to 
the signal as it goes through the acoustic channel. Actual acoustic channels, however, are 
far from ideal. In fact, many things in the channel affect the sound pressure waves, 
causing various differences between the input voltage signal and the output voltage 
signal. Three major components add to the non-ideality of the acoustic channel. The first 
is background noise in the room. In almost any environment, there is some level of 
background noise. This noise can be caused by several things including, machines, 
traffic, and people talking. The microphone will pick up the desired sound waves, along 
with any background noise there happens to be in the room. This is shown in Figure 2-3. 
 
Figure 2-3: Microphone picking up background noise from other sources. 
Depending on the amplitude and frequencies of the noise sources, the sound waves 
received by the microphone can be very similar or drastically different than those sent. 
  13 
Another major cause of non-ideality in the acoustic channel is sound reflection. 
When sound waves are sent through the air, they tend to go not just toward the intended 
target, but instead in a large dispersion around the speaker, going to the intended target as 
well as many other objects in the room. When the sound pressure waves hit other objects 
in a room (including floors, ceilings, walls, chairs, desks) the sound can reflect off these 
objects, acting as a secondary, time delayed, source of sound for the microphone to pick 
up. This is shown Figure 2-4. The reflected sound pressure waves are then detected by 
the microphone along with the direct pressure waves.  
 
Figure 2-4: Sound waves directed at microphone and reflected off object. 
 Finally, the speakers and microphones themselves can cause non-ideality in the 
channel. The transducers found in speakers and microphones convert the electrical signal 
into a mechanical sound pressure signal and back. These transducers are imperfect in this 
conversion, and therefore there is typically some amount of error introduced by the 
speaker when it converts the electrical signal to sound pressure waves, and by the 
microphone when it converts these waves back into an electrical signal. This error can 
cause signal distortion at specific frequencies adding to the channels non-ideality. 
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2.3.1 Linear Time Invariant Model 
We determine a mathematical model of the acoustic channel in order to simulate 
in MATLAB. First, we know the model is time-invariant because nothing in the room 
moves as we transmit and receive signals over the channel. The speaker and microphone 
position are fixed, and the walls and objects in the room do not move. Therefore, time-
invariance is a reasonable assumption for the channel. Next, we know that the received 
signal in our system is the sum of the direct path of the transmitted signal, reflected paths 
of the signal, and added background noise. An equation for this is illustrated below in 
Equation [2-1] where y(t) is the received signal, iα is the gain or attenuation in ith path, 
)( itx Τ−  is the time delay in ith path, and w(t) is the added noise. 
∑
−
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This is a linear system. We are assuming that the speaker and microphone are operating 
at their linear regions, without any clipping or saturation. This is an acceptable 
assumption as long as the transmitted and received signals are analyzed for any clipping 
or saturation possibility. 
 Equation [2-1] is simplified, where the attenuation or gain caused by multipath 
signals, and the time delays are modeled as h(t). This is shown below in Equation [2-2]. 
)()()()( twthtxty +∗=      [2-2] 
 
The DASR system shown in Figure 2-2 is shown once again as Figure 2-5, now 
with the speaker, air, and microphone modeled as, h(t). The additive noise is represented 
as w(t) and the input signal is represented an x(t). 
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Figure 2-5: Linear time invariant model of the acoustic channel. 
 We now know that the acoustic channel is time-invariant and linear. It can 
therefore be modeled as a linear time-invariant (LTI) filter. This model is useful because 
an LTI system is fully characterized by its impulse response. Therefore, by estimating the 
impulse response of the room we transmit in, we have a close approximation for how the 
channel will modify any transmitted signal. The impulse response can then be used to 
simulate the channel mathematically in MATLAB. The impulse response is discussed 
further in Section 2.5.1.2. 
2.3.2 Acoustic Background Noise 
As discussed in Section 0, acoustic background noise is an important part of the 
acoustic channel and has a significant effect on a signal as it passes through the channel. 
When the receiving microphone detects these sources it converts them, along with the 
intended sent signal, back into an output voltage signal, as shown in Figure 2-5. Now the 
recorded signal is not the same as the one sent. 
In typical software radio experiments, background noise has low amplitude 
compared to the desired signal. This is illustrated in Figure 2-6. Here the background 
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noise amplitude can be seen from zero to one second. At 1.1 seconds, the transmitted 
signal is recorded and the difference in amplitude is observed. 
 
Figure 2-6: Background noise and transmitted signal. 
 A common way to measure the intensity of acoustic noise is to measure the sound 
pressure level (SPL) in decibels (dB). This is typically done using an SPL meter, which 
uses Equation [2-3] to calculate the SPL where p is the sound pressure in microbars [8, p. 
362].  
dB74log20 10 += pSPL  re microbar0002.0    [2-3] 
Stationary background noise can also be analyzed by computing the power spectral 
density (PSD) of the noise. A PSD plot uses a Fast Fourier Transform (FFT) and 
averaging techniques to show where the average signal power is distributed as a function 
of frequency. The PSD indicates over what frequencies the background noise is strongest. 
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An example PSD can be seen in Figure 2-7 where as frequency increases, the noise 
power trend decreases. 
0 2 4 6 8 10 12 14 16 18 20 22
-130
-120
-110
-100
-90
-80
-70
-60
-50
-40
-30
-20
Frequency (kHz)
Po
w
er
/fr
eq
u
en
cy
 
(dB
/H
z
)
Power Spectral Density Estimate of Background Noise
 
Figure 2-7: Example PSD Plot of background noise. 
Understanding the frequency content of background noise is important in 
communications systems. Our DASR system uses carrier frequencies in modulation. We 
must know the power of the background noise at those frequencies in order to pick the 
carriers intelligently. This is discussed further in Section 4.1.2. 
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2.4 Digital Modulation 
A digital communication system is composed of a transmitter and receiver 
connected through a channel as illustrated by Figure 2-1.  Before the digital information 
can be sent to the receiver, the transmitter must convert the data into a signal that is suited 
to the type of channel being used.  This process is known as modulation.  In many 
common communication systems, the transmitter starts with a carrier signal and 
modulates the data by varying one or more parameters of the carrier [9, p. 19].  In an 
analog communication system, the information is continuous in nature and thus the 
carrier wave parameters are varied continuously.  The data in a digital communication 
system, on the other hand, is discrete in nature and so the carrier wave parameters change 
by discrete values.  The carrier wave itself may not contain any discontinuities but there 
is still a distinct point where the parameters of the carrier change value.   
2.4.1 Modulation Types 
Three parameters of a carrier wave can be adjusted to encode information: 
amplitude, frequency, and phase.  Although some communication systems use a 
combination of these three modulation techniques to transmit information, those will not 
be discussed here. 
 In the analog realm, Amplitude Modulation (AM) is defined as “the process in 
which the amplitude of the carrier wave c(t) is varied…linearly with the baseband signal 
m(t)” [9, p. 90].  A simple AM signal can be represented as: 
[ ] )2cos()(1)( tftmkAts cac pi+=     [2-4] 
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Where m(t) is the analog signal to be transmitted and cos(2πfct) is the carrier signal.  For 
example, an AM radio station varies the amplitude of their carrier signal by the amplitude 
of the audio signal they wish to broadcast.  The digital equivalent of this technique is 
Amplitude Shift Keying (ASK).  The amplitude of the carrier signal is changed 
depending on the information to be sent: 
)2cos(][)( tfAnmts cc pi=      [2-5] 
 
Where m[n] is the discrete information to be transmitted and cos(2πfct) is the carrier 
signal. 
 Frequency Modulation (FM) is obtained by shifting the frequency of the carrier 
signal depending on the baseband signal.  The digital equivalent, Frequency Shift Keying 
(FSK), can be described by the following equation: 
[ ] )][2cos()( tfnmfAts cc ∆+= pi     [2-6] 
 
 
Where fc is the carrier frequency, m[n] is the discrete baseband signal, and ∆f is the 
amount of frequency to change by depending on the value of m[n]. 
 Phase Modulation (PM) is obtained by changing the phase of the carrier signal 
depending on the baseband signal.  Like FM, this is a nonlinear process and so the analog 
case will not be discussed.  Again, the digital version, Phase Shift Keying (PSK) is 
relatively straightforward: 
)][2cos()(
k
nmtfAts cc
pi
pi +=
    [2-7] 
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Where m[n] is again the discrete baseband signal and k is a phase scaling factor that 
depends on the number of discrete values that m[n] can take.  In PSK, the carrier signal 
remains at the same frequency, but undergoes time shifts to encode the data. 
ASK is the simplest method to implement, but because the data is encoded in the 
amplitude of the carrier wave this technique is much more susceptible to background 
noise in the acoustic channel.  FSK and PSK are harder to implement but tend to have 
better performance in a noisy channel. All three types of modulation techniques have 
trouble when used in multi-path channels.   
ASK and FSK can be demodulated noncoherently (see Section 2.5.2 for an 
explanation of noncoherent demodulation) making them attractive choices for a simple 
communication system.  PSK on the other hand must be demodulated coherently because 
the information is encoded in the phase changes of the carrier signal.  Because of our 
focus on non-coherent demodulation, this project uses simple ASK and FSK modulation 
techniques, specifically On-Off Keying and Binary Frequency Shift Keying. 
2.4.2 On Off Keying (OOK) 
On-Off Keying (OOK) is a very simple ASK scheme in which the carrier signal is 
transmitted when a binary one is sent and nothing is sent for a binary zero [9, p. 349].  
Figure 2-8 shows an example of an OOK signal.  The signal pictured is a simple example 
of Equation [2-5].  When m[n] is a binary zero, the output is simply zero.  When m[n] is 
a binary one, the output is the carrier signal.  Figure 2-9 shows the Power Spectral 
Density (PSD) of an OOK signal.  Most of the power of in the OOK signal is 
concentrated at the carrier frequency (in this case 1,800 Hz).   
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Figure 2-8: On-Off Keying signal example. 
 
Figure 2-9: The PSD of an OOK signal. 
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Figure 2-10 shows the block diagram of a simple OOK modulator.   
Binary
Data
cos(2πfct) Selector PhaseAdjustment Output
 
Figure 2-10: A simple OOK modulator. 
The modulator is very easy to implement.   The only components needed are the 
carrier signal generator and a simple switch that is open on binary zeros and closed on 
binary ones.  Optionally, a phase adjustment component can be added to ensure that there 
are no phase discontinuities between successive binary ones.  This is discussed further in 
Section 2.4.3.  The demodulator for OOK, discussed in Section 2.5.3 is also easy to 
implement. 
2.4.3 Binary Frequency Shift Keying (BFSK) 
 Binary Frequency Shift Keying (BFSK) is the simplest type of FSK.  In this 
scheme, the carrier signal is sent at one frequency for a binary zero and at a different 
frequency for a binary one [9, p. 351].  The two carrier frequencies are often chosen to be 
multiples of the bit rate, as discussed below.  Figure 2-11 shows an example of a BFSK 
signal. 
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Figure 2-11: Binary Frequency Shift Keying signal example. 
 
  
 
Note that, unlike OOK, the amplitude of the signal does not change between zeros 
and ones.  This means that the signal is more robust to background noise in the channel.  
BFSK signals are described by Equation [2-6].  Figure 2-12 shows the PSD of a BFSK 
waveform for carrier frequencies of 1,200 Hz and 1,800 Hz.  Most of the power in this 
signal is located at either of the two carrier frequencies. 
 
  24 
 
Figure 2-12: The PSD of a BFSK signal. 
 
 
 
The BFSK modulator is made up of two carrier signal generators.  One generates 
a carrier signal of frequency f1.  This corresponds to fc in Equation [2-6].  The second 
carrier signal has a frequency of f2, where f1 = fc + ∆f.  The two carrier signals are 
connected to the output through a switch and a phase adjustment component.  Figure 2-13 
shows the BFSK modulator. 
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Figure 2-13: A simple BFSK modulator. 
If the two carrier frequencies used are not multiples of the transmission rate then 
there will not be an even number of carrier periods in one bit transmission period.  This 
means that, if the modulator just switches between carrier frequencies without 
considering the relative phase offset between the carrier frequencies, one carrier will start 
at a different point from where the last carrier left off.  Figure 2-14 shows an example. 
 
Figure 2-14: Continuous and discontinuous BFSK signals. 
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 The upper waveform is smooth and has continuous phase.  There are no jagged 
edges between frequency changes.  The lower waveform uses the same carrier 
frequencies, but no care was taken to ensure that the phase of the signal is continuous.  
The abrupt transitions can clearly be seen at t = 3 ms and t = 10 ms.  This discontinuity 
leads to excess bandwidth in the signal that is being generated by the transmitter itself, as 
shown in Figure 2-15.  The discontinuous BFSK waveform has more frequency content 
outside of the carrier frequency range than that of the continuous BFSK waveform. 
 
Figure 2-15: The frequency spectra of a continuous and discontinuous BFSK signal. 
It is possible to have a BFSK transmitter that uses any combination of frequencies 
and is always continuous, but the transmitter becomes more complex, requiring a 
component that detects the relative phase difference between successive symbols and 
automatically adjusts the phase of the next symbol to be transmitted.  Section 2.5.4, on 
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BFSK demodulation, discusses why using frequencies that are multiples of the bit rate 
aids in the demodulation process and increases the performance of the system as a whole. 
 
2.5 Digital Demodulation 
Referring back to Figure 2-1 in Section 2.1, the transmitter converts the binary data 
into an analog waveform suitable for transmission through the acoustic channel.  The 
receiver, as shown in Figure 2-16, first filters the received signal, demodulates the analog 
waveform, performs timing recovery of the transmitted symbols, and returns an estimate 
of the original binary data based on a threshold value.   
Received
Signal Pre-Filtering Demodulation
Timing
Recovery Decision
Data
Estimate
Threshold
 
Figure 2-16: Demodulator block diagram. 
How closely the receiver’s data estimate and the original data match depend on 
how the channel affects the transmitted signal and on how intelligently the receiver is 
designed.  Section 2.5.1 discusses how the affects of the channel can be taken into 
consideration during the pre-filtering stage.  In addition to being able to demodulate the 
signal correctly, the receiver also needs to take into account the issues of synchronization 
and timing recovery. 
2.5.1 Receiver Pre-filtering 
Before the received analog waveform is processed by the demodulator, it passes 
through a filtering stage.  The filtering stage can undo some of the effects of the LTI 
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channel and minimize the amount of noise that gets to the receiver as discussed in 
Section 0.  Receiver pre-filtering is not a required component of the demodulator but it 
can significantly improve the performance.  The following topics are advanced and may 
be safely skipped without affecting the understanding of the communication systems.  
Section 2.5.2 begins the discussion of the demodulator proper. 
2.5.1.1 Bandpass Filter 
A simple technique to reject unnecessary background noise prior to demodulation 
is to add a filter to the front end of the receiver so that only the carrier frequencies of 
interest are passed.  A bandpass filter only allows frequencies within a certain range to go 
through while removing all other frequency content [10]. Unfortunately, this means that 
any noise near the carrier frequencies is not removed, but filtering still improves system 
performance by removing out of band noise.  Ideally, a bandpass filter would allow 
“distortionless transmission of a certain band of frequencies and suppress all the 
remaining frequencies” [10, p. 270].  For practical filter designs there are bands where 
the frequencies are almost, but not completely attenuated.  The more complex the filter, 
the more closely it resembles the ideal case. 
 Filters do not just affect the amplitude of frequencies, but also the phases.  A filter 
adds a time delay to the signal and that time delay may be different for different 
frequencies.  In many cases, the phase characteristics of a filter are unimportant, but in an 
acoustic communication system, it is vital to ensure that all frequencies arrive with the 
same delay.  This necessitates designing a filter that has linear phase.  
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 The channel of the communication system can be modeled as a filter as shown in 
Figure 2-17.  The transmitter sends x(t) through the channel filter denoted as h(t) and y(t) 
is x(t) with background noise added in. 
 
Channel Filter
h(t)x(t) y(t)
 
Figure 2-17: Channel model. 
 
By adding a bandpass filter at the front end of the receiver the background noise added in 
to the signal at the channel will be mostly filtered out.  Any noise that falls within the 
passband of the filter will still be allowed through, but noise in the spectrum where no 
desired signal exists will be removed.  Figure 2-18 illustrates the new channel model. 
 
Channel Filter
h(t)
Bandpass Filter
g(t)x(t) y(t) y'(t)
 
Figure 2-18: Channel model with bandpass filter. 
 
The new received signal, )(ty′  is the transmitted signal x(t) with noise present only in the 
passband frequencies. 
2.5.1.2 Dereverberation Filter 
The effect of multipath interference can “render the data indecipherable” [4, p. 
34]. This type of channel effect can be much more detrimental on the performance of a 
communication system than background noise.  Unless there is noise very near to the 
carrier frequencies being used, the demodulator will still receive the carrier frequencies at 
approximately the same amplitudes.  Frequency selectivity caused by multipath 
interference, however, can almost completely attenuate specific frequencies and 
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reverberations can cause two different carrier frequencies to overlap in time.  On-Off 
Keying is not affected significantly by frequency selectivity as it has only one carrier 
frequency but if the receiver observes echoes of the carrier when there is supposed to be 
silence then the performance of the communication system can be poor.  Binary 
Frequency Shift Keying performance suffers under both conditions.  If these channel 
effects can be removed, the performance of the communication system will be 
dramatically improved. 
Dereverberation Filter Concepts 
As discussed in Section 0, the channel is modeled as a Linear Time Invariant 
(LTI) filter and its impulse response is denoted as h(t).  The transmitted signal x(t) is sent 
through the channel filter h(t) and the received signal is y(t).  Mathematically this is 
represented as 
)()()( thtxty ∗=
     [2-8] 
 
where h(t) is the impulse response of the channel and * is the convolution operation.  The 
received signal y(t) is now a distorted representation of the transmitted signal x(t).  Since 
the channel h(t) is a LTI system, it is possible to build a filter at the front end of the 
receiver that will compensate for the effects of the channel.  Figure 2-19 depicts the new 
channel model. 
 
Channel Filter
h(t)
Dereverb Filter
g(t)x(t) y(t) z(t)
 
Figure 2-19: Channel model with dereverberation filter. 
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The goal of the dereverberation filter is to make the new signal z(t) a time delayed 
version of x(t).  Mathematically the channel filter h(t) and the dereverberation filter g(t) 
should combine to form 
)()()( Tttgth −=∗ δ
     [2-9] 
 
where δ(t) is an impulse function and T is some time delay.  The output of this model is 
then 
)()()()()()()( TtxTttxtgthtxtz −=−∗=∗∗= δ
  [2-10] 
 
If successful, the effect channel model will then simply look like Figure 2-20. 
x(t) x(t-δ)Time delay δ
 
Figure 2-20: Simplified channel model. 
 
One technique for computing a good dereverberation filter is the Wiener filter 
method. 
Wiener Filter Design 
 Wiener filters are a class of “linear optimum discrete-time filters” [11, p. 94].  
The linearity of the filter simplifies the mathematics and discrete filters are easy to 
implement in software.  The Wiener filter is optimum in the sense that it minimizes the 
mean-square error of the output.  Figure 2-21 illustrates this concept. 
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Figure 2-21: Mean-square error example. 
 
The signal y(t) is the convolution of the transmitted signal x(t) with the channel 
filter h(t).  That signal is then passed through the dereverberation filter g(t) producing 
z(t).  The optimum output would be a time delayed version of x(t).  The error of the 
dereverberation filter is equal to Equation [2-11], where δ is a time delay, not an impulse 
function.   
)()()( tztxte −−= δ     [2-11] 
The mean-square error J [11, p. 96] of the dereverberation filter is 
[ ] [ ]22 )()()( tztxteJ −−Ε=Ε= δ
    [2-12] 
 where E is the expectation or mean function.  When the mean-square error is zero then 
g(t) is the optimum dereverberation filter.  Refer to [11] for the derivation of the optimum 
solution.  When building a discrete finite impulse response filter the solution is 
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p1−ℜ=g       [2-13] 
where g  is the filter coefficients vector of length N, [ ]TxxΕ=ℜ  is the N by N 
autocorrelation matrix of the input to the filter, and [ ]xyp Ε=  is the cross correlation 
vector of the input signal vector and a time delayed version of the desired filter output 
[11, p. 104].  
2.5.2 Noncoherent Demodulation 
There are two classifications of demodulators: coherent and noncoherent.  
Coherent demodulators, which estimate and track the phase of the received signal, require 
increased complexity to extract the phase information but have better error performance 
compared to noncoherent demodulators.  Noncoherent demodulators, which do not track 
the phase of the received signal, typically use matched filters or a correlator and a 
comparator to determine the current parameters of the signal, and thus what data was sent 
[9, p. 403].  Noncoherent demodulators, while performing worse than coherent 
demodulators, are much simpler to implement. 
2.5.3 On Off Keying (OOK) 
As discussed in Section 2.4.2, OOK sends a sinusoidal signal for a binary one and 
no signal for a binary zero.  After any filtering is performed on the received waveform, 
the demodulator’s task is to detect when the sinusoidal signal is present.  Figure 2-22 
shows the block diagram of the OOK receiver.   
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Figure 2-22: OOK receiver block diagram. 
One method of detection is to use a noncoherent in-phase/quadrature (I/Q) 
correlator detector [9, p. 406] shown in Figure 2-23. 
cos(2πfct)
^2
Input
X
Output
X
+
^2∫<Tb>
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sin(2πfct)
 
Figure 2-23: Noncoherent I/Q correlator detector. 
 
The received signal is multiplied by a cosine and sine wave of the carrier 
frequency.  These are known as the in-phase and quadrature components of the carrier 
signal respectively [9, p. 93].  By using the in-phase and quadrature components of the 
carrier signal, the exact phase of the incoming signal does not need to be known.  
Consider an OOK communication system where the demodulator from Figure 2-23 
receives the signal 
bTt0      w(t) )2cos()( <≤++= θpi tfAts cc     [2-14] 
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Where θ is an unknown phase of the carrier signal, s(t) corresponds to a binary one 
having been sent, and w(t) is additive white Gaussian noise (AWGN) from the acoustic 
channel.  The received signal is now mixed with the in-phase and quadrature components 
of the carrier signal with zero phase.  The two new signals are 
)2cos()()2cos()2cos()( tftwtftfAts cccci pipiθpi ++=    [2-15] 
 
)2sin()()2sin()2cos()( tftwtftfAts ccccq pipiθpi ++=   [2-16] 
 
Using product trigonometric identities [9, p. 767]
 
the equations simplify to 
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As long as there are an even number of carrier periods in one bit period, integrating both 
functions gives 
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The AWGN terms drop out of the equation because the integral of the in-phase and 
quadrature components over the bit period is equal to zero.  The output of the 
demodulator is therefore 
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The output of the demodulator does not depend on the phase of the received signal or of 
the in-phase and quadrature components of the carrier signal. 
There are two questions crucial to the operation of any noncoherent demodulator.  
The above analysis assumes that the demodulator does not know when each symbol 
begins transmission and the duration of each symbol.  In general this assumption is not 
valid and the receiver needs to determine when the integration operation should begin 
and how long should it last.  These two questions are addressed in Section 3.2.3.4. 
2.5.4 Binary Frequency Shift Keying (BFSK) 
The BFSK noncoherent demodulator is a simple extension of the OOK 
demodulator from the previous section.  Figure 2-24 shows the block diagram of the 
BFSK demodulator.  The design is nearly identical to that of the OOK demodulator 
shown in Figure 2-22 except that now a pair of I/Q correlator detectors are used, one for 
each carrier frequency.  The correlator detector block diagram is shown in Figure 2-23. 
Received
Signal Pre-Filtering
Timing
Recovery Decision
Data
Estimate
Threshold
Noncoherent
I/Q Correlator
f1
Noncoherent
I/Q Correlator
f0
-
 
Figure 2-24: BFSK demodulator block diagram. 
 
As seen in the figure above, the outputs of the two detectors are subtracted.  The 
sign of the answer indicates which carrier frequency was received, assuming an ideal case 
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where the amplitudes of both carrier frequencies are equal.  Section 2.4.3 mentioned that 
using frequencies that are even multiples of the bit rate aids in demodulation.  If this is 
true then 
∫ =R dtRtRt
1
0
0)2cos()2cos( piβpiα     [2-22] 
 
Where R is the bit rate, 1/R is the time period of one bit, and α and β are integer 
constants that are not equal.  Equation [2-22] shows that the two signals are orthogonal 
[9, p. 311]; this can be readily seen by applying the product trigonometric identities to the 
above equation.  Using orthogonal carrier frequencies means that for any given bit period 
one of the two correlator detectors will have an output of zero, making the comparison 
easier.  Due to the randomness of background noise the correlator outputs will never be 
exactly zero, but the difference between the correlator outputs will be large enough that 
background noise in the channel is not as detrimental as in the OOK case. 
2.5.5 Idealized On-Off Keying Demodulation Example 
The following example illustrates the steps in the demodulation process for an 
OOK signal that is transmitted through a channel that only adds white Gaussian noise to 
the signal.  In this example, ten data bits are transmitted at a carrier frequency of 1,800 
Hz and the signal to noise ratio of the channel is 10 dB.  Figure 2-25 shows the originally 
transmitted signal and the signal as it has been received through the channel.  As is 
evident from the transmitted signal, the data bits sent were 0010101000.  The received 
signal has been corrupted by white noise, but there is no frequency attenuation in the 
channel.  As the channel is ideal, the receiver is synchronized to the beginning of the 
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transmission so the first step in the overall demodulation process is to filter out as much 
noise as possible from the received signal.   
 
Figure 2-25: Ideal OOK transmitted and received signals. 
 
 
Figure 2-26 shows the received signal after the pre-filtering stage of the 
demodulator (refer to Section 2.5.1).  Much of the noise is eliminated from signal; all that 
is left is noise at frequencies near the carrier frequency for this signal. 
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Figure 2-26: OOK signal after the pre-filtering stage of the demodulator. 
 
 
The originally transmitted signal is only slightly affected by the filtering process.  As 
there is no frequency attenuation in the channel, the dereverberation filter is not needed in 
this case. 
 After the pre-filtering stage, the signal is processed by the actual demodulator 
stage, the correlator detector (Section 2.5.3).  Figure 2-27 shows the in-phase and 
quadrature signal components after the received signal has been mixed and integrated.  At 
this point there has been no timing recovery or sampling performed.  The signals shown 
are the cumulative sums of the mixed signals. 
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Figure 2-27: OOK signal after the mixing and summing stage of the correlator detector. 
 
 
Note that the graphs peak at the points where the carrier signal appears in the 
transmitted signal.  These peaks indicate the optimum sampling points for binary one data 
bits.  Figure 2-28 shows the two component signals after having been squared, and the 
sum of the two squared signals.  The sum represents the output of the correlator detector.  
This output is then sent to the timing recovery stage to determine the optimum sampling 
times and recover the data.  Please refer to Sections 3.2.3.4 and 3.2.3.5 for information on 
the final stages of the demodulator. 
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Figure 2-28: The squared in-phase and quadrature signals and their sum. 
 
 
2.5.6 Idealized Binary Frequency Shift Keying Demodulation Example 
This example repeats the procedure from Section 2.5.5  with a BFSK signal.  The 
same ten data bits are transmitted using carrier frequencies of 1,200 Hz and 1,800 Hz and 
a signal to noise ratio of the channel is 10 dB.  Figure 2-29 shows the originally 
transmitted signal and the signal as it has been received through the channel.  Again the 
received signal has been corrupted by white noise, but there is no frequency attenuation 
in the channel.  Figure 2-30 shows the received signal after the bandpass filter has been 
applied and most of the noise has been eliminated. 
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Figure 2-29: Ideal BFSK transmitted and received signals. 
 
 
Figure 2-30: BFSK signal after the pre-filtering stage of the demodulator. 
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 Figure 2-31 shows the in-phase and quadrature signal components of each carrier 
frequency after the received signal has been mixed and integrated.   
 
Figure 2-31: BFSK signal after the mixing and summing stage of the correlator detector. 
 
Note that the graphs peak at the points where the carrier frequency of interest 
appears in the transmitted signal.  For example, at t = 15 ms the in-phase and quadrature 
component signals of 1,800 Hz peak while the component signals of 1,200 Hz approach 
zero. 
Figure 2-32 shows the squared component signals for each carrier frequency, and 
Figure 2-33 shows the output of each correlator and the difference between them.  The 
correlator output peaks when that particular carrier frequency is present.  By subtracting 
the correlator outputs a final decision about the value of the received bit can be made by 
looking for the positive and negative peaks. 
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Figure 2-32: The squared in-phase and quadrature BFSK signals. 
 
 
Figure 2-33: The individual correlator outputs and their difference. 
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2.6 System Performance Metrics 
One key analysis of any communication system is the performance of the system.  
Performance measures are used to calculate how reliable the system is and identify the 
amount of distortion in the signal.  In the following section, four techniques for analyzing 
the performance of a communication system are described. 
2.6.1 Bit Error Rate 
Bit error rate (BER) is the overall performance measurement of a communication 
system.  The reliability of a communication system can be found by comparing the 
amount of errors in the received bit stream to the number of total bits transmitted.  A 
lower bit rate is achieved when the effects of noise and quantization errors of the system 
are minimized.  As the level of noise is increased, the BER also increases.   
Probability of error (POE) is a measurement that describes the BER of a system.  
The POE of a system with additive Gaussian white noise is a function dependent on 
Equation [2-23], where bε  is the energy of a bit and oN  is the noise power spectral  
o
b
N
ε
      [2-23] 
 
density.  The probability of error for both noncoherent BFSK and OOK is shown in 
Equation [2-24] [12].  Figure 2-34 shows the probability of error versus SNR/bit for a 
noncoherent BFSK and OOK communication system with additive white Gaussian noise.    
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Figure 2-34: Probability of bit error for BFSK and OOK with AWGN. 
 
2.6.2 Eye Diagram 
Eye diagrams show the effect of channel noise and channel filtering on the 
received signal.  As mentioned in Section 0, the transmitted signal takes multiple 
propagation paths to the receiver.  As a result of this the pulse shapes of the received bits 
begin to extend in time and spread into neighboring time slots.  This process is known as 
intersymbolic interference (ISI).  Using an eye diagram, we can assess the quality of the 
received signal and the ability to assign bits to their corresponding bit value correctly 
[13].  
 Figure 2-35 shows the different measurements that can be obtained from an eye 
diagram. The width of the eye opening, which is the inner region of the eye, is the 
interval over which the signal can be sampled without affects of ISI.  The instant where 
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the eye is most open is the optimum time to sample.  Sensitivity to timing error is 
determined by the slope of the open eyed as sampling time varied.  Finally, the noise 
margin is the height of the eye opening [14]. 
 
Figure 2-35: Interpretation of eye diagram. 
 The greater the level of ISI, the smaller the opening of the eye will be.  As a 
result, the margin over noise will be decreased resulting in the additive noise causing 
symbol decision errors.  A higher level of ISI also causes the location of the zero crossing 
to move closer to the center of the eye.  This results in a smaller eye opening which 
causes the signal to be more sensitive to timing recovery error [15]. 
An eye diagram is formed by overlaying successive interval of length equal to the 
duration of a bit Tb of the demodulated signal as shown in Figure 2-36.   Figure 2-37 
shows an idealized signal, the same signal with AWGN, and the same signal with ISI. 
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(a) 
 
(b) 
 
Figure 2-36: (a) Demodulated binary signal (b) corresponding eye diagram. 
0.0083 0.0117 0.015 0.0183 0.0216 0.025
-100
-80
-60
-40
-20
0
20
40
60
80
100
time (seconds)
Am
pl
itu
de
Demodulated Binary FSK Signal
1 0 011
0 0.5 1 1.5 2 2.5 3
x 10-3
-100
-80
-60
-40
-20
0
20
40
60
time (seconds)
Am
pl
itu
de
Eye Diagram for BFSK Signal in (a)
  49 
 
(a) 
 
(b) 
0 0.5 1 1.5 2 2.5 3 3.5
x 10-3
-400
-300
-200
-100
0
100
200
300
400
time (seconds)
Am
pl
itu
de
Eye Diagram
 
(c) 
Figure 2-37: Example of eye diagrams (a) idealized BFSK signal (b) same BFSK signal with AWGN 
(c) same BFSK signal with ISI. 
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2.6.3 Scatter Plots 
 Another performance evaluation tool commonly used in communication systems 
are scatter plots [4].  By cutting the eye diagram at the point which it is most open and 
plotting the time history of these values, we are able to see how much the sampled point 
differs from its ideal location.  
  For a binary system, values that are tightly clustered around two given values 
translate to a system with a low amount of distortion.  The greater the channel impurities 
are the more the values vary from the given values.  As a result of this the probability that 
a value will cross over to the neighboring bit region is increased.  Another important 
measurement of the scatter plot is the distance between the two given values.   Closer 
given values translate to a smaller bit region and therefore a smaller level of tolerable 
variance about the given values before bit cross over [4]. 
 Figure 2-38 shows an idealized signal, the same signal with AWGN, and the same 
signal with ISI. 
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Figure 2-38: Example of scatter plot (a) idealized BFSK signal (b) same BFSK signal with AWGN (c) 
same BFSK signal with ISI. 
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2.6.3 Histogram 
The final performance evaluation for communication systems takes the values of 
the scatter plots and groups them into a histogram.  Once this is done, we can easily find 
the mean and standard deviation of each of the clusters.  Upon calculating these values, 
we can compare them to find the optimum threshold of the signal. The threshold is set at 
the value where the bit error rate of the signal is minimized.  Figure 2-39 shows an 
idealized signal, the same signal with AWGN, and the same signal with ISI. 
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Figure 2-39: Example of histogram (a) idealized BFSK signal (b) same BFSK signal with AWGN (c) 
same BFSK signal with ISI. 
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3 PROCEDURES AND METHODS 
This section covers the procedures and methods by which the results in Section 4 
were obtained. First, the methods for acoustic characterization are covered including the 
acoustic channel and equipment. Next digital modulation and demodulation along with 
techniques to establish a communications link are covered in the digital communications 
section. Finally, we discuss the methods of dissemination, such as a website and a file 
database on the World Wide Web. 
 
3.1 Acoustic Characterization 
In order to understand the acoustic results and conclusions, procedures related to 
the acoustic characterization aspect of the DASR system are shown in the following 
sections. The acoustic equipment and channel were both characterized through several 
techniques including noise, impulse response, and frequency response analysis along with 
transmissions in a low resonance listening booth. 
3.1.1 Acoustic Equipment Testing & Characterization 
 In order to demodulate the modulated signal optimally, it was important to find 
the speaker-microphone combination that caused the least amount of distortion on the 
modulated waveform. To test the equipment, a set of six tests were conducted in the WPI 
Atwater Kent low resonance listening booth with very low reverberation and background 
noise levels.  The series of tests consisted of every possible combination of the AKG 
C414 B-ULS 4-Pattern Condenser microphone (in omnidirectional mode) or Audio-
Technica AT835B Short Shotgun Condenser microphone, paired with the Alesis M1 
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Active speaker, Bose Companion 3 speakers, or Sony CFD-G500 “Boombox”. Given two 
microphones and three speakers a total of six tests were performed.  
For each test, ten seconds of white noise was transmitted over the distance of five 
feet three inches.  The speakers and microphones were all placed at approximately the 
same location in the booth. Next, the power spectral density (PSD) of each signal is 
calculated and then normalized to have a mean of 0 W or -20dB.  The optimum speaker-
microphone combination is determined by both quantitatively and visually analyzing the 
PSD of the signal. These graphs can be found in Section 4.1.1. 
3.1.2 Acoustic Equipment Configuration 
Throughout the project, we used mainly one set of equipment for data 
transmission and acoustic experiments. The Audio-Technica AT835B Short Shotgun 
Condenser Microphone was used for audio recordings along with the Quest Electronics 
Model 155 Precision Sound Level Meter, used to document SPL readings. An Alesis M1 
Active mk2 Biamp Monitor was used to transmit signals over the channel. This speaker 
has a 2-way direct radiator loudspeaker design and an internal amplifier and crossover. 
This speaker and microphone combination was determined using the methods in Section 
0 and results contained in Section 4.1. The M-Audio Firewire 410 external Firewire 
sound card was also used in every recording to connect the laptop PCs with the speakers 
and microphones. Finally, various ¼ inch and XLR stereo cables were used to connect 
the components. More detailed specifications regarding the speakers, sound level meter, 
and microphones can be found in Appendix A.  
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3.1.3.1 Background Noise 
Measuring noise levels in a room requires little more than setting up a 
microphone and SPL meter, then recording the signal and SPL level for some amount of 
time. It is, however, important to consider a few things when recording the noise for a 
thorough analysis. First, we must consider the location of the recording. Depending on 
the distance of the external noise sources, the noise may be louder or softer to the 
microphone. In addition, we must consider the point in time of the recording. For 
example there may be a machine that turns on and off at certain times of day. We also 
must make sure that we record long enough to get a good sample of the background 
noise. Finally, we record a raw SPL reading of the noise in order to get an accurate 
absolute noise level.  
AK 318 
 There was one distinct noise source in AK 318, an air conditioner that could be 
turned off and on. We recorded background noise in AK 318 at two separate locations, 
including the table adjacent to the computer desk, and on top of the conference table. 
These locations are shown in Figure 3-1, a floor plan of AK 318, as Mic1 and Mic2. 
At each location, we recorded at two different times, when the A/C fan was on and when 
it was relatively quiet. All noise recordings were done for twenty seconds at a sampling 
frequency of 44,100 Hz using the Audio-Technica AT835B Short Shotgun Condenser 
Microphone to ensure a good sample of background noise. 
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Figure 3-1: AK 318 layout with noise recording locations. 
 
AK 219 and 233 
 AK219 and AK233 are very similar rooms that are essentially mirror images of 
each other. Figure 3-2 shows the layout of AK 219, however the layout of AK 233 can be 
assumed to look identical, except mirrored. There was only one noticeable noise source 
in the rooms; this was from a window on one side of the room that has intermittent 
vehicle traffic outside. The traffic by the window seemed relatively constant in its 
frequency and therefore separate noise recordings were not taken to account for traffic 
conditions by the window. We did however, record in two separate locations in the rooms 
that are noted in Figure 3-2 as Mic1 and Mic2. Mic1 was 35’7” from the window while 
Mic2 was 15’8” from the window. Both of these recordings were also done for twenty 
seconds at a sampling frequency of 44,100 Hz using the Audio-Technica AT835B Short 
Shotgun Condenser Microphone. 
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Figure 3-2: AK219 layout with noise recording locations. 
In AK 318, AK219, and AK233, SPL readings were taken using the Quest Electronics 
Model 155 Precision Sound Level Meter. The SPL meter is necessary because all 
recordings have an arbitrary gain that is set is various hardware and software aspects of 
the system. The meter resolves this ambiguity by recording absolute measurements in dB. 
During every noise recording, an SPL reading was taken using a linear (flat) response in 
order to get an unbiased value. To do this, the meter’s microphone was positioned 
similarly to the recording microphone and allowed to record the maximum SPL level 
over a minimum of twenty seconds. The response knob was set to fast and the dB range 
was adjusted according to the noise level. This SPL reading was then used to calculate an 
actual dB level for the noise recorded.  
3.1.3.2 Impulse Response 
Similarly to the background noise recordings, we obtained an estimate of the 
impulse response in AK129, AK233, and AK 318. The impulse response was calculated 
at several locations and distances within these rooms. The specific locations and 
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distances will be discussed later in this section. These estimates were then verified in 
AK318 to make sure they were accurate. 
The method for estimating the impulse response of the channel is fairly 
straightforward. First, ten seconds of a white noise signal, x(t), is generated in Matlab on 
PC 1. Next, PC 2 is set to record using the Goldwave software package. The white noise 
signal is then transmitted out of the speaker from PC 1. When the transmission ends, PC 
2 stops recording. 
We now have a known transmitted white noise signal, x(t), and a known received 
signal, y(t). With these parameters known, we can determine the channel filter, or 
impulse response, denoted as h(t). The Weiner filter method is used to calculate h(t),  and 
is described in Section 2.5.1.2. 
 We first needed to verify these methods by setting up a testing environment in AK 
318 where it was easy to determine whether the impulse response was obtained correctly. 
To do this we portioned off a small section of the lab and set up the speaker and 
microphone close to a highly reflective white board. Next, a ten-second signal of white 
noise was transmitted, recorded, and the impulse response estimated using the Weiner 
filter method stated above. The test was run with the microphone in two different places, 
noted as Mic1 and Mic2 in Figure 3-3. In addition, the speaker and microphone were 40” 
from the ground and the ceiling was approximately 9’ high. 
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Figure 3-3: AK 318 impulse response verification layout. 
The time between the impulse and reverberation spikes was gauged and 
multiplied by the speed of sound (1116 ft/sec) to determine the distance the reflective 
object was from the microphone. This distance was compared to measured distance of 
known reflective objects to determine if the response was accurate. After we verified our 
methods, we ran the same tests to acquire the impulse response of AK 318, AK 219, and 
AK 233. These tests are summarized in Table 3-1. 
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Room Distance (ft.) Microphone & Speaker 
AK 318 5.5 Mic1 / Spkr1 
AK 318 10 Mic1 / Spkr1 
AK 318 15 Mic1 / Spkr1 
AK 318 20 Mic1/ Spkr1 
AK 219 5.5 Mic1 / Spkr1 
AK 219 10 Mic1 / Spkr1 
AK 219 15 Mic1 / Spkr1 
AK 219 20 Mic1 / Spkr1 
AK 219 5.5 Mic2 / Spkr2 
AK 219 10 Mic2 / Spkr2 
AK 219 15 Mic2 / Spkr2 
AK 219 20 Mic2 / Spkr2 
AK 233 5.5 Mic1 / Spkr1 
AK 233 10 Mic1 / Spkr1 
AK 233 15 Mic1 / Spkr1 
AK 233 20 Mic1 / Spkr1 
AK 233 5.5 Mic2 / Spkr2 
AK 233 10 Mic2 / Spkr2 
AK 233 15 Mic2 / Spkr2 
AK 233 20 Mic2 / Spkr2 
 
Table 3-1: Impulse response recording locations and distances 
 
In AK 318, the speaker and microphone were three feet from the ground with an 
approximate ceiling height of feet. The layout of this experiment is shown in Figure 3-4. 
The microphone is at location Mic, and the speaker is at location Spkr. To vary the 
distance between speaker and microphone, the speaker was moved closer or farther from 
the microphone. The microphone was kept stationary.  
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Figure 3-4: AK 318 impulse response layout. 
The same methods were then used to obtain an impulse response of AK219 and 
AK233. We ran two separate tests with the speaker and microphone in different places. 
The first test refers to locations Spkr1 and Mic1, while the second test refers to locations 
Spkr2 and Mic2. In both tests, the microphone and speaker were 40 inches from the floor, 
with a ceiling height of 126 inches. The locations of the speaker and microphone are 
shown in Figure 3-5. 
 
Figure 3-5: AK219 impulse response layout. 
 The impulse responses at these locations are detailed in Section 4.1.3. 
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3.1.3.3 Frequency Response 
Frequency response was calculated using two different methods. In the first 
method, frequency response of the acoustic channel can be determined by applying the 
Fast Fourier Transformation (FFT) to the impulse response, determined using the Weiner 
filter method.  The resulting vector can then be converted into decibels by taking the base 
ten logarithm of the absolute values of the FFT, and multiplying by twenty. This yields a 
magnitude response of the channel over the entire range of DC to the Nyquist frequency. 
 This technique works well, but only shows a low-resolution image of the 
frequency response. We are unable to see an accurate response over a smaller window of 
frequencies. The second method uses a frequency sweep technique. For our BFSK and 
OOK modulated systems, we are concerned only with frequencies between 800 Hz and 
2,400 Hz. Therefore, we run the frequency sweep procedure to analyze only within that 
frequency range. The frequency sweep method gives accurate results over a small range 
of frequencies and is easy to administer. We created this frequency sweep by taking the 
desired range of frequencies as well as the time length of the sweep. Then we created a 
sine wave that runs the range of the desired frequencies for an amount of time given by 
the user. The exact process is explained in Appendix B in the f_sweep.m function. This 
signal is then sent to the speaker where it is transmitted using the wavplay function, and 
received by the microphone using the Goldwave recording software. 
 In AK 318, we set up the microphone and speaker at the same locations and 
heights as for the impulse response (see Figure 3-4). Again, only the speaker was moved 
in these experiments. We swept the signal from 800 Hz to 2,400 Hz for a time of 160 
seconds and recorded. We then ran the same exact procedure in AK219 and AK233 at the 
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same locations as Mic1 and Spkr1 shown in Figure 3-5. The distances and locations are 
exactly the same as those detailed in Table 3-1. 
 
3.2 Digital Communication 
This section discusses the specific steps taken to build a digital acoustic software 
radio communication system.  The physical process necessary to use the communication 
system is described, followed by the implementation details of the digital modulator and 
demodulator.  The theory behind digital communications is discussed at length in 
Sections 2.4 and 2.5.  Only the specific methods of implementation are discussed below. 
3.2.1 Establishing a Communications Link 
The physical communication system utilizes the acoustic equipment listed in 
Appendix A.  Each side of the communications link is set up on a movable cart with a 
Belkin battery backup UPS to allow for easy transportation to remote locations.  The 
transmitter includes a Dell Inspiron 8600 Notebook Computer, an M-Audio Firewire 410 
External Soundcard, and an Alesis M1 Active speaker.  The receiver consists of an 
identical Dell Inspiron 8600 Notebook Computer, M-Audio Firewire 410, and a 
microphone, either the AKG Condenser Microphone (in omnidirectional mode) or the 
Technica Shotgun Condenser Microphone. 
When testing or demonstrating the communication system, each team member 
was assigned one of three roles: operating the transmitter, operating the receiver, or 
supervising the setup and logging the operating conditions.  The team member operating 
the respective end of the communication system link is responsible for ensuring that all 
the equipment is properly connected prior to transmission.  The supervisor ensures that 
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the other team members place the carts in the correct locations.  The supervisor logs 
distances between the speaker and microphone, and the distances to predetermined 
landmarks in the location to ensure that the experiment may be repeated exactly. 
The team member operating the transmitter first creates binary data to transmit, 
and then uses the modulator code to generate the modulated signal.  This team member 
selects the modulation type, the bit rate, and other system parameters.  These choices are 
logged by the supervisor.  The team member operating the receiver starts Matlab and 
Goldwave.  When every team member is ready, the receiving team member begins 
recording in Goldwave, and signals to the transmitting team member to begin playing the 
modulated waveform.   
Once the transmission is complete, the receiving team member stops recording 
and imports the sound file into Matlab.  That team member then uses the demodulator 
code, set to the same parameters as the modulator, and enters the filename of the 
imported waveform into the demodulator.  The demodulator code returns an estimate of 
the binary data.  The transmitting team member provides a copy of the original binary 
data to the receiving team member for comparison. 
The internal details of the modulation and demodulation process are described in 
the following sections. 
3.2.2 Digital Modulation 
In order to simplify the development, maintenance, distribution, and use of the 
code, the decision was made to use a monolithic architecture for the modulator.  In 
principle, the modulator for BFSK is made of two OOK modulators, each using a 
different carrier frequency so combining the two techniques into one code module greatly 
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simplified the transmitter end of the communication system.  The user specifies five 
parameters when generating the modulated waveform.  Those parameters are  
i. bit rate 
ii. binary data to be transmitted 
iii. modulation type 
iv. phase type 
v. length, in seconds, of white noise to send in front of the transmission 
The duration of each modulated bit is equal to the inverse of the user defined bit 
rate.  The sampling rate of the generated waveform is hard coded into the program, but 
still easily modifiable.  The default rate is 44,100 Hz, which is the rate used by CD 
players and is supported by almost all modern soundcards.  The number of samples per 
bit is determined by the product of the sampling rate and the bit duration.   
The binary data the user wishes to transmit only a part of the modulated 
waveform.  The user may specify a length of white noise to send along with the signal.  
This white noise is sent at the very beginning of the transmission, and allows the receiver 
to apply dereverberation pre-filtering to the signal before the demodulation process 
occurs as discussed in Section 2.5.1.2.  Even if the user does not choose to add white 
noise, the modulator internally adds a known pre and post amble to the data bits to aid the 
receiver in synchronizing to the beginning of the transmission.  More information on this 
may be found in Section 3.2.3.2.  Figure 3-6 shows an actual received signal with the 
transmission components highlighted. 
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Figure 3-6: Real received BFSK signal. 
 
While Sections 2.4.2 and 2.4.3 describe the traditional modulators for OOK and 
BFSK, the software radio methodology allows for a more clever modulation scheme.   
The code does not select between two sinusoidal waveforms, as shown in Figure 2-13.  
Instead, the modulator generates a vector of the phases of the final modulated signal.  
Starting from a phase of zero, the modulator accumulates the phase of the signal 
depending on what bit, and hence what carrier frequency, needs to be transmitted.  At the 
end of this process, the modulator generates the modulated signal from the phase vector.  
This technique allows the modulator to easily ensure that the final modulated waveform 
has continuous phase, should the user select that option (please refer to Section 2.4.3 for 
information on continuous phase waveforms).  Instead of shifting time signals to match 
up correctly, the modulator merely starts the phase of the next modulated waveform 
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based on the last phase accumulation.  This method could be easily applied to other 
modulation techniques, such as PSK. 
3.2.3 Digital Demodulation 
In contrast to the modulator, the demodulator has several stages of processing.  
This includes, signal filtering, synchronization, and timing recovery in addition to the 
actual demodulation.  Figure 2-16 shows the high level overview of the entire process.  
Please refer to Section 2.5 for a technical discussion each demodulator stage.  As with the 
modulator, all of this functionality has been combined into one monolithic function to 
increase the ease of use.  The entire demodulation process is transparent to the user. 
3.2.3.1 Pre-filtering 
The two types of pre-filtering provided by the demodulator are bandpass filtering 
and dereverberation filtering.  Sections 2.5.1.1 and 2.5.1.2 discuss the theory behind these 
operations in detail.  In order to remove any background noise present at frequencies 
below and above the carrier frequencies, the demodulator includes code to generate an 
FIR bandpass filter.  Using the Matlab function ‘firpm’, an equiripple bandpass filter is 
generated each time the demodulator code is run.  The bandpass filter parameters are 
generated dynamically based on the known carrier frequencies of the received signal.  
The filter coefficients are then convolved with the received signal using the Matlab 
command ‘filter’ and any background noise outside of the carrier frequency band is 
removed. 
 Removing the effects of echoes in the channel is a somewhat more complicated 
process and is only obtainable if white noise was transmitted with the data signal.  The 
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receiver locates and separates the white noise from the rest of the transmission.  Using the 
same random number generator seed value as the transmitter, the receiver generates the 
original white noise signal and uses the methods discussed in Section 2.5.1.2 to calculate 
a filter that will undo the effects of the channel.  The dereverberation filter is computed 
by using the transmitted white noise as the desired output and the recorded white noise as 
the input.  When that filter is convolved with the recorded signal, the original signal is 
outputted.  The Wiener method can be used to compute not only the optimum 
dereverberation filter for the channel but also the channel filter itself.  The channel filter 
can be determined by using the transmitted white noise as input to the filter and the 
recorded white noise as the desired output of the filter.  In this case the filter that is built 
will produce the recorded white noise when convolved with the transmitted white noise 
3.2.3.2 Transmission Synchronization 
Each recording contains a period of silence before and after the modulated signal, 
as well as a period of white noise used for dereverberation, as shown in Figure 3-6.  Our 
synchronization technique first finds the beginning of the transmission, separates the 
white noise, and then roughly approximates the beginning and end of the modulated data.  
This process has termed the “rough cut”.  The fine cut process then uses its knowledge of 
the pre and post amble to find the first and last sample of the modulated data. 
Rough Cut 
 
The decision that a transmission has started is made when the energy over one bit 
period Tb, exceeds a given threshold, ψ.  Since ψ is based on the level of background 
noise introduced into the system the receiver must first calculate β, which is the average 
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energy over the first half second of silence.  Next, ψ1 is set to λ times greater than β. After 
the receiver identifies the beginning of the white noise, it continues to step through the 
signal until it finds and interval where the energy over a bit period falls below β. The last 
sample of this interval is then set as the last sample of the white noise.  
Once the white noise has been separated from the recorded signal, the receiver 
continues to step through the signal to find the start of the modulated data.  Unlike 
finding the start of the white noise, the energy over a bit period must exceed β by a factor 
of 10λ before signifying the start of the modulated data.  As a result ψ2 is set to 10λ times 
greater than β. Figure 3-7 shows the corresponding energy for each bit period of the 
received signal. Also, to find the end of the modulated data, the index is set at the end of 
the recorded signal and steps backwards until the interval is found where the energy over 
a bit period exceeds β by a factor of 10λ.  To guarantee that all of the modulated data is 
captured, the front and back indexes are both moved half a bit length away from the 
modulated data before setting the upper and lower bound. 
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Figure 3-7: Corresponding energy for each bit period of a transmitted sequence of white noise 
followed by a BFSK signal. 
Fine Cut 
 
Each modulated signal, as shown in Figure 3-8, consists of the transmitted data 
encased by two predetermined training sequences.  The training sequence which consists 
of twenty-five 1s, twenty-five 0’s, six sets of 10, three sets of 1100, and two sets of 
111000, is used for the automatic threshold detection described in Section 3.2.3.4.  The 
fine cut process must first find and remove this training sequences before determining a 
close approximation to the beginning and end of the transmitted data.  To aid in this 
process a predetermined sequence of bits, 0 0 1 0 0 known as the preamble and 
postamble, precede and follow the transmitted data and training sequence.   
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Figure 3-8:  Breakdown of an OOK modulated signal. 
 
 
The first step for finding the beginning of the training sequences is to demodulate 
the first three bits of the preamble.  As can be seen in Figure 3-9, the receiver can 
synchronize itself with the first sample of the one bit by finding the index where output of 
the correlator detector is maximized.  The index is then advanced three bit periods before 
setting the lower bound, ςl ,of the data, as shown in Figure 3-10, so that the receiver will 
be synchronized to the first sample of the training sequence. 
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Figure 3-9: First three bits of an ideal OOK signal prior to and after I/Q correlator. 
 
 
Figure 3-10: First five bits of an ideal OOK signal prior to and after I/Q correlator. 
 
Using the knowledge that the training sequence is 86 bits long, the upper bound of 
the training sequence, ςu is calculated using Equation [3-1], where Tb is the duration of  
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one bit period and Fs is the sampling frequency of the system.  The only difference 
between finding the training sequence that occurs after the transmitted data, and the 
previously mentioned process is that receiver starts at the end of the signal and steps 
backwards towards the beginning of the signal.   Before proceeding to find the beginning 
and end of the transmitted data the training consequences are removed from the signal. 
 The receiver is synchronized to the transmitted data by finding the maximum 
output of the correlator detector, when the first three bit periods of the signal are passed 
through it.  To find the last sample of the transmitted data the receiver starts at the end of 
the signal and steps backwards toward the beginning of the signal.  The upper and lower 
bound of the signal are then set so the receiver is synchronized the first sample of the one 
bit in the preamble, and the last sample of the one bit in the postamble. The reason for 
leaving three extra bits on the beginning and end of the transmitted data will be described 
in Section 3.2.3.5.  
3.2.3.3 Noncoherent Demodulation 
The actual demodulation of the modulated waveform is performed exactly as 
discussed in Sections 2.5.3 and 2.5.4 and shown in Figure 2-23.  To improvements were 
made to increase the overall efficiency and throughput of the demodulator.  First, the 
filtered signal is resampled from 44,100 Hz to 9,000 Hz.  Fewer samples means less time 
spent operating on the entire signal.  Second, instead of multiplying the signal by each 
carrier in-phase and quadrature component, and then summing along each bit period, the 
Matlab command ‘xcorr’ was used to cross correlate the signal with each carrier 
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component.  Cross correlation performs the same function as the multiply and summing 
blocks of Figure 2-23, but the Matlab command performs the cross correlation on the 
entire signal, instead of bit period by bit period.  The speed of computation is drastically 
increased due to the optimized nature of the Matlab command ‘xcorr’. 
3.2.3.4 Timing Recovery 
One of the most crucial functions of the receiver is known as timing recovery, or 
symbol synchronization, which is the process of finding the beginning and end of each 
transmitted bit.  If the receiver is unaware of the transmitter’s clock, the demodulated 
signal will be sampled at the incorrect time and the probability of a bit error occurring 
will increase [15].   Figure 3-11 shows an ideal demodulated BFSK signal prior to the 
hysteresis loop.  
 
 
Figure 3-11: Ideal demodulated BFSK signal before hysteresis loop. 
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Hysteresis Loop 
When trying to reproduce a square wave from the demodulated data, one 
reasonable approach is to use a hysteresis loop.  If a signal is corrupted with interference, 
it will contain many zero crossing over a short period of time [16].   This distortion will 
cause the square wave to transition many times between the upper and lower state before 
finally settling at a value.  As can be seen in Figure 3-12 the square wave output does not 
transition to the upper state of 1 until the input signal has exceeded the upper threshold 
α1.  In the same manner, once the input signal falls below the lower threshold α0, the 
square wave output transitions to the lower state of -1.  If the value of the initial input lies 
between the upper and lower threshold, the initial output of the hysteresis loop is set to 
the high state.  Figure 3-13 shows the output of the hysteresis loop for the input of signal 
in Figure 3-11.  
 
Figure 3-12: Hysteresis 
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Figure 3-13: Output of hysteresis loop given input shown in Figure 3-11. 
 
 
Automatic Threshold Setting 
One problem with the BFSK system relates to the fact that two frequencies 
transmitted over an acoustic channel will each experience a different factor of 
attenuation.  Figure 3-14 show a demodulated signal affected by channel attenuation. 
Because the demodulated signal is not symmetric about the x-axis, the optimum threshold 
is not zero. Instead, the receiver should calculate the upper and lower threshold of the 
hysteresis loop. 
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Figure 3-14: Demodulated signal affected by channel attenuation. 
 
Before setting the upper and lower threshold for the hysteresis loop, the receiver 
must first find the amplitude that the transmitted data is symmetric about.  Again taking 
advantage of the fact that the location of the ones and zeros are known, the receiver easily 
separates the values of the received training sequence into an ones and zeros array.  The 
receiver must then calculate the value which the one and zero values are clustered 
around, known as γ, and the standard deviation about γ, known as η.   Figure 3-15 and 
Figure 3-16 show the histogram of a BFSK and OOK signal, with the γ values identified 
by dashed lines. 
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Figure 3-15: Histogram of BFSK signal. 
 
Figure 3-16: Histogram of OOK signal. 
 
In a BFSK system, because the clusters are normally distributed, γ and η are just 
the mean and standard deviation of the ones and zeros.  These values can be calculated 
using Equation [3-2] and Equation [3-3], where x is the values of the ones or zeros. 
∑
=
=
n
i
ix
n 1
1γ
                                                                   [3-2]                      
-200 -150 -100 -50 0 50 100 150 200
0
20
40
60
80
100
120
140
160
180
Bit Value
Nu
m
be
r 
of
 
El
em
en
ts
1γ0γ
0 20 40 60 80 100 120 140 160 180 200
0
50
100
150
200
250
300
350
400
450
500
Bit Value
Nu
m
be
r 
o
f E
le
m
en
ts
0γ 1γ
  80 
2
1
1
2)(
1
1






−
−
= ∑
=
n
i
ix
n
γη                                                         [3-3] 
Unfortunately, for OOK, since the output of the demodulator can only produce positive 
values, as shown in Figure 3-16, the zero values are not normally distributed about γ.  As 
a result of this only the γ and η of the ones values can be found using Equations [3-2] and 
[3-3].  In order to find the η of the zero values an assumption is made that the distribution 
of the zero values would be symmetric about the y-axis.  As a result of this assumption 
the γ of the zero values is set to zero and Equation [3-5] is used to find η, where x is the 
value of the zeros. 
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 At this point in the process 1γ and 0γ , as well as 1η  and 0η  have been calculated 
for the one and zero values, respectively.  The next step of the process is to develop a 
midpoint m, which takes into consideration the spread of the one and zero clusters.  In 
order to do this a value n has to be found that is an equal number of 1η  periods away from 
1γ , and 0η periods away from 0γ .  Equations [3-6] and [3-7] are used to find the value of 
n and m, respectively. Figure 3-17 shows the histogram of a BFSK signal with m 
identified.  
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Figure 3-17: Histogram of BFSK signal with m identified. 
 
The lower threshold 0α  for a BFSK signal is found by utilizing Equation [3-8] to 
calculate the midpoint between m and 0γ . The upper threshold 1α is then determined by 
calculating the midpoint between m and 1γ , as show in Equation [3-9].  Figure 3-18 
shows the histogram of a BFSK signal with the upper and lower threshold, 1α  and 0α  
identified. 
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Figure 3-18: Histogram of BFSK signal with upper and lower bound 1α  and 0α identified. 
 
Since the amplitude of an OOK signal is half the amplitude of a BFSK signal, the 
upper and lower threshold 1α  and 0α , are only moved a quarter of the interval away from 
m.  The upper and lower thresholds are calculated using Equation [3-10] and Equation 
[3-11]. Figure 3-19 shows the histogram of a OOK signal with the upper and lower 
threshold, 1α  and 0α  identified. 
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Figure 3-19: Histogram of OOK signal with upper and lower bound 1α  and 0α identified. 
 
3.2.3.5 Final Decisions 
The final stage of the receiver finds the numbers of bits between each transition of 
the hysteresis output.  First, every time the hysteresis output transitions between states, 
the time that the transition occurred is recorded.  The amount of time between successive 
transitions is then calculated.  To calculate the number of bits between transitions, the 
number of seconds between each successive transitions is divided by the nominal bit 
period Tb, which is our system is equal to 3.33 ms. The results of this calculation is then 
rounded to the closest integer value.  Figure 3-20 shows the number of bits between 
transitions for the signal in Figure 3-14.  At this point the demodulation process is 
complete and an output array, which is composed of the binary sequence formed by the 
final bit decisions, is passed back to the system operator. 
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Figure 3-20: Number of bits between transistions. 
In order to understand why the three bits of the preamble are added on to the 
beginning and end of the transmitted data, let us first look at BFSK example where these 
three bits are not included.   The original binary data for this example is the binary 
sequence 111010011001.   By observing Figure 3-21, it is easy to see that the initial value 
of the demodulator output falls between the upper and lower threshold of the hysteresis 
loop.  As a result, the initial hysteresis output will be set high, as seen in the bottom graph 
of Figure 3-21.  The hysteresis output then remains in this state until the demodulator 
output drops below the lower threshold value.  As a result of the code only calculating the 
number of symbols between transitions, the first group of ones bits will be lost because 
the hysteresis output is already in the high state and therefore no initial transition to this 
state occurred.  Due to the first three one bits not being recovered, the output array of the 
demodulator will contain the incorrect sequence of 010011001. 
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Figure 3-21: Demodulator and hysteresis output for an ideal BFSK signal. 
 
 To avoid losing bits, the three bits left over from the preamble are run through the 
demodulator and hysteresis loop.  The reason for doing this it that is receiver is aware of 
how many extra bits will be generated.  Figure 3-22 shows the first 0.05 seconds of the 
hysteresis output for a BFSK signal.  The hysteresis output stays high until the first zero 
of the preamble is enters the hysteresis loop.  Because of the code only calculating the 
number of symbols between transitions, the first two bits of the waveform will be the 
extra zeros from the preamble.  In the case of OOK, as shown in Figure 3-23 the output 
immediately transitions to the lower state before transitioning to the upper state for the 
one bit in the preamble.  Because of this, the code runs through the output array until it 
finds the first one bit.  It then knows to set the first index of the output array to three 
values after the location of the one bit.  
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Figure 3-22: First 15 bits of the hysetersis output when an ideal BFSK signal is passed to the 
hysteresis loop. 
 
Figure 3-23: First 15 bits of the hysetersis output when an ideal OOK signal is passed to the 
hysteresis loop. 
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3.3 Methods of Dissemination 
 The goal of the project is to improve the educational quality of the ECE 
communication system courses at WPI and, potentially, other institutions as well.  
Therefore, the background material, procedures, and results must be readily available for 
use in the classroom.  The methods of dissemination should not only present the 
knowledge created by the project but should also provide students and other interested 
parties the opportunity to experience that knowledge first hand.  To achieve these goals 
the project has culminated in an informational website, a comprehensive online project 
file database, and three classroom demonstrations. 
3.3.1 Informational Website 
 The primary method of disseminating the project information is through the use of 
a website that details the important bodies of knowledge created during the course of the 
project.  While it was known from the beginning that a website would be created, only at 
the end did it become apparent what the specific organization of the website would be. 
 The website is organized around four key issues in the implementation of a digital 
acoustic communication system.  Two of them, the modulation and demodulation of two 
difference communication techniques, were obvious.  The importance of the other two 
issues, the acoustic channel and system optimization, were not well understood until the 
team began to investigate the causes of poor system performance and how to compensate 
for it.  Consequently, the website covers standard communication system material on 
digital modulation/demodulation and what the team learned about the effects of the 
acoustic communication channel and how to overcome them.  The website provides 
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knowledge through project information and direct experience through the online file 
database. 
3.3.2 File Database 
 The basis for the education system at WPI is best exemplified in the school motto 
“theory and practice” [17, p. 5]. The project report and website provide the theory behind 
acoustic channel characterization, communication systems, and possible system 
optimizations.  However, to ensure that students can learn by repeating the same 
experiments as the project team, audio recordings of actual communication signals and 
the Matlab code needed to produce and demodulate them are available through an online 
database linked from the website. 
 The database was originally conceived as an internal tool to be used for managing 
sound recordings while testing and optimizing the communication system code.  Once a 
working repository was developed and shown to the project group, it was clear that this 
would be a powerful tool for meeting the goal of the project: improving communication 
systems courses and evangelizing communication system knowledge.  The database is 
split into three independent sections. 
 The first section, the Matlab Code Library, includes all of the Matlab files 
necessary to implement the digital acoustic communication systems and improvements.  
The Communication System Audio Library, the second section, contains recordings of 
actual signals transmitted in various locations around the WPI ECE department building.  
Each transmission includes the original transmitted signal, the received signal, the 
original binary data sent, and a file detailing the conditions of the transmission.  The final 
section is the Test Signal Audio Library.  This library includes signals used to determine 
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the acoustic characterization of a particular location.  Each section also includes a page 
allowing additional files to be added to the library and existing files to be maintained.  
These pages are not accessible to the general public. 
3.3.3 In-Class Demonstrations 
We compiled three presentations to help demonstrate communication system 
concepts. The first was for the ECE 3311 class (B-term ’04) and reviewed some acoustic 
channel considerations, modulation, demodulation, and BFSK vs. OOK comparison. We 
also presented twice for the ECE 4304 class (C-Term ’05). The first presentation focused 
on noise characterization and system performance analysis and had a live demonstration 
as well. The final class presentation introduced filtering techniques and had no 
demonstration.  
The ECE 3311 presentation had a live demonstration portion as well as MS 
PowerPoint slides (Appendix C). In the live demonstration, we set up out system with at 
a distance of 8 ft. and transmitted both BFSK and OOK modulated signals at a 300 bps. 
The OOK signal was modulated at 2,100 Hz and the BFSK signal at 1,200 Hz and 2,100 
Hz. These signals were determined using the frequency sweeps of the room to decide 
which orthogonal signals had the closest gain levels. Then a small ASCII string was 
converted into binary values and sent over the system. The demodulated OOK and BFSK 
signals were compared to see which performed better over the channel. Finally, the same 
OOK and BFSK signals were sent again, except this time a person obstructed the signal 
path for a short period. Again, the robustness of the modulation techniques was 
compared. 
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Both presentations for ECE 4304 included MS PowerPoint slides (Appendix C) 
however only the first presentation included a demonstration. We set up our DASR 
system 5.5 ft. apart and transmitted both OOK and BFSK signals at the same frequencies 
stated above. An ASCII string was again converted into binary values and transmitted to 
the receiver. Then the same signals were sent with an injected noise signal. The signal to 
noise ratio was -3 dB for both signals. The demodulated signals were finally analyzed to 
see how the system performed with quiet and with background noise injected. The results 
the shown to the students and conclusions were drawn about the modulation techniques. 
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4 RESULTS AND ANALYSIS 
In this chapter, the results of our project are presented and analyzed. Results 
concerning the audio equipment and acoustic channel are discussed in Section 4.1. In 
Section 4.2, we show how filtering affected the performance of OOK and BFSK 
modulated data transmitted over the air. Section 4.3 then goes on to discuss how some of 
these results were disseminated over the World Wide Web and to student through 
classroom presentations.  
 
4.1 Acoustic Characterization 
To understand the equipment sections of the channel better, a set of tests were 
conducted in a low reverberation sound booth, as mentioned in Section 0.  In order to 
better understand the overall acoustic channel, PSDs and frequency response graphs are 
generated in various classroom and laboratory settings.  These PSDs and frequency 
responses are then used to determine optimal carrier frequencies for modulation. Finally, 
the impulse responses of the rooms are evaluated to determine if they can act as suitable 
estimated of the acoustic channel. 
4.1.1 Optimum Speaker-Microphone Combination 
As discussed in Section 0, the optimum speaker-microphone combination is 
determined by the signal with the flattest power spectral density (PSD).  Figure 4-1 
shows all six microphone-speaker combinations discussed in Section 0.  
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Figure 4-1: PSD of various speaker-microphone combinations in soundbooth. 
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AKG C414 B-ULS 4-pattern condenser 
microphone (in omnidirectional mode) and Alesis 
M1 Active speaker. 
Audio-Technica AT835B short shotgun condenser 
microphone and and Alesis M1 Active speaker. 
AKG C414 B-ULS 4-pattern condenser 
microphone (in omnidirectional mode) and Bose 
Companion 3 System speakers. 
Audio-Technica AT835B short shotgun                       
condenser microphone and Bose Companion 3 System 
speakers 
AKG C414 B-ULS 4-pattern condenser                          
microphone (in  omnidirectional mode) and Sony                
CFD-G500 Boombox speakers. 
Audio-Technica AT835B short shotgun                        
condenser microphone and Sony CFD-G500 Boombox 
speakers. 
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First, the combinations were quantitatively analyzed by calculating the standard 
deviation of each PSD, shown in Table 4-1 to four significant figures.  A smaller standard 
deviation is preferred because it more commonly corresponds to a smaller difference 
between the two factors that the frequencies will be attenuated by. Next, the PSD plots 
were compared to visually to identify the PSD with the least number of spikes. The 
speaker-microphone combination that best meets both these criteria will then be chosen 
to perform the transmissions and recordings of the modulated signals. 
 
Speaker Microphone 
Standard 
Deviation of PSD 
(W) 
Alexis M1 
Active 
AKG C414 B-ULS 4 
Pattern Condenser  
(in omnidirectional mode) 
.0016 
Alexis M1 
Active 
Audio-Techica AT835B 
Short Shotgun Condenser .0015 
Bose 
Companion 3 
System 
AKG C414 B-ULS 4 
Pattern Condenser  
(in omnidirectional mode) 
.0015 
Bose 
Companion 3 
System 
Audio-Techica AT835B 
Short Shotgun Condenser .0015 
Sony CFD-G500 
Boombox 
AKG C414 B-ULS 4 
Pattern Condenser  
(in omnidirectional mode) 
.0021 
Sony CFD-G500 
Boombox 
Audio-Techica AT835B 
Short Shotgun Condenser .0021 
 
Table 4-1: Standard deviation of the PSD for various microphone-speaker combinations. 
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 As previously mentioned, the first step was to quantitatively analyze the various 
combinations. As can be seen in Table 4-1, the Alesis M1 Active and short shotgun 
condenser microphone and both Bose Companion 3 speaker and microphone 
combinations have the smallest standard deviation, so all other combinations are 
eliminated from the running. The next step to analyze the combinations was to visually 
compare the PSD plots of the remaining three combinations.  As can be seen in Figure 
4-1 the Alesis M1 Active speaker and short shotgun condenser microphone have the 
flattest PSD with the least amount of large spikes.  As a result, the Alesis M1 Active 
speaker and short shotgun condenser microphone combination were used for all 
transmission and recording performed over the course of the project. 
4.1.2 Background Noise Analysis 
As discussed in Section 0, background noise samples were recorded in three 
separate rooms at approximately 1 p.m. on February 27, 2005.  Each of these recordings 
utilized two different microphone locations, and had a fan or no noise source. These 
variables can be seen in Table 4-2. 
 
Background Noise SPL Readings 
20sec - Linear weighting 
Room Meter Location Noise Source Max SPL (dB) 
AK 318 Mic 1 None 72 
AK 318 Mic 1 Fan 74 
AK 318 Mic 2 None 71 
AK 318 Mic 2 Fan 77 
AK 219 Mic 1 None 64 
AK 219 Mic 2 None 63 
AK 233 Mic 1 None 63 
AK 233 Mic 2 None 63 
Table 4-2: Background noise SPL readings. 
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Power spectral density (PSD) graphs were generated for the recordings in AK 
318. The full spectrum of audible frequencies, 20 Hz to 20 kHz, can be seen in Figure 4-2 
and Figure 4-3.  
 
 
Figure 4-2: PSDs of AK 318 at location mic1 with quiet and fan (20Hz to 22 kHz). 
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Figure 4-3:  PSDs of AK 318 at location mic2 with quiet and fan (20 Hz to 22 kHz). 
 
We can see that the background noise power increases in the frequency band 20 
Hz to about 18 kHz to in both locations, as the fan goes from off to on. In addition, 
location mic2 showed a greater increase when the fan is on than did location mic1. This is 
to be expected, as location mic2 is much closer in distance to the fan, or noise source.  
Next, the same graphs are shown over a narrower band of frequencies, 20 Hz to 2 
kHz. This is the band of frequencies we are most concerned with in the system because it 
encompasses the carrier frequencies used in modulation. The graphs appear in Figure 4-4. 
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Figure 4-4: PSDs of AK 318 with different microphone locations and noise sources (20 Hz to 2 kHz). 
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In addition, we can compare the background noise levels in the three separate 
rooms. The background noise PSDs are shown in Figure 4-5, all with no noticeable noise 
sources, at only one microphone location.  
 
Figure 4-5: PSDs of Background noise in AK 318, AK 233, and AK 219 with no noise at mic1 
overlapped. 
 
This shows us that AK 219 and 233 have very similar noise levels when quiet, 
however AK 318 has significantly higher noise levels in the 1 kHz to 6 kHz range. 
4.1.3 Impulse Responses 
The impulse response estimate of the channel in AK 233 is determined using the 
Weiner filter method outlined in Section 2.5.1.2 at the distances discussed in Section 0.  
These impulse responses are shown in Figure 4-6 and Figure 4-7.  By studying these 
graphs, we see that as transmission distance increased, the impulse response tends to have 
more echoes and the room tends to be more reverberant. 
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Figure 4-6: Impulse responses of AK 233 at 5.5 ft. and 10 ft. 
 
 
 
Figure 4-7: Impulse responses of AK 233 at 15 ft. and 20 ft. 
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This hints that there is more reverberation present at longer distances. We can also 
see that at 5.5 ft. and 10 ft., most reverberation is dissipated by 7 ms, while at 15 ft. and 
20 ft. significant reverberations lasted until 11 ms after the impulse. 
To analyze how good of an estimate of the channel these impulse responses are, 
we calculated the mean squared error, shown in Table 4-3.  In each case the power of the 
received signal is approximately ten times that of the error signal. From this, we know 
that the impulse response is a reasonably accurate approximation of the actual impulse 
response.  
Impulse Response Estimate Quality Statistics in AK 233 
Recording Distance 
(ft.) Mean Squared Error 
Ratio of Received Signal 
Power to Mean Squared 
Error  
5.5 .000347 12.72 
10 .000276 9.31 
15 .000321 9.29 
20 .000304 9.88 
Table 4-3: Impulse response estimate statistics. 
 
4.1.4 Frequency Responses 
Section 0 discusses two ways to obtain the frequency response of the channel. 
These include the FFT method and the frequency sweep method. First, we used the FFT 
method to get a general idea of the channel’s frequency response. The speaker and 
microphone were configured according to the layout in Figure 3-5 at distances of 5.5 ft., 
10 ft., 15 ft., and 20 ft. at approximately 1 p.m. on February 27, 2005. The resulting 
response is shown in Figure 4-8 and Figure 4-9 at the four specified distances in AK233. 
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Figure 4-8: Frequency response of AK 233 at 5.5 ft. and 10 ft. using FFT method. 
 
 
Figure 4-9: Frequency response of AK 233 at 15 ft. and 20 ft. using FFT method. 
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 A general estimation of the frequency response can be viewed using this method. 
In Figure 4-9 it is easy to see that there is a strong (near -60 dB) attenuation in the 
response at 16.5 kHz ± 300 Hz. We can see that somewhere in that 600 Hz range there is 
a strong attenuation in the frequency response. There is not however, enough detail over 
the large range of 0 Hz to 22 kHz to make an accurate estimation over a more narrow 
frequency band.  
We can also make general conclusions regarding the relative flatness of a 
response using this method. In Figure 4-8 the response at 5.5 ft. is shown as fairly flat, as 
generally the response across the entire range of frequencies does not attenuate by more 
than -15 dB. Inversely, in Figure 4-9 we can see that the response often attenuates by 
greater than -20 dB at a transmitting distance of 20 ft.  Using the FFT method of 
obtaining the frequency response of the channel, we can determine attenuations and 
amplifications over a broad range of frequencies and make general conclusions regarding 
the relative flatness of a response. 
In general, as transmitting distance increases, attenuations occur more regularly 
and at a higher magnitude across the range of 0 Hz to 22 kHz. At lower transmitting 
distances, attenuations occur less regularly and at a lower magnitude across the range of 0 
Hz to 22 kHz. Also by comparing both figures above, it is determined that although there 
can be some tendency for a specific frequency to attenuate at every distance, the 
attenuation can vary significantly and therefore it is best to obtain a frequency response at 
each distance. Finally, there is a need to gain a more detailed frequency response over a 
shorter frequency range in order to better analyze specific frequencies for use as carrier 
frequencies.  
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Figure 4-10 and Figure 4-11 show the frequency response in AK 233 using the frequency  
 
Figure 4-10: Frequency response of AK 233 at 5.5 ft. and 10 ft. using frequency sweep method. 
 
Figure 4-11: Frequency response of AK 233 at 15 ft. and 20 ft. using frequency sweep method. 
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sweep method detailed in Section 0 over a frequency range of 800 Hz to 2,500 Hz. This 
range was chosen because it will most likely contain our carrier frequencies.  
Once again, we can see that as transmitting distance increases, attenuation occurs 
more frequently and at higher magnitudes across the range of 800 Hz to 2,500 Hz. We are 
only interested in picking carrier frequencies that are multiples of the bit rate; therefore, 
we can focus analyses strictly on these frequencies. Acceptable frequencies within this 
range are 900 Hz, 1,200 Hz, 1,500 Hz, 1,800 Hz, 2,100 Hz, and 2,400 Hz. Using the 20 
ft. transmission distance as an example, by looking at Figure 4-11 carrier frequencies of 
1,500 Hz and 1,800 Hz would be best to pick because they have the lowest attenuation, 
around -10 dB. These detailed frequency responses are useful for picking out specific 
frequencies and determining their attenuation level.  
4.1.5 Summary of Acoustic Characterization Results 
The goal of analyzing background noise levels and frequency response levels in 
the channel is to be able to find carrier frequencies with low attenuation and low 
background noise levels. In Figure 4-12 we have the frequency response (sweep method) 
plotted against the PSD of the background noise. We want to pick carrier frequencies that 
are orthogonal, have a low noise level, and a high frequency response level. Two such 
frequencies are 2,400 Hz and 2,100 Hz. When transmitting BFSK modulated data in AK 
233 at a distance of 10 ft., those two frequencies would be chosen as carriers.  If the same 
BFSK transmission were performed in AK 233 at a distance of 20 ft., 1,500 Hz and 1,800 
Hz would be better choices as carriers. This is seen in Figure 4-13.  By analyzing the 
graph we can see that there is little attenuation and no significant background noise spike 
at 1,500 Hz. The same can be said for 1,800 Hz. 
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Figure 4-12: Plot of frequency response and background noise PSD in AK 233 at 10 ft. 
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Figure 4-13: Plot of frequency response and background noise PSD in AK 233 at 20 ft. 
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4.2 Digital Communication 
The results of the acoustic characterization provide insight into the type of 
distortion that can be expected in received communication signals.  This section explores 
the results of actual acoustic transmissions.  At first, the outcomes of both modulation 
types are shown for a five foot separation between the transmitter and receiver.  Before 
continuing on with the results at a ten foot separation, the results of the dereverberation 
process are interjected to provide a reference for the performance of the examples. 
4.2.1 Over-the-Air Communication at Five Feet 
This section compares real over-the-air communication signals to the idealized 
communication signal from Sections 2.5.5 and 2.5.6.  These examples use the same bit 
pattern and carrier frequencies as the idealized examples.  Both signals were transmitted 
in AK233 at a distance of five feet in an attempt to minimize the effects of multi-path 
interference.  Please refer to Section 2.5 for more information on the entire demodulation 
process. 
4.2.1.1 On-Off Keying 
Figure 4-14 shows the originally transmitted OOK signal and the signal as it 
appears to the front end of the receiver.  This is after any transmission synchronization 
between the transmitter and receiver.  The original signal is exactly like the original 
signal shown in Figure 2-25 but the received signals are different.  In the case of the 
transmission in AK233, there is not as much noise in the signal and the carrier frequency 
is attenuated.  In addition, there appears to be a ripple in the envelope of the carrier 
frequency due to the reverberations. 
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Figure 4-14: Transmitted and received OOK signals at 5 ft. 
 
 
The next step in the process is to filter the signal.  See Section 2.5.1 for more 
information on the pre-filtering stage.  Figure 4-15 shows the signal after first passing 
through a band pass filter.  Like in Figure 2-26, any excess noise has been removed from 
the signal, although in this case that does not have much of an effect on the appearance of 
the signal.  As with the ideal OOK example, the signal is not passed through a 
dereverberation filter.  At this close range, the echoes in the channel will not overwhelm 
the receiver’s ability to correctly demodulate this signal. 
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Figure 4-15: OOK signal after bandpass filtering. 
 
 
Figure 4-16 shows the OOK signal after it has passed through the mixing and 
summing stage of the correlator.  With the exception of the distortion in the signal where 
there should be silence, the signals match those shown in Figure 2-27.  Figure 4-17 shows 
the signals after squaring and the final output of the correlator stage.  These signals match 
their ideal counterparts from Figure 2-28, although in the real case there is some 
unevenness in the peaks and the amplitude never reaches zero.   
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Figure 4-16: OOK signal after the mixing and summing stage of the correlator detector. 
 
 
Figure 4-17: The squares of the in-phase and quadrature components and their sum. 
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Figure 4-18 shows the corresponding eye diagram of the OOK signal.   
 
Figure 4-18: Eye diagram of OOK at 5 ft. 
 
 
The eye is quite open; which indicates that there is not much intersymbolic 
interference.  Figure 4-19 shows the constellation plot and histogram of the received 
signal.  The constellation plot shows that over the entire signal, there is a strong cluster of 
binary zeros, but a weaker cluster of binary ones.  However, there is an obvious 
separation between the two.  As shown by the histogram, if a decision threshold is chosen 
between the values of 20 and 30, no errors will be made in the decision process. 
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Figure 4-19: Constellation and histogram of OOK at 5 ft. 
 
 
4.2.1.2 Binary Frequency Shift Keying 
Figure 4-20 shows the transmitted and received BFSK signals.  The received 
signal does not appear to have much in the way of background noise, but it is distorted 
compared to Figure 2-29.  The distorted signal is due to the effects of reverberation in the 
acoustic channel. 
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Figure 4-20: Transmitted and received BFSK signals. 
 
 
Figure 4-21 shows the received BFSK signal after bandpass filtering.  As was the 
case with the OOK signal, the bandpass filter does little to remove the effects of the 
channel.  Figure 4-22 shows the signal after the mixing and summing stage for each 
carrier frequency.  This figure resembles Figure 2-31 although the amplitudes of the two 
carrier frequencies are not equal. 
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Figure 4-21: BFSK signal after bandpass and dereverberation filtering. 
 
 
Figure 4-22: In-phase and quadrature signal components for each carrier frequency after mixing and 
summing. 
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Figure 4-23 shows the squares of the signals.  Again, except for the difference in 
amplitudes this resembles the squared signals from Figure 2-32. 
 
 
Figure 4-23: Squared in-phase and quadrature signals for each carrier frequency. 
 
Figure 4-24 shows the outputs of each correlator detector and their difference.  
From the individual correlator outputs it is obvious that the 1,800 Hz carrier frequency is 
attenuated by the acoustic channel.  Also, the difference of the outputs is centered below 
zero.  Figure 4-25 shows the eye diagram of the BFSK signal.  This eye diagram has a 
nice opening, indicating that there is not much intersymbolic interference. 
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Figure 4-24: The BFSK correlator outputs and the difference between them. 
 
Figure 4-25: Eye diagram of BFSK at 5 ft. 
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Figure 4-26 shows the constellation and histogram for the signal.  Both clusters of 
points are closely packed and separated from each other.  This signal achieves a zero bit 
error rate when a threshold between -20 and 30 is chosen. 
 
Figure 4-26: Constellation and histogram of BFSK at 5 ft. 
 
4.2.2 Dereverberation Filtering 
Before continuing with the results for OOK and BFSK transmissions at ten feet, it 
is important to understand the importance of the dereverberation filter at longer 
transmission distances.  The dereverberation filter process is demonstrated in an acoustic 
channel that has more severe distortion to provide a contrast to the over-the-air examples.  
Figure 4-27 shows the eye diagram of a BFSK signal transmitted at a distance of ten feet 
in AK 318. 
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Figure 4-27: BFSK eye diagram before dereverberation filtering. 
 
 
The eye is mostly closed, meaning that there is practically no optimal sampling 
time where there will not be an error in decided between a one and a zero.  Figure 4-28 
shows the cluster plot and histogram of the optimal sampling time.  The two clusters of 
points are very near each other, although it is possible to see the optimum threshold 
between the two clouds.  The histogram, however, shows that even at the optimum 
threshold there will still be crossover and errors will still be made. 
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Figure 4-28: Constellation and histogram of BFSK before dereverberation filtering. 
  
Using the techniques described in Sections 2.5.1.2 and 3.2.3.1, a model of the 
channel filter and a dereverberation filter is computed automatically by the demodulator.  
Figure 4-29 shows the impulse response of the channel filter and the optimum 
dereverberation filter.  In order to verify that the dereverberation filter will undo the 
effects of the channel filter, Figure 4-30 shows the convolution of the two filters.  Since 
the convolution is a time-delayed impulse, when the signal is filtered using the 
dereverberation filter the resulting signal will just be a time-delayed version of the 
originally transmitted signal.  The convolution is not perfect though, there is still some 
noise, but it is a good approximation of a delta function. 
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Figure 4-29: Estimated channel and optimum dereverberation filters. 
 
 
Figure 4-30: Channel and dereverberation convolution. 
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 Figure 4-31 shows the frequency magnitude of the channel filter, the 
dereverberation filter, and the resulting convolution of the two.  The channel filter and the 
dereverberation filter are nearly perfect mirror images of each other.  When they add 
together, the resulting magnitude is nearly 0 dB.  There are some glitches, but overall the 
dereverberation filter appears to be undoing most of the channel’s frequency selectivity. 
 
Figure 4-31: Frequency responses. 
 After applying the dereverberation filter to the BFSK signal transmitted at ten feet 
in AK 318, the eye diagram of the signal is shown in Figure 4-32.  In comparing this to 
Figure 4-27, it is obvious that the dereverberation filter does an excellent job of removing 
the effects of the acoustic channel from the signal.  While not an optimal eye diagram, it 
is still has a nice opening and the optimal sampling time is obvious.   
  121 
 
Figure 4-32: BFSK eye diagram after dereverberation filtering. 
 Figure 4-33 shows the cluster plot and histogram of the optimum sampling time 
for the BFSK signal that has been filtered.  The two clouds of points are now much 
tighter together and there is a clear area where the optimum threshold can be set.  The 
histogram further shows the tight Gaussian distributions of the points and, unlike Figure 
4-28, the two distributions do not meet.  By using the appropriate thresholds, very few 
decision errors will be made. 
 More than the bandpass filter; the dereverberation filter is the key to successfully 
transmitting digital information through an acoustic channel.  By restoring the received 
signal to a close match to the originally transmitted signal, the other system optimizations 
have an opportunity to improve the performance of the communication system. 
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Figure 4-33: Constellation and histogram of BFSK after dereverberation filtering. 
The two examples in Section 4.2.1 did not use the dereverberation filter because 
the multipath interference was not as severe at five feet as it is at ten feet.  The next two 
examples will show how the dereverberation filter improves system performance. 
4.2.3 Over-the-Air Communication at Ten Feet 
This section compares over-the-air signals transmitted at ten feet to the signals 
transmitted at five feet discussed in Section 4.2.1.  The previous examples did not include 
any dereverberation filtering because at five feet the direct path signal is much stronger 
than the echoes, so it was unnecessary to remove them.  However, at ten feet the signals 
must be passed through a dereverberation filter or the communication system will 
perform poorly. 
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4.2.3.1 On-Off Keying 
Figure 4-34 shows the originally transmitted OOK signal and the signal as it 
appears to the front end of the receiver.  As in Section 4.2.1, this is after any transmission 
synchronization between the transmitter and receiver.  The received signal again suffers 
from frequency attenuation. 
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Figure 4-34: Transmitted and received OOK signals at 10 ft. 
Figure 4-35 shows the signal after the filtering stage.  The top graph shows the 
results of the bandpass filter.  Some background noise was removed, but it isn’t until after 
the dereverberation filter, shown in the bottom graph, that the signal is restored to a close 
match in amplitude to the originally transmitted signal.  Figure 4-36 shows the signal 
after the mixing and summing stage of the demodulator.  At this stage the signal closely 
resembles the ideal case shown in Figure 2-27, whereas at five feet the signal was 
distorted if only a little bit. 
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Figure 4-35: OOK signal after bandpass and dereverberation filtering. 
 
0 5 10 15 20 25 30 35
-80
-60
-40
-20
0
20
40
60
80
Time (ms)
A
m
pl
itu
de
OOK Signal after In-Phase Component after Mixing and Summing
0 5 10 15 20 25 30 35
-80
-60
-40
-20
0
20
40
60
80
Time (ms)
A
m
pli
tu
de
OOK Signal after Quadrature Component after Mixing and Summing
 
Figure 4-36: OOK signal after the mixing and summing stage of the correlator detector. 
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Figure 4-37 shows the output of the correlator detector.  The peaks are very 
straight and the outputs almost reaches zero.  The signal in this case it a much closer 
match to Figure 2-28 than Figure 4-17 is.  
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Figure 4-37: The squares of the in-phase and quadrature components and their sum. 
 
Figure 4-38 shows the eye diagram for this signal.  The eye is not as open as the 
diagram in Figure 4-18.  Figure 4-39 shows the constellation and histogram for the signal.  
The two clusters of points are closer together than in Figure 4-19 but it is still possible to 
pick a threshold where no errors will be made.  Without the dereverberation filter this 
would not be possible. 
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Figure 4-38: Eye diagram of OOK at 10 ft. 
 
 
Figure 4-39: Constellation and histogram of OOK at 10 ft. 
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4.2.3.2 Binary Frequency Shift Keying 
Figure 4-40 shows the transmitted and received BFSK signals.  At ten feet, the 
received signal is much more distorted than the signal at five feet, shown in Figure 4-20.  
It is obvious that the reverberations at this distance are much worse than at five feet. 
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Figure 4-40: Transmitted and received BFSK signals at 10 ft. 
 
 
Figure 4-41 shows the signal after passing through the bandpass filter and the 
dereverberation filter.  Again, the bandpass filter does not affect the signal as much as the 
dereverberation filter.  Until the echoes are removed, the signal is almost completely 
distorted.  Figure 4-42 shows each of the component signals after mixing and summing.  
These signals resemble their counterparts at five feet, as shown in Figure 4-22. 
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Figure 4-41: BFSK signal after bandpass and dereverberation filtering. 
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Figure 4-42: In-phase and quadrature signal components for each carrier frequency after mixing and 
summing. 
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Figure 4-43 shows the squared component signals and Figure 4-44 shows the 
correlator outputs and their difference.  As was the case with Figure 4-24, the difference 
is centered below zero due to the amplitude difference of the two carrier frequencies. 
 
0 5 10 15 20 25 30 35
0
2000
4000
6000
Time (ms)
Am
pl
itu
de
BFSK 1200 Hz In-Phase Signal Squared
0 5 10 15 20 25 30 35
0
2000
4000
6000
Time (ms)
A
m
pl
itu
de
BFSK 1200 Hz Quadrature Signal Squared
0 5 10 15 20 25 30 35
0
2000
4000
6000
8000
Time (ms)
A
m
pl
itu
de
BFSK 1800 Hz In-Phase Signal Squared
0 5 10 15 20 25 30 35
0
2000
4000
6000
8000
Time (ms)
A
m
pl
itu
de
BFSK 1800 Hz Quadrature Signal Squared
 
Figure 4-43: Squared in-phase and quadrature signals for each carrier frequency. 
 
  
Figure 4-45 shows the eye diagram of the BFSK signal at ten feet.  While not as 
open as its counter part in Figure 4-25, the signal does not have much distortion or 
intersymbolic interference. 
  130 
0 5 10 15 20 25 30 35
0
1000
2000
3000
4000
5000
6000
Time (ms)
Am
pl
itu
de
BFSK 1200 Hz In-Phase and Quadrature Sum
0 5 10 15 20 25 30 35
0
1000
2000
3000
4000
5000
6000
7000
Time (ms)
Am
pl
itu
de
BFSK 1800 Hz In-Phase and Quadrature Sum
0 5 10 15 20 25 30 35
-6000
-4000
-2000
0
2000
4000
6000
8000
Time (ms)
Am
pli
tu
de
BFSK Correlator Difference
 
Figure 4-44: The BFSK correlator outputs and the difference between them. 
 
 
Figure 4-45: Eye diagram of BFSK at 10 ft. 
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 Figure 4-46 shows the constellation diagram and the histogram for the signal.  
The two clusters of points are much tighter than in the signal at five feet shown in Figure 
4-26 due to the dereverberation filter.  A threshold value for which no errors will occur 
can be chosen anywhere from -20 to 20. 
 
Figure 4-46: Constellation and histogram of BFSK at 10 ft. 
 
4.2.4 Performance Results 
Table 4-4 shows the bit error rates for the two modulation techniques at four 
distances.  The signals were transmitted in AK233.  As the data was transferred at only 
three hundred bits per second, the team was limited to transmitting a small number of 
data bits.  Thus the following numbers are merely a guide to the performance capabilities 
of the system.  Further testing of the system is this area is required. 
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Modulation 
Type 5 ft. 10 ft. 15 ft. 20 ft. 
OOK 0 bit errors per 768 bits 
0 bit errors per 
768 bits 
152 bit errors per 
768 bits 
372 bit errors per 
768 bits 
BFSK 0 bit errors per 896 bits 
0 bit errors per 
896 bits 
1 bit errors per 
896 bits 
424 bit errors per 
896 bits 
Table 4-4: Bit error rates for BFSK and OOK over three distances. 
 At distances of five and ten feet, both modulation techniques perform well due to 
the filtering techniques implemented in the system.  At fifteen feet, OOK begins to suffer 
performance degradation from the channel effects while BFSK continues to perform well.  
At fifteen feet we see that BFSK is more robust than OOK.  At twenty feet, however, 
both modulation types reach a 50% error rate and the system is no longer a reliable 
communications link.  This is due to two factors.  One, the dereverberation filter is no 
longer a good match to the inverse of the channel filter.  Two, all data that is sent is raw 
data, there is no forward error correction bits or even transmission start and stop bits.  It 
is highly likely that the receiver lost or inserted a bit, thus losing synchronization with the 
transmitted bit sequence.  Even with these limitations the BFSK system performs well at 
distances of up to fifteen feet. 
 
4.3 Dissemination 
The three major methods of disseminating the results of this project are the 
information website which provides the information on digital acoustic communications, 
the file database which distributes the code and test files needed to duplicate the results of 
this project, and the in-class presentations of the material and demonstrations. 
  133 
4.3.1 Informational Website 
Figure 4-47 shows a screen capture of the Digital Acoustic Software Radio 
Project website.  The website contains information on acoustic characterization, digital 
communications, and performance analysis.  The material is designed to help interested 
parties learn about these topics.  The material comes primarily from Section 2 of this 
report. 
 
Figure 4-47: Screen capture of the project website. 
The website provides access to a copy of this report as well as access to the online file 
database.  The website may be accessed at http://spinlab.wpi.edu/Projects/SoftwareRadio. 
4.3.2 File Database 
Figure 4-48 shows a screen capture of one section of the online file database for 
the project.  The file database contains three sections: the code library, the 
communication signal library, and the test signal library.  The libraries allow the public to 
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access the project Matlab code as well as pre-recorded signals that can be used to test the 
code without the need for setting up an actual acoustic communications link. 
 
Figure 4-48: Screen capture of the online file database. 
 
The following files are available through the code library: 
 DigitalMod.m 
 DigitalDemod.m 
 Bin2ascii.m 
 Ascii2bin.m 
 Whitenoise_gen.m 
 F_sweep.m 
 Dereverb.m 
 Imp_avg.m 
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The communication system audio library contains the transmitted and received 
OOK and BFSK modulated signals for a variety of rooms and distances.  The following 
signals are available: 
 AK219 OOK transmissions at 5, 10, 15 and 20 feet 
 AK219 BFSK transmissions at 5, 10, 15 and 20 feet 
 AK233 OOK transmissions at 5, 10, 15 and 20 feet 
 AK233 BFSK transmissions at 5, 10, 15 and 20 feet 
 AK318 OOK transmissions at 5, 10, 15 and 20 feet 
 AK318 BFSK transmissions at 5, 10, 15 and 20 feet 
 
The test signal library contains signals used to characterize different acoustic 
channels.  These signals include frequency sweeps and white noise transmissions.  The 
following signals are available: 
 AK219 background noise recordings 
 AK219 frequency sweeps 
 AK219 white noise transmissions 
 AK233 background noise recordings 
 AK233 frequency sweeps 
 AK233 white noise transmissions 
 AK318 background noise recordings 
 AK318 frequency sweeps 
 AK318 white noise transmissions 
 
The online file database may be accessed by going to the project website at 
http://spinlab.wpi.edu/Projects/SoftwareRadio and choosing the ‘Files’ link on the 
sidebar. 
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4.3.3 In-Class Presentations 
As noted in section 3.3.3, the team compiled information about the DASR system 
and presented to two separate classes at WPI, three times in total. These presentations 
included PowerPoint slides and sometimes live demonstration equipment. An example of 
the setup for one of these demonstrations is shown in Figure 4-49. The PowerPoint slides 
for all three presentations can be found in Appendix C. 
 
 
 
 
Figure 4-49: Picture of live demonstration for EE 3311 class. 
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5 CONCLUSIONS 
This section discusses the major accomplishments the team made while working on 
the digital acoustic software radio project, the various lessons the team learned, and 
suggestions for continuing the work that has been started. 
 
5.1 Main Accomplishments 
A main accomplishment in this project is the characterization of the acoustic 
channel. We characterized the channel in three ways in order to get a better 
understanding of what happens to the transmitted signal as it passes through the channel, 
and is recorded by the receiver. We analyzed background noise levels with respect to 
power over frequency. Along with this, we analyzed the frequency response of the 
channel over a small range to detect any amplifications or attenuations of certain 
frequencies in the channel. These two types of analyses were then incorporated to 
determine the best frequencies to use as carrier frequencies for both BFSK and OOK 
modulation. Finally, a channel filter, or impulse response, of the room was calculated 
using the Weiner filter method to determine room reverberation characteristics. 
Perhaps the most important accomplishment of the digital acoustic software radio 
team was completing a functional, noncoherent, three hundred bit per second, digital 
acoustic communication system working with two modulation types.  Originally, more 
modulation types were planned for completion, but with the difficulties of working with 
an acoustic channel, only two could be implemented.  More could have been completed 
but the team felt that the best way to go about the project was to understand the issues 
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involved fully, rather than accomplish a large amount of superficial work.  The team 
chose quality over quantity. 
Two very important accomplishments enabled the team to achieve the goal of a 
functioning communication system.  First, the team designed and implemented its own 
synchronization and timing recovery techniques.  Most communication system textbooks, 
at least at the undergraduate level, do not cover the real world issues of synchronization 
and timing recovery.  The team did research methods, but ultimately built the 
synchronization and timing recovery modules from scratch.   Second, the team 
implemented a filter to undo the channel reverberation effects.  The Wiener filter method 
is well known, but not taught to undergraduate students.  The Wiener filter turned out to 
be the key that allowed the communication system to work beyond five feet. 
In terms of the educational goals of the project, the team gave three successful 
presentations to students in the WPI communication systems classes.  The presentations 
included demonstrations of the communication system and a discussion of how the 
system worked.  The team also developed an informational website that will allow 
students from around the world to learn about the project and communication systems in 
general.   
 
5.2 Lessons Learned 
More important than what the team accomplished is what the team learned from the 
project itself.  Originally, the team thought that the difficulties with the communication 
system were going to be with the implementation of the modulator and demodulator 
itself.  These turned out to be very easy.  The issues of timing recovery and 
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synchronization took time to get right, but the major problems turned out to be with how 
the transmitted signal is changed by the acoustic channel.  No one on the team realized 
how much trouble it would cause.  The effects of the reverberation in the channel 
severely limited the transmission distance and very little progress was made towards 
achieving a working system until the dereverberation filter was developed.  The team also 
learned about the intricacies of building a real communication system.  In addition to the 
actual transmission of data, the communication system needs to be able to handle 
synchronization and needs to be robust.  These points were really brought home during 
the project. 
If this project had to be repeated, the team would spend more time in the initial 
stages of the project researching the acoustic channel and all of the possible effects 
instead of jumping in and trying to implement a digital communication system first.  
Since it was done this way, the team had to keep revising the communication system to 
account for the effects as they were discovered instead of implementing the 
communication system the correct way at once. 
 
5.3 Continuing work 
While this team accomplished a lot of work on this project, there are still plenty of 
areas yet to be explored.  This section outlines a few of the things the team feels could be 
researched to expand the current project work. 
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5.3.1 Audio Equipment 
One goal of this project is to allow students who wish to learn more about 
communications systems to do so by using preprocessed signals in out online file library. 
In this project, we worked with mainly studio grade audio equipment for signal 
transmissions and recording. Students would use their own home or computer audio 
equipment to transmit and receive acoustic signals. The DASR system is designed to 
work mainly on studio grade audio equipment, and has not been tested thoroughly on 
consumer grade equipment. Consumer grade audio equipment such as a computer 
microphone, speakers, and a 16-bit sound card can introduce significant amounts of noise 
in the system, especially at the 60Hz level. To ensure that students can use the signals in 
the file database, testing should be completed with modulated signals using common 
consumer grade audio equipment. Examples of this kind of equipment include, home 
stereo speakers and microphone, common boombox with line-in, computer speakers and 
microphone, and different soundcards (8-, 16-, 24-bit), 
5.3.2 Modulation and Demodulation Techniques 
 This project only developed code for Binary Frequency Shift Keying and On-Off 
Keying modulation techniques and a noncoherent in-phase/quadrature correlator detector 
receiver.  There are a couple of different types of demodulator designs that can be 
implemented, including coherent demodulation, and there are many more types of 
modulators. 
 Because this project only investigated noncoherent demodulation techniques, the 
team was not able to implement Binary Phase Shift Keying (BPSK), which requires the 
ability to recover the phase of the transmitted signal.   BPSK is the simplest type of phase 
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modulation techniques.  Future work should include developing a phase locked loop 
(PLL) for use in coherent demodulation techniques as well as implementing BPSK to 
complete the library of simple modulation techniques. 
 Future work should also include expanding the modulation types to M-ary cases, 
instead of just binary.  Other modulation techniques like Quadrature Amplitude 
Modulation (QAM) would be worth investigating as QAM is used in computer modems. 
 Another feature that would be useful to research would be real time processing of 
the communication signals. 
5.3.3 Performance Enhancements 
 The dereverberation filter does a good job of undoing the effects of the acoustic 
channel.  However, it is not completely optimal.  It is optimal in the sense that for the 
built in delay values it produces the best filter, but it is not optimized over all possible 
delay values.  Future work could include performing this optimization to produce a better 
dereverberation filter.  In addition, there are other methods of computing the optimum 
filter.  These methods, more complicated than the Wiener method, could perform better 
and should be investigated. 
 One important aspect of any communication system is to understand the 
probability of making a decision error and the per-bit SNR.  Mathematical expressions 
for probability of making a decision error can be determined for general communication 
systems, but with the acoustic aspect of this project, these performance measures cannot 
be easily derived.  These measures are important as they allow comparisons between 
theory and practice. 
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5.3.4 Channel Coding 
 Channel coding is the process of adding redundancy to a data stream so it 
becomes possible to detect and correct errors in the transmitted signal.   Before 
modulation the data stream is passed through an encoder, which turns k symbols into a 
code word of length n.  After demodulation the data stream is passed through a decoder, 
which turns the encoded signal back into the original data.  Unfortunately, one 
disadvantage to channel coding is that by adding extra bits the baud rate is increased, and 
in turn the bandwidth of the encoded signal is increased [18]. 
5.3.5 In-class Presentations 
 A major goal of this project was to generate educational material that a student 
could utilize to better understand the application of theories taught in communication 
system classes.  By having students replicate the demonstration, either on their own time 
or in a lab setting, they stand to gain a better understanding of an overall communication 
system.  Another benefit is they will be able to see the effects of interference on differing 
systems.  Finally, by altering the Matlab code used in these demonstrations, students can 
see the effects of applying different optimization filters to a signal.   
 It is also recommended that future work on a software radio project be 
accompanied by similar presentations.  In accordance with the input of students 
concerning last year’s presentations, we found that students overall considered these 
demonstrations as a useful supplement for relating a theory to it application.  Once 
demonstrations relating to the future recommendations are generated, the majority of 
topics covered in the communication system classes will be addressed. 
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5.3.6 Informational Website 
 The Internet is a powerful tool for disseminating information to a large number of 
people.  As such, future work should include the continuing development of the website.  
As of now the website discusses the acoustic channel, the modulation and demodulation 
techniques, and the system optimizations in a report like fashion.  The information from 
this and other projects could be taken and compiled into a series of online tutorials, 
making the information more accessible to people interested in learning the material.  A 
lesson format, complete with links to further information on specific topics, would aid in 
the project goal of improving the educational content of the communications system 
classes.  These web tutorials could even be incorporated into class lectures, homework, or 
projects. 
 In addition to having the material organized into online lessons, future work 
should include harnessing the power of Flash to create interactive demos and tutorials.  
These Flash animations could help bring the material to people who are completely 
unfamiliar to communication systems or who do not possess the mathematical 
background to make using the web based tutorials useful. 
 The online file database is already designed to have more material added to it.  
Another recommendation would be increase the content of the database.  Recording 
communication signals in different locations, such as a football field, hallway, or other 
acoustically interesting place would add to the overall usefulness of the file library. 
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7. APPENDICES 
A. List of Hardware and Software used in Recordings, 
Transmissions, and Data Manipulation 
 
2 Dell Inspiron 8600 Notebook Computers 
2 M-Audio Firewire 410 External Soundcards 
1 Alesis M7 Active Speaker 
1 Sony CFD-G500 Boombox  
1 Bose Companion 3 Multimedia Speaker System 
1 Audio-Technica AT835B Short Shotgun Condenser Microphone 
1 AKG C414 B-ULS 4-Pattern Condenser Microphone (omnidirectional) 
1 Quest Electronics Model 155 Precision Sound Level Meter 
2 Mobile Carts 
1 XLR audio cable 
1 ¼ inch stereo cable  
MATLAB Version 7 
Goldwave wav recorder version 5.08 
Microsoft Windows XP Pro v2002 SP2 
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B. Matlab Code 
 
DigitalMod.m 
 
% Authors: Ian Ferguson, Meggan Marcantonio, David Bresnick 
% Digital Acoustic Software Radio MQP 
% 02/01/05 
% 
% This function implements two digital modulation types, Binary  
% Frequency Shift Keying (BFSK) and On-Off Keying (OOK). 
% 
% The syntax is "[signal,phase] = DigitalMod(R, Bits, type, mode)" 
% Where: 
%   R       - Rate at which to transmit digital information (Bits/sec) 
%   Bits    - A vector of bits to modulate 
%   type    - Either 'BFSK' or 'OOK' depending on the modulation type you 
%             wish to use 
%   mode    - Either 'C' for continuous phase or 'N' for non-continuous 
%             phase mode 
%   wnoise  - Number of seconds of white noise to add to front of signal 
%             to aid in dereverberation.  Omit argument or use 0 for no 
%             white noise 
%    
%   signal  - The resulting modulated signal vector 
%   phase   - The resulting phase vector of the modulated signal 
% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%% 
 
function [signal,phase] = DigitalMod(R, Bits, type, mode, wnoise) 
 
% Check for correct number of arguments 
if (nargin == 4) 
    noise_length = 0; 
elseif (nargin == 5) 
    noise_length = wnoise; 
else 
    disp('Invalid number of arguments.  Please type "help DigitalMod" for correct syntax'); 
    signal = 0; 
    phase = 0; 
end 
 
% Check for invalid bit rates 
if (R <= 0) 
    disp('Bit rate must be positive and greater than zero'); 
    signal = 0; 
    phase = 0; 
    return; 
end 
 
% Check for correct modulation type 
if (strcmp(type, 'BFSK') | strcmp(type,'bfsk')) 
    type = 'bfsk'; 
elseif (strcmp(type,'OOK') | strcmp(type,'ook')) 
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    type = 'ook'; 
else 
    disp('Invalid modulation type.  Please type "help DigitalMod for correct syntax'); 
    signal = 0; 
    phase = 0; 
    return 
end 
 
% Check for correct mode type 
if (strcmp(mode,'C') | strcmp(mode,'c')) 
    mode = 'c'; 
elseif (strcmp(mode,'N') | strcmp(mode,'n')) 
    mode = 'n'; 
else 
    disp('Invalid phase mode.  Please type "help DigitalMod for correct syntax'); 
    signal = 0; 
    phase = 0; 
    return 
end 
 
% Check for invalid amount of whitenoise 
if (noise_length < 0) 
    disp('Seconds of white noise must greater than or equal to zero'); 
    signal = 0; 
    phase = 0; 
    return; 
end 
 
% Ensure bit vector is a row vector 
Bits = Bits(:)'; 
 
% In order to aid in synchronization and adaptive calibration of signals,  
% add preambles and postambles to the bit vector 
Preamble = [0 0 1 0 0]; 
Postamble = [0 0 1 0 0]; 
seq0=zeros(1,25); 
seq1=ones(1,25); 
seq2=[1 0 1 0 1 0 1 0 1 0 1 0]; 
seq3=[1 1 0 0 1 1 0 0 1 1 0 0]; 
seq4=[1 1 1 0 0 0 1 1 1 0 0 0]; 
 
Bit_Vector = [Preamble seq1 seq0 seq2 seq3 seq4 Preamble Bits Postamble seq4 seq3 seq2 
seq0 seq1 Postamble]; 
 
% Variable List: 
% Fs    - The sampling frequency 
% T     - The time period of one bit 
% f0    - The frequency of a binary zero 
% f1    - The frequency of a binary one 
% N     - The number of bits to send 
Fs = 44100; 
T = 1 / R; 
f0 = 1200; 
f1 = 900; 
N = length(Bit_Vector); 
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if (noise_length > 0) 
    % Generate white noise 
    noise = whitenoise_gen(noise_length,Fs)'; 
 
    % Generate half a second of silence 
    silence = zeros(.5*Fs,1)'; 
end  
 
% Allocate space for the signal vector (Y) and the phase vector (P) 
Y = zeros(1,N*T*Fs); 
P = zeros(1,N*T*Fs); 
 
% Initialize phase variables 
p = 0; 
delta = 0; 
 
% Fill vector Y with the modulated waveforms 
for n = 1:N 
    % Make t a vector as long as the number of samples per bit 
    % and set its values to the current time position of the bit 
    % to be transmitted 
    t = (n-1)*T + [0:1/Fs:T-(1/Fs)]; 
     
    % Fill in each section of vector Y that corresponds to the current bit 
    if (Bit_Vector(n)== 1) 
        % If mode is continuous 
        if (strcmp(mode,'c')) 
            % Calculate phase difference 
            delta = p - 2*pi*f1*t(1); 
            % Generate phase vector for bit period 
            P((n-1)*length(t)+1:n*length(t)) = 2*pi*f1*t+delta; 
            % Calculate next phase bit 
            p = 2*pi*f1*(t(end)+1/Fs)+delta; 
        else 
            % Fill in Y with a cosine at a frequency of a binary one 
            Y((n-1)*length(t)+1:n*length(t)) = cos(2*pi*f1*t); 
        end 
    else 
        % For bfsk, add in a cosine of the second carrier frequency 
        if (strcmp(type,'bfsk')) 
            % If mode is continuous 
            if (strcmp(mode,'c')) 
                % Calculate pahse difference 
                delta = p - 2*pi*f0*t(1); 
                % Generate phase vector for bit period 
                P((n-1)*length(t)+1:n*length(t)) = 2*pi*f0*t+delta; 
                % Calculate next phase bit 
                p = 2*pi*f0*(t(end)+1/Fs)+delta; 
            else 
                % Fill in Y with a cosine at a frequency of a binary zero 
                Y((n-1)*length(t)+1:n*length(t)) = cos(2*pi*f0*t); 
            end 
        % for ook, just add zeros 
        else 
           p = 0; 
           delta = 0; 
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        end 
    end 
end  
      
% If the mode is set to continuous generate the signal from the phase 
% vector 
if (strcmp(mode,'c')) 
    Y = sin(P); 
end 
 
if (noise_length > 0) 
    Y = Y(:)'; 
    Y = [noise silence Y]; 
end 
 
signal = Y; 
phase = P; 
 
 
 
 
 
whitenoise_gen.m 
 
% Authors: Ian Ferguson, Meggan Marcantonio, David Bresnick 
% Digital Acoustic Software Radio MQP 
% 02/22/05 
% 
% This function generates zero mean white noise using the Matlab radn 
% command 
% 
% The syntax is "[noise] = whitenoise_gen(seconds,fs)" 
% Where: 
%   seconds - The number of seconds of white noise to generat 
%   fs      - The sampling frequency of the white nosie signal 
%    
%   noise   - The resulting white noise signal vector 
% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%% 
 
function [noise] = whitenoise_gen(seconds,fs) 
 
% Set the state of the random number generator so that the same sequence of 
% white noise is generated each time the function is called. 
randn('state',01251983) 
 
% Generate the whitenoise 
a = randn(seconds*fs,1); 
 
% Calculate the max value so that the signal can be scaled down to a max 
% amplitude of 1 
c = max(abs(a)); 
 
noise = a/c; 
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dereverb.m 
 
% Authors: Ian Ferguson, Meggan Marcantonio, David Bresnick 
% Digital Acoustic Software Radio MQP 
% 02/22/05 
% 
% This function takes the signal input to a channel and the output of the 
% channel and uses the Wiener Filter method to generate two FIR filters: one that 
% represents the channel itself and one that undoes the channel filter. 
% 
% The syntax is "[f_opt,g_opt] = dereverb(x_sig1, y_sig1,N,fs_initial,fs_resample)" 
% Where: 
%   x_sig1        - The input signal of the channel 
%   y_sig1        - The output signal of the channel 
%   N             - The length of the filter coefficient vectors 
%   fs_initital   - The initial sampling rate of the signals 
%   fs_resample   - The new sampling rate of the signals 
%    
%   f_opt   - The calculated filter coefficients of the channel 
%   g_opt   - The calculated filter coefficients of the inverse channel 
%             filter 
% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%% 
 
function [f_opt,g_opt] = dereverb(x_sig1,y_sig1,N,fs_initial,fs_resample) 
 
% Variable List: 
% delta1        - The desired delay between the input of the channel filter 
%                 and the output of the channel filter 
% delta2        - The desired delay between the input of the dereverb 
%                 filter and the output of the dereverb filter 
delta1 = 0; 
delta2 = N/2; 
 
% Resample of the two signals based on the variables above 
x_sig = resample(x_sig1,fs_resample,fs_initial); 
y_sig = resample(y_sig1,fs_resample,fs_initial); 
 
% Rearrange the signals into column vectors 
x_sig=x_sig(:); 
y_sig=y_sig(:); 
 
% Calculate the variance of the input signal and the inverse 
% autocorrelation matrix 
var1 = var(x_sig); 
iR1 = 1/(var(x_sig)) * eye(N); 
 
% Initialize the beginning and ending points of the signals 
n1 = N+1; 
n2 = length(x_sig)-N+1; 
 
% Calculate the cross correlation vector between the input signal and the 
% time delayed output signal 
p = zeros(N,1); 
for n = n1:n2 
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    p = p + x_sig(n:-1:n-N+1)*y_sig(n-delta1); 
end 
p = p / (n2-n1+1); 
b1 = iR1*p; 
 
z1 = conv(b1,x_sig); 
var1 = mean( (y_sig(n1-delta1:n2-delta1) - z1(n1:n2)).^2); 
%disp('Mean Squared Error of Channel Filter') 
%disp(var1) 
 
% Output the calculated channel filter 
f_opt = iR1*p; 
 
 
% Calculate the variance of the output signal and the inverse 
% autocorrelation matrix 
z = xcorr(y_sig,N,'unbiased'); 
R = toeplitz(z(N+1:N+N)); 
iR2 = inv(R); 
 
% Initialize the beginning and ending points of the signals 
n1 = N+1; 
n2 = length(y_sig)-N+1; 
 
% Calculate the cross correlation vector between the output signal and the 
% time delayed input signal 
p = zeros(N,1); 
for n = n1:n2 
    p = p + y_sig(n:-1:n-N+1)*x_sig(n-delta2); 
end 
p = p / (n2-n1+1); 
b2 = iR2*p; 
 
z2 = conv(b2,y_sig); 
var2 = mean( (x_sig(n1-delta2:n2-delta2) - z2(n1:n2)).^2); 
%disp('Mean Squared Error of Reverb Filter') 
%disp(var2) 
 
% Output the calculated dereverberation filter 
g_opt = iR2*p; 
 
 
 
 
 
bin2ascii.m 
 
% Authors: Ian Ferguson, Meggan Marcantonio, David Bresnick 
% Digital Acoustic Software Radio MQP 
% 02/01/05 
% 
% This function converts binary data to ascii text. 
% 
% The syntax is "[text] = bin2ascii(binary)" 
% Where: 
%   binary  -   The binary information to convert into ascii characters 
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% 
%   text    -   The resulting ascii characters 
% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%% 
function [text] = ascii2bin(binary); 
 
% Calculate the whole number of ascii characters inside the binary 
% information 
a = fix( length(binary)/8); 
 
% Calculate the number of any leftover bits at the end of the signal 
b = mod(length(binary),8); 
 
% Generate an empty array of ascii characters 
text = zeros(1,a); 
 
% If there are left over bits, add one more entry to the array 
if b ~= 0 
    text = zeros(1,a+1); 
end 
 
% For each group of eight bits, determine the decimal value of those bits 
for i = 1:a 
    text(i) = binvec2dec(binary((i-1)*8+1:i*8)); 
end 
 
% Determine the decimal value for any remaining bits 
if b ~= 0 
    text(a+1) = binvec2dec(binary(a*8+1:a*8+b)); 
end 
 
% Convert the decimal values into their corresponding ascii values 
text = char(text); 
 
% Display the text 
disp(text); 
 
 
 
 
 
ascii2bin.m 
 
% Authors: Ian Ferguson, Meggan Marcantonio, David Bresnick 
% Digital Acoustic Software Radio MQP 
% 02/01/05 
% 
% This function converts binary data to ascii text. 
% 
% The syntax is "[binary] = bin2ascii(text)" 
% Where: 
%   text    -   The ascii text to convert into binary 
% 
%   binary  -   The resulting binary text 
% 
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%% 
function [binary] = ascii2bin(text); 
 
% Convert each ascii character into its decimal value 
a = double(text); 
 
% Generate an array of binary numbers long enough to hold the text 
binary = zeros(1,8*length(a)); 
 
% For each decimal number, generate its corresponding eight bit binary 
% number 
for i = 1:length(a) 
    binary((i-1)*8+1:i*8) = dec2binvec(a(i),8); 
end 
 
 
 
 
 
f_sweep.m 
 
% Authors: Ian Ferguson, Meggan Marcantonio, David Bresnick 
% Digital Acoustic Software Radio MQP 
% 02/22/05 
% 
% This function generates a signal that sweeps a particular frequency range 
% 
% The syntax is "[sweep] = f_sweep(f_start,f_stop,seconds)" 
% Where: 
%   f_start - The frequency to begin the sweep with. 
%   f_stop  - The frequency to end the sweep with. 
%   seconds - The number of seconds the sweep should last.  A recommended 
%             value for small frequency sweeps is ten seconds per 100 Hz. 
%    
%   sweep   - The resulting frequency sweep signal vector 
% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%% 
 
function [sweep] = f_sweep(f_start,f_stop,seconds) 
 
% Variable List: 
% Fs        - The sampling frequency 
% f         - The starting frequency 
% delta_f   - The number of Hz per second change in the signal 
% T         - The number of seconds per Hz in the signal 
Fs = 44100; 
f = f_start; 
delta_f = fix((f_stop - f_start)/seconds) 
T = 1 / delta_f 
 
% Initialize an empty phase vector 
P = zeros(1,Fs*seconds); 
delta = 0; 
p = 0; 
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% For each frequency 
for n = 1:(f_stop-f_start) 
     
    % Generate the time vector for that frequency 
    t = (n-1)*T + [0:1/Fs:T-(1/Fs)]; 
     
    % Calculate the phase shift necessary to maintain continuous phase 
    delta = p - 2*pi*f*t(1); 
     
    % Fill the signal with the cumulative phase at the current frequency 
    P((n-1)*length(t)+1:n*length(t)) = 2*pi*f*t+delta; 
    
    % Calculate the next phase shift required 
    p = 2*pi*f*(t(end)+1/Fs)+delta; 
     
    % Increment the frequency 
    f = f + 1; 
        
end 
 
% Generate signal from phase vector 
sweep = sin(P); 
 
 
 
 
 
Imp_Avg.m 
 
% Authors: Ian Ferguson, Meggan Marcantonio, David Bresnick 
% Digital Acoustic Software Radio MQP 
% 02/01/05 
% 
% This function takes a signal that is the cross correlation between a 
% whitenoise signal and a recorded looped version of that whitenoise 
% signal, and averages out the impulse reposnses to give an overall impulse 
% response of the acoustic channel. 
% 
% The syntax is "[imp_response] = DigitalMod(xcorr_sig,a)" 
% Where: 
%   xcorr_sig       -   The cross correlated signal 
%   a               -   The figure number 
%     
%   imp_response    -   The average impulse response 
% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%% 
function [imp_response] = Imp_Avg(xcorr_sig,a) 
 
% Variable List: 
% Fs            - The sampling frequency 
% time          - The lenght of time of the signal whitenoise signal 
% total_time    - The lenght of the received looped signal 
% seg_len       - The sample length of the transmitted signal 
% total_len     - The sample length of the received signal 
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% loops         - The number of loops of the transmitted signal 
fs = 44100; 
time = 5; 
total_time = 55; 
seg_len = time*fs; 
total_len = 55*fs;  
loops = 10; 
 
% Retrieve the second half of the cross correlated signal 
y = xcorr_sig((length(xcorr_sig)/2)-1:end); 
 
% Generate a signal to hold the impulse response 
x = zeros(seg_len,1); 
 
% Slice the correlated signal into parts the size of the transmitted signal 
% and add them up 
for n = 1:loops 
    x = x + y((n-1)*seg_len+1:n*seg_len); 
end 
 
% Average the impulse responses 
z = x / loops; 
t = 0:1/fs:(length(z)-1)/fs; 
 
figure(a) 
plot(t,z); 
 
imp_response = z; 
 
 
 
 
 
Sync.m 
 
% Authors: Meggan Marcantonio, Ian Ferguson, David Bresnick 
% Digital Acoustic Software Radio MQP 
% 02/10/05 
% 
% The function takes in the bit rate (R) and a modulated signal that may 
% have noise or silence before and after the information transmitted.  This 
% function returns a signal that starts at the beginning of the modulated 
% waveform and ends at the end of it, removing the silences.   
% 
% The syntax is "[Signal_Synced,upperthresh,lowerthresh] = Syncv(R, Signal_UnSynced, type, 
fs,whitenoise) 
%   R                   - Rate at which to transmit digital information (Bits/sec)  
%   Signal_UnSynced     - Recorded Signal 
%   type                - Either 'BFSK' or 'OOK' depending on the modulation type you 
%                           wish to use 
%   fs                  - sampling frequency of recieved signal 
%   wnoise              - 'W' is transmitted white noise. Omit argument or use                
%                           'N' for no white noise 
%   Signal_Synced       - signal with silence and most of preambles cut off 
%   upperthresh         - upper threshold for hysterisis loop in demod 
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%   lowerthresh         - lower threshold for hysterisis loop in demod 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%% 
 
function [Signal_Synced,upperthresh,lowerthresh,temp] = 
Syncv(R,Signal_UnSynced,type,fs,wnoise) 
 
% Check for correct number of arguments 
if (nargin == 4) 
    wnoise = 0; 
elseif (nargin == 5) 
else 
    disp('Invalid number of arguments.  Please type "help Syncv" for correct syntax'); 
    Signal_Synced = 0; 
    upperthresh = 0; 
    lowerthresh = 0; 
end 
 
 
% Check for invalid bit rates 
if (R <= 0) 
    disp('Bit rate must be positive and greater than zero'); 
    Signal_Synced = 0; 
    upperthresh = 0; 
    lowerthresh = 0; 
    return; 
end 
 
% Check for correct modulation type 
if (strcmp(type, 'BFSK') | strcmp(type,'bfsk')) 
    mode=1; 
elseif (strcmp(type,'OOK') | strcmp(type,'ook')) 
    mode=2; 
else 
    disp('Invalid modulation type.  Please type "help DigitalMod for correct syntax'); 
    Signal_Synced = 0; 
    upperthresh = 0; 
    lowerthresh = 0; 
    return 
end 
 
if ischar(fs) | fs<1 
    disp('Invalid sampling frequency.  Please type "help DigitalMod for correct syntax'); 
    Signal_Synced = 0; 
    upperthresh = 0; 
    lowerthresh = 0; 
    return 
end 
 
% Check for correct white noise 
if (strcmp(wnoise, 'W') | strcmp(wnoise,'w')) 
    wnoise='w'; 
elseif (strcmp(wnoise,'N') | strcmp(wnoise,'n')) | wnoise==0 
    wnoise='n'; 
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else 
    disp('Invalid wnoise argument.  Please type "help DigitalMod for correct syntax'); 
    Signal_Synced = 0; 
    upperthresh = 0; 
    lowerthresh = 0; 
    return 
end 
 
 
% Variable List: 
% Fs            - Sampling frequency which signal will be downsampled to 
% T             - The time period of one bit 
% f0            - The frequency of a binary zero 
% f1            - The frequency of a binary one 
% threshold     - factor by which the enery must exceed the energy of the silence   
% upperbound    - Number of bits to skip to start looking for transmitted signal if no white 
%                   noise was sent.  
 
Fs=30*R;            
T = 1 / R;         
f0 = 1200;          
f1=  1800; 
threshold = 100; 
upperbound=150; 
 
% Length of recieved signal 
L = length(Signal_UnSynced); 
 
% Strip out all but one channel of transmitted data 
n = ndims(Signal_UnSynced); 
[a,b] = size(Signal_UnSynced); 
if (a == n) 
    Signal_UnSynced = Signal_UnSynced(1,1:L); 
else 
    Signal_UnSynced = Signal_UnSynced(1:L,1); 
end 
 
% Set up a vector that is one bit period long 
t = 0:1/fs:T-1/fs; 
l = length(t); 
 
%Calculate the average energy of a bit of background noise 
p=0; 
for i=1:l:150*l-1 
    p=p+1; 
    Enoisearray(p) = sum(Signal_UnSynced(i:i+l).^2); 
end 
Enoise=mean(Enoisearray); 
 
if strcmp(wnoise,'w')  %If white noise sent-perform dereverb using white noise 
 
    % Starting from the first half second of silence, move by a whole bit period 
    for n = 150*l+1:l:L-l 
        % Calculate the energy of that section of signal 
        E = sum(Signal_UnSynced(n:n+l-1).^2); 
        % If that energy is greater than the noise (defined by threshold) 
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        if (E >= (threshold/10)*Enoise); 
            % The lower bound is half a bit period back from this point 
            lowerbound = n - fix(l/2); 
            break; 
        end 
    end 
    start=n; 
    % Continue stepping through signal untill find end of white noise 
    for n=start:l:L-1 
        % Calculate the energy of that section of signal 
        E = sum(Signal_UnSynced(n:n+l-1).^2); 
        % If that energy is much less 
        if (E <= Enoise); 
            % The lower bound is half a bit period back from this point 
            upperbound = n + fix(l/2); 
            break; 
        end 
    end 
 
    % Adjust boundaries to make sure we don't have invalid indices 
    if (lowerbound < 1) 
        lowerbound = 1; 
    end 
 
    if (upperbound > L) 
        upperbound = L; 
    end 
 
    wnoise_rec = Signal_UnSynced(lowerbound:upperbound); 
 
    temp = wnoise_rec; 
    Signal_UnSynced=Signal_UnSynced(upperbound:end); 
% AT THIS POINT WE HAVE FOUND THE WHITE NOISE SIGNAL 
% ************************************************** 
seconds = .5 * floor(length(wnoise_rec)/44100); 
wnoise_sent = whitenoise_gen(seconds,44100); % this will generate the original whitenoise 
signal 
 
[f_channel,g_dereverb] = dereverb(wnoise_sent,wnoise_rec(1:length(wnoise_sent)),2000,fs,Fs); 
% Calculate channel filter and dereverb filter 
 
       
end 
% DEREVERBERATION FILTERIGN DONE 
% ****************************** 
 %Resample signal to sampling frequency Fs 
Signal_UnSynced = resample(Signal_UnSynced,Fs,fs); 
 
 if strcmp(wnoise,'w')    
     Signal_UnSynced = conv(Signal_UnSynced,g_dereverb); % Apply dereverb filter to recorded 
signal 
 end 
 
 
L = length(Signal_UnSynced); 
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% Set up a vector that is one bit period long 
t = 0:1/Fs:T-1/Fs; 
l=length(t); 
 
%Calculate the average energy of a bit of background noise 
p=0; 
for i=1:l:150*l-1 
    p=p+1; 
    Enoisearray(p) = sum(Signal_UnSynced(i:i+l).^2); 
end 
Enoise=mean(Enoisearray); 
 
% Starting from the end of the white noise, move by a whole bit period 
for n = 1:l:L-l 
    % Calculate the energy of that section of signal 
    E = sum(Signal_UnSynced(n:n+l-1).^2); 
    % If that energy is much greater (defined by threshold) 
    if (E >= threshold*Enoise); 
        % The lower bound is half a bit period back from this point 
        lowerbound = n - fix(l/2); 
        break; 
    end 
end 
 
% Starting at the end of the signal, move by a whole bit period      
for n = L:-l:l+1 
   % Calculate the energy of that section of signal 
   E = sum(Signal_UnSynced(n:-1:n-l+1).^2); 
    
   % If that energy is much greater (defined by threshold) 
   if (E >= threshold*Enoise); 
       % The lower bound is half a bit period back from this point 
       upperbound = n + fix(l/2); 
       break; 
   end 
end 
 
 
% Adjust boundaries to make sure we don't have invalid indices 
if (lowerbound < 1) 
    lowerbound = 1; 
end 
 
if (upperbound > L) 
    upperbound = L; 
end 
 
% Return signal 
Signal_Interim=Signal_UnSynced(lowerbound:upperbound); 
 
%  Cosine and sine wave of f1 that is one bit period long  
c1 = cos(2*pi*f1*t); 
s1 = sin(2*pi*f1*t); 
if mode==1 
    c0 = cos(2*pi*f0*t); 
    s0 = sin(2*pi*f0*t); 
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end 
 
% Now we find a very close approximation to where the long pre and post amble starts and 
% stops based on the small preamble and postamble and the outputs of the actual 
% correlator demodulator. 
k = 0; 
% Starting at the beginning of the signal and going for three bit periods, 
% go one by one through the samples, finding the correlator sampled output  
for n = 1:1:3*l 
    k = k + 1; 
    sumrc1(k) = Signal_Interim(n:n+l-1)'*c1'; 
    sumrs1(k) = Signal_Interim(n:n+l-1)'*s1'; 
end 
 
% Now add the square of each cumulative sum to get the values 
% Find the peak value of the plot of the correlator output when looking for 
% a binary 'one'.  This is the beginning of the binary one of the preamble.   
 out1 = sumrc1.^2 + sumrs1.^2; 
 [C,I] = max(out1); 
 
%  Based on this position calculate a lowerbound that cuts out the preamble from the signal. 
lowerbound = I ; 
if lowerbound < 1 
    lowerbound =  1; 
end 
 out1 = sumrc1.^2 + sumrs1.^2; 
[C,I] = max(out1); 
 
 
k = 0; 
% Starting at the end of the signal and going back three bit periods, 
% go one by one through the samples, finding the correlator sampled output  
 
for n = length(Signal_Interim):-1:length(Signal_Interim) - 3*l 
    k = k + 1; 
    sumrc1(k) = Signal_Interim(n-l+1:n)'*c1'; 
    sumrs1(k) = Signal_Interim(n-l+1:n)'*s1'; 
end 
 
% Find the peak value of the plot of the correlator output when looking for 
% a binary 'one'.  This is the end of the binary one of the postamble.   
 
% Based on this position calculate an upperbound that cuts out the preamble 
% from the signal. 
upperbound = length(Signal_Interim) - I; 
 
if upperbound > length(Signal_Interim) 
    upperbound =  length(Signal_Interim); 
end 
 
% Now return a signal that should be really close to the actual length of 
% the information sent 
Signal_Synced = Signal_Interim(lowerbound:upperbound) ; 
 
% Seperate preamble and training sequence 
L=length(Signal_Synced); 
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lowerbound=l*89; 
upperbound=L-l*89; 
Pre=Signal_Synced(1:lowerbound); 
Post=Signal_Synced(upperbound:L); 
Signal_Interim = Signal_Synced(lowerbound:upperbound); 
 
% Now we find a very close approximation to where the signal starts and 
% stops based on the preamble and postamble and the outputs of the actual 
% correlator demodulator. 
k = 0; 
 
% Starting at the beginning of the signal and going for four bit periods, 
% go one by one through the samples, finding the correlator sampled output  
% when starting at each sample in the array  
for n = 1:1:4*l 
    k = k + 1; 
    sumrc1(k) = Signal_Interim(n:n+l-1)'*c1'; 
    sumrs1(k) = Signal_Interim(n:n+l-1)'*s1'; 
end 
 
% Find the peak value of the plot of the correlator output when looking for 
% a binary 'one'.  This is the middle of the binary one of the preamble.   
out1 = sumrc1.^2 + sumrs1.^2; 
[C,I] = max(out1); 
 
% Based on this position calculate a lowerbound that cuts out the preamble from the signal. 
lowerbound = I; 
 
if lowerbound < 1 
    lowerbound =  1; 
end 
 
 
k = 0; 
% Starting at the end of the signal and going for four bit periods, 
% go one by one through the samples, finding the correlator sampled output  
% when starting at each sample in the array 
for n = length(Signal_Interim):-1:length(Signal_Interim) - 6*l 
    k = k + 1; 
    sumrc1(k) = Signal_Interim(n-l+1:n)'*c1'; 
    sumrs1(k) = Signal_Interim(n-l+1:n)'*s1'; 
end 
 
% Find the peak value of the plot of the correlator output when looking for 
% a binary 'one'.  This is the middle of the binary one of the postamble.   
out1 = sumrc1.^2 + sumrs1.^2; 
[C,I] = max(out1); 
 
     
% Based on this position calculate an upperbound that cuts out the postamble from the signal. 
 
upperbound = length(Signal_Interim) - I ; 
 
if upperbound > length(Signal_Interim) 
    upperbound =  length(Signal_Interim); 
end 
  162 
 
 
% Now return a signal that should be really close to the actual length of 
% the information sent 
Signal_Synced = Signal_Interim(lowerbound:upperbound) ; 
 
%%%Demodulate the post and pre amble to find decision threshold 
xc1=conv(Pre,fliplr(c1)); 
xs1=conv(Pre,fliplr(s1)); 
if mode==1 
    xc0=conv(Pre,fliplr(c0)); 
    xs0=conv(Pre,fliplr(s0)); 
    out0=xc0.^2+xs0.^2; 
end 
 
%Add together the squared cummalitive sums corresponding to the sine 
%and cosine multiplied arrays of each frequency 
out1=xc1.^2+xs1.^2; 
if mode==1  
    compare=out1-out0; 
else 
    compare=out1; 
end 
 
 
pxc1=conv(Post,fliplr(c1)); 
pxs1=conv(Post,fliplr(s1)); 
if mode==1 
    pxc0=conv(Post,fliplr(c0)); 
    pxs0=conv(Post,fliplr(s0)); 
    pout0=pxc0.^2+pxs0.^2; 
end 
 
%Add together the squared cummalitive sums corresponding to the sine 
%and cosine multiplied arrays of each frequency 
pout1=pxc1.^2+pxs1.^2; 
if mode==1  
    pcompare=pout1-pout0; 
else 
    pcompare=pout1; 
end 
 
[upperthresh,lowerthresh]=eye_diagram(compare,Fs,1,mode); 
  163 
DigitalDemod.m 
 
% Authors: Meggan Marcantonio, Ian Ferguson, David Bresnick 
% Digital Acoustic Software Radio MQP 
% 02/10/05 
% 
% The function takes in a modulated signal at the bit rate (R) and  
% demodulates the signal to produce the random bits that were originally 
% generated. 
% The syntax is "[compare,Input_array] = Demod(R, Signal_Mod, type, thresh)" 
%   R             - Rate at which to transmit digital information (Bits/sec)  
%   Signal_Mod    - Syncronized signal 
%   type          - Either 'BFSK' or 'OOK' depending on the modulation type you 
%                   wish to use 
%   upperthresh   - upperthresh returned by Syncv.m 
%   lowerthresh   - lowerthresh returned by Syncv.m 
%   compare       - array used for eye diagrams 
%   Input_array   - A vector the demodulated bits 
% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%% 
 
function [compare, Input_array] = Demod(R, Signal_Mod, type,upperthresh,lowerthresh) 
 
% Check for correct number of arguments 
if (nargin ~= 5) 
    disp('Invalid number of arguments.  Please type "help Demod" for correct syntax'); 
    Input_array = 0; 
    compare = 0; 
    return; 
end 
 
% Check for invalid bit rates 
if (R <= 0) 
    disp('Bit rate must be positive and greater than zero'); 
    Input_array = 0; 
    compare = 0; 
    return; 
end 
 
% Check for correct modulation type 
if (strcmp(type, 'BFSK') | strcmp(type,'bfsk')) 
    mode=1; 
elseif (strcmp(type,'OOK') | strcmp(type,'ook')) 
    mode=2; 
else 
    disp('Invalid modulation type.  Please type "help DigitalMod for correct syntax'); 
    Input_array = 0; 
    compare = 0; 
    return 
end 
 
% Variable List: 
% Fs    - The sampling frequency 
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% T     - The time period of one bit 
% f0    - The frequency of a binary zero 
% f1    - The frequency of a binary one 
% N     - The number of random bits that were sent 
% L     - Length of Modulated Signal 
 
Fs = 30*R; 
T = 1 / R; 
f0=1200; 
f1=1800; 
L = length(Signal_Mod); 
N = L/(T*Fs); 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%% 
lowerf=min(f0,f1); 
upperf=max(f0,f1); 
 
% equiripple Bandpass filter signal with minimum order 
 
Fstop1 = lowerf-400;             % First Stopband Frequency  
Fpass1 = lowerf-200;             % First Passband Frequency  
Fpass2 = upperf+200;             % Second Passband Frequency  
Fstop2 = upperf+400;             % Second Stopband Frequency 
Dstop1 = 0.001;                  % First Stopband Attenuation 
Dpass  = 0.057501127785;         % Passband Ripple 
Dstop2 = 0.0001;                 % Second Stopband Attenuation 
dens   = 20;                     % Density Factor 
 
 
% Calculate the order from the parameters using FIRPMORD. 
[N2, Fo, Ao, W] = firpmord([Fstop1 Fpass1 Fpass2 Fstop2]/(Fs/2), [0 1 ... 
                          0], [Dstop1 Dpass Dstop2]); 
 
% Calculate the coefficients using the FIRPM function. 
b  = firpm(N2, Fo, Ao, W, {dens}); 
Signal_Mod=filter(b,1,Signal_Mod); 
 
% Allocate space for a signal vector that is as long as the total number of 
% samples used in the signal. 
Out = zeros(N,1); 
 
% Make t a vector as long as the symbol length 
t = 0:1/Fs:T-1/Fs; 
l=length(t); 
 
% Create array for each sin and cos function at the one or two  frequencys 
c1=cos(2*pi*f1*t); 
s1=sin(2*pi*f1*t); 
if mode==1 
    c0=cos(2*pi*f0*t); 
    s0=sin(2*pi*f0*t); 
end 
 
% find the cumulative sum of each sample in the present bit multiplied 
% by its corresponding cosine and sine value at each frequency. 
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xc1=conv(Signal_Mod,fliplr(c1)); 
xs1=conv(Signal_Mod,fliplr(s1)); 
if mode==1 
    xc0=conv(Signal_Mod,fliplr(c0)); 
    xs0=conv(Signal_Mod,fliplr(s0)); 
end 
 
%Add together the squared cummalitive sums corresponding to the sine 
%and cosine multiplied arrays of each frequency 
out1=xc1.^2+xs1.^2; 
 
if mode==1 
   out0=xc0.^2+xs0.^2; 
   compare=out1-out0; 
else 
    compare=out1; 
end 
 
%Compute the eye diagram, histogram, and scatter plot 
yy=0; 
[th]=eye_diagram(compare,9000,yy,mode); 
 
lc=length(compare);  
 
 
d=ones(1,lc); 
transition=[]; 
 
% Run signal through hysteresis loop to get clean output 
for i=1:lc-1, 
    if (d(i)<0)&(compare(i+1)>upperthresh) 
        d(i+1)=1; 
        transition=[transition (i-1)/Fs]; 
    elseif (d(i)>0)&(compare(i+1)<lowerthresh) 
        d(i+1)=-1; 
        transition=[transition (i-1)/Fs]; 
    else 
        d(i+1)=d(i); 
    end 
end 
 
Tran=diff(transition);                 % compute time between transitions 
symbol_values=mod(0:length(Tran)-1,2);  %set up array of with patter 0 1 0 1 
symbol_counts=round(Tran*R)  ;    % compute number of symbols between transitions 
L=length(symbol_values);    
 
%form bit vector 
p=1;                                  
for n=1:L 
    Out(p:p+symbol_counts(n)-1)=symbol_values(n); 
    p=p+symbol_counts(n); 
end 
%Plotting variables 
% yy    -title of plots 
% time  -seconds to plot over 
% big   -y-axis for big lot 
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% small -y-axis for small plots 
% t1    -time vector if plotting recieved signal 
% t2    -time vector for all other plots  
 
time=length(Signal_Mod)/Fs+.05; 
t1=[0:length(Signal_Mod)-1]/Fs; 
t2=[0:length(compare)-1]/Fs; 
if  mode==1; 
    yy=['5ft foot over-the-air demo on ' datestr(now,1) ': BFSK recording']; 
    small=max([abs(xc0)' abs(xc1)' abs(xs0)' abs(xs1)'])+5; 
    big=max([out1' out0' compare'])+5; 
else 
     yy=['5ft foot over-the-air demo on ' datestr(now,1) ': OOK recording']; 
     small=max([abs(xc1)' abs(xs1)'])+5; 
     big=max(out1')+5; 
end 
 
% close all 
% %Plot recieved synced signal 
%  figure(1) 
%  plot(t1,Signal_Mod); 
%  axis([0 time -1 1]); 
%  grid on 
%  xlabel('time (seconds)'); 
%  ylabel('recorded signal'); 
%  title(yy); 
% if mode==1 
%     for i=1:length(compare) 
%         if compare(i)<0 
%             compare(i)=compare(i)*.6; 
%         end 
%     end 
%     figure(5); 
%     plot(t2,compare); axis([0 time -big big]); grid on; 
%     xlabel('time (seconds)'); ylabel('compare'); 
%     title(yy); 
%     figure(2); 
%     subplot(2,1,1); plot(t2,xs0); axis([0 time -small small]); grid on; 
%     xlabel('time (seconds)'); ylabel('xs 900Hz'); 
%     title(yy); 
%     subplot(2,1,2); plot(t2,xc0); axis([0 time -small small]); grid on; 
%     xlabel('time (seconds)'); ylabel('xc 900Hz'); 
%     figure(3) 
%     subplot(2,1,1); plot(t2,xs1); axis([0 time -small small]); grid on; 
%     xlabel('time (seconds)'); ylabel('xs 1200Hz'); 
%     title(yy); 
%     subplot(2,1,2); plot(t2,xc1); axis([0 time -small small]); grid on; 
%     xlabel('time (seconds)'); ylabel('xc 1200Hz'); 
%  
%     figure(4); 
%     subplot(2,1,1); plot(t2,out0); axis([0 time -0 big]); grid on; 
%     xlabel('time (seconds)'); ylabel('x1 900Hz'); 
%     title(yy); 
%     subplot(2,1,2); plot(t2,out1); axis([0 time 0 big]); grid on; 
%     xlabel('time (seconds)'); ylabel('x2 1200Hz'); 
% else 
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%     figure(2); 
%     subplot(2,1,1); plot(t2,xs1); axis([0 time -small small]); grid on; 
%     xlabel('time (seconds)'); ylabel('xs 2100Hz'); 
%     title(yy); 
%     subplot(2,1,2); plot(t2,xc1); axis([0 time -small small]); grid on; 
%     xlabel('time (seconds)'); ylabel('xc 2100Hz'); 
%  
%     figure(3); 
%     plot(t2,out1); axis([0 time -0 big]); grid on; 
%     xlabel('time (seconds)'); ylabel('out1 2100Hz'); 
%     title(yy); 
%  
%     figure(4); 
%     plot(t2,compare); axis([0 time 0 big]); grid on; 
%     xlabel('time (seconds)'); ylabel('compare'); 
%     title(yy); 
%  
%     figure(5); 
%     plot(t2,d); axis([0 time -2 2]); grid on; 
%     xlabel('time (seconds)'); ylabel('clean_output'); 
%     title(yy); 
% end 
 
 
if mode==1                 %Cut off rest of preamble 
    Out=Out(3:end); 
else 
    for i=1:N 
        if Out(i)==1 
            Out=Out(i+3:end); 
            break 
        end 
    end 
end 
N=length(Out); 
Out=Out(1:(N-4)); %cut last four bits since they are the skipped preamble and postamble bits 
Input_array=Out'; 
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Eye_diagram.m 
 
function [upperthresh,lowerthresh]=eye_diagram(signal,Fs,yy,mode) 
close all 
index=0;  %index is a value used to center the eye diagram ..to move the eye diagram  
            %to the left index should be a negative number and to move the eye diagram  
            %to the right index should be a positive number 
T=1/300; 
t = 0:1/Fs:T-1/Fs; 
l = length(t); 
if mode==1 & yy==1 
    dd=l*2.6+index; 
    M=4*l; 
elseif mode==2 & yy==1 
    dd=l*1.5+index; 
    M=4*l+index; 
elseif mode==1 
    dd=l*2.5+index; 
    M=4*l+index; 
else 
    dd=l*2.5+index; 
    M=l*4+index; 
end 
if yy~=1 
    yy='Eye Diagram'; 
end 
hold on; 
for n=dd:l:length(signal)-2*l-1 
   plot(t,signal(1+n:l+n)) 
end 
 
xlabel('time (seconds)'); 
ylabel('Amplitude'); 
title(yy); 
 
 
z=signal(M:l:end); 
figure(2) 
subplot(2,1,1) 
plot([1:length(z)],z,'.') 
xlabel('Bit Number'); 
ylabel('Bit Value'); 
title('Constellation Diagram'); 
 
 
figure(2) 
subplot(2,1,2); 
hist(z,50) 
title('Histogram of Constellation Points'); 
xlabel('Bit Value'); 
ylabel('Number of Elements'); 
[n,x]=hist(z,50); 
 
ones=[z(1:25)' z(51:2:61)']; 
zeros=[z(26:50)' z(52:2:62)']; 
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for i=63:4:71 
    ones=[ones z(i:i+1)']; 
    zeros=[zeros z(i+2:i+3)']; 
end 
 
for i=75:6:81 
    ones=[ones z(i:i+2)']; 
    zeros=[zeros z(i+3:i+5)'];  
end 
ones=ones(:); 
zeros=zeros(:); 
 
 
mean1=mean(ones); 
if mode==1 
    mean0=mean(zeros); 
else 
    mean0=0; 
end 
 
s1=std(ones); 
if mode==1 
    s0=std(zeros); 
else 
    s0=sqrt(mean(zeros.^2)); 
end 
 
n=(mean1-mean0)/(s1+s0); 
thres=mean0+n*s0; 
if mode==1 
upperthresh=thres+((mean1-thres)/2) 
else 
upperthresh=thres+((mean1-thres)/4)  
end 
 
if mode==1 
lowerthresh=mean0+((thres-mean0)/2) 
else 
lowerthresh=thres-((thres-mean0)/4) 
end 
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C. In-Class Presentation Slides 
 
EE 3311 Presentation # 1 
 
Digital Acoustic 
Software Radio
Presented by:
David Bresnick
Ian Ferguson
Meggan Marcantonio
Advised by:
Prof. Rick Brown
Presentation Overview
 Digital communication system
 Acoustic channel considerations
 Modulation / Demodulation
On-Off Keying (OOK)
Binary Frequency Shift Keying (BFSK)
 OOK vs. BFSK
 
Communications System Overview Acoustic Channel
 20Hz to 20kHz
 Channel is not ideal
 Background Noise 
 Reverberation
 Intersymbol interference
 Signal blockage
 Channel Characterization
 Frequency Response
 Test for amplification and 
reduction of frequencies
 Impulse Response
 Test for reverberation time
Frequency Response
Impulse Response
On-Off Keying (OOK)
 ASK signal modulated by non-polar NRZ 
baseband signal
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Binary '0' Binary '1'
X
X
+
Cos(2*π*fc*t)
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^2
^2∫<Tb>
∫<Tb>
Microphone
 Non-coherent detection:  I/Q correlator of carrier 
frequency
Note: signal envelope 
changes
OOK Demonstration
 ASCII Message:
“On-Off Keying, while pretty cool, is really just a   
form of Amplitude Modulation”
 Bits: 632
 Bit rate: 300 bps
 Distance: 8 ft.
 Frequency: 2100 Hz
  171 
Binary Frequency Shift Keying 
(BFSK)
 Two orthogonal carrier frequencies.
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Microphone
f0 Carrier 
Frequency 
Correlator 
f1 Carrier 
Frequency 
Correlator 
Comparator
 Non-coherent detection: I/Q correlator for each 
carrier frequency.
Note: constant 
envelope
BFSK Demonstration
 ASCII Message:
“Binary Frequency Shift Keying is a form of     
Frequency Modulation”
 Bits: 504
 Bit rate: 300 bps
 Distance: 8 ft.
 Frequencies: 1200 and 2100 Hz
BFSK vs. OOK
 OOK (AM)- Data contained in amplitude of 
a single frequency
 BFSK (FM)- Data contained in frequency 
of signal
 Losses/Noise-
Alters amplitude of signal
Unable to properly recover OOK 
BFSK signal can still be recovered
OOK vs. BFSK With Obstructed Path
• ASCII Message:
“This is the story about three students and their wacky MQP 
advisor.  And silly room acoustics.  But I am getting ahead of 
myself.  It all started back in A term when the students 
decided to send data through the air”
• Bits: 1720
• Bit rate: 300 bps
• Distance: 8 ft.
• Frequency: 1200Hz and 2100Hz
• Transmitting OOK then BFSK with Obstructed Path
Conclusions
 The channel is important consideration when 
designing a communication system
 BFSK and OOK modulation/demodulation both 
work well through an ideal channel
 BFSK is more robust than OOK through a non-
ideal channel
BFSK/OOK Receiver:
Synchronization and Timing Recovery Details
 Hysteresis loop used to 
compress noise in 
comparator output 
 Nominal bit timing: 
Tb= 3.33ms
 Count number of samples 
between bit transitions
 Estimate number of bits
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EE 4304 Presentation # 1 
 
Digital Acoustic 
Software Radio
Presented by:
David Bresnick
Ian Ferguson
Meggan Marcantonio
Advised by:
Prof. Rick Brown
Presentation Overview
• Modulation Techniques
• On-Off Keying (OOK)
• Binary Frequency Shift Keying (BFSK)
• Background & Injected Noise
• Performance Analysis
Communication System Overview On-Off Keying (OOK)
• A two level PAM signal modulated by a 
carrier frequency
0 1 2 3 4 5 6 7 8 9 10
-2
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0
1
2
Time (milliseconds)
Si
gn
a
l
Binary '0' Binary '1'
• The PSD of this type of signal contains a 
delta function at the carrier frequency
Binary Frequency Shift Keying 
(BFSK)
• Two carrier frequencies transmitted depending 
on binary data
0 1 2 3 4 5 6 7 8 9 10
-2
-1
0
1
2
Time (m illiseconds)
Si
gn
al
B inary  '0' Binary '1'
• The PSD of this type of signal contains a 
delta function at each carrier frequency
Demonstration Outline
• Send a BFSK and OOK modulated signal from 
the transmitter over the air to the receiver
• ASCII text
• Transmission over normal background noise, 
then with injected white noise
• Compare performance of the communication 
system with varying modulation and noise levels
• Eye diagram
• Cluster plot
• Histogram
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AK233 Noise PSDs
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Eye Diagram
• Formed by overlapping successive symbols of the demodulated 
waveform on a fixed time axis
• Shows effect of channel impurities such as intersymbolic interference 
on the transmitted signal
http://www.complextoreal.com/chapters/eye.pdf
Scatter Plots
• Shows the value of the signal at the optimum sampling 
time
• Can determine if there is potential for bit cross over
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Histogram
• Shows us the Gaussian distribution of the Scatter 
Plot values 
• Enables us to establish a decision threshold at the 
midpoint between where the majority of the values lie
Decision threshold
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Transmission- BFSK
• Transmitted Signal- “Professor Brown is so 
happy this is working, you have no homework 
this week.”
• First Transmission- No additional noise played 
during transmission
• Second Transmission- White noise added.  
SNR is -3dB
Transmission- OOK
• Transmitted Signal- “Professor Brown is so 
happy this is working, you have no homework 
this week.”
• First Transmission- No additional noise played 
during transmission
• Second Transmission- White noise added.  
SNR is -3dB
Conclusion
• Evaluation tools can be used to analyze a signal 
and its performance in a communication system
• Eye diagram
• Shows effect of channel impurities on received signal
• Used to find optimum sampling time
• Scatter Plot
• Shows potential for bit cross over
• Histogram
• Enables us to find optimum decision threshold
Frequency Sweep
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Digital Acoustic 
Software Radio
Presented by:
David Bresnick
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Meggan Marcantonio
Advised by:
Prof. Rick Brown
 
Presentation Overview
• System Review (BFSK only)
• System Performance Analysis 
• Review
• No Filtering
• Bandpass Filtering
• Dereverberation Filtering
• System Performance Comparisons
 
Communication System Overview
 
Evaluation tools review
• Eye diagram
• Shows effect of channel impurities on received 
signal
• Used to find optimum sampling time
• Scatter Plot
• Shows potential for bit cross over
• Histogram
• Enables us to find optimum decision threshold
0 100 200 300 400 500 600 700 800
-100
-80
-60
-40
-20
0
20
40
60
80
100
Bit Number
Bi
t V
alu
e
Constellation Diagram
-100 -80 -60 -40 -20 0 20 40 60 80 100
0
20
40
60
80
100
120
Histogram of Constelation Points
Bit Value
Nu
m
be
r 
of
 
El
e
m
e
n
ts
0 0 .5 1 1. 5 2 2. 5 3 3. 5
x 10
- 3
- 1 5 0
- 1 0 0
-5 0
0
5 0
1 0 0
ti m e  ( s e c o n d s )
Am
plit
u
de
E y e  D i a g r a m : B F S K  w it h  D e r e v e rb
• Evaluation tools can be used to analyze a signal 
and its performance in a communication system
 
• Minimum order FIR 
Equiripple bandpass
filter
• First Stopband = 700Hz
• First Passband = 900Hz
• Second Passband = 
2000Hz       
• Second Stopband = 
2200Hz
Bandpass Filter
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• Remove frequencies we are not interested in 
 
System with No Filtering
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System with Bandpass Filter
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Comparison of System
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Comparison of PSD
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Dereverberation Filtering
• The acoustic channel acts as a filter
• Performance can be increased by undoing the 
channel filter
Channel Filter
f(t)
Dereverb Filter
g(t)x(t) y(t) z(t)
x(t) x(t-δ)Time delay δ
 
Dereverberation Filtering
• Need to minimize mean-square error
• Solution: Build a Wiener filter!
Dereverb Filter
g(t)y(t) z(t) x(t-δ)Σ
e(t)
- +
 
Dereverberation Filtering
• Assume a FIR filter of length N.
• Optimum filter = R-1 * p (eq. 1)
• R is NxN autocorrelation matrix
• p is Nx1 cross-correlation vector
• More information on Wiener filters can be found 
in graduate level textbooks.
(eq. 1) – Haykin, Simon.  Adaptive Filter Theory 4th ed.
 
Dereverberation Filtering
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Dereverberation Filtering
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Performance with Dereverb Filter
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No Filter Dereverb Filter
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Conclusion
• Signal filtering can be implemented to increase 
system performance
• Bandpass Filtering
• Removes unwanted frequencies
• Keeps wanted frequencies
• Dereverberation Filtering
• Uses impulse response to actively cancel out 
reverberation from the acoustic channel
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D. Enlarged Room Layouts 
 
AK 318 layout with noise recording locations 
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AK 219 layout with noise recording locations 
 
  179 
AK 318 impulse response layout 
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AK 219 impulse response layout 
 
