Abstract. We prove that the automorphism group of the semigeneric directed graph (in the sense of Cherlin's classification) is uniquely ergodic.
Introduction
One key notion in the study of dynamical properties of Polish groups is amenability. A topological group is amenable when every flow, i.e. continuous action on a compact space, admits a Borel probability measure that is invariant under the action of the group.
In recent years, the study of non-locally compact Polish groups has exhibited several refinements of this phenomenon. One of them is extreme amenability: a topological group is extremely amenable when every flow admits a fixed point (see [KPT05] ). Another one is unique ergodicity: a topological group is uniquely ergodic if every minimal flow, i.e. a flow where every orbit is dense, admits a unique Borel probability measure that is invariant under the action of the group. In this paper, all measures will be Borel probability measures.
Of course, extreme amenability implies unique ergodicity, but the converse is not true as for instance, every compact group is uniquely ergodic. Beyond compactness, though, no example is known in the locally compact Polish case and Weiss proves in [Wei12] that there is no uniquely ergodic discrete group. In fact, it is suggested page 5 in [AKL12] that in the setting of locally compact groups, compactness is the only way to reach unique ergodicity. However, some examples appear in the non-locally compact Polish case. The first of these examples was S ∞ , the group of all permutations of N equipped with the pointwise convergence topology (this was done by Glasner and Weiss in [GW02] ). Angel, Kechris and Lyons then showed, using probabilistic combinatorial methods, that several groups of the form Aut(F), where F is a particular kind of countable structure called Fraïssé limit, are also uniquely ergodic (see [AKL12] ).
A Fraïssé limit is a countable homogeneous structure whose age, i.e. the set of its finite substructures up to isomorphism, is a Fraïssé class. A class F of finite structures is a Fraïssé class if it contains structures of arbitrarily large (finite) cardinality and satisfies the following:
(HP) If A ∈ F and B is a substructure of A, then B ∈ F.
(JEP) If A, B ∈ F then there exists C ∈ F such that A and B can be embedded in C.
Examples of
Fraïssé classes include the class of finite graphs, the class of finite graphs omitting a given graph, the class of finite r-uniform hypergraphs for any r ∈ N. The unique ergodicity of the automorphism groups of the limits of those classes was proven in [AKL12] .
The Fraïssé limit of a Fraïssé class is unique up to isomorphism. By definition, Fraïssé limits are ultrahomogeneous, i.e. any isomorphism between two finite parts of the structure can be extended in an automorphism of the structure. For more details on Fraïssé classes see [Hod93] .
In [PSar] , using methods from [AKL12] , Pawliuk and Sokić extended the catalogue of uniquely ergodic automorphism groups with the automorphism groups of homogeneous directed graphs, which were all classified by Cherlin (see [Che98] ), leaving only as an open question the case of the semegeneric directed graph.
This graph, which we denote S, is the Fraïssé limit of the class S of simple, loopless, directed, finite graphs that verify the following conditions:
i) the relation ⊥, defined by x ⊥ y iff ¬(x → y ∨ y → x), is an equivalence relation, ii) for any x = x ′ , y = y ′ such that x ⊥ x ′ and y ⊥ y ′ , the number of edges from {x,
where → denotes the directed edge. We will refer to ⊥-equivalence classes as columns and to the second condition as the parity condition. The ⊥-class of an element a ∈ S will be refered to as a ⊥ . In this paper, we prove:
The method we use is different from the one found in [AKL12] and [PSar] since we do not work with the quantitative expansion property, but rather show that an ergodic measure can only take certain values on a generating part of the Borel sets. It is also different from the approach in [Tsa14] (see Theorem 7.4) which only applies when the structure eliminates imaginaries. Our method relies on the idea that if there are equivalence classes in a structure and the universal minimal flow is essentially the convex orderings regarding the equivalence classes, then the ordering inside the equivalence classes and the ordering of the equivalence classes are independent, provided that the automorphism group behaves well enough.
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Preliminaries
The starting point of our proof is common with that of [AKL12] : to prove that Aut(S) is uniquely ergodic, it suffices to show that one particular action is uniquely ergodic, namely, its universal minimal flow, Aut(S) M (Aut(S)). This is the unique minimal Aut(S)-flow that maps onto any minimal Aut(S)-flow (such a flow exists for any Hausdorff topological group by a classical result of Ellis, see [Ell69] ); an explicit description was made by Jasiński, Laflamme, Nguyen Van Thé and Woodrow in [JLNW14] . It is the closure of the space of expansions of S into a structure isomorphic to a certain structure S * . The structure S * is defined as the Fraïssé limit of the class S * of finite structures in the language L = (→, <, R), such that, S * |→ = S, < is a convex (with respect to the columns) linear ordering, i.e. the columns are intervals for the ordering, and R is a certain binary relation.
To define R, let us explain how to expand an element of S into an element of S * . Take A ∈ S with n columns and a linear ordering T = (t 1 < · · · < t n ). From T one can define a tournament
By adding one point in each column of A, one can construct a superstructure A ′ ∈ S of A and T such that A ′ has n columns and such that in A ′ , T is a transversal of the columns of A. Because of the parity condition, there are essentially n!2 ( n 2 ) ways to do so, see [PSar] Lemma 3.4 for more details. For any x ∈ A, we can define t x to be the element of the transversal in the same column as x. The structure A ′ we have constructed is enough to describe < and R in an expansion A * of A. An element A * ∈ S * is such that, if we write A ∈ S for its reduct, there exists A ′ as previously described such that:
c) <
A * restricted to a column is a linear ordering.
The result shown in [JLNW14] is:
Theorem 2. The class S * is a Fraïssé class and S * := Flim(S * ) is an expansion of S. Writing S * = (S, < * , R * ) and M (Aut(S)) the universal minimal flow of Aut(S), we have M (Aut(S)) = Aut(S) Aut(S) · (< * , R * ), where the closure is taken in the compact space {0, 1}
Since we are interested in Borel measures on Y = Aut(S) · (< * , R * ), it is important to remember that the Borel sets of this space are generated by clopen sets of the form:
) . Those sets are defined as follows.
Take 
. where for all x, y ∈ S and ε ∈ {0, 1}, (x → y) = ε means (x → y) if ε = 1 and ¬(x → y) otherwise. This is the same as identifying the arc relation → with its characteristic function on S 2 . One can observe that the rest of R on those columns can be deduced from the parity condition. This means that for all
We also define
Invariant measures
We will write G = Aut(S). Let us first define a G-invariant probability measure on Y . We define µ 0 by:
We call µ 0 the uniform measure. It is proven is [PSar] that this measure is well-defined on all Borel sets and that it is G-invariant. We want to show that it is actually the only invariant measure. Since two measures that agree on a generating part of the Borel sets are equal, we only have to check that the invariant measures coincide on U x1,...,xn,<,(ε 2 1 ,...,ε n n−1
) . In order to prove this result, we will need an ergodic decomposition theorem, thus we need to define the notion of ergodicity.
Definition. Let Γ be a Polish group acting continuously on a compact space X. A Γ-invariant measure ν is said to be Γ-ergodic if for all A measurable such that
we have ν(A) ∈ {0, 1}.
We can now state the following (see [Phe01] Proposition 12.4):
Theorem 3. Let Γ be a Polish group acting continuously on a compact space X. We write P (X) for the space of probability measures on X and M Γ (X) = {µ ∈ P (X) : Γ · µ = µ}. Then, the extreme points of M Γ (X) are the Γ-ergodic invariant measures.
Let µ be a G-invariant measure on Y . We will show that it is equal to µ 0 . We have the following preliminary results:
Similar results were proven in [PSar] . We will prove those results using different methods. The proof of Proposition 5 is very similar to what we will do later on in order to conclude and contains the key argument of this paper. Before proving Proposition 4, we state a technical Lemma that we will use throughout the paper:
We consider the structure A ∈ S that is isomorphic to ((y 1 , . . . , y k , x k+1 , . . . , x n ), →).
We can do this without any harm to the parity condition because we do not impose the edges between (x i ) i∈{k+1,...,n} and (v j ) j∈{k+1,...,n} . Since S is the Fraissé limit of S, there is an embedding from A ′ into S. To simplify, we will identify A ′ and its image. The restriction of A ′ to A is isomorphic to ((y 1 , . . . , y k , x k+1 , . . . , x n ), →) by sending y A i to y i and x A i to x i . By ultrahomogeneity, this isomorphism can be extended into an automorphism. The image of (v k+1 , . . . , v n ) by this automorphism is as needed.
Proof of Proposition 4. Let us take x 1 , . . . , x n ∈ S all in different columns. We will show that for any two families <, (ε
) .
This will give us the result, because there are n!2 ( n 2 ) such families. First, we construct g ′ ∈ G such that ) . We now want to construct h ∈ G such that
To simplify notation, we take < to be the standard ordering of [n]. We also assume that there are k < l such that β Let us take x
This is possible using Lemma 6 where {y 1 , . . . ,
By ultrahomogeneity, such a h exists, indeed we have (
. Let us prove that h gives the result.
Take E ∈ U x1,..
.,xn,<,(β j i
) . We will prove that
xn,<,(ε j i
) . For all i < j we want to prove that
. If {i, j} ∩ {k, l} = ∅, the result is obvious. Let us assume j = k and i < k, we have:
The other cases where |{i, j} ∩ {k, l}| = 1 are similar. Finally, if (i, j) = (k, l), we have: 
For all l ∈ {1, . . . , τ }, we define
This is the conditional probability of µ given V l . We remark that:
We consider ν, the pushforward of µ on LO(a 1 1 ⊥ ) by projection, and ν V l the pushforward of µ V l by the same projection. We have:
We ) . We remark that ν V l is H-invariant for all l ∈ {1, . . . , τ }.
Since LO(a 1 1 ⊥ ) is compact, by Theorem 3 if we prove that ν is H-ergodic, then we have the result: ν is an extreme point of the H-invariant measures and all the ν V l are equal to ν, thus
and this equality proves the Proposition. Let us now prove ergodicity of ν. Take A a Borel subset of LO(a 
Moreover, since we work only on one column, the ordering of two sets of disjoint points are independent. Indeed, taking (a 1 , . . . , a i ) and (c 1 , . . . , c i ′ ) two disjoint families of points in the same column, we have:
Therefore B and g · B are independent. We can now write:
The last inequality comes from the following inequalities
This proves that ν is H-ergodic and finishes the proof.
In what follows, we will show that these families of sets are µ-independent, meaning that 
We remark that this quantity is 1 m . We now define, for all i ∈ {1, . . . , m}
This is the conditional probability of µ given U i . We remark that this measure is G Uiinvariant, where G Ui is the subgroup of G that preserves U i setwise.
Proof. Let i = j ∈ {1, . . . , m}. By symmetry it is enough to show that G Ui ⊂ G Uj . We remark that all expansions in U i (resp. U j ) coincide on the entire set n k=1 x ⊥ k . We denote by R Ui and < Ui (resp. R Uj and < Uj ) the corresponding restrictions. We also write U i = U x1,...,xn,<i,(ε 2 1 (Ui),...,ε n n−1 (Ui)) . Take g ∈ G Ui . First we note that since g stabilizes < i , it has to stabilize each column, therefore it stabilizes < j .
We now want to show that
so we only have to show that (
Since G Ui only depends on {x 1 , . . . , x n }, we will denote this group by H x1,...,xn . We have the following Lemma:
Lemma 8 . For any (a 1 , . . . , a k 
Proof. We prove a stronger result: for all a ∈ S, (u 1 , . . . , u i ) ∈ S, there are infinitely many
We can define an equivalence relation ∼ on S where
We denote a ∼ the equivalence class of a. On any column, there is a finite number of equivalence classes so there must be an infinite equivalence class. Therefore, if we show that all equivalence classes within a column are in bijection, we will know that all of them are infinite. This will give us the result.
Let us show that all equivalence classes within a column are in bijection. Take two classes a ∼ and b ∼ . We can assume they agree on (u 1 , . . . , u j0 ) and disagree on (u j0+1 , . . . , u i ). We can assume that for all k, l ≤ i we have ¬(u k ⊥ u l ) because if a ∼ and b ∼ agree on one element of a column, they agree on the entire the column, thanks to the parity condition. We can also assume that ¬(a ⊥ u k ) for all k ≤ i. We only have to take an automorphism of S that sends a on b, u k on u k for any k ≤ j 0 and u k to any element v k of u ⊥ k such that a → u k iff v k → a. We can construct the (v k ) k>j0 by Lemma 6 and the automorphism by ultrahomogeneity of S. The restriction of the automorphism to a ∼ gives us a bijection from a ∼ to b ∼ .
A simple but fundamental remark is that since
We consider λ the pushfoward of µ on LO p (S), the compact set of partial orders that are total on each column and do not compare elements of different columns. Similarly, we consider λ Ui the pushfoward of µ Ui on LO p (S). We have
The rest of the proof is similar to the proof of Proposition 5: by using Lemma 8, we can prove that λ is H x1,...,xn -ergodic. Take ) . This finishes the proof of Theorem 1.
