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Fetal Alcohol Syndrome (FAS) is a clinical condition caused by excessive pre-
natal alcohol exposure and is regarded as a leading identifiable and preventable
cause of mental retardation in the Western world. The highest prevalence of
FAS was reported in the wine-growing regions of South Africa but data for
the rest of the country is not available. Required, therefore, are large-scale
screening and surveillance programmes to be conducted in South Africa in
order for the epidemiology of the disease to be understood. Efforts to this end
have been stymied by the cost and labour-intensive nature of collecting the
facial anthropometric data useful in FAS diagnosis.
Stereo-photogrammetry provides a low cost, easy to use and non-invasive al-
ternative to traditional facial anthropometry. The design and implementation
of a landmark-based stereo-photogrammetry system to obtain 3D facial infor-
mation for fetal alcohol syndrome diagnosis (FAS) is described. The system
consists of three high resolution digital cameras resting on a purpose-built
stand and a control frame which surrounds the subject’s head during imaging.
Reliability and assessments of accuracy for the stereo-photogrammetric tool
are presented using 275 inter-landmark distance comparisons between the sys-
tem and direct anthropometry using a doll. These showed the system to be
highly reliable and precise. Stereo-photogrammetry showed sub millimetre
error in precision in landmark placement for all landmarks on the doll. In
addition 100% of the inter-landmark distances were within a 1.5 mm error
range and 92.36% within a 1 mm error range when direct anthropometry and
stereo-photogrammetry were compared. An investigation into the effects of
pose using two sets of images of 5 subjects showed the stereo-photogrammetric
system to be highly reliable, with an average 72.25% of the measured distances
within a 1 mm error range.
Comparisons, using human subjects, between the imaging tool and a dysmor-










are also reported; these showed mixed results. Data for these two analyses,
however, were taken during screening exercises for FAS, and subject pose was
not controlled for during measurements.
Landmark-based morphometric analysis holds promise for quantitative assess-
ment of 3D craniofacial data. An application of facial shape analysis to char-
acterize the facial anomalies associated with fetal alcohol syndrome (FAS) in
a mixed ancestry population using two approaches is presented. One uses
generalized Procrustes analysis and principal component analysis, applied to
stereo-photogrammetrically derived 3D coordinates of landmarks taken from
thirty-four subjects (n=17 FAS and n=17 normal controls). The other ap-
proach uses generalized Procrustes analysis, regression and discriminant func-
tion analysis on the same data.
Comparisons of the FAS and control facial shapes at age 5, at age 12 and for
both groups combined, revealed that the FAS face is characterized by small
palpebral fissures, thin upper lips and midfacial hypoplasia. Classification
of subjects using leave-one-out cross-validation showed that the five-year old
group could be classified with higher accuracy than the twelve-year old group.
Finally, comparisons of the FAS faces and of the normal faces at different ages
were made using only the second morphometric approach. Greater differences
in facial shape were found between FAS individuals at different ages than for
control individuals, supporting the notion that FAS facial anomalies disappear
with age.
The stereo-photogrammetry system and facial shape analysis methods pre-













1.1 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Publication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Background 5
2.1 Fetal Alcohol Syndrome . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.1 Prevalence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.2 Craniofacial measurements . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Direct anthropometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.1 Using direct anthropometry to standardise FAS diagnosis . . . . . . 9
2.3 Indirect anthropometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.1 Photography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.1.1 Photography in FAS diagnosis . . . . . . . . . . . . . . . . 11
2.3.2 Stereo-photogrammetry . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.2.1 Stereo-photogrammetry in FAS diagnosis: distance mea-
surements . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.2.2 Stereo-photogrammetry in FAS diagnosis: facial shape
analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.3 Indirect anthropometry: 3D surface imaging . . . . . . . . . . . . . 17
2.3.3.1 3D surface imaging in FAS diagnosis . . . . . . . . . . . . 18












3 Design of a stereo-photogrammetry imaging tool 22
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2 Theoretical background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2.1 Direct Linear Transform . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.2 Bundle adjustment . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.3 Practical considerations . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3 The stereo-photogrammetry imaging tool . . . . . . . . . . . . . . . . . . . 28
3.3.1 Design specifications . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.2 Calibration frame . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3.3 Camera base and imaging components . . . . . . . . . . . . . . . . 30
3.3.4 The remote switch . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3.5 Software used in analysis . . . . . . . . . . . . . . . . . . . . . . . . 31
3.4 Calibration and testing of tool . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.4.1 Determining 3D coordinates of the calibration frame . . . . . . . . 32
3.4.2 Camera calibration using the control markers . . . . . . . . . . . . 33
3.4.3 Camera calibration drift . . . . . . . . . . . . . . . . . . . . . . . . 34
3.4.4 Camera synchronization . . . . . . . . . . . . . . . . . . . . . . . . 36
3.5 Chapter discussion and original contribution . . . . . . . . . . . . . . . . . 36
4 Stereo-photogrammetric Reliability and Precision 40
4.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.2 Statistical metrics of precision and reliability . . . . . . . . . . . . . . . . . 42
4.3 Validating the stereo-photogrammetric imaging tool . . . . . . . . . . . . . 43
4.3.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.3.1.1 Reliability of the imaging tool . . . . . . . . . . . . . . . . 44
4.3.1.2 Precision of direct anthropometry . . . . . . . . . . . . . . 44
4.3.1.3 Precision of the imaging tool . . . . . . . . . . . . . . . . 45
4.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3.2.1 Reliability of the imaging tool . . . . . . . . . . . . . . . . 46
4.3.2.2 Precision of direct anthropometry . . . . . . . . . . . . . . 46
4.3.2.3 Precision of the imaging tool . . . . . . . . . . . . . . . . 48
4.4 Comparing clinical and imaging tool measurements . . . . . . . . . . . . . 50
4.4.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.4.1.1 Study sample . . . . . . . . . . . . . . . . . . . . . . . . . 50












4.4.1.3 Estimating the effects of pose . . . . . . . . . . . . . . . . 51
4.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.4.2.1 Inter-modality reliability of eye measurements . . . . . . . 52
4.4.2.2 Effects of pose . . . . . . . . . . . . . . . . . . . . . . . . 52
4.5 Two indirect anthropometry imaging tools . . . . . . . . . . . . . . . . . . 53
4.5.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.5.1.1 Vectra 3D . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.5.1.2 Study sample . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.5.1.3 Comparability . . . . . . . . . . . . . . . . . . . . . . . . 55
4.5.1.4 Assessing bias . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.5.2.1 Comparability . . . . . . . . . . . . . . . . . . . . . . . . 56
4.6 Chapter discussion and original contribution . . . . . . . . . . . . . . . . . 58
5 Facial Shape Analysis 65
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.2 Theoretical background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.2.1 Definition of shape . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.2.1.1 Procrustes superposition . . . . . . . . . . . . . . . . . . . 67
5.2.1.2 Shape spaces and multivariate analysis . . . . . . . . . . . 70
5.2.1.3 Principal component analysis . . . . . . . . . . . . . . . . 70
5.2.1.4 Symmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.3 Facial shape analysis: introduction to two studies . . . . . . . . . . . . . . 73
5.3.1 Study sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.3.2 Shape data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.4 Facial shape analysis using principal components . . . . . . . . . . . . . . 77
5.4.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.4.1.1 Discriminant function analysis of Procrustes residuals . . . 77
5.4.1.2 Principal component analysis . . . . . . . . . . . . . . . . 77
5.4.1.3 Feature selection . . . . . . . . . . . . . . . . . . . . . . . 78
5.4.1.4 Classification . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.4.2.1 Discriminant function analysis . . . . . . . . . . . . . . . . 79
5.5 Facial shape analysis with regression for age and size correction . . . . . . 85












5.5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.6 Chapter discussion and original contribution . . . . . . . . . . . . . . . . . 94
6 Overview 100
6.1 Conclusions and recommendations . . . . . . . . . . . . . . . . . . . . . . . 102













2.1 Some FAS facial anomalies . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 A stereo-photogrammetric imaging tool . . . . . . . . . . . . . . . . . . . . 14
2.3 Landmarks used in previous facial shape analysis . . . . . . . . . . . . . . 17
2.4 A typical surface scan image . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5 Two FAS diagnostic criteria . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.1 The idealized pinhole camera . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 The calibration frame structure . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3 The degrees of movement of control frame . . . . . . . . . . . . . . . . . . 30
3.4 The camera imaging station . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.5 Calibrating the calibration frame . . . . . . . . . . . . . . . . . . . . . . . 32
3.6 Calibration frame showing different regions . . . . . . . . . . . . . . . . . . 34
3.7 Camera calibration in Australis . . . . . . . . . . . . . . . . . . . . . . . . 35
3.8 Synchronization using an oscilloscope . . . . . . . . . . . . . . . . . . . . . 36
4.1 Difference between precision and accuracy . . . . . . . . . . . . . . . . . . 41
4.2 Landmarks in reliability assessment . . . . . . . . . . . . . . . . . . . . . . 45
4.3 Inter-operator differences: direct anthropometry . . . . . . . . . . . . . . . 47
4.4 Precision of stereo-photogrammetry imaging tool . . . . . . . . . . . . . . 49
4.5 Eye distance measurements . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.6 Different poses of one subject . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.7 The Vectra 3D Scanner. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.8 Vectra 3D and stereo-photogrammetry imaging tool correlation . . . . . . . 57
4.9 Vectra 3D vs. stereo-photogrammetry mean differences . . . . . . . . . . . 59
5.1 Shape comparison using Procrustes superposition. . . . . . . . . . . . . . . 68












5.3 Objective symmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.4 Objective symmetry correction . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.5 Landmarks used in facial shape analysis . . . . . . . . . . . . . . . . . . . 76
5.6 Shape variation of PC2 and PC5 for five-year olds . . . . . . . . . . . . . . 82
5.7 Shape variation of PC6 and PC5 for twelve-year olds . . . . . . . . . . . . 83
5.8 Shape variation of PC1 and PC5 for all subjects . . . . . . . . . . . . . . . 84
5.9 Regression for size correction . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.10 Comparison of centroid size in the FAS and the normal groups . . . . . . . 88
5.11 Shape differences for five-year olds . . . . . . . . . . . . . . . . . . . . . . . 89
5.12 Shape differences for twelve year olds . . . . . . . . . . . . . . . . . . . . . 91
5.13 Shape differences for all subjects . . . . . . . . . . . . . . . . . . . . . . . . 92
5.14 Shape differences for FAS and normal subjects at different ages . . . . . . 94
5.15 A comparison of the FAS facial presentation for both approaches. . . . . . 99
A.1 Feature selection and classification of five year old subjects . . . . . . . . . 105
A.2 Feature selection and classification of twelve year old subjects . . . . . . . 106













PC(r) Principal component r
SPRi Procrustes residuals coordinates
x0, y0 Position of the principal point relative to the reference system fixed within the
image plane
X0, Y0, Z0 Exterior orientation position parameters
SPi Procrustes fit coordinates
C Perspective centre
L1, . . ., L11 DLT parameters
r11, . . ., L33 Rotation matrix elements
x, y 2D image space coordinate system
X, Y , Z 3D object space coordinate system
Greek Symbols
∆x, ∆y lens distortion parameters
ω, ϕ, κ Exterior orientation rotation parameters













Fetal Alcohol Syndrome (FAS) is a clinical condition caused by excessive maternal con-
sumption of alcohol during pregnancy (Burd et al., 2003). It is widely regarded as a leading
identifiable and preventable cause of mental retardation and neurological deficit in the
Western world. The highest prevalence of FAS worldwide was reported among first-grade
children in a wine-growing region in the Western Cape province of South Africa at ap-
proximately 68.0 - 89.2 per 1000 children (May et al., 2007). The frequency of occurrence
of the condition in other regions of South Africa is not known and must be determined.
It is imperative that large-scale screening and surveillance programmes be conducted in
order for the epidemiology of the syndrome to be understood and effective intervention
measures to be introduced. This will require cheap, fast and non-labour intensive meth-
ods, because South Africa has other competing health issues including HIV/AIDS and
tuberculosis.
Diagnosis of FAS depends on evidence of growth retardation, CNS neurodevelopmental
abnormalities and a characteristic pattern of facial anomalies, specifically short palpebral
fissure length, smooth philtrum, flat upper lip and flat midface, in addition to a positive
history of the patient’s mother having consumed alcohol during pregnancy (Hoyme et al.,
2005). The facial phenotype associated with FAS has been emphasized in clinical diagnosis
(Clarren et al., 1987). Traditionally, diagnosis of the facial anomalies associated with FAS
used the “gestalt” method. In the hands of trained dysmorphologists, this method can be
sufficiently accurate and reproducible for diagnosing the condition (Clarren et al., 1987). If
misdiagnosis occurs, however, this adversely affects the patient through stigmatisation and
can severely stifle any screening and prevalence efforts that could help track the disorder












will therefore be useful. Attempts have been made to standardize the diagnosis of the
FAS facial features by introducing a quantitative case definition derived both from direct
anthropometric and indirect photogrammetric methods (Astley & Clarren, 1995, 1996,
2000; Moore et al., 2001, 2002).
Current methods of identifying the FAS facial phenotype rely on linear distances,
neglecting the shape information contained in the relative positions of the facial landmarks
that define these distances. Statistical shape analysis has been used in the identification
of syndromes that display facial dysmorphology and holds promise in the characterisation
of the FAS facial phenotype (Mutsvangwa & Douglas, 2007).
This thesis explores the use of a cheap, non-labour intensive, but accurate imaging
system that produces three-dimensional (3D) facial information, together with objective
analytical methods to aid in diagnosis of and screening for FAS. A detailed assessment
of reliability and precision of the imaging tool is presented by means of comparisons of
repeated measurements on an annotated doll, and comparisons of the imaging tool with
a dysmorphologist and with the commercially available Vectra 3D system in obtaining
inter-landmark distance measurements on human subjects. Two methods of facial shape
analysis using 3D landmark data obtained using the imaging tool are presented. The two
methods are compared in their characterization of the FAS facial shape. Both methods are
used to provide some insight into the FAS facial phenotype at different ages by comparing
the FAS and the normal facial shapes at five and at twelve years of age. The notion that
the FAS facial anomalies disappear with age, is tested using shape analysis. Specific
methodologies for the consideration of extrinsic factors of shape variability such as age
and size are applied. Classification of subjects using pattern recognition techniques is
demonstrated.
Approval for the component of the work involving human subjects was obtained from
the Research Ethics Committee of the Faculty of Health Sciences, University of Cape
Town. Informed written consent was obtained from the parents/guardians of all subjects.
1.1 Objectives
The objectives of the project described here were to demonstrate the use of an inexpensive
stereo-photogrammetric imaging tool to obtain the 3D coordinates of facial landmarks in
children and to use these landmarks to characterize the FAS facial phenotype in a sample
population by way of geometric morphometric methods. The following steps were taken












1. Designing and constructing a cheap, portable, easy-to-use stereo-photogrammetric
imaging tool capable of imaging large numbers of subjects at different ages, including
infants.
2. Testing of the system for reliability and precision using a doll and human subjects.
3. Capturing images of subjects with FAS and controls in the Northern Cape regions
of South Africa.
4. Using facial shape analysis to characterize the FAS facial phenotype for the study
population.
5. Classification of subjects into two groups, FAS and normal, on the basis of their
facial shape, using pattern recognition algorithms.
1.2 Thesis outline
Chapter 2 begins with a background to FAS, the current method of diagnosis and preva-
lence statistics of the syndrome. Alternative anthropometric methods used in obtaining
data for assessing the FAS facial anomalies are then described including photography,
stereo-photogrammetry and laser scanning. Statistical techniques used in analysing an-
thropometric data are presented and they include, linear-based methods, Likert scales,
pattern profiling and geometric morphometrics. The chapter concludes with a brief de-
scription of the various diagnostic criteria used in clinical assessment of FAS.
Chapter 3 begins with a description of the theoretical framework underlying stereo-
photogrammetry. The two main methods used are the direct linear transform and bundle
adjustment. Practical considerations in designing a stereo-photogrammetry imaging tool
are listed before the specific imaging task required from the imaging tool is presented.
Next, the process of developing the imaging tool is described, including calibration of the
frame and cameras and a description of system components. Preliminary system tests are
reported.
Chapter 4 begins with an overview of how accuracy and reliability have been assessed
in both direct and indirect anthropometry. Studies comparing anthropometric measure-
ments obtained from a doll and from children using direct anthropometry and stereo-












stereo-photogrammetry and the commercial Vectra 3D system are then compared. A dis-
cussion of the general performance of the stereo-photogrammetry method concludes the
chapter.
Chapter 5 is concerned with the application of geometric morphometrics in characterising
the FAS facial shape. The chapter begins with some theoretical background on facial shape
analysis. Two approaches to facial shape analysis with respect to FAS are presented. One
uses principal component analysis with the application of pattern recognition algorithms
for classification and the other uses regression for size and age correction, before the use
of discriminant function analysis for classification. The results of both approaches are
reported, compared and discussed.
Chapter 6 provides a final discussion of the work presented. Conclusions are drawn and
recommendations for future work are made.
1.3 Publication
Some of the work covered in Chapters 3 and 4 has been accepted for publication as follows:
Mutsvangwa TEM, Smit J, Hoyme EH, Kalberg W, Viljoen DL, Meintjes EM, Douglas
TS. Design, construction and testing of a stereo-photogrammetric tool for the diagnosis
of fetal alcohol syndrome in infants. IEEE Transactions on Medical Imaging, in press.
The author of this thesis was responsible for the design and testing of the system














2.1 Fetal Alcohol Syndrome
A syndrome is a recognizable pattern of malformations, and/or disruptions occurring
together to characterize a particular disease (Hunter, 2002). FAS is the most severe
syndrome of the range that falls under the umbrella term fetal alcohol spectrum disorders
(FASD) (Astley, 2006) and is widely regarded as a leading identifiable and preventable
cause of mental retardation and neurological deficit in the Western world (Burd et al.,
2003). It is recognized as a major public health concern in most societies worldwide
and is known to affect all racial and ethnic groups (Manning & Hoyme, 2007). Jones
& Smith (1973) set forth diagnostic criteria for FAS and this definition has changed
very little over the past three decades. Specifically, FAS is defined by prenatal and/or
postnatal growth retardation, central nervous system dysfunction, reflected in mental and
behavioural deficits and a unique collection of minor facial anomalies (Astley & Clarren,
1995; Burd et al., 2003; Clarren et al., 1987; Jones, 1986; Jones & Smith, 1973; Manning &
Hoyme, 2007; May et al., 2000, 2007). Prenatal alcohol exposure does not always result in
FAS. Previously, the term Fetal Alcohol Effects (FAE), first used in 1978 (Sampson et al.,
1997), was used to refer to behavioural and cognitive problems in individuals with prenatal
alcohol exposure but without full-blown FAS (Astley & Clarren, 2000). The term has been
abandoned in the mainstream due to its broad definition which brackets, for example,
individuals who were exposed prenatally to alcohol and exhibit mild cognitive disabilities
with individuals who may have been exposed to heavy doses of alcohol in the womb
and present severe signs of FAS but no facial anomalies associated with the syndrome.











2.1 Fetal Alcohol Syndrome
inappropriately implies a certifiable causality between alcohol exposure and the outcome.
The Institute of Medicine (IOM 1996), described three other outcomes from fetal alcohol
exposure. Partial fetal alcohol syndrome (PFAS) includes the FAS facial anomalies, but
only one of the following: growth retardation, structural brain deformities and cognitive
abnormalities. Alcohol related birth defects (ARBD) require confirmed maternal exposure
to alcohol, the FAS facial phenotype and more than two congenital structural defects
relating to other organ systems in the body. The fourth outcome is alcohol-related neuro-
developmental disorders (ARND), which requires confirmed maternal alcohol exposure
and at least one of the following: structural brain abnormalities, microcephaly or evidence
of behavioural or cognitive inconsistencies (Manning & Hoyme, 2007). Partial fetal alcohol
syndrome, ARBD and ARND can be considered “less severe” manifestations of FAS and
could also relate to the timing of alcohol exposure during pregnancy, the genetic factors
in the mother or fetus affecting alcohol metabolism or susceptibility, and the dose of
alcohol consumed, all of which can modify the outcome of exposure (Sampson et al.,
1997). Differentiating between FAS and the partial forms of the syndrome is difficult
since criteria overlap and the physical and behavioural expression can be widely variable
among individuals (Burd et al., 2003).
The effects of FAS are not reversible. Individuals with the syndrome have to live
with life-long disabilities. Compounding the primary disabilities are secondary effects
including diminished self esteem, depression, a reduced capacity to integrate socially,
school failure because of the associated neurological deficits, and social chastisement from
society (Astley & Clarren, 1995). They may display inappropriate sexual behaviour, and
often end up in juvenile detention should the syndrome go unnoticed (Chudley et al.,
2005). The secondary effects of FAS are costly for the individual, family and society at
large. The potential of cost saving from early detection and intervention is high (Astley
& Clarren, 1995). In addition, prevention has the capacity to save money (in the United
States, the cost of care for FAS is US $1.4-2.0 million per lifetime per case) (Klug & Burd,
2003). Early detection and prevention of secondary disabilities depends on accurate and
reliable diagnostic aids and screening tools (Astley & Clarren, 1996). The failure to
diagnose FAS is a consequence of the difficulty of diagnosis. Growth retardation and
neurological disorders can be accurately and reliably determined although neither nor both
combined are specific to FAS. Although brain damage is the most significant disability
for individuals exposed to prenatal alcohol exposure (Astley & Clarren, 2000), the unique
pattern of facial anomalies is the only feature from the diagnostic definition of FAS that











2.1 Fetal Alcohol Syndrome
1973). The case definitions for FAS diagnosis have therefore focused on the unique cluster
of features.
2.1.1 Prevalence
The prevalence of FAS in the developed world has been estimated at 0.97 per 1000 live
births (May et al., 2007). In the United States the estimate is between 0.33 and 2 per
1000 (Burd et al., 2003). The highest prevalence reports for FAS worldwide have been
from the Western Cape Region of South Africa, with 40.5-46.4 cases per 1000 first grade
children reported by May et al. (2000), 65.2 - 74.2 per 1000 by Viljoen et al. (2005)
and 68.0 - 89.2 per 1000 by May et al. (2007). These figures pertain to full-blown FAS,
which is only one of the outcomes of prenatal alcohol exposure. Prevalence of FASD is
expected to be higher with some estimates at 9-10 per 100 (Manning & Hoyme, 2007).
Several studies have been done on the prevalence in South Africa (Croxford & Viljoen,
1999; May et al., 2000, 2004, 2005, 2007, 2008; Viljoen et al., 2002, 2005). The focus
has been in urban areas and the wine-growing regions of the Cape province. Other
regions of South Africa have not been investigated. Understanding the epidemiology of
the syndrome in this country requires large-scale screening and surveillance programmes,
which would allow effective intervention measures to be introduced. However, because
of South Africa’s other competing health issues, namely HIV/AIDS and tuberculosis,
resources and expertise available for such programmes are limited.
2.1.2 Craniofacial measurements
Traditionally, diagnosis of FAS from facial features used the “gestalt” method. In the
context of FAS diagnosis, this refers to a method where the whole face is considered as
a unit and not just the sum of its parts. The gestalt method, an intrinsically qualitative
approach, is considered an acceptable standard of syndrome diagnosis that can, when used
by a trained professional, be sufficiently accurate and reproducible (Astley & Clarren,
1995). When the gestalt method is used for a syndrome such as FAS, however, which
can present in subtle forms and is influenced by ethnic variations (Moore et al., 2007),
accuracy may come into question, especially when such an approach is used by less trained
individuals. In some areas of the world, diagnosis is sometimes performed by general
practitioners or paediatricians as opposed to trained dysmorphologists. This can lead to
diagnostic inaccuracy which in turn curtails the screening and surveillance efforts of the












diagnosis, using facial features, has been the goal of several research groups over the
past decade (Astley, 2004; Astley & Clarren, 1995, 1996, 2000; Clarren et al., 1987; Fang
et al., 2008; Huang et al., 2005; Meintjes et al., 2002; Moore et al., 2001, 2002, 2007;
Mutsvangwa & Douglas, 2007). Sampson et al. (1997) lists the facial anomalies that are
typical in FAS. They can be divided into two categories: descriptive anomalies which
include short palpebral fissures, midfacial hypoplasia, smooth philtrum and a thin upper
lip; and associated features which include epicanthal folds, low nasal bridge, minor ear
anomalies, short noses and micronathia.
2.2 Direct anthropometry
Quantitatively delineating the FAS facial phenotype requires measurements of the fa-
cial anomalies associated with the condition. Anthropometry is defined as the biological
science of measuring size, weight and proportions of the human body (Farkas, 1994), espe-
cially on a comparative basis. Direct anthropometry relates to measurements taken from
the human body using physical measurement devices and usually involves some level of
contact with the parts of the body being measured. Lengths, angles and circumferences
of body features lend themselves to direct anthropometric measurement. Instruments
used in direct anthropometry include hand-held callipers, rulers, cloth tapes and protrac-
tors. In the FAS context, direct anthropometry has been and is still used to measure
eye distances (inner canthal, outer canthal, interpupillary and palpebral fissure lengths),
philtrum length, head circumference, etc., which are compared with population norms
(Astley & Clarren, 1995; Moore et al., 2002). These measurements are centred around
the craniofacial area and generally require intimate contact between the face and the mea-
suring instrument. In vulnerable areas such as the eyes this can be potentially hazardous,
especially when taking measurements of infants or syndromic patients. In addition to the
risk of injury, there is also the risk of measurement error due to parallax and, because
measurements can be time-consuming, investigator fatigue and patient discomfort. Some
facial anomalies considered part of the FAS facial phenotype, such as philtrum smooth-
ness, do not lend themselves to measurement using physical instruments. Advantages
of taking measurements from the body using direct anthropometry are the relative ease
of use and low cost of the measuring instruments. Direct anthropometry also offers the
ability to take measurements of areas of the head and face covered by hair and allows mea-
surements that require special techniques (e.g. taking measurements of bony landmarks












2.2.1 Using direct anthropometry to standardise FAS diagnosis
Astley & Clarren (1995) used a combination of direct anthropometry and 3-point Lickert
scale ratings (see Figure 2.1) of some features in their proposed FAS screening tool. The
purpose of their study was to derive, by comparison with the then gestalt gold standard,
a multivariate, quantitative case definition for the FAS facial phenotype. Their study
population consisted of mixed race groups (0.2-10 years of age), 194 subjects (39 FAS and
155 controls) in total. They took several morphometric measurements including those
from the eyes, midface and mouth, together with weight, height and occipital frontal cir-
cumference to make a total of 13 physical and facial measures. The study population was
split into two and one group (20 FAS and 77 controls) was used to create a list of the
most differentiating features between FAS subjects and normal controls using discrimi-
nant function analysis. The discriminant function found using data from the first group
was applied to the second group (19 FAS and 78 controls). The discriminant function
identified thin upper lip, smooth philtrum and small palpebral fissures as the three fea-
tures that best discriminated between children with and without FAS. A classification
of the first group using the discriminant function resulted in 100% sensitivity and 90%
specificity. Sensitivity is defined as the proportion of true positives correctly identified as
positive and specificity is defined as the proportion of true negatives correctly identified as
negative. Accuracy is the proportion of true results (both positive and negative) from the
sample. Application of the function to classification of the second group resulted in 100%
sensitivity and 87.3 % specificity. The study sucessfully identified which features were
more relevant in differentiating FAS and normal subjects. The study did not, however,
reveal the extent of deviation from the norm for which a feature would become indicative
of FAS.
Moore et al. (2001) used direct anthropometry to take 21 craniofacial measurements
of individuals exposed prenatally to alcohol and control subjects, in order to obtain an
objective, multivariate case definition of FAS and partial fetal alcohol syndrome (PFAS).
They used discriminant analysis with stepwise variable selection to find the subset of cran-
iofacial measurements that best differentiated the three groups (FAS, PFAS and controls).
Discriminant analysis identified two craniofacial measurements (head circumference and
bigonial breadth) that could distinguish between FAS and controls with 100% accuracy.
They also found that five measurments (head circumference, bigonial breadth, midfacial












children with PFAS with 88% accuracy. More importantly, discriminant analysis identi-
fied six craniofacial measurements (minimal frontal breadth, bigonial breadth, midfacial
depth, palpebral fissure length, head circumference and maxillary arc) that could distin-
guish between alcohol exposed and non-alcohol exposed subjects with 98% sensitivity and
90% specificity. Their study demonstrated the use of objective measurements in extending
the use of the facial phenotype from identifying individuals with the most obvious facial
disruptions to including individuals with moderate expressions of the facial anomalies due
to prenatal alcohol exposure.
Figure 2.1: A: Philtrum Lickert scales for two ethnic groups, Caucasian and African
American. and B: A palpebral fissure length measurement using a clear hand-held ruler.
(Adopted and modified with permission from Astley (2004)).
In a later study, Moore et al. (2002) used 21 anthropometric measurements from 100
prenatally alcohol exposed and 31 control subjects standardized to age- and sex-matched
population norms. They then employed multivariate statistical methods on the normal-
ized data to assess for: significant craniofacial measurements differentiating three groups
(FAS, PFAS and controls), and the effects of race and age on diagnostic classifications;
they finally created a pattern profile for each group which they used to determine the
degree of similarity between groups. Their results showed the pattern profile of the FAS
sample to be significantly smaller than the PFAS group and the reference controls for












between the reference and the FAS group. They also reported that there existed a unique
pattern profile seen in the alcohol exposed groups (both FAS and PFAS) which was not
only related to size, but facial shape.
2.3 Indirect anthropometry
2.3.1 Photography
Measurements from photographs offer several advantages over direct anthropometry. The
outlines of a photograph do not move during a measurement, in contrast with direct mea-
surements. Obtaining photographs is generally faster than taking measurements directly.
The measurements can be repeated, if necessary, from photographs, whereas repeated
direct measurements of the subject may not be possible. Photographs, however, also have
disadvantages compared to direct anthropometry. Photographs need some measure of
scale, otherwise only ratios of measurements can be compared. They are also vulnerable
to lighting conditions and photographic distortion during imaging. The 2D nature of pho-
tographs makes it impossible to measure tangential arcs. For the best results the subject
is required to be photographed with landmarks marked on the skin and a standardized
positioning of all images, both of which may not always be possible. Guidelines exist
however, for both image acquisition and taking measurements (Farkas, 1994).
2.3.1.1 Photography in FAS diagnosis
Clarren et al. (1987) used photographs in assessing the facial manifestations of fetal al-
cohol exposure. Copies of full face and lateral facial photographs of 42 subjects (twenty
one 7-year old children exposed to heavy quantities of alcohol and twenty one 7-year old
children with negligible alcohol exposure) were sent to each of seven clinical experts to be
screened for a FAS-related facial appearance. In addition, newly introduced morphome-
tric methods were used to analyse the same photographs for facial shape characteristics
that differentiated the two groups of subjects from each other. The morphometric method
they employed used 2D landmarks digitized from the images. The analysis used trian-
gles defined by sets of three landmarks. Mean shapes of these triangles were compared
between the alcohol exposed and the non-alcohol exposed subjects and the results con-
firmed the facial phenotype identified by the experts; the facial phenotype consisted of












was the first reported use of shape analysis methods to describe the facial appearance
associated with fetal alcohol exposure.
In a follow-up to their previous work on defining a screening tool for FAS diagnosis
(Astley & Clarren, 1995), Astley & Clarren (1996) employed anthropometric measure-
ments from photographs, consisting of: one ocular measurement, namely a reduced palpe-
bral fissure length/inner canthal distance ratio, the phenotypic expression of philtrum
smoothness and upper lip thinness as recorded from a five-point Likert scale, upper lip
thinness as measured by an objective metric of shape called circularity, and philtrum
smoothness as measured by an objective metric called pixel luminosity. Their study
population consisted of 42 subjects (0 to 27 years of age) with FAS and 84 controls, age-
matched without FAS. They split the data set into two equal groups of 63 members each
matched on age, gender and race and used the first group to identify the best features
that differentiated individuals with and without FAS. The second group was used for
cross-validation. Using stepwise discriminant analysis they identified three facial features
(reduced palpebral fissure length/inner canthal distance ratio, smooth philtrum measured
on the Likert scale, and thin upper lip measured on a continuous scale) as the cluster of
features that differentiated individuals with and without FAS with 100% accuracy for both
groups. This study illustrated that FAS diagnosis could be performed accurately using
objective measurements of facial anomalies only and ultimately led to the establishment
of the widely adopted 4-Digit Diagnostic Code (Astley & Clarren, 2000).
The 4-Digit Diagnostic code uses a coding system and images to quantify the mag-
nitude of expression of four key diagnostic features in the following order (1) growth
defiency; (2) the FAS facial phenotype; (3) brain dysfunction; (4) gestational alcohol
exposure (Astley, 2006; Astley & Clarren, 2000). The magnitude of expression of each
feature is ranked independently on a four-point Likert scale with 1 reflecting the com-
plete absence of the FAS feature and 4 reflecting a strong “classic” presence of the FAS
feature. Nine unique diagnostic categories ranging from “no cognitive/behavioural or sen-
tinel findings detected” to “FAS” can be used to diagnose individuals of all ages and races
who present across the full spectrum of alcohol exposures and outcomes. This method
was developed using medical/research records of 1014 patients diagnosed at the Washing-
ton State Fetal Alcohol Syndrome and Diagnostic and Prevention Network in the United
States. Typically, a FAS diagnosis requires ranks of 3 or 4 in all the four diagnostic feature
categories. The use of the diagnostic code was compared to a traditional diagnosis for












(AFAS) or possible fetal alcohol effects (PFAE). The outcomes were more accurately and
comprehensively documented by the new method (Astley & Clarren, 2000).
Huang et al. (2005) note that photographic measurements are limited to point-to-
point or curvature-based geometrical features, while facial pattern analysis has no such
restrictions. Huang et al. (2005) developed an automated feature selection algorithm on
a training set that applied principal component analysis to project the face image from
a 2D frontal photograph to a lower dimensional face subspace. Multidimensional linear
discriminant analysis was then used for classification of new subjects. In general, pattern
recognition methods attempt to find the best subset of features that can discriminate
between two groups. The approach employed by Huang et al. (2005) achieved modest
results (a FAS identification sensitivity of 59% and specificity of 62%). It did, however,
show the potential to categorize faces with respect to the presence of FAS without making
assumptions about the selection of facial features to be measured.
2.3.2 Stereo-photogrammetry
Static stereo-photogrammetry refers to the special case where 3D information of a scene
can be extracted from static 2D images (Douglas, 2004). This form of photogrammetry al-
lows a rapid and inexpensive way of acquiring 3D information. It offers all the advantages
of photography over direct anthropometry with the added advantage of acquisition of 3D
data. This in turn allows more sophisticated data analysis, better able to deal with the
inherent 3D nature of the human form. The main disadvantage of static photogrammetry
is that only 3D landmarks lying on boundaries of a structure (for example the corners
of the mouth) can easily be identified. Points on smooth surfaces, e.g. on the forehead,
cheeks and chin, are not easily measurable (Farkas, 1994).
2.3.2.1 Stereo-photogrammetry in FAS diagnosis: distance measurements
Static stereo-photogrammetry has been used as an alternative to direct anthropometry in
diagnosing the FAS facial phenotype (Douglas et al., 2003b; Grobbelaar & Douglas, 2007;
Meintjes et al., 2002; Mutsvangwa & Douglas, 2007). Meintjes et al. (2002) developed a
stereo-photogrammetry imaging tool to measure facial dysmorphology in children. The
tool consisted of a control frame comprising a head-and a chin-rest with vertical supports
on each side (the tool is shown in Figure 2.2). The tool was designed with 11 well dis-
tributed retro-reflective control markers. The 3D coordinates of these makers were known,












several occur in the eye region; inner-canthal, outer canthal and interpupillary distances
of subjects were measured from images taken using the imaging tool. These measure-
ments were then compared with measurements that were performed by dysmorphologists
in the conventional manner, i.e. using direct anthropometry. No statistically significant
difference between palpebral fissure lengths obtained using the direct and indirect modal-
ities were found. Discrepancies in the inner canthal and interpupillary distances were
attributed to parallax and possible eye movement of subjects during clinical evaluation.
Figure 2.2: A static stereo-photogrammetry imaging tool.
In a follow-up study, automated eye feature extraction was attempted using images of
7-year old subjects taken using the imaging tool (Douglas et al., 2003b). Measurements
obtained using an automatic eye extraction algorithm were compared to those taken
manually from the images for four eye distances (palpebral fissure length, inner-canthal,
outer-canthal and interpupillary distances). Average absolute differences between the
automated and manual methods were less than 1mm for palpebral fissure length and
interpupillary distance. The difference between palpebral fissure lengths measured using
the two methods was less than 1mm for 80.4% of the subjects, while 100% of the subjects
had a less than 1mm difference for interpupillary distance. Inner-canthal and outer-
canthal distances did not compare favourably. The reason the authors proferred for the
differences in measurements between the two methods, was that landmarks defining the
inner- and outer canthal distances were selected at different depths in the stereo images.
They also suggested that another likely source of error was the innaccuracy in automated
selection of corrresponding points between the stereo images.
The role of depth in eye distance measurements (Douglas et al., 2003c) and in eye












surements obtained using single- and stereo-photogrammetry. Using images obtained
from the above stereo-photogrammetry imaging tool, an operator took measurements of
the eyes (inner-canthal, outer canthal and interpupillary distances) and lips (upper lip
width and upper lip height). These measurements are considered relevant in FAS diag-
nosis. The images were taken from single and stereo photographs. In both cases they
reported no differences between measurements in 2D (ignoring depth) and 3D in an ide-
alized system where the real-world coordinates of points were known from 3D calibration
of stereo photographs. However, differences were found between measurements taken
from single frontal photographs and those obtained using stereo-photogrammetry. They
concluded that measurements from single frontal photographs are prone to errors due to
misalignment of the camera, the face and the calibration frame.
2.3.2.2 Stereo-photogrammetry in FAS diagnosis: facial shape analysis
Multivariate statistical procedures applied to distances, angles and distance ratios have
been the standard way of assessment of facial anomalies associated with FAS (Astley
& Clarren, 1995, 1996; Moore et al., 2001, 2002, 2007; Naidoo et al., 2006) regardless
of data acquisition modality. The limitations of using these measurements in anthro-
pometric analyses have been well documented (Slice, 2005). Primarily, the limited set
of linear distances, ratios or angles often fail to capture the entire spatial arrangement
between the landmarks from which they are derived. Analysis of the FAS facial pheno-
type by using geometric morphometrics applied to 3D landmarks obtained with static
stereo-photogrammetry was demonstrated by Mutsvangwa & Douglas (2007). Geometric
morphometric methods retain all geometric information while simultaneously providing a
statistical platform to investigate biological organisms in a quantitative way (Slice, 2005).
In addition, the results of the analyses can be readily related back to the physical space
of the specimens and graphically viewed.
Mutsvangwa & Douglas (2007) used Procrustes analysis, principal component anal-
ysis and discriminant analysis (geometric morphometric methods are described in detail
in Chapter 5) on 3D landmarks obtained from images using the stereo-photogrammetry
imaging tool described above. Study data were obtained during the screening of first-grade
children from disadvantaged communities in the Gauteng and Northern Cape Provinces
of South Africa for FAS. Twenty normal and 14 FAS subjects were used in the analysis.
The landmarks included those lying on features reported to be the most significant indi-












philtrum and the upper lip and landmarks in the mid-facial region that may be affected
by midfacial hypoplasia in FAS subjects (see Figure 2.3). The 3D landmarks were used to
compare the facial shapes defined by features associated with FAS in subjects with FAS
and normal controls in an attempt to characterize the facial phenotype associated with
FAS. The analysis revealed significant differences in facial shape between the two groups,
broadly confirming the FAS gestalt reported in the literature. Some disagreement in the
characteristic FAS facial shape between the results obtained and those reported in the
literature may have been due to ethnic variation.
The advantage of using geometric morphometrics in the assessment of the FAS facial
phenotype is the ability to give a comprehensive description of the overall facial shape
with a small number of landmark measurements that are statistically unrelated (Hala-
zonetis, 2004). The number of biologically homologous landmarks that may precisely and
reliably be identified using the stereo-photogrammetric approach, is limited. Biologically
corresponding points on soft tissue surfaces such as the cheek, chin and forehead are not
easily located, although some shape information found on these surfaces may be useful
in characterising the facial phenotypes of some syndromes (Hammond et al., 2004). An-
other limitation to the approach used in the Mutsvangwa & Douglas (2007) study was
that corresponding landmarks had to be chosen from two separate images, contributing
to some measurement error while also being a very time-consuming endeavour.
To eliminate the time-consuming process of manually selecting landmarks from stereo
images, Grobbelaar & Douglas (2007) introduced an algorithm that automatically found
matched feature points on the second of a pair of stereo images, albeit, after manual
selection of landmarks on the first image. Eye measurements, namely palpebral fissure
length, interpupillary distance, inner-canthal distance and outer-canthal distance, as well
as distances that can be used to approximate the circularity of the upper lip, were obtained
using the manual method of marking both images, and the method of automatic marking
of the second image. Comparison revealed mean differences less than 1 mm between
the two methods. The authors reported that the main source of error in the selection
of relevant feature points from stereo photographs for facial feature measurement is the












Figure 2.3: Landmarks used in comparing the facial shapes of children with FAS and
normal controls: 1, left outer canthion; 2, left pupil centre; 3, left inner canthus; 4, right
inner canthus; 5, right pupil centre; 6, right outer canthus; 7, glabella; 8, nasion; 9, sellion;
10, left cheilion; 11, right cheilion; 12, left crista philtre; 13, labiale superius; 14, right
crista philtre; 15, stomion; 16, subnasale; 17, midpoint of philtrum furrow; 18, left alare;
19, right alare; 20, pronasale (from Mutsvangwa and Douglas (2007))
2.3.3 Indirect anthropometry: 3D surface imaging
Sophisticated 3D surface imaging modalities have become common in modern indirect
anthropometry (Chong & Mathieu, 2006; D’Apuzzo, 2002; Fang et al., 2008; Ghoddousi
et al., 2007; Gwilliam et al., 2006; Hajeer et al., 2002; Hammond et al., 2004; Hennessy
et al., 2002, 2005; Huang et al., 2005; Kovacs et al., 2006; Majid et al., 2005; Moore et al.,
2007; Weinberg et al., 2004, 2006). These optical devices typically use an emitter to il-
luminate the subject with a light pattern and a sensor system to image the illuminated
subject. They offer all the benefits of photography and photogrammetry. The primary
advantage is that they provide 3D digital surface images that can be manipulated in 3D
space, making measurements easier than using photography-based methods. While pho-
togrammetric measurements cannot be made in areas such as the surfaces on a forehead,
cheeks and chin because they are relatively smooth features for which corresponding land-
marks cannot be obtained, 3D surface scans allow analysis of the corresponding surfaces.
In addition, the problems with matching corresponding landmarks in two or more 2D
images are eliminated, improving on accuracy in landmarking (see Figure 2.4).
Examples of 3D surface scanners include structured-light 3D scanning and laser scan-












with some form of coded or structured light. A sensor then images the distorted pattern
resulting from reflection by the object and triangulation methods are used to obtain the
3D object data. A colour texture image of the object can be taken rapidly after image
acquisition (to prevent motion artefacts) and draped over the 3D image to provide a tex-
tured, realistic-looking representation of the subject. Typical accuracy of structured-light
systems is approximately 0.5 mm or better (Hennessy et al., 2005). Laser scanners typ-
ically use a narrow laser beam that is swept across the subject’s face. Digital cameras
are used to monitor the sweeping and triangulation geometry is used to calculate depth
information.
The major drawback of 3D scanning is cost. Typically, the equipment used is expensive
in terms of both hardware and software. Previously, capture speed was an issue, making
3D scanning inappropriate for use on infants and subjects with neurological conditions
(Weinberg & Kolar, 2005). Time of capture has improved significantly over the past
decade - typically 0.6s for laser scanners (May et al., 2008; Moore et al., 2007) and virtually
instantaneous for structured-light photogrammetry. Areas of the head that do not reflect
light well, like hair or beards, may cause “holes” in the 3D surface scans. Particular to
laser scanners, is that special care has to be taken when dealing with darker coloured skin,
which might poorly reflect the projected light from the laser (Majid et al., 2005). In most
instances, photogrammetric systems are more modular than laser systems, meaning that
they can capture data simultaneously using different devices and integrate the resultant
sub-images into a composite image with greater ease (Weinberg & Kolar, 2005).
2.3.3.1 3D surface imaging in FAS diagnosis
Recently, laser scanners have been used in analysing FAS facial anomalies (Fang et al.,
2008; Moore et al., 2007). Moore et al. (2007) refer to their method as “computerized an-
thropometry”; they used images obtained with a laser scanner to distinguish between FAS
and control subjects with different ethnicities. A total of 276 subjects from four different
ethnicities were included in the study. Eighteen percent were North American Caucasian,
9% were African American, 36% were Finnish Caucasion and 37% were of mixed ancestry
from the Cape region in South Africa. Sixteen facial measurements were obtained from
the scanned images of the subjects. Discriminant function analysis was used to identify
the combination of age and facial measurements which best classified subjects into FAS-












Figure 2.4: A surface scan: The landmarking is much easier on a 3D composite scan than
in the 2D photogrammetry case where corresponding landmarks need to be identified in
two or more images. In addition, surface information is now available for analysis.
the definition of the FAS facial phenotype in all the ethnicities they assessed. Eight facial
measurements identified the Finnish Caucasian group with 93% accuracy; five craniofacial
measurements and age correctly classified 92% of the mixed ancestry ethnic group from
the Cape region of South Africa; two craniofacial variables correctly classified the African
American group with 79% accuracy; 77% accuracy was achieved for the North American
Caucasian group using two ocular variables. Their findings were consistent with the re-
search opinion that ethnic variations occur in facial anthropometry (Douglas & Viljoen,
2006; Hall et al., 1989). Fang et al. (2008) automatically detected facial features using
3D facial images from a laser scanner. Computer graphics, machine learning and pattern
recognition methods were employed to determine a list of features that best differenti-
ate subjects with FAS and normal individuals. Their method, which was applied to two
different ethnic populations (50 FAS and 32 control Finish Caucasian; 36 FAS and 31
control mixed ancestry subjects from the Cape region in South Africa) could correctly
classify: the Finish sample with 88.2% sensitivity and 100% specificity, the mixed ancestry
sample with 91.7% sensitivity and 90% specificity; and the combined group with 82.75%
sensitivity and 76.2% specificity. They did not report on the visual differences in facial
features between FAS and control subjects in their analysis. Rather, their methodology











2.4 FAS diagnostic criteria
used. Their findings confirmed findings by Moore et al. (2007) that there exist ethnic
differences in the FAS facial phenotype.
2.4 FAS diagnostic criteria
Several diagnostic guidelines for clinical use have been published for FAS. Astley (2006)
reports on the five different diagnostic guidelines that have been adopted by different
research groups over the previous 10 years. Table 2.5 is an adaptation from that report,
showing the two most popular of five diagnostic guidelines used, namely, the 4-Digit Di-
agnostic Code (Astley & Clarren, 2000) and the Hoyme Diagnostic Guidelines (Hoyme
et al., 2005). In common across all five criterion guidelines is the presentation of the
patient with growth retardation, some specific facial anomalies, central nervous system
developmental problems and a confirmed prenatal exposure to alcohol. They differ how-
ever, in terms of the subsets of facial anomalies to include, the extent and manifestation
of CNS abnormalities, the level of growth retardation and whether or not knowledge of
maternal drinking limits the diagnosis. This illustrates one of the limitations of the cur-
rent diagnosis paradigm, which is the lack of uniformity in the research community in
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Design of a stereo-photogrammetry
imaging tool
3.1 Introduction
This chapter deals with the development of a stereo-photogrammetric imaging tool. It be-
gins with an outline of the theoretical background of photogrammetry. The central ideas
in photogrammetry, namely perspective projection, interior and exterior orientation pa-
rameters, bundle adjustment and calibration are described. The design and construction
of the stereo-photogrammetric imaging tool with emphasis on the individual components
of the system are described. Calibration procedures for the cameras and calibration frame
are presented together with some tests on the accuracy of the procedures. The chapter
finishes off with a discussion of the accuracy test results and the system’s preliminary
performance.
3.2 Theoretical background
Photogrammetry encompasses methods of image measurement and interpretation to de-
rive the shape and location of an object from one or more photographs of that object
(Luhmann et al., 2006). The primary objective of photogrammetry is to establish ac-
curately the geometric relationship between the image and the object imaged thereby
making possible an accurate 3D reconstruction from 2D images of the object in digital












maps) (Luhmann et al., 2006; Mikhail et al., 2001). The shift from 3D object space to
2D images results in information loss due to (Luhmann et al., 2006):
• Loss of visibility. Anything not in the image cannot be reconstructed back to 3D,
for example, the rear of an object.
• Geometric changes. These can be caused by camera positioning relative to the
object, camera lens distortion and perspective imaging.
• Colour changes. These may be caused by the effects of the transmission medium
(air, glass) on the electromagnetic radiation carrying information.
To accurately reproduce a 3D scene from 2D images there is a need to record the geomet-
ric and environmental conditions existing at the time of imaging. The geometric basis
of photogrammetry is perspective projection. Mikhail et al. (2001) define perspective
projection as the transformation of data from a higher dimensional (3D for the object
physical space) to a lower dimensional space (2D image). The principles describing per-
spective projection can be modelled using an idealized pinhole camera (see Figure 3.1).
Rays of light reflect from an object and enter through an infinitesimally small aperture.
The intersection of the light rays with the image plane produces the image of the object.
Thus there exists a collinearity between the object, the pinhole and the image point as
illustrated in the pinhole figure.
The interior orientation model of a camera defines camera characteristics needed to
reconstruct the bundle of rays with respect to the object space from the corresponding
image points (Mikhail et al., 2001). The characteristics include: 1) the perspective centre
O which is the reference point where all the light rays pass through; 2) the principal
distance or focal distance c is the distance between the image plane and the perspective
centre; 3) the position of the principal point relative to the reference system fixed within
the image plane (here represented by x′0, y
′
0) and 4) a description of the lens distortion (here
represented by ∆x, ∆y) which may cause a departure from the ideal central projection.
The pinhole camera has unlimited depth of field but needs a very long exposure time to
create the image. Introduction of a camera lens maintains a sharp image if the pinhole is to
be enlarged to reduce exposure time, although a camera lens may lead to distortions. Lens
distortions can be divided into two types, namely decentring and radial distortions. Radial
distortion represents a radial displacement of the imaged point from its position without
distortion from the lens. Decentring distortion refers to the tangential displacement of












accounted for when performing camera calibration by formulating error corrections to the
observed image coordinates. The exterior orientation model establishes the position and
orientation of the bundle of light rays with respect to the object space coordinate system.
For each bundle of rays, six independent elements are needed to describe the exterior
orientation, three for position (X0, Y0, Z0) and three for orientation (ω, ϕ, κ). Fixing the
three elements of position involves setting the projection centre for the bundle of rays.
The three orientation elements can then be used to orientate the bundle of rays uniquely.
Figure 3.1: The idealized pinhole camera model where P is the object in 3D object space
and P ′ is the projection of P onto the image plane; h is the object to camera distance
and represents depth; O is the perspective centre; X is any object distance in 3D object
space and x′ is the corresponding distance in the image plane; finally, c is the principal
distance or focal length.
The equations linking the interior and exterior orientations are called the collinear-
ity equations and form the fundamental equations of photogrammetry. The collinearity
equations are below (for a derivation from the collinearity condition see Luhmann et al.
(2006)):
x′ = x′0 + z
′ r11(X −X0) + r21(Y − Y0) + r31(Z − Z0)
r13(X −X0) + r23(Y − Y0) + r33(Z − Z0)
+ ∆x′
y′ = y′0 + z
′ r12(X −X0) + r22(Y − Y0) + r32(Z − Z0)
r13(X −X0) + r23(Y − Y0) + r33(Z − Z0)
+ ∆y′
(3.1)
These equations describe the transformation of object coordinates (X, Y, Z) into corre-
sponding image coordinates (x′0, y
′














0, c, ∆x, ∆y) and exterior orientation parameters (X0, Y0, Z0, ω , ϕ, κ) (Luhmann
et al., 2006). The three independent rotations ω , ϕ, κ are represented here by rotation
matrix elements r11 to r33. The image scale is the deciding factor in the resolution of
images as well as in measurement accuracy. Any measurement error in the image is mul-
tiplied by the scale factor in the object space. Image scale m, can be described by the
relationship between object distance h and the principal distance c or as the relationship
between a distance in object space X and the corresponding distance in image space x′








There is a one-to-one mapping of every point in object space to a point in the image plane
but the reverse is not true, i.e. a point in the image plane does not map to a point in object
space but to a line. Triangulation is the principle used in photogrammetry to produce 3D
point measurements. Use of multiple cameras leads to line convergences in image space
that uniquely define a point in object space. The determination of interior orientation
parameters in photogrammetry is defined as calibration. The imaging environment and
the mechanical integrity (e.g. quality of lens) of the cameras influence the stability of the
internal orientation parameters. Accuracy specifications determine the effort one needs
to go to in modelling the interior orientation parameters; thus, depending on the level of
precision and reliability of measurement one would like to achieve, certain assumptions
can be made about how to treat the internal orientation parameters and therefore what
kind of calibration one may employ (Luhmann et al., 2006). The determination of the
exterior orientation of an image is called space resection. Direct measurement of the ex-
terior orientation is not normally possible and thus indirect methods are often employed
which exploit the collinearity equations directly or are based on projective relations. Two
methods are now discussed. The first, called the direct linear transform, calculates the ex-
terior orientation using projective relations. The other, called bundle adjustment, can be
used to simultaneously calibrate camera parameters, orientate multiple images, estimate
3D object coordinates (multi-image triangulation), and model any additional parameters,
while providing statistical information about the accuracy and reliability of the resultant












3.2.1 Direct Linear Transform
The direct linear transform (DLT) (Abdel-Aziz & Karara, 1971) is a simple and fast
linear camera calibration method which models the transformation between the image
coordinate system and the object space coordinate system (Mikhail et al., 2001). The
DLT equations can be related easily to the collinearity equations ((3.1))(for the derivation
of the equations see Mikhail et al. (2001)) and are shown below:
x =
L1(X) + L2(Y ) + L3(Z) + L4
L9(X) + L10(Y ) + L11(Z) + 1
y =
L5(X) + L6(Y ) + L7(Z) + L8
L9(X) + L10(Y ) + L11(Z) + 1
(3.3)
where x and y form the image space coordinate system, [X, Y, Z] form the 3D object space
coordinate system and L1 to L11 are the DLT parameters. Solving these parameters
using least squares adjustment determines the relationship between object space and
image plane reference systems. A minimum number of six control points with known 3D
coordinates is required to solve the DLT in its original form. The control points must not
be coplanar, so that they produce a control volume in the 3D object space. The DLT
method is popular because of its ease of use and because no initial approximations to the
parameters are required. The lens error introduced to the system can be modelled by
additional terms but generally the method suffers from simplified camera modelling (the
method cannot be used to model image coordinate and reference point coordinate errors)
leading to low accuracy results (Luhmann et al., 2006; Remondino & Fraser, 2006) and is
not as rigorous as bundle adjustment.
3.2.2 Bundle adjustment
Bundle adjustment or bundle block adjustment is a method for the simultaneous numer-
ical fit of an unlimited number of spatially distributed images (Luhmann et al., 2006).
The bundle adjustment model is based on the non-linear collinearity equations (Mikhail
et al., 2001; Remondino & Fraser, 2006). Bundle adjustment can use either no control
information via inner constraints or, to obtain a better solution, some control marker
information. A more advanced bundle adjustment includes calculation of the interior ori-
entation parameters simultaneously in a process called self-calibration (Luhmann et al.,












it has a high degree of freedom, thus it increases the accuracy of the solution, and it is
considered the most accurate and flexible method of triangulation. It suffers from high
computational requirements and the need for good initial camera orientation estimates to
guarantee convergence.
3.2.3 Practical considerations
Some practical considerations need to be taken into account when designing a photogram-
metry imaging solution. Knowledge of the kind of data one would like to measure is
paramount and determines the imaging equipment to be used, the accuracy level to be
attained and the configuration of the imaging network. Imaging equipment features af-
fecting accuracy include camera resolution, camera internal stability and type of lens. The
lenses, especially, are critical in design as they determine image scale. The desired object
coverage determines the number of cameras and configuration of the imaging station. The
imaging environment may also become critical in choosing a solution. Lighting conditions
determine whether or not flash photography will be necessary. Availability of electricity
on location determines the choice of power supply.
Remondino & Fraser (2006) summarize a list of practical calibration considerations.
Accurate calibration requires a network configuration of highly convergent images. Errors
in interpolating the depth axis are expected to be greater than in the other directions.
The distance of separation of the cameras determines the relative resolution of depth in
relation to that of the other directions.
Control points are necessary in the DLT and may be beneficial in bundle block adjust-
ment. Bundle adjustment however is more dependent on the number and configuration
of imaging devices than on control points (Luhmann et al., 2006). Control points are
typically reflective white material in the form of circles or spheres that should ideally be
placed on dark, typically, black, backgrounds for maximum contrast. Theoretically, the
more control points, and the more widely distributed they are through the 3D volume to
be calibrated, the more accurate the calibration. Good control point placement should
have control points filling the complete image, or at the very least the edges of the images
should be well represented. Calibration accuracy, however, cannot be improved solely by
increasing accuracy of control point position or by using more control points. Orthogo-
nal roll (A 90 degree rotation of the camera) of the images must be present to prevent











3.3 The stereo-photogrammetry imaging tool
put parameters. One may use a planar instead of a 3D array of controls points in the
calibration provided the orthogonal roll condition is adhered to.
The next sections report on the design, construction and calibration of a multi-image
(n=3) stereo-photogrammetric imaging system for use in FAS diagnosis using the princi-
ples outlined above.
3.3 The stereo-photogrammetry imaging tool
An imaging tool was required which would be capable of imaging a large age range from
infants to adults. The system would consist of a calibration frame around the subject’s
head and three cameras that would be triggered simultaneously to obtain images of the
subject’s head from three slightly different views using off-the-shelf high resolution digital
cameras. Three-dimensional landmark coordinates would then be easily extractable from
the 2D images using photogrammetry.
3.3.1 Design specifications
The aim was to develop an imaging tool that would:
1. Provide a low cost solution to the imaging task at hand (obtaining landmark-based
facial information) while maintaining an acceptable degree of accuracy for clinical
anthropometric evaluations.
2. Be able to provide high resolution images of subjects’ full faces from three perspec-
tives and thus provide a good coverage of the face.
3. Be portable for use in field work. The primary use of the instrument would be in
FAS screening initiatives in remote areas of South Africa. The system therefore had
to be light, portable, and easy to assemble.
4. Be simple to use so that an operator could be trained to use it reliably with sufficient
accuracy.
5. Be able to provide a large number of images of subjects between changes of digital
memory.











3.3 The stereo-photogrammetry imaging tool
7. Be able to be calibrated in the field to monitor internal orientation stability and
therefore maintain accuracy of the 2D to 3D mapping.
3.3.2 Calibration frame
The calibration frame structure consists of a backbone onto which the control frame is
clamped. The whole structure is painted in matt black for maximum contrast with the
control markers. The calibration frame has 91 retro-reflective markers (3M Scotchlite
Minnesota, USA), 5 mm in diameter (see Figure 3.2).
Figure 3.2: The calibration frame structure (i.e. a backbone frame and control frame )
has 91 retro-reflective markers.
The control frame may be adjusted to facilitate easier placing of the subject. It then
swivels into place and comes to rest with vertical struts on either side of the subject’s
head, defining a 3D volume of control markers. In this position the control frame is
hidden from the peripheral vision of the subject so as not to irritate them. The relative
configuration of the control markers is maintained by clamping the swivelling component
of the frame after it comes to rest around the subject’s head. The control frame can also
be adjusted vertically to accommodate subjects of different head size and height although
this adjustment changes the relative positions of the control markers, requiring the control
frame to be recalibrated (see Figure 3.3). To measure younger subjects, a car seat can
also be clamped onto the backbone frame for placement of infants. The car seat can











3.3 The stereo-photogrammetry imaging tool
Figure 3.3: The degrees of movement of the control frame relative to the backbone frame
as viewed from the side. The control frame can be swiveled out of the way for easier
subject placement as in A, and also adjusted for height and head size as in B.
3.3.3 Camera base and imaging components
The rest of the imaging station consists of a camera base clamped onto a tripod. The
camera base is made from two aluminum horizontal platforms joined together by vertical
struts to maximize torsional rigidity. The tripod can be adjusted for height and angle
toward the control frame to accommodate various imaging configurations. Each camera
can be securely clamped in position between the horizontal platforms during imaging and
removed for storage. Three high-resolution digital cameras are used for image capture
(Canon 350D Digital SLR with 18-55mm variable-lens). Each produces an 8 mega-pixel
image corresponding to a maximum on-screen resolution of 3450 (width) by 2304 (height)
pixels (0.006×0.006 mm). The three cameras are hard-wired to a purpose-built single
remote switch that triggers all three simultaneously. All cameras are equipped with DC
adapter kits (Canon ACK-DC20) so they are continuously online. The images are stored
on Sandisk Extreme 1V 4 gigabyte flash memory cards (Sandisk Corporation, Milpitas,
California, USA). Figure 3.4 shows the complete imaging system configured to image
an infant. The typical object to image plane distance is 1m although the system can
accommodate any distance as long as the subject remains in focus. Should a change
in focus length become necessary because the photographic environment requires it, the











3.3 The stereo-photogrammetry imaging tool
Figure 3.4: The camera base with cameras, trigger and power supply clamped in place.
In the background is the calibration frame configuration for imaging an infant.
3.3.4 The remote switch
A purpose-built remote switch was developed to trigger the cameras. The remote switch
is hard-wired to all three cameras through a microprocessor. Three wire leads with stereo-
jacks link the microprocessor output to the cameras while simultaneously ensuring the
cameras are electrically isolated from each other. The input to the microprocessor is a
single reset switch which in turn sends three simultaneous pulses to the cameras. Pressing
the reset switch prepares the cameras to take images and releasing it releases the shutters.
3.3.5 Software used in analysis
The software used in all the 3D object measurements was Australis software Version
6.06 (Photometrix Pty. Ltd., Victoria, Australia). This software can perform automated
off-line high-precision metrology measurements from convergent digital image networks,
either using digital cameras or scanned film imagery. An integrated image measurement,
preliminary orientation and bundle adjustment approach can obtain 3D object point co-
ordinates and camera calibration data from multi-camera, multi-image networks of an











3.4 Calibration and testing of tool
3.4 Calibration and testing of tool
3.4.1 Determining 3D coordinates of the calibration frame
The 3D coordinates of the calibration frame have to be determined with a high degree of
accuracy if they are to function as 1) 3D reference points for bundle adjustment during
object coordinate measurements and 2) as a calibration tool for cameras in the field.
To determine the relative 3D coordinates of the centres of the retro-reflective markers,
stereo-photogrammetry was employed. The calibration frame was placed at the centre of
a laboratory grid containing retro-reflective markers. The 3D coordinates of the centres
of the circular laboratory grid markers were known to a high degree of accuracy (0.1mm).
A high resolution camera was used to obtain images of the laboratory grid from various
positions to obtain a set of sixteen highly convergent images (see Figure 3.5). During
imaging, the camera was held at a constant focal point and the lens was taped down to
maintain internal orientation stability. The calibration frame reflective marker centres
were then selected by mouse click in each image. The Australis software automatically
detected the centre of any circular marker selected on screen. Bundle adjustment was
used to determine their 3D coordinates to a high degree of accuracy.
Figure 3.5: The calibration frame situated in the middle of a laboratory calibration grid.
The accurately known 3D coordinates of the markers in the laboratory calibration provide
reference points. Sixteen photographs with roll diversity were taken from various angles











3.4 Calibration and testing of tool
The control frame component of the calibration frame contains 47 retro-reflective
markers (see Figure 3.6). During image acquisition, only the control frame markers are
used. All retro-reflective markers (91), however, are used in field camera calibration. To
check the accuracy of the 3D coordinate calibration, the control markers (n= 47) were
used to determine the 3D coordinates of the check markers. See Figure 3.6 for differences
between control and check markers. From the set of check markers, (n= 23) were chosen
because their position would coincide with the volume of best interpolation for the imaging
control markers and they would afford insight into the interpolation capabilities of the
control frame. Choo & Oxland (2003) report that control points can more accurately
interpolate than extrapolate the 3D volume surrounding them. The subject’s head is
situated in this volume of best interpolation during imaging. The control markers function
in the same way as the laboratory calibration grid described above in that they can be
used as reference control points to calibrate the check markers. The comparison of the
known 3D coordinates (found accurately using the laboratory calibration grid) and those
determined during the interpolation assessment was used as an indicator of accuracy.
The results of the control frame interpolation assessment showed that the known 3D
coordinates (those found using the laboratory calibration grid) of the check markers and
those determined during the test were comparable. The differences in the X and Y axes
were small with a maximum value of 0.31 mm in the X direction. The Z or depth
coordinate errors however, ranged from 0.11 mm to 1.29 mm with mean, median and
standard deviation values of 0.56 mm, 0.40 mm and 0.37 mm, respectively. An extension
of the assessment to include the remaining 21 check markers revealed errors in the Z
axis of up to 2 mm in magnitude. The check markers furthest from the area of best
interpolation of the control frame showed the largest differences between measured and
known coordinates particularly in the Z direction.
3.4.2 Camera calibration using the control markers
A typical camera calibration procedure using the calibration frame involves fixing each
camera’s focal length at an object-to-image distance of approximately 1m, with the cali-
bration frame filling the image. Each camera is set to manual focus and clamped using a











3.4 Calibration and testing of tool
Figure 3.6: The calibration frame showing the different constituent regions. There are
91, 47, 44 and 23 markers in the calibration frame, control frame, check marker and area
of best interpolation, regions, respectively.
A set of sixteen1 highly convergent images of the calibration frame are obtained with at
least four of the images orthogonally rolled. Using the 3D coordinates of the dense array
of control markers and self-calibrating software procedures of Australis, the camera’s in-
terior orientation parameters are determined. Once the interior parameters of the camera
are known they are fixed for any measurements taken from images taken by the camera.
This procedure is one that should be carried out before any imaging session, or should
the focal length of a camera change, to maintain photogrammetric accuracy. Figure 3.7
shows the control frame and the camera positions during camera calibration as viewed in
Australis software.
3.4.3 Camera calibration drift
In the field, camera shaking and other environmental factors may disturb the calibration
settings of the cameras. Once the parameters are determined during a calibration ses-
sion, they must remain fixed throughout all subsequent imaging although it is technically
feasible to check the camera calibration for each image, albeit from a single image and
weaker control point geometry. An assessment of calibration drift with time was per-
formed. Three calibration sessions were performed within three days without changing
any of the camera settings, in order to ascertain if the camera principal distances changed
with time and different environmental conditions. The principal distance of focal length
1Eight images are usually enough Luhmann et al. (2006) but 16 was used to increase redundancy and











3.4 Calibration and testing of tool
Figure 3.7: Sixteen (some cameras are obstructed from view) highly convergent camera
positions of the calibration frame as shown in the Australis software. The relative posi-
tions and orientations of the cameras are shown together with the 3D coordinates of the
calibration frame after bundle adjustment.
is used here as representative of interior orientation parameters. The results of three
sessions of camera calibration are shown in Table 3.1. The object to camera distance
was similar and all cameras had the same settings during calibration resulting in similar
principal distances.
Table 3.1: Calibration drift results: principle distances obtained after three days.
Camera 1 Camera 2 Camera 3
(mm) (mm) (mm)
Session 1 49.660 49.270 49.510
Session 2 49.680 49.260 49.480
Session 3 49.640 49.260 49.440
Mean 49.660 49.263 49.477











3.5 Chapter discussion and original contribution
3.4.4 Camera synchronization
The reliability of the synchronization of the trigger switch was assessed using an oscillo-
scope trace. The time/division was set at 0.5 ms on the oscilloscope. It therefore took
5 ms for a waveform to be swept across the screen. Any instantaneous differences in
waveform position between images taken simultaneously could thus be calculated. Figure
3.8 shows one such test with a waveform imaged by each camera as it sweeps from left
to right on the oscilloscope. The shutter speeds for the cameras were set at f/2000 to
prevent the wave trace from cycling more than once during exposure. The calibrated
cameras were then positioned to converge on the oscilloscope screen and triggered. The
images were then compared for waveform position and therfore time differences. A set
of ten tests were performed for camera synchronization errors. The results are shown in
Table 3.2.
Figure 3.8: Synchronization using an oscilloscope. Three different waveform positions
from the three cameras triggered simultaneously. The figures indicated show the time
differences as determined by the waveform positions, during Trial 4 (Table 3.2).
3.5 Chapter discussion and original contribution
Close range stereo-photogrammetry has become popular in craniofacial landmark anthro-
pometry for growth studies, genetics, and surgical planning (Chong & Mathieu, 2006;
Majid et al., 2005; Ras et al., 1996b) and as presented here in syndrome diagnosis (Mein-
tjes et al., 2002). It easily lends itself to use in medical imaging because it is non-invasive











3.5 Chapter discussion and original contribution
Table 3.2: Synchronization results: Absolute differences in ms
Camera 1 and 2 Camera 2 and 3 Camera 3 and 1
(ms) (ms) (ms)
Trial 1 0.80 0.75 1.55
Trial 2 0.60 0.30 0.30
Trial 3 0.95 0.90 0.05a
Trial 4 0.55 2.45b 1.90
Trial 5 0.80 1.20 0.40
Trial 6 0.15 1.30 1.15
Trial 7 0.50 0.05 0.45
Trial 8 0.15 0.50 0.65
Trial 9 0.45 0.10 0.35
Trial 10 0.10 0.05a 0.051
Average 0.51 0.76 0.69
Std 0.30 0.75 0.64
alowest difference
bhighest difference
the Vectra 3D (see Section 4.5) offer comparable performance, in terms of image acquisi-
tion times and portability, to the system presented here (Hammond et al., 2004; Honrado
& Larrabee, 2004). These 3D systems produce virtual 3D surface images that can be
rotated for easier landmark identification, which offers a significant advantage over 2D
stereo-photogrammetry. They are, however, more costly. Laser scanning is also vulnera-
ble to motion artefacts from subject movement during image capture since most systems
require at least two scanner shots to obtain a complete image of the face (Kovacs et al.,
2006). The system presented here is useful in large-scale surveillance studies because the
equipment is modular, hence easy to transport, and provides low cost per measurement
as the components are generally cheap. Aside from the cameras, camera accessories and
software, the system cost less than US$ 200 to construct. The prices of high resolution
digital cameras are continuously falling. The system image acquisition is not labour in-
tensive and is also easy to learn. Assembling the system takes a relatively short time,
typically 15 minutes.
The camera calibration results show that the control frame can be used to calibrate the
cameras reliably and consistently. This means that the cameras can be calibrated in the
field where they might be located for long periods e.g. during large-scale epidemiological











3.5 Chapter discussion and original contribution
calibration and imaging. The 3D coordinates of the check markers in the volume of best
interpolation were found to high accuracy in the interpolation assessment of the control
frame; this procedure highlighted the importance of placement of the subject’s head in
the area where best interpolation is achieved. Depth errors were larger than those of
other dimensions, as was expected. The camera-to-object distance and the positions of
the image control markers were designed to minimize error in depth around the volume
where the subject’s head is positioned. The majority of the check markers are behind
the subject’s head in object space and since the interpolation was acceptable, it can be
concluded that depth errors can only decrease toward the optimized area. The extension
of the assessment to include the remaining 21 check markers confirmed the inability of
the image control markers to extrapolate accurately outside the control area.
Subjects are prone to movement during image acquisition with muscle flinching and
blinking being particularly problematic due to the high speed with which they can occur.
High camera shutter speed can be useful in obtaining an image “at the right time” i.e.
while the subject is in a specific position or pose. In photogrammetry, however, it is not
only important to obtain images while the subject is in the correct pose but it is critical
that all cameras capture images at the same instant. It has been reported that the fastest
facial movement is a normal eye blink with a velocity of about 206 mms−1 (Majid et al.,
2005; Somia et al., 2000). At this speed, the largest time delay reported here, namely
2.45 ms, would correspond to a distance of 0.51 mm. Thus the synchronization delays
between cameras were considered acceptable for the purposes of facial measurement.
A stereo-photogrammetry imaging device was developed previously for FAS research
(see Figure 2.2 in Chapter 2) (Meintjes et al., 2002). The system used two cameras and
a control frame similar to the one described here. The direct linear transform (DLT)
was used to determine the 3D object space coordinates of facial landmarks. The system
described here is an improvement on that system. Three cameras are used instead of
two, adding a frontal perspective to the image set and making landmark selection easier
and more robust. The limitations of the DLT have been discussed earlier in the chapter;
the bundle adjustment used here has the potential to provide a more accurate mapping
than the DLT. Previous work using the older stereo-photogrammetry imaging tool yielded
encouraging results for inter-landmark distance measurement for FAS diagnosis (Douglas
et al., 2003b; Meintjes et al., 2002).
Of special interest is an exploration of geometric morphometrics for use in classifying
the FAS facial phenotype in infants, as was previously done for older children using











3.5 Chapter discussion and original contribution
system developed here allows for a a greater age range of subjects, including infants, by















Strict requirements need to be met in the quantification of form and volume of body
structures (Kovacs et al., 2006), thus a thorough assessment of precision and reliability
needs to be made for any system designed to take such measurements. Weinberg et al.
(2004) noted that the ability to obtain precise and accurate measurement data is the
principal criterion upon which to evaluate a measurement technology. Various indirect
anthropometry systems are available and the degree of correspondence of measurements
obtained using these competing modalities has been an active research topic (Aung et al.,
1995; Ghoddousi et al., 2007; Kovacs et al., 2006; Weinberg et al., 2004, 2006; Winder
et al., 2008). In tests of reliability, the system to be investigated is compared to an
established benchmark. In the literature, direct anthropometric measurements have been
used extensively as the “gold standard” for assessing reliability in indirect anthropometric
methods (Aung et al., 1995; Ghoddousi et al., 2007; Kovacs et al., 2006; Weinberg et al.,
2004, 2006). Direct anthropometric measurements for diagnosis of FAS are traditionally
done using hand-held rulers, callipers, or a soft measuring tape to obtain linear distances
between facial landmarks and protractors to obtain angles (Farkas, 1994).
The methodology of performing direct measurements, whether from a human sam-
ple or from realistic-looking models, is now well established (Farkas, 1994). Recently,
comparisons between indirect anthropometry modalities have appeared in the literature












for comparing alternative measurement technologies: 1) the cross-validation of technology
provides a way of delineating the idiosyncrasies of a system that can affect the results
of a study and 2) it is important to clarify the degree of correspondence obtained using
different technologies. The method for assessing reliability is generally the same whether
one is comparing direct anthropometry and a new indirect measurement technology, or
two indirect measurement technologies. Distance, angles and distance ratio measurements
are usually obtained over several sessions and by several operators and then averaged to
obtain reference values that are used to assess the measurement technology being investi-
gated. Precision is the level of reproducibility of a measure and imprecision is defined as
the within-subject variability caused by inconsistency between repeated measures of the
same quantity (Weinberg et al., 2004). Reliability here, as defined for accuracy in Kovacs
et al. (2006), is the degree of veracity of a measurement and reflects the ability to obtain
a measurement that correctly reflects the size of the quantity being measured. Figure 4.1
illustrates the difference between precision and accuracy.
Figure 4.1: The difference between precision and accuracy is illustrated by these three
bullseye diagrams. The first shows low accuracy but high precision. The second shows
high accuracy but low precision. The last illustrates high precision and accuracy.
This chapter begins by giving a theoretical overview of the statistical metrics used
in analysing relaibility and precision. A comparison study of anthropometric measure-
ments obtained from a doll using direct anthropometry and stereo-photogrammetry is
then reported, followed by a comparison of the same anthropometric methods using hu-
man subjects. Two indirect measurement systems, namely static stereo-photogrammetry
and structured-light stereo-photogrammetry, are then compared with respect to measure-
ments on human subjects. A discussion of the performance of the stereo-photogrammetry











4.2 Statistical metrics of precision and reliability
4.2 Statistical metrics of precision and reliability
Mean absolute difference (MAD) and relative error of magnitude (REM) are some of
the methods used to quantify precision (Jamison & Ward, 1993; Weinberg et al., 2006).
Mean absolute difference can be calculated for a measurement by averaging the absolute
difference between values at time 1 and time 2 across all subjects in a sample. This
precision statistic has the advantage of being easy to calculate, requires few assumptions
and is easily interpretable (Weinberg et al., 2006). The relative error of magnitude (REM)
in precision is the difference between two measurements as a percentage of the grandmean





where the grandmean is the average of all the measurements in the sample of the same
quantity taken at different times. Intra-operator precision is an indication of the consis-
tency with which the same operator measures the same subject at different times, and
inter-operator precision is the corresponding indicator of consistency for two operators on
the same measurement quantity.
Some practical considerations need to be taken into account when assessing reliability
and accuracy. In landmark identification, particularly using indirect anthropometry, the
effects of memory influence reproducibility (Weinberg et al., 2006). In that regard, recall
bias effects have to be accounted for by allowing for some interval of time to expire
between measurements. There is, however, no consensus as to the time period required
to minimize recall bias (Gwilliam et al., 2006).
Prior marking of landmarks has been shown to increase precision in anthropometry
especially in indirect anthropometry were palpation of landmarks is impossible (Weinberg
et al., 2006). This option is available for tests of accuracy on inanimate objects and may
reveal the true precision of the system being tested. However, it is not always possible to
landmark human subjects, particularly if the subjects are young or syndromic patients.
The precision values obtained without prior marking would thus inherently contain error
components attributable to incorrect identification of some landmarks in the image. In 3D
systems, landmark precision can be calculated along each of the principal axes provided
the coordinate system of an image does not change during measurement trials. This has
the advantage of delineating errors along each of the principal directions and assessing,











4.3 Validating the stereo-photogrammetric imaging tool
4.3 Validating the stereo-photogrammetric imaging
tool
4.3.1 Methods
The system produces a set of three high resolution colour (3450(width)×2304(height) pix-
els) images in Canon CR2, a Canon RAW format. Image quality can be assessed visually.
Images deemed to be poor due to lighting conditions, obstruction and motion artefacts in-
troduced by subject restlessness may be discarded. In this study the images retained were
preprocessed in Canon ZoomBrowser EX v5.5 (Canon Information Systems Research Pty.
Ltd, Australia) before being converted to monochrome TIFF images. Monochrome images
were preferred because they provide higher contrast for control marker identification.
A doll was used to assess the precision and reliability of the stereo-photogrammetric
imaging tool. Landmark selection from the digital images was done in Australis software.
Corresponding landmarks were selected by mouse click in each of the three images that
constitute a scene set. Twenty-four standard facial surface landmarks were pre-labelled
on the doll using permanent ink. The landmarks were chosen based on: 1) their relevance
to the FAS facial phenotype; 2) the ease of identification using both direct anthropometry
and stereo-photogrammetry, and 3) the distribution about the face such that the preci-
sion of both short and long inter-landmark distances could be assessed. Figure 4.2 shows
the doll with the landmark locations and their descriptions. Care was taken to make the
landmark labels as small but circular as possible so that their centre could be sufficiently
approximated in the images. To assess the precision and reliability of the system, a com-
parison of linear distances obtained directly using direct anthropometry and indirectly
using the stereo-photogrammetric system was made for all landmarks on the doll. The
direct anthropometry measurements were obtained using digital callipers. Measurements
taken during two sessions by two operators in each session were averaged to obtain refer-
ence values for comparison with those derived from the system. The period between the
two sets of measurements was at least 24 hrs to remove recall bias in measurements. The
same protocol was observed for measurements using the stereo-photogrammetry imag-
ing tool, namely, two sessions of measurements with measurements obtained from the
stereo images by two operators in each session. This resulted in eight sets of 275 inter-
landmark measurements (four sets manually obtained and four sets obtained through
stereo-photogrammetry). One distance (left tragion to right tragion) could not be used











4.3 Validating the stereo-photogrammetric imaging tool
4.3.1.1 Reliability of the imaging tool
The inter-modality reliability was analysed using tolerance thresholds as defined in Ko-
vacs et al. (2006). A stereo-photogrammetry measurement less than 1 mm different from
the manual measurement was considered “very reliable”; between 1 and 1.5 mm, “re-
liable”; between 1.6 and 2 mm, “moderately reliable”; and anything more than 2 mm,
“unreliable”. In addition, the proportional error measure, REM, was calculated, for each
operator and also using the combined scores of both operators. For each operator, mea-
surements from their two sessions for each modality were averaged. These two averages,
one from the stereo-photogrammetric measurements and one from the manual measure-
ments were used to calculate the grandmean. The difference between the two sets of
measurements divided by the grandmean gave each operator’s normalized inter-modality
reliability.
The averaged normalized inter-modality reliability was calculated by averaging the
two operators’ measurements for both the manual measurements (a total of 4 sets of
measurements, 2 for each operator) and for the stereo-photogrammetry measurements
(a total of 4 sets of measurements, two for each operator). These two sets of averaged
values were then averaged to get a grandmean. The difference between the two sets was
divided by the grandmean to give a measure of relative error. This adaptation of REM
is reported here as the normalized inter-modality reliability to differentiate it from the
REM measure used in precision later. Normalized inter-modality reliability scores less
than 1% are deemed “excellent”; between 1 and 3.9%, “very good”; between 4 and 6.9%,
“good”, between 7 and 9,9%, “moderate” and finally anything above 10%, “poor”. This
thresholding method was adapted from Weinberg et al. (2004).
4.3.1.2 Precision of direct anthropometry
Both intra- and inter-operator precision of manually measured inter-landmark distances
was assessed by comparing corresponding inter-landmark distances between operators and
within operators. For intra-operator precision REM values, time 1 and time 2 distances
for each operator were used to calculate the grandmean. The difference in time 1 and time
2 inter-landmark distances was then divided by the grandmean to obtain REM values. For
inter-operator precision, two sets of measurements were averaged across each operator.
The averages for each operator were then averaged again to obtain the grandmean. REM











4.3 Validating the stereo-photogrammetric imaging tool
Figure 4.2: The landmarks used in reliability assessment. These landmarks have been
identified in the literature as significant in FAS diagnosis. Inter-landmark distances
were used to make reliability comparisons between manual (vernier-calipers) and stereo-
photogrammetry systems. The landmarks are: 1. tR-right tragion, 2. exR -right exocan-
thion, 3. enR-right endocanthion, 4. tr-trichion, 5. g-glabella, 6. n-nasion, 7. se-sellion,
8. enL-left endocanthion, 9. exL-left exocanthion, 10. tL-left tragion, 11. psn-pronasale,
12. alR-right alare, 13. alL-left alare, 14. sbalR-right subalare, 15. s-subnasale, 16.
sbalL-left subalare, 17. Phl-centre of philtrum furrow, 18. chR-right cheilion, 19. ls’R-
right crista philtri, 20. ls-labiale superius, 21. ls’L-left crista philtri, 22. chL-left-cheilion,
23. li-labiale inferius and 24. pg-pogonion.
scores less than 1% are deemed “excellent”; between 1 and 3.9%, “very good”; between
4 and 6.9%, “good”, between 7 and 9,9%, “moderate” and finally anything above 10%,
“poor”.
4.3.1.3 Precision of the imaging tool
The 3D coordinates determined using stereo-photogrammetry and used to calculate inter-
landmark distances, were stored during each measurement session by each operator. Pre-
cision for stereo-photogrammetry measurements was calculated for each landmark along
each of the principal axes. Precision could be calculated for each landmark since the
coordinate system of an image does not change during measurement trials. Tolerance











4.3 Validating the stereo-photogrammetric imaging tool
2005): a difference of less than 1 mm between two sets of measurements was consid-
ered “highly precise”; between 1 and 1.5 mm, “precise”; from 1.6 to 2 mm, “moderately
precise”; and anything more than 2 mm, “less precise”. Intra-operator precision was
calculated along each axis using the measurements from each operator’s first and sec-
ond session. Inter-operator precision was calculated using the mean of each operator’s
measurements.
4.3.2 Results
4.3.2.1 Reliability of the imaging tool
The results of the inter-modality reliability are presented in Table 4.1. Of the total of
275 inter-landmark distances, 92.4% of the inter-landmark distances (averaged between
operators for each modality) were “highly reliable” in a comparison between stereo-
photogrammetry and direct anthropometry. None were “unreliable”. The stereo pho-
togrammetric distances were however, generally larger by an average of 0.4 mm with
only 8.7% of the direct anthropometry data having larger values. The normalized inter-
modality reliability values in Table 4.2 show that 96.0% of both operator 1 and inter-
operator values and 97.1% of operator 2 values were at least good. Poor measurements
accounted for 0.7% of both operator 1 and inter-operator values and 1.1% of operator 2
values. The inter-landmark distances yielding poor results are reported in Table 4.2 for
each operator and between operators.
Table 4.1: Inter-modality reliability
Difference Operator 1 Operator 2 Average
(mm) (% ) (% ) (% )
Highly reliable < 1 92.4 91.6 92.4
Reliable 1-1.5 7.6 6.9 7.6
Moderately reliable 1.5-2 0.0 1.5 0.0
Unreliable > 2 0.0 0.0 0.0
4.3.2.2 Precision of direct anthropometry
Figure 4.3 shows the differences between inter-landmark measurements for the two oper-
ators using vernier callipers. From a total of 275 distances, 98.7% were highly precise,











4.3 Validating the stereo-photogrammetric imaging tool
Table 4.2: Normalized inter-modality reliability (Results are rounded and may add to
slightly less or more than 100%)
Operator 1 Operator 2 Averaged between operators
(% ) (% ) (% )
Excellent 29.1 25.8 28.4
Very good 58.6 62.2 60.4
Good 8.4 9.1 7.3
Moderate 3.3 1.8 3.3
Poor 0.7 1.1 0.6
Distances with sn-alR sbalR-alR sbalR-sn
poor reliability a Phl-sn sbalR-sn Phl-sn
Phl-sn
asee Figure 4.2 for label definitions
than 1.6 mm. The REM values shown in Table 4.3 reveal that, for operator 1, 97.8%
were good, very good or excellent, and the remaining 2.2% poor. Only 1.5% of the results
were moderate and 0.7% poor for operator 2, with the remaining 97.8%, good, very good
or excellent. For inter-operator precision, 1.5% of results were moderate and 1.5% were
poor with the rest, good, very good or excellent. The inter-landmark distances yielding
poor results are reported in the table for each operator and between operators.











4.3 Validating the stereo-photogrammetric imaging tool
Table 4.3: Direct anthropometry REM (Results are rounded and may add to slightly less
or more than 100%)
Operator 1 Operator 2 Inter-operator
(% ) (% ) (% )
Excellent 53.1 60.4 57.5
Very good 40.7 30.9 35.6
Good 4.0 6.6 4.4
Moderate 0.0 1.5 1.5
Poor 2.2 0.7 1.1
Distances with alR - enR, sn - alR, sbalR - sn,
poor reliability sbalR - alR, Phl-sn ls’L - Phl,




4.3.2.3 Precision of the imaging tool
The stereo-photogrammetry REM precision values for inter-landmark distances are shown
in Table 4.4. Operator 1 and inter-operator REM values are all at least good. Only 0.4%
of the measurements for operator 2 were moderate, with the rest, at least good. Both
intra- and inter-operator precision using landmark coordinates are shown in Figure 4.4.
The intra-operator differences for one operator along each axis for each landmark were
all less than 0.9 mm. The intra-operator grandmean difference across all axes was 0.1
mm. The values ranged from 0 mm to 0.9 mm with a median of 0.1 mm. The z axis
differences were consistently larger than those for the other two axes with the right alare
being the least precise measurement on that axis. The z axis median was 0.2 mm. The
inter-operator differences along each axis for each landmark were all less than 0.6 mm.
The differences in the y axis were less variable than those for the two other axes. Again
the z axis differences were consistently larger than those for the other two axes with the
labiale inferius being the least precise measurement on all the axes. The inter-operator
grandmean difference across all axes was 0.1 mm. The values ranged from 0 mm to 0.5
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Table 4.4: Stereo-photogrammetry REM (Results are rounded and may add to slightly
less or more than 100%)
Operator 1 Operator 2 Inter-operator
(% ) (% ) (% )
Excellent 89.5 85.8 85.9
Very good 9.8 12.4 13.8
Good 0.7 1.5 0.4
Moderate 0.0 0.4 0.0
Poor 0.0 0.0 0.0












4.4 Comparing clinical and imaging tool measurements
4.4 Comparing clinical and imaging tool measure-
ments
A comparison was made between eye measurements taken in a clinical setting by a clinician
and those obtained through use of the imaging tool. The study was limited to those
eye measurements that would normally be gathered by dysmorphologists during a FAS
screening exercise, and no attempt was made to alter the standard procedure, so that the
children involved would not be subjected to any additional examination.
4.4.1 Methods
4.4.1.1 Study sample
Study data were obtained during the screening of children for FAS in disadvantaged
communities in the Upington and De Aar regions of the Northern Cape Province in
South Africa. Thirty healthy subjects were chosen randomly from a total study sample
of 254 subjects. The ages of the subjects ranged from 1 to 6 years (mean, 5.4 years; SD,
1.3). Written informed consent for the study was obtained from the children’s guardians.
4.4.1.2 Inter-modality reliability of eye measurements
The direct anthropometric appraisal for the study was performed by a single dysmor-
phologist. The eye distances measured were interpupillary distance (IPD), inner canthal
distance (ICD) and palpebral fissure length (PFL) (see Figure 4.5). The clinician took
the measurements using a hand-held ruler. For PFL measurements, only one eye was
used. The measurements were taken once and recorded. All the measurement values were
integers, a limitation introduced by the resolution of the hand held ruler. The imaging
was performed after the direct anthropometric appraisal of the subject. One operator
then took eye measurements from the resulting images. The statistical measure of re-
liability described above, namely the normalized inter-modal reliability, was calculated












4.4 Comparing clinical and imaging tool measurements
Figure 4.5: Eye distances used to compare measurements obtained manually in a clinical
setting to those obtained using the stereo-photogrammetry imaging tool.
4.4.1.3 Estimating the effects of pose
A study to assess the effects that different poses have on the reliability of measurements
was performed on five subjects. Since some of the subjects were infants, care was taken
to place them in the car seat carefully, in such a way that their heads were surrounded by
the calibration frame. Several images were taken until a set was obtained which showed
the subject in the correct pose. On average, two sets of images were taken before the
operator was satisfied with the pose. Figure 4.6 shows a series of photographs of the same
subject with different poses. In the first image, the subject’s head is inclined downwards,
forcing their eyes to be upturned so they can look at the camera (eyes not shown to
protect the identity of the subject). In the second image the subject is smiling, contorting
their face making it difficult to assess the philtrum feature and the upper lip width and
length. The third image presents a more neutral expression, with the subject’s head
directly facing the camera centralizing the subject’s pupil. Inter-landmark distances were
obtained using 23 of the landmarks used in the doll study (the tragions were excluded
as they sometimes could not be viewed if the subject was not in the correct pose; the
pogonion was also excluded, and a new landmark, the stomion was included). Two sets of
253 measurements per subject, obtained from two different image sets, resulted in a total of
2530 inter-landmark distances for 5 subjects. A comparison between the two data sets for
each subject was made. Some error due to some degree of facial expression change between
two sets of measurements was expected. Some inter-landmark distances, however, can be
considered more stable positionally than others. For example, interpupillary distances
would be expected to be more or less the same regardless of facial expression, while
the mouth width would change dramatically if a subject was smiling. Reliability and












4.4 Comparing clinical and imaging tool measurements
Figure 4.6: A series of photographs of the same subject illustrating different poses.
4.4.2 Results
4.4.2.1 Inter-modality reliability of eye measurements
Table 4.5 shows the results of the comparison of eye measurements for 30 subjects. For
ICD, 60% of the results were at least good, 24% moderate and 16% were poor in a com-
parison between stereo-photogrammetry and sliding caliper measurements. A comparison
of IPD values revealed that 45.8% percent of the measurements were at least good, 33.3%
were moderate and 20.8% were poor. For the PFL comparison, 56% of the values were
at least good, with 32% moderate and 12% poor.
Table 4.5: Normalized inter-modality eye measurement comparison (Results are rounded
and may add to slightly less or more than 100%)
ICD IPD PFL
(% ) (% ) (% )
Excellent 4.0 0.0 12.0
Very good 36.0 16.7 28.0
Good 20.0 29.2 16.0
Moderate 24.0 33.3 32.0
Poor 16.0 20.8 12.0
4.4.2.2 Effects of pose
The reliability of inter-landmark distances obtained from five live subjects using the stereo-
photogrammetry imaging tool are shown in Tables 4.6 and 4.7. For subjects 1, 2, 3 and 5,;
79.8%, 86.6%, 70.4% and 83.4% respectively, of the inter-landmark distances were highly
reliable. Only 41% of the inter-landmark distances measured for subject 4 were highly
reliable. Subject 4 had the highest percentage of poor results at 25.3% but subjects 1,











4.5 Two indirect anthropometry imaging tools
distances, respectively. The normalized reliability for the 5 subjects followed the same
trend.
Table 4.6: Pose assessment: reliability of stereo-photogrammetric measurements (Results
are rounded and may add to slightly less or more than 100%)
Subject 1 Subject 2 Subject 3 Subject 4 Subject 5
(% ) (% ) (% ) (% ) (% )
Highly reliable 79.8 86.6 70.4 41.1 83.4
Reliable 15.0 3.2 20.2 18.6 12.3
Moderately reliable 3.6 5.1 4.7 15.0 2.4
Unreliable 1.6 5.1 4.7 25.3 2.0
Table 4.8 shows some of the distances with poor precision on at least two subjects.
The distance from the middle of the philtrum to the right crista philtri was poor for 4
of the 5 subjects. Three other distances, namely, pronasale to left subalare; pronasale
to right subalare and philtrum centre to labiale superius, were poor in 3 subjects. It
should be noted that a series of image sets was taken for each subject until one set with
satisfactory pose was obtained. The above comparisons are therefore between the optimal
image set and the next best set, and may overestimate the differences in inter-landmark
distance that would be obtained if two optimal sets were compared.
Table 4.7: Pose assessment: normalized reliability of stereo-photogrammetric measure-
ments (Results are rounded and may add to slightly less or more than 100%)
Subject 1 Subject 2 Subject 3 Subject 4 Subject 5
(% ) (% ) (% ) (% ) (% )
Excellent 43.1 36.4 32.0 16.2 40.3
Very good 44.3 46.6 49.0 38.3 41.5
Good 8.7 7.1 11.9 25.7 9.1
Moderate 2.0 4.4 4.0 9.5 4.0
Poor 2.0 5.5 3.2 10.3 5.1
4.5 Two indirect anthropometry imaging tools
This section presents a comparison between craniofacial measurements obtained using
the stereo-photogrammetry imaging tool and a commercial photogrammetry imaging sys-











4.5 Two indirect anthropometry imaging tools
Table 4.8: Pose assessment: poor inter-landmark distances
Subject 1 Subject 2 Subject 3 Subject 4 Subject 5




Phl-ls x x x
Phl-ls’L x x




psn-sbalL x x x




4.4.1, both the stereo-photogrammetry imaging tool and the Vectra 3D were used to im-
age 23 of the 254 subjects. To the author’s knowledge, the reliability and precision of the
Vectra 3D in craniofacial anthropometry has not been reported. Thus the term reliability
was avoided in the comparison between the two systems and the term comparability was
adopted instead. The Vectra 3D, however, has been used in a variety of facial anthropom-
etry studies (Cox-Brinkman et al., 2007; Hammond, 2007; Tobin et al., 2008). As in the
pose assessment study described in the previous section, some error was expected due to
some degree of facial expression change between imaging sessions using the two systems.
4.5.1 Methods
4.5.1.1 Vectra 3D
The Vectra 3D is a commercial high-performance colour 3D facial surface imaging sys-
tem. It is a two pod, six camera unit with a 180o coverage that can acquire a full set
of data in approximately 1.5 ms. The system projects a patterned light onto the scene
and deformation is recorded by off-set cameras. Triangulation as described in Chapter
3 calculates a 3D mesh (MedEIM, 2004). Four of the cameras capture geometric infor-
mation while two provide full colour texture images. Figure 4.7 shows an image of the











4.5 Two indirect anthropometry imaging tools
system can be configured to image subjects standing up or seated down. It comes with
proprietary software to process and take measurements from the images. Zooming and
rotation facilitate easier landmark location from the 3D composite image produced.
Figure 4.7: The Vectra 3D Scanner.
4.5.1.2 Study sample
Twenty-three subjects were imaged by both systems. Of the 23 image sets, 17 were
of good enough quality to obtain measurements from both systems. All subjects were
approximately twelve years of age (mean, 12.72 years; SD, 0.53) and twelve of the subjects
had previously been diagnosed with FAS.
4.5.1.3 Comparability
Inter-landmark distances were obtained for 22 landmarks. The landmarks included were
the same as those used in the doll study although the tragions were excluded. For each
system one operator took two sets of measurements with at least 24 hrs between measure-
ments. This resulted in four sets of 210 inter-landmark measurements (two sets obtained
using the Vectra 3D and two sets obtained through stereo-photogrammetry) per sub-
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stereo-photogrammetry measurement less than 1 mm different from the Vectra 3D mea-
surement was considered “very comparable”; between 1 and 1.5 mm, “comparable”; from
1.6 to 2 mm, “moderately comparable”; and anything more than 2 mm, “incomparable”.
The average (per measurement session) inter-landmark distances of the two systems were
compared and the proportional error measure, REM, was calculated. The two sets of
measurements obtained by the operator were averaged for the Vectra 3D measurements
and for the stereo-photogrammetry measurements. These two sets of averaged values were
then averaged to get a grandmean. The difference between the two sets was divided by
the grandmean to give a measure of relative error, which is reported here as the normal-
ized inter-modality comparability. Normalized inter-modality comparability scores less
than 1% are deemed “excellent”; between 1 and 3.9%, “very good”; between 4 and 6.9%,
“good”, between 7 and 9,8%, “moderate” and finally anything above 10%, “poor”, as
described before. In addition, the systems were compared on a subject-by-subject basis
providing a normalized inter-modality comparability index for each subject.
4.5.1.4 Assessing bias
It was assessed which system had a higher number of larger inter-landmark distances for
each subject. The number of larger distances divided by the total number of distances as
a percentage provided an index of bias.
4.5.2 Results
4.5.2.1 Comparability
A scatter plot of the averaged corresponding inter-landmark distances for the two systems
is shown in Figure 4.8 (coefficient 0.9991, p<<0). There is a very high correlation in
measurements between the two systems.
Table 4.9 shows the results of the inter-modality comparability between the two sys-
tems for all 17 subjects averaged over the two sessions. There is great variability in
the per-subject comparability results especially in the percentage of incomparable results
(incomparability range is from 15.2-53.3%). Three of the subjects’ measurements show
incomparabilty percentages greater than 50%. The results per subject show that there
are two peak threshold categories, namely highly comparable and incomparable. Gener-
ally, however, the results reflect a poor comparibility between the two systems. Figure











4.5 Two indirect anthropometry imaging tools
Figure 4.8: Correlation between the Vectra 3D and the stereo-photogrammetry imaging
tool. The correlation coefficient was 0.9991, p ≈ 0
the mean of two measurements for each system) vs. mean distances (averaged over all
subjects and both systems). The mean differences range from 0 to 4.8 mm. This method
of assessing differences between systems has been used by other researchers (Ghoddousi
et al., 2007; Kovacs et al., 2006).
Table 4.10 shows the normalized inter-modality comparability for all 17 subjects. The
results largely mirror the inter-modality comparability presented in Table 4.9. The range
of poor comparability is 5.2-26.2%. The subjects (subjects 9, 12 and 16) with low compa-
rability also show low normalized inter-landmark comparability. One threshold category,
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Table 4.9: Vectra 3D and the stereo-photogrammetry tool compared: inter-modality
comparability (Results are rounded and may add to slightly less or more than 100%)
Highly comparable Comparable Moderately comparable Incomparable
(% ) (% ) (% ) (% )
Subject 1 41.4 19.1 17.1 22.4
Subject 2 31.0 14.3 18.6 36.2
Subject 3 39.5 16.2 14.8 29.5
Subject 4 39.5 12.9 16.2 31.4
Subject 5 36.7 13.3 13.8 36.2
Subject 6 37.6 11.0 14.8 36.7
Subject 7 61.4 10.5 10.0 18.1
Subject 8 58.6 18.6 7.6 15.2
Subject 9 26.3 10.5 10.0 53.3
Subject 10 30.5 11.4 10.5 47.6
Subject 11 47.1 20.0 13.3 19.5
Subject 12 26.7 8.1 12.9 52.4
Subject 13 41.0 14.3 16.7 28.1
Subject 14 38.1 20.5 14.3 27.1
Subject 15 33.8 13.8 10.0 42.4
Subject 16 23.3 14.8 11.0 51.0
Subject 17 28.6 17.6 12.9 41.0
The results show a strong bias as indicated in the last column of Table 4.10. The Vectra
3D measurements are consistently larger than the corresponding stereo-photogrammetry
imaging tool distances. The combined average comparison shows an 83.8% bias towards
the Vectra 3D having larger inter-landmark distances. This bias explains why the corre-
lation between measurements was still good (Figures 4.8 and 4.9).
4.6 Chapter discussion and original contribution
The merits of a new technique can can only be assessed in light of the existing techniques
(Majid et al., 2005). The existing technique in craniofacial anthropometry is direct an-
thropometry and a comparison with this technique formed the basis for validating the
stereo-photogrammetry imaging tool. Various protocols were followed in order to vali-
date the measurement capabilities of the stereo-photogrammetry imaging tool. The first
involved a comparison between direct anthropometry and the imaging tool by way of











4.6 Chapter discussion and original contribution
Figure 4.9: Mean differences between the systems vs. average inter-landmark distances.
Each point represents a landmark. The differences for all the subjects were averaged to
obtain the value for each landmark. The red line shows the 2mm threshold. Distances
above this line are deemed incomparable.
sion and reliability has been widely reported in the literature (Kovacs et al., 2006; Majid
et al., 2005; Weinberg et al., 2006; Winder et al., 2008) although precision and reliability
have not been assessed with such a large number of inter-landmark distances. The use of
a large number of distances allows for an assessment of reliability and precision with large
coverage of the face and a greater range of distance magnitudes. Magnitude, especially,
has previously been shown to affect error in measurement (Jamison & Ward, 1993).
The true values of the stereo- and direct-anthropometric measurements of the doll
were unknown. Inter-modality reliability, rather than accuracy, was therefore used here
because accuracy implies good knowledge of the quantity to be measured. Averaging over
both operators and all measurement sessions for direct anthropometric measurements
served to minimize error (Stallings & Gilmore, 1971) before adopting these measure-
ments as reference values to be compared with the corresponding stereo-photogrammetric
measurements. The direct anthropometric inter-landmark distances showed an accept-
able inter-operator precision, which together with the REM precision, served to confirm
the suitability of the direct anthropometric results as a basis for comparison with the
stereo-photogrammetrically derived measurements. However, the difficulty of using man-
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Table 4.10: Vectra 3D and the stereo-photogrammetry tool compared: normalized inter-
modality comparability and bias (Results are rounded and may add to slightly less or
more than 100%)
excellent very good good moderate poor Vectra 3d >
imaging tool b
(% ) (% ) (% ) (% ) (% ) (% )
Subject 1 14.8 46.7 25.2 8.1 5.2 70.0
Subject 2 9.1 35.7 31.4 11.0 12.9 71.4
Subject 3 11.9 48.6 20.5 9.5 9.5 66.2
Subject 4 14.8 43.8 21.4 9.1 11.0 67.1
Subject 5 10.0 42.4 24.3 9.5 13.8 79.1
Subject 6 10.5 39.5 30.0 11.0 9.1 78.1
Subject 7 28.1 40.0 16.7 4.3 11.0 58.6
Subject 8 26.7 42.4 13.8 7.1 10.0 66.6
Subject 9 7.6 21.4 32.4 21.9 16.7 82.4
Subject 10 9.5 30.5 29.5 13.3 17.1 86.2
Subject 11 16.2 47.6 21.0 7.6 7.6 79.1
Subject 12 7.6 23.3 32.4 17.6 19.1 87.6
Subject 13 11.4 48.6 21.9 7.1 11.0 70.0
Subject 14 16.7 41.4 17.6 12.4 11.9 62.9
Subject 15 11.9 33.8 27.6 11.4 15.2 74.3
Subject 16 10.0 28.6 20.5 14.8 26.2 52.9
Subject 17 7.1 37.1 31.0 17.1 7.6 91.0
bPercentage of Vectra 3D measurements larger than the stereo-photogrammetric measurements
endocanthus distances, all the other poorly comparable inter-landmark distances are con-
centrated on the nose and upper lip area, and are the smallest distances measured here.
The inter-modality reliability results reveal that stereo-photogrammetric measure-
ments are comparable to direct anthropometric measurements. All the measurements
were at least “reliable” with 92.4% being “very reliable”. The high degree of agreement
between the two measurement techniques can largely be attributed to the use of a doll
with labelled landmarks. The results are consistent with those in the literature (Kovacs
et al., 2006; Weinberg et al., 2006; Winder et al., 2008). There was an average bias of 0.4
mm towards larger stereo-photogrammetric distances. This would suggest a scaling error
but there was no correlation between the magnitude of inter-landmark distances and that
of measurement differences between the two modalities thus eliminating scale as a vector
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caused some errors especially considering that some of the landmarks were on points of
extreme curvature on a rigid doll making them difficult to measure directly.
The stereo-photogrammetry REM precision results were better than those of the di-
rect anthropometric measurements. In addition, the direct anthropometric intra- and
inter-operator precision results showed a higher degree of variability than the stereo-
photogrammetry results. The literature supports the conclusion that 3D methods gener-
ally achieve greater precision than direct anthropometry (Meintjes et al., 2002; Ras et al.,
1996a; Weinberg et al., 2006). A possible explanation is that callipers and other direct
methods are susceptible to parallax error as sometimes, in an effort to avoid subject dis-
comfort, some measurements are made “in the air”, i.e. with instruments hovering above
the landmarks (Meintjes et al., 2002). On the other hand, there are cases when instru-
ments are directly in contact with the subject’s skin, deforming it; this again may lead
to errors. The use of a rigid labelled doll here, minimized both parallax and deforma-
tion type errors and served to diminish the spread of error allowing more focus on the
inherent capability of the tool to make precise measurements. Inter-landmark distances
about the upper lip and nose proved to be the most imprecise for stereo-photogrammetry.
The reason might be that landmarks from these regions, specifically the left and right
alare, subnasale and centre of the philtrum furrow, were difficult to locate in stereo-
photogrammetry. Landmark identification has also previously been cited as a significant
cause of error in anthropometry (Jamison & Ward, 1993). In addition the small magni-
tudes of the measurements are likely to be the cause of the larger errors.
Labelled landmarks do not completely eliminate error although magnification of im-
ages during measurements may minimize imprecision (Kovacs et al., 2006). In the Aus-
tralis software, it is possible to zoom in on labelled landmarks and this may have con-
tributed to the highly precise and reliable results. The z coordinates were consistently less
precise than the x and y coordinates. This in turn meant that the reliability results were
affected as the distances were calculated using the same 3D coordinates used in precision
assessment. The largest errors were along the z axis, as expected. Camera separation
distance determines the relative resolution of that axis in relation to that of the other
directions. Differing perspectives from the different cameras limited the degree of camera
separation that could be achieved, affecting depth resolution. This aspect of photogram-
metric design is always a trade-off between geometry and similarity of image perspective
(to enable easier identification of features between scenes). Furthermore, an increase in
camera separation would have resulted in increasing the size of the camera base which











4.6 Chapter discussion and original contribution
remote sites. The median z-axis error values for both intra- and inter-operator precision
(0.16 and 0.14 mm respectively) were deemed sufficiently low to be of no clinical relevance.
The eye measurement study showed mixed results. The purpose of the study was to
compare the reliability of clinical measurements in a typical scenario with those derived
using the imaging tool. Some error is expected when using physical instruments to take
measurements of living subjects (Weinberg et al., 2006). Measurements about the eyes
were used because these were being taken as part of a FAS screening exercise using di-
rect anthropometry, and additional discomfort to subjects could be avoided; however, eye
measurements are usually the most error-prone especially in young subjects who may not
be cooperative. In large-scale screening studies, the clinician’s emphasis is in obtaining
measurements for gauging percentiles within which measurements fall. Patients suspected
of having facial anomalies are then referred for more detailed assessments including neuro-
logical and other evaluations such as the mother’s history of alcohol consumption, before
a final FAS diagnosis is made. The clinician’s measurements are not generally repeated.
This, coupled with the restlessness of young subjects, means that precise and reliable
measurements are very difficult to achieve. This was one of the motivations for construct-
ing this imaging tool: the intention was to assist in screening, reliably and precisely, a
large number of subjects non-intrusively.
Accuracy of an earlier stereo-photogrammetric tool revealed no statistically significant
differences between manual and stereo-photogrammetric measurements of PFL, while ICD
and IPD differences were significant (Meintjes et al., 2002); this assessment was done using
a t-test, and the distribution of errors and their clinical acceptability was not presented.
Thus, a direct comparison of our system with that used by Meintjes et al. (2002) is not
possible. Our interpupillary distances produced the poorest comparison (<50% good
agreement between the two modalities) followed by ICD (56% good agreement). Parallax
error has been shown to play a large role in the errors produced in taking measurements
of the eye that span the nasal bridge (Meintjes et al., 2002); the difficulty in isolating the
centre of the pupil and slight movements of the eyes have been suggested as the reasons
for the disparity between the two modalities in IPD measurements. A source of error in
the stereo-photogrammetry measurements was the difficulty in selection of corresponding
points in the XY plane of each of the three 2D images (Douglas et al., 2003b). Because
of the potential depth difference, such error selection in 2D would result in over-or under-
estimations in the resultant 3D calculations. This will always be a potential problem in
this application of stereo-photogrammetry, since the operator is not landmarking on a











4.6 Chapter discussion and original contribution
also difficult to obtain using stereo-photogrammetry. The zoom function in Australis,
however, limited this source of error considerably.
The pose assessment reliability results in most instances indicated that stereo pho-
togrammetry was highly reliable. The zoom function in Australis was once again critical
in ensuring reliable landmark identification and good inter-landmark distance correspon-
dence from different sets of images. One subject’s results were much poorer than those
of the rest. In the first set of images, the subject was smiling and their face was angled
away from two of the cameras completely. In the second set the subject faced the central
camera and had a more neutral expression. Most poorly corresponding distances were
around the nose and upper-lip regions of the face (see Table 4.8) with subjects smiling
or grimacing during image acquisition. As this is visually recognizable by the operator
when reviewing the images, additional sets of images may be taken until an acceptable
pose is achieved. Other subtle contortions of the face would be more difficult to perceive
and therefore undetectable visually (for example, the sellion-nasion in Table 4.8).
The study comparing the Vectra 3D and the stereo-photogrammetry imaging tool,
which was performed using data obtained in a screening exercise, produced mixed results.
The correspondence assessment of averaged (per session) inter-landmark distances showed
a high degree of correspondence as reflected by the high correlation coefficient (see Fig-
ure 4.8). This result was deceptive, however, as shown by the per subject comparability
results (Table 4.9). The inter-modality differences ranged from 0 to 4.8 mm as shown in
Figure 4.9, revealing large differences between the two systems in some measurements.
The normalized inter-modality comparability results showed better comparability since
the normalisation takes into account the size of the measurement. Stable landmarks, that
is landmarks that do not change considerably with change of facial expression might have
accounted for the majority of measurements considered comparable. Unstable landmarks,
on the other hand, such as the corners of the mouth and eyes, whose positions vary con-
siderably depending on facial expression, would then have accounted for the incomparable
measurements. This effect was not investigated thoroughly partly due to time constraints
and imaging conditions (the images were obtained during a screening programme and not
in ideal laboratory conditions). Thus, since operators using the two different modalities
only adhered to the image quality assurance protocol best suited to the modality they
were using and no agreement on pose management was made before imaging, correspond-
ing subjects often had different poses in the images taken using the different systems. All
precision and reliability studies in the literature, using human subjects, have been per-











4.6 Chapter discussion and original contribution
been the assessment of the comparability of measurements between the systems involved
(Aldridge et al., 2005; Chong & Mathieu, 2006; Ghoddousi et al., 2007; Gwilliam et al.,
2006; Kovacs et al., 2006; Majid et al., 2005; Weinberg et al., 2004, 2006).
The bias assessment showed a very high degree of bias. The Vectra 3D measurements
were consistently greater than those derived from stereo-photogrammetry. In the litera-
ture, measurements obtained from 2D images are usually of smaller magnitude than those
derived from 3D surface images (Ghoddousi et al., 2007). In this case, where 3D methods
are being compared, the degree of incomparability and consistently high bias suggest a
scaling error might have played a greater role. Such bias, however, would not affect the
use of the stereo-photogrammetric system as a screening tool, as bias would affect all
subjects equally. A thorough comparison of the stereo-photogrammetry system, the 3D














Multivariate statistical procedures applied to distances, angles and distance ratios have
been the traditional approach to morphometric analysis. These variables have the ad-
vantage of being invariant to position and orientation. Unless they are carefully selected,
however, they may not be able to determine all the endpoints 1 of the features of inter-
est and may exclude information about the shape structure of the object being analysed
(Slice, 2005, 2007). Additional variables may need to be added to fix the relative positions
of the endpoints, and this becomes impractical as the number of endpoints and variables
increase. Landmark coordinates, however, encode all the information in any subset of dis-
tances or angles between them. The coordinate-based approach thus retains all geometric
information from data collection through analysis and forms the basis of what are called
geometric morphometrics. Geometric morphometric or shape analysis methods combine
an explicitly geometric definition of shape with the flexible tools of multivariate statistics
(Klingenberg & Monteiro, 2005), providing a basis for modelling shape differences both
graphically and statistically (Hennessy et al., 2002). The property of an object of greatest
concern in geometric morphometrics is shape, which is inherently geometric and excludes
colour and texture. Furthermore, shape is also invariant to location, scale and orientation
(Slice, 2005), allowing objects to be compared on an equal platform regardless of scale or
spatial orientation.
Shape analysis methods may play a valuable role after identification of facial landmarks
that are considered important in the diagnosis of FAS. Facial shapes may be compared












and averaged in terms of the relative positions of a set of landmarks (Clarren et al., 1987;
Streissguth et al., 1991). In their report on the facial effects of fetal alcohol exposure,
Clarren et al. (1987) utilized triangles defined by sets of three landmarks for analysing
facial landmarks. The mean shapes of these triangles were compared between subjects
more exposed or less exposed prenatally to alcohol. Recently, the author used images of
seven-year old subjects obtained through stereo-photogrammetry in an attempt to char-
acterize the shape variation of the FAS vs. the normal facial phenotype using geometric
morphometrics (Mutsvangwa & Douglas, 2007). The stereo-photogrammetric tool con-
sisted of a control frame with a pair of high resolution digital cameras (details in Meintjes
et al. (2002)). A well-established approach was used in analysing shape variation using
landmark data. Procrustes analysis followed by principal component analysis to reduce
dimensionality and explore shape variability was shown to be a successful method for
analysing the modes of facial variation between FAS and normal controls. Head circum-
ference and midfacial features together with eye features, were found to play a role in
differentiating between FAS and normal subjects. The study was limited, however, by a
small study sample. In addition, the morphometric approach used in the study was not ex-
plicitly concerned with extrinsic factors affecting shape variability in biological specimens.
Extrinsic factors are those that affect shape variation but are not the focus of the research
question at hand. In the analysis of biological specimens using geometric morphometrics,
size and age of the specimen are usually extrinsic factors in shape variability.
This chapter describes the use of geometric morphometrics, specifically facial shape
analysis, in characterizing the facial phenotype associated with FAS. The chapter be-
gins with an outline of the theoretical background of geometric morphometrics. Two
approaches to facial shape analysis with respect to FAS are presented; one approach ad-
dresses the removal of extrinsic factors. The results from the two approaches and the
limitations of both approaches are discussed.
5.2 Theoretical background
5.2.1 Definition of shape
Shape is defined as all the geometrical information that remains when location, scale
and rotational effects are filtered out from an object (Dryden & Mardia, 1998). Two
shapes can be compared by adjusting for size and superimposing one shape on the other












shape dissimilarity (Dryden & Mardia, 1998). Landmarks are divided into three categories
(Dryden & Mardia, 1998):
• Anatomical landmarks are points assigned by an expert that correspond between
organisms in some biologically meaningful way.
• Mathematical landmarks are points located on an object according to some
mathematical or geometrical property, i.e. high curvature or an extreme point.
• Pseudo-landmarks are constructed points on an object either on the outline or
between landmarks.
While orientation and location are easily removable nuisance parameters in geometric
morphometrics, size may be of interest in biological morphometric studies. Size is an im-
portant component in the comparison of structures as it tends to dominate the variability
between sexes, populations, species and even individuals (Slice, 2005). In morphometrics
the term form is given to data containing only shape and size. Slice (2005) defines size as
any positive, real-valued measure of an object that scales as a positive power of the geo-
metric scale of the form. This definition of size, while very precise, may have ambiguous
meaning in the presence of shape variation. An example is that the difference between
two well defined points on an object constitutes a proper size measure, but for the same
data set, different distances may indicate no change in size when objects differ in shape.
Centroid size, geometric mean and linear distance are some of the size variables that are
can be used in breaking down form into shape and size, depending on the research focus.
Centroid size is the most commonly used size variable (Slice, 2005) and is defined as the
square root of the sum of squared distances of landmarks in a configuration to their mean
location (Slice, 2007).
5.2.1.1 Procrustes superposition
Procrustes superposition is a least-squares method that estimates the parameters for
location and orientation that minimize the sum of squared distances between correspond-
ing points on two configurations (Slice, 2005). A mathematical description of an n-
point/landmark shape in k-dimensions is a concatenation of each dimension into a (k×n)
vector. Establishing a common coordinate reference with respect to scale, position and
rotation, aligns all the objects in a given set to obtain true shape representation. The












for N objects with optimal superimposing of landmarks. The method minimizes the dis-
tances between corresponding landmarks by removing all registration effects using some
constraint. Various minimization constraints exist but the most popular is that which
minimizes the sum of the squared distances between corresponding points (Halazonetis,
2004). For two shapes the following procedure performs the superposition of one shape
to another:
1. The centroid size of each shape is calculated.
2. Each shape is normalized by dividing by the centroid size.
3. Each of the shapes is then aligned with respect to position at their centroids.
4. Each shape is then realigned with respect to rotational orientation about their cen-
troids.
A basic illustration of a shape comparison is shown in Figure 5.1
Figure 5.1: Shape comparison using Procrustes superposition.
In a multi-sample situation, the sample members are superimposed to a mean. How-
ever, there is usually no meaningful mean prior to the superposition. A solution is to
use an iterative process to align shapes to a changing mean shape. Any of the shapes
in the sample can be used as an initial mean and the others aligned to it. A new mean
from the aligned configurations may then be calculated as the arithmetic average location
of individual landmarks in the sample and scaled to unit centroid size. This process is
guaranteed to produce monotonically decreasing sum-of-squared deviations of the sample
configurations around the estimated mean (Slice, 2005). Convergence may be declared












Gomez, 2002). This process is called Generalized Procrustes analysis (GPA). Figure 5.2
illustrates GPA for three facial landmarks from a sample of 2D faces.
Figure 5.2: Generalized Procrustes analysis (GPA). The coordinates of corresponding
landmarks may be taken from several samples of faces as shown for one sample in the first
figure. The dashed line defines the shapes being compared, which are made up of three
landmarks, the two exocanthi and the gnathion. The second figure shows a collection of
such samples before superposition. The third figure shows the sample after superposition.
The red circles are the coordinates of the mean shape after the GPA. The blue cross is
the centroid of the mean shape and is positioned on the origin after GPA.
Mathematically, for a sample of landmark configurations Si, where i = 1, . . . N and








and gives the Procrustes mean coordinates (αjx,αjy,αjz) where j = 1, . . . n (n is the
number of landmarks). The full Procrustes fit coordinates SPi are found by fitting each
shape Si to the Procrustes mean α using, for example, a least squares method (Hala-







SPRi (Robinson et al., 2001) are the difference between the full Procrustes fit coordinates
















be used in principal component analysis to explore shape variability (Hennessy et al.,
2002).
5.2.1.2 Shape spaces and multivariate analysis
The Procrustes distance of a shape configuration is the square root of the sum of squared
differences of corresponding landmark coordinates between the Procrustes aligned object
and the computed configuration mean after convergence. This is a non-Euclidean distance
and a set of all such distances for corresponding configurations in a sample reside on the
surface of a hyper-hemisphere. Since this space is non-Euclidean, however, standard
parametric multivariate statistical methods are not directly applicable to the data in it.
An important feature of this space is that most biological shape variability of interest
to researchers is concentrated in a small area (Slice, 2005), and when variation in shape
is reasonably small, a projection of the Procrustes fit coordinates into linear tangent
space can be made to produce Procrustes tangent coordinates. Tangent space projection
makes linear assessment of the shape space possible and thereafter standard multivariate
methods may by applied. The Procrustes residuals can be used as a good approximation
to the Procrustes tangent coordinates.
5.2.1.3 Principal component analysis
Procrustes residuals may be used to explore shape variability (Hennessy et al., 2002).
The variability of shape around the mean can be viewed as scatter plots or connected
scatter plots for easier visual inspection. The position of each point can vary along all
orthogonal axes. Mathematically, (k × n) Procrustes residual variables can describe the
variability of the object. Various statistical procedures can be carried out to investigate
shape variation. One of them is principal component analysis (PCA). PCA is a procedure
that can decrease or summarize the (k×n) variables into uncorrelated linear combinations











where the weights γrjx,γrjy and γrjz describe directions of variation in each Procrustes
coordinate about the mean shape (Robinson et al., 2001). A set of the same shape class
of biological objects will always have some degree of inter-point correlation (Stegmann












2004). There therefore exists a shape representation between points that accounts for
the correlation between points. This can be used to reduce dimensionality in principal
component analysis. There are as many principal components as there are landmark
coordinates. The principal components have the following properties (Halazonetis, 2004):
• All components are orthogonal to each other and so are statistically unrelated.
• Part of the variability of the sample is represented by each component in decreasing
order, starting from the largest variability being represented by the first component
and the second largest variability by the second and so on.
• Every component is a linear combination of the original variables.
One of the reasons to perform shape analysis is to ascertain whether there are any
shape differences within a population of shapes. Some of the shape variation represented
by the principal components may account for shape differences between clusters of shapes
within the sample being investigated. To determine which principal components have
greater discrimination between such clusters, if they exist, a discriminant analysis of
principal component scores can be done. Discriminant function analysis or discriminant
analysis is used to determine which variables (usually continuous) discriminate between
two or more naturally occurring groups. The components found to have the greatest
discriminating power can be further analysed using scatter plots of principal scores and
shape warping. Scatter plots provide a useful visual illustration of where each shape lies
along the direction of a chosen principal component. To visualize the pattern of shape
variability represented by each principal component, the mean shape can be warped by
moving points according to the weights on the principal component. The decreasing
order of significance of the components in accounting for variability means that only some
need be retained to account for a significant part of shape variability. The mean shape
configuration of a sample has, by definition, all principal components equal to 0. For
PC(r), shapes with the following coordinates can be plotted: (αjx + c
√
λrγrjx , αjy +
c
√
λrγrjy , αjz + c
√
λrγrjz). Here λr is the variance captured by PC(r). The value c
can range about the mean configuration by some standard deviation in the negative or
positive direction of PC(r). Shape is considered to be a continuous variable of smoothly













Bilateral symmetry exhibited by some biological organisms can result in ill-conditioned
covariance matrices resulting from linear dependences among landmarks due to symmetry.
Two types of bilateral symmetry exist in biological organisms (Klingenberg et al., 2002).
Matching symmetry is the description given to the symmetry where two separate copies
of a structure, for example a wing in insects, are present on both sides of the body. The
other type of symmetry is objective symmetry. Here a structure is symmetric in itself
because the mid-sagittal plane or median axis passes through it, as in the face (see Figure
5.3).
Figure 5.3: Objective symmetry
Most biological organisms do not exhibit complete symmetry but show some asymmet-
rical variation in the position of some features. Landmark configurations with objective
symmetry can be analysed by first partitioning total shape variation into components of
symmetry variation and asymmetry. Figure 5.4 illustrates the above in that the distorted
face below exhibits asymmetry and symmetry simultaneously. The face is asymmetrical
about the midline but all points on the median axis are symmetric on themselves. Klin-
genberg et al. (2002) proposes a method to partition total shape variation into symmetric
variation and asymmetry. Each shape configuration can be reflected along its median axis.
The landmark labels of the reflected copy are then reassigned to correspond to those of
the original copy. Both the reflected copy and the original copy are included in a GPA to











5.3 Facial shape analysis: introduction to two studies
Figure 5.4: Symmetry correction. The left image shows an asymmetric face. The right
image shows the original shape configuration (red dashed line) reflected along its median
axis. The landmark labels of the reflected copy (green dashed line) are then reassigned
to correspond to those of the original copy. Both the reflected copy and the original copy
are included in a GPA to obtain a perfectly symmetric Procrustes average of the original
configuration (black solid line).
5.3 Facial shape analysis: introduction to two studies
This section introduces two facial shape analysis approaches to characterize the facial
phenotype associated with FAS. One approach uses GPA to align facial landmark config-
urations and PCA to explore facial shape variation as previously reported in Mutsvangwa
& Douglas (2007). In addition, pattern recognition methods, specifically feature selection
and classification methods are employed on the principal components to determine which
are most discriminatory between normal and FAS-affected subjects. The characteristic
facial phenotype for FAS can then be deduced from a visual presentation of the shape
variation described by the most discriminating principal components. The other approach
attempts to correct for the effects of size and age using regression after GPA. Discriminant
function analysis is then used to assess the age- and size-invariant facial shape variation
associated with FAS and classify subjects using cross-validation.
5.3.1 Study sample
Thirty-four subjects, in two age groups, five and twelve years old, were included in the
study (see Table 5.1). Subjects were of mixed ancestry (people from intermarriage of











5.3 Facial shape analysis: introduction to two studies
The study sample was chosen from a larger population of children imaged as part of a
large-scale FASD screening program in the Northern Cape Province of South Africa. The
screening process was through sequential visits to suspected high prevalence areas under a
Foundation of Alcohol Related Research (FARR) initiative. FARR is a non-governmental
organisation in South Africa conducting research in alcohol related medical problems in
South Africa.
Children were screened for signs of growth retardation based on height, weight and
head circumference and their facial characteristics were evaluated for FAS by a dysmor-
phologist using the Hoyme Diagnostic Guidelines (Hoyme et al., 2005). A child with a di-
agnosis of FAS had sufficient dysmorphology, was approximately two standard deviations
below the mean on either verbal or non-verbal intelligence quotient tests, had substantial
behavioral problems as measured by the Personal Behavior Check-list (PBCL-36)1 and
had confirmation of prenatal alcohol exposure.
The study sample of five-year olds represents an age-matched subset obtained during
visits to high risk areas. The term ”‘normal controls”’ is used to refer to subjects not
flagged for growth retardation and not presenting any of the FAS facial characteristics
as determined by a dysmorphologist. Because the small samples are not the same as
comparing true population norms these subjects should strictly be called controls. The
normal subjects were chosen in order to match them in age and size to the FAS group.
The study sample used here had a greater number of older subjects with FAS and
conversely a greater number of younger control subjects. The mean age for the control
subjects was 8.0 ± 3.6 years. The mean age for FAS subjects was 10.9 ± 3.6 years. The
disparity in means was significant (T 2 = 2.44, p=0.01). For the two age samples separately,
the differences in mean and standard deviation between FAS and control subjects were
not significant (see Table 5.1).
Twenty-six landmarks were obtained for each of the subjects (see Figure 5.5). These
included landmarks describing features traditionally assessed in FAS diagnosis, namely
those defining the palpebral fissures, the upper vermillion boarder and the philtrum (Ast-
ley & Clarren, 1995, 1996, 2000; Clarren et al., 1987; Moore et al., 2001, 2002, 2007;
Mutsvangwa & Douglas, 2007). These landmarks are also generally included in the de-
scription of the three most severe of the four fetal alcohol spectrum disorders (FASD)
1This is a scale that measures the behavioral characteristics of FAS, regardless of age, race, sex, or
I.Q., consisting of 36 items pertaining to several areas of functioning: academic performance, social skills
and interactions, bodily functions, communication and speech, personal manner, emotions, and motor











5.3 Facial shape analysis: introduction to two studies
Table 5.1: Descriptive statistics
Five-year olds Twelve-year olds All subjects
Mean (Std) 5.4 (0.5) 12.7 (0.5) 8.0 (3.6)
Normal controls
Number of subjects 11 6 17
Mean (Std) 5.1 (0.4) 12.7 (0.5) 10.9 (3.4)
FAS
Number of subjects 4 13 17
T 2 -1.17 -0.01 2.44
Difference in mean age
p 0.14 0.50 0.01
(Manning & Hoyme, 2007). The definition of FASD is described in Section 2.1. Land-
marks defining midfacial hypoplasia were also included on the midline of the face. This
facial anomaly can be assessed using a subset of linear distances only (Moore et al., 2001,
2002, 2007) but has been assessed spatially in 3D (Mutsvangwa & Douglas, 2007). The re-
liability of the imaging tool and the landmarking of images have previously been assessed
using a doll and human subjects, as described in Section 4.3.
5.3.2 Shape data
Each subject’s set of 3D landmark coordinates constitutes a form (shape and size) configu-
ration. In the analysis, symmetry correction and GPA were applied to the 3D coordinates,
and the Procrustes residuals formed the shape data. These data were analysed using two
different approaches as described below. The two age categories allow an explorative
investigation into the differences in the FAS facial shape at different ages and provide
an assessment, qualitatively and quantitatively, about the age at which the deviation of
the FAS facial shape from the norm is more pronounced. The assessment of the FAS
facial shape at five was motivated by the consensus in the research community that FAS
is easier to diagnose below the age of 10 years (Astley & Clarren, 1995). An investiga-
tion into facial shape difference for twelve-year olds was motivated by its potential to
demonstrate if the facial anomalies associated with FAS are detectable after the onset of
puberty. The morphometrics software MorphoJ version 1.00h (Klingenberg, 2008), and a












5.3 Facial shape analysis: introduction to two studies
Figure 5.5: The landmarks included in the analysis. 1. exR -right exocanthion, 2. enR-
right endocanthion, 3. g-glabella, 4. n-nasion, 5. se-sellion, 6. enL-left endocanthion,
7. exL-left exocanthion, 8. psn-pronasale, 9. alR-right alare, 10. alL-left alare, 11.
sbalR-right subalare, 12. s-subnasale, 13. sbalL-left subalare, 14. Phl-centre of philtrum
furrow, 15. chR-right cheilion, 16. ls’R-right crista philtri, 17. ls-labiale superius, 18.
ls’L-left crista philtri, 19. chL-left-cheilion, 20. li-labiale inferius, 21. umeR-right upper
mid eye ridge, 22. umeR-right lower mid eye ridge, 23. umeL-left upper mid eye ridge, 24.
umeL-left lower mid eye ridge, 25. phmR-mid right philtrum ridge and 26. PhmL-mid
left philtrum ridge. The wire frame shown on the right figure is used for visualization
purposes only and does not affect the analysis.
Every analysis presented below involved an initial GPA. To assess if there are outliers
in the data after GPA, the MorphoJ software provides a diagram with the cumulative
distribution of the distances of individual specimens from the average shape of the entire
sample. A deviation from the curve expected for a multivariate normal distribution fitted
to the data shows the extent to which an individual is an outlier, based on Procrustes or
squared Mahalanobis distance, depending on the relationship between the dimensionality
of the data and the number of specimens in the dataset. This provides a visual inspection











5.4 Facial shape analysis using principal components
5.4 Facial shape analysis using principal components
5.4.1 Methods
5.4.1.1 Discriminant function analysis of Procrustes residuals
To assess the difference in mean shapes after GPA, a discriminant function analysis of the
Procrustes residuals was done for each of the age categories and for all ages combined.
Discriminant function analysis aims to determine whether groups differ with regard to
the mean of a variable, and then to use that variable to predict membership to a group
(Hill & Lewicki, 2007). In this case, the variables were the Procrustes residuals and group
membership was the diagnosis of FAS or normal. This was done for each of the age
categories and for all the subjects combined.
5.4.1.2 Principal component analysis
In this study, principal component analysis was performed on the covariance matrix of
symmetric Procrustes residuals after GPA. Three separate analyses were done, one for each
of the age group categories and one with all the subjects combined. After the principal
component analysis, the principal component scores along each principal component for
each subject were computed. Principal component scores are computed as the vectors
of deviations of the observations from the sample mean, multiplied by the vectors of
principal component coefficients or eigenvectors (Klingenberg, 2008). The number of
principal components to retain is determined by the research question at hand. The Jolliffe
cut-off value for eigenvalues produced in a principal component analysis, is a method to
show informally how many principal components should be considered significant (Jolliffe,
2002). This method retains the principal components associated with the covariance
matrix, that have eigenvalues greater in magnitude than the average of all the eigenvalues.
Other criteria exist for determining this cut-off; Cangelosi & Goriely (2007) provide a good
summary of the methods. In the present study all principal components were retained
for further analysis despite their apparent insignificance. Dimensionality reduction, the
usual reason for a principal component analysis, was performed later through feature
selection as described below. The motivation for retaining all the principal components
was that the FAS facial phenotype may present very subtly and thus some principal
components which might not be significant in overall shape variation might still be quite
discriminatory between the FAS and normal shapes. Table A.1 in Appendix A shows the











5.4 Facial shape analysis using principal components
5.4.1.3 Feature selection
Feature selection is used to select a subset of relevant variables, thereby reducing the
dimensionality of the data space, such that maximum discrimination of groups or targets
can be achieved according to some criteria. The usual criterion is the minimization of
classification error and computational effort for classifier algorithms. Mathematically,
feature selection translates to choosing a subset of k features out of n that guarantees the
lowest classification error, which is an optimization problem, barring an exhaustive search
for the subset of features (Frank, 2002). In this study, the principal component scores
along each principal component were the feature variables. The targets were coded, 1 for
FAS affected subjects and 0 for normal controls. Branch-and-bound feature selection was
used to obtain the subset of principal components that best discriminated between the
two groups, FAS and normal controls. The branch-and-bound algorithm is a top-down
procedure, beginning with a set of p variables, and constructing a tree by deleting variables
successively (Webb, 2002). It relies on an important criterion for feature selection, which
is that, for two subsets of variables, X and Y :
X ⊂ Y ⇒ J(X) < J(Y ) (5.3)
where J is a measure of separation between two sets of data. This relation says that
evaluating the feature selection criterion on a subset of variables of a given set yields a
smaller value of the feature selection criterion, a property referred to as the monotonicity
property. At each point of searching the tree, a bound is computed of the best solution
possible1 in the current sub-tree. Promising nodes of the tree are retained and expanded,
whereas, due to the monotonicity property, nodes for which the lower bound is lower than
the best solution so far are pruned (Frank, 2002). In the software package PRtools, the
separation measure maximized was the sum of the squared Mahalanobis distances between
targets in the data space. The output from the feature selection was the optimum subset
of principal components ranked in order of decreasing discriminatory ability. Principal
component scores from the first two2 principal components in the ranking were used in
classification. The orthogonality property of principal components guarantees indepen-
dence, allowing individual principal components to be chosen based on their individual
classification errors, thus a subset of features can be pooled based on their individual
classification error performance.
1The best solution is the highest value of the measure of separation between classes.











5.4 Facial shape analysis using principal components
5.4.1.4 Classification
Four classifiers that were used to classify the subjects are briefly described below (Duin,
2000):
• Nearest mean classifier. This classifier computes the mean of each group and
allocates group membership based on proximity to group mean.
• Fisher classifier. This classifier finds the linear discriminant function between the
groups in the dataset by minimizing the errors in the least square sense.
• Quadratic Bayes classifier. This classifier works by finding the covariance and
mean of a group and using that to create a decision boundary.
• Log linear classifier. This is a linear classifier that maximizes the likelihood
criterion using the logistic (sigmoid) function.
Due to the small sample size, leave-one-out cross-validation classification was used. In each
trial all but one subject were used in the training of a classifier. The subject left out was
then used in testing a classifier resulting in 33 trials for each classifier. A visualization of
the shape variation described by the most discriminatory principal components provided
a qualitative description of facial shape changes between FAS and normal controls.
5.4.2 Results
5.4.2.1 Discriminant function analysis
Table 5.2 shows the results of the discriminant function analysis of Procrustes residuals.
There is no statistically significant difference in mean shapes between FAS and normal
controls for each of the age group categories and for all the subjects combined. The shape
differences were thus too subtle to compare mean shapes after GPA alone.
Table 5.2: Discriminant function analysis of Procrustes residuals for FAS and normal
control subjects.
Five-year olds Twelve-year olds All subjects
T 2 18.20 20.65 309.78











5.4 Facial shape analysis using principal components
Figures 5.6, 5.7 and 5.8 below show the shape changes associated with the principal
components chosen from the feature selection for each of the analyses. The change is
from the mean shape in the positive and negative directions of the principal component
by a scale factor. The scale factor is the magnitude of the shape change as a Procrustes
distance. A scale factor of 0.1 corresponds to a change of the principal component score
of 0.1 units in the positive direction while a scale factor of -0.1 corresponds to -0.1 units in
the negative direction. All variation in Figures 5.6, 5.7 and 5.8 is described starting from
a negative scale factor, past the mean shape towards a positive scale factor. The scale
factors were determined by the variation about the mean of subjects in the scatter plots of
the principal components (see Figures A.1, A.2 and A.3 in Appendix A for scatter plots
of the principal components of the five-year old, twelve-year old and combined group,
respectively).
Figure 5.6 shows the shape variation described by principal components 2 and 5 (se-
lected by feature selection) for the five-year old sample. The scale factor is 0.05 in either
direction of the mean. Principal components 2 and 5 account for 15.8% and 6.9% of shape
variability, respectively (Table A.1 in Appendix A). The shape variation in principal com-
ponent 2 shows a large reduction in the size of the eye orbits. The glabella also changes
position dramatically from a more inferior to a more superior position. There is a also a
thinning of the upper lip, increase in philtrum length and flattening of the midface. The
shape variation in principal component 5 includes a medio-lateral moevement of the inner
canthi, thinning of the both the upper and lower lip and flattening of the midface. The
FAS subjects in the scatter plot of principal components 2 and 5 lie in the upper right
hand corner (Figure A.1 in Appendix A). It can be concluded that the right hand shapes
for principal components 2 and 5 belong to the FAS group and those to the left are the
normal control faces.
Figure 5.7 shows the shape variation described by principal components 6 and 15 for
the twelve-year olds (scale factor is ± 0.03). Principal component 6 and 15 account for
4.9% and 0.7% of shape variability, respectively. Shape variation, in the sagittal view, of
principal component 6 shows a ventro-dorsal change in the relative position of the nasion
and seillion with glabella changing in the opposite direction. There is also evidence of the
nasal protrusion diminishing. The shape variation described by principal component 15 is
limited to a slight change in the relative position of the nasion mirroring that landmark’s
change in principal component 6. Generally, the changes in shape are very small. The
FAS subjects in the scatter plot of principal components 6 and 15 lie in the upper left











5.4 Facial shape analysis using principal components
for principal component 6 belongs to the FAS group and that to the right is the normal
control face. For principal component 15 the shape to the right is the FAS face and that
to the left is the normal control face.
Figure 5.8 shows the shape variation described by principal components 1 (scale factor
is ± 0.05) and 15 (scale factor is ± 0.01) for both ages combined. Principal components 1
and 15 account for 24.6% and 1% of shape variability, respectively. As mentioned above,
the dominant extrinsic factor in morphometrics is usually size. In addition, without
size correction, the first principal component after a GPA is usually responsible for size
differences (Swiderski, 2003). To test for this, centroid size was regressed on principal
component 1. Size correlated poorly with principal component 1 and only predicted
12.1% of variation (R= 0.35 p=0.04). Shape variation, in the coronal view, for principal
component 1 shows a significant lengthening of the palpebral fissures and up-slanting of
the eyes. In the sagittal view there is a large dorso-ventral and infero-superior movement of
the glabella and nasion and sellion, although the nasion shows a greater change in relative
position. A significant difference can be observed in the vertical length of the midface,
from the seillion to the labiale superius. Significant thinning of both the upper and the
lower lip is also evident. Shape variation described by principal component 15 includes
slight changes in the relative position of the nasion and pronasale and slight changes in
the mouth width. The FAS subjects in the scatter plot of principal components 1 and 15
lie in the lower left hand corner (Figure A.3 in Appendix A). It can be assumed that the
left hand shapes for principal components 1 and 15 belong to the FAS group and those
to the right are the normal control faces.
The classification accuracy of the four pattern recognition algorithms for the three
analyses is shown in Table 5.3. The focus of the analyses was identifying FAS subjects so
the definition of accuracy as it is used here is:
accuracy =
no of true FAS positives + no of true control negatives































































































































































































































































































































































































































































































































































































































































































5.5 Facial shape analysis with regression for age and size correction
Table 5.3: Accuracy of classification for all analyses.
Classifier Five-year olds Twelve-year olds All subjects
a PC 2 and 5 PC 6 and 15 PC 1 and 15
% % %
Nearest Mean 80 74 76
Fisher 87 74 74
Quadratic Bayes 87 79 62
Log Linear 87 74 76
Average 85 75 72
aPC indicates principal components obtained in the feature selection.
5.5 Facial shape analysis with regression for age and
size correction
5.5.1 Methods
In studies concerned with shape only, extrinsic factors affecting shape variability can be
removed. Extrinsic factors are those that affect shape variation but are not the focus of
the research question at hand. In the analysis of biological specimens, using geometric
morphometrics, size is usually an extrinsic factor in shape variability. Shape variability
may also depend on the age differences in the specimens being compared. Although
age and size are expected to be related, some shape change may occur as individuals
age. Regression can be used to correct shape data for extrinsic factors contributing to
shape variability. The following description of how regression may be used in geometric
morphometrics is taken from Klingenberg (2008).
Regression separates the component of variation in the dependent variables that is
predicted by the independent variables from the residual component of variation, which
is uncorrelated with the independent variable. Regression can be used, for instance, in
correcting for size which may be an extrinsic factor in shape variability. This decompo-
sition is shown in Figure 5.9a for a single data point (black dot). The deviation from
the sample average (hollow dot) in the direction of the shape variable (vertical; the de-
pendent variable) is divided into a predicted and a residual component. The predicted
component can be computed from the slope of the regression line (bold oblique line) and
the deviation of the data point from the mean in the direction of centroid size (horizontal;











5.5 Facial shape analysis with regression for age and size correction
the data point from the mean and the predicted component. By removing the predicted
component and focusing on the residuals, what is left is data that is uncorrelated with
the independent variable. In the case of a two-group analysis, if the regression slopes in
the groups are the same, a pooled regression can be performed. This method uses the
regression slopes within samples to separate the predicted and residual components of
variation in the dependent variables as shown in Figure 5.9b.
In this study, contributions to shape variation from age and size were corrected for after
GPA. To correct for age, the shape data were regressed onto subject age for all subjects
using pooled within-group regression. This separated the components of shape variation
that were predicted by age from those that were independent of age. A permutation test3
for the null hypothesis of independence of shape from age was performed. The residuals
from the regression were therefore assumed to be independent of age and constituted the
new shape variables for further analysis.
These new shape data were then also regressed on centroid size using pooled-within group
regression. The overall residuals from the tandem regression of shape on age and age-
corrected shape on centroid size were retained for further analysis. Discriminant function
analysis of the size- and age-invariant shape data was then used to analyse the shape
differences between the control subjects and the FAS subjects for 1) the five-year old
subjects and 2) the twelve-year old subjects and 3) all subjects combined. Because we are
dealing with shape variables, the average shape differences may be assessed visually. In
addition, the performance of the discriminant function in predicting group membership
may be assessed using leave-one-out cross-validation. The FAS face for younger individuals
is expected to be different from that of older individuals. To assess this difference, the
five-year old FAS sample was compared to the twelve-year old FAS sample. The same was
done for the control subjects at the different ages. Although the normal face is expected
to change with growth, it was hoped that a comparison of the differences within the FAS
and control groups at different ages would reveal any differences in the development of
3A permutation test involves the shuffling of observed data in order to assess the uniqueness of an
observed outcome. A suitable test statistic is computed on the observed data associated with a collection
of objects. The data are permuted over all possible combinations of the objects and the test statistic is
computed for each combination. The null hypothesis specified by the randomization implies that each
combination is equally likely to occur. The p value is the proportion of combinations with test statistic












5.5 Facial shape analysis with regression for age and size correction
Figure 5.9: (a) Regression of single shape data point variable (black dot) on centroid size
for a single group. The deviation from the sample average (hollow dot) in the direction
of the shape variable (vertical; the dependent variable) is divided into a predicted and a
residual component. The predicted component can be computed from the slope of the
regression line (bold oblique line) and the deviation of the data point from the mean in
the direction of centroid size (horizontal; the independent variable). The residual is the
difference of the total shape deviation of the data point from the mean and the predicted
component. (b) In the two group case, if the regression slopes in the groups are the same,
a pooled within-group regression can be performed. This method uses the regression
slopes within samples to separate the predicted and residual components of variation in
the dependent variables.
the two groups and would provide some insight into the development of the FAS facial
phenotype with age.
5.5.2 Results
There was a high correlation between centroid size and age when all the subjects were
combined. Age explained 64% of the variation in centroid size (p ≈ 0) for the permutation
test against the null hypothesis of independence at the 95% confidence level. However, in











5.5 Facial shape analysis with regression for age and size correction
sizes.
The results of a regression of shape on age are shown in Table 5.4 for all ages combined
and for the two age subgroups of five and twelve-year olds, separately. Age significantly
(p=0.05) explained 6% of the shape variation for the combined subjects. For the five-year
old subgroup, age did not significantly explain shape variability (p=0.31). After correction
for age however, centroid size predicted 21% of the resultant shape variation (p=0.07) in
the five-year old group. There was thus some weak evidence against the null hypothesis
of independence between centroid size and age-corrected shape variables for the five-year
old sub-group. In the twelve-year old sub-group, the results of the permutation tests for
the null hypothesis of independence between age and shape and between centroid size and
age-corrected shape were not significant.
Figure 5.10: Comparison of centroid size in the FAS and the normal groups at different
ages.
Shape differences were observed between the mean FAS and control shapes in five-
year olds (Figure 5.11). The shape difference graph illustrates the shape change from the
normal mean shape in the sample towards the FAS shape, by a scale factor. The scale
factor chosen was 0.2, as it allowed for complete visualisation of shape differences while











5.5 Facial shape analysis with regression for age and size correction
Table 5.4: The results of a permutation test for independence after regression of shape
on age and regression of the result on centroid size for all subjects combined.
Regression of shape Regression of residuals of shape
onto age on age onto size
% predicted 5.98 1.76
All ages combined
p-values 0.05 0.77
% predicted 7.95 20.6
Five-year olds
p-values 0.31 0.07
% predicted 5.28 4.29
Twelve-year olds
p-values 0.41 0.55
Figure 5.11: The shape difference between FAS and normal five-year old individuals given
by the discriminant function analysis model after age and size correction. The solid lined
black configuration is the normal mean shape and the dashed red line is the FAS mean











5.5 Facial shape analysis with regression for age and size correction
The glabella is more superiorly positioned in the FAS group. There is no great differ-
ence in shape in the midfacial region as viewed coronally, but the sagittal plane reveals
a great ventro-dorsal retraction of the pronasale in the FAS mean shape. In the coronal
view, the upper lip of the FAS group is also thinner and the philtrum length is much
longer. The FAS lower lip is much thinner than the control lower lip. The difference in
mean shapes is significant (T 2 = 4289.35, p = 0.02, see Table 5.5) and the discriminant
function analysis cross-validation classification accuracy (Table 5.6) for the five-year olds
reveals a sensitivity of 100% and a specificity of 90.9% (overall classification accuracy of
95.5%).
Table 5.5: Mean shape difference statistics, after correction for age and size, comparing
the difference between FAS and normal mean facial configurations using 1) five year olds
only, 2) twelve year olds only and 3) all subjects
Five-year olds Twelve-year olds All subjects
T 2 4289.35 1848.49 22172.23
p-value (parametric) 0.02 0.07 0.02
Mean shape differences between FAS and control individuals at twelve years of age
(see Figure 5.12) show, in the coronal view, reduced palpebral fissure lengths. There is
very little difference in the position of the endocanthi in the two groups. The exocanthi in
the FAS group, however, are more medially positioned accounting for the small palpebral
fissures. There is also an up-slanting of the eyes for the FAS group. In the twelve-year
old FAS sample, individuals have slightly thinner upper lips. The sagittal plane shows an
upturning of the nose for control individuals, in contrast with the results for the combined
analysis and that for five-year olds. The difference in mean shape for the twelve-year olds is
weakly significant (T 2 = 1848.49, p = 0.07, Table 5.5). The cross-validation classification
results of the discriminant function analysis show a FAS identification sensitivity of 76.9
% and a specificity of 83.3 % (overall classification accuracy of 80.1 %) (Table 5.6).
For all the subjects combined, the FAS mean shape seems to have smaller palpebral
fissures. The endocanthi between the two mean shapes are almost in the same position
but there is a great lateral difference in position of exocanthi between normal controls and
FAS individuals, giving the FAS group smaller palpebral fissure lengths. The FAS mean











5.5 Facial shape analysis with regression for age and size correction
Figure 5.12: The shape difference between FAS and normal twelve-year old individuals
given by the discriminant function analysis model after age and size correction. The solid
lined black configuration is the normal mean shape and the dashed red line is the FAS
mean shape. The scale factor is 0.2.
To complete the difference in shape in the coronal view, the FAS mean shape has a smaller
upper lip and up-slanting eyes compared to the control mean shape. The difference in
mean shape for the all subjects combined is significant (T 2 = 22172.23, p=0.02, Table
5.5). The cross-validation classification results of the discriminant function analysis show
a FAS identification sensitivity of 88.2% and a specificity of 94.1 % (overall classification
accuracy of 91.2 %) (Table 5.6).
The regression of shape onto age for the FAS group reveals that age predicts 43% of
shape variability, although this is not significant (Table 5.7). In addition, the results of
the subsequent regression of centroid size onto age-corrected shape variables show that
centroid size predicts 15% of shape variability; this result is not statistically significant.
The results are similar for the control group; a non-significant prediction of age on
shape variability of 47% and a non-significant prediction of centroid size on age-corrected
shape of 7%. There are however, statistically significant differences in mean shape between
the five and twelve-year olds for both the FAS and the control groups (see Table 5.8). The











5.5 Facial shape analysis with regression for age and size correction
Figure 5.13: The shape difference between all FAS and normal individuals given by the
discriminant function analysis model after age and size correction. The solid lined black
configuration is the normal mean shape and the dashed red line is the FAS mean shape.
The scale factor is 0.2.
Table 5.6: The cross-validation confusion matrix for classification using discriminant func-
tion analysis.
Confusion Matrix
True Allocated to Sensitivity Specificity Accuracy
group FAS Normal Total % % %
FAS 15 2 17
All ages combined
Normal 1 16 17
88.2 94.1 91.2
FAS 4 0 4
Five-year olds
Normal 1 10 1
100 90.9 95.5
FAS 10 3 13
Twelve-year olds












5.5 Facial shape analysis with regression for age and size correction
Table 5.7: The results of a permutation test for independence after regression of shape
on age and regression of the result on centroid size for all subjects combined.
Regression of shape Regression of residuals of shape
onto age on age onto size
% predicted 43.37 15.39
FAS
p-values 0.25 0.17
% predicted 46.92 7.23
Normal controls
p-values 0.19 0.23
Table 5.8: Mean shape difference statistics comparing 1) the FAS face at five with the
FAS face at twelve and 2) the normal control face at five with the normal control face at
twelve
FAS Normal controls
T 2 18042.14 5326.49
p-value (parametric) 0.01 0.02
difference between the five-year old FAS sample and the twelve-year old FAS sample is very
pronounced. In particular, the glabella in the five-year old FAS mean shape is much more
superiorly positioned than in the twelve-year old FAS mean shape. In addition there is a
marked difference in the position of the nasion and pronasale between the two age groups
when viewing the shapes sagittally. In contrast to the FAS group, the differences in shape











5.6 Chapter discussion and original contribution
Figure 5.14: The shape difference between FAS five year olds and FAS twelve year olds
(top) and control five year olds and control twelve year olds (bottom). The black solid
lined is the five year old mean shape and the red dashed line is the twelve year old mean
shape. The scale factor used was 0.05.
5.6 Chapter discussion and original contribution
Multivariate statistical procedures applied to distances, angles and distance ratios have
previously been employed in the assessment of facial anomalies associated with FAS (Ast-
ley & Clarren, 1995, 1996; Moore et al., 2001, 2002, 2007; Naidoo et al., 2006). Geometric
morphometric (in particular, here, facial shape analysis) methods retain all geometric
information while simultaneously providing a statistical platform to investigate biological
organisms in a quantitative way. In addition, the results of the analyses can be readily











5.6 Chapter discussion and original contribution
it was shown that facial shape analysis could play an important role in characterizing
the FAS facial phenotype (Mutsvangwa & Douglas, 2007). Here, the methodology has
been refined through explicit considerations of some factors that affect shape variability.
These include symmetry, age and size. In addition, classification of subjects has been
introduced.
Discriminant analysis of the Procrustes residuals did not reveal any statistically sig-
nificant differences in the mean shapes of subjects for any of the age groups and for the
subjects combined. This suggests that the FAS facial anomalies in this sample were too
subtle to be detected using the mean facial shapes from the GPA alone or that the within-
group variation is large compared to the between-group variation. This illustrates one
of the shortcomings of geometric morphometrics, namely that a large sample is needed
to mitigate against the effects of within-group variation and reveal the sometimes subtle
differences that exist between a FAS face and a normal face.
With the first geometric morphometric approach, it was possible to isolate discrim-
inating shape variation from the sample regardless of the initial result of no significant
difference in mean shapes. In particular, for the five-year olds, large shape differences
were observed using the method of feature selection of principal components. The princi-
pal components selected accounted for a considerable amount of shape variation, 22.7%
in total. The classification results for the first approach showed a high level of accuracy
with an average of 85% for all the pattern recognition algorithms. The second approach
using regression for extrinsic factor correction showed even higher classification accuracy
at 95.5% for the five-year old age group. In addition, the mean facial differences be-
tween FAS and control subjects in the five-year old group, using the second approach,
was statistically significant. The facial differences between FAS and controls in this age
group followed those reported in the literature. Table 5.15 summarizes the FAS facial
features for all ages and also compares them for the two approaches. The FAS shape
presents small palpebral fissures and thin upper lips, both of which have been associated
with the condition. Moore et al. (2007) reported short philtrum length and reduced inner
canthal length as facial features that discriminate individuals with FAS in a sample of
mixed ancestry subjects with a mean age of five years. The results here show an increased
philtrum length and increased inner canthal distance in FAS subjects in a different sam-
ple of the same population, which corresponds with the results we reported previously for
seven-year olds (Mutsvangwa & Douglas, 2007). The results presented here agree with
those of Moore et al. (2007) in the observation that palpebral fissure lengths are shorter











5.6 Chapter discussion and original contribution
canthal length for FAS subjects. In previous work we found significant hypoplasia of the
midface (Mutsvangwa & Douglas, 2007). Here, midface hypoplasia is the most significant
anomaly in the FAS five-year old group, visually.
The popular research opinion is that the FAS facial shape anomalies diminish with
age (Astley & Clarren, 1995; Moore et al., 2007). In both approaches, the classification
results for the twelve-year old categories was poorer than for the five-year olds. In addition,
the shape differences between normal and FAS subjects were much more subtle for the
twelve-year olds. Using the first approach, the principal components chosen accounted for
much less of the total shape variation than for the five-year old group (a total variation
of 5.6% for the two selected principal components). In the second approach, the mean
facial differences between FAS and control subjects in the twelve-year old group were
only weakly significant. It is important to note, however, that the selection of the older
age group possibly included individuals at very different stages of their adolescent growth
spurt accounting for greater variation in this group. This limitation could be addressed
through a longitudinal study approach to the analysis. This was not possible within the
time frame of the project.
Moore et al. (2007) concluded that some of the differences in the FAS facial phenotype
across ethnicities are age-related. They included age as one of the discriminating features
between FAS and control subjects for their mixed ancestry population. In our population
of the same ethnicity, there are greater differences in facial shape between FAS individuals
at different age groups than for control individuals. This supports the notion that FAS
facial anomalies disappear with age as there seems to be a greater difference in shape
change in this group from a uniquely FAS-like face at five to a facial shape less distinct
from normal by twelve years of age. However, some differences in the facial shape of
control and FAS subjects persisted, as evidenced by the diminished nasal protrusion and
thinner upper lips, anomalies which were common for the FAS shape in both analytical
approaches.
The results for all subjects combined using the first approach showed a low classifica-
tion accuracy. The principal components chosen accounted for a considerable amount of
shape variation (25.6% of total shape variation), however, the first principal component
was selected. In the absence of any size correction it is thought that the first principal
component represents size. Thus the selection of the most significant principal compo-
nent as a discriminator between FAS and control subjects might have been due to the
uneven matching between the two groups in terms of age (see Table 5.1). However, the











5.6 Chapter discussion and original contribution
12.1% of the shape variation in this principal component. The other principal component
selected by the feature selection procedure was principal component 15, which accounted
for a very small percentage of shape variation and revealed subtle differences in shape
between FAS subjects and normal controls.
The second approach showed a high classification accuracy of 91.2% for the combined
group, a substantial improvement on the classification results of the first approach. The
FAS facial shape in both approaches for all subjects combined included shorter palpebral
fissures, up-slanting of the eyes, a vertically longer nasal bridge and slighlty thinner upper
lips.
From the results of the second approach, age was significantly correlated with centroid
size when all subjects were combined. If centroid size could be used here as a proxy for
facial size (an acceptable assumption because the landmarks are distributed around the
face), then this result is expected, as older subjects are expected to have larger faces. FAS
subjects had smaller facial size compared to controls of the same age group. In younger
subjects, this difference in facial size was greater than in the older sample. Thus, from a
size perspective, the results suggest that FAS faces are generally smaller at younger ages
compared to control faces, and, as individuals grow, the differences in head size diminish.
The smoothness of the philtrum furrow, another facial anomaly associated with FAS,
was visually missing in the FAS facial shapes for all analyses. A possible explanation
for this would be the poor definition of the philtrum shape. This feature is hard to
define using landmarks only and highlights a critical short-coming of the landmark-based
approach presented here. While it is relatively easy to include a facial feature defined by
landmarks located on points of biological meaning or extreme curvature, it is difficult if
not impossible to use a 2D image to locate or isolate features that consist of soft tissue
alone.
Fang et al. (2008) developed a novel approach which automatically detects facial fea-
tures using 3D facial images from a laser scanner. Computer graphics, machine learning
and pattern recognition methods were employed to determine a list of features that best
differentiate subjects with FAS and normal individuals. Their methodology, while tech-
nically complex, presents a shift in FAS diagnosis in that it makes no prior assumptions
about the selection of facial features to be measured. Their method, which was applied
to two different ethnic populations (50 FAS and 32 control Finish Caucasian; 36 FAS and
31 control mixed ancestry subjects from the Cape region in South Africa) could correctly
classify: the Finish sample with 88.2% sensitivity and 100% specificity, the mixed an-











5.6 Chapter discussion and original contribution
82.8% sensitivity and 76.2% specificity. The analysis here, using the second approach,
had comparable results. However, it relied on the use of within-group regression in all
the regression steps. This, by design, maximizes the separation of groups. While here
serving to achieve the greatest visual facial differences between FAS and control subjects,
it reduces the significance of the classification model as apriori information about the
grouping of a subject is included in the regression before classification. Fang et al. (2008)
did not report on the visual differences in facial features between FAS and control subjects
in their analysis. Rather, their methodology selected different facial features depending
on which pattern classification technique they used.
Both approaches presented here have advantages and disadvantages when compared
to each other. The first approach makes no a priori assumptions about group membership
structure thus providing a true classification accuracy compared to the second approach.
The first method, however, does not directly reveal known extrinsic factors that might
be responsible for some of the shape variation as in the second approach. In addition,
it may be too much of a mathematical abstraction of the underlying biological processes
and thus conclusions drawn using this method need to be drawn with care. Choosing a
principal component from feature selection, based on a distance measure in data space as
was done with the branch-and-bound feature selection algorithm, is an example of that
abstraction. The second method offers a more biologically fundamental comparison of
specimens although some assumptions of the structure of the biological data have to be
made.
A significant limitation of both approaches was the unbalanced sample used in the
analysis. The study sample was not sex or age group matched. The effects of sexual
dimorphism on the FAS facial shape, however, were explored in a previous study and
were found not to be significant (Mutsvangwa & Douglas, 2007). The sample was derived
from a mixed ancestry population allowing for the comparison of our results with those
of other studies in the same ethnic group (Fang et al., 2008; Moore et al., 2007). The
small study sample is a limitation; however, the narrow age bands studied allowed insights
into shape differences at different ages. In addition, this type of 3D shape analysis is a
new tool in assessing the FAS facial phenotype and we have presented results that hold


































































This thesis reports on the design of a stereo-photogrammetric imaging tool, on the testing
of the imaging tool and on methods that may be employed to analyse data obtained from
the tool.
The conflicting goals in designing such an anthropometric imaging tool were low cost
vs. quality of information. The system had to provide clinically accurate measurements of
the human face which are comparable to those produced by other imaging systems. The
research question at hand becomes the determining factor in balancing cost and accuracy.
In most studies reported in the literature, the characterization of the facial pheno-
type associated with FAS has relied on anthropometric measurements of facial features
associated with the syndrome, by way of linear distance measurements obtained directly
from photographs and Likert scales. Data for such assessment is directly accessible from
images obtained with the imaging tool presented here. One advantage of the imaging tool
over traditional methods of obtaining linear distances is that the data can also be used in
geometric morphometric analysis, which allows for a comparison and averaging of facial
shapes in terms of the relative 3D positions of a set of landmarks for shape variation.
The literature abounds with reports of sophisticated commercial imaging technolo-
gies employed in surgical planning, post-surgical assessment, assessment of longitudinal
change in morphology and quantification of syndromic clinical features (Fang et al., 2008;
Ghoddousi et al., 2007; Gwilliam et al., 2006; Hajeer et al., 2002; Hammond et al., 2004;
Hennessy et al., 2002, 2005; Honrado & Larrabee, 2004; Majid et al., 2005; Weinberg
et al., 2004). An advantage of these systems over the imaging tool presented here is
that surface information of the face is easily obtainable and can be included in the ge-











one composite 3D image than on three 2D images. However, these commercial systems
are generally prohibitively expensive, costing tens of thousands of dollars per system
(http://www.thinglab.co.uk).
The system presented here showed a high degree of reliability and precision, when
compared with direct anthropometry using an annotated doll. The results were com-
parable with those reported in the literature using the same protocol of employing an
annotated doll in assessing reliability and precision (Kovacs et al., 2006; Weinberg et al.,
2004). The use of a doll eliminated pose and other subject-related errors, allowing for
an assessment of the system alone. In a controlled laboratory situation, using an anno-
tated inanimate doll, the information that can be obtained using the imaging tool is as
reliable as, and more precise than, that obtained from direct anthropometry. In addition,
the pose assessment reliability results using human subjects indicated, in most instances,
high reliability.
Mixed results were obtained when eye measurements, obtained using the imaging tool,
were compared with those taken by a dysmorphologist on human subjects in the field.
The priority during the field work, however, was not to assess the comparability of the
imaging modalities. The study comparing the Vectra 3D and the stereo-photogrammetry
tool had the same limitations.
The portability of the imaging tool has allowed for the imaging of subjects in remote
areas of the Northern Cape in South Africa. In the field, the imaging tool has proven to
be an easy-to-use, subject-friendly device. A large database of images is currently being
developed, providing a permanent record of subjects and also data for future analytical
studies.
Two geometric morphometric approaches were presented that utilized the 3D land-
mark coordinate data from images taken using the imaging tool. One approach used
generalised Procrustes analysis and principal component analysis to characterize the FAS
facial phenotype in mixed race subjects. The other approach used regression for correction
of age- and size-related shape variability before using discriminant function analysis to
characterize the FAS facial phenotype in the same subjects. The first approach makes no
a-priori assumptions about group membership structure thus providing a more convincing
classification accuracy compared to the second approach. The first method, however, does
not directly reveal known extrinsic factors that might be responsible for some of the shape
variation as does the second approach. The second method thus offers a more biologically
fundamental comparison of specimens although some assumptions of the structure of the











6.1 Conclusions and recommendations
follow those reported in the literature. The FAS mean shapes present small palpebral fis-
sures and thin upper lips, both of which have been associated with the condition. In both
approaches, the facial shape differences between FAS and normal controls were more pro-
nounced in the five year-old sample than in the twelve year-old sample. This validates the
popular research opinion that the FAS facial anomalies diminish with age. In addition,
the classification results showed higher accuracy in classifying the five year-olds than the
twelve year-olds.
Traditionally, the gestalt method depended on the combined presentation of facial
anomalies on the face. Thus, no one feature dominated in the diagnosis. Currently, the
diagnostic criteria for the FAS facial phenotype assess each individual anomaly on the face
and consider the number of anomalies rather than their resulting combined presentation.
This thesis employs a novel approach to assessment of the FAS facial phenotype which
treats the face as a whole unit and not the sum of individual features. In this way, facial
shape analysis is more similar to the gestalt method, but, with the added benefit of being
a quantitative approach rather than a qualitative one. As the database of facial images
of both FAS and control subjects grows, it is hoped that the limitation of a small study
sample will eventually be overcome.
6.1 Conclusions and recommendations
The system performed well in precision and reliability tests involving an inanimate object.
Its reliability when used on children was lower, but given the limitations of imaging
children, particularly infants, these results may be considered acceptable, especially as
the system allows for repeated capture of photographs when the subject’s pose is not
suitable.
Future work should compare the stereo-photogrammetric system and the Vectra 3D
using an inanimate object as well as human subjects under laboratory conditions. Fu-
ture work could also include the exploration of structured-light stereo-photogrammetry
methods to improve the imaging tool. With the addition of a projector that illuminates
the subject with a pattern of light, and the three currently available cameras, such a
system could, in addition to providing a 3D surface of the face, also eliminate the need
for a calibration frame during imaging. This would improve the user-friendliness of the
imaging tool, making it easier to obtain images of infants.
Using the Procrustes aligned facial shapes as data for cluster analysis is another avenue











6.1 Conclusions and recommendations
ascribe group membership based on similarity; similar objects cluster closely together,
and far away from dissimilar objects. The Procrustes distance obtained after alignment
of facial shapes can readily be used as a similarity measure. Such clustering will provide
a classification of subjects which will not need a-priori diagnostic information.
In conclusion, this thesis has demonstrated that stereo-photogrammetrically derived
3D facial landmarks and geometric morphometrics can be useful in characterizing the FAS
facial phenotype and in visualizing and classifying facial shape differences. The imaging
tool, while not able to produce 3D surfaces, provides useful information in the form of 3D
coordinates. In addition, the tool is inexpensive, both to construct and to use, and its
portability makes it a practical way to obtain data for anthropometric studies.
The methods presented here do not seek to remove the role of a trained dysmorphol-
ogist in FAS diagnosis, but instead to investigate the merits of using alternative methods
that may aid a dysmorphologist during large-scale screening programmes for FAS. This is
of particular importance to South Africa which has many competing health issues includ-
ing tuberculosis, sexually transmitted diseases, particularly, acquired immunodeficiency
syndrome (Viljoen et al., 2003), while at the same time having the highest prevalence of












Table A.1: Principal components showing percentage of shape variation each principal
component represents for for each of the analyses
PC Five year-olds Twelve year-olds All subjects
Variance explained %) Variance explained (%) Variance explained (%)
1 29.748 29.665 24.627
2 15.782 18.224 16.014
3 13.650 11.534 10.375
4 9.059 9.173 7.647
5 6.870 8.198 6.334
6 6.383 4.883 6.188
7 5.086 3.910 4.999
8 4.533 3.116 4.206
9 2.957 2.811 3.924
10 2.463 2.026 2.809
11 1.421 1.713 2.451
12 0.817 1.257 1.836
13 0.660 1.038 1.500
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