One-dimensional models for multiphase flow in pipelines are commonly discretised using first-order Finite Volume (FV) schemes, often combined with implicit time-integration methods. While robust, these methods introduce much numerical diffusion depending on the number of grid points. In this paper we propose a high-order, space-time Discontinuous Galerkin (DG) Finite Element method with h -adaptivity to improve the efficiency of one-dimensional multiphase flow simulations. For smooth initial boundary value problems we show that the DG method converges with the theoretical rate and that the growth rate and phase shift of small, harmonic perturbations exhibit superconvergence. We employ two techniques to accurately and efficiently represent discontinuities. Firstly artificial diffusion in the neighbourhood of a discontinuity suppresses spurious oscillations. Secondly local mesh refinement allows for a sharper representation of the discontinuity while keeping the amount of work required to obtain a solution relatively low. The proposed DG method is shown to be superior to FV.
Introduction
Multiphase flow plays an important role in many industrial applications, such as in the petroleum and nuclear industry. In the petroleum industry a typical example of multiphase flow is the transport of oil and gas through long multiphase pipeline systems. For the design and optimization of such systems it is important to accurately predict the pressure and flow rate of both oil and gas along the pipeline as a function of time. An important example is the prediction of slug flow, which has a large influence on the sizing of receiving facilities at the outlet of the pipeline such as slug catchers or separators. A slug is a pocket of liquid that fully covers the pipe cross sectional area and that moves with relatively high velocity along the pipeline. Some slugs are initiated due to a flow instability at the gas/liquid interface of stratified flow in the pipeline, which marks the transition from stratified flow to hydrodynamic slug flow. The motion of these slugs, and of oil and gas in general, is governed by partial differential equations describing conservation of mass, momentum and energy. However, for oil and gas pipelines the numerical solution of these equations in three di-ods as developed for single-phase flow (such as Essentially NonOscillatory (ENO) schemes) non-trivial. The artificial diffusion introduced by first order methods effectively regularizes the differential equations through damping non-physical instabilities associated with ill-posedness [9] . However, a major disadvantage of first order methods is that any physical instabilities will also be damped due to excessive numerical diffusion [6] . As a result, very fine meshes are required (see e.g. [3] ); Bonizzi and Issa [10] recommend that the grid size should be less than half of the diameter of the pipe to capture the natural growth of disturbances. For practical pipeline simulations this is computationally far too expensive.
A few studies on the use of high-order methods for the numerical solution of the two-fluid model have been performed. Holmås et al. [11] use a pseudo-spectral Fourier method to solve the twofluid model and indicate a gain in computational time of several orders of magnitude with respect to classical finite difference schemes; especially the first order upwind method has excessive numerical diffusion. Fullmer et al. [9] show improved accuracy of a second order method over a first order method, although the second order method leads to non-monotone results. In all cases, these high-order upwind schemes can have unfavourable stability properties [6] , giving a numerical growth rate which is quite different from the physical growth rate of instabilities. Consequently, high-order methods are not yet commonly applied for solving the two-fluid model equations.
The purpose of this paper is to present an efficient highorder numerical method that can simulate stratified and slug flow by solving the compressible two-fluid model. To overcome the common issues associated with high-order methods we propose an h -adaptive space-time Discontinuous-Galerkin Finite Element Method (DGFEM) scheme. This method allows a mesh to be refined locally ( h -refinement). In smooth regions of the flow a coarse mesh is used, while a fine mesh is used to resolve the physics around sharp gradients, such as near a slug front or tail, or when the flow becomes locally single phase. This is believed to lead to a more efficient numerical method compared to classical low-order finite difference or finite volume methods on fixed grids. The scheme can be extended to include p -coarsening near discontinuities.
Several quite different adaptive space-time DG methods with adaptive refinement have been described. The tent-pitcher algorithm [12, 13] creates a partial ordering of unstructured elements in space-time such that a discrete system can be solved on each element solely based on boundary data from lower elements in the partial ordering. Multiple elements can be solved for simultaneously if they are independent of each other. Since all characteristics should exit an element face in the same direction, this would yield very flat elements (in time) if the eigenvalues of the system have a very large positive and negative component.
Another technique proposed by Gassner et al. [14] involves a set of elements that are unstructured in space and extruded in time, where the time length of an element is variable. The flux contribution to an element is applied separately from the volume contribution after the volume contributions of all neighbouring elements have been computed. The scheme allows local h -and p -adaptation. Since this method is essentially explicit, the time length restriction is severe for problems with very large characteristic speeds.
For a multidimensional multiphase flow application Sollie et al. [15] use a structured space-time base mesh subdivided in timeslabs, a sequence of sets of elements with the same time interval. A discrete system is solved per time-slab using an explicit integration scheme for pseudo time. Coarse elements in which there is an interface, described by a level set on the coarse mesh, are subdivided, allowing locally unstructured elements, such that the interface matches element boundaries. This front tracking scheme requires several iterations to recompute the refinement as the level set depends on the flow field and vice versa. In one-dimensional multiphase flow applications this scheme requires, in absence of a level set, a non-trivial mechanism to locate jumps in the liquid hold-up within an element.
Fidkowski and Luo [16] describe an adjoint based adaptive space-time DG scheme for the compressible Navier-Stokes equations. The space-time mesh is the tensor product of an unstructured spatial mesh and time-slabs. Both the spatial mesh and the set of time-slabs can be refined locally, maintaining the tensor product structure of the space-time mesh. The refinement decision is based on the solution of an adjoint problem and requires storing the solution on all time-slabs, which is infeasible for long running simulations.
In this paper we use a structured coarse space-time mesh, divided into time-slabs, and allow repeated, structured refinements in space and time of individual elements. Per element the decision to refine is based on a smoothness indicator. Spurious oscillations in the neighbourhood of discontinuities are suppressed by adding artificial viscosity to the model [17, 18] .
The outline of this paper is as follows. In Section 2 we recall the governing equations of the compressible two-fluid model, and introduce a new term associated with the hydrostatic pressure variation which is generally neglected in the literature. In Section 3 the new h -adaptive DGFEM discretisation for the compressible two-fluid model is introduced. In Section 4 a second order Finite Volume discretisation of the same compressible twofluid model is given, which will be used to assess the performance of the new DGFEM. In Section 5 we analyse the stability of the two-fluid model and the DGFEM discretisation. Section 6 shows the results for two representative test cases.
Governing equations of the compressible two-fluid model
We employ two different one-dimensional models for the simulation of two-phase flow. We label the two phases with G for gas and L for liquid, but the following also applies to a lighter liquid and a heavier liquid. For both models we assume that at least one phase is compressible.
Two-fluid model
The first, and most general, of the two models is a two-fluid model for stratified flow in a horizontal, round pipe. Each phase is represented by a mass and momentum balance equation, respectively given by
and
where β ∈ {L, G} denotes a phase, derivation of this model. The model is similar to the models used by Liao et al. [6] and Fullmer et al. [8] . A difference worth noting is the hydrostatic pressure term p av, β in the momentum Eq. (2) , which is present due to the compressibility of the phases. The areas of the liquid and gas phase cross sections are respectively given by
The perimeters of the liquid-gas, liquid-wall and gas-wall interfaces are respectively given by
The hydrostatic pressure integrated over the liquid and gas phase areas are respectively given by
LG ,
where g [ m s −2 ] is the gravitational acceleration.
The shear stress term τ βγ , β ∈ {G, L} is physically modelled by the correlations of Taitel and Dukler [20] :
where μ β [Pa s] is the dynamic viscosity of phase β, the friction factor f at the phase-wall interfaces and the gas-liquid interface are respectively given by
and the hydraulic diameters D β are given by
The two-fluid model is closed by defining the density ρ β and the viscosity μ β for each phase β and the pipe radius r . Those values are specific to a test case and are defined in Section 6 where the numerical results are discussed. The remaining unknowns are the interface pressure p int , the interface height h int and the phase velocities u L and u G .
Homogeneous equilibrium model
The second model considered is the homogeneous equilibrium model. That model is based on the assumption that the two phases are mixed and flow with a single mixture velocity, 2 ] denote the area of the pipe cross section,
and α β the holdup of phase β, with the constraint that the holdups sum to one,
The mass balance equations will then read:
with the phase areas defined by
Compared to the two-fluid model only one, total momentum balance equation remains: 
The total momentum Eq. (18) is conservative, whereas the momentum per phase Eq. (2) for the two-fluid model is not conservative.
For the wall friction we use Churchill's friction factor. The wall shear stress is given by
with friction factor f MW given by 
where pipe is the pipe roughness. The Reynolds number of the mixture is defined as
and the mixture dynamic viscosity is defined as the area-weighted average of the phase viscosities,
The Homogeneous equilibrium model is closed by defining the density ρ β and the viscosity μ β for each phase β, the pipe radius r and the pipe roughness pipe . Those values are specific to a test case and are defined in Section 6 where the numerical results are discussed. The remaining unknowns are the mixture pressure p M , the liquid holdup α L and the mixture velocity u M .
Discontinuous Galerkin discretisation of the two-fluid model
In this section we derive the space-time DG discretisation for both models given in Section 2 , expressed in general form as
where s ∈ S ⊆ R refers to space and t ∈ T := [0 , T ] to time, q : S × T → R N is the vector of unknowns as a function of space-time position, f t : R N → R N the mapping from unknowns to conserved quantities, f s : R N → R N the conservative part of the spatial flux, F s : R N → R N×N the non-conservative part of the spatial flux and g : R N → R N the source term. For brevity the arguments s and t of q are omitted here and in the following. The diffusion coefficients D : R N are introduced for stability and will be discussed in Section 3.4 . 
Weak formulation
The superscript 'in' denotes the trace of a function from within the element, formally
with n s , n t the unit outward normal of the element. The value at the opposite side of the element boundary is denoted with superscript 'out':
Temporal flux
For the temporal flux at the time boundary we use plain upwinding. This amounts to replacing q in in the t a -boundary integral of Eq. (28) with q out . The total time flux boundary contribution becomes
replacing the second term in Eq. (28) .
Spatial flux
The treatment of the spatial flux at the spatial element boundaries is based on an approximate Riemann solver. Since the system of PDEs is non-conservative, at least for the first model described in Section 2 , standard Riemann solvers cannot be applied. Vol'pert [21] studied non-conservative systems and interpreted the non-conservative product as a product of a function with a measure. Dal Maso et al. [22] generalised this interpretation of the non-conservative product, known as the DLM-measure . At a discontinuity the non-conservative product is defined as the integral of F total over a path connecting both ends of the discontinuity. Given a family of integration paths , this gives a rigorous definition of weak solutions to the non-conservative system. These weak solutions, however, depend on the chosen integration path. See for example Chalmers and Lorin [23] for a discussion on choosing appropriate integration paths. Several conservative numerical schemes and approximate Riemann solvers have been generalised to non-conservative systems based on the theory by Dal Maso et al. [22] : Lax-Friedrichs and Lax-Wendroff [24] , Roe's approximate Riemann solver [25] , HLL [26] and the Osher Riemann solver [27] . Parés [28] introduced the concept of path-conservative numerical schemes, as a generalisation of conservative schemes.
Due to the rather complex spatial flux of the two-fluid model defined in Section 2 we did not consider deriving an analytical expression of the eigenvalues and eigenvectors of F total . Instead we rely on numerical computation. Since the Osher Riemann solver [27] requires the eigenstructure to be known along the integration paths connecting both ends of discontinuities, we deemed this method too expensive. The simpler Lax-Friedrichs method is in our experience not stable enough for the PDEs considered in this article. We settled for a linearised Riemann solver based on Roe's approach [25] , which requires a single numerical evaluation of the eigenvalues and eigenvectors per spatial boundary point, but we replace Roe's matrix with F total s (q av ) , where q av is the average value of the inner and outer trace,
Let F total s : R N → R N×N be the total spatial flux matrix, combining the conservative flux Jacobian with the non-conservative flux matrix: (33) and let F t jl : R N → R N×N be the temporal flux Jacobian:
Let λ k and X jk be the k th eigenvalue and eigenvector of the generalised eigenvalue problem:
Solving the linearised Riemann problem and selecting the centre state yields
This definition of q * only applies for internal element boundaries.
The domain boundary conditions are described in Section 3.3 . Before continuing we need the following definition of integration paths:
integration path if it satisfies the following properties:
• The path defined by states q − and q + begins and ends in those states respectively:
• If both states are equal, the path is constant:
• For every bounded set U of R N , there exists k ≥ 1 such that
• Reversing the arguments reverses the path:
Proceeding with Roe's approximate Riemann solver the contribution of the spatial flux flowing inward is given by the following term
with φ = φ(τ ; q in , q * ) . By Definition 1 and Eq. (33) this can be simplified to
This term is to be added to the left hand side of Eq. (28) . We assume a linear path connecting the states q in and q * :
The choice of the integration path affects the solution to the discrete system. Rhebergen et al. [26] have investigated the effect of the path on the numerical solution, in particular the shock speed, for a similar two-fluid model and have concluded that different paths lead only to minimal changes in the solution. Furthermore, they note that for a linear path a low-order Gauss integration scheme is sufficient and yields the most computationally efficient scheme.
Diffusion
Following the DGFEM formulation of Baumann and Oden [29] for a convection-diffusion model the last term of Eq. (28) is replaced by
Bassi and Rebay [30] have compared the stabilisation of the diffusion term from Eq. (44) with a more elaborate local DG type treatment [31] and they concluded that the latter is superior with respect to the accuracy on coarse meshes. However, due to the additional computational complexity we have chosen for the simpler option. For an overview of stabilisation methods for diffusion terms we refer the reader to Arnold et al. [32] .
Result
Combining all additions and replacements defined above, the resulting weak formulation is given by
Mesh and basis
We use a structured partition E of the space-time domain S × T as (coarse) mesh. For each element E ∈ E we define a local basis as a tensor product of one-dimensional Legendre basis functions with maximum order p for space and time, with support limited to element E . The basis Q is defined as union of all element bases.
Given a space-time mesh E and basis, solving the complete discrete system at once is in general too expensive and also unnecessary. We create a possibly finite sequence {E 0 ,
of E, such that the sequence is a partition of E and all elements of
. Let Q k be the subset of basis functions with support on time slab k . Given a sequence of time slabs, we can solve each time slab one after another due to upwinding in time ( Section 3.1.1 ).
Boundary conditions
For the boundary conditions, if present, we use the same machinery as introduced in Section 3.1.2 for the internal element boundaries. In absence of an outer value q out , the linearisation state q av , introduced in Section 3.1 , is chosen equal to the inner value q in .
Assume that there are N L problem specific (external) boundary conditions at the left boundary and N R at the right boundary, respectively given by the following roots
These boundary conditions are supplemented with the following (internal) outflow boundary conditions:
where eigenvalues λ k and eigenvectors X jk are defined by Eq. (35) and n s is the spatial component of the unit outward normal. Note that the number of boundary conditions being the sum of all internal and external conditions, should equal the number of equations n .
Artificial viscosity
To incorporate artificial viscosity, we use the technique described by Persson and Peraire [17] . For each time-slab we initially solve the system without artificial viscosity. Then we add a sufficient amount of viscosity, via parameter D of Eq. (26) , such that the smoothness is above a threshold for all elements. The algorithm is illustrated in Fig. 2 with K set to zero. The smoothness indicator is given by [17] where ˆ q is equal to the solution q projected onto a solution space with degree p − 1 , one degree lower than the solution space for q , hence the difference q j −ˆ q j represents the high-frequency part of the solution q j only.
Local refinement
Discontinuities reduce the (uniform) scheme to first order in mesh width. When using a high-order basis, uniform refinement is less effective when discontinuities are present. To increase the efficiency (in terms of the number of elements in time slab k , E k , or the number of basis functions in time slab k , # Q k ) we apply local mesh refinement in the neighbourhood of discontinuities several times, yielding a mesh where the element density increases gradually towards the discontinuity. A fictive example is given in Fig. 3 .
The refinement scheme works as follows. For each time-slab we compute a solution on a coarse mesh without artificial viscosity. Based on the smoothness indicator we refine elements where the smoothness is below a threshold and recompute a solution on the refined mesh. The refinement step is repeated a predefined number of times K or until all elements are smooth enough, whichever is reached first. Finally, we add viscosity to elements with a smoothness below a threshold and recompute a solution one more time. The complete algorithm with refinement and artificial viscosity is illustrated in Fig. 2 . 
Implementation details
The weak formulation is linearised by Newton's method. The jacobian is computed using (automated) symbolic differentiation and the linear system, part of Newton's method, is solved using UMF-PACK [33] . The algorithm is implemented in Python and uses the finite element package Nutils. The implementation is available online [34] . 
Finite volume discretisation

Spatial discretization
We discretise the two-fluid model, i.e. Eqs. (1) and (2) , by using a finite volume method on a staggered grid. As indicated in Fig. 4 , the staggered grid consists of both p -volumes, p , and uvolumes, u . Each volume consists of a liquid and a gas phase:
= L ∪ G , for both u -and p -volumes. We start with conservation of mass for a phase β, ( β is liquid or gas). Integration of Eq.
(1) in s -direction gives:
with the finite volume size approximated by
The finite volume size can be used to rewrite the semi-discrete equation for conservation of mass into:
The term (A β ρ β ) i +1 / 2 requires interpolation from neighbouring values, which is described below. For conservation of momentum we proceed in a similar way. Integration of (2) in s -direction gives:
where
and the level gradient terms are given by
LG
The discretisation of the homogeneous equilibrium model, Eqs. (16) and (18) , makes use of the same staggered grid layout. The semi-discrete equations for conservation of mass and momentum for this model will then read:
Several terms in Eqs. (52), (53), (56) and (57) require approximation. All terms that are not part of the convective terms are interpolated using a central scheme, e.g.
β ) . The convective terms, on the other hand, require more care in order to prevent numerical oscillations. They are computed in an upwind fashion using a high resolution scheme as follows. Let φ denote a generic quantity on a cell face (either u 2 or ρA ) and let θ be a smoothness indicator, given by
and φ d , φ u and φ c denote the downstream, upstream and central quantities of the face under consideration. The smoothness indicator is used to compute a slope-limiter l ( θ ), from which the face quantity follows as:
In the current study the van Albada limiter,
has been used, mainly because of its continuous differentiability, which is a favourable property when the fully discrete equations are solved with a Newton solver.
Boundary conditions
Boundary conditions are set based on the characteristics of the system at the boundary [35] . To determine the characteristic equations, the system is written in quasi-linear form:
Defining λ k and X jk as the k -th eigenvalue and eigenvector of 
Eq. (63) can now be used for time integration of the boundary points where boundary conditions are set through k by making use of the sign of λ k at the boundary. At the left boundary outgoing waves are associated with negative eigenvalues while at the right boundary outgoing waves are associated with positive eigenvalues. In the case of outgoing waves, Eq. (64) can be used to calculate k by approximating ∂ s q l with finite differences calculated from the interior of the domain. On the other hand, incoming waves are associated with positive eigenvalues at the left boundary and negative eigenvalues at the right boundary. In the case of incoming waves, k can not be calculated from Eq. (64) , rather it is set through the imposed boundary conditions at the left and right boundary. As an example we consider the homogeneous equilibrium model for which we can expect two positive eigenvalues and one negative eigenvalue assuming subsonic flow. This will lead to two incoming waves at the left boundary (inlet), which are determined from the time dependent boundary condition for the mass flow of the gas and the liquid by using Eq. (63) to solve for k . At the right boundary (outlet) we have one incoming wave, which is set by fixing the outlet pressure.
Temporal discretization
The semi-discrete equations of the two-fluid model (52) and (53) can be written in the form
The semi-discrete equations are solved with the BDF2 scheme (Backward Differentiation Formula):
1 t
We have chosen the BDF2 scheme for the stability properties. The scheme is strongly A-stable (L-stable) which enables us to use large time steps at the cost of damping of fast transients. Eq. (66) forms a non-linear system of equations that is solved using a Newton approach:
To solve the non-linear system, we solve for the increments in the primitive variables q , but the final system that is solved is (66) , and as a consequence mass and momentum will be conserved.
The Jacobians ∂ q j f t k (q ) and ∂ q j G k (q ) are computed automatically by using finite differences. The constraint in the form A G = A − A L is used to close the system of equations. The time integration of the homogeneous equilibrium model (56) and (57) is done in the same way.
Stability and well-posedness
We introduce notions of stability and well-posedness in the general setting of the following quasilinear system of PDEs on infinite spatial domains,
where q : R × [0 , T ] → R N is a vector of quantities, F t , F s : R N → R N×N are matrices and g : R N → R N a vector. For readability the arguments ( s, t ) of q are omitted. Note that both models introduced in Section 2 can be written in this form. We assume that matrix F t is invertible. However, at the location where one phase is vanishing the two-fluid model given above yields a singular matrix F t . This situation, which occurs when a full liquid slug body is formed, is not considered in this article. Instead we restrict the simulations to the formation and propagation of liquid hold-up waves, which never reach the top of the pipeline.
Assume q is a solution to PDE (68) and constant in space and time. Adding a small perturbation : R × [0 , T ] → R N to q and linearising the PDE in around q yields
Again, for readability we omit arguments ( s, t ) of . Solutions to this linear system of PDEs are of the form
where r ∈ C N is a vector, k ∈ R a wave-number and ω ∈ C . Substituting the solution (70) into PDE (69) , moving the first term to the right hand side and dividing by i yields the following generalised eigenvalue problem with eigenvalue ω and eigenvector r ,
For a fixed wave-number k all eigenvalues ω and eigenvectors r satisfying this equation define non-trivial solutions to the linearised PDE (69) . Based on the solution (70) we define:
Definition 2 (growth, dissipation) . Growth (in time) is the real part of −iω, or equivalently the imaginary part of ω. Dissipation is the imaginary part of −ω.
Definition 3 (dispersion)
. Dispersion is the imaginary part of −iω, or equivalently the real part of −ω.
The system of PDEs (68) An equivalent condition is that all eigenvalues λ of the following generalised eigenvalue problem are real,
For models without source terms the notions of well-posedness and stability coincide, i.e. the system is either stable and wellposed or unstable and ill-posed. To see this, note that the characteristic equations, Eqs. (71) and (72) , are equivalent, with
If Im λ > 0, then Im ω goes to positive infinity for the wave-number k going to infinity, which implies unbounded growth, hence the system is ill-posed. Both the two-fluid model and the homogeneous equilibrium model have no source terms in case the phases are inviscid.
The homogenous equilibrium model is unconditionally stable. The two-fluid model, however, is not unconditionally stable. When the slip velocity, the velocity difference between the two phases, becomes too large the model becomes ill-posed [6] . This is a known problem of the two-fluid model. We refer the reader to Prosperetti [36] for an analysis.
Analysis of the DGFEM scheme
In this section we analyse the effect of the DGFEM scheme on eigenvalue ω. We were unable to find the convergence rates for the eigenvalues ˆ ω of the system obtained by applying the spatial part of the DGFEM scheme. However, Ainsworth [37] was able to prove convergence of the wave-number in otherwise the same setting. The imaginary part of the wave number converges with order 2 p + 2 in mesh width and the real part with order 2 p + 3 . Based on this result and because the two problems are very related we expect similar convergence behaviour of the eigenvalues.
For the analysis of the temporal part we continue with the evolution of a single characteristic wave with eigenvalue ˆ ω of the spatial part,
which admits the following solution:
Multiplying this equation with a test function, integrating over temporal element b with length t and multiplying with the inverse of the mass matrix yields 
Since the solution at element b depends only on the solution at the downwind end of the previous element we can restrict the discrete evolution equation (78) to downwind ends. Let R ∈ R p+1 be the restriction of a coefficient vector ˜ w to downwind ends and E ∈ R p+1 any expansion of value to a coefficient vector such that the restriction of the expansion is one,
Multiplying Eq. (78) with R and replacing ˜ w b with the expansion of a scalar w ∈ C gives the scalar equation
Lesaint and Raviart [38] have analysed this DGFEM scheme and proved the following convergence theorem:
Theorem 1 (Convergence of downwind end values [38] ) . The DGFEM scheme (76) converges globally with order 2 p + 1 in time step size t, i.e. the error after one step is
This gives the following convergence result for the eigenvalues ω of the discrete system: Corollary 1 (Convergence of eigenvalues of discrete system) .
Furthermore, Lesaint and Raviart [38] showed that the DGFEM scheme is strongly A-stable, or L-stable.
Numerical results
We analyse the proposed DGFEM scheme using two test cases. In Section 6.1 we present a Kelvin-Helmholtz test case and verify the theoretical stability results presented in Section 5.1 . This test case refers to the wave formation at the interface of the flow of air and water in a horizontal pipe at atmospheric pressure. In Section 6.2 we analyse the performance of the DGFEM scheme with and without adaptive refinement.
Stability analysis using Kelvin-Helmholtz test case
In this section we verify the theoretical results of Section 5 for the two-fluid model discretised with the uniform DG and FV schemes by comparing the theoretical and observed growth rate and dispersion of small sinusoidal waves on infinite domains.
As initial condition we use a constant reference state q ref ∈ R N that satisfies the system of PDEs with a sinusoidal perturbation with magnitude c ,
where r ∈ R N is a unit eigenvector of the system linearised around q ref , see Eq. (69) , and k is a wave-number. As a reference solution we use the exact solution to the linearised model, given by
where ω ∈ C is the eigenvalue corresponding to the eigenvector r . This is close to the real solution when the amplitude c is very small. We start the analysis of the uniform DG and FV schemes with the inviscid two-fluid model. We use the following reference state, At the reference state the two-fluid model has two large -in magnitude -eigenvalues, associated with pressure waves, and two significantly smaller eigenvalues, associated with mass transport. For oil and gas applications -our main interest -the latter is more relevant. Of the remaining two small eigenvalues we choose one, but note that the following results hold equally true for the other.
We choose k = 2 π and let ω and r be the third (algebraically) eigenvalue and eigenvector of the system linearised around q ref : 
Trailing dots indicate that the displayed value is rounded. The amplitude of the perturbation c is chosen such that the amplitude of the liquid holdup perturbation is 10 −10 for DG and 10 −6 for FV. We use a smaller perturbation for DG and quad precision arithmetic because for the high-order DG scheme we would not able to observe the expected rate of convergence otherwise. In absence of friction the imaginary part of ω is zero, hence the amplitude of the perturbation should remain constant. Let the relative error be the L 2 -norm of the difference between the discrete solution and the reference solution divided by the L 2 -norm of the reference solution. For FV we use the l 2 -norm instead of the L 2 -norm. Fig. 5 shows the relative error of the liquid holdup at t = 1 , obtained using the second order FV scheme and the DG scheme with bases of order p , i.e. (p + 1) 2 basis functions per element. The horizontal axis shows the square root of the average space-time density of the number of degrees of freedom, abbreviated as sqrtdofs, required to represent the discrete solution on the space-time domain [0, 1] × [0, 1]. For the uniform DG scheme the number of degrees of freedom is inversely proportional to the area of an element and the square root (sqrtdofs) inversely proportional to the width of an element, assuming a fixed aspect ratio of the elements. For both schemes we set t = s . Reducing the element width s with a factor of two increases the sqrtdofs by a factor two. A second order scheme theoretically reaches second order convergence with respect to s , hence order minus two in terms of sqrtdofs. All schemes converge with the theoretical rate. We deliberately chose sqrtdofs as measure over the mesh width s because the former is a good indicator for the amount of work and memory that is required to find a discrete solution, both for uniform and non-uniform meshes, and the latter is not uniquely defined for non-uniform meshes. Using the sqrtdofs enables us to give a unified analysis for both the uniform and nonuniform schemes.
As noted above we are interested in the rate of convergence of the observed eigenvalue of the discrete system. Let q h be the discrete solution and α L ( q h ) the liquid holdup of the discrete solution. For DG the observed eigenvalue ω h can be computed by measuring the ratio between the projections of α L ( q h ) on the sinus e iks at time t and 0:
We deliberately leave out the projection error, hence the term q h ( s , 0) in the denominator instead of q initial ( s ). Similarly for FV the observed eigenvalue ω h is given by
where n is the number of cells. Fig. 6 shows the relative error of the growth rate (see Definition 2 ) at t = 1 s . For all DG schemes the growth rate converges with order −(2 p + 1) with respect to sqrtdofs, or 2 p + 1 with respect to the element width s . That is significantly faster than the rate with which the discrete solution converges. The convergence rate meets the expected convergence rate of the spatial part and the theoretical rate for the temporal part stated in Section 5.1 . For the FV scheme, however, the amplitude converges at a rate of −2 with respect to sqrtdofs, which is the same rate as found for the discrete solution. Similarly, Fig. 7 shows the dispersion error (see Defintion 3 ) at t = 1 . For the DG schemes the dispersion converges even faster, with rate −(2 p + 2) , which is in accordance with the expected rate of convergence of the spatial part, but it is better than the theoretical rate of convergence for the temporal part. Regarding the growth rate and dispersion the superconverging DG scheme outperforms the FV. Next, we add viscosity to the model and reiterate the above convergence results.
The gas dynamic viscosity is set to μ G = 1 . 8 · 10 −5 Pa s , the liquid dynamic viscosity to μ L = 8 . 9 · 10 −4 Pa s and the pipe roughness to pipe = 10 −8 . The turbulent wall friction and interfacial stress is represented by the model of Taitel and Dukler as was described in Section 2 . We set the reference state to 
The eigenvalue has a negative imaginary part, hence the initial perturbation will grow in time. Fig. 8 shows the relative error of the liquid holdup with respect to the exact solution of the linearised model (84) . The re- sults are similar to the inviscid case. For the DG schemes the liquid holdup converges with rate −(p + 1) in terms of sqrtdofs. For the FV scheme the rate of convergence is −2 . Also the results for the growth rate and dispersion errors, shown in Figs. 9 and 10 , are similar to the inviscid case. The convergence of the dispersion error is now on par with the growth rate error and corresponds to the theoretical analysis of Section 5.1 . We proceed with the same viscous model, but we increase the amplitude c of the initial perturbation such that the amplitude of the liquid holdup per- 
Convergence analysis using IFP test case
We continue with the IFP test case, proposed by the French Petroleum Institute and described by Omgba-Essama [39] . A 10 km long pipe with a diameter of 0.146 m is fed at the left side with liquid and gas at constant mass flow rates 20 and 0 . 
We use the following equation of state for the gas phase,
and an incompressible water phase with density ρ L = 1003 kg m −3 . The equations of state differ from the original problem definition. The rapid change in the inlet mass flow rate generates a wave that travels to the other side of the domain. The wave consists of a transition in the liquid holdup over 20 to 30 m and travels with roughly 2 to 3 m s −1 through the pipe. After approximately 4500 s the wave has exited the pipe and the flow slowly settles to a new steady state.
Analysis of the uniform DG and FV scheme
We use the Homogeneous Equilibrium Model and apply the second order Finite Volume (FV) scheme and Discontinuous Galerkin (DG) schemes defined earlier to simulate this test case. The ratio between the spatial and the temporal element size, or point distance for FV, is fixed at 16 / 125 s m −1 , which yields a Courant number of approximately 10. This is well beyond any CFL condition for explicit schemes. However, since we are using implicit schemes and, for oil and gas applications, are more interested in the relatively slow transport of mass than the fast pressure waves, this choice is justified. For the DG scheme we use a basis of degree 2 and 4.
Due to the very rapid transition in the liquid holdup and, consequently, short distance over which the liquid holdup changes compared to the length of the pipe, on coarse, uniform meshes the jump is approximately a contact discontinuity . In the FV scheme a limiter is applied to dampen spurious oscillations emanating from this near-discontinuity and in the DG scheme viscosity is added locally, using the approach described in Section 3.4 . Fig. 14 shows the relative L 1 -error of the liquid holdup at 3600 s for different discretisation schemes. In absence of an exact solution we use, to compute the L 1 -errors, a reference solution obtained using the DG scheme with a sufficiently fine mesh. The horizontal axis displays the square root of the average number of dofs in space and time, abbreviated as sqrtdofs. For the Finite Volume and Discontinuous Galerkin schemes with uniform meshes the sqrtdofs is inversely proportional to the number of spatial grid points or elements, since the ratio of the time step size and the element width, or point distance for FV, is held constant. Doubling the amount of spatial grid points or elements increases the sqrtdofs by a factor two. The FV scheme and DG schemes without local refinement have a comparable performance: all converge roughly with rate minus one in terms of sqrtdofs. Due to the discontinuity in the liquid holdup the theoretical order of convergence in the L 1 -norm is one with respect to the element width, hence minus one in terms of sqrtdofs. The DG scheme with a fourth order basis is slightly more accurate than DG with a second order basis for the same number of dofs and is actually a bit higher than the theoretical limit. This is caused by the viscous limiter being a bit to aggressive on coarse meshes, which adds to the L 1 error.
Figs. 15 and 16 show the relative L 1 -error of the velocity and pressure at 3600 s versus sqrtdofs. Contrary to the liquid holdup there is a significant performance difference between the Finite Volume and Discontinuous Galerkin schemes. The FV scheme maintains a convergence rate of roughly minus one, which is similar to the convergence rate for the liquid holdup. The DG schemes, however, have a higher convergence rate ranging from minus one and half to slightly over minus two. Both the velocity and pressure are continuous throughout the simulation, hence the rate of convergence is not theoretically bounded to one in mesh width.
Analysis of the h -adaptive DG scheme
To improve the performance we apply local mesh refinement. In the neighbourhood of the discontinuity, as sensed by the smoothness indicator, we repeatedly subdivide elements in two by two parts in space and time until either a predefined maximum num- ber of refinements is reached or the smoothness indicator drops below a threshold. The order of the basis functions is unchanged. Fig. 17 shows the pointwise error of the liquid holdup for a DG scheme with a basis of degree four, sixteen coarse elements in space and a maximum of four levels of refinement -the elements at the finest level coincide with a uniform mesh with 128 spatial elements. The pointwise error is the difference between the solution and the reference solution mentioned above. The pointwise error is inevitably large near the discontinuity, but rapidly decreases away from the discontinuity. Fig. 18 shows the number of refinements: high near the discontinuity and gradually dropping to zero away from the discontinuity, in line with the expectations. Fig. 19 shows the pointwise error of the liquid holdup at t = 3600 s for uniform meshes with sixteen and 128 spatial elements and with an h -adaptive mesh with sixteen coarse spatial elements and a maximum of three levels of refinement, all with a basis of degree four. The discontinuity is located approximately at s = 7500 m . For all schemes the error is very large near the discontinuity and several orders of magnitude smaller away from the discontinuity. The errors of the fine uniform mesh and the mesh with local refinement, having at its finest level elements of the same size as the fine uniform mesh, are quite similar, which shows that adding more elements in the smooth region does not improve the accuracy.
The convergence results of the h -adaptive scheme with an initial mesh of sixteen spatial elements and maximum numbers of refinement ranging from zero to four are displayed in Figs. 14-16 as dashed lines, indicated with ' h -adaptive'. Compared to the uniform DG schemes with bases of equal degree p , local refinement significantly improves the performance in terms of sqrtdofs. After four levels of local refinement the rate of convergence with respect to sqrtdofs is up to twice as high as for the uniform schemes. The relative errors of the uniform DG schemes and of the h -adaptive DG schemes with at its finest level elements of the same size as the uniform scheme -for example the uniform scheme 64 spatial elements and the h -adaptive scheme with sixteen spatial elements and a maximum of two levels of refinement -appear to be roughly the same. This is expected because the error is dominated by the discontinuity and both the uniform and h -adaptive schemes have the same mesh width in the neighbourhood of the discontinuity.
The h -adaptive scheme requires more work to obtain a solution than the uniform scheme for the same amount of dofs . This is partly because the h -adaptive scheme needs to obtain a solution on a series meshes, increasing in level of refinement, before reaching the final mesh. However, when comparing the amount of work for an h -adaptive scheme with a uniform scheme that yields the same accuracy we expect the former to be more efficient, given that the difference in amount of dofs is substantial. Fig. 20 shows the performance of the uniform and h -adaptive schemes measured in wall clock time. The h -adaptive scheme is significantly faster than the uniform scheme for the same accuracy. It must be noted that this depends to some extent on the implementation. 
Conclusions
We have applied a space-time Discontinuous Galerkin Finite Element Scheme to one-dimensional models for multiphase flow in pipelines and compared the performance with a second order Finite Volume scheme. The solutions of the DGFEM scheme converge in the L 2 -norm with the theoretically expected rate of convergence, which is order p + 1 in terms of element width, where p is the order of the basis functions. The second order FV scheme shows the expected second order convergence. A linear stability analysis shows that the amplitude and phase shift of a sine wave converge with a higher rate in the DG scheme, being order 2 p + 1 in terms of the mesh width, while the second order FV scheme converges only with order 2. This shows that a second order DGFEM scheme is superior to a second order FV scheme, with approximately the same number of dofs.
For problems that develop discontinuities, high-order DGFEM methods suffer from spurious oscillations in the neighbourhood of the discontinuities. To suppress these oscillations we have added an artificial diffusion term to the model. The amount of diffusion is determined by the smoothness of the solution: no diffusion in smooth regions and enough diffusion in irregular regions. Because the diffusion term is PDE-based, no special treatment is required on unstructured meshes.
To increase the efficiency of the DGFEM scheme, we have applied local refinement in both space and time. In case of discontinuities, there is a maximum rate of convergence of one with respect to the uniform mesh width. By refining the mesh only in the neighbourhood of discontinuities this limit is surpassed on the global scale. While the refinement scheme requires per time slab solving the discrete system for each refinement level (including the uniform initial mesh), we have shown that the calculation time for the DGFEM scheme with local refinement is shorter compared to the uniform scheme with elements of equal size as the finest elements in the adaptive mesh, while maintaining the same accuracy.
