Introduction
The Yamabe problem, solved by Trudinger [14] , Aubin [1] , and Schoen [12] , asserts that any Riemannian metric on a closed manifold is conformal to a metric with constant scalar curvature. Escobar [8] , [9] has studied analogous questions on manifolds with boundary. To fix notation, let (M, g) be a compact Riemannian manifold of dimension n ≥ 3 with boundary ∂M . We denote by R g the scalar curvature of (M, g) and by κ g the mean curvature of the boundary ∂M . There are two natural ways to extend the Yamabe problem to manifolds with boundary:
(a) Find a metricg in the conformal class of g such that Rg is constant and κg = 0. (b) Find a metricg in the conformal class of g such that Rg = 0 and κg is constant. The boundary value problem (a) was first proposed by Escobar [8] . The boundary value problem (b) is studied in [9] and [11] .
In this paper, we focus on the boundary value problem (a). The solvability of (a) is equivalent to the existence of a critical point of the Yamabe functional. This functional is defined by
where u is a smooth positive function on M . Moreover, the Yamabe constant is defined as Y (M, ∂M, g) = inf
It is well known that Y (M, ∂M, g) is invariant under a conformal change of the metric g. Moreover, Y (M, ∂M, g) ≤ Y (S n + , ∂S n + ), where Y (S n + , ∂S n + ) denotes the Yamabe constant of the hemisphere S n + equipped with the standard metric.
Proving the existence of a minimizer for the functional E g is a difficult problem, as E g does not satisfy the Palais-Smale condition. The following existence result was established by Escobar [8] .
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1
Theorem 1 (J. Escobar [8] ). If Y (M, ∂M, g) < Y (S n + , ∂S n + ), then there exists a metricg in the conformal class of g such that Rg is constant and κg is equal to 0. Theorem 1 should be compared to Aubin's existence theorem for the Yamabe problem on manifolds without boundary (cf. [1] ).
In dimension 3 ≤ n ≤ 5, Escobar showed that Y (M, ∂M, g) < Y (S n + , ∂S n + ) unless M is conformally equivalent to the hemisphere S n + . In dimension n ≥ 6, Escobar was able to verify the inequality Y (M, ∂M, g) < Y (S n + , ∂S n + ) under the assumption that the boundary ∂M is not umbilic.
Therefore, it remains to consider the case that n ≥ 6 and ∂M is umbilic. For abbreviation, we put d = [ n−2 2 ]. As in [4] , we denote by Z the set of all points p ∈ M such that lim sup
where W g denotes the Weyl tensor of (M, g). In other words, a point p ∈ M belongs to Z if and only if D m W g (p) = 0 for all m ∈ {0, 1, . . . , d − 2}. Note that the set Z is invariant under a conformal change of the metric.
The following is the main result of this paper:
Theorem 2. Let (M, g) be a compact Riemannian manifold of dimension n ≥ 6 with umbilic boundary ∂M . Moreover, let p ∈ ∂M be an arbitrary point on the boundary of M . If p / ∈ Z, then Y (M, ∂M, g) < Y (S n + , ∂S n + ). Consequently, there exists a metricg in the conformal class of g such that Rg is constant and κg is equal to 0.
In case p ∈ Z, we are able to show that Y (M, ∂M, g) < Y (S n + , ∂S N + ), provided that a certain asymptotically flat manifold has positive ADM mass (see Theorem 20 below).
We now give an outline of the proof of Theorem 2. By a theorem of Marques [11] , we may work in conformal Fermi coordinates around p. We define a function u ε by
The function u ε satisfies
These identities reflect the fact that the metric u 4 n−2 ε δ ik is Einstein. We then consider a sum of the form u ε +w, where u ε is given by (1) and w is a correction term. This function is only defined in a small neighborhood of the point p. In order to extend the testfunction to all of M , we glue the function u ε + w to the Greens function of the conformal Laplacian with pole at p.
In order to show that the resuling testfunction has Yamabe energy less than Y (S n + , ∂S n + ), we make extensive use of techniques developed in [4] (see also [5] , [6] , [7] ). In [4] , these techniques were used to prove a convergence theorem for the parabolic Yamabe flow in dimension n ≥ 6. The convergence of the Yamabe flow in dimension 3 ≤ n ≤ 5 was shown in [3] .
Auxiliary results
In this section, we consider the halfspace R n + = {x ∈ R n : x n ≥ 0}. Moreover, we assume that H ik (x) is a trace-free symmetric two-tensor on R n + which satisfies the following conditions:
• At each point x ∈ R n + , we have H in (x) = 0 for all i ∈ {1, . . . , n}.
• At each point x ∈ ∂R n + , we have
• At each point x ∈ ∂R n + , we have ∂ n H ik (x) = 0 for all i, k ∈ {1, . . . , n}. Finally, we assume that the components H ik (x) are polynomials of the form
where the sum is taken over all multi-indices α of length 2 ≤ |α| ≤ d. As in [4] , we define
Note that
Lemma 3. We have A in (x) = 0 for all points x ∈ ∂R n + and all indices i ∈ {1, . . . , n − 1}.
Proof. Note that ∂ n H im (x) = 0 for all points x ∈ ∂R n + and all i, m ∈ {1, . . . , n − 1}. If we differentiate this identity in tangential direction, we obtain
for all points x ∈ ∂R n + and all i ∈ {1, . . . , n − 1}.
Lemma 4.
Assume that Z ijkl (x) = 0 for all points x ∈ ∂R n + and all i, j, k, l ∈ {1, . . . , n}. Then H ik (x) = A ik (x) = 0 for all x ∈ ∂R n + and all i, k ∈ {1, . . . , n − 1}.
Proof. We definê
for all points x ∈ ∂R n + and all indices i, k ∈ {1, . . . , n − 1}. By assumption, we have
for all points x ∈ ∂R n + and all indices i, k ∈ {1, . . . , n − 1}. This implieŝ
for all points x ∈ ∂R n + and all indices i, k ∈ {1, . . . , n−1}. Thus, we conclude that
for all points x ∈ ∂R n + and all indices i, j, k, l ∈ {1, . . . , n − 1}. Using Proposition 7 in [4] , we obtain H ik (x) = 0 for all x ∈ ∂R n + and all i, k ∈ {1, . . . , n − 1}. This implies A ik (x) = n−2 n−3Â ik (x) = 0 for all x ∈ ∂R n + and all i, k ∈ {1, . . . , n − 1}.
Proposition 5. Assume that Z ijkl (x) = 0 for all x ∈ R n + and all i, j, k, l ∈ {1, . . . , n}. Then H ik (x) = 0 for all x ∈ ∂R n and all i, k ∈ {1, . . . , n − 1}.
Proof. Without loss of generality, we may assume that H ik (x) is homogenous of degree d ′ ≥ 2. By assumption, we have Z ijkl (x) = 0 for all x ∈ R n + and all i, j, k, l ∈ {1, . . . , n}. This implies
for all x ∈ R n + and all i, j, k ∈ {1, . . . , n}. We next define
for all x ∈ R n + . Clearly, ϕ(x) is a homogeneous polynomial of degree d ′ . Moreover, we have
for all x ∈ R n + and all k ∈ {1, . . . , n}. This implies
for all x ∈ R n + and all i, k ∈ {1, . . . , n}. Using the identity
for all x ∈ R n + . By Lemma 3, we have ∂ n ϕ(x) =
+ . Putting these facts together, we conclude that ϕ(x) = 0 for all x ∈ R n + . Therefore, we have A ik (x) = ∂ i ∂ k ϕ(x) = 0 for all x ∈ R n + and all i, k ∈ {1, . . . , n}. This implies
for all x ∈ R n + and all i, k ∈ {1, . . . , n − 1}. On the other hand, we know that H ik (x) = ∂ n H ik (x) = 0 for all x ∈ ∂R n + and all i, k ∈ {1, . . . , n − 1}. From this, it follows that H ik (x) = 0 for all x ∈ R n + and all i, k ∈ {1, . . . , n − 1}.
For each r > 0, we denote by U r ⊂ R n + the open ball of radius r 4 centered at the point (0, . . . , 0, 3r 2 ). Moreover, let u ε : R n + → R be defined by (1).
Proposition 6. There exists a constant K 1 , depending only on n, such that
for all r > 0.
Proof. It follows from Proposition 5 that the assertion holds for r = 1. The general case follows by scaling. Proposition 7. Let V be a smooth vector field on R n + . Moreover, let
Then there exists a constant K 2 , depending only on n, such that
for all r ≥ ε.
Proof. In [4] , the first author showed that n i,j,k,l=1
|Z ijkl | 2 (cf. [4] , p. 555). We now fix a nonnegative cut-off function η : R n + → R such that η(x) = 0 for x / ∈ (B 2 (0) \ B 1 (0)) ∩ R n + and η(x) = 1 for x ∈ U 1 . Integration by parts gives
Using Hölder's inequality, we obtain
for all r ≥ ε, where K 3 is a positive constant that depends only on n. On the other hand, we have
by Proposition 6. From this the assertion follows.
Corollary 8. Let V be a smooth vector field on R n + . Moreover, let
Then there exists a constant K 4 , depending only on n, such that
for all δ ≥ 2ε.
The main estimate
We now describe the construction of the test function. Let (M, g) be a compact Riemannian manifold of dimension n ≥ 6 with umbilic boundary ∂M . After changing the metric conformally, we may assume that ∂M is totally geodesic.
Let us fix a point p ∈ ∂M , and let (x 1 , . . . , x n ) denote the Fermi coordinates around p. In these coordinates, the metric has the following properties:
• At each point x ∈ R n + , we have g in (x) = δ in for all i ∈ {1, . . . , n}.
• At each point x ∈ ∂R n + , we have ∂ n g ik (x) = 0 for all i, k ∈ {1, . . . , n}. By a theorem of Marques, there exists a system of conformal Fermi coordinates around p (see [11] , Proposition 3.1). Hence, after performing a conformal change of the metric, we may assume that det g(
In the next step, we write g(x) = exp(h(x)), where h(x) is a smooth function taking values in the space of symmetric n × n matrices. This function has the following properties:
• At each point x ∈ R n + , we have h in (x) = 0 for all i ∈ {1, . . . , n}.
• At each point x ∈ ∂R n + , we have n k=1 h ik (x) x k = 0 for all i ∈ {1, . . . , n}.
• At each point x ∈ ∂R n + , we have ∂ n h ik (x) = 0 for all i, k ∈ {1, . . . , n}. Moreover, we have tr h(x) = O(|x| 2d+2 ). For abbreviation, we denote by
the Taylor polynomial of order d associated with the function h ik (x). Clearly, H ik (x) is a trace-free symmetric two-tensor on R n + . Moreover, we have
Let us fix a non-negative smooth function such that χ(t) = 1 for t ≤ and χ(t) = 0 for t ≥ . Given any δ > 0, we define a cut-off function χ δ : R n → R by χ δ (x) = χ(|x|/δ). By Theorem 24, there exists a smooth vector field V on R n + with the following properties:
By Corollary 26, the vector field V satisfies the estimate
for every multi-index β and all x ∈ R n + . Here, C is a positive constant that depends only on n and |β|.
For abbreviation, we define
By definition of V , we have
for all points x ∈ B δ (0) ∩ R n + and all i ∈ {1, . . . , n}. This implies
for all points x ∈ B δ (0) ∩ R n + and all i ∈ {1, . . . , n}. The following result was established in [4] : Proposition 9 (S. Brendle [4] ). There exists a smooth vector field ξ on R n + such that
for all points x ∈ B δ (0) ∩ R n + . The vector field ξ can be expressed in terms of the tensor H ik and the vector field V (cf. [4] , Section 2). In the next step, we show that ξ is tangential along ∂R n + . To that end, we need the following lemma:
Proof. By assumption, we have V n (x) = ∂ n V i (x) = 0 for all x ∈ ∂R n + . This implies S in (x) = T in (x) = 0 for all i ∈ {1, . . . , n − 1}. This implies
Using (4), we obtain
This implies ∂ n T nn (x) = 0, hence ∂ n S nn (x) = 0. Consequently, we have ∂ n ∂ n V (x) = 0. From this, the assertion follows easily.
Lemma 11. We have ξ n (x) = 0 for all points x ∈ B δ (0) ∩ ∂R n + .
Proof. The vector field ξ satisfies
(see [4] , Section 2). Using Lemma 10, we conclude that ξ n (x) = 0 for all
Proposition 12. We have
for δ ≥ 2ε. Here, λ and C are positive constants that depend only on n.
Proof. We consider the identity in Proposition 9 and integrate over B δ (0) ∩ R n + . By Corollary 8, we have
where λ = 1/(8K 4 ) is a positive constant that depends only on n. Moreover, it follows from 2 that
for all x ∈ R n + . Using Lemma 11 and the divergence theorem, we obtain
Putting these facts together, the assertion follows.
Finally, we need the following estimate for the scalar curvature R g :
Proposition 13. The scalar curvature R g satisfies the estimates
if |x| is sufficiently small.
Proof. This follows easily from Proposition 25 in [5] (see also Corollary 12 in [4] , where geodesic normal coordinates are considered).
Our goal is to estimate the Yamabe energy of u ε + w. To that end, we proceed in several steps: Proposition 14. There exist positive constants λ, C, δ 0 such that
The constant λ depends only on n. The constants C, δ 0 depend on the background manifold (M, g).
Proof. Let us write
where
It follows from the divergence theorem that
We next observe that
Using the divergence theorem, we obtain
Moreover, we have
Using Proposition 12, we obtain
It remains to estimate the terms J (5) , J (6) , and J (7) . Using Proposition 13, we obtain the pointwise estimate
for x ∈ B δ (0) ∩ R n + . Using Young's inequality, we deduce that
Proposition 15. If δ 0 is sufficiently small, then we have
Proof. The proof is analogous to the proof of Proposition 14 in [4] . We omit the details.
Proposition 16. If δ 0 is sufficiently small, then we have
Proof. The proof is similar to the proof of Proposition 15 in [4] . We first observe that 4n(n − 1)
Hence, the assertion follows from Proposition 15.
Proof of the main result
In this section, we construct a smooth function v (ε,δ) : M → R with Yamabe energy less than Y (S n + , ∂S n + ). The existence of such a function is trivial when Y (M, ∂M, g) ≤ 0. Hence, it suffices to consider the case Y (M, ∂M, g) > 0. As in the previous section, we fix a boundary point p ∈ ∂M . Moreover, we denote by G : M \ {p} → R the Greens function for the conformal Laplacian with Neumann boundary condition with pole at p. In other words, G satisfies
in M \{p} and ∂ ν G = 0 along ∂M \{p}. We assume that G p (x) is normalized so that lim x→0 |x| n−2 G(x) = 1. With this normalization, we have
Moreover, we consider the flux integral
where δ > 0 is sufficiently small. We next define a function v (ε,δ) : M → R by
where χ δ is the cut-off function defined above. Our main result is an upper bound for the Yamabe energy of v (ε,δ) :
Proposition 17. If δ 0 is sufficiently small, then we have
Proof. For abbreviation, we denote by Ω δ the set of all points in M such that x 2 1 + . . . + x 2 n < δ 2 , where (x 1 , . . . , x n ) denote the Fermi coordinates around p. (In other words, Ω δ is a coordinate ball, not a geodesic ball.) Using the divergence theorem, we obtain
where ν denotes the outward-pointing unit normal to ∂Ω δ . Note that
Putting these facts together, we obtain
On the other hand, it follows from Proposition 14 and Proposition 16 that
If we add the last two inequalities, we obtain
From this, the assertion follows easily.
Proof. Since p / ∈ Z, we have 2≤|α|≤d n i,k=1 |h ik,α | 2 > 0. Using Proposition 17, we obtain
if ε > 0 is sufficiently small. From this, the assertion follows.
In the remainder of this section, we study the case p ∈ Z. In this case, we consider the manifold (M \ {p}, G 4 n−2 g). This manifold is scalar flat and its boundary is totally geodesic. After doubling this manifold, we obtain an asymptotically flat manifold with zero scalar curvature.
Proposition 19. Assume that p ∈ Z. Then the following statements hold:
(i) The limit lim δ→0 I(p, δ) exists.
(ii) The doubling of (M \{p}, G 4 n−2 g) has a well-defined mass which equals lim δ→0 I(p, δ) up to a positive factor.
Proof. For abbreviation, let g = G 4 n−2 g. We consider the inverted coordinates y = x |x| 2 , where (x 1 , . . . , x n ) are conformal Fermi coordinates around p. In these coordinates, the metric g is given by
In particular, we have g
. Hence, the doubling of (M \ {p}, g) is asymptotically flat in the sense of Bartnik [2] , and has a well-defined ADM mass.
Since tr h = O(|x| 2d+2 ), it follows that n j,l=1
Moreover, we have n j,l=1
Φ(x). Putting these facts together, we obtain n j,l=1
This implies
As δ → 0, the left hand side converges to a positive multiple of the ADM mass. From this the assertion follows.
Proof. Since p ∈ Z, we have 2≤|α|≤d n i,k=1 |h ik,α | 2 = 0. Argueing as in [4] , Proposition 18, we can show that the limit lim δ→0 I(p, δ) exists.
We now assume that lim δ→0 I(p, δ) is positive. By Proposition 17, we can find positive real numbers δ 0 and C such that
Since lim δ→0 I(p, δ) is positive, we can find a real number δ ∈ (0, δ 0 ] such that I(p, δ) > C δ 2d+4−n . In the next step, we choose ε ∈ (0, δ 2 ] small enough so that I(p, δ) > C δ 2d+4−n + C δ −n ε 2 . For this choice of ε and δ, we have
This completes the proof.
Appendix A. An elliptic system on R n + In this section, we describe the construction of the vector field V . In the following, we consider the hemisphere S n + , equipped with the round metric of constant sectional curvature 4. We denote by X the space of all vector fields V on S n + such that V is of class H 1 and V, ν = 0 along ∂S n + . Moreover, we denote by Y the space of all trace-free symmetric two-tensors on S n + of class L 2 . We next define a linear operator
In other words, D is the conformal Killing operator.
for all V ∈ X .
Proof. Without loss of generality, we may assume that V is smooth. By definition of D, we have
Integration by parts yields
. From this, the assertion follows.
It follows from Lemma 21 and Rellich's theorem that ker D is finitedimensional. We now consider the subspace
for all V ∈ X 0 . Here, K is a positive constant that depends only on n.
Proof. Suppose that the assertion is false. Then we can find a sequence of vector fields V (ν) ∈ X 0 such that
After passing to a subsequence, we may assume that the sequence V (ν) converges weakly to a vector field W ∈ X 0 . Then DW = 0. Since W ∈ X 0 , we conclude that W = 0. This implies V (ν)
Proposition 23. Given any h ∈ Y, there exists a unique vector field V ∈ X 0 such that h−DV, DW L 2 (S n + ) = 0 for all W ∈ X . The vector field V satisfies the estimate
. Proof. It follows from Lemma 22 that the operator D : X 0 → Y has closed range. Hence, we can find a vector field V ∈ X 0 such that h − DV 2 L 2 (S n + ) is minimal. This vector field satisfies h − DV, DW L 2 (S n + ) = 0 for all W ∈ X 0 . This proves the existence statement.
We next assume that V ∈ X 0 is a vector field satisfying h−DV, DW L 2 (S n + ) = 0 for all W ∈ X 0 . This implies h − DV, DV = 0, hence DV 2
by Lemma 22. In particular, if h = 0, then V = 0. From this, the uniqueness statement follows.
In the next step, we consider the stereographic projection from S + n to R n + ∪ {∞}. The metric g can be written in the form g ik = u 4 n−2 δ ik , where
Theorem 24. Let h be a trace-free symmetric two-tensor on R n + . We assume that h is smooth and has compact support. Then there exists a smooth vector field V on R n + with the following properties:
Moreover, the vector field V satisfies
Proof. By Proposition 23, there exists a smooth vector field V ∈ X 0 such that
for all vector fields W ∈ X . This implies
for all W ∈ X . Since V ∈ X 0 , we have V n (x) = 0 for x ∈ ∂R n + . By assumption, h is smooth. Using general regularity results for elliptic systems (cf. [10] , [13] ), we conclude that V is smooth. Using (12), we obtain
for all points x ∈ R n + and all i ∈ {1, . . . , n}. Moreover, at each point x ∈ ∂R n + , we have ∂ n V i (x) − h in (x) = 0 for i ∈ {1, . . . , n − 1}. Finally, the estimate (11) follows immediately from (10).
Proposition 25. Fix a real number σ such that 1 < σ < n − 2. Let h be a trace-free symmetric two-tensor on R n + which is smooth and has compact support. Moreover, let V be the vector field constructed in Theorem 24. Finally, let us assume that Proof. We extend V and h to R n by reflection. More precisely, we define a vector fieldṼ on R n bỹ
for all x ∈ R n + and all i ∈ {1, . . . , n − 1}. Similarly, we define a trace-free symmetric two-tensorh on R n bỹ
for all x ∈ R n + and all i, k ∈ {1, . . . , n − 1}. Since V ∈ X , we have V n (x) = 0 for all x ∈ ∂R n + . Consequently, the vector fieldṼ is a vector field on S n of class H 1 . Moreover, the vector field V satisfies R n u 2n n−2 i,k=1
Here,W is an arbitrary vector field on S n of class H 1 . Using Proposition 23 in [4] , we obtain Here, C is a positive constant that depends only on σ and n. (In [4] , this result was stated in the special case thatṼ andh are smooth, but the proof only requires thath belongs to L 2 andṼ is of class H 1 .) From this the assertion follows. 2 ], ρ ≥ 1, and χ : R → R is a fixed cutoff function satisfying χ(t) = 0 for t ≥ 2. Let V be the vector field constructed in Theorem 24. Then, for every multi-index β, we have
for all x ∈ R n + . Here, C is positive constant which depends on n and |β|, but not on ρ.
Proof. Without loss of generality, we may assume that h ik (x) = χ(|x|/ρ) Using elliptic estimates, we conclude that
for every multi-index β.
