The Karlsruhe optimized and precise radiative transfer algorithm by Stiller, G.P.
Forschungszentrum Karlsruhe 
Technik und Umwelt 
FZKA 6487 
The Karlsruhe ptimized 
and Precise Radiative 
transfer Algorithm 
(KOPRA) 
G. P. Stiller (Editor) 




Technik und Umwelt 
Wissenschaftliche Berichte 
FZKA 6487 
The Karlsruhe Optimized and Predse Radiative 
transfer Algorithm (KOPRA) 
G.P. Stiller (Editor) 
Institut für Meteorologie und Klimaforschung 
Forschungszentrum Karlsruhe GmbH, Karlsruhe 
2000 
Als Manuskript gedruckt 
Für diesen Bericht behalten wir uns alle Rechte vor 
Forschungszentrum Karlsruhe GmbH 
Postfach 3640, 76021 Karlsruhe 
Mitglied der Hermann von Helmholtz-Gemeinschaft 




Der Karlsruher optimierte und genaue Strahlungstransport-
Algorithmus KOPRA 
Der Karlsruher optimierte und genaue Strahlungstransport-Algorithmus KOPRA 
ist ein FORTRAN90 Computercode zur Modeliierung des atmosphärischen Strah-
lungstransports im spektralen Bereich des mittleren Infrarots. Er wurde als eigen-
ständiger Algorithmus entwickelt, der alle wesentlichen physikalischen Effekte, die 
von der Troposphäre bis zur Thermosphäre im Strahlungstransport auftreten, be-
rücksichtigt. Außerdem wird die instrumentelle Antwortfunktion des MIPAS/ENVI-
SAT Experiments (neben anderen, weiter verbreiteten) modelliert. Die Motiva-
tion, ein neues Strahlungstransportmodell neben den bereits existierenden, guten 
Modellen zu entwickeln, sowie die Anforderungen an das spezielle Design dieses 
Modells, die durch die MIPAS-Mission definiert werden, werden in Teil I des vor-
liegenden Handbuches erläutert. In Teil II stellen wir den Algorithmus in physika-
lischer Formulierung zusammen, auf dem KOPRA basiert, um einen Überblick zu 
liefern, welche physikalischen Aspekte in KOPRA eingeschlossen sind. In den weit-
eren Teilen (III bis X) werden die Lösungsansätze und ihre Realisierung für die 
wesentlichen Problemstellungen in den Unterpunkten der Strahlungstransportmod-
eliierung dargestellt. Im einzelnen sind dies die Erstellung des geophysikalischen 
Modells und der Schichteinteilung der Atmosphäre, die Modeliierung des gekrümm-
ten Sehstrahls durch die Atmosphäre, die Berechnung der Absorptionskoeffizien-
ten auf einem optimierten Frequenzgitter, die Behandlung von "line-mixing", die 
Berücksichtigung der Absorption und Emission durch schwere Moleküle, die Berück-
sichtigung von Absorptions-, Extinktions- und Emissions-Kontinua durch gasförmige 
und feste Teilchen in der Atmosphäre, und die Integration der Strahlungstransport-
gleichung längs des Sehstrahls durch die Atmosphäre einschließlich der Berücksich-
tigung des Effektes durch das Zusammenbrechen des lokalen thermodynamischen 
Gleichgewichts (NLTE). Jedem Unterpunkt wurde ein eigener Teil des Berichts 
zugestanden, in dem das Problem, angefangen beim physikalischen Algorithmus, 
bis hin zur Realisierung, Codierung und Datenstruktur erläutert wird. In jedem 
Teil von KOPRA wurden Optimierungen im Konzept und/oder der Codierung ver-
wendet, solange sie nicht auf Kosten der Genauigkeit oder der Flexibilität von KO-
PRA gehen, um die Eignung von KOPRA auch in einem Auswertewerkzeug für eine 
grosse Datenmenge und in einem automatisierten Auswerteansatz zu gewährleisten. 
Diese Optimierungen werden beschrieben wo immer sie erscheinen. Weiterhin wer-
den in Teil XI zwei umfangreichere Optimierungen, nämlich die Modeliierung der 
Voigt-Funktion mit Hilfe eines beschleunigten Humlicek-Algorithmus, und die op-
timierte Auswertung der Planck-Funktion beschrieben. Teil XII beschreibt die 
Modeliierung der instrumentellen Antwortfunktion hinsichtlich der (apodisierten) 
instrumentellen Linienform und des Effekts des endlichen Gesichtsfelds, und zwar 
beides sowohl für die Anwendung auf das MIPAS/ENVISAT Instrument mit seinem 
außergewöhnlichen Design als auch für Instrumente mit Standard-Design. 
Die folgenden Teile befassen sich mit verschiedenen Erweiterungen und Zusätzen 
zum reinen Strahlungstransport-Algorithmus und mit Analysen der Leistungsfähig-
keit von KOPRA. Teil XIII beschreibt die Umsetzung der Berechnung von quasi-
analytischen Ableitungen nach relevanten Parametern simultan mit der Strahlungs-
transportrechnung, sowie die Schnittstelle zu einem Inversionsalgorithmus zur Ablei-
tung geophysikalischer und instrumenteller Parameter aus den Spektren. In Teil 
XIV wird die optimierte Auswahl von Genauigkeitsparametern, die vom Benutzer 
definiert werden können, hinsichtlich Genauigkeit und Rechenzeit untersucht. Eine 
ausführliche Validierungsstudie gegen das wohlbekannte und zuverlä.c;sige RFM (Ref-
erence Forward Model) der Universität Oxford wird in Teil XV beschrieben. Die 
II 
Auswirkung der besonderen, nicht in anderen Modellen verfügbaren Modellierungs-
möglichkeiten von KOPRA auf die Reduzierung des zu erwartenden Ableitungs-
fehlers wurde in einer Studie untersucht, die schließlich zu einer a posteriori Recht-
fertigung führte, welche atmosphärischen Effekte in KOPRA modelliert werden soll-
ten. Diese Studie ist in Teil XVI beschrieben. Die Teile XVII bis XIX erläutern die 
Architektur von KOPRA, seine Installation, und enthalten Listen von benötigten 
Eingabedateien sowie seiner Module, Unterprogramme und der wichtigsten Vari-
ablen. Im letzten Teil, Teil XX, wird die graphische Benutzerschnittstelle "lm-
pragui" beschrieben, die das Erstellen von Eingabe-Dateien, die Überprüfung, Mod-
ifikation und graphische Ausgabe von Vertikalprofilen von Eingabedaten, den Start 
von KOPRA-Läufen und die graphische Ausgabe von erzeugten Spektren erlaubt. 
III 
Abstract 
The Karlsruhe Optimized and Precise Radiative transfer Al-
gorithm (KOPRA) 
The Karlsruhe Optimized and Precise Radiative transfer Algorithm (KOPRA) is 
a FORTRAN90 computer code for atmospheric radiative transfer modelling in the 
mid-infrared spectral range. It has been developed as self-standing algorithm in-
cluding all relevant physics from the troposphere to the thermosphere as weil as 
the instrument specific response function of the MIPAS/ENVISAT experiment be-
sides other more standard ones. The motivation to design a new radiative transfer 
code besides good existing ones and the requirements to the design given by the 
MIPAS/ENVISAT mission are explained in Part I of this handbook. In Part II 
we provide the high Ievel physical algorithm KOPRA is based on, in order to give 
an overview on the physical aspects included in KOPRA. In the foilowing Parts 
(III to X) the solutions and their realizations for the relevant problems within the 
sub-tasks of radiative transfer modelling will be presented. In particular, these 
are the set-up of the geophysical model and the stratification of the atmosphere, 
the atmospheric ray path modelling, the calculation of absorption coefficients on 
an optimized wavenumber grid, the treatment of line-mixing, the consideration of 
absorption and emission of heavy molecules and of continua caused by gaseaus con-
stituents and solid particles, and the radiative transfer integration along the line of 
sight including the treatment of effects caused by non-local thermodynamic equilib-
rium (NLTE). Each sub-task has been given an individual part of the report where 
the problern is described starting from the high Ievel algorithm description and go-
ing down to the realization, coding and data structure. In each part of KOPRA, 
optimizations have been taken into account as long as they are not on the cost of ac-
curacy or flexibility, in order to provide a tool suitable for the analysis of numerous 
data in an automated retrieval set-up. These optimizations are described wherever 
they appear. In Part XI, two major optimizations, namely the modelling of the 
Voigt function by an accelerated Humlicek algorithm, as weil as the optimized eval-
uation of the Planck function, are described. Part XII explains the modelling of the 
instrumental response function in terms of ( apodized) instrumental line shape and 
the effect of finite field of view, both for the particular MIPAS/ENVISAT design 
details, and for more standard-designed instruments. 
The foilowing Parts deal with various extensions and add-ons to the pure radiative 
transfer forward algorithm and studies of the analysis of KOPRA's performance. 
In Part XIII the implementation of the calculation of quasi-analytical derivatives 
simultaneously with the radiative transfer integration and KOPRA's interface to a 
retrieval algorithm is described. In Part XIV the optimised choise of user-defined 
accuracy parameters in terms of accuracy versus computing time is analysed. An 
extensive validation exercise has been performed versus the renowned and reliable 
RFM (Reference Forward Model) from Oxford University, which is described in 
Part XV. The impact of specific modelling features of KOPRA on the retrieval 
error has been studied which led to an a posteriori justification of the modeling 
choices for KOPRA. This study is documented in Part XVI. Part XVII to XIX 
describe the architecture of KOPRA and its instailation, and give a listing of the 
required input files and of its modules, subroutines and variables. In the last Part, 
XX, the graphical user interface (GUI) kopragui is explained, which allows to set 
up the input file, check and plot vertical proflies of input data, start KOPRAruns 
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G.P. Stiller and T. von Clarmann 
Abstract: In this paper we present the motivation to develop another radiative 
transfer code, namely KOPRA, besides the existing ones and the requirements 
set up by the MIPAS/ENVISAT mission in terms of observation Scenarios, 
instrument characteristics, and retrieval strategy which were the drivers for 
the design details of KOPRA. 
2 Stiller and von Clarmann: Introduction: Motivation and Requirements 
Retrieval of atmospheric state parameters from remote measurements depends on 
the accurate modeling of atmospheric radiative transfer. This is in particular true 
for limb emission spectrometry experiments like the MIPAS experiments [1, 2, 3] 
where a Iot of demanding physics is involved in radiative transfer. Although a num-
ber of good radiative transfer codes are available [4, 5, 6, 7, 8, 9, 10], after some 
general preliminary considerations [11] we decided to design and develop a new code 
specifically suited for the data analysis of the space--borne Michelsan Interferometer 
for Passive Atmospheric Sounding (MIPAS) experiment [12] which is going to be 
launched on ESA's Environmental Satellite 1 (ENVISAT-1), for the following rea-
sons: Due to global and altitudinal coverage and observation geometry, the MIPAS 
experiment sets up a number of specific requirements with respect to modeling of 
geophysical conditions which are not all fulfilled by the codes available; the model-
ing of the very specific instrumental response of MIPAS is a mandatory requirement 
which is not at all or not rigorously provided by other codes; the radiative transfer 
code must be integrated in an automated retrieval system being able to handle very 
high data amounts which sets up specific needs on the performance of the code and 
on the controlling options; and a code written by our own can be better designed in 
terms of flexibility and structure and easier adopted to future needs than a foreign 
one. 
Therefore the Karlsruhe Optimized and Precise Radiative transfer Algorithm (KO-
PRA) has been developed. KOPRA is planned tobe applied during data analysis 
within a dedicated scientific level-2 data processor to be developed and installed 
at IMK and within the MIPAS/ENVISAT processor at DFD/Oberpfaffenhofen. 
It models the mid-IR radiative transfer through the entire atmosphere (from the 
boundary layer to ab out 200km altitude) and considers - to our knowledge - all ef-
fects relevant in this spectral and altitude range. It is therefore suited for the data 
analysis of MIPAS which is going tobe launched on ESA's Environmental Satellite 
1 (ENVISAT-1) into a polar orbit in about 800 km altitude. MIPAS is designed 
tobe a limb-viewing emission FTIR spectrometer with 0.025 cm-1 spectral resolu-
tion, covering the mid infrared from 685 cm-1 to 2410 cm-1 (14.6 - 4.15 J.Lm) by 
five spectral channels. Observation modes supported are a rearward looking mode 
with possible azimuth sweep angles from 75° to 110° and a sideward looking mode 
in anti-sun direction with possible azimuth sweep angles from 160° to 190°. The 
elevation pointing range of the instrument results in scans with achievable tangent 
heights from about 5 to 150 km [13]. The field-of-view of MIPAS is.about 30 km 
in horizontal direction and 0.9 mrad in vertical direction, resulting in about 3 km 
width at the tangent point, depending on tangent altitude. The standard limb sam-
pling step width will be 3 km, which results in an averaging of air masses along the 
line-of-sight over about 400 km. The sampling rate is about 500 km along-track and 
about 2800 km across-track (at the equator). Thus, the observationswill cover the 
complete globe for day, night, and twilight conditions from the middle troposphere 
to the thermosphere. 
The viewing direction will be close to meridional which requires to take into account 
the oblateness of the Earth for calculation of the line--of-sight, including refraction in 
a non-spherical atmosphere with horizontal density inhomogeneities. In this view-
ing direction, horizontal inhomogeneities in temperature, pressure, and constituent 
abundances may occur often, for example when crossing with the line-of-sight the 
vortex edge, the boundary of the innertropical convergence zone, or the termina-
tor. Cirrus clouds in the upper troposphere, or, during polar night observations, 
polar stratospheric clouds may be in the line of sight. This requires modeling of 
particle-caused continuum-like extinction in the mid-IR spectrum. Observation of 
the lower atmosphere down to the middle troposphere sets up the requirement of 
very accurate modeling of the absorption coefficients which has to cover all effects 
caused by high pressure, like pressure--broadening in combination of Doppler broad-
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ening (Voigt line shape) and pressure-shift of the molecular transitions, line-mixing 
(in particular for Q-branches of ro-vibrational bands of co2, but also for other 
branches and molecules), duration-of-collision effects in the far line wings (water 
vapor and C02 "continua"), and a careful selection of lines contributing to the sig-
nal from outside of the observed spectral interval. In the lower to middle atmosphere 
a rather big number of trace species with high molecular weight contribute to the 
overall emission signal of the atmosphere. The ro-vibrational transitions of these 
species are too dense tobe modeled line-by-line as it is common for other molecules. 
Therefore methods to utilize absorption cross-section spectra provided by several 
molecular spectroscopy Iabs and provided for a (sometimes rather small) number 
of pressurejtemperature conditions had tobe developed. Scientific questions to be 
investigated on the basis of the retrieved data further make it desirable to handle 
isotopomeric species of molecules (for example H2 0, HDO, and 18H2 0; CH4 and 
CH3D; the symmetric and asymmetric isotopomers of ozone 16 0 3, 16 0 16 0 18 0, and 
160 18 0 16 0) independently of each other and thus not to constrain their atmospheric 
concentration by a common profile. In the middle to upper atmosphere non-LTE 
(non-local thermodynamic equilibrium) population of the molecular states will be 
a major concern for emission sounders. Therefore the radiative transfer code must 
be able to handle the non-LTE effects in the radiance signal of the atmosphere, 
provided information on the non-LTE population of the molecular states is avail-
able. In this region, strong horizontal gradients of geophysical state parameters 
may also have a considerable impact on the observed spectrum and thus need to be 
modeled within KOPRA. In order to model the atmospheric signalas it is observed 
by the MIPAS instrument, the instrument responsein terms of spectral resolution 
and apodized instrumentalline shape (AlLS), field-of-view (FOV) integration of the 
atmospheric radiance profile, and finite-FOV effects on the ILS has tobe considered. 
Within a retrieval procedure, the radiative transfer code has to provide much more 
than the simulation of spectra. 
In general terms a multi-geometry radiative transferproblern can be written linearily 
as 
Y=KX (1) 
where Y is a vector of form 
(Yl,l · · · Yl,mma:v(l)• Y2,1 · · · Y2,mma:v(2) · · · Ynmax,l · · · Ynma:v,mma:v)T, 
containing spectra of mmax(n) gridpoints, related to measurement geometry n ::=; 
nmax; K is the 2.:::~:';"' mmax(n) x imax Jacobian, containing the partial deriva-
tives 8yn,m/8xi; X is the imax-dimensional vector containing atmospheric andin-
strumental parameters. The retrieval problern then can be written as 
(2) 
where Y measured is a set of measurements, while Ycalculated is the related set of spec-
tra calculated on the basis of the best available estimate of X. R is a regularization 
parameter. Eq. 2 can easily be rewritten in a recursive manner, refl.ecting iterative 
processing in order to take account for nonlinearities in radiative transfer. 
Raudom error estimation follows the formalism 
(3) 
4 Stiller and von Clarmann: Introduction: Motivation and Requirements 
where S"' and Sy are the covariance matrices of the retrieval parameters and the 
measurement, respectively, while the mapping b.X of uncertainty b.w of a priori 
information w on the retrieval of state parameter X can be approximated as 
(4) 
The requirement to the forward model is to provide at each iteration the set of 
spectra Ycalculated, the Jacobian K, and, at the last iteration, the partials 8yn,m/8wj 
for all jmax parameters to be considered in the systematic error assessment, while 
a standard forward code not run in environment of a retrieval code has to provide 
only once a single spectrum and no derivatives. R and Y measured are of relevance 
only in the inversion code. From the viewpoint of optimizing interfaces care has to 
be taken that: 
1. Partial derivatives shall be calculated internally rather than by successive calls 
of the forward code for incremented x-values, whenever possible. 
2. For calculation of derivatives, the vector spaces involved shall be matched. In 
the following some examples are given: 
(a) if the vertical profiles of state parameters are sampled finer inside the 
forward code than in the retrieval, inter-layer constraints have to be 
supported by the forward module. 
(b) an option has to be provided whether abundances of different isotopes of 
a molecule shall be treated as one parameter or as several independent 
parameters. 
(c) constraints between populations of energy Ievels have tobe activatable 
and deactivatable 
(d) spectroscopic data have to be includable and excludable in/from the 
vector X of variable parameters. 
3. Obvious behavior of partial derivatives shall be implemented in a hard-wired 
way; e.g. partial derivatives of spectral radiances of a spectrum of tangent 
altitude z (i.e. lower edge of the field of view) with respect to atmospheric 
parameters at altitudes below z always are zero. 
4. Systematic error estimation needs partial derivatives of spectral radiances with 
respect to much more parameters 8yn,m/8w than inversion. These partial 
derivatives obviously are needed only at the last iteration rather than at each 
iteration. 
5. Redundant calculation of quantities shall be avoided whenever possible. This 
applies to 
(a) ray-tracing and airmass calculations which can be reused during several 
iterations; 
(b) absorption coefficients can be reused for other geometries and iterations; 
Within KOPRA, the link to such a retrieval concept with high flexibility is given 
by the analytical calculation of spectral derivatives with respect to an in principle 
unlimited number of parameters, with a used-defined and completely flexible set-up 
of geophysical parameter vectors and by providing the options to run KOPRA in 
appropriate modi. The applicability in automated data processing is reflected in 
KOPRA's highly efficient and optimized calculation of atmospheric absorption cross 
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sections, its user-defined accuracy adjustment and the ability to avoid recalculation 
of redundant quantities when imbedded in a data processing loop. The user-defined 
accuracy-parameters control the calculation of absorption cross sections, the layer-
ing of the atmosphere, the mass integration along the ray path, and the accuracy 
of field of view and instrumentalline shape modeling. However, the optimal choice 
of the accuracy-control parameters is not always obvious, and may depend on the 
actual case under investigation. This problern is accounted for in a dedicated study 
in order to allow optimized performance within the automated quasi-operational 
processing of MIP AS data. 
With all these features, KOPRA reflects the requirements set up by this mission 
in terms of the instrument design details, the observation scenarii, the link to a 
retrieval concept with high flexibility, and the applicability within automated data 
processing. In this report, we will describe the algorithm of radiative transfer behind 
the coding of KOPRA, and the realization of this algorithm down to the data 
structure with respect to a variety of aspects in the various modules of KOPRA. We 
further add a study on the optimal choice of accuracy-control parameters. Although 
we attempted to include all physics known tobe relevant for application to MIPAS in 
our data analysis, we were aware that some simplifications may be allowed which, 
however, should be made on basis of a posteriori decisions on the relevance of 
these effects by means of the full assessment of the forward modeling error and 
its mapping on the retrieval error. For this reason, the forward model error and 
its mapping on over-all retrieval error due to discarding these individual physical 
processes and properties of the atmosphere and the instrument has been assessed 
for a number of example cases. This study will serve as a guideline for designing 
the real MIPAS/ENVISAT data analysis. Finally we provide an installation guide 
with description of the line data format and an example of the complete set of input 
files necessary to run KOPRA. 
6 Stiller and von Clarmann: Introduction: Motivation and Requirements 
Bibliography 
[1] H. Fischer and H. Oeihaf, "Remote sensing of vertical proflies of atmo-
spheric trace constituents with MIPAS limb-emission spectrometers," Appl. 
Opt. 35(16), pp. 2787-2796, 1996. 
[2] H. Fischer and H. Oeihaf, "Remote sensing of vertical proflies of atmospheric 
trace constituents with MIP AS limb emission spectrometers," in Optical Re-
mate Sensing of the Atmosphere and Clouds, Beijing, China, 15-17 September 
1998, J. Wang, B. Wu, T. Ogawa, and Z. Guan, eds., Proc. SPIE 3501, pp. 42-
46, 1998. 
[3] H. Fischer, "Remote sensing of atmospheric trace gases," Interdisc. Sei. Rev. 
18(3), pp. 185-191, 1993. 
[4] S. A. Clough, F. X. Kneizys, E. P. Shettle, and G. P. Anderson, "Atmospheric 
radiance and transmittance: FASCOD2," in Proceedings of the Sixth Confer-
ence on Atmospheric Radiation, pp. 141-146, Am. Meteorol. Soc., Williams-
burg, Va., May 1986. 
[5] D. P. Edwards, "Atmospheric transmittance and radiance calculations using 
line-by-line computer models," in Modelling of the Atmospher·e, L. S. Roth-
man, ed., SPIE proceedings 928, pp. 94-116, 1988. 
[6] P. Morris, A. Darbyshire, and A. Dudhia, "MIPAS-development of a refer-
ence forward algorithm for the simulation of MIPAS atmospheric limb emission 
spectra- detailed design document," tech. rep., European Space Agency, 1997. 
Report of ESA Contract 11886/96/NL/GS. 
[7] M. Ridolfl, B. Carli, M. Carlotti, A. Dudhia, J.-M. Flaud, M. Höpfner, P. E. 
Morris, P. Raspollini, G. P. Stiller, and R. J. Wells, "An optimized forward and 
retrieval model for MIPAS near real time data processing," in Optical Remote 
Sensing of the Atmosphere and Clouds, Beijing, China, 15-17 September 1998, 
J. Wang, B. Wu, T. Ogawa, and Z. Guan, eds., Proc. SPIE 3501, pp. 170-185, 
1998. 
[8] L. J. Gordley, B. T. Marshall, and D. Allen Chu, "LINEPAK: Algorithms for 
modeling spectral transmittance and radiance," J. Quant. Spectrosc. Radiat. 
Transfer 52(5), pp. 563-580, 1994. 
[9] S. A. Clough, M. J. Iacono, and J.-1. Moncet, "Line-by-line calculations of 
atmospheric fluxes and cooling rates: Application to water vapor ," J. Geophys. 
Res. 97, pp. 15,761-15,785, 1992. 
[10] S. A. Clough and M. J. Iacono, "Line-by-line calculation of atmospheric fluxes 
and cooling rates, 2, Application to carbon dioxide, ozone, methane, nitrous 
oxide, and the halocarbons," J. Geophys. Res. 100, pp. 16,519-16,535, 1995. 
Stiller and von Clarmann: Introduction: Motivation and Requirements 7 
[11] H. Fischer, M. Carlotti, T. v. Clarmann, M. Endemann, J. Flaud, C. Muller, 
H. Oelhaf, M. Rast, G. P. Stiller, and R. Zander, "MIPAS Data Processing 
and Algorithm Development (DPAD) Subgroup Report," tech. rep., ESTEC, 
Noordwijk, 1994. 
[12] M. Endemann and H. Fischer, "Envisat's high-resolution limb sounder: MI-
PAS," ESA bulletin 76, pp. 47-52, 1993. 
[13] "Envisat, MIPAS An instrument for atmospheric chemistry and climate re-
search." ESA Publications Division, ESTEC, P. 0. Box 299, 2200 AG Noord-
wijk, The Netherlands, SP-1229, 2000. 
8 Stiller and von Clm·mann: Introduction: Motivation and Requirements 
9 
Analytical expressions for 
modeling of radiative 
transfer and instrumental 
effects in KOP A 
S. Zorn, T. von Clarmann, G. Echle, B. Funke, 
F. Hase, M. Höpfner, H. Kemnitzer, 
M. Kuntz, and G. P. Stiller 
Abstract: This paper reports the analytical expressions of radiative transfer 
and typical instrumental effects the Karlsruhe Optimized and Precise Radia-
tive Transfer Algorithm (KOPRA) is based on. It contains formal expressions 
of the integrated version of the equation of radiative transfer in the atmosphere, 
the source function for local thermodynamic equilibrium as weil as non-local 
thermodynamic equilibrium conditions, transmission, slant path column den-
sities of molecules, ray tracing, absorption and extinction coefficients, line 
intensities as function of temperature, line shape functions, instrument line 
shape of an interferometer, numerical apodization, aperture effects, and field 
of view consideration. On this formalism the numeric treatment of spectral 
modeling in KOPRA is based. 
1 Introduction 
Computational treatment of radiative transfer processes in the atmosphere requires 
numeric treatment of many processes. Nevertheless the analytic expression behind 
the numerics actually coded is important to make a code such as the Karlsruhe 
Optimized and Precise Radiative Transfer Algorithm (KOPRA) understandable. 
The intention of this paper is presentation of these analytical expressions, suchthat 
interrelations of variables used in this program become traceable. This paper is 
organized as follows: First radiative transfer physics is discussed in a top to bottom 
manner, starting with the radiative transfer equation, and consecutively breaking 
it down to more detail. Second, the degradation functions of a Fourier transform 
spectrometer with finite field of view as well as numerical apodization are discussed. 
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2 Radiative Transfer Equation 
The following integrated version of Chandrasekhar's [1] radiative transfer equation 
is used here: 
lo 








spectral radiance for the viewing angle e 
source funktion (see Section 2.2) 
transmission between h and h for wavenumber v (see Section 2.3) 
path element (see Section 2.1) 
absorption coefficient including gases and aerosols (per volume) 
(see Section 2.3.1) 
position of the observer 
position of background radiative source 
wavenumber 
path coordinate 
2.1 Ray Tracing 
The integration of Eq. 1 is performed along the line of sight of the instrument, 
which is, through atmospheric refraction, not a straight line. This integration is 
performed not analytically but numerically for thin atmospheric layers character-
ized by constant representative state parameters which are derived from the state 
parameter proflies by mass-weighted integration. In a medium of smoothly vary-
ing refractive index n(z), there is refraction as soon as the gradient of n(z) is not 
parallel to the raypath. After traveling the infinitesimal distance dl, the angular 
difference between the original and the new direction dB is [2] 
(2) 
where e-;is the component of unity in direction perpendicular to the old direction 
and the gradient of refractive index. The the length of each path segment l in layer 
j used for integration of Equation 4 then is 
lj = / dl (3) 
The slant path column amount mg of a species g in the layer j is 
(4) 
where the particle density pg of species g is calculated as 
( ) 
Navo p(l) 
Pg l = Cv,g. R. Tkin(l) (5) 
where Navo is the A vogadro constant, R the universal gas constant, Cv,g the volume 
mixing ration of species g, Tkin (l) kinetic temperature at the position l, and p is 
pressure. 
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Mass-weighted state parameters are 
Paverage,g,j = -
1





. I T(l)pg(l)dl 
g,J 
(7) 
This approach supports straight forward consideration of ellipsoidal earth shape, 
where the local radius RE is 
RE(w) 
a'i,; · b'i,; 
(8) 
b~ · cos '11 2 + a'i,; · sin '11 2 
where 
tan w = ( !: r tan <P (9) 
with geocentric latitude W, geographic latitude <P, major semiaxis aE, and minor 
semiaxis bE. 
The refractive index nb is calculated from the wavenumber-dependent refractive 
index for dry air nbo, referring to reference state parameters Ta = 288.16 K and 
Pa = 1013.25 hPa, as 
where 
k = 
2 k p(l) + T(l) 
T(l) - k p(l) 
Ta (nt - 1) 
Po (nt + 2) 
The wavenumber dependence of the refractive index is 
24060.3 
(nbo - 1) · 106 = 83.4213 + 
130 
_ 108v2 + 
where v must be given in cm-1 . 
2.2 The Source Function 





38.9- 108v 2 
In the case of local thermodynamic equilibrium (LTE), the source function hTE is 
the Planck function B of the kinetic temperature Tkin of the emitting medium: 
JLTE(v, l) = B(v,Tkin(l)) 
The Planck function as a function of frequency f is 
2j2 hf 
B(f, T) = - 2 • ( ) c exp -.!!.L - 1 kBT 
(13) 
(14) 
where h is the Planck constant and c the velocity of light. The Planck function as 
a function of wavenumber v can be deduced from Eq. 14 by post-differentiation of 
the Planck function by ~~ : 
B(v, Tkin(l)) = ( ) 
exp hcv 1 kBTkin(l) -
(15) 
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2.2.2 Non-Local Thermodynamic Equilibrium (NLTE) 
Herewe follow the formalism of [3] and [4]. Forasingle line, the source function J 
in case of non-local thermodynamic equilibrium (NLTE) can be written as: 
(16) 
where r·1 and r-2 are the ratios of populations between the general (NLTE) and LTE 
cases for t.he lower (1) and upper (2) states of transit.ion n. This ratio of populations 
between the general (NLTE) and LTE cases for t.he stat.e m can also be writ.ten as 
( ) 
( 
Evib m ( 1 1 ) ) 1"m = fQ l exp ---'- - ---
kB TFib,m (l) Tkin (l) 
(17) 
where m is the vibrational stat.e under consideration, Evib,m its energy level, TFib the 
related vibrational t.emperature, and fQ(l) is a correction factor to the vibrational 
partition sum given by 
(18) 
Here, Ym represents the degeneracy factor of stat.e m. For superimposed lines, t.he 





JNLTE(v,l) = ß(v,l) ·B(v,Tkin(l)) 
ß(v, l) 
L:r·2,gn(l) u~,~:f(v,l) m 9 (l) gn 
1:: a 9 n (v, l) u~,~!f (v, l) m 9 (l) gn 
= u!;,;-,~E(v,l) 
u~,~!f(v,l) 
absorption coefficient. (LTE) (see Eq. 27) 





The spectral at.mospheric transmission T( v, h, h) bet.ween two points h and l2 on 
the line of sight is calculated as follows: 
12 I u~~~8 (v,l)dl 
h 
12 















aerosol extinction coefficient (from external Mie calculation) 
volume absorption coefficient for gases (see Eq. 24) 
absorption coefficient of the gas g (see Eqs.25) 
slant path column amount of gas g (see Eq. 4) 
path element 
number of gases taken into account 
2.3.1 Absorption and -Extinction Coefficients 
2.3.1.1 Local Thermodynamic Equilibrium 
The aerosol extinction coefficient (per volume) is 
F ol ( l) Vol ( l) ( l) ae,aerosol v,' = aa,aerosol v, + as v, 
The gas absorption coefficient is (per volume) is 
G 
a~~~s(v,l) = I:>a,g(v,l) · pg(l) 
g=l 









aa,g(v, l) 2.::: aa,gn(v,z) + (cross-sections) + (continua) 
n=l 
aerosol extinction coefficient (per volume) 
aerosol absorption coefficient (per volume) 
scattering coefficient (from external Mie calculations) 
absorption coefficient of the transition n of species g 
(see Eqs. 27 / 28) 
particle density of species g (see Eq. 5) 
number of species under consideration 





Scattering is considered herein terms of extinction only. No additional source term 
of the type 
Js(v, l) = ~; II p(D, n')S(n, n') dD' (26) 
is considered here. The absorption coefficients a~,~: of transition n of species g in 
LTE is written 
Agn (T,.,in (l), V) · q, gn (v, p(l), Tkin (l)) (27) 
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where 
A 9 n line intensity of transition n of species 9 (see Eq.2) 
<P gn profile function of transition n of species 9 at position l 
(see Chapter 2.3.1.4) 
2.3.1.2 Non-Local Thermodynamic Equilibrium 
In case of NLTE, the absorption coefficient <T;;r,[:"TE of transition n of species 9 is 
derived from the absorption coefficient in LTE by a correction factor a: 
<T;;r,;-;-;E(v,l) = a 9n(v,l) · <T~,~/;(v,l) 

















ratios of populations between the general (NLTE) and 
LTE cases for the lower (1) and upper (2) state (see 17) 
population of the lower state (NLTE) 
population of the lower state (LTE) 
population of the upper state (NLTE) 
population of the upper state (LTE) 
Ievel statistical weights for the lower ( 1) and 
upper (2) state 
2.3.1.3 Line Intensities 











A (T' ) Q(T~) 
gn ol V . Q(Tkin) 
Boltzmann constant 
lower state energy of transition n (see Eq. (3)) 
LTE total internal partition function evaluated at T 
(see Eq.( 4)) 
LTE total internal partition function at T~ 
line intensity at reference temperature T~ 
kinetic temperature 
reference temperature (296 K) 
wavenumber, usually approximated as Vo,n 
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The lower st.ate energy E" is calculat.ed from t.he lower st.ate energy e11 in units of 
wavenumbers as given in spectroscopic dat.abases by: 
E" = c e" h gn gn (33) 
The total internal partition function Q(T) describes the temperat.ure dependence 
of t.he line int.ensity of a transit.ion. In LTE it is 
Q(T) = f 9} exp (k~~) 
]=0 
(34) 
where j is the rotational-vibrat.ional-st.ate, g the factor of degeneration, and E the 
energy of Ievel j. It. is approximated as 
(35) 
where a0 , a 1 , a2 , and a3 are pretabulat.ed coefficients (5]. 
2.3.1.4 Profile Function 
The Doppler profile function describes the stat.ist.ical dist.ribution of frequency shifts 
due to thermal motion: 
1 ~n2 - ln2(v-vo,n ) 2 





- Vo,n v2knTln2 
avn T - -- M ' c 
(37) 
and where av,n is the Doppler halfwidth, M the molecular mass, and Va,n central 
wavenumber of transition n. 
The Lorentzian profile function <P L,n of transition n, cent.ered at Va,n, describes pres-
sure broadening, under assumption of infinitesimally short impact between collision 
partners and elastic collisions: 
1 ( aLn ) <PL,n(v,p, T) = - ( _ ); + 2 
7f V Va,n aL,n 
(38) 
The actual Lorentzian halfwidth aL,n is calculat.ed for the actual temperat.ure T and 
actual pressure p from t.he relat.ed reference Lorentzian halfwidth aLo,n measured 
at. reference pressure p~ and reference temperature T/: 
(39) 
The coefficient. of temperature dependence of t.he halfwidth 'Yn, which, following 
classical collisional theory, should be 0.5, may deviat.e from this theoretical value; 
therefore laboratory measurements are used whenever available. 
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reference Lorentzian halfwidth of transition n 
reference foreign-broadening Lorentzian halfwidth of 
transition n of species g 
reference self-broadening Lorentzian halfwidth of 
transition n of species g 
volume mixing ratio of species g 
The Voigt function <I>v,n is the convolution of Doppler and Lorentzian broadening: 
<I>L,n(v,p,T) 0 <I>v,n(v,T) ( 41) 
<I>v,n (v,p, T) 
00 
_1_ {h;2 JL j e-t2 





X = (V- Vo,n) Vln2 
av,n 
(44) 
where av,n and etL,n are Doppler and Lorentzian halfwidths, respectively, and Va,n 
is the central wavenumber of transition n. 
2.3.1.5 Line-mixing 
In the case of overlapping lines broadened by collisions, line mixing effects have to 





pressure broadened profile function of transition n 
under consideration of line-mixing 
line mixing modified line intensity 
line intensity (see Eq. 2) 
line-mixing modified central wavenumber 
line mixing modified Lorentzian halfwidth 
line-mixing coefficient 
(45) 
The determination of the quantities signed by a tilde is discussed in Part VI: 'Line 
mixing'. Within the Rosenkranz approximationvalid for low atmospheric pressures, 
the quantities Ä(T), V0 ,71 , and iiL,n are given by their unmodified values. 
This modified shape of pressure-broadened lines maps into the Voigt line shape as 
follows: 









= .!. j (x- t)e-t dt 
-rr (x - t)2 + y2 
-00 
(
V- V0 ,n) vz:;;:2 
O:D,n 
il 
Voigt profile function of transition n 
under consideration of line-mixing 








The impact of time-dependence of collisions on the line shape is .considered by 
empirical x-factors [7] 
(51) 
where 
<I>v Voigt-profile function [cm] (see 42) 
X x-factor 
For C02 , asymmetric x-factors have tobe considered. x-factors for C02 self-broad-
ening as published by Refs. [8][9][10] are compiled in Table 1. x-factors for C02 
foreign-broadening by N2 as published by Refs. [11][12][10] and used in KOPRAare 
compiled in Table 2. The x-factor for C02 foreign broadening by 0 2 as published 
by [11] and [12] is compiled in Table 3. 
These x-factors are added weighted by the partial pressures PC02, PN 2 and P02 
of contributing gases C02 , N2 and 0 2 : 
PC02 + PN2 + P02 
Ptotal . XC0 2 Ptotal . XC0 2-N2 Ptotal . XC0 2-02 (52) 
where 
(53) 
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Table 1: x-factor for co2 self-broadening; D..v = V - Va,n, Vo,n is the central 
wavenumber of transition n, and K 1 is the modified Bessel function of the second 
kind 
Temperature: 296 K 
0::; lövl::; 3 cm- 1 xco2 1 
3::; lövl::; 10 cm- 1 XC0
2 
1.470 exp 
10 ::; lövl ::; 120 cm- 1 xco2 0.535 exp 
t::.v > 0 öv < 0 
0.889 exp xco2 = 0.220 exp 





0::; lövl ::; 3 cm- 1 xco2 = 1 
3 ::; lövl ::; 10 cm - 1 xco2 = 1.240319 exp ( -1~~~96) 
10 ::; lt::.vl ::; 140 cm - 1 XCO = 0.68 1 ~; 1 K1 ( ~) 
t::.v < 0 
xco2 = 10.04385 exp 
t::.v > 0 
xco2 = 0.345 exp 
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Table 2: x-factor for C02-broadening by Nz 
Temperature: 296 K 
0 ~ l~vl ~ 0.5 cm- 1 XC02-N2 = 1 
0.5 ~ l~vl ~ 20 cm- 1 XC02-N2 
20 ~ l~vl ~ 50 cm- 1 XC02-N2 
50 < l~vl ~ 140 cm- 1 XCO -N 
= 1.064 exp( -0.1235 l~vl) 
= 0.125 exp( -0.0164 l~vl) 
= 0.146 exp(-0.0196l~vl) 
XCO -N 
~V < 0 
l~vl 2 140 cm- 1 
~V> 0 
1.8593 exp( -0.03776 l~vl) XCO -N = 0.146 exp( -0.0196 l~vl) 
0 ~ l~vl ~ 5 cm- 1 
5 ~ l~vl ~ 22 cm- 1 
22 ~ l~vl ~ 50 cm- 1 
l~vl 2 50 cm- 1 




Temperature: 193 K 
XC02-N2 = 1 
1.968 exp( -0.1354 l~vl) 
0.160 exp( -0.0214 l~vl) 
0.162 exp( -0.0216 l~vl) 
XC02-N2 = 3.908 exp ( -0.1514l~vl) 
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0 ~ l~vl ~ 9 cm- 1 
9 ~ l~vl ~ 23 cm- 1 
23 ~ l~vl ~ 28 cm- 1 
28 ~ l~vl ~50 cm- 1 
XC02-N2 = 0.207 exp { -3.778 10-
3 1~vl) 
XCO -N = 0.219 exp (-0.0276l~vl) 
~V <0 
50 ~ l~vl ~ 130 cm- 1 
XC02-N2 = 0.20894 exp ( -0.026694l~vl) 
130 ~ l~vl ~ 160 cm- 1 
XC02-N2 = 2.824997 exp ( -0.0467266l~vl) 
l~vl > 160 cm- 1 
XCO -N = 1.192053 exp ( -0.0413334l~vl) 
~v> 0 
50~ l~vl ~ 135 cm- 1 
XC02-N2 = 0.146 exp ( -0.0196l~vl) 
l~vl > 135 cm- 1 
XC02-N2 = 1.164 exp ( -0.035l~vl) 
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Table 3: x-factor for C02-broadening by 0 2 
Temperature: 296 K 
0 ::; 1.6.vl ::; 3 cm - 1 
3 ::; l.6.vl ::; 8 cm-1 
8 ::; l.6.vl ::; 50 cm- 1 
50 ::; l.6.vl ::; 70 cm- 1 
70 ::; l.6.vl ::; 140 cm- 1 
l.6.vl > 
.6.v < 0 






140 cm- 1 
.6.v > 0 
= 1 
= 3.341 exp( -0.4021 l.6.vl) 
= 0.155 exp( -0.0179 l.6.vl) 
= 0.238 exp( -0.0266 l.6.vl) 
= 0.146 exp( -0.0196 l.6.vl) 
XCO -0? = 0.146 exp( -0.0196 1.6.vl) 
Temperature: 238 K 
0 ::; 1.6.vl ::; 5 cm-1 xco2-02 = 1 
5 ::; l.6.vl ::; 22 cm- 1 xco2-02 = 1.968 exp( -0.1354 l.6.vl) 
22 ::; 1.6.vl ::; 50 cm- 1 XC02-02 = 0.160 exp( -0.0214 l.6.vl) 
l.6.vl ?:: 50 cm- 1 XCO -0 = 0.162 exp( -0.0216 1.6.vl) 
Temperature: 193 K 
0 ::; l.6.vl ::; 11 cm - 1 
11 ::; 1.6.vl ::; 23 c;m- 1 
23 ::; l.6.vl ::; 35 cm - 1 
35 ::; l.6.vl ::; 50 cm- 1 
50 ::; l.6.vl ::; 135 cm - 1 
l.6.vl ?:: 135 cm- 1 
XC02-02 = 1 
XC02-02 = 7.908 exp( -0.188 l.6.vl) 






= 0.349 exp( -0.0369 1.6.vl) 
XC0
2
-02 = 0.129 exp( -0.0170 l.6.vl) 
XCO -0 = 1.455 exp( -0.0350 1.6.vl) 
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3 Field of View and Instrumental Line Shape 
While previous sections deal with radiative processes in the atmosphere which are 
independent of the observing system, in the following the influence of the observing 
system is discussed. 
3.1 Field of View 
The ohserved spectral radiance S~;}" (v, labs) is the convolution of the radiances 









FOF( ) Se0 V, labs J Se(v, labs)W(G- 8 0 )d8 
~emaro 
weighting function related to field of view (FOV), 
as integrated for horizontal stripes dG 
FOV-convolved spectral radiance for viewing angle 
80 [cm2sJ~'cm I] 
field of view 
position of the observer [cm] 
wavenumher (wavenumber) [cm- 1 ] 
spectral radiance for infinitesimal viewing angle e 
viewing angle 
maximum angle covered by FOV 
(54) 
3.2 Instrumental Line Shape 
The instrument line shape (ILS) is a function the atmospheric spectrum has to be 




+= f AILS(v-v') dv' 
+oo 
I s~;}"(v',lobs) . AILS(v- v') dv' 
-00 
+oo (55) 
I AILS(v- v') dv' 
-00 
spectral radiance for viewing angle e 
apparatus function incl. numerical apodization ( apodized in-
strumentalline shape) (see Part XII: 'Transformation of irra-
diated to measured spectral distrihution due to finite spectral 
resolution and field of view extent of a Fourier transform spec-
trometer') 
normalization (if necessary; in KOPRA +r AILS(v-v') dv' = 1) 
KOPRA determines a single sided (x 2: 0) and complex-valued modulation efficiency 
with symmetric real and antisymmetric imaginary parts. The AlLS is the Fourier 
transform of the modulation efficiency. The modulation efficiency M(x)includes 
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the numeric apodization function, the modulation loss due to self apodization, the 
linear modulation loss and the phase error. 
00 
AILS(v) = I M(x)e-ivxdx (56) 
-oo 
with 
M(x) = Mresolution(x) X Mnumeric(x) X Mselj(X) X Mlinear(x) X Mphase(x) (57) 
"' resolution 
The interferogram is restricted to maximal optical path difference L 
Mresolution(x) = 1 if lxl ::::; L 
Mresolution(x) = 0 else 
e apodization function 
1. sinc 
Mnumeric = 1 
2. triangle 
Mnumeric = 1 -lxiiL 
3. Hamming 
Mnumeric = 0.53856 + 0.46144 X cos(n X xl L) 
4. Blackmann-Harris 3-term 
Mnumeric = 0.42323 + 0.49755 X cos( 1f X X I L) + 0.07922 X cos(2 X 1f X X I L) 
5. Blackmann-Harris 4-term 
Mnumeric = 0.35875 + 0.48829 X cos(n X xl L) 
6. Norton-Beer weak 
+ 0.14128 x cos(2 x 1r x xiL) 
+ 0.01168 x cos(3 x 1r x xiL) 
Mnumeric = 0.384093-0.087577x(1- (xiL)2 )+0.703484x(1- (xiL)2 )
2 
7. Norton-Beer medium 
Mnumeric = 0.152442-0.136176x(1- (xiL)2)+0.983734x(1- (xiL) 2 )
2 
8. Norton-Beer strong 
Mnumeric = 0.045335-0.554883x (1- (xiL) 2 )
2 
+0.399782x (1- (xiL) 2 )
4 
e self apodization 
The interferometer has finite acceptance angle. It can be shown, that op-
tical path difference depends on the inclination of the wavefront versus the 
optical axis. In case of homogeneously illuminated circular internal FOV of 
semidiameter one finds that this Ieads to an additional loss of modulation: 
M sin(1rxßvxx) "th A 0 5 2 self = 1rxßvxx Wl ~IJ = . X 1J X a 
Note that the self apodization (and thereby the resulting AlLS) depends on 
spectral position v. The additional modulation loss describes the consequences 
of the finite acceptance angle not completely. In addition, the spectral abscissa 
is scaled by 0.5 x (cos(a) + 1). 
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• linear modulation loss 
This term is used to model the width of the imperfect AlLS. 
Mlinear = 1- (1- a) X x/L 
23 
the factor a gives the modulation efficiency at maximal path difference vs 
ideal instrument. 
e phase error 
This term is used to model the asymmetry of the imperfect AlLS. The phase 
error <p is given in radians. 
-iLp Mh __ e__ 
p ase - cos{tp) 
The norm of the AlLS is fixed by the real part of M(O). The denominator 
ensures the norm to be unity. 
Since the real valued AlLS is the Fourier transform of the complex-valued modu-
lation efficiency, the latter is symmetric in the real part and antisymmetric in the 
imaginary part. Due to this symmetry, the AlLS is fully determined by a single 
sided modulation efficiency interferogram. 
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Appendix A 

























tabulated coefficients for calculation of 
total internal partition function (LTE) 
focal length 
minor semi-axis 
velocity of light 
path element (Eq. 3) 
lower state energy (from HITRAN) 
NLTE correction factor to the partition sum 
index specifying species 
Ievel statistical weights 
Planck constant 
rotational quantum number 
Boltzmann constant 
path coordinate 
position of the observer 
position of background emitter 
vibrational state 
slant path column amount of species g (Eq. 4) 
index specifying transitions 
refractive index (Eq. 10) 
wavenumber-dependent refractive index of dry air (Eq. 12) 
population of the lower state (NLTE) 
population of the lower state (LTE) 
population of the upper state (NLTE) 
population of the upper state (LTE) 
p pressure 







C02, N2 and 02 partial pressures 
Po reference pressure for calculation of refractive index nB 
(Po = 1013.25 hPa) 
p~ reference pressure for calculation of Lorentzian halfwidth 
r altitude coordinate + radius of earth 
r A aperture radius 
r1, 1'2 ratio of populations between the general (NLTE) 
and LTE cases (Eq. 17) 
z altitude coordinate 
ZA upper boundary of atmosphere 













































line intensity of transition n of species g (Eq. 2) 
line intensity of transition n of species g 
at reference temperature T~ 
apodized instrumental line shape ( apparatus function 
incl. numerical apodization)(Eq. 56) 
Planck function (Eq. 15) 
coefficients for calculation of apodization function 
volume mixing ratio of species g 
energy of vibrational state m 
lower stat.e energy of transition n of species g 
field of view 
full width at half maximum (nominal spectral resolution) 
number of relevant species 
source function 
source function in case of LTE (Eq. 13) 
source function in case of NLTE (Eq. 16) 
modified Bessel function of the second kind 
local thermodynamic equilibrium 
molecular mass 
modulation efficiency function related t.o resolution 
modulation efficiency function related t.o numerical apodization 
modulation efficiency function related to self apodization 
modulation efficiency function related to linear modulation 
efficiency loss 
modulation efficiency function related to phase error 
apodizing function number 
A vogadro constant 
number of transitions of species g 
non-local thermodynamic equilibrium 
max. optical path difference 
LTE total internal partition function evaluated at T (Eq. 4) 
LTE total internal partition function at To = 296 K 
universal gas constant 
radius of Earth (Eq. 8) 
spectralradiance for viewing angle e (Eq. 1) 
spectral radiance convolved by field of view (Eq. 54) 
spectral radiance convolved by apodized instrumental line 
shape (Eq. 55) 
kinetic temperature 
temperature at observer altitude 
vibrational temperature (in LTE: Tv;b = Tkin) 
reference temperature for calculation of refractive index nB 
(Ta= 288.16 K) 
reference temperature (T~ = 296 K) 
temperature for calculation of line-mixing coefficients 
(T~m = 200 K) 
reference temperature for calculation of 
Lorentzian halfwidth (Tt-' = 296 K) 
weighting function of the FOV 
line-mixing coefficient (Eq. 45) 
Doppler halfwidth (transition n) (Eq. 37) 
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reference Lorentzian half width of transition n (Eq. 40) 
reference Lorentz half width of transition n 
reference Lorentz half width of transition n 
x-Faktor 
x-faktor for self-broadening of C02 lines (Eq.18) 
x-Factor for N2-broadening of C0 2 lines (Eq.l9) 
x-Faktor for 0 2-Verbreiterung von C02 (Eq.20) 
coefficient of temperature dependence of air-broadened halfwidth 
wavenumber 
central wavenumber of transition n 
wavenumber interval 
number density of species g (Eq. 5) 
volume absorption coefficient (Eq. 24) 
absorption coefficient of species g (Eq. 25) 
absorption coefficient of transition n of species g 
O"a,gn in LTE (Eq. 27) 
O"a,gn in NLTE (Eq. 28) 
volume extinction coefficient (Eq. 23) 
aerosol extinction coefficient (from external Mie calculation 
scattering coefficient (from external Mie calculation) 
transmission between lt and l2 at wavenumber v (Eq. 22) 
geographic latitude 
profile function of line n of species g 
Doppler profile function of transition n (Eq. 36) 
Lorentzian profile function of transition n (Eq. 38) 
Lorentzian profile function of transition n under consideration of 
line-mixing (Eq. 45) 
Voigt profile function of transition n (Eq. 42) 
Voigt profile function of transition n under consideration of 
line-mixing (Eq. 46) 
geocentric latitude (Eq. 9) 
viewing angle 
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Geophysical model and 
atmospheric layering 
M. Höpfner 
Abstract: The quantities and variables which determine the atmospheric state 
in KOPRA are given. It is described how the hydrostatic equilibrium is cal-
culated and how horizontal gradients are taken into account. Finally, the 
different possibilities and criteria for the atmospheric layering determining the 
radiative transfer discretization are presented. 
1 Introd uction 
The radiative transfer modeling in KOPRA is based on a layer-by-layer approach, 
i.e. during the ray-tracing partial gas columns and Curtis-Godson means (of tem-
perature, pressure, non-LTE/LTE population ratios) are determined for each path 
segment. A path segment is apart of the line-of-sight inside one layer, i.e. between 
two successive equi-altitude surfaces ( =Ievels). While more Ievels increase the accu-
racy of a radiative transfer calculation the run-time depends in first order linearly 
on their number. Hence, a trade-offbetween run-time and accuracy adapted to each 
experiment has to be clone during the discretization of the problern ( the so-called 
'layering'). 
This approach implies two important steps: (1) the calculation of atmospheric 
state quantities (temperature, pressure, vmr, non-LTE/LTE population ratios) at 
arbitrary locations in the atmosphere and (2) the layering itself. These two subjects 
will be described separately in the following sections. 
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2 Geophysical model 
How does KOPRA get to know the value of an atmospheric state quantity for a lo-
cation (latitude, longitude, altitude) in the atmosphere? The answer is: it is calling 
one of the functions give_p, give_T, give_vmr,give_Tvib1 with the geolocation 
as arguments. Hence, inside these functions the transformation (in the siruplest 
case interpolation) from discrete profile val ues ( or parameters) to continuous pro-
files is computed. The reason why we speak generally of transformations and not 
only of interpolations is the distinction between input profiles and retrieval param-
eters (see paragraph 4 in Part XIII: 'Derivatives and interface to the retrieval'). In 
the following we describe the interpolation procedures for input profiles with values 
of atmospheric quantities at fixed altitude levels. (The transformation rules for 
retrieval parameters are to be defined by the user.) 
2.1 Input profiles 
All input profiles belong to one geolocation: inprof(l) %Ion, inprof(l) %lat. 




vmr for each species j 
vibrational temperature for each state 
j of one isotope species k 
continuum absorption coefficient for 
each microwindow j 
continuum scattering coefficient for 
each microwindow j 




inprof(i) %Tvib(j ,k) 
inprof( i) %aerabs (j) 
inprof(i)%aersca(j) 
Information about horizontal gradients for each altitude level ( only for p, T, non-
LTE/LTE population ratios, vmr) is stored in: 





(gradient profiles along longitude circles, positive to south): 
inprof(i)%Iongrad%p 
inprof( i) %longrad% T 
inprof(i)%longrad%Tvib(j,k) 
inprof(i)%longrad%vmr(j) 





Herein the profiles are read from the files (one extra file for each subroutine; the 
1 though new versions ofKOPRA handle non-LTE/LTE population ratios instead ofvibrational 
temperatures the name give_Tvib and variables with Tvib arenot changed intemally 
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file names are defined in kopra.inp; standard names are: pt.prf, vmr·.prf, ptgm.prj, 
vmryra.prj, cont.prj, Tvib.prj, Tvibgra.prj in directory kopra/inpv.t/J!mfiles/). In 
these files the profiles can be on arbitrary altitude grids (one grid per file). They 
are interpolated I extrapolated linear ly ( only the pressure and pressure-gradient 
logarithmic) to the input level altitudes (inprof(i)%alt) defined in kopra.inp. 
Furthermore, for single isotopomeres of species the vmr and vmr-gradient profiles 
are multiplied by the isotopic abundance profile in subroutine isomult@input_:m. 
(The isotopic abundances are stored in variable mol()%iso()%abunprof{) which 
is initialized in inpuL.isoprof@input_:m by reading from file; standard name: 
kopra/inpnt/profiles/isoabn. prf.) 
After this initialization of the inprof()%-variables the user can select if the 
p IT I altitude profiles should be recalculated taking into account hydrostatic 
equilibrium (make_hydroequi@input_:m, press@varsub_:m, alti@varsub_m, 
g@varsub_m). To put pressures into hydrostatic equilibrium the following proce-
dure is used: 
First, the actuallayer (between level i and i + 1) is subdivided into n sub-layers of 
0.1 km thickness. In a loop over the sub-levels j = 1 to n the pressure is determined 
iteratively (j = 1 corresponds to level i and j = n + 1 to level ·i + 1): 
(1) 
with Zj, Zj+r the sub-level altitudes (km], Tj, Tj+l the sub-level temperatures (K] 
which are interpolated linearly in altitude between the level temperatures T; and 
T;+1 , Pi,Pi+l the level pressures (hPa], t.p the geographical latitude, and R the 
gas-constant. The gravitational acceleration g is: 
with Re('-P) the local distance to the earth's center, Rc('-P) the distance to the y-axis 
of the ellipse along the ellipse's normal, w the earth's angular velocity, and the 
empirical formula for the gravitational acceleration at ground: 
g0 ( t.p) = 9.80616 · (1 - 0.0026373 · cos 2cp + 0.0000059 · cos2 2cp) (3) 
(5) 
Mair is the molecular mass of air which is composed of the molecular masses and 
volume mixing ratios of HzO, COz, Nz, Oz, 0, and Ar·: 
MH2 oVMRH2 o(z) + Mco2 VMRco 2 (z) + MN2 VMRN2 + 
Mo2 VMRo2 + MoVMRo + MA,.VMRAr· 
The compressibility factor y is given by [1): 
(6) 
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y 1- f (ao + a1T + a2T2 + (bo + b1T) VMRn2o +(Co+ c1T) VMRk2 o) + 
(tfr (d+evMR12a). (7) 
Where 
aO = 1.58123 X 10-6 KPa- 1 
a1 = -2.9331 X 10-Bpa-l 
a2 = 1.1043 x 10-1° K- 1 Pa-1 
bO = 5.707 x 10-6 KPa-1 
b1 -2.051 x 10-8 Pa-1 
cO 1.9898 x 10-4KPa- 1 
c1 = -2.376 x 10-6 Pa-1 
d 1.83 x 10-11 K 2Pa-2 
e = -0.765 x 10-8K 2 Pa-2. 
2.2 U se of input proflies in give-functions 
In the give-functions the input-proflles are interpolated to a position (indicated by 
latitude: lat, longitude: Ion, and altitude: z) in the atmosphere. 
The interpolation in altitude between two Ievels is performed linearly in tempera-
ture, non-LTE/LTE population ratio and volume mixing ratio and logarithmic in 
pressure. 
The horizontal interpolation is computed in the following way: 
at the position of the proflle (Iat0 , lon0 ), also the local gradientproflies in south-
direction and the gradients orthogonal to the south-direction are given in units of 
the atmospheric quantity per km. Then the local tangent plane at the point of the 
profile is constructed. The geolocation of the position to which the interpolation 
should be done (Iat,lon) is projected (central projection outgoing from the earth's 
center) into this plane. In the tangent plane the interpolation of the proflle to 
(lat,lon) at one distinct altitude z is done by: 
y(lat,lon,z)=y(lato,lono,z) + dx(lat,lon)·grad"(lato,lono,z) (8) 
+ dy(lat, lon) · gr·ady (lato, lono, z) 
With grad" and grady the gradientproflies interpolated to the altitude z, y(Iat0 ,Ion0 ,z) 
the profile value atz, and the (orthogonal) distances dx and dy: 
dx = 
dy = 
Re arccos(z1) 1 
X 
vxl2 + yl2 
Re arccos(z1) 1 
~;:::=;;:='=if-Y Jx12 + Y12 
(9) 
With the earth's radins Re and the Cartesian co-ordinates x1, y1, z1 of the position 
(lat,lon) relative to a co-ordinate system centered at the earth's center and z-axis 
through (Iat0 ,lon0 ). This system is constructed outgoing from an earth centered sys-
tem with z-axis through north pole and x-axis through (0° ,0°): flrst rotate around 
z-axis so that the x-axis is now at (0° ,lon0 ) and then rotated around new y-axis 
Höpfner: Geophysical model 33 
until z-axis is at. (lato,lono): 
x' cos(lat) · cos(lon- lono) · sin(lat0 ) - sin(lat) · cos(lat0 ) 
y' cos(lat) · sin(lon- lono) (10) 
z' cos(lat) · cos(lon- lon0 ) · cos(lat0 ) + sin(lat) · sin(lat0 ) 
3 Layering 
As st.ated before t.he layering of the atmosphere is very important. for t.he perfor-
mance (regarding quality of the results and computing time) of the code. The 
starting point for the layering are the so-called base-levels which are fixed. Their 
n%baselev altitudes are stored in variable accu%basealt{) which is initialized in 
inpuL.main@inputJU. Depending on the switch sw%baselev: 
0) the input-profile levels (inprof{)%alt) from kopra.inp ($7.32) are used exclu-
sively, or 
1) the input-profile levels (inprof()%alt) are used and additionallevels are intro-
duced in subroutine makeJUodelgrid@modlev Jn, or 
2) new base-levels are read from kopra.inp ($7.32), or 
3) new base--levels are read from kopra.'inp ($7.32) and additionallevels are intro-
duced in subroutine makeJnodelgrid@modlev Jn, or 
4) the levels are set up automatically in makeJUodelgrid@modlev Jn. 
For cases 1), 3), and 4) starting from the base-levels KOPRAintroduces additional 
layers depending on three criteria: 
1. pressure variation between two levels, 
2. temperature variation between two levels, and 
3. a finer layering near tangent points. 
The layering is performed by calling subroutine makeJUodelgrid@modlev Jn. 
In detail the following procedure is adopted: 
• in grid_t_hw@ modlev JU according to absolute temperature variation (max-
imum accu%Tvarl, accu%Tvar2) and relative pressure variation (maxi-
mum accu%wvar) additional levels are introduced in the middle between 
two successive levels in a recursive procedure. For levels below accu%zTvar 
km accu%Tvarl and above accu%zTvar km the maximum T-variation 
accu%Tvar2 is used. 
• in grid_tang@modlev JU up to accu%upto km above all tangent altitudes 
additionallevels with maximum spacing of accu%dif km are inserted. 
• in min_distance@modlev JU all levels which are no base-levels and which 
are less than accu%dmin km apart are deleted. 
• the resulting n%modlev model level altitudes are stored in variable mod-
prof{)%alt. 
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Atmospheric raypath 
modeling for radiative 
transfer algorithms 
F. Hase and M. Höpfner 
Abstract: A general method for the determination of raypaths as well as re-
sulting path segments and partial gas columns within a layered atmosphere is 
presented. Any singularity at the tangent point is avoided. No use is made 
of the gross spherical symmetry of the Earth's atmosphere. Hence, deviations 
from symmetry due to the Earth's oblate shape and atmospheric disturbances 
can be taken into account in a Straightforward manner. lt is additionally ex-
plained how KOPRA calculates integrated path quantities like Curtis-Godson 
values, path column amounts and their derivatives. The inclusion of horizontal 
gradients into this scheme is shown. 
1 Introduction 
Inference of atmospheric trace gas concentration proflies from observed infrared 
spectra relies on the comparison with synthetic spectra which are calculated from 
a set of relevant variables describing the state of the atmosphere. Their values are 
varied until the best possible agreement between the observed and the calculated 
spectra is achieved. The calculation of spectra requires first of all the determina-
tion of the refracted raypath through the atmosphere [1 )[2]. Since the usual set 
of variables consists of temperatures and gas concentrations at a number of dis-
crete atmospheric Ievels, the path segments and partial gas column amounts for the 
enclosed layers have to be calculated. 
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2 Usual methods for raytracing in the Earth's at-
mosphere 
A simple method is to refract the ray at the borders of discrete atmospheric layers. 
If the ray crosses the border, it is deviated according to Snell's law: 
(1) 
with n1 ,n2 denoting the refractive indices of the adjacent layers (assumed to be 
homogeneous) and a 1 , a 2 denoting the angles of the light ray with the normal 
of the enclosed boundary. The method works reasonably weil as long as the ray 
does not cross the boundary almost tangentially. This situation occurs in limb-
sounding observations. In this case, the path segments in the layers near the tangent 
point become excessively large and the computational error increases. A further 
Subdivision of the layers can be introduced around the tangent point, but this even 
increases the chance of just tauehing a layer near the tangent height under an angle 
of nearly 90° and, thus, undermining numerical stability. In any case, the region 
around the tangent point requires special attention. The usual solution is to insert 
a straight line around the tangent point. 
It can be shown that in the case of spherical symmetry the construction of a constant 
of motion is possible [3](4]: 
const = n(r·) x r· x sina(r·) (2) 
with n(r·) denoting the refractive index as a function ofthe radius and a(r·) denoting 
the zenith angle. If n(r·) and the tangent height or any angle a to a certain value of 
7' are given, the overallraypath is determined. In the vicinity of the tangent height 
care must be taken, because in the calculation of the distance traveled by the ray 
ds the quotient ds/dr· diverges at the tangent point. 
It is possible to take the ellipsoidal shape of the Earth approximately into account 
by using an appropriate radius of curvature determined by the tangent point's 
latitude and related azimuthal direction of view instead of the mean Earth radius. 
With the location of the tangent point given a priori, this causes no problems. 
However, in practice the given variables are the observer's position and the direction 
of view. The tangent point and related radius of curvature have to be sought 
iteratively by shooting back to the observer's position. If horizontal inhomogeneities 
of the atmosphere along the raypath arenot negligible, the formulation's attraction 
disappears completely. 
Therefore, a method free of numerical problems near the tangent point, avoiding 
symmetry requirements and capable to start raytracing at the observer's position 
with a given direction of sight is preferable. 
3 Method of tangential displacement 
Imagine a light ray propagating through a smoothly varying refractive index dis-
tribution n(r') as represented in Fig. 1. A gradient \i'n(r't) not parallel to the ray 
deviates it. The new direction of propagation Ctn lies in the plane defined by the 
old tangent vector Ct and V'n(f'). After traveling the infinitesimal distance ds, the 
angle da between Ct and Ctn is 
da = ds x les · Y'nl/n (3) 
with e8 denoting the direction perpendicular to Ct in the plane defined by Ct and 
'Vn(r't). This can be seen by constructing the tilt of a locally plane wavefront over 
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the infinitesimal distance of travel ds : es . 'Vn is the component of the refractive 
index gradient along the wavefront and, thus, les · 'Vnl/n can be interpreted as the 
ratio of propagation velocities per unit length along the wavefront. Obviously, the 
wavefront is bent into the region where n(r""f) becomes larger. The path of a light 
ray in any smooth distribution n(r') can be followed by adding up together many 
sufficiently small displacements of this kind. 
Due to the high expenditure needed when constructing the vector es for each dis-
placement, we use the fact that 'Vn(r""f) in the terrestrial atmosphere is an extremely 
small quantity. Then, etn can be constructed in the following way: 
Calculate the auxiliary vector i!ta by 
eta = (n X et + ds X 'Vn)/ln X et + ds X 'Vnl (4) 
This vector can be used instead of etn , as can be seen by multiplying equation (4) 
by es: 
es· eta = ds X (es· \ln)/ln X et + ds X 'Vnl (5) 
The denominator is nearly n(r') and, therefore, the value for the bending is in good 
agreement with the exact calculation. For a horizontal displacement of 100 m near 
the Earth's surface, the relative error in da does not exceed 10-9 . For a nearly 
vertical displacement the relative error reaches 10-5 , but the absolute deviation 
becomes minnte. 
4 Implementation into a radiative transfer model 
The starting point for the implementation of the method of tangential displacement 
into a radiative transfer model is the transformation of the observer coordinates 
(latitude, longitude, altitude) and the direction of view (elevation angle, azimuth) 
into Cartesian coordinates. All further raytracing operations will be performed in 
this coordinate system. Hence, given a point on the line of sight r\; = (x;, y;, z;) and 
a tangent vector et,i, the subsequent point f;+l is: 
with: 
et,i X n(f;) + ds X \ln{f; + 0.5 X ds X et,i) 
et, i+ 1 = .,-c-.:.:..._--:-::..c--=------==---:--::------=---:=~ 
Wt,i X n(fi) + ds X 'Vn(t; + 0.5 X ds X et,i)l 
(6) 
(7) 
The gradient of the refractive index n = 1 + c at the location it; + 0.5 X ds X et,i is 
computed numerically by repeated use of a function s(x, y, z) giving the related c 
for each coordinate (x, y, z). 
Since radiative transfer models usually operate with predefined atmospheric layers, 
the crossing points of the ray with the Ievel altitudes must be determined: Given 
a function h(r"'f) which returns for each Cartesian point t in the atmosphere the 
altitude h above the ground, the crossing point is determined by the linear approx-
imation: 
(8) 
with h(f;) > Hj and h(f;+1 ) < Hj or vice versa. Hj is the altitude of the atmo-
spheric Ievel j. Since h(r') is nearly linear along the path over the distance ds, Eq. 8 
should be a good approximation. Eq. 8 can be used iteratively (substituting fi+t 
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by f 1) to obtain a better estimate i1 11 , if necessary. 
For limb sounding observations the determination of the tangent alt.itude is of inter-
est as well. A first estimation of the tangent point is obviously fi,min with h(fi,min) 
reaching a minimum. This result can be improved by parabolic interpolation taking 
the adjacent altitudes into account using ds as the horizontal distance between the 
three points. The minimum of the parabola is taken as the value for the tangent 
altitude. 
Another important issue regarding the computation time is the choice of the incre-
ment ds. For satellite limb sounding experiments, ds = 10km is sufficient to obtain 
an accuracy of the trace gas amounts of better than 0.1 %. 
5 Curtis-Godson values, path column amounts and 
their derivatives 
In this section we describe the calculation of integrated values of atmospheric state 
parameters for each path segment along the refracted line-of-sight. The following 
mean quantities are computed for each path j, each molecular species g, andin the 
case of non-LTE applications for each vibrational state n: 
Sj 1 ds, (9) 
pathj 
Ujg = 1 p9 (s)ds, (10) 
pathj 
Tjg -








1-1 r9"(s)p9 (s)ds, (13) Ujg pathj 
where s is the path length along the line-of-sight, u the partial column amount, T 
the kinetic temperature, p the pressure, p cx: vmr9 p/T the number density (vmr = 
volume mixing ratio), and r the fractional population of each vibrational state n 
between non-LTE and LTE. r is connected to the vibrational temperature Tvib by 
( 
hcEgn [ 1 1 ] ) r9" = !Q,g exp -k- T-- -T . , 
B vtb,gn 
(14) 
where Eis the state energy, h Planck's constant, kB Boltzmann's constant, and c 
the velocity of light. !Q,g is the non-LTE correction factor of the partition sum. 
Both, vibrational temperature or population ratio profiles are supported as input 
quantities. Since internally KOPRA only handles population ratios, vibrational 
temperatures will be converted at the beginning directly after read-in. 
Additionally, the following derivatives of the integrated path values with respect to 
atmospheric retrieval parameters are determined: 
dUjg dTj dpj dUjg drjgn 
dqvmr,gm' dqr,m ' dqp,m' dqp,m' dqr,gnm' 
(15) 
where m is the index on the retrieval parameters, qvmr,g the retrieval parameters 
for vmr (or vmr gradients) ofspecies g, qr the retrieval parameters for temperature 
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(or temperature gradient), qp the retrieval parameters for pressure, and qr,gn the 
retrieval parameters for the population ratios of state n for species g. 
For the calculation of absorption coefficients and during radiative transfer in the 
following steps of KOPRA only the mean path quantities are needed. Therefore, 
by also having calculated the derivatives of these quantities with respect to the 
retrieval parameters the basis is provided for the flexible handling of the retrieval 
parameterization. I.e. that after radiative transfer the derivatives of the spectra 
with respect to the mean path values can be combined with (15) to construct the 
requested Jacobian matrix. 
The integrals (9-13) are solved numerically when the end of each path segment 
j (i.e. the layer boundary) is reached. The steps are as following: 
(a) Transformation of r; = (x;, y;, z;) into altitude h(r;), latitude lat(f';), and 
longitude lon(f';) at each grid point i along the line-of-sight inside the actual 
path segment j. 
(b) Calculation of atmospheric state parameters at each location fi by calling 
the 'give'-functions. These functions perform the interpolation from discrete 
input-profiles to any location in the atmosphere. 
• T; = give..T(h(fi), lat(f';), lon(f';)) 
• p; = give_p(h(fi), lat(i'';), lon(fi)) 
• vmr;9 = give_vmr(h(r;),lat(P;),lon(f';),g) 
• r;9 n = give..Tvib(h(P;),lat(f';),lon(f';),g,n) 
(c) Numerical integration using the grid values T;,p;, vmr;9 , r;gn to obtain the 
integrated path values (9-13). 
To obtain greatest flexibility in parameterization of retrieval quantities the deriva-
tives of the integrated path quantities (15) are calculated numerically by: (for 
further details about derivative see Part XIII: 'Derivatives and interface to the 
retrieval') 
(a) Change of each retrieval parameter by some increment. 
(b) Recalculation of the integrated layer value with the changed parameter. 
( c) Determination of the numerical derivative by using the previously determined 
path value for the undisturbed case. 
If new parameterizations for the retrieval quantities should be implemented only 
the transformation rules in the 'give'-functions have to be changed and KOPRA 
automatically delivers the Jacobian matrix with respect to the new quantities. 
6 Horizontal gradients 
If the horizontal gradients are switched off ($5.9 of the main input-file) the argu-
ments lat and lon have no effects in the 'give'-functions and the interpolation is 
only performed for the altitude coordinate h. 
If horizontal gradients are switched on, the 'give'-functions use the altitude profiles 
and the altitude gradient profiles to determine the value of the atmospheric state 
at the point r; with altitude h, latitude lat, and longitude lon as described in Part 
III: 'Geophysical modeland atmospheric layering'. Therefore, the integrated values 
for each path segment comprise the horizontal gradients. 
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azimuth spherical Earth elliptical Earth elliptical Earth 
with gradient without gradient with gradient 
airmass: 2.165 x 1030 /m2 
oo +2.421x 10 2 +1.722x 10 4 +2.440x 10 2 
goo +5.789x 10-4 + 1. 728 X 10-3 +2.31lx 10-3 
180° -2.386x 10-2 +3.550 X 10-4 -2.352x 10-2 
refraction angle: 0.219° 
oo +2.422x 10-2 + 1. 723 X 10-4 +2.442x 10-2 
goo +5.799x 10-4 +1.729x 10-3 +2.316x 10-3 
180° -2.387x 10-2 +3.554x 10-4 -2.353x 10-2 
Table 1: Relative azimuthal variation of airmass and refraction angle along a ray 
starting tangentially at a height of 10km in 50° N. The azimuth is measured from 
south. The atmosphere is assumed tobe isothermal (220 K) with a pressure at the 
tangent point of 265 hPa in a height of 10 km. For the elliptical Earth a minor axis 
of 6357 km and a major axis of 6378 km is assumed. In the spherical calculations 
a radius of 6370 km is used. 
Derivatives of the integrated values with respect to the horizontal gradient param-
eters are determined exactly in the same way as the derivatives with respect to the 
altitude profile parameters by changing the (gradient)parameter-value, recalculat-
ing the integral and numerical differentiation. 
7 Illustrative raytracing results 
The presented method is especially suitable for raytracing in the presence of the 
ellipsoidal Earth shape and locally variable atmospheric state. To illustrate the 
effects, the azimuthal variation of airmass and refraction along a ray starting tan-
gentially at a height of 10km were studied. The tangent point is located at 50° 
northern latitude and a southwards directed pressure gradient is constructed by 
vertical displacement of the isobars by a rate of 100 m;o. Such values can be found 
at the boundary of the polar vortex and near pronounced weather systems. 
As can be seen from Table 1, the resulting effects are quite small in general. The 
relative variation in airmass and refraction angle are nearly the same. The variable 
atmosphere has a much stronger impact as compared to the Earth's oblateness. In 
the presence of both effects, the combined result is a linear superposition. 
e 





Figme 1, Method of tangential di,pl=ment, coust,uction of thc new tangout 
vector. 
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Absorption coefficients, line 
collection and frequency grid 
M. Kuntz 
Abstract: An efficient algorithm of evaluating absorption coefficients line-by-
line for the purpose of integrating the radiative transfer equation with emphasis 
on the Earth's atmosphere is presented. The main problems associated with 
such an algorithm are concerned with line shape, the treatment of lines out-
side the spectral range of interest, and the way in which spectral sampling is 
performed. These are considered together with methods improving speed of 
computation in general. 
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1 Introduction 
The absorption coefficient is a function of temperature, frequency (wavenumber), 
pressure, gas volume mixing ratio and constants associated with all contributing 
line transitions. The contribution to absorption due to a single transition l centered 
at Vz can be written as the product of the number density Ns of the molecular 
species s to which the spectralline belongs, the line intensity S1, and a line shape 
factor fz(v, vz). The monochromatic absorption coefficient at frequency v of a given 
species thus is 
O"s,z(v) = Ns L Sz fz(v, vz), 
l 
(1) 
where the summation is performed over all relevant lines. (To simplify notation we 
do not include all dependent variables in this and other equations). Eq. 1 refers to 
the absorption coefficient under consideration of local thermodynamic equilibrium 
(LTE). Gorreetions to account for non-LTE are performed a posteriori within the 
radiative transfer modeling (see Part X:'Non-LTE and radiative transfer' ). 
Note that the calculation of absorption coefficients is extremely time consuming, in 
particular if one tries to calculate the spectral absorption coefficient by summing 
directly the contribution of each line to absorption. In this case the task soon 
becomes prohibitive for three reasons: (a) hundreds of thousands of vibrational 
and rotational transitions contribute to absorption; (b) each transition defines a 
spectral line that can contribute to absorption over a wide range of frequency; and 
(c) absorption coefficients must be sampled at a frequency interval that is sufficiently 
small to resolve the thinnest lines of interest. 
Rather than summing directly the contributions to absorption, the method used in 
KOPRA relies on establishing for each line a set of grid points at which the difference 
between the analytic value of such a contribution and its interpolated approximation 
exceeds a limiting small value to be specified by the user; line profiles are evaluated 
only at these frequencies. The interpolation routine itself is based on three-point 
Lagrangian interpolation. The line profiles are then added to summations of line 
profiles calculated with the same spectral resolution. Local absorption coefficients 
are constructed when the summations are complete. 
An important feature of the method is that the frequencies at which each line profile 
is evaluated are determined dynamically. The spacing between such points increases 
continuously with distance from line center. Narrow lines are evaluated on a finer 
scale than broad lines of the same intensity. Lines of stronger intensity are generally 
evaluated on more points than those of weaker intensity. 
The method of approximation is subject to the following three sections which are 
part of a paper published in JQSRT in 1999 (11). Following these sections the 
implementation of the algorithm in Fortran90 will be described together with a 
depiction of the user interface. 
2 Calculation of the line intensity 
The line intensity S1 of line l is determined as 
(2) 
where 











lower state energy of transition I 
LTE total internal partition function evaluated at T 
LTE total internal partition ftmction at T0 
line intensity at reference temperature T0 
kinetic temperature 
reference temperature (296 K) 
wavenumber, usually approximated as vo,t 
central wavenumber of transition l 
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The lower state energy E" is calculated from the lower state energy e" in units of 
wavenumbers as given in spectroscopic databases by: 
E{' = c e;' h (3) 
The total internal partition function is determined by use of Gamache's parameter-
ization [7): 
(4) 
where a0 , a1 , a2 , and a3 are pretabulated coefficients stored in the file hi tmöl. dat 
( $1. 3 in the main K 0 PRA input file). 
3 Efficient calculation of the line shape factor 
Different line shape factors may be required for different atmospheric conditions. In 
the lower atmosphere, the shape of spectral lines is dominated by pressure broad-
ening and can be represented most simply by the Lorentz line shape factor: 
1 CXLt 
ht(v, vi) = - ( )2, + 2 
7r v-vt aL,t 
(5) 
where aL,t is the Lorentz half-width at half maximum of the line. At high altitudes, 
the shape of spectral lines is governed by Doppler broadening. The corresponding 
line shape factor is 
1 [ (v-v1)
2
] fn,s,t(v, 1/t) = .Jif exp - 2 , CXD,s,l 7r aD,s,l 
(6) 
where an,s,l is the Doppler half-width at 1/e of the maximum for species s. At 
intermediate altitudes, both pressure and Doppler broadening are important. They 
can be modeled using the Voigt line shape factor, a convolution of the Lorentz and 
Doppler line shape factors: 
1 y !oo exp( -t2 ) 
Jv,s,t(v, Vt) = .Jif- , 2 + ( _ t)2 dt, CXD,s,l 7r 7r -oo Y X 
(7) 
K V,s,t(J:, y) 
where x = (v - v1) / an,s,t is the distance from line center in units of the Doppler 
half-widths, y = CXL,t/ an,s,t is the ratio of the Lorentzian half-width to the Doppler 
half-width, and KF,s,t(x, y) is the Voigt profile function. The Voigt line shape 
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Figure 1: Contours of IKL,s,l (x, y) -K\f,s,t(x, y )I/ K v(x, y), i. e. the relative error obtained 
by approximating the Voigt profile function by the Lorentz profile function. Dashed lines 
mark the regions outside which the Voigt profile function should be approximated by the 
Lorentz profile function. Numbers indicate the desired relative accuracy t:. 
Since the integral in (7) cannot be evaluated analytically, the Voigt profile function 
K11,s,1 (x, y) must be calculated numerically. It is thus desirable to substitute the 
Voigt line shape factor by the numerically less expensive Lorentz and Doppler line 
shape factors wherever possible. For deriving an appropriate criterion it seems 
reasonable to rewrite the Lorentz and Doppler line shape factors (2) and (6) as 
1 1 y 









respectively, where KL,s,l(x, y) and Kn,s,l(x, y) are the analogues to the Voigt pro-
file function KF,s,l(x,y) in (7). Since the profile functions KL,s,l(x,y), Kn,s,l(x,y), 
and KF,s,i(x,y) depend only on x and y it is much easier to compare the line 
shape factors in this form. Figure 1 displays contours of the relative error IKL,s,l -
KF,s,d/ KF,s,l on a plane with coordinates x and y. Obviously, the larger the dis-
tance from the line center frequency x and the larger the ratio of the Lorentz to 
the Doppler half-width y is, the smaller the corresponding approximation error be-
comes. We therefore approximate the Voigt profile function by the Lorentz profile 
function outside the elliptical regions bounded by the dashed lines in Figure 1. The 
appropriate criterion may be written as 
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Table 1: Number of floating point Operations (Flops) within each region. Exponentiation 
is considered as 10 floating point Operation equivalents. 
Lorentz Voigt 
Flops Region 0 Region 1 Region 2 Region 3 Region 4 
New 3 7 15 19 79 
Ref. [10] 71 7 15 19 79 
Ref. [9] 23 1 23 41 75 148 




198 or 794 
75 3 or1484 
where E represents the desired relative accuracy. Analogaus considerations apply 
for the derivation of an appropriate criterion for the Voigt and the Doppler line 
shape factor. Figure 2 shows contours of the relative error IKv,s,l - Kv,s,d/ Kll,s,l 
in the x-y plane. Note that the relative error is only small within a small region 
around y = 0 that is relatively complicated in shape. However, since the evaluation 
of the Voigt profile function for small values y is computationally expensive [9][?] 
(see also region 5 in Table 1), we use the Doppler line shape factor if 
lxl < 2.15- 2.53yfE, 
as is indicated by the dashed lines in Figure 2. Using a more precise parameteriza-
tion of the contours would be computationally too expensive. 
In regions, where neither the Lorentz nor the Doppler line shape factors are appro-
priate, we use an accelerated implementation of the so-called Humlicek algorithm 
for the approximation of the Voigt line shape factor [10]. This algorithm involves 
dividing the x-y plane into four regions, where ratios of rational polynomials are 
used to achieve relative accuracy better than 1 part in 104 . To perform the transi-
tion from the Voigt line shape factor to the Lorentz and Doppler line shape factors 
automatically, we add two further regions, region 0 and 5, to the original set of four 
regions. The borders of these regions are chosen according to the above criteria, 
and the profile ftmction within these regions is evaluated using (8) and (9), respec-
tively. The extent of saving of floating point Operations within these two regions is 
indicated in Table 1. 
4 The optimum set of sampling points 
4.1 The method of approximation 
For optimum speed, the rapid evaluation of the Voigt profile function must be aug-
mented with a scheme that minimizes its use by reducing the resolution and there-
fore the number of function evaluations. Numerous strategies have been proposed 
to achieve this [2][4][5][13][14] . A common approach is to model the absorption 
coefficient spectra by using multiple frequency grids: fine grids are used to model 
the line shape factor near the line center frequency, while coarse grids are used for 
the line wings. However, reducing the resolution requires interpolation to higher 
resolution grids and introduces numerical errors, see Figure 3. The finer the fre-
quency spacing t,.x and the larger the distance from the line center frequency x is, 
the smaller the interpolation error 8Ks,l becomes. 
The principle first proposed by Sparks [13] in order to keep these interpolation 
errors under control is to introduce an user-specified absolute accuracy coefficient 
8u, to which the contribution of any line to the absorption coefficient (1) needs to 
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Parameter x 
Figure 2: Same as Figure 1 except timt the Lorentz profile function has been replaced by 
the Doppler profile function. Dashed lines mark the regions inside which the Voigt profile 
function should be approximated by the Doppler profile function. 
Figure 3: Approximating the profile function by a three-point Lagrangian interpolation. 
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be calculated to. Inserting Equations (1) and (7)-(9) this condition may be written 
as 
or equivalently 
8K < <YD,s,l..fif ou 
s,l- NsSl 1 (10) 
where 8Ks,l is the interpolation error that can be accepted for a given line. Note 
that this interpolation error is inversely proportional to the number density Ns of 
the molecular species s and the line intensity 81• The stronger a given line is, the 
smaller the error bounds become within which the interpolation has to be performed 
to. 
To determine the interpolation error associated with a given line and frequency 
spacing Sparks [14] suggests to approximate the profile function Ks,z(a:, y) by a 
simple three-point Lagrangian interpolation [1] : 
or, setting x = x0 + ptlx, 
Ks,z(xo + ptlx,y) ~ 
1 
2p(p- 1)Ks,z(xo- tlx, y) + 
(1- p2 )Ks,z(xo, y) + 
1 
2p(p + 1)Ks,z(xo + tlx, y), 
Ks,z(x, tlx, y) ~ 
1 
"2p(p- 1)Ks,z(x- tlx- ptlx, y) + 
(1 - p2 )Ks,t(X- ptla:, y) + 
1 
2p(p + 1)Ks,z(x + tlx- ptlx, y) 
= Ks,z(x, tlx,y). 
The interpolation error is then given by 
8Ks,z(x,tlx,y) = Ks,z(x,tlx,y) -Ks,z(x,tlx,y). 
The problern is to identify the frequencies and frequency spacings at which condition 
(10) is violated for a given line. Note that the maximum of the Voigt profile function 
Ks,z(x = 0, y) and hence 8Ks,z(x = 0, tlx, y) is proportional to 1/y for y » 1 
(Lorentz regime), while 8Ks,z(x = 0, tlx, y) remains almost constant for y « 1 
(Doppler regime). We therefore multiply (10) on both sides with y + 1 = (aD,s,l + 
aL,z)/aD,s,l (this essentially corresponds to the Voigt half-width in units of the 
Doppler half-width) and consider the criterion 
(' + 1)8K < (aD,s,l + <YL,z)..Jif OCY Y s,l- NsSl ' (11) 
rather than (10). Condition (11) reduces to expressions (12) and (16) in the 
work of Sparks [14] in the appropriate limits. Figures 4--6 display contours of 
}}1:g-1 (y + 1)18Ks,z(x, Llx,y)l on planes with Coordinates log2 (Llx/(y + 1)) and 
log2 lx / Llxl for different ratios of the Lorentz to the Doppler half-width, y. Note 
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Figure 4: Cantours of -~3; 1 (y + l)t5K.,1(x,ßx,y) for y :::t> 1 (Lorentz regime). Also 
indicated is the optimum set of sampling points for a maximum acceptable interpolation 
error of (y + l)t5K.,I ::; 10- 5 and ::; 10-9 , respectively. 
that D.xf(y + 1) = D.v /(an,s,t + O!L,t) is the frequency spacing in units of the Voigt 
half-width and that Jx/ ßxJ = Jv- Vtl/ ßv is the distance from the line center fre-
quency in units of frequency spacing; hence the two axes are not independent of 
each other. The logarithmic scale on the base two is chosen to account for the 
second order polynomial used for interpolation. Although this choice of axes seems 
rather complicated, it is in principle sufficient to note that the vertical axis essen-
tially denotes frequency spacing while the horizontal axis indicates the number of 
sampling points that should be considered using a given frequency spacing. How 
this information can be used to determine the optimum set of sampling points for 
a given line is best illustrated considering examples. 
4.2 Cutoff tables 
Let us first examine the Lorentz regime, i.e. y » 1; the corresponding contours 
of -%~1 (y + 1)oKs,t(x, ßx, y) are shown in Figure (4). Let us further assume 
that a given line, indicated by the contour ot7Vif(an,s,t + O!L,t)/NsSt, needs tobe 
interpolated with an interpolation error oKs,t so that (y + 1)oKs,t ::::; 10-5 • This 
implies a frequency spacing of log2 (ßx/(Y + 1)) = log2 (ßv/(an,s,l + O!L,t)) ,..." -5 
near the line center frequency and the transition to a coarser frequency grid in 
a distance of log2 JxjßxJ = log2 (Jv- vtl/ßv) ,...., 4.7, i.e. "" 26, sampling points 
(indicated by the solid lines in Figure 4). It would be unwise to start with a finer 
frequency grid from the beginning since the above value bounds the contour from 
below and any frequency spacing finer than ßx = (y + 1)2-5 or D.v = (an,s,t + 
O!L,t)2-5 would result in an interpolation error smaller than the one that can be 
accepted. On the coarser frequency grid one should evaluate 25·5 - 23·8 , i.e. "' 32, 


















Figure 5: Same as Figure 4 except that the Lorentz regime has been replaced by the 
Doppler regime, i. e. y « 1. 
sampling points before again proceeding to a coarser frequency grid and so on. The 
point is to proceed to a coarser frequency grid only if the interpolation error on the 
coarser grid falls below the maximum interpolation error that can be accepted for 
a given line. Note that due to the second order polynomial used for interpolation, 
the frequency spacing always increases by a factor of two. 
Let us consider a stronger line that requires an interpolation error ::=; w- 9 • In 
this case one would start with a much finer frequency grid from the beginning 
(corresponding to a frequency spacing of log2 (Ax/(y + 1)) ,...., -9 near the line 
center frequency) and evaluate log2 lx/ Axl ,...., 10, i.e . ....., 1000, sampling points before 
proceeding to a coarser frequency grid (indicated by the dotted lines in Figure 4). 
The same procedure can in principle be applied to the Doppler regime, i.e. y « 1 
(see Figure 5), so that tables of cutoffs may be constructed for both Iimits. These 
tables indicate over a wide range of possible interpolation errors and frequency 
spacings in which distance from the line center frequency ( or equivalently after 
the consideration of how many sampling points using a given frequency spacing) 
one should proceed to a coarser frequency grid. For a given spectral line one can 
then evaluate the maximum interpolation error liO"j1r(aD,s,t + aL,t)/N.St and use 
these tables to define the appropriate Lorentz and Doppler cutoffs for any frequency 
spacing Ax/(y + 1) = Av/(aD,s,l + aL,t) desired. Note that either aD,s,t or aL,t 
are negligible in the appropriate Iimits. We will henceforth refer to these tables as 
the Lorentz and the Doppler cutoffs. 
As we mentioned previously, in the real atmosphere both pressure broadening and 
Doppler broadening are important and can be modeled using the Voigt profile func-
tion. Since the latter, however, depends on both x and y, it is in principle necessary 
to establish a complete set of cutoff tables: one for each ratio of the Lorentz to the 
Doppler halfwidth y-an enormous waste of computer memory. Figure 6 shows a 
11 
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Figure 6: Cantours of -"M~~ 1 (y + 1)8K.,t(x, fix, y) for different ratios of the Lorentz 
to the Doppler half-width, y. Also shown is the optimum set of sampling points for a 
maximum permissible interpolation error of (y + 1)8K.,1 s 10-3 for y = 10-4 • 
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subset of six contourplots (cutoff tables) for a selected sample of ratios yo Note that 
the contourlines change from a more Lorentz-like course for large values of y to a 
more Doppler-like course as y successively decreases (compare Figures 4 and 5)0 
To overcome this waste of computer memory Sparks [14] suggests to neglect the 
contribution of a spectralline to absorption on a given frequency grid if the Lorentz 
cutoff is equal to zero; otherwise, he takes advantage of the fact that the Voigt 
profile function reduces to the Lorentz and the Doppler profile functions in the 
appropriate limits and uses the greater of the Lorentz and the Doppler cutoffs for 
the approximation of the Voigt cutoffo The corresponding contourlines are shown in 
Figure 70 This approximation works quite well in the Lorentz regime, i.eo for y > 1, 
but fails for y < 1 ( compare the contours shown in Figures 6 and 7) 0 
Consider for example an maximum interpolation error of 10-3 and a ratio of the 
Lorentz to the Doppler half-width of 10-4 (Doppler regime)o According to Figure 6 
this implies a frequency spacing of log2 ( ~x I (y + 1)) ,...., -3 near the line center 
frequency and the calculation of log2 lx I ~xl ,...., 2303 , ioeo ,...., 10, sampling points 
before proceeding to a coarser frequency grido The approximation of Sparks [14], 
however, results in a much finer frequency grid from the beginning ( corresponding 
to a frequency spacing of log2 (~xi(Y + 1)) ,...., -7, i.eo by a factor 16 finer) and 
requires the evaluation of log2 lx I ~xl ,...., 2607 , ioeo ,...., 104, sampling points before 
proceeding to a coarser frequency grido Altogether this approximation results in the 
evaluation of ,...., 390 sampling points compared to ""' 30 really necessary according 
to Figure 60 We mentioned already that the evaluation of the Voigt profile function 
for small values y is computationally extremely expensive so that any reduction 
of the number function evaluations in the Doppler regime results in a noticeable 
gain of computational speed)o This incongruity becomes even worse if one prefers 
to use the simpler but less restrictive criterion (20) in the work of Sparks [14] 
instead of refering to the appropriate cutoff tableo It should be mentioned that this 
approximation is not a source of computational error--quite the reverse is trueo 
Absorption coefficients in the Doppler regime are calculated much more accurately 
than necessaryo The aim, however, is to consider each spectral line with the same 
absolute accuracy OO"o 
Instead we take advantage of the fact that the interpolation error of the Voigt 
profile function oKv,.,!(x,y, ~x) can be well approximated by the greater of the 
interpolation errors of the Lorentz and the Doppler profile function weighted by the 
squares of the ratio of the Lorentz to the Voigt half-width y I (y + 1) = a.L I ( a.L + a.n) 
and the ratio of the Doppler to the Voigt half-width 11 (y + 1) = a.n I ( a.L + a.n ), i.eo 
oKv,.,l(x, y, ~x) :;:::j 
max (y2 l(y + 1)2oKL,s,!(XL, y, ~XL), 
1I(Y + 1) 2oKn,s,l(xn, y, ~xn)) 0 
(12) 
Note that the auxiliary variables ~XL and ~xn for a given frequency spacing can 
be calculated from ~XL = ~xyi(Y + 1) = ~va.Lia.n(a.L + a.n) and ~xn = 




( G.D s l + fXL !) 2 l1f 
(y + 1)oK (x y ~x ) < · · ' v" oO" D,s,l D, , D _ N S a.n s 1 (14) 
for the determination of the auxiliary cutoffs XL and xn from the precalculated 
Lorentz and Doppler cutoff-tables, respectivelyo The greater of XL and xn is finally 
used for the approximation of the Voigt cutoffo 
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Figure 7: Sparks' [14] approximation for the determination of the Voigt cutoffs. Also 
shown is the resulting set of sampling points for (y + l)JK.,1 ~ 10- 3 and y = 10-4 • 
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Figure 8: Proposed approximation for the determination of the Voigt-cutoffs. The light 
shaded regions indicate the domain of frequencies where lines are truncated. 
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X 
Figure 9: Approximating the profile function by a three-point Lagrangian interpolation 
for large frequency spacings Llx. 
The quality of this new approximation is striking ( compare the contours in Figure 8 
with the true contours in Figure 6). Small deviations occurr only for y "" 1. In 
addition, the evaluation of the new criterion requires only four extra floating point 
operations compared to the criterion proposed by Sparks [14]. This is certainly 
negligible compared to the achieved reduction of function evaluations. Furthermore, 
it should be mentioned that in the proposed algorithm the use of cutoff-tables 
is minimized so that all sampling points that have to be considered on a given 
frequency grid are determined with a single reference to the corresponding cutoff-
tables, whereas Sparks [14] examines each sampling point individually. 
4.3 Line rejection and truncation 
Another question that has not yet been mentioned is which lines should be retained 
in the model and which lines may be rejected. Furthermore, we need a criterion 
to decide in which distance from the line center frequency spectral lines may be 
truncated without substantial loss of accuracy. This is especially true, if the far 
wings of lines are incorporated into models of the continuum and need not be taken 
into account explicitly [3]. Sparks [14] provides only two alternatives: to reject a 
spectralline completely, or to consider it over the entire frequency range of interest. 
In the proposed algorithm lines are only rejected, if Ks,l (x = 0, y) is smaller than the 
maximum interpolation error that can be accepted for a given line or if the transition 
frequency of the line lies beyond a user-specified distance from the endpoints of the 
frequency range of interest. This distance is set equal to 25 cm-1 . Other lines may 
only be truncated. 
A closer inspection of Figures 4-6 reveals that all contours converge to log2 ( x I ilx) = 
1 for increasing values log2 (ilxi(Y + 1)). This implies that the interpolation error 
becomes negligible only in a distance x > 2ilx, regardless how large the frequency 
spacing is. This can be understood if one recalls that each contour represents 
the maximum interpolation error within a region ±ilx around a given distance x 
from the line center frequency. The maximum interpolation error thus approaches 
K.,z(x = O,y) for increasing frequency spacings ilx, as is shown in Figure 9. This 
also explains why the algorithm of Sparks [14] evaluates a contribution to absorp-
tion for each spectral line retained in the model over the entire frequency range of 
interest, rather than truncating it beyond a certain distance. In the proposed algo-
rithm, we assume that the central part of each spectral line is considered on grids 
of finer frequency spacing so that spectral lines are truncated if log2 ( x I ilx) :::; 1. 5 
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Figure 10: Representations of a given spectral line of maximum absorption a = 10- 10 
cm - 1 for different absolute accuracies t!..a on a set of successively finer frequency grids. 
The absolute accuracies t!..a and the number of function evaluations are indicated. 
and log2 (ßx/(y + 1) ::;:: 0), as is indicated by the light-shaded regions in Figure (8). 
This assumption is strengthened by the fact that the frequency spacing of the finest 
frequency grid is usually chosen according to the Doppler half-width at high alti-
tudes. Nevertheless, the truncation of lines may also be suppressed as an option so 
that each spectralline retained in the model is considered over the entire frequency 
range of interest on at least three sampling points. Test calculations revealed timt 
the above criterion meets the requirement of negligible truncation errors quite weil, 
especially if the frequency range of interest is small (microwindow approach) and 
the far wings are incorporated into models of the continuum. 
Figure 10 displaysdifferent representations of a given spectralline with a maximum 
absorption coefficient of <T = 10-10 cm- 1 for different absolute accuracies Ll<T. Note 
that the frequency spacing is finest near the line center frequency and successively 
increases with increasing distance from it. For the lowest accuracy b<T = 10-12 cm-1 , 
31 sampling points are adequate, while 361 sampling points are necessary to achieve 
an absolute accuracy I8<TI :S 10-16 cm - 1 . It should be mentioned that for the lowest 
accuracy the spectralline has been truncated. 
An example of the contribution of a single spectral line to absorption is shown in 
Figure 11 tagether with a reference spectrum calculated on an equidistant frequency 
grid of uniform intervals. The resulting interpolation error is shown below. The aim 
was an absolute accuracy I8<TI :S 10-16 cm-1 which could obviously be achieved over 
the entire frequency range of interest. Furthermore, it is interesting to note how 
the interpolation error always increases when the algorithm proceeds to a coarser 
frequency grid. 
5 Efficient summation of spectral lines 
The summation of spectral lines follows much of the methodology suggested by 
Fomin [5] and is performed on a set of successively finer frequency grids. Each 
of these grids is made up of intervals that consist of three sampling points due to 
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Figure 11: (top) Gontribution of a single spectral line to absorption applying the new 
method of approximation together with the reference spectrum evaluated on an equidistant 
frequency grid of uniform intervals. (bottom) The resulting interpolation error. 
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Figure 12: Illustration of the proposed interpolation technique on a set of successively 
finer frequency grids. The resulting quasi-uniform frequency grid is indicated by the light 
shaded intervals. 
mentioned that the two endpoints must be considered individually for each interval 
(i.e. it takes two storage locations). This makes possible to consider each spectral 
line independently from the others so that each spectral line may be evaluated on 
its own optimum set of sampling points. The procedure is similar to the technique 
that has been applied in the widely used algorithm of Clough and Kneizys [2] or 
Gordley et al. [8] and in particular in the work of Fomin [5], except that the nurober 
of frequency grids for each line is determined dynamically. 
The summation of spectral lines is performed in such a way that for each line the 
contribution to absorption is added up in the appropriate intervals. For exam-
ple consider the interval marked by CD in Figure 12, to which three spectral lines 
of different strengths and half-widths contribute. Note that only those spectral 
lines, whose transition frequencies lie far outside the frequency range of interest, 
contribute to the interval residing on the coarsest frequency grid. Because each 
succeeding frequency grid is by a factor of two finer than the preceeding one, it is 
possible to move back to a coarser frequency grid only from every second interval. 
This may sometimes result in the calculation of an extra interval on a given fre-
quency grid as for example for the light shaded spectralline in the intervals marked 
by CD and (2). 
Having completed the summation of spectrallines, absorption coefficients are calcu-
lated in a Straightforward manner starting on the coarsest frequency grid and mov-
ing progressively to grids of finer frequency spacing while interpolating and adding 
the coarser intervals to the appropriate intervals on the succeeding finer frequency 
grid. Note that by using an interpolation scheme with constant coefficients (e.g. La-
grangian interpolation) the contribution of each interval to the succeeding intervals 
can be calculated as a linear combination of the contributions to absorption evalu-
ated on the current frequency grid. The interpolation step thus is computationally 
efficient, especially since it has to be performed only once after the summation over 
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Figure 13: Absorption coefficients of ozone at different altitudes calculated for a limb 
sounding geometry and a tangent height of 8 km. 
Rather than terminating the interpolation only if the finest frequency grid is reached, 
the interpolation may readily be terminated at the finest intervals for which a contri-
bution to absorption has been evaluated. In this case one ends up with a nonuniform 
or nonequidistant frequency grid which is, however, based on an equidistant fine 
grid of uniform intervals, indicated by the light shaded intervals in Figure 12. Let 
us henceforth refer to this nonequidistant grid as "quasi-uniform" frequency grid. 
Compared to an equidistant frequency grid of uniform intervals this quasi-uniform 
grid saves valuable computer memory. Furthermore, the use of quasi-uniform fre-
quency grids presents additional opportunities for optimizing the radiative transfer 
calculations, because the integration is performed only on the sampling points of 
the quasi-uniform frequency grid. Details of this integration are, however, beyond 
the scope of this section. A sequence of 0 3 absorption coefficients calculated on 
quasi-uniform frequency grids at altitudes varying between 8 and 115 km is shown 
in Figure 13. For the calculation a limb sounding geometry with a tangent height of 
8 km has been assumed. Note that the number of sampling points always decreases 
where the absorption coefficient varies only slowly with frequency. At high altitudes 
the contributions to absorption are extremely weak and so that spectral lines are 
truncated. 
Figure 14 is a conceptional depiction of the basic steps involved in the proposed al-
gorithm for calculating absorption coefficients. Firstly, the optimum set of sampling 
points for a given line is determined from the appropriate cutoff tables. Secondly, 
the sampling points are sorted into increasing order to allow for the rapid evaluation 
of the Voigt line shape factor. Thirdly, the contributions to absorption are collected 
into the appropriate intervals residing on a set of successively finer frequency grids. 
Finally, the coarser intervals are interpolated to the uniform or quasi-uniform fre-
quency grid, respectively. 
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Figure 14: Conceptual depiction of the proposed technique for the efficient calculation of 
absorption coefficients line-by-line. 
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6 Implementation of the algorithm 
The proposed algorithm has been implemented in ADDLIN, a Fortran90 module of 
"' 1000 lines of code. The objective in developing this module was to accommodate 
flexibility and simplicity in use without substantial loss of accuracy and efficiency. 
The result was a clear and modular approach that can easily be adapted as a 
research tool for specific needs separately from its specific use within KOPRA. 
Besides the standard calculation of spectral absorption coefficients ADDLIN has 
been generalized to the application of more sophisticated line shape models. In 
general, using a different line shape model will require defining new tables of cut-
offs analogaus to the Lorentz and Doppler cutoffs discussed before. Considering 
line-mixing, for example, requires defining aseparate table of cutoffs since the line 
shape factor decays asymptotically as lv- v1l- 1 rather than lv- v1l- 2 . In practice, 
however, it may often prove sufficient to continue to use the Lorentz and Doppler 
cutoffs, especially if line mixing is combined with a line shape model that consists 
of a Lorentzian profile modified by a corrective factor xz(v, vz) (often xz(v, vz) takes 
the form of a decaying exponential with adjustable coefficients determined empir-
ically). ADDLIN has been designed to support both line mixing and corrective 
xz ( v, v1 )-factors basing on the precalculated Lorentz and Doppler cutoffs. More-
over, considering line mixing requires the evaluation of the complex probability 
function which is closely related to the Voigt profile function. Let us henceforth 
refer to the complex probability function as !l(v, vz); the Voigt profile function is 
referred to as real part of the complex probability function, Re(h(v, vz)), while the 
imaginary part is referred to as Im(fl(v,v1)). For the calculation of the complex 
probability function ADDLIN uses the new implementation of the Humlicek algo-
rithm described in section 3 except that the algorithm has been modified to provide 
also the imaginary part Im(fz(v, vz)) as an option. The following paragraphs are a 
summary of how absorption coefficients are calculated within ADDLIN if line mix-
ing and/or corrective Xl(v, vi)-factors are taken into account. 
Ordinary absorption coefficient: If neither line mixing nor corrective x1 (v, v1 )-
factors are considered monochromatic absorption coefficient is calculated as 
O's,l(v) = N. L 81 Re(f1(v, v1)). (15) 
This is the same expression as (1) on page 44. 
Corrective Xl(v, v1)-factors: If line proflies are to be modified by a corrective 
xz(v, vi)-factor, the absorption coefficients is evaluated as 
(16) 
where the corrective X1(v,v1)-factor has tobe provided by the user in form of an 
external subroutine (for details see the following interface section). 
Line mixing: If line mixing is taken into account, the absorption coefficient is 
calculated as 
O's,l(v) = N. L St Re(fz(v, vt)) + Yt Im(f1(v, vt)), (17) 
l 
where the summation is performed over all lines of the line-mixing branch. The Yi 
are coefficients that have tobe provided by the user. KOPRA provides two different 
line mixing models for the calculation of these coefficients. Note, that depending 
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on the line mixing model used, the linestrengths, line center frequencies and line 
widths may also be modified. This is indicated by the asterisks in (17). For more 
details on line-mixing and the calculation of the Yi coefficients see Part VI: 'Line 
mixing' in this issue. 
Corrective Xt(v, vt)-factors and line mixing: 
If both corrective Xt(v, Vt)-factors and line mixing are taken into account the cal-
culation of absorption coefficients requires two steps. In a first step an averaged 
corrective x(v)-factor for the whole line-mixing branch is determined from 
_( ) _ 2.:::1 St Xt(v, vt) Re(ft(v, Vt*)) 
X v - 2:1 StRe(ft(v,vi)) · 
Note, that the averaged corrective x(v) may be determined either from the original 
or the modified line-strengths, line-widths, and line center frequencies (the latter 
marked by an asterisk). ADDLIN uses the modified line-strengths, line-widths, 
and line center frequencies as indicated in the above equation. In a second step 
the averaged corrective x(v)-factor then is multiplied with the result of the pure 
line-mixing absorption coefficient to give 
O"s,t(v) = N. x(v) L St Re(ft(v, Vt*)) + Yt Im(ft(V, vt)). (18) 
l 
Note that the two steps are performed automatically, if ADDLIN is invoked appro-
priately via its user-interface. 
7 User interface 
The calculation of absorption coefficients within ADDLIN is performed in an almost 
automated way which enables workers to perform computations quickly without 
detailed knowledge of the calculation methods involved. Workers may communicate 
with ADDLIN only via 9 subroutine invocations, which will be described in detail 
in the following: 
allocate_cutoff ( cutdop, cutlor) Allocates memory for a number of internal 
arrays and initializes some auxiliary variables. Reads the appropriate look-up-
tables for the Doppler- and Lorentz Iimit, respectively, from the files specified 
in the strings cutdop and cutlor. This is the first subroutine to be called 
by the user. It should be invoked once before the calculation of absorption 
coefficients starts. 
deallocate_cutoff This subroutine is the exact counterpart of allocate_cutoff 
and should be invoked once after the calculation of absorption coefficients has 
been completed. 
allocate_grid (fmin, fmax, fdel) Determines the spectral range of interest 
(fmin, fmax) and the desired spectral resolution fdel. Allocates memory for 
the internal set of successively finer frequency grids. The subroutine should be 
invoked each time a new spectral range is considered. The units of fmin, fmax, 
and fdel should be consistent with the units of alphaL, alphaD, and fO in the 
subroutines add_lines, add_lines_chi, add_lines_lm, and add_lines_chilm. 
deallocate_grid This subroutine is the counterpart of allocate_grid and deal-
locates the arrays specific to a given spectral range of interest. It should be 
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invoked each time after the calculation of absorption coefficients for a given 
spectral range has been completed. 
add_lines (nlines, iflag, alphaL, alphaD, ratio, fO, fac, S, dSdT) 
Calculates the absorption coefficient according to (15), i.e. add_lines per-
forms the summation of the nlines spectral lines with Lorentz half-widths 
alphaL, Doppler half-widths alphaD, line center frequencies fO, and line 
strengths S. Note that alphaL and alphaD are defined as the half-width at 
1/2 ofthe maximum ofthe profile (rather than 1/e ofthe maximum as in the 
definition of an,s,l in section 3). As an option, the user may also pass the 
temperature derivatives of the line strenghts dSdT, in which case add_lines 
also provides the temperature derivative of the spectral absorption coefficient 
as an option. It should be mentioned that the temperature derivative of the 
absorption coefficient is calculated by summing the temperature derivatives 
of the line strengths. Temperature dependences of the line-widths e.g. 
are not taken into account. Test calculations revealed, however, that this 
approximation is accurate within 5% or better. 
iflag determines how the calculation of the absorption coefficient is per-
formed in the detail. 
• If iflag = 0, weak spectral lines may be rejected and those lines 
retained in the model may be truncated at their line wings. 
• If iflag = 1, all spectral will be retained in the model and will be 
considered over the entire frequency range of interest on at least 
three sampling points. The truncation of lines is suppressed. 
ratio determines the accuracy to which spectrallines are considered in the 
model: 
111 If ratio is chosentobe negative, the spectral absorption coefficient 
is calculated by summing directly the contribution of each line to 
absorption at each frequency. Note that the calculation of this ref-
erence absorption coefficient may be extremely time consuming. 
• If ratio is chosen to be ratio of the desired absolute accuracy Öu to 
which the contribution to absorption of a given line is to be calcu-
lated to the number density ofthe species Ns, i.e. ratio = öu/Ns, 
the absorption coefficient is calculated in such a way that the abso-
lute accuracy of the contribution to absorption of each spectral line 
is better than öu. 
111 Ratio may also be chosen to be the ratio of the desired absolute 
accuracy ör to which the contribution of a single line to the optical 
depth of a given atmospheric layer is to be calculated to the column 
density N 8 f::l.s, i.e. ratio = ör/(Nsf::l.s), where f::J.s is the optical 
path-length through the layer. In this case the absorption coefficient 
is determined in such a way that the absolute accuracy to which 
the contribution of each spectral line is calculated times the optical 
path-length f::J.s yields ör. 
fac is a factor the absorption coefficient is multiplied with. 
• If fac is set equal to the volume mixing ratio of a given species, the 
result will be the absorption coefficient itself. 
• If fac is set equal to the column density, the result will be the optical 
depth of the given atmospheric layer. 
• If f ac is set equal to 1, the result will be the absorption coefficient 
divided by the column density. 




integer, intent(in) .. n 
real(dp), intent(in) :: T 
real(dp), optional .. alphaD,alphaL 
real(dp), dimension(*), intent(in) .. x ! 
real(dp), dimension(*), intent(inout):: y 
end subroutine sub 
end interface 
interface to the user-defined 
external subroutine SUB 
definition of precision 
number of sampling points 
temperature 
Doppler and Lorentz half widths 
distance from line center 
ratio Lorentz to Doppl. halfwidth 
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Figure 15: Subroutineinterface for the corrective Xt(v,vt) factor tobe provided by the 
user. For the definition of x and y see section 3. 
Note, that the units of ratio (e.g. cm2 ) and alphaL, alphaD, and fO (e.g. 
GHz) must be consistent with the units of the line strength S (e.g. GHzcm2 ) 
and the units of fmin, fmax, and fdel (e.g. GHz) in allocate__grid. Further-
more, the user should take care that if add_lines is invoked several times in 
succession, the optional parameter dSdT is either specified or not specified in 
all subroutine invocations. 
add_lines_chi (nlines, iflag, alphaL, alphaD, ratio, fO, fac, S, sub 
T, dSdT) Same as add_lines except that each spectral line is multiplied by 
a corrective Xt(V,vt)-factor according to (16). This corrective Xt(V,Ilt)-factor) 
has to be provided by the user in form of an external subroutine, which 
then is used as an argument (sub) in the invocation of add_lines_chi and 
should be declared according to the interface block shown in Figure 15. The 
input variable T is the temperature in K and has to be provided because the 
user-defined Xt(v, Vt)-factor may be temperature-dependent. If the optional 
parameter dSdT is passed, add_lines_chi calculates temperature derivatives 
as an option. 
add~ines~m (nlines, iflag, alphaL, alphaD, ratio, fO, fac, S, 
ycoef, dSdT) Same as add_lines or add_lines_chi except that line mixing 
is taken into account according to (17). For this purpose the user has to 
provide a dimensionless Yt coefficient (ycoef) for each spectral line of the 
line-mixing branch (for the calculation of these Yt coefficients see Part VI: 
'Line mixing' in this issue or [Funke et al. 1997)). As an option add_line_lm 
may also calculate the T -derivative of the absorption coefficient depending 
on whether the optional argument dSdT is passed or not. 
add~ines_chilm (nlines, iflag, alphaL, alphaD, ratio, fO, fac, S, 
sub T, ycoef, dSdT) takes into account both line mixing and a corrective 
Xt(v, Vt) factor according to (18). Note, that add_lines_chilm performs the 
two necessary steps, i.e. the calculation of the averaged corrective Xt(v, Vt) 
factor and its following multiplication with the line mixing absorption coef-
ficient automatically. This enables workers to perform computations quickly 
without detailed knowledge of the calculation methods involved. Workers 
only have to make sure, that each invocation of add_lines_chilm comprises 
all spectral lines of a given line-mixing branch. I.e. a given line-mixing 
branch may not be split into bundles of lines and add_lines_chilm invoked 
several times for each of these bundles. Again, as an option add_lines_chilm 
calculates the temperature derivative of the absorption coefficient, if the 
optional argument dSdT is passed. 
interpolate__grid ( iabcomx, iabco, abco, dabcodT, equidistant) performs 
the final interpolation of all contributions to absorption calculated on the set 
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of successively finer frequency grids either to the quasi-uniform frequency 
grid or the uniform fine grid, depending on whether the optional logical in-
put parameter equidistant is passed and true or not. The output variable 
iabcomx indicates how many sampling points are necessary to store the ab-
sorption coefficient while iabco is apointer on an integer vector that contains 
the sampling points. Note, that all sampling point are stored as integers and 
that the real frequency of the ith sampling point is fmin+iabco(i)*fdel. 
The output variables abco and dabcodT are pointers on the spectral absorp-
tion coefficient and its temperature derivative, respectively. The temperature 
derivative is only calculated if the optional variable dabcodT is passed and 
if the dSdT has been passed on in the preceding invocations of add_lines, 
add_lines_chi, add_lines~m, or add_lines_chilm. 
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Abstract: The treatment of line mixing within the algorithm is briefly de-
scribed. KOPRA supports two different approaches, first, the exact treatment 
by means of a direct diagonalization method (DND) and second, Rosenkranz's 
fist order approximation. In all cases, a parameterization of the relaxation ma-
trix is calculated externally and read in by the code. A description of the input 
data format is given. 
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1 Introd uction 
The significantly higher spectral resolution of modern instruments leads to an in-
creased sensitivity to the spectral line shapes so that physical effects affecting line 
shapes such as line mixing (also called collisional narrowing) will be detectable. Es-
pecially co2 Q-branch line mixing will affect radiance spectra in the spectral region 
covered because of the high C02 volume mixing ratio and narrow line spacing. The 
effect of co2 Q-branch line mixing in the 1/2 fundamental band has already been 
reported by Strow and Reuter [1]. Line mixing was found to lower atmospheric 
brightness temperature by as much as 3 K. Another investigation on the impact of 
line mixing on the retrieval of CC14 volume mixing ratio in a spectral range around 
790 cm-1 including the 11101 f- 10002 co2 Q-branch has shown that the neglec-
tion of line mixing maps into an error of volume mixing ratio in the order of 30 
- 50 %[2]. The effect is not only observed in C02 Q-branches, but also in P- and 
R-branches of the strong v3 fundamental band of C02 as weil as in Q-branches of 
other gasessuch as N2 0 and CH4. 
Line mixing occurs when collisions between a radiating molecule and broadening 
gas leads to a population transfer between the ro-vibrational molecular states and 
a redistribution of spectral intensity within a band. The intensity of the effect in-
creases with pressure since it is proportional to the broadening gas density. KOPRA 
offers two different treatments of line shape calculation under consideration of line 
mixing. The direct diagonalization method (DND) enables exact line mixing calcu-
lation while the less time consuming Rosenkranz approximation is only valid for low 
atmospheric pressures. Therefore the DND approach is recommended for optical 
pathes through low altitude regions with high pressures such as for ground based 
observational geometries. The determination of the collisional induced population 
transfer between the ro-vibrational molecular states expressed by the so-called re-
laxation matrix is not performed within the code. A parametrisation of relaxation 
matrix data for the most prominent co2 bands is calculated by an external code 
and read in as input data. Furthermore, the line mixing treatment of KOPRA can 
easily be extended to other molecules by providing the corresponding input data. 
KOPRA also supports the calculation of P- and R-branch coupling, provided that 
input data exists. 
2 Theory 
2.1 The relaxation matrix W 
Within the impact approximation, the absorption coefficient taking account of line 
mixing depends on the frequency-independent complex relaxation matrix W intro-
duced by Ben-Reuven (3]. Its diagonal elements are related to pressure broadening, 
while nondiagonal elements are related to line mixing. W could be calculated using 
the EPGL (Exponential Power Gap Law) model introduced by Strow et al. [1],[4] 
and Tobin (5]. It is assumed that the relaxation matrix elements have the same func-
tional form as the rotational state-to-state cross sections within a single vibrational 
state Kj,k which are modeled using an empirical energy-gap scaling law, 
K · . = a J. exp -a 1' · (IAE· k/)a 2 ( JAE- k/) 
J,k 1 Bo 3 kBT (1) 
for j > k. AEj,k = Ei - Ek is the energy gap between the rotational states j 
and k, B0 the rotational constant, kB the Boltzmann constant and T the kinetic 
temperature. Detailed balance gives the rates for energetically downward transitions 
j < k. The temperature dependent parameters a1 ,a2 and a3 of this exponential 
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power gap law are determined by a least squares fit to the following sum rule: 
(2) 
where Wjj is given by the Lorentzian half width. The sums are over all rotational 
states of the initial vibrational level denoted by V; and the final vibrational level 
denoted by Vf· ß is a symmetry factor which takes into account the propensity 
differences between e, f +-- e, fand e, f +-- J, e state to state transitions and depends 
on the vibrational excitation and the angular momentum exchange of the involved 
states. The values of ß were determined empirically by Strow et al. [4]. The 
nondiagonal elements ofW are given by Wj,k = -EKj,k· E = ß(v;,j,k)ß(v,,j,k) 
depends on the ß-factors of both initial and final vibrational level. 
2.2 Calculation ofthe absorption coefficients within the DND 
approach 
The exact calculation of the volume absorption coefficients (]" J: ol (v) can be performed 
using a numerical diagonalization procedure [6] (DND) which leads to the following 
expression for (]" ~~ ol (V); 
Fo!( ) = Ng L ~ ReAnn 1- exp ~ ImAnnReflnn + Imflnn(v- ReAnn) 
(Ja V 1f n Pnd~ Vn 1- exp k~ (v- ReAnn) 2 + (JmAnn) 2 
(3) 
flnn = L djT jn L T;;k~ Pkdk (4) 
j k 
Here Vn is the center wavenumber of line n, v is the wavenumber, N 9 the nurober 
density of the absorbing gas g, An the HITRAN line intensity corrected for temper-
ature T, Pk the density of the initial state of the transition k and dn, dj the dipole 
matrix elements of the transitions n and .i, respectively. The transformation matrix 
T and the diagonal matrix of eigenvalues A are determined by the relation 
A = T-1 (vo - iPW)T (5) 
with the vector of line center wavenumbers vo and the total pressure P. Since T 
and A depend on the relaxation matrix W which is temperature dependent and 
on the total pressure P the calculation of W and the determination of T and A is 
necessary for each atmospheric layer. A polynomal temperature parameterization 
of the parameters a1 ,a2 and a3 of equation (1) is used for the implementation in 
the forward code, based on the precalculated parameters a;, ß;, 'Yi and J;: 




[a;+ß;(T-To)+'Y;(T-To)2 +J;(T-T0 ) 3 ] 
[a; + ß;(T- To) + "f;(T- To) 2 + J;(T- T0 ) 3] 
for i = 1 
for i = 2, 3 
(6) 
with T0 = 200K. Theseparametersare read from the file 'linemix.dat' ($1.4 in the 
main kopra input file). 
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2.3 Calculation of the absorption coefficients within the 
Rosenkranz approximation 
The Rosenkranzapproximation [7) (RK) which only considers first order line mixing 
errors requires less computational effort. Within this approximation u l1 ol ( v) can be 
written as 
(7) 
Here Vn is the center wavenumber of line n, aLn are the Lorentzian half widths and 
An the line strengths. The first-order line mixing coefficients Yn are given by 
(8) 
with the dipole matrix elements dn and dj. The temperature dependences of Yn are 
parameterized similar to Eq. 6 using the precalculated parameters an ,bn ,c11 and d11 






Y11 (T) = ---y;- [an+ bn(T- 200K) + Cn(T- 200K)2 + dn(T- 200K)3] 
(9) 
The Rosenkranz approximation is only accurate for relatively low pressures. Errors 
of 2 % in the absorption coefficients compared to calculations using the DND ap-
proach occur at Q-branch centers for pressures of 100 hPa and increase up to 12 % 
at 500 hPa. For this reason KOPRA calculates line-mixing within the Rosenkranz 
approximation only at atmospheric layers with a pressure below 100 hPa while at 
layers with a pressure above 100 hPa the exact DND approach is used by default. 
2.4 Convolution of line mixing line shape with a Doppler line 
profile 
For atmospheric radiative transfer applications both line shapes must be convolved 
with a Doppler shape to obtain 
(10) 
An= An, 
IJ- Vn - O:Ln Yn =pYn for RK (11) Xn = ---, Yn- --, 
ann ann 
A = ~ ReAnn 1 - exp -~~nn R n 
n d2 -hv e ""' p" 11 Vn 1 - exp kT 




where ann is the Doppler half width and W(x 11 , Yn) is the complex probability 
function which is resolved numerically by means of an accelerated Humlicek algo-
rithm [8). 
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3 Detailed balance requirements 
It can be shown that detailed balance requirements on W forces 
(13) 
n 
Any violation of this sum rule produced by numerical errors in line strength 
calculation or neglection of lines - may result in large errors of the absorption 
coefficient in the far wing region of the band. For this reason all lines of a given 
branch for which relaxation matrix elements have been calculated are considered in 
the forward calculation even if some of them are located outside the spectral interval 
und er consideration. However, an additional correction routine is implemented in 
the code which calculates L"::n An Yn = ß and recalculates yncorr = Yn - ß in order 
to guarantee Eq. 13. 
4 Combined treatment of line mixing and far wing 
effects 
In the case of Q-branch coupling, line mixing is disregarded for microwindows with 
boundaries farther away than 10 cm-1 from all lines of the branch under con-
sideration because of far wing effects caused by the finite duration of collisions. 
An empirical x-factor as introduced by Cousin et al. [9][10][11] (see also Part II: 
'Analytical expressions') is used instead for all C02 lines in order to consider the 
sub-Lorentzian behavior of the line wings. For P- and R- line mixing, a different 
approach is chosen since those branches cover spectral intervals much bigger than 
the region where the impact approximation is valid and hence, both, line mixing 
and far wing effects have to be considered. In this case, far wing effects are con-
sidered by applying a branch correction factor calculated within the code (see also 
section 1.5 of Part V: 'Absorption coefficients, line collection and frequency grid') 
to the Rosenkranz or DND line mixing absorption coefficient in the whole spectral 
region under consideration. 
5 The input data file 'linemix.dat' 
The input file 'linemix.dat provides line mixing data which is needed for both DND 
and RK line mixing calculation. The format of the data is specified within the file 
header. Foreach branch the following data is repeated: 
branch specific data: 
~ecord nb. Data items 
1 IG,VU,VL,BRAN,LI,BO,VMIN,VMAX, 



















HITRAN Molecule-/Isotope nurober 
HITRAN upper global quanta index 
HITRAN lower global quanta index 
branch specifier (P,Q,R) 
nurober of considered lines 
rotational constant of isotope 
wavenurober of first line in branch 
wavenurober of last line in branch 
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ß-values of lower state(L) and upper state (U) 
for foreign- (F) and self- (S) broadening 
A-S,F-1,2,3,4-A,B,C,D parameter for W-roatrix calculation &'l defined in Eq. 6. 
S,F = self-/foreign broadening; A,B,C,D = a,ß,'"'f,O 









full HITRAN record of this line 
rotat10nal quanturo nurober of ground state 
syroroetry of lower and upper state, respectively 
parameter for Y-coefficient calculation as defined in Eq. 9. 
S,F = self-/foreign broadening 
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Cross-sections of heavy 
molecules and pseudo-lines 
S. Zorn, T. von Clarmann, M. Höpfner, G. P. Stiller, 
N. Glatthor and A. Linden 
Abstract: Absorption coefficients of heavy molecules such as CFC-11, CFC-12, 
CFC-14, CFC-113, CFC-114, HCFC-22, HCFC-123, HCFC-124, HCFC-141b, 
HCFC-142b, CC14, SF6, ClON02, N205, CH3COCH3 (acetone), CH3C03N02 
(peroxyacetyh1itrate, PAN), CH3 OH (methanol), CH3 CCb (methylchloro-
form), C5Hs (isoprene), C3H6 (propene), DMS (dimethylsulfide), H2CO 
(formaldehyde), CHsBr (methylbromide), and C6H6 (benzene) are calculated 
by interpolation of reference cross-section spectra rather than line-by-line cal-
culation. For most species interpolation in pressure and temperature follows 
a summation of selected reference data weighted by the inverse quadratic dis-
tance from the target point in the pressure temperature plane. For ClON02 
two cross-section sources are implemented: for those by Ballard et a/.[1) no 
pressure-dependence is considered, and temperature-dependence of the ab-
sorption is scaled following an 1/temperature law. Pressure and temperature 
dependent cross-sections of ClON02 by M. Birk {pers. com., 2000) are also 
supported. Additionally, for many of the heavy molecules a pseudo-line treat-
ment is implemented in KOPRA. 
1 Cross-sections 
1.1 Introduction 
Heavy molecules give raise to very dense, often continuum-like spectra of which 
single rotational transitions are generally not resolved. This applies to CFC-
11 (CChF), CFC-12 (CChF2), CFC-14 (CF4 ), CFC-113 (C2ChF3), CFC-114 
(C2ChF4), HCFC-22 (CHClF2), HCFC-123 (CF3CHCb), HCFC-124 (CF3CHFCl), 
HCFC-141 (CFChCH3), HCFC-142 (CF2ClCH3), CCl4, SF6, ClON02, N205, ace-
tone (CH3COCH3), CH3C03N02 (peroxyacetylnitrate, PAN), CH30H (methanol), 
CH3CCh (methylchloroform), C5Hs (isoprene), C3H6 (propene), DMS (dimethyl-
sulfide), H2CO (formaldehyde), CH3Br (methylbromide), and benzene (C6H6). 
Since spectroscopic data are not available for single transitions, and for reasons 
of efficient computing, absorption coefficients of these species for given pressure 
and temperature are generated by two-dimensional interpolation of pretabulated 
reference cross section spectra in pressure and temperature rather than line-by-line 
calculations. 
78 Zorn et al.: Cross-sections of heavy molecules and pseudo-lines 
1.2 Interpolation Procedure 
Labaratory measurements of absorption cross sections of CFC's, HCFC's, and other 
heavy molecules at various pressures and temperatures are provided by Vamnasi et 
al.[2, 3, 4, 5, 6], Li et al.[7], Massie et al[B], McDaniel et al.[9], CleTbanx et al.[10], 
Hanst et al.[11], and others. They cover typical stratospheric temperatures and 
pressures (Table 1). 
As a first step, the availability of reference spectra in the vicinity of the target 
pressure and temperature are checked: There are four cases to be distinguished, 
dependent on how in many quadrants in the pressure temperature plane reference 
cross section data are available: 
(a) 1 Quadrant: The target pressure and temperature point is ouside the range 
of both temperatures and pressures covered by reference measurements. See 
Fig. 1 A. 
(b) 2 Quadrants: The target pressure and temperature point is outside the range 
of values covered by the reference data either for pressure or for temperature 
(c) 3 Quadrants: The target pressure and temperature point is situated near a 
concave boundary of the aerea covered by the reference measurements 
(d) 4 Quadrants: The target pressure and temperature point is situated in the 
aerea covered by reference measurements. 
At a next step from each "occupied" quadrant one reference measurement is se-
lected. The selection criterion is 
d = (T _ ,.,-. )2 + (100 Pref - Ptarget )2 _ . ref -'-target X - mzn. 
Ptarget 
(1) 
The selected reference cross section spectra then are interpolated Iinearily onto a 
common wavenumber grid. The interpolation in the pressure and temperature plane 
is depends on the number of quadrants in the pressure temperature plane where 
reference spectra are available. 
1.2.1 One Quadrant 
If reference spectra are available in one quadrant in the pressure temperature plane 
(see Fig. 1 A), the reference cross-section spectrum selected by means of Eq. 1 is 
used. No extrapolation is performed. This case applies also to species where only 
one measurement is available. 
1.2.2 Two Quadrants 
If reference spectra are available in two quadrant in the pressure temperature plane, 
two subcases have tobe considered (see Figs. 1 B and E). In the case of occupation 
of two adjacent quadrants (Fig. 1 B), linear interpolation is performed in the quan-
tity where one value higher and one value lower than the target value is available, 
while for the other quantity no extrapolation is performed. This typically applies 
to situations where the reference cross-sections do not cover the pressure or temper-
ature range needed, or species where only temperature but no pressure dependent 
cross-sections are available (CFC-113, CFC-114, ClON02 , N2 0 5 ). In the case of 
occupation of two opposite quadrants (Fig. 1 E), the same scheme as for the case 
of three or four quadrants is used. 
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Moleeule Spectral Intervals Temperatures Pressures References 
[cm- 1] (K] (torr] 
CFC-11 810-880 201-296 40-760 Li and Varanasi, 1994(7] 
1050-1120 201-296 40-760 
CFC-12 800-950 216-296 170-760 Varanasi and 
1040-1200 216-296 170-760 Nemtchinov, 1994[6] 
CFC-14 1250-1289 180-296 22-760 Varanasi, 1997 pers. com. 
Massie et al.,1991(8] 
McDaniel et al., 1991(9] 
Husson et al., 1992[12] 
Husson et al., 1994[13] 
CFC-113 780-995 203-293 Husson et al., 1992(12] 
1005.5-1232 203-293 Husson et al., 1994(13] 
Massie et al.,1991[8] 
McDaniel et al., 1991(9] 
CFC-114 815-860 203-293 Husson et al., 1992(12] 
870-960 Husson et al., 1994[13] 
1030-1067 Massie et al., 1991[8] 
1095-1285 McDaniel et al., 1991[9] 
HCFC-22 750-870 216-294 40-760 Varanasi et al., 1994(5] 
1060-1209 216-294 40-760 Clerbaux et al., 1993[10] 
1275-1380 216-294 40-760 
HCFC-123 740-900 253, 270, 287 Clerbaux et al., 1993 [10] 
1080-1450 
HCFC-124 675-715 287 (pure vapor) Clerbaux et al., 1993 [10] 
790-920 
1035-1430 
HCFC-141b 710-790 253, 270, 287 Clerbaux et al., 1993 (10] 
990-1210 
1325-1470 




CCl4 770-810 170-310 Orlando et al., 1992[14] 
SFa 925-956 216-295 25-760 Varanasi et al., 1994[5] 
ClON02 740-840 213 and 296 Ballard et al., 1988(1] 
1240-1340 
1680-1790 
ClON02 690-1330 190-297 0-113 M. Birk, 2000 pers. com. 




CH3COCH3 700-2000 298 Remedios, 2000 pers. com. 
from EPA-webside 
CH3COCH3 500-3700 298 760 Hanst, 2000[11] 
Ca Ha 600-1800 295 Remedios, 2000 priv. com. 
measured by P. Sindair 
CH3C03N02 531-3653 298 760 Hanst, 2000[11] 
CH30H 500-3740 298 760 Hanst, 2000[11] 
CH3CC\s 500-3700 298 760 Hanst, 2000[11] 
C5Hs 500-3700 298 760 Hanst, 2000[11] 
C3Ha 500-3700 298 760 Hanst, 2000[11] 
DMS 500-3700 298 760 Hanst, 2000[11] 
H2CO 500-3700 298 760 Hanst, 2000[11] 
CH3Br 500-3700 298 760 Hanst, 2000(11] 
Table 1: Molecules handled by tabulated cross section data, and their data sources 
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Figure 1: Definition of the cases 1.2(a) to 1.2(d) 
1.2.3 Three and Four Quadrants 
The interpolation in the pressure temperature plane is performed by summing up 
the selected reference data from each occupied quadrant weighted by the inverse 
quadratic distance from the target point. The distance dn of the target point to the 
reference point in the pressure temperature plane is defined as 
dn = (Ttarget - Treference )2 + (Ptarget -Preference ) 2 
WT Ptarget X Wp 
(2) 
where wr and Wp are factors used for weighting temperature against pressure when 
transforming both quantities to the dimensionsless, which is necessary, because a 
scalar distance is not defined for quantities of different dimensions, and the result 
would depend on the physical units applied. The weighting factor is directly de-
termined from the pressure and temperature dependence of reference laboratory 
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cross-sections. The calculation of cross-section spectrum X(ptarget, Ttarget) is per-
formed as follows: 
(3) 
where N is the number of occupied quadrants, and Xn is the cross-section spectrum 
in the nth occupied quadrant. 
1.2.4 Special Case: ClON02 
(a) Ballard's data: 
Formally ClON02 cross-sections arehandledas described in the standard two-
quadrants case. The only difference is that cross-section reference spectra for 
various temperatures are no Iab spectra but have been precalculated from 
reference data as 
(4) 
where m denotes the spectral gridpoint, and coefficients am and bm have been 
chosen to fit the reference data provided by Ballar·d et al.[1] for 213 and 296 
K. 
(b) Birk's data: 
M. Birk (per·s. com., 2000) measured temperature and pressure dependent 
cross-sections of CION02 • These were parameterized and delivered tagether 
with an p-T interpolation scheme. Making use of this routine the cross-
sections were calculated at 7 temperatures between 189K and 297K and at 
8 pressures between 0 and 71torr. KOPRA uses these pre-calculated cross-
sections to perform it's own 2-d interpolation as described above. 
2 Pseudo-lines 
2.1 Introduction 
In order to enable the handling of cross-section in line-by-line codes and to perform 
the interpolation procedure more 'physically', pseudo-linelists were produced by G. 
Toon {per·s. com., 1997). Forthis purpose pseudo-lines were made by fitting line-
parameters to the laboratory cross-section measurements. In the following we first 
quote the description of the pseudo-linelists and then describe the implementation 
into KOPRA. 
2.1.1 Pseudo-linelists 
The 'readme' file which was distributed together with the pseudo-linelists reads: 
" ... Each pseudo-linelist was derived by fitting all of the relevant labora-
tory spectra simultaneously while solving for the 296K strength and the 
Ground State Energy (E") of each pseudo-line. The pressure-broadened 
half-width (PBHW) and its temperature dependence were determined 
"manually", by trying various values and selecting the ones that gave the 
best overall fit. Generally, for gases without sharp absorption features, 
the goodness of fit was insensitive to the choice of PBHW, whereas for 
gases like CFC-12 and HCFC-22 which have sharp Q-branches, the right 
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choice of PBHW is important. Note that for some gases (e.g. CFC-12) 
the resulting value for the temperature- dependence of the PBHW (0.0) 
is weil outside the normal range (0.5 to 0.8). All lines in a given ab-
sorption band were assumed to have the same PBHW and temperature 
dependence. 
The idea of using pseudo-lines to represent broad featureless absorp-
tion bands is not new. However, whereas previously workers minimized 
the number of lines needed by ascribing them an exaggerated PBHW, 
we have achieved the same goal by giving each pseudo-line an exagger-
ated Doppler width. The advantage of this latter approach is that it 
allows the correct PBHW to be employed, so that a realistic pressure-
dependence can still be simulated, even in cases when all of the Iabara-
tory spectra were measured at low pressure ( e.g. CF 4 ). 
These !ists are not intended to supplant proper quantum-mechanically-
based linelists. They were derived primarily as a convenient means of 
interpolating (and extrapolating) the Iabaratory cross-sections to tem-
peratures and pressures where actual measurements are unavailable (I 
could not think of a realistic way of doing this directly from the cross-
sections). However, in deriving and using these pseudo-linelists, several 
additional advantages became apparent: 
(a) Since the pseudo-linelists are in the HITRAN format, they can 
be accessed in exactly the same manner as all the regular gases, 
avoiding special code to read the raw cross-section spectra and 
interpolate them to the desired temperatures and pressures. 
(b) Fitting a physically-based function to the Iabaratory spectra also 
serves as a quality control measure: Since we are typically try-
ing to determine just two unknowns (S & E") from 4-30 spectra, 
the problern is over-determined and so performing the fit provides 
an assessment of the consistency of the various Iabaratory spec-
tra. This makes it possible to identify and reject any laboratory 
spectra which are inconsistent with the others, or even to quantify 
biases between different sets of Iabaratory spectra, perhaps mea-
sured under very different conditions. Furthermore, the retrieval 
of unphysical (i.e. -ve) values of SandE" provides a warning that 
serious problems exist. 
(c) The Iabaratory cross-sections are always convolved with the Instru-
ment Line Shape (ILS) of the Iabaratory spectrometer. In making 
a pseudo-linelist, the effects of this ILS is removed, since it is in-
cluded in the forward model which calculates the cross-sections 
from the pseudo-lines. This is particularly important if the at-
mospheric spectra are measured at a better resolution than the 
Iabaratory spectra. 
(d) Several different Iabaratory data-sets, even with widely different 
measurement conditions and spectral resolutions, can easily be as-
similated into a single pseudo-linelist. 
(e) At the end of the fitting process, the pseudo Iist can be checked by 
comparing the forward model calculation ( which uses the pseudo-
lines) with the measured Iabaratory spectra. Of course, the agree-
ment will not be perfect since the fit was overconstrained, but the 
difference are usually < 1%. 
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(f) Since all the pseudo-lines in a given band are assumed to have 
the same PBHW and Doppler widths, only one evaluation of the 
Voigt lineshape is necessary to compute the absorption spectrum 
from all the psuedo-lines (provided that this lineshape is stored). 
Thus, the speed of using the pseudo-linelists is competitive with 
2-D interpolation in the raw cross-sections (assuming one knew a 
good way of doing this). 
Spacing of pseudo-lines: 
The choice of line spacing for the pseudo-lines was somewhat arbitrary. 
We tried to make it as wide as possible to minimize the total number of 
lines, yet still resolve any structure observed in the laboratory spectra. 
Typically, the line spacing was chosen to be similar to the resolution 
of the laboratory spectra. Note that the positions and spacing of the 
pseudo-lines are completely inde- pendent of the spectral frequencies in 
the laboratory spectra. This fact makes it possible to simultaneously fit 
different sets of laboratory spectra. 
Most of the pseudo-linelists are spaced at 0.01 cm-1 , which is ten times 
larger than an actual Doppler widths of most heavy gases. While this 
would not be a problern in the troposphere where the pressure broaden-
ing would cause the pseudo- lines to overlap, in the upper stratosphere 
a high resolution computed spectrum would show narrow lines with 
large gaps between. To avoid this problern one must artificially increase 
the Doppler width until it approximately matches the line spacing. A 
convenient way of doing this is to set the molecular weight to an arti-
ficially small value ( e.g. 1), However, this has drawbacks if one wants 
to use pseudo-lines, together with real quantum-mechanicallines, of the 
same gas in the same interval (e.g for ClON02 it is probably advis-
able to replaced the 760-798 cm-1 section of the pseudo-line Iist with 
Bell's linelist). Therefore, in all of the pseudo linelists, we have defined 
the isotope number to be zero. This allows pseudo lines to be eas-
ily distinguished from reallines (which have isotope numbers 1-9), and 
could allow the line-by-line code to explitly set the Doppler width equal 
to the line spacing whenever it encounters pseudo-lines, avoiding the 
need to fudge the molecular weight. This is especially helpful for gases 
like ClON02 for which a proper linelist (requiring the actual molecular 
weight) exists for the region around the 780 cm - 1 Q-branch, but pseudo 
lines must be used for other regions. 
Line strength: 
The following expression for line strength was assumed in the derivation 
of the pseudo-linelists: 
( 
296) tdrpf Qvib(T) S E(T) " 
S(T) = S(296) T Qvib(296) SE(296) exp (hcE (1/296- 1/T)) 
(5) 
where Qvib(T) = IJ[l - exp ( -hcvi / kT)] is the vibrational partition 
function and the product is performed over all the vibrational frequen-
cies, Vj. SE(T) = [1- exp(-hcv;/kT)] is the correction for the Stim-
ulated Emission, v; being the center frequency of the line in question. 
The term (296/T)tdrpf is commonly known as the rotational partition 
function and tdrpf is usually (1.0, 1.5, or 2.0). 
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File GAS Interval Spacing Lines Error Measurer 
cf4.h92 CF4 1250-1295 0.005 9001 4% Varanasi 
f12.h92 CFC-12 850- 950 0.010 10000 2% Varanasi 
CFC-12 1050-1200 0.010 15000 1% Varanasi 
fll.h92 CFC-11 810- 880 0.010 7000 7% Varanasi 
CFC-11 1050-1120 0.010 7000 6% Varanasi 
ccl4.h92 CC14 770- 810 0.010 4001 2% Orlando 
( omitted 170K) 
f22.h92 CHF2Cl 776- 850 0.00742 9977 5% Varanasi & 
McDaniel 
CHF2Cl 1080-1150 0.010 7001 2% McDaniel 
CHF2Cl 1290-1335 0.010 4501 2% McDaniel 
fll3.h92 CFC-113 786- 990 0.500 408 8% McDaniel 
(omitted 203K) 
sf6.h92 SF6 925- 955 0.010 3001 2% Varanasi 
f142b.h92 HCFC-142b 870-1270 0.010 40000 4% Newnham 
clno3.h92 CION02 750- 831 0.00964 8401 0% Ballard 
(only 2 spectra) 
n2o5.h92 N205 547- 610 0.160 373 4% NCAR 
N205 709- 775 0.210 315 2% NCAR 
N205 1194-1281 0.350 266 2% NCAR 
N205 1663-1793 0.480 271 2% NCAR 
Table 2: Computed pseudo-linelists 
The term exp (hcE" (1/296- 1/T)) is simply the Boltzmann factor, E" 
being the ground-state energy. 
Most fm·ward models should already have the code to compute the above 
expression because they are needed for the lighter gases. So it should be 
a simple matter to extend this capability to the heavy gases. Note that 
the same expression for S(T) was used for the fitting of the laboratory 
spectra, so the derived values of S(296) and E" values will only correctly 
reproduce the laboratory spectra provided that the user employs the 
same expressions. 
Finally, we want to make it clear that one should not expect the for-
ward calculation made using these pseudo-lines to agree perfectly ( ex-
cept CION02) with individuallaboratory spectra, since the pseudo-lines 
were derived from an over-determined fit to ALL of the laboratory spec-
tra. Differences will arise from noise on the laboratory spectra, and 
uncertainties in the measurement conditions (T,P,vmr), in addition to 
inadequacies in the pseudo-line approach. 
In the table 2 we summarize the gases and spectral intervals for which 
we have computed pseudo-linelists. We estimated the maximum error in 
absorber found in re-fitting the laboratory spectra using the final pseudo-
linelist. Note that at specific frequencies, the error in the computed 
absorption coefficient may weil exceed these tabulated values. 
Piease direct any questions or comments to: 
Geoff Toon 818 354 8258 toon@mark4sun.jpl.nasa.gov 
or Bhaswar Sen 818 354 1165 sen@mark4sun.jpl.nasa.gov" 
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2.1.2 KOPRA-implementation of pseudo-linelists 
The gas-numbering of the pseudo-line species in KOPRA is actually from 251-260 
(see the gas-list in the KOPRA main input file in section 'KOPRA installation' for 
the detailed numbers). 
The pseudo-lines are integrated in the KOPRA spectroscopic line list with their KO-
PRA numbering (the record length is therefore 101 instead of 100 in the HITRAN 
case). 
In line_parameters©abco.lll the Doppler width is set to the line-spacing for pseudo-
lines. 
For calculating the partition functions (vibrational times rotational) KOPRA only 
uses the polynomial parameterization of the temperature dependence by Gamache. 
Therefore, for the pseudo-line molecules these coefficients were determined by a fit 
to the temperature dependence resulting from the explicit formulas as given in the 
previous section. 
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Parameterization of continua 
caused by gaseaus 
constituents 
G. Echle and M. Höpfner 
Abstract: The calculation of broadband continua caused by atmospheric trace 
gases like 02, N2, H20, 002 is described. The collision induced bands of 
02 and N2, due to interaction of molecule pairs, are simulated by empirical 
models from literature. For H2 0 the well know OKD continuum is used where 
a special treatment of the line wing calculation is necessary. For 002 an 
own continuum was determined, taking into account contributions more than 
25cm -l apart from the line-center. 
1 Introduction 
The emission of the terrestrial atmosphere in the infrared spectral region is domi-
nated by vibrational-rotational bands of a large number of atmospheric trace species 
such as H20, C02, 0 3 , CH4, N20. In the case of mea.suring their emission with high 
spectral resolution the individual vibrational-rotationallines of most trace species 
can be resolved. In addition to the molecular lines, absorption features extending 
over wide spectral regions and varying slowly with frequency are present in atmo-
spheric infrared emission spectra. This so--called continuum radiance has its origin 
in different physical mechanisms: 
• collision-induced absorption bands due to the interaction of molecule pairs 
like N2-N2, N2-02, 02-02, 
• superposition of line wings from strongly absorbing bands such as the 6.3 tJ-m 
V2 band of H20 and the 4.3 {/,ill V3 band of co2 
The different gaseous continua are calculated in the module gascon_m which in-
clude calls of the individual subroutines for the different continua. 
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2 0 2 Continuum 
The 0 2 Continuum is calculated by the subroutine calc_o2cont@gascon_m. The 
implementation is based on the empirical modei by [1]. They combined Iabaratory 
measurements of normalized binary absorption coefficients Bo2-o2 and BN2-o2 
to the normalized absorption coefficient Bo2 -air assuming a composition of 21% 
0 2 and 79% N 2 . The temperature and wavenumber dependence of the normalized 
absorption coefficient for 0 2-air is modeled using a simple empirical law: 
(1) 
with the reference temperature T0 = 296 K and the normalized absorption coeffi-
cient Bß
2
_air and an empirically determined exponent for the temperature depen-
dence ßß
2
_air at reference temperature, both tabulated as a function of wavenum-
ber in the wavenumber region 1365 cm-1 to 1800 cm-1 in steps of 5 cm-1 . The 
normalized absorption coefficient Bß
2
_air and the exponent for the temperature 
dependence ßß
2
_air are given in units of [cm-1 Am-2 ] and [K], respectively. For 
caiculation of the 0 2 continuum at arbitrary wavenumbers these coefficients are lin-
eariy interpoiated. The absorption cross-section ua2 of the 0 2 continuum in units 
of [cm2 /moiec] can then be calculated by: 
PD2 X Bß2-air(v) [ 0 ( 1 1 )] 
ua2(v,po2,T)= (0.21Am)2 xexp ßo2-air(v) To-T (2) 
where po2 is the density of 02 in units of [molecfcm
3]. 
The subroutine calc_o2cont@gascon_m also supports the calcuiation of the deriva-
tive of the 0 2 absorption cross section with respect to temperature given by: 
= (3) 
3 N 2 Continuum 
The N2 Continuum is caicuiated by the Subroutine calc_n2cont@gascon_m. The 
implementation is based on the empirical model by [2] The temperature and wavenum-
ber dependence of the normalized absorption coefficient BN2 -N2 for pure N2 is 
modeled using a simple empirical law: 
(4) 










at reference temperature, both tabulated as a function of wavenum-
ber in the wavenumber region 2125 cm-1 to 2600 cm-1 in steps of 5 cm-1 . The 









are given in units of [cm-1 Am-2] and [K], respectively. For 
calculation of the N2 continuum at arbitrary wavenumbers these coefficients are 
linearly interpolated. The relative efficiency E{;:/N
2 
of collisions of N2 with 0 2 and 
N2 molecules can be modeled by the following wavenumber-independent expression: 
E{;:/N2 (T) = 1.294- 0.4545(T /To) (5) 
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The N2-air collision-induced spectra in the Earth's atmosphere from the pure Nz 
data can then be calculated by: 
BN2 -air(v,T) = [0.79+0.21 X E~~/N2 (T)] X BN2 -N2 (v,T) (6) 
The absorption cross-section aN2 of the N2 continuum in units of [cm
2 /molec] con-
sidering the composition of air by 79% N 2 and 21% 0 2 can then be calculated 
by: 
PN x B0 (v) T 2 
N 2 -N2 X [0.8387- 0.0754-j 
(0.79 Am) 2 To 
(7) 
X exp [ß~2-N2 (v) (;
0 
- ~)] 
where PN2 is the density of N2 in units of [molec/cm
3]. 
The subroutine calc_n2cont@gascon_m also supports the calculation of the deriva-
tive of the N2 absorption cross section with respect to temperature given by: 
= (8) 
4 H 20 Continuum 
The H20 Continuum is calculated by the subroutine calc_h2ocont@gascon__m. 
The implementation is based on the CKDv2.2 model by [3] This model introduces 
an empirical lineshape correction factor (x-factor) which accounts for the non-
Lorentzian behaviour of H2 0 lines. The specific realization of Clough's continuum 
parameterization is coupled with the definition of the continuum: The absorption 
of all water vapor transitions is separated into the local absorption and the contin-
uum absorption. The local absorption is defined as a Lorentzian lineshape out to 
± 25 cm- 1 apart form the line center, minus the Lorentz value at 25 cm-1 . The 
continuum is then simply defined by any observed absorption not attributable to 
the local absorption. 
Application of this definition of the H20 continuum to KOPRA calculations requires 
the subtraction of the so-called basement, which is the Lorentz value at 25 cm-1, 
from the absorption coefficient of each individual H20 line out to ± 25 cm-1 apart 
form the line center. Furthermore, calculation of absorption coefficient of H2 0 lines 
is restricted to the region inside of ± 25 cm-1 apart form the line center. Therefore, 
a switch is introduced into the Subroutine add_lines_chilm@addlin__m to perform 
this restriction and subtraction for HzO lines in the case the H2 0 continuum is 
included. 
The original CKD model was developed by fitting the parameters in analytical 
x-factors to reach agreement between the calculated continuum and laboratory 
measurements. For pragmatic reasons these x-factors were used to calculate con-
tinuum coefficients C~(v, T) for the self-broadening component and C~(v) for the 
foreign-broadening component at reference pressure Pref suchthat the continuum 
absorption cross section in units of [cm2 /molec] is given by: 
vtanh ( hcv) (___!!___) (Tref) 
2kT Pref T 
(9) 
x [vmrH2 o C~(v,T) + (1- vmrH2 o) C~(v)] 
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Values of C~ are tabulated for temperatures of 296 K and 260 K and CJ for a 
temperature of 296 K in the wavenumber range from -20 cm-1 up to 20000 cm- 1 
in steps of 10 cm - 1 . For calculation of the water vapor continuum at arbitrary 
wavenumbers these coefficients are interpolated linearly in wavenumbers. In the 
case of C~ an exponential interpolation to arbitrary temperatures is performed. 
The present CKDv2.2 model includes modifications ofthe original CKDvO model to 
maintain better agreement with laboratory ansd atmospheric continuum measure-
ments. These modifications are performed by correction factors to the continuum 
coefficients to reduce deviations with measurements in specific spectral regions. 
Derivatives of the water vapor continuum with respect to temperatures are imple-
mented by calculating the differential quotient for a temperature increment of dT 
= 0.1 K. 
5 C02 Continuum 
The co2 continuum absorption arises f:rom the SUperposition of the extreme wings 
of many distant lines. To account for this C02 continuum in accurate line-by-line 
calculations it would be required to include co2 lines over a very }arge spectral 
region. This method would increase the required computation time dramatically. 
Therefore, C02 continuum coefficients are precalculated for different temperatures 
as a function of wavenumber. 
The generation of C02 continuum coefficients is performed by a stand-alone pro-
gram create_co2coe.f90. This program calculates the C02 absorption cross sec-
tion at user-defined spectral positions and user-defined temperatures by superim-
posing all spectral lines out of a spectral region which also can be specified by 
the user. The spectral line shape used for the calculation of the continuum coef-
ficients is the Lorentzian line shape modified by so-called x-factors which account 
for the non-Lorentzian behavior of C02 lines. We used the asymmetric x-factors 
of Menoux et al. (1987, 1991). As the temperature dependence of the asymmetric 
X-factors for the 02 broadening haf1 not been investigated and, Oll the other hand, 
the temperature dependence of of the symmetric x-factors indicate significant differ-
ences for N2- and 0 2 broadening we applied for 02 broadening at low temperatures 
symmetric x-factors.[4]These x-factors are interpolated and extrapolated linearly 
in temperature. In cases where extrapolation leads to negative x-factors they are 
set to zero. 
The continuum cross-section includes all contributions oflinewings out of ± 25 cm-1 
apart from the line center plus the x-modified Lorentz value at 25 cm-1 of each 
C02 line. Application of these continuum cross-section to KOPRA line-by-line 
calculations requires the subtraction of the x-modified Lorentz value at 25 cm-1 
from the absorption coefficient of each individual co2 line out to ± 25 cm-1 . 
Furthermore, calculation of absorption coefficient of co2 lines is restricted to the 
region inside of ± 25 cm-1 apart form the line center. Therefore, a switch is 
introduced into the subroutine add_lines@addlin_m to perform this restriction 
and subtraction for co2 lines in the case the co2 continuum is included. 
The C02 continuum coefficients to be used by KOPRA are stored in the module 
co2coe_m. They were calculated for 6 different temperatures covering the range 
from 150 K to 350 K and for wavenumbers from 0 to 10000 cm-1 with 5 cm-1 
spacing. The continuum coefficients can be assumed to be linear in pressure because 
the Lorentz line shape is only applied to regions more than 25 cm-1 apart from the 
line center where the air broadening half width is negligible to the distance from the 
line center. Therefore, the continuum coefficients stored in co2coe_m have units 
of [ cm2 ] 
molec hPa ' 
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In the subroutine calc_co2cont@gascon_m these continuum coefficients are inter-
polated linearly to the actual wavenumber and interpolated by the Steffen Inter-
polation scheme (subroutine intp_steffen@varsub_m) to the actual temperature. 
2 
In order to obtain the continuum absorption cross-sections in units of [ 77~:~ecl the 
interpolated coefficients are multiplied by the actual pressure. 
Derivatives of the C02 continuum with respect to temperatures are implemented 
by calculating the differential quotient for a temperature increment of dT = 0.1 K. 
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The broadband continuum 
implementation 
M. Höpfner and G. Echle 
Abstract: Two possibilities for the simulation of a broadband continuum are 
described: the direct input of cross-sections and 1lllmber density profiles or the 
calculation of cross-sections by a KORA-internal Mie model with aerosol size 
distribution parameters and refraction indices as input. Analytical derivatives 
with respect to various parameters are supported. 
1 Forward calculation 
Two different possibilities are implemented in KOPRA to consider the effects of a 
broadband continuum: 
• Direct use of profiles of wavenumber dependent absorption and extinction 
cross sections and a profile of particle number density. 
• Use of profiles of wavenumber dependent refraction indices (real and imagi-
nary parts), of a profile of particle number density and profiles for parameters 
describing the particle distribution in a KOPRA-internal Mie-model to calcu-
late the absorption and extinction cross sections. 
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1.1 Cross-section input 
Input necessary for this roode of operation: 
e Altitude proflies of the aerosol nurober density [particlesfcm3] 
• Altitude proflies of absorption and extincition cross sections [cm2 jparticle]. 
Theseare wavenurober depedent and can be given on an arbitrary wavenum-
ber grid. Directly after reading, the cross sections are interpolated for each 
roicrowindow to a 5 cm-1 grid. (It is asuroed here that 5 cro-1 are sufficient 
to describe wavenurober dependence of aerosols.) 
In the next step, during ray-tracing, particle colurons [particles/cro2] for each at-
roospheric path are deterroined from the nurober density proflies ( assuroing linear 
interpolation between two altitude Ievels.) Further, Curtis-Godson values for each 
path are calculated for the wavenumber dependent absorption and extinction cross 
sections (using the nurober density for weighting). 
During radiative transfer the cross sections for each path are multiplied with the 
particle colurons to get the absorption and extinction optical depths. During this 
procedure it is necessary to interpolate the cross sections to the non-equidistant flne 
grid on which the radiative transfer is performed. This interpolation is performed 
linearly. 
1.2 Mie-model input 
Input necessary for this roode of operation: 
• Altitude proflies of the aerosol nurober density Ntot[particles/cm3]. 
• Nurober of modes for the particle distribution nmode (1- or 2- modal size 
distributions are supported). 
• Altitude proflies of refraction indices (real and imaginary part). These are 
wavenurober depedent and can be given on an arbitrary wavenurober grid. 
Directly after reading, the refraction indices are interpolated for each mi-
crowindow to a 5 cm-1 grid. (It is asumed here that 5 cm-1 are sufficient to 
describe the detailed wavenumber dependence of aerosols.) 
• Altitude profiles for roode radius ri [pro], mode width Si, and ratio of particles 
in mode 1 to the total nurober of particles v N. (N umher density and particle 
distribution parameters are given on the same altitude grid.) 
It is assumed that the aerosols are spherical and homogeneous. The formula for the 
1 or 2-modal log-normal size distribution density which is supported by KOPRA 
reads: 
_ nmode Ni (ln f )2 
n(r)- L J21r exp- 2 , 
i=1 2nrsi 2si 
(1) 
where r is the aerosol radius, N1 = Ntot for nmode = 1, and N1 = VNNtot, N2 = 
(1- VN )Ntot for nmode = 2. 
The integral over the size distribution density for all radii is the total aerosol number 
density 
Ntot = ~o= n(r)dr. (2) 
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During ray-tracing, particle columns [particles/cm2] for each path are determined 
from the number density profiles (assuming linear interpolation between two altitude 
levels.) Further, Curtis-Godson values for each path are calculated for the particle 
distribution parameters and the wavenumber dependent refraction indices (using 
the number density for weighting) . 
An essential difference to the previous section is that there the cross-sections are 
an input while in this section they have to be calculated from the Curtis-Godson 
path values of the particle distribution parameters and the refraction indices. This 
is performed by a Mie model which is called in the module where the absorption 
cross sections for the other species are also determined (Mie_call@abco..m). 
Input for the Mie-model are the particle size distribution parameters and refraction 
indices. The model is described in detail in [1) and [2]. However, it was not possible 
to use this program unchanged since the integration over the particle distribution 
was rather slow. Therefore, the integration was optimized for the log-normal size 
distributions which are supported by KOPRA. During the Mie-calulations integrals 
of the form J0= f(r)n(r)dr are determined. By substituting z2 = (ln r"/ri) 2 /2st they 
are transformed into J,r J~= f(r(z)) exp -z2dz. This integrals can very efficiently 
be solved by using the Gauss-Hermite quadrature formula [3]. 
Output of the Mie-model are the absorption and extinction cross sections on the 
same wavenumber grid as the refraction indices. 
As in the previous section during radiative transfer these cross sections for each path 
are multiplied with the particle columns and linearly interpolated to the wavenum-
ber fine-grid to get the absorption and extinction optical depths. 
2 Derivative calculation 
KOPRA calculates analytical derivatives with respect to various parameters deter-
minining the continuum contribution in the spectra. 
2.1 Cross-section input 
In this case the derivatives of the spectrum with respect to the aerosol number 
density is determined. 
During the determination of path column values of aerosol particles in the raytrac-
ing module the derivatives of these column amounts with respect to the altitude 
retrieval-parameters of the number density are calculated. Afterwards, during ra-
diative transfer first the derivatives of the spectrum with respect to the aerosol path 
column values are determined. Then, the post-derivation is performed by multipli-
cation with the previously calculated derivatives of the column with respect to the 
altitude parameters of the number density. 
2.2 Mie-model input 
In addition to the derivatives with respect to number density which was already 
described in the previous section, derivative spectra with respect to the aerosol size 
distribution parameters (ri, si, VN) are produced. 
As for number density, during the Curtis-Godson calculation the derivatives of the 
path values for r, s and VN with respect to their altitude retrieval-parameterization 
are calculated. When the Mie-model is called with the Curtis-Godson layer values as 
input, parallel to the determination of the absorption and extinciton cross sections 
their derivatives with respect to the size distribution parameters are computed. (By 
analytic derivative of the log-normal size distribution functions with respect to ri, si 
and VN.) 
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During radiative transfer the following 3 steps are performed to get the final deriva-
tive spectra with respect to the size distribution altitude parametrization: 
e Derivative of the radiance with respect to the absorption and extinction cross 
sections 
e Multiplication by the derivative of these cross sections with respect to the 
Curtis-Godson layer values. 
• Multiplication by the derivative of the Curtis-Godson layer values with respect 
to the altitude retrieval-parameter values 
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Non-LTE and radiative 
transfer 
B. Funke and M. Höpfner 
Abstract: In this part, we describe the radiative transfer modeling for LTE 
and non-LTE situations. The necessary extensions for consideration of vibra-
tional and rotational non-LTE are discussed in detail. Finally, some aspects 
concerning the technical implementation are described. 
1 Introduction 
The calculation of radiative transfer within KOPRA is performed exclusively in the 
module radtra_m. Since also the main part of the simulation of non-LTE effects 
is clone in this part of the code in the following we describe first the general LTE-
radiative transfer and then the extensions for non-LTE. At the end we will make 
some remarks about the technical implementation, especially about the interpola-
tion on the wavenumber axis. 
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2 The radiative transfer in LTE 
In contrast to the analytic formulation of radiative transfer in Part II: 'Analytical 
expressions for radiative transfer modeling of instrumental effects in KOPRA' the 
discrete formula reads 
L L L 
S = B(nack) TI Tz+ ,L ]z(l- Tz) TI TZ' (1) 
1=1 1=1 1'=1+1 
where l is the index for the layers with layer 1 the farthest and layer L the nearest 
with respect to the observer. Mind that in this formulation only mean (Curtis-
Godson) values of each layer along the ray-path are used. The index on wavenumber 
is omitted for clarity. nack is the temperature of the background. ]z is the source 
function for layer l and Ti the single layer transmission: 
n = exp [-oi] 
Oz is the optical depth for layer l: 




where Oe,Aerosol,l is the optical depth of aerosol extinction, aa,gl the absorption 
coefficient, and m9z the partial column density of gas g in layer l. 
For the most simple case 
(4) 
i.e. the Planck function for the Curtis-Godson temperature of air for layer l (with 
c: velocity of light, h: Planck's constant, kB: Boltzmann's constant). The rigorous 
formulation (to be used for largely different Curtis-Godson temperatures for each 
gas, for different aerosol absorption and emission coefficients or in the case of non-
LTE (see below)) reads 
(5) 
where Oa,Aerosol,l is the optical depth of aerosol absorption, J9z = B(Tkin,gt) the 
Planck function for the Curtis-Godson temperature of gas g for layer l. Note that 
in this formulation the aerosol emission is determined by the absorption coefficient of 
aerosol. This means that only the emission of light by aerosols and not scattering of 
light into the light path is described in the source term. The scattering of photons 
out of the light path is considered in the optical depth 0"1 by use of the aerosol 
extinction. For Oa,Aerosol = Oe,Aerosol no scattering is described. While Eq. 1 at 
first glance seems to erroneously neglect the distinction between absorption and 
extinction the weighting by o in Eq. 5 compensates for this. 
3 Non-LTE 
3.1 Introduction 
Under conditions of local thermodynamic equilibrium (LTE) the relative popula-
tions of the lower and upper state of a ro-vibrational transition are related to the 
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local kinetic temperature by Boltzmann's law. This implies that the source func-
tion of a given vibrational-rotational emission is equal to the Planck function at 
the local kinetic temperature. However, the assumption of LTE for the vibrational 
degree of freedom is not valid for many infrared emitting gases at and above meso-
spheric altitudes (C02 , 0 3 , CO, etc.), and, in some cases (NO, N02 , 0 3 , etc.) even 
in the stratosphere. LTE breaksdown if non-thermal excitation mechanisms such 
as photochemical processes, solar pumping, and absorption of upwelling radiation 
cannot be compensated by collisional relaxation. The resulting non-LTE emissions 
can affect limb radiances even at tangent heights much lower than the breakdown 
of LTE occurs. In order to consider the effect of non-LTE within radiative transfer 
calculations the non-LTE state distribution has to be known. Dedicated non-LTE 
models for numerous infrared emitting gases calculate the non-LTE vibrational state 
distribution by solving the statistical equilibrium equation under consideration of 
collisional, chemical, and radiative processes. In each layer l, the vibrational state 
distribution is then expressed by the vibrational temperature for each vibrational 
level m of specie g, or 
Tvib,gml = -hEvib,gm [kB ln (ngml)] -l, 
ngol 
(6) 
where ngml and ngol are the fractional populations of the state m and the ground 
state, respectively. Alternatively, the non-LTE state distribution can be expressed 







The latter representation of non-LTE populations is used internally in the code. 
Bither Tvib,gml or rgml profiles are necessary input data for KOPRA non-LTE cal-
culations. The treatment of radiative transfer under non-LTE conditions requires 
some modifications with respect to LTE regarding a) the non-LTE partition sum, 
b) the non-LTE source function, and c) the non-LTE absorption coefficient. 
3.2 The non-LTE correction to the vibrational partition sum 
If vibrational temperatures are provided by the user the conversion of Tvib,gml to 
rgml requires the calculation of the non-LTE vibrational partition sum. The LTE 
vibrational partition sum, can be expressed according to Boltzmann's law: 
Q LTE '"' ( Eg.,., ) gl = 6 gg.,., exp - k T . , 
'1 B k<n,l 
(8) 
where the sum is over all accessible vibrational-rotational states 7) with the state 
energy Eg.,., and the degeneracy factor gg.,.,. If vibrational LTE breaks down, the 
vibrational states are not distributed according to Boltzmann's law which raises 
the necessity for non-LTE corrections to the partition sum. Under assumption of 
rotational LTE (which is valid for most atmospheric species below approx. 120 
km) and a negligible vibration-rotation interaction, the non-LTE partition sum can 
be expressed according to Edwards et al. [1] by Q:CLTE = !Q,glQ;{E with the 
correction factor 
JQ,gl = ( E ) . ex vib,gm :Z.:m 9gm P - kBTvib,gml 
(9) 
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The summation is performed within the code over all vibrational states m for which 
vibrational temperature profiles are provided. The relation between Tvib,gml and 
r gml is then given by 
f 
exp ( -Evib,gml kBTvib,gml) 
1'gml = Q,gl I · 
exp (-Evib,gm kB Tkin,l) 
(10) 
3.3 The non-LTE absorption coefficient 
The absorption coefficient aa,gl for a given species g is defined as 
(11) 
where the sum isover all transitions n between the ro-vibrational states 'f/1 and 'f/2. 
B"1712 is the Einstein coefficient for absorption and <I>nz(v) is the profile function. 
U nder conditions of LTE, the ratio (g" 1 n 712 ) I (g"2 n"1 ) is given by the Boltzmann 
factor r at the local kinetic temperature Tkin ,z, 
(12) 
Under vibrational non-LTE, the absorption coefficient can then be related to the 
LTE band absorption coefficients a~~!J of all vibrational bands k between the levels 
m1 and m2 by 
NLTE( ) '""" LTE 
aa,gl V = L..J CXgklaa,gkl (13) 
k 
where agkl is defined as 
(14) 
3.4 The non-LTE source function 
A general form of the source function for a single ro-vibrational transition can be 
written 
(15) 
which is equal to the Planck function for LTE conditions. Under vibrational non-
LTE, the source function for the vibrational band k can be expressed by r9 m 1z and 
Tgm2l: 
The term J9wa,gl in Eq. 5 then has tobe substituted by 
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3.5 Rotational non-LTE 
Rotatim1al non-LTE occurs at high altitudes, where collisional thermalization of 
the rotational state distribution is slower than spontaneaus emission. The inclusion 
of rotational non-LTE in atmospheric radiance calculation becomes necessary for 
species with high concentrations in the upper atmosphere (above 120 km), such as 
NO [2]. The radiative transfer equation under conditions of rotational non-LTE 
can be derived from the vibrational non-LTE case by substitution of the vibrational 
levels m by ro-vibrational states m, j and vibrational bands k by ro-vibrationallines 
n. Thus, under conditions of rotational non-LTE, the expressions for absorption 
coefficient and source function are given by 
(18) 
(19) 
J "'JNLTE NLTE • gU1a,gl = L_,; gnl aa,gnl ' (20) 
n 
where r gmjl is defined according to Eq. 7 as the the ratio of the non-LTE populations 
and LTE populations of the ro-vibrational state m, j, respectively. 
4 Wavenumber interpolation 
The absorption coefficients are calculated in the modules abco_m and addlin_m for 
each pair of Curtis-Godson temperatures and pressures (i.e. for each layer of the for-
ward model) on a layer-specific wavenumber grid. This means, however, that during 
the radiative transfer where the atmospheric layers are linked an interpolation in 
wavenumber has to be performed. 
At the beginning of the radiative transfer the common wavenumber grid for alllay-
ers of the line-of-sight is determined. Then an interpolation to this grid is performed 
only once for each absorption coefficient in each layer and the subsequent calcula-
tions for radiative transfer and derivative calculation are performed exclusively on 
the common grid. By this scheme the frequent interpolation of two different grids 
to their common grid (and the determination of this grid) is avoided (avoid 'if's to 
search the common grid inside the loop over wavenumbers). 
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The Voigt profile function 
and the Planck function 
M. Kuntz and M. Höpfner 
Abstract: A new implementation of Humlicek's algorithm for approximating 
the Voigt profile function is applied in KOPRA and compared with several 
other implementations with respect to computational speed. On scalar com-
puters this new implementation is considerably faster than other implemen-
tations by more than a factor 3.3 on the average. However, on the vector 
computer the acceleration between the new implementation and a fully vec-
torized implementation as described by Schreier (3] is only between 1.2 and 
1.8, depending on the region of the x, y-space under consideration. 
KOPRA is especially designed for the calculation of spectral microwindows. 
Therefore, the Planck function, the non-LTE source function and the non-LTE 
correction factor for absorption cross sections are calculated in such a way that 
a given relative accuracy over the microwindow range is reached. 
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1 Voigt profile 
1.1 Introduction 
The Voigt profile function is the convolution of a Gaussian and a Lorentzian func-
tion. It is expressed as 
y ~+oo exp( -t2 ) 
K(x,y) =- ( )2 2 dt, 7r -DO X- t + y (1) 
where x is the distance from the line center in units of Doppler halfwidths and y is 
the ratio of the Doppler halfwidth to the Lorentzian halfwidth. The Voigt profile 
function is used in a wide range of contexts and there are-relevant to practical nu-
merical algorithms-numerous ways it can be computed [1]. Many papers have been 
published describing routines for evaluating the Voigt profile function based upon 
various numerical expansions in different regions of the x,y space. Some of them-
including Humlicek's algorithm [2]-take advantage of the fact that the Voigt profile 
function can be manipulated into an expression in terms of the complementary error 
function of complex argument, erfc(z), as 
K(x, y) =Re [exp(z2 )erfc(z)], z = y- ix. (2) 
This relation between the Voigt profile function K(x,y) and erfc(z) allows for ap-
proximations of the error function erf(z) to be used also for K, since erfc(z) = 
1- erf(z). Taking advantage of this fact Humlicek's algorithm divides the x,y space 
into four regions, see Fig. 1. It then approximates the complex expression on the 
right hand side of Eq. (2), for each region, by appropriate rational polynomials. 
These polynomials are chosen to optimize the combination of accuracy and speed 
of computation. The Humlicek algorithm thus simultaneously calculates both the 
real and imaginary parts of Eq. (2). However, in optical spectroscopy only the real 
part is needed, especially if line coupling effects need not be taken into account. 
The purpose of this paper is to present a highly efficient algorithm for calculating 
the real part of the right hand side of Eq. (2). 
In addition to its speed this new algorithm is still very accurate, since Humlicek's 
complex rational approximations are substituted by real ones. As test calculations 
revealed, the relative error compared with Humlicek's original implementation is 
less than 210-6 throughout the x,y space. 
1.2 Aceeieration of Humlicek's algorithm 
The first modification we propose refers .to overall organization of the algorithm 
with respect to the nesting of DO-loops and IF -inquiries. Most computer programs 
that use the Voigt profile function apply it to a set of regularly spaced x values 
for a given y value rather than to selected x, y points. This is especially true if 
a complete atomic or rotational line is calculated. While the original Humlicek 
algorithm determines the region ( and thus the related polynomials) for each x, y 
pair individually, we propose to take advantage of the regularity of the grid points 
in x. The regions then need only be determined at their end points, see Fig. 1. This 
results in an acceleration of Humlicek's algorithm without any loss of accuracy, 
only by reducing the number of IF -inquiries which are necessary to assign each 
x value to its appropriate region. The following sequence of Operations, which 
defines a recursive algorithm, avoids repeated IF-inquiries and thus is weil suited 
for evaluation of the Voigt profile function for a large set of x values. In order to 
apply this algorithm the x values have to be arranged in increasing order. For the 
sake of simplicity we shall further assume that x takes on only positive values. The 
extension to negative values can be easily performed. 
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Figure 1: The four regions in the x,y space relevant for Humlicek's approximation 
of the Voigt profile function. 
(a) If the left and right grid point of the current succession of x values belong 
to the same region ( which implies, that all x values of the current succession 
also belong to this region), then store the indices of the extreme left and right 
grid points of this region so far. 
(b) Else subdivide the current succession of x values into a left and right succession 
of approximately the same size and pop the right succession onto the stack. 
(In programming languages which do not support recursion the stack has to 
be provided by the user). Continue with the left succession at step 1. 
(c) Push the next succession of x values from the stack and continue with step 1. 
If the stack is empty, finish the recursive algorithm. 
As a consequence the number of IF-inquiries which are necessary to assign each x 
value to its appropriate region can be reduced from originally being equal to four 
times the number n of x values to less than 4ln(n)/ln(2). In addition the indices 
of the extreme left and right grid points of each region are known. This allows to 
substitute the former DO-loop containing conditional IF-branches (running over all 
x values) by four DO-loops (running over all x values lying within the same region) 
which do not contain IF-inquiries any longer. The new implementation can thus be 
better vectorized. 
The second second modification we propose makes use of the fact that for most 
applications only the real part of Eq. (2) is needed. We thus substitute the complex 
rational polynomials Humlicek uses for approximation within each region by real 
ones. The latter can be calculated from the original approximations by separat-
ing them into a real and imaginary part, neglecting the imaginary one. In view of 
the intricacy of Humlicek's complex approximations all calculations were performed 
using a computer algebra system. A complete printout of the calculated real ap-
proximations for the Voigt profile nmction is given in the appendix. This leads to a 
considerable reduction of the number of floating point operations which have to be 
performed for each grid point in x individually. The reason is that those parts of the 
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calculations which concern only the fixed parameter y can be drawn forward and 
already be calculated before the DO-loops. The extent of the reduction of floating 
point operations within each region is indicated in Tab. 1. 
Table 1: Achieved reduction of floating point operations in each of Humlicek's four 
regions. (In the case of Humlicek's complex rational approximation of the Voigt 
profile function all necessary complex floating operations have been expressed as 
real floating point operation equivalents.) 
I 
. II complex II real 
regwn +/- I */+ I exp +/- I *I+ I exp 
1 7 16 0 3 4 0 
2 17 24 0 7 8 0 
3 37 38 0 9 10 0 
4 56 62 3 29 30 2 
1.3 Comparison of computing times 
Most applications require the Voigt profile function for an array of x values at some 
selected y values, rather than for a limited set of x, y points. We thus follow a 
proposal of Schreier [3] and consider two sets of y values, 0 < y < 1 and 1 < 
y < 10, for comparison corresponding to Doppler and Lorentzian "dominance". 
For each of 50 y values in these intervals, we calculate the Voigt profile function 
for 1000 grid points in the interval 0 ~ Xi ~ Xmax with Xmax = 10 Xhalf· For 
the halfwidth X half of the Voigt profile function we use an empirical approximation 
Xhair(y) = ~(y + Jy2 + 4 In 2) proposed by Whiting [4]. In agreement with Schreier 
no significant difference in computer time was found for smaller and larger values 
of y ( 0 < y < 0, 1 or 10 < y < 100) or for I arger Xxmax = 20 X half. Furthermore, 
computing times varied linearly with the number of grid points in the x, y-plane. 
The tests were performed on a 90 MHz Pentium PC under DOS, using WATCOM's 
nonoptimizing WATFOR87 compiler (16 bit) and WATCOM's FORTRAN 7732 op-
timizing compiler (32 bit), respectively. The SUN SPARC20 workstation ran under 
Solaris3.1 operating system with a SunSoft FORTRAN 77 4.0 compiler while the 
CRAYJ90 (CMOS) used UNICOS 8.0.4.2 with a CF77 compiler. Highest optimiza-
tion and vectorization Ievel has been applied where possible. 
Times required for 1000 x 50 evaluations are listed in Tab. 2. Besides Humlicek's 
original [2] and our new implementation two additional implementations have been 
included in our comparison of computational speed. The first one is part of GENLIN 
[5], a computerprogram for modeling the atmospheric radiative transfer line-by-line; 
the second one has been suggested by Schreier [3], who has drawn much attention 
to the vectorizability of his implementation. By far the fastest program on all scalar 
computers was our new implementation of Humlicek's algorithm, which on the av-
erage led to an acceleration factor of more than 3.3. On the SPARC workstation the 
acceleration even exceeded a factor 5.5. The other implementations were all nearly 
equally slow with slight advantages for the one or other depending on the computer 
and region und er examination. However, on the vector computer Schreier's imple-
mentation was nearly as fast as our new implementation, with slight advantages 
for the latter in the region 1 < y < 10 (factor 1.8). Both implementations were 
superior to the other implementations with respect to computational speed by at 
least a factor 10 due to their higher vectorizability. 
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Table 2: Computing times in seconds for various implementations of Humlicek's 
algorithm (1000 x 50 points and 0 < x < 10 Xhaif). 
Time (sec) 0<y<1 
Humlicek GENLIN Schreier new 
PC 16 bit 2,447 2,070 1,771 1,224 
PC 32 bit 2,410 1,538 1,494 0,517 
SPARC20 0,359 0,204 0,216 0,058 
CRAYJ90 0,220 0,387 0,046 0,025 
Time (sec) 1 < y < 10 
Humlicek GENLIN Schreier new 
PC 16bit 1,202 1,426 1,078 0,682 
PC 32bit 0,647 0,547 0,548 0,203 
SPARC20 0,108 0,095 0,089 0,015 
CRAYJ90 0,138 0,184 0,016 0,013 
In summary, both, the implementation of Schreier as well as our new implementa-
tion, represent good alternatives for a relatively fast calculation of the Voigt profile 
function on vector computers. On scalar computers our new implementation seems 
tobe superior to the other implementations by more than a factor 3.3 on the average 
and a factor 5.5 for the SPARC20 workstation. 
1.4 Conclusion on the Voigt profile implementation 
Wehave proposed a new implementation ofHumlicek's algorithm for approximating 
the Voigt profile function and have compared it with several other implementations 
with respect to accuracy and computational speed. While the accuracy of our new 
implementation can be regarded as very satisfactory, its computational speed is 
considerably higher than for the other implementations on scalar computers. On 
the vector computer our new implementation is only slightly faster than the imple-
mentation of Schreier ( the acceleration factor varies between 1.2 and 1.8 depending 
on the region of the x,y space under examination) but it still exceeds the imple-
mentations of Humlicek andin GENLIN by at least a factor 10. 
2 Planck function, non-LTE source function and 
non-LTE correction for absorption cross-sections 
2.1 Introduction 
For radiative transfer the Planck function B and in case of non-LTE the source 
function .JNLTE and the correction factor for absorption cross-sections a must be 





2 3 CVi 
B(Tkin,li) = 2hc vi exp k T . - 1 , 
B km,! 
(3) 
.JNLTE _ 21 2 ? (rgmtl (- hcvi ) _ 1) -
1 
gklt - ~c v, exp k T ' 
rgm2l B kin,l 
(4) 
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(5) 
(For a detailed description of all variables see the illustration of radiative transfer 
in Part X: 'Non-LTE and radiative transfer') 
For the determination of analytical derivatives the derivatives of these three func-
tions with respect to the kinetic temperature Tkin and the non-LTE/LTE population 
ratios r are calculated. 
All these functions are, compared with the spectralline structure of the absorption 
cross sections, smoothly varying with wavenumber. Therefore, it is not necessary to 
recalculate them for each spectral grid point v; which would be very time consuming 
due to the exponentials. 
2.2 Optimized implementation in KOPRA 
The implementation in KOPRA is optimized particularly with regard to the calcula-
tion of spectral microwindows. Four steps with increasing complexity of wavenum-
ber interpolation and microwindow subdivision are tested: 
(a) Constant value: the function is calculated exactly at the end points and one 
point in the middle of the microwindow. If the maximum difference is less 
than a certain relative threshold (10-5 ) the function value of the middle point 
is used for all grid points. 
(b) Linear interpolation: Ifthe previous criterion is not fulfilled it is checked if the 
mean of the function values at the microwindow boarders differ less than the 
relative threshold from the function value in the middle of the microwindow. 
Then, linear interpolation to all other grid points is performed. 
(c) Quadratic interpolation: In case 1. and 2. arenot valid new exact function 
values in the middle of the two previous intervals are determined and with 
these it is tested if a quadratic interpolation (using the end points and the 
middle of the microwindow) is sufficient. 
( d) Quadratic interpolation in sub-intervals: If even 3. is not sufficient the mi-
crowindow is iteratively subdivided into smaller intervals until the quadratic 
interpolation reaches the relative error Iimit. 
This scheme is used in the following KOPRA routines: 
• planckn©radtra.lll: Planck function and derivative with respect to kinetic 
temperature 
• sourcen©radtra.lll: non-LTE source ftmction and derivative with respect to 
kinetic temperature 
• alphan©radtraJil: non-LTE correction factor for cross-sections and derivative 
with respect to kinetic temperature 
• dsourcedTvibn©radtra.lll: derivative of the non-LTE source function with 
respect to the non-LTE/LTE population ratios 
11 dalphadTvibn©radtra.lll: derivative of the non-LTE source function with re-
spect to the non-LTE/LTE population ratios 
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Appendix A 
Printout of used 
polynominals 
113 
Printout of the rational polynominals used for the approximation of the Voigt profile 
function. region 1: lxl + y > 15 
a1 = 0.2820948y + 0.5641896y3 
bl = 0.5641896y 
az = 0.25 + y2 + y4 
bz = -1 + 2y2 
region 2: 5.5 < lxl + y < 15 
a3 = 1.05786y + 4.65456y3 + 3.10304y5 + 0.56419y7 
b3 = 2.962y + 0.56419y3 + 1.69257y5 
C3 = 1.69257y- 2.53885y3 
d3 = 0.56419y 
a4 = 0.5625 + 4.5y2 + 10.5y4 + 6y6 + y8 
b4 = -4.5 + 9y2 + 6y4 + 4y6 
C4 = 10.5 - 6y2 + 6y4 
d4 = -6 + 4y2 
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region 3: lxl + y < 5.5 and y > 0.195lxl- 0.176 
a5 = 272.102 + 973.778y + 1629.76y2 + 1678.33y3 + ll74.8y4 
+581.746y5 + 204.501y6 + 49.5213y7 + 7.55895y8 + 0.564224y9 
b5 = -60.5644- 2.34403y + 220.843y2 + 336.364y3 + 247.198y4 
+100.705y5 + 22.6778y6 + 2.25689y7 
C5 4.58029 + 18.546y + 42.5683y2 + 52.8454y3 + 22.6798y4 
+3.38534y5 
d5 = -0.128922 + 1.66203y + 7.56186y2 + 2.25689y3 
e5 0.000971457 + 0.564224y 
a6 = 272.102 + 1280.83y + 2802.87y2 + 3764.97y3 + 3447.63y4 
+2256.98y5 + 1074.41y6 + 369.199y7 + 88.2674y8 + 13.3988y9 
+ylO 
b6 211.678 + 902.306y + 1758.34y2 + 2037.31y3 + 1549.68y4 
+793.427y5 + 266.299y6 + 53.5952y7 + 5y8 
Cß 78.866 + 308.186y + 497.302y2 + 479.258y3 + 269.292y4 
+80.3928y5 + 10y6 
d6 22.0353 + 55.0293y + 92. 7568y2 + 53.5952y3 + 10y4 
e6 = 1.49645 + 13.3988y + 5y2 
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region 4: lxl + y < 5.5 and y < 0.195lxl- 0.176 
a7 = 1.16028e9y- 9.86604e8y
3 + 4.56662e8y5 - 1.53575e8y7 + 4.08168e7y9 
-9.69463e6y 11 + 1.6841e6y13 - 320772y15 + 40649.2y17 - 5860.68y19 
+571.687y21 - 72.9359y23 + 2.35944y25 - 0.56419y27 
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/17 = -5.60505e8y- 9.85386e8y
3 + 8.06985e8y5 - 2.91876e8y7 + 8.64829e7y9 
-7. 72359e6y11 + 3.59915e6y13 - 234417y 15 + 45251.3y17 - 2269.19y19 
-234.143y21 + 23.0312y23 - 7.33447y25 
c7 = -6.51523e8y + 2.47157e8y
3 + 2.94262e8y5 - 2.04467e8y7 + 2.29302e7y9 
-2.3818e7y11 + 576054y13 + 98079.1y 15 - 25338.3y17 + 1097.77y19 
+97.6203y 21 - 44.0068y23 
d7 = -2.63894e8y + 2.70167e8y
3
- 9.96224e7y5 - 4.15013e7y7 + 3.83112e7y9 







-6.31771e7y + 1.40677e8y3 + 5.56965e6y5 + 2.46201e7y7 + 468142y9 
-1.003e6y11 - 66212.1y13 + 23507 .6y15 + 296.38y17 - 403.396y19 
-1.69846e7y + 4.07382e6y3 - 3.32896e7y5 - 1.93114e6y 7 - 934717y9 
+8820.94y11 + 37544.8y13 + 125.591y15 - 726.113y17 
-1.23165e6y + 7.52883e6y3 - 900010y5 - 186682y 7 + 79902.5y9 
+37371.9y11 - 260.198y13 - 968.15y15 
-610622y + 86407.6y3 + 153468y5 + 72520.9y7 + 23137.1y9 
-571.645y11 - 968.15y13 
-23586.5y + 49883.8y3 + 26538.5y5 + 8073.15y7 - 575.164y9 
-726.113y11 
p7 = -8009.1y + 2198.86y
3 + 953.655y5 - 352.467y7 - 403.396y9 
q7 -622.056y- 271.202y3 - 134.792y5 - 161.358y7 
r 7 -77.0535y- 29.7896y
3
- 44.0068y5 
87 = -2.92264y- 7.33447y3 
t7 = -0.56419y 
a8 = 1.02827 e9 - 1.5599e9y
2 + 1.17022e9y4 - 5. 79099e8y6 + 2.11107 e8y8 
-6.11148e7y10 + 1.44647e7y12 - 2.85721e6y14 + 483737y16 - 70946.1y18 
+9504.65y20 - 955.194y22 + 126.532y24 - 3.68288y26 + y28 
b8 = 1.5599e9- 2.28855e9y
2 + 1.66421e9y4 - 7.53828e8y6 + 2.89676e8y8 
-7.01358e7y10 + 1.39465e7y12 - 2.84954e6y14 + 498334y16 - 55600y18 
+3058.26y20 + 533.254y22 - 40.5117y24 + 14y26 
c8 = 1.17022e9 - 1.66421e9y
2 + 1.06002e9y4 - 6.60078e8y6 + 6.33496e7y8 
-4.60396e7y10 + 1.4841e7y12 - 1.06352e6y14 - 217801y16 + 48153.3y18 
-1500.17y20 -198.876y22 + 91y24 
d8 = 5. 79099e8- 7.53828e8y
2 + 6.60078e8y4 + 5.40367e7y6 + 1.99846e8y8 
-6.87656e6y10 - 6.89002e6y 12 + 280428y 14 + 161461y16 - 16493. 7y18 
-567.164y20 + 364y22 
e8 = 2.11107e8- 2.89676e8y
2 + 6.33496e7y4 - 1.99846e8y6 - 5.01017e7y8 
-5.25722e6y10 + 1.9547e6y12 + 240373y14 - 55582y16 - 1012.79y18 
+1001y20 
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fs = 6.11148e7- 7.01358y2 + 4.60396e7y4 - 6.87656e6y6 + 5.25722e6y8 
+3.04316e6y10 + 123052y12 - l06663y14 - 1093.82y16 + 2002y18 
98 = 1.44647e7- 1.39465e7y
2 + 1.4841e7y4 + 6.89002e6y6 + l.9547e6y8 
-123052y10 - 131337y12 - 486.14y14 + 3003y16 
hs 2.85721e6- 2.84954e6y2 + 1.06352e6y4 + 280428y6 - 240373y8 
-l06663y10 + 486.14y12 + 3432y14 
os 483737- 498334y2 - 217801y4 - 161461y6 - 55582y8 
+ 1093.82y10 + 3003y12 
PB = 70946.1- 55600y
2
- 48153.3y4 -16493.7y6 + 1012.79y8 
+2002y10 
qs 9504.65- 3058.26y2 - 1500.17y4 + 567.164y6 + 1001y8 
rs 955.194 + 533.254y2 + l98.876y4 + 364y6 
ss = 126.532 + 40.5117y2 + 91y4 
ts = 3.68288 + 14y2 
K(x, y) = eY2 -x2 cos(2xy) -
a7 + b7X2 + C7X4 + d7x6 + e7x8 + hx10 + g7x12 + h1x14+ 
as + bsx2 + cax4 + dsx6 + esx8 + fsx 10 + gsx12 + h8x 14+ 
+ o7x16 + P7X18 + q7x2o + r7x22 + s7x24 + t7x26 
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Transformation of irradiated 
to measured spectral 
distribution due to finite 
spectral resolution and field 
of view extent of a Fourier 
transform spectrometer 
F. Hase 
Abstract: It is described how instrumental effects on the irradiated spectnun 
(apodized instrumentalline shape, noise, field of view, spectral shift) are sim-
ulated by KOPRA. The calculation of derivatives with respect to elevation, 
spectral shift, ordinate offset, ordinate scale, and instrumentalline shape pa-
rameters is presented. 
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1 Introduction 
Any real spectrometer has limited spectral resolution and thereby acts as a low 
pass filter on the irradiated spectral distribution. The measured spectrum can be 
described locally as the convolution of the incoming spectrum with an appropriate 
instrumentalline shape (ILS). KOPRA performs the convolution with a truncated 
ILS in the spectral domain using an interpolatoric integration rule. 
In case of a Fourier transform spectrometer the ILS is the Fourier transform of 
the modulation efficiency in the interferogram domain. Thereby the natural ILS 
assuming constant modulation efficiency up to maximal optical path difference L is 
the sinc function. In a real instrument the modulation efficiency decreases some-
what with increasing optical path difference due to finite acceptance angle of the 
interferometer ( called self-apodisation). Interferometric misalignment, aberrations 
in the optical system and imperfect phase correction further distort the ILS and 
destroy its symmetry. The general ILS is the Fourier transform of a complex valued 
and wavenumber dependent modulation efficiency. 
A multiplicative weighting function working in the interferogram domain can be 
used to modify the resulting AlLS. This procedure is called numerical apodisation. 
To reduce the sidelobes of the raw ILS, a variety of apodisation functions are in use. 
KOPRA calculates the AlLS from the resulting modulation efficiency in the inter-
ferogram domain (including self -apodisation) and handles all common apodisation 
functions. Instrumental imperfection can be described in terms of a set of 2 pa-
rameters: an additional linear modulation loss and a phase error. Derivatives of 
the spectrum with respect to these parameters can be calculated. In case of MI-
PAS ENVISAT the ILS model given by BOMEM is used by KOPRA. Alternatively, 
KOPRA can use an external ILS given in tabulated form. 
Any real spectrometer accepts radiation out of a finite solid angle. It acts as a 
low pass filter on the irradiated spectral distribution with respect to directional 
variability. Theinstrumental responsitivity to a point source in infinity as a function 
of its orientation with respect to the instrumental line of sight characterises the 
externalfield ofview (FOV). The irradiated spectral distribution has tobe convolved 
with this sensitivity function. Since in a Fourier Transform spectrometer the optical 
path difference depends on the inclination of the wavefront in the interferometer, 
inhomogenaus illumination of the FOV affects the spectral response also. This effect 
is small in typical situations of remote sensing and KOPRA allows to estimate it. 
For this purpose, obviously the FOV inside the interferometer ( internal FOV) has 
tobe used. 
In the retrieval process, derivatives to each of the fit parameters are needed. In the 
context under consideration here KOPRA offers derivatives with respect to 
• line of sight (LOS) 
e spectral shift 
• ordinate scale 
• ILS parameters: linear modulation loss and phase error 
• BOMEM ILS parameters: retroreflector linear shear variation along z-axis 
and IR misalignment along y direction 
KOPRA offers a noise generator. If no numerical apodisation is performed, the gen-
erated Gaussian noise is uncorrelated on a spectral grid of width 1/2L. If numerical 
apodisation is performed and/or grid spacing differs from 1/2L, the correlations 
reproduce the statistical behaviour resulting from white Gaussian noise in interfer-
ogram domain. 
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2 Calculation of AlLS 
KOPRA determines a single sided (x 2: 0) and complex-valued modulation efficiency 
with symmetric real and antisymmetric imaginary parts. The AlLS is the Fourier 
transform of the modulation efficiency. The modulation efficiency M(x) includes 
the numeric apodisation function, the modulation loss due to self apodisation, the 
linear modulation loss and the phase error. 
M(x) = Mresolution(x) X Mnumeric(x) X Mself(x) X Munear(x) X Mphase(X) (1) 
• resolution 
The interferogram is restricted to maximal optical path difference L 
Mresolution (x) = 1 if lxl :S: L 
Mresatutian (x) = 0 eise 
11 apodisation function 
(a) sinc 
Mnumeric = 1 
(b) triangle 
Mnumeric = 1-lxi/L 
(c) Hamming 
Mnumeric = 0.53856 + 0.46144 X cos('ll' X x/ L) 
(d) Blackmann-Harris 3-term 
Mnumeric = 0.42323+0.49755 xcos('ll' X x/L)+0.07922 xcos(2 X 'll'X x/ L) 
( e) Blackmann-Harris 4- term 
Mnumeric = 0.35875 + 0.48829 X cos('ll' X x/L) 
(f) Norton-Beer weak 
+ 0.14128 x cos(2 x 1l' x x/L) 
+ 0.01168 x cos(3 x 1l' x x/L) 
Mnumeric = 0.384093-0.087577x (1- (x/ L )2 ) +0.703484x (1 - (x/ L) 2 )
2 
(g) Norton-Beer medium 
Mnumeric = 0.152442-0.136176x(1- (x/L) 2)+0.983734x(1- (x/L) 2 ) 2 
(h) Norton-Beer strong 
Mnumeric = 0.045335-0.554883x (1- (x/ L )2 )
2 
+0.399782x (1- (x/ L) 2 ) 
4 
11 self apodisation 
The interferometer has finite acceptance angle. It can be shown, that op-
tical path difference depends on the inclination of the wavefront versus the 
optical axis. In case of homogeneously illuminated circular internal FOV of 
semidiameter one finds that this Ieads to an additionallass of modulation: 
Mself = sins:~~~~a:) with ßv = 0.5 X V X o:2 
Note that the self apodisation (and thereby the resulting AlLS) depends on 
spectral position v. The additional modulation loss describes the consequences 
of the finite acceptance angle not completely. In addition, the spectral abscissa 
is scaled by 0.5 x (cos(o:) + 1). Since the latter effect is usually absorbed in the 
spectral calibration, KOPRA does not perform any spectral scaling or shijt on 
the calculated spectrum due to self apodisation. 
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• linear modulation loss 
This term is used to model the width of the imperfect AlLS. 
Mlinear = 1- (1- a) X x/L 
the factor a gives the modulation efficiency at maximal path difference vs 
ideal instrument. 
• phase error 
This term is used to model the asymmetry of the imperfect AlLS. The phase 
error <p is given in radians. 
-ir.p 
Mphase = c:s(<p) 
The norm of the AlLS is fixed by the real part of M(O). The denominator 
ensures the norm to be unity. 
Since the real valued AlLS is the Fourier transform of the complex-valued modu-
lation efficiency, the latter is symmetric in the real part and antisymmetric in the 
ima:ginary part. Due to this symmetry, the AlLS is fully determined by a single 
sided modulation efficiency interferogram. 
KOPRA uses a semianalytic discrete Fourier transform. This method avoids chan-
neling effects and facilitates fast and accurate calculation of the AlLS on any grid 
spacing. The values of the modulation efficiency are calculated at N equidistant 




with i = 1,2,· ·· ,N 
It is assumed, that in between these positions the modulation efficiency can be 
approximated by linear interpolation to sufficient accuracy. KOPRA uses N = 
200. This interferogram can be transformed analytically, by breaking both real and 
imaginary part down into a boxcar and N-1 triangles and adding up the Fourier 
transforms of these functions. The width of the boxcar is x1 = L and the widths of 
the triangles are Xt, x2, · · · , XN-1· The contribution of the real-part boxcar 9bax,re 
is 
9box,re = Re(M(xN)) 
and the contribution of the real-parttriangle 9triang,re to X; is 
9triag,re(i) = (N + 1- i) X Re(M(N + 1- i)- M(N + 2- i)) 
i-1 
- L 9triang,re(k)j(N + 1- k) 
k=2 
The contributions for the imaginary-part boxcar and triangles are found accordingly 
by exchanging real by imaginary parts in the formulas. To achieve a compact 
notation, we use k = 2 x 1r x v in the following. Note that the analytic Fourier 
transforms given below are normalized to unity with respect to the wavenumber 
abscissa v. 
The Fourier transform of the real-part boxcar is: 
FT, (k L) = 2 x sin(k x L) 
box,re , k 
The Fourier transform of the imaginary-part boxcar is: 
FT, . (k L) = 4 x sin
2
(0.5 x k x L) 
box,•m , k 
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The Fourier transform of the real-parttriangle of width x; is: 
T . (k ·) _ 4 x sin
2 (0.5 x k x x;) 
F trwg,re 1 X, - k2 X; X • 
The Fourier transform of the imaginary-part triangle of width X; is 
F T . . (k· ·) _ 2 x (x; x k- sin(x; x k)) trtag,tm , Xz - k2 X; X ·• 
The AlLS then is given by superposition of all analytic contributions: 
N-1 
AJLS(k) = 9box,re X Fnox,re(k,L) + L 9triag,re(i) X FTtriag,re(k,x;) 
N-1 
+9box,im X FTbox,im(k,L) + L 9triag,im(i) X FTtriag,im(k, X;) 
i=1 
3 AlLS Model for MIPAS-ENVISAT 
KOPRA uses the semiempiric BOMEM lLS model to construct the AlLS of the 
MlPAS instrument onboard ENVlSAT. This model is discussed in detail in PO-RS-







MIR(v, x) x ML(v, x) x M,"(v, x) x Msp(v, x) x MLd(v, x) 
xMLw(v,x) X MLt(v,x) X Mnes(x) X Mnumeric(x) 
complex modulation function related to lR-misalignment 
complex modulation function related to Iaser misalignment 
complex modulation function related to optical speed 
complex modulation function related to sampling distortions at turn 
around 
complex modulation function related to Iaser drift 
real modulation function related to white noise of Iaser 
real modulation function related to 1/f noise of Iaser 
real modulation function related to limited optical path difference 
real modulation function related to numerical apodisation (Norton-
Beer strong) 
These modulation functions depend on 24 parameters. Their values are specified 
by the user in the KOPRA input file. Two out of these are designated to describe 
AlLS imperfections. They are marked with asterisks. 
(a) maximal optical path difference [nominal/default value: 20 cm] 
(b) infrared misalignment y-direction [nominal/ default value: 0 rad] * 
(c) infrared misalignment z-direction [nominaljdefault value: 2x1o-4rad] 
(d) retroreflector linear shear along y [nominaljdefault value: 4x1o-3cm] 
(e) retroreflector linear shear along z [nominaljdefault value: 4x10-3cm] 
(f) linear shear variation along y [nominal/default value: 0 , dimensionless] 
(g) linear shear variation along z [nominal/default value: 0, dimensionless] * 
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(h) full interferometer divergence along y [nominal/default value: 5.4x10-3rad] 
(i) full interferometer divergence along z [nominal/default value: 9.0xl0-3rad] 
(j) blur angular width along y [nominal/default value: 5.2x10-4rad] 
(k) blur angular width along z [nominaljdefault value: 3.3x 10-4rad] 
(I) Iaser misalignment along y [nominal/default value: 1.5 x 10-4rad] 
(m) Iaser misalignment along z [nominal/default value: 1.5x10-4rad] 
(n) optical speed of interferometer [nominal/default value: 10.0 cm/s] 
(o) initial sampling pertubation [nominal/default value: 4x1o-8cm] 
(p) time constant of exponential attentuation of initial sampling pertubation 
[nominal/default value: 0.16 s] 
( q) time constant of exponential attentuation of initial speed fluctuation [nomi-
nal/default value: 0.016 s] 
(r) initialrelative speed fluctuation at beginning of scan [nominal/default value: 
0.03, dimensionless] 
(s) gain slope of IR electrical response [nominal/default value: -0.22, dimension-
less] 
(t) mismatched delay between electronic response and ADC trigger [nominal/de-
fault value: 1.4x 10-6s] 
(u) Iaser wavenumber [nominal/default value: 7692.0 cm-1] 
( v) relative drift rate of Iaser wvnr [nominal/ default value: 1.0 x w-s, dimension-
less] 
(w) bandwith Iaser white noise [nominal/default value: 2x107Hz] 
(x) bandwith Iaser 1/f noise [nominal/default value: 0 Hz] 
To avoid confusion, it is important to mention that the BOMEM ILS model and the 
KOPRA AlLS model described above introduce complex modulation functions with 
different meaning. The KOPRAmodulation function is just the inverse transform 
of a real AlLS. The symmetry properties of the modulation function guarantee 
the imaginary part of the AlLS to be zero. The BOMEM modulation function 
has a physical meaning: it characterises amplitude and phase orientation of the 
modulation related to a monochromatic input signal. The ILS is proportional to 
the real part of the Fourier transform of the modulation function. 
KOPRA handles the BOMEM model in the following way: The double-sided mod-
ulation function M(v, x) is calculated as given in document PO-RS-DOG-GS-0002. 
Then M(v,x) is scaled and rotated in the complex plane to achieve a real M(v,O) 
normalised to unity at zero path difference: 
M(v,x) = M(v,x) x e-i<p /IM(v,O)I with M(v, 0) = IM(v, O)l x e;'P 
A single sided modulation function M(v, x) is calculated from M(v, x) with sym-
metric real and antisymmetric imaginary part. 
M(v,x) = 0.5 x (Re(M(v, x) + M(v, -x)) + i x Im(M(v, x)- M(v, -x))) 
The Fourier transform of M(v,x) is the ILS. It is performed using the semianalytic 
discrete transform described above. 
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4 Convolution 
The measured spectrum S(v) is the convolution of the irradiated spectrum S(v) 
with the instrumentallineshape AILS(v- v0 ). 
S(vo) = j S(11) x AILS(vo- v)dv with J AILS(v)dv = 1 
The AlLS transmits the incoming flux at spectral position v to measured flux at 
spectral position v0 . Despite the fact, that the AlLS is a function of v it is assumed 
that all significant contributions to the measured flux at vo are transmitted by the 
AlLS strictly valid only at position v0 . Moreover, the measured flux is usually cal-
culated in a whole microwindow extending from v1 to v2 . KOPRA then uses the 
AlLS valid for the arithmetic mean wavenumber 0.5 x (v1 + v2 ). In the practice of 
remote sensing, the first approximation is always justified. The second approxima-
tion demands l(v1 - v2)1/(v1 + v2) :S: 0.02(0.1) as a rule of thumb for a negligible 
variation of modulation efficiency of 0.01 (0.05) at maximal path difference. 
Since the calculation of S(v) has to be restricted to a finite interval, the integral 
has to be truncated. The modification must not be clone in the following way 
S(v0 ) = j S(v) x AILS(vo- v) x W(v1, v2)dv 
with W(v1, v2) = 1 if (ll- lll)(ll- v2) < 0 
W(lll, v2) = 0 if (v- v1)(v- v2) 2': 0 
because this is equivalent to the convolution of the untruncated AlLS with the 
windowed spectrum S(ll) x W(v1, v2). The sharp boarders of the window give rise 
to the Gibbs phenomenon: unwanted oscillations spread from the boarders into the 
spectrum. 
To avoid these oscillations, KOPRA calculates the spectrum in an enlarged interval 
extending from Vle = v1 - D..v to ll2e = v2 + D..v and the truncation is assigned to 
the AlLS 
rvo+b.JI 
S(llo) lvo-b.v S(v) X L(v0 - v)dll 
= J S(ll) x AILS(vo- ll) x W(vo- D..v, llo + All)dv 
KOPRA chooses the truncation window according to the users specification to en-
sure that the transmission T(v) = AILS(v)/AILS(O) from outside the window is 
lower than a certain threshold. Due to the truncation, the norm of the AlLS is 
slightly lower than unity (see Table 4). 
KOPRA solves the radiative transfer equation at a finite number of discrete spec-
tral positions. The calculated incoming spectrum is interpolated to an equidistant 
spectral grid before the convolution is performed. The grid spacing has to be dense 
enough to depict even the sharpest details to be expected in the spectrum. In the 
atmospheric spectrum, these are the cores of purely Doppler-broadened lines. The 
hwhm "(D of a line at spectral position v ernerging from a species of mass m in an 
atmospheric layer of temperature T is 
"fD fikT X - 1- X V V -;n cln2 
T[K] x lJ [cm-1] 
m[amu] 
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Apodisation T=0.01 T=0.001 T=0.0001 
boxcar 16/L 160/L 1600/L 
0.9957 0.9996 1.000 
triangle 3/L 10/L 32/L 
0.9666 0.9899 0.9968 
Hamming 1/L 23/L 510/L 
1.0029 0.9997 1.0000 
3-term Blackmann-Harris 1.5/L 2/L 17/L 
0.9999 1.0000 0.9999 
4-term Blackmann-Harris 2/L 2.5/L 14/L 
0.9998 0.9999 0.9999 
Norton-Beer weak 9/L 85/L 860/L 
0.9971 0.9997 1.0000 
Norton-Beer medium 4/L 40/L 510/L 
0.9977 0.9997 1.0000 
Norton-Beer strong 1.5/L 14/L 140/L 
1.0005 0.9997 1.0000 
Table 1: Truncation radius for AlLS and norm of truncated AlLS (no self-
apodisation). L denotes the maximal optical path difference. 
If higher atmospheric layers contribute noticeably in the spectrum, the user defined 
fine grid spacing should not exceed /D· In a strict sense, a sampling dense enough to 
determine the continuous function S(v) exactly is impossible, because the incoming 
spectrum is not bandwith limited! In practice, the KOPRA user should determine 
a sufficient sampling density for the defined situation by a control run using halved 
spacing. 
In case of a Fourier transform spectrometer, the highest detectable sinusoidal mod-
ulation in the irradiated spectrum is determined by the maximal optical path differ-
ence of the instrument L. The limiting spectral modulation along the wavenumber 
abscissa is then given by 1/L. Therefore, according to the sampling theorem, the 
gridpoint density in the measured spectrum must be at least 1/2L. Because the mea-
sured spectrum is bandwith limited, the continuous function S(v) is then completely 
determined. 
KOPRA combines the convolution with the reduction of gridpoint density. The 
convolution integral is evaluated on the user defined output grid. The simplest 
interpolatoric integration rule is applied: 
N 
S(v;) = j S(v) x AILS(1J;- v)dv::::::! Äv x L AILS(n) x S(i- n) 
n=-N 
The spectral stepwidth is denoted by Äv. Since the integrand is localised (tends to 
zero near the boarders of the integration interval), the accuracy ofthe result cannot 
be enhanced substantially by means of any higher polynomial integration rule. 
5 N oise Generator 
KOPRA offers a noise generator. In case of a Fourier transform spectrometer, it is 
usually assumed that the noise is Gaussian and independent from sampling position 
in the interferogram. We follow this assumption here, because noise contributions 
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of differing statistical behaviour are highly instrument and scene specific. 
The irradiated spectrum calculated by KOPRA is interpolated to an equidistant 
fine grid spacing before the convolution with the AlLS is performed (see section 
'convolution'). KOPRA introduces the noise in the spectral domain: the statisti-
cally independent Gaussian noise is generated on this same fine grid. This noise is 
convolved with an appropriate AILSnoise and thereby adopts the correct statistical 
properties found in the measured spectrum. Note that the AlLS to be applied to 
the irradiated spectrum and AILSnoise are not identical. The latter does incorpo-
rate neither self-apodisation nor modulation loss due to misalignment (see section 
'Calculation of AlLS'), because the variation of modulation efficiency with optical 
path difference does not affect the noise level, which depends on total photon num-
ber and detector characteristics. 
The statistically independent Gaussian noise of standard deviation CY 1 on the fine 
grid is calculated using 
y = CYJ X Cos(2 X 7f X xt) X J-2 X log X X2 
with evenly distributed random numbers x1 , x 2 E {0, 1 }. KOPRA uses the standard 
Fortrau 90 calling sequence for random numbers. Since no standard algorithm is 
defined by the language, the quality of the random numbers generated may depend 
on the computer and compiler used. 
The convolution with AILSnoise mixes the statistically independent sample points. 
If no numerical apodisation is performed, AILSnoise is the sinc-function to maximal 
optical path difference L. The distance between two independent sample points is 
enlarged from the fine grid spacing !:lv to 1/2L. Due to this smoothing, the standard 
deviation on the coarse grid CY c is reduced: 
CYc = CY 1 X J2 X f:lv X L 
The KOPRAuser specifies CYc measured at each sample point in the resulting spec-
trum assuming a sinc-shaped AILSnoise. If numeric apodisation is performed, the 
standard deviation at each sample point in the resulting spectrum is smaller than 
CYc. This convention is advisable, because it keeps the quality of the measurement 
constant when comparing the retrieval quality using different kinds of apodisation 
functions. 
6 Field of View (FOV) 
If the radiation field shows a significant directional variability inside the external 
field of view (FOV), an averaged spectrum representative for the FOV has to be 
constructed by weighting the radiance with the responsivity distribution over the 
FOV. 
In general, in the case of an upward looking remote sensing spectrometer, the FOV 
convolution can be neglected and the spectrum irradiated along the instrumental 
line of sight is representative. In case of a limb sounding instrument strong vertical 
gradients in radiance arise especially at low tangent heights. The instrumental re-
sponsivity R(Xt, X2) to a point source in infinity as a function of its orientation with 
respect to the instrumentalline of sight characterises the external field of view. The 
FOV is assumed to be small enough to project R onto a plane without significant 
distortion. Xt, x2 are Cartesian coordinates measured in radians in this plane. The 
x1 axis is tangential to the vertical great circle containing the instrumental line of 
sight and the x2 axis is perpendicular to it and parallel to the horizon. The origin of 
the system coincides with the instrumentalline of sight. The irradiated spectrum S 
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can be assumed to be independent from X2 and the averaged spectrum Sav is given 
by 
Sav II S(xi) x R(Xt,X2)dxtdX2 
FOV 
! 
S(xt) X! R(Xt, X2)dXtdX2 
XI X2 
lx, S(xt) x Rvert(Xi)dxt 
with 
and Rvert(Xt) =! R(xt,X2)dX2 
X2 
KOPRA subdivides the FOV in 20 horizontal bands of equal thickness. The user 
specifies the weight of each band Rvert,i and the total vertical extent of the FOV 
H according to the characteristics of his instrument. 
!
x;+Ax/2 
Rvert,i = Rvert(Xr)dxt 
x,=x;-Ax/2 
with 
~X= 0.05 x H and Xi =~X x (i- 10.5) i = 1, 2, 3, ... '20 
The irradiated spectrum has to be calculated for at least 3 relevant directions. 
Linear interpolation between adjacent calculated spectra yields Sinterpol(i) in the 
centre of band i. The averaged spectrum is approximated by KOPRA using 
As can be seen, KOPRA does not demand Rvert = 1 for the weights of the bands 
in the input file. Any set of weights proportional to the normalised Rvert is valid 
also. 
Since in a Fourier Transform spectrometer the optical path difference depends on 
the inclination of the wavefront in the interferometer, inhomogenous illumination of 
the FOV affects the spectral response also. This effect is of secondary importance. 
KOPRA allows to estimate the consequences on the measured spectrum assuming 
a circular internal FOV. 
The relation between the optical path difference x and the inclination of the wave-
front a versus optical axis measured inside the interferometer is 
x(a:) = x(O) x cos(a:) 
As a consequence, the contribution to the measured spectrum out of a cone surface 
centered on the optical axis has a common spectral shift versus the irradiated spec-
trum. A monochromatic line located at v0 is shifted to lower wavenumber v(a:) in 
the measured spectrum. In small angle approximation one finds 
v(a:) = v0 x (1- 0.5 x a:2 ) and thus dv(a) = -v0 x a x da 
We consider an isotropic radiation field. The spectrum S contains a single monochro-
matic line with flux Fo 
S(v) = Fo x J(v- vo) 
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This line is mapped into a boxcar in the measured spectrum extending from v0 x 
(1- 0.5 X a;"ax) to Vo. amax is the maximal wavefront inclination accepted by the 
interferometer. The radiance (height of the boxcar) is 2Fo/1Joa;,ax· This is under-
standable in the following way: each distinct cone surface leads to a contribution 
proportional to its area 21rada, that is smeared along the spectral abscissa over 
the interval1;0ada. Both area and spectral width areproportional to a and so the 
radiances § of all contributions are equal and a boxcar results. 
S(v(a)) = 4- x 2 x 1r x a x da = 2 x Fo 
1ramax Vo X a X da Vo X a;"ax 
The Fourier transform of the boxcar leads to the sinc-shaped self apodisation term ( 
see section 'Calculation of AlLS, self apodisation') in case of isotropic illumination. 
Next we consider an anisotropic radiation field. The spectrum S to consist of a 
single monochromatic line as before but the flux F depends on Xt· We expand a 
Maclaurin series 
S(v, xl) F(xt) x 8(1J- vo) 
(F(O) + F' x Xt + 0.5 x F" x xi + · · ·) x 8(v- vo) 
To find the contribution of each cone surface, we have to integrate the flux in 
each concentric circle in the x1 , x2 plane. We introduce the azimuthal coordinate p 
around the optical axis. The direction p = 0 is the positive x2 axis. The contribution 




7f X a;"ax Vo X a 
x (""/
2 
(F(O) + F' X Xt + 0.5 X F" X Xi + · · ·) X a X dp 
Jp=-n"/2 
The integration is performed by substituting the integration variable using a x 




7f X a;"ax Vo X a 
X ia
1
·=-a(F(O) + F' X Xt + 0.5 X F" X xi +···)X --r==1~~dXt 
j1- xUa2 
Due to the symmetry properties of the integrand all terms containing odd derivatives 





7f X amax 
2 
X-- X (1r X F(O) X a+0.25 X 7r X F" X a 3 ) 
vo x a 
Substitution of a 2 using a 2 = 2 x (1- vfv0 ) leads to 
S
-( ( )) ,...., 2 x F(O) F" x (1- vfvo) 
v a "' 2 + ---=2--'----'-----'-
amax X Vo amax X Vo 
The additional second term describes a triangle of zero height at v0 and height 
F" /21Jo at v(amax)· The monochromatic line is mapped into a boxcar (connected 
to F(O)) with a slant increasing towards lower wavenumber (connected to F") upon. 
An arbitrary spectrum can be interpreted as a dense Superposition of monochro-
matic peaks. The relations given above for the monochromatic example therefore 
hold for the general case also. 
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To find S for an arbitrary irradiated spectrum, KOPRA convolves S with a nor-
malised boxcar extending along the spectral abscissa from -0.25 x v0 x a;"ax to 
+0.25 x v0 x a;"ax· KOPRA calculates the second derivative of S with respect to 
the coordinate ;ü = xd ~Xmax fixing the maximal inclination in the interferometer 
as unit angle. J2S/Ji12 is convolved with a triangle. At +0.25 x vo x a;"ax the 
height of the triangle is zero. At -0.25 x vo x a;nax the height of the triangle is a 
fourth of the boxcar height. Note that the bases of boxcar and triangle are centered 
on v = 0. KOPRA does not perform any spectral scaling or shijt an the calculated 
spectrum due to the finite FO V. It is assumed that the spectral scaling due to finite 
FOV is absorbed in the spectral calibration of the instrument. 
We expect the approximation to give more accurate results if the value for J2 S / ox1 2 
is chosen appropriate for the extended FOV as a whole instead of using the value 
of o2Sfox1 2 at i 1 = 0. KOPRA constructs the representative value of the second 
derivative from three FOV -averaged spectra Sav to nominal and slightly up- and 
downward shifted line of sights. 
7 Derivatives 
In the retrieval process, derivatives with respect to all fitted parameters are needed. 
In the context under consideration here KOPRA offers derivatives with respect to 
elevation, spectral shift, ordinate offset, ordinate scale and parameters for AlLS 
description. 
We call the spectral distributions at the location of the instrument for specified 
LOS and FOV 'irradiated spectra' and the affiliated results of the measurements 
(without scale and offset consideration) 'instrumental spectra'. KOPRA models 
irradiated spectra and instrumental spectra yielding 'synthetic irradiated spectra' 
and 'synthetic instrumental spectra'. Scale and offset are considered via a multi-
plicative and additive constant, respectively, applied to the synthetic instrumental 
spectra: Scalcor = aSinstr + b. Spectra of the latter kind are used in the calculation 
of the derivatives. 
• elevation 
The derivation with respect to elevation is calculated from the difference of 
two synthetic instrumental spectra, one referring to the specified line of sight, 
the other one to a slightly modified line of sight. 
If the FOV extent is neglected, KOPRA has only a single synthetic irradiated 
spectrum at its disposal. The complete forward calculation has to be repeated 
performing a renewed KOPRA run. If the FOV extent is taken into account, 
KOPRA has several synthetic irradiated spectra referring to different eleva-
tions at its disposal, and the two synthetic measured spectra needed are found 
by interpolation using the given set of synthetic irradiated spectra (see section 
'field of view'). The increment in elevation is set to a small fraction (0.025) 
of the full vertical extent of the FOV. 
• spectral shift 
The derivation with respect to spectral shift is calculated from the synthetic 
instrumental spectrum S(i), i = 1, 2, · · · , nmax by 
8S (1) = 8(2)-S(l) 8v ßv 
8S(·) _ S(i+l)-S(i-1) 
8v 2 - 2ßv 2 ::::; i ::::; nmax - 1 
• ordinate offset 
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The derivative of Scalcor with respect to an additional constant is unity. 
• ordinate scale 
The derivative of Scalcor with respect to the multiplicative constant a is the 
synthetic instrumental spectrum Sinstr. 
• AlLS parameters: modulation efficiency and phase error 
To calculate the derivative with respect to the modulation efficiency parameter 
m (see section 'Calculation of AlLS') the AlLS is calculated twice from the 
beginning. The derivative of the synthetic instrumental spectrum Sinstr(m0 ) 
with respect to rn is the convolution of the synthetic irradiated spectrum Sirr 
with the derivative of the AlLS with respect to m. 
8Sinstr(mo) _ AILS(mo + t:..m)- AILS(mo) S· 
om - t:..m Q9 lrr 
The derivative with respect to phase error cp is calculated in the same way, 
but the amplitude of the modulation efficiency remains unchanged and is 
not recalculated. The increments used by KOPRA are Äm = 10-3 and 
t:..cp = 10-4, weil below the practicallimit of retrieval accuracy. 
• BOMEM AlLS parameters: retrorefl.ector linear shear variation along z-axis 
and IR misalignment along y direction 
The AlLS is calculated twice from the beginning. The increments used by 
KOPRA are 10-4 in case of the linear shear variation along z-axis and 10-5 
rad in case of IR misalignment, weil below the practical limit of retrieval 
accuracy. 
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Derivatives and interface to 
the retrieval 
M. Höpfner 
Abstract: The simultaneaus determination of the atmospheric spectrum and 
it's derivatives with respect to various atmospheric and instrumental param-
eterB is the basis for the use of KOPRA in retrieval processors. In this part 
the basic principles implemented for the calculation of derivatives with re-
spect to atmospheric quantities are described. The derivatives with respect to 
instrumental parameters are summarized. 
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1 Introduction 
Besides the calculation of the atmospheric spectrum convolved with the instrumen-
talline shape and the field-of-view of the interferometer KOPRA is dedicated to the 
determination of the derivatives of the spectrum with respect to various retrieval pa-
rameters (which are just called 'parameters' in the following). The parameters can 
roughly be subdivided in two parts: the atmospheric ones and the ones desCl·ibing 
the instrumental performance. Atmospheric parameters are: 
"' temperature 
CD pressure 
"' volume mixing ratio 
CD non-LTE/LTE population ratio 
e temperature gradient 
• volume mixing ratio gradient 
• atmospheric continuum 




"' wavenumber shift 
"' ils-parameters 
This subdivision reflects the internal procedure for the calculation of derivatives: the 
atmospheric derivatives need to be considered during the ray-tracing and mass cal-
culation, during the absorption-coefficient determination and during the radiative 
transfer. Instrumental derivatives are determined after the monochromatic spec-
trum is known: during the ils-convolution and fov-calculation and the offsetfscale 
addition/multiplication. Derivatives with respect to pressure arenot supported by 
KOPRA in a fast way but calculated numerically. In the following we will first 
describe the principles for the calculation of atmospheric derivatives and then for 
instrumental ones. At the end the interface to retrieval approaches via various 
possible parameterizations of the retrieval quantities is presented. 
2 Calculation of derivatives wrt atmospheric pa-
rameters 
2.1 The formulas 
In order to explain the implemented method for the calculation of derivatives wrt 
atmospheric parameters we start with the formula for the radiative transfer: 
N N N 
s = B(nack) rr Ti+ L Ji(1 -Ti) II Tk (1) 
i=l i=l 
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i is the index for the layers with layer 1 the farthest and layer N the nearest with 
respect to the observer. ]; is the source function for layer i and T; the single layer 
transmission: 
T; = exp [-ö;] (2) 
Ö; is the optical depth for layer ·i: 
G [ B
9 l Ö; = lle,Aerosol,i + :2:.::: O"a,ig + L CiigbO"a,igb Uig 
g=1 b=1 
(3) 
lle,Aerosol,i is the optical depth of aerosol extinction, O"a,ig the absorption coefficient 
for all LTE bands of gas g, O"a,igb the LTE absorption coefficient for NLTE band b 
of gas g, a;gb the ratio of NLTE to LTE absorption coefficient for NLTE band b of 
gas g, u;9 the column density for gas g in layer i, B 9 the nurober of NLTE bands for 
gas g, and G the nurober of gases. 
In the most simple case: 
]; = B(TAir,i), 
i.e. the Planck function for the Curtis-Godson temperature of air for layer i. 
For NLTE and more exact calculations: 
(4) 
_ J; B(TAir,i)Öa,Aerosol,i + I:~=1 [ B(T;g )0" a,ig + I:~==1 JigbCiigbO"a,igb] U;g 
J; = -- = ----------------------~--~--------------------~---
~ ~ 
(5) 
Öa,Aerosol,i is the optical depth of aerosol absorption, B(T;9 ) the Planck function 
for the Curtis-Godson temperature of gas g for layer i, and J;gb the NLTE source 
function for NLTE band b of gas g and layer i. 
The aim is the calculation of the derivatives of the spectrum S with respect to the 
atmospheric retrieval parameters qm of some quantity. This can be written as: 
dS N ( dS d]; dS dT; ) 
dqm = f; d]; dqm + dT; dqm . (6) 
Parallel to the radiative transfer calculation the derivative of the radiance with 





N i-1 N N 
B(Tback) rr Tk + :2:.::: Jj(1- Tj) rr Tk- ]; II Tk 
k=1 j=1 k=j+1 k=i 
ft Tk [B(Tback) rr Tk + i: Jj(1- Tj) rr Tk- J;l 
k=i k=1 j=1 k=j+1 
N 
II Tk [si-1- 1;] 
k=i 
(7) 
The last term (Pt row) is the derivative of the emission of layer i attenuated by all 
layers between ·i and the observer and the first two terms ( pt row) are the derivative 
of the attenuation for the radiation of each layer up to layer i. Note that the sum 
(l"t row) is the sumover the contribution functions for layer 1 to layer i-1. The 
formula in the 3rd row is essential for the implementation in the radiative transfer 
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code: the derivative of the spectrum wrt transmission of layer i can be calculated 
successively when the radiance leaving layer i-1 (S;_ 1 ) and the source function of 
the actual layer is known. 
The derivative of the spectrum wrt the source function of layer i is just: 
dS N 
-- = (1 - T;) rr Tk 
dJ; k=i+l 
(8) 
At this point we have to distinguish between the various kinds of atmospheric 
parameters wrt which we want to calculate the derivatives. 
2.1.1 Derivatives wrt volume mixing ratio and volume mixing ratio gra-
dient parameters 
We neglect the dependence of the source function and the absorption coefficients on 
volume mixing ratio (through Curtis-Godson temperature and pressure) and need 




qvmr,mg is the mth (vmr or vmr-gradient) paran1eter for gas g. 
Hence, during the calculation of the path variables the derivatives of the partial 
columns u;9 of gas g for each layer i with respect to the vmr ( or vmr gradient) 
parameters must be determined. 
2.1.2 Derivatives wrt aerosol absorption coefficient parameters 
a) for cases in which J; = B(TAir,i) , the source term is not dependent on aerosol 






d8i d8e,Aerosol,i d8a,Aerosol,i 
-r; = -Ti--,---'----'-
d8e,Aerosol,i dqAerosol,m dqAerosol,m 
(10) 
b) for cases in which the source term Ji is dependent on aerosol absorption addi-
tionally to a) we have to determine: 
dqAerosol,m 
DiB(TAir,i)- Ji d8a,Aerosol,i 
8f dqAerosol,m 
(11) 
qAerosol,m is the mth (aerosol absorption) paran1eter (the microwindow dependence 
is skipped in this context). 
Hence, during the calculation of the path variables the derivatives of the aerosol 
absorption optical depths Da,Aerosol,i for each layer i with respect to the aerosol 
absorption parameters must be determined. 
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2.1.3 Derivatives wrt temperature (and temperature gradient) param-
eters 
The derivative of the layer transmission wrt temperature parameters is: 
dT; da; da; dT Air; 
--=-Ti--= -Ti------' 




QT,m is the mth temperature (or temperature gradient) parameter. 
During the calculation of the path variables the derivatives of the Curtis-Godson 
temperatures for air wrt the temperature parameters must be detenrtined. 
The derivatives of the absorption coefficients wrt temperature is calculated in par-
allel to the absorption coefficients themselves. The absorption coefficients are the 
product of line--intensity and line-profile: 
No 
O"a,ig = l::::Aign<.liign 
n=l 
(14) 
Aign is the line intensity for line n, gas g, Ng the number of lines for gas g, and 
layer i and <.!iign the line profile. Since the most important temperature dependence 
in this formula stems from the line intensity we calculate only that derivative (also 
because the derivative calculation of the line profile function wrt T would be too 
time consuming). Therefore, 
No 
dO"a,ig _ ~ dAign ;r,. 
---6--'J!ign 
dT;9 n=t dT;g 
(15) 
Two cases have to be distinguished for determination of the source function deriva-
tives wrt temperature: 
a) for cases in which J; = B (T Air,i): 
d]; _ dB (TAir,i) dTAir,i 
dqT,m dTAir,i dqT,m 
(16) 
b) for cases in which the source term J; is calculated for NLTE: 
(17) 
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with: 
= d G [ Bo l ~B (TAir,i) Oa,Aerosol,i + L B (T;g) O'a,ig + L J;gbÜ'.igbO'a,igb Uig 
Azr,z g=l · b=l 
( ) 
G [ B
9 l dB T Air,i du;9 dT . . Oa,Aerosol,i + L B (T;g) O'a,ig + L J;gbÜ'.igbO'a,igb dT· (18) 
Azr,z g=l b=l zg 
l u;, 
2.1.4 Derivatives wrt pressure parameters 
The derivative of the spectrum with respect to pressure parameters is: 
~ = L [___!!:§___ dpAir,i + L dS du; 9 ]· 
dqp,m . dPAir,i dqp,m du;9 dqp,m 
l g ' 
(19) 
The first term of this equation reads: 
dS dS do; --- = -r;----
dpAir,i dr; dPAir,i 
(20) 
with: 
do; ~ [daa,ig "" . bdaa,igl --- ~ L...t -- + L...t azg -- u;9 dpAir,i g=l dp;g b dp;g (21) 
The derivatives of the cross-sections aa,ig with respect to pressure are determined 
during the calculation of the cross-sections. This is clone numerically by recalculat-
ing the cross-sections for each path with slightly changed pressures. 
The second term in 19, i.e. the dependence of partial columns on pressure pa-
rameters is determined during the calculation of integrated path values during ray-
tracing. Mind that the partial columns do not depend linearly on the pressure due 
to refraction, especially at low tangent altitudes. 
2.1.5 Derivatives wrt non-LTE/LTE population ratio parameters 
For the determination of derivatives wrt non-LTE/LTE population ratios r we must 
calculate dJ, and dri : 
dqr,m dqP,m 
dr; do; dr;9 n --=-r;----
dq",m dr;9 n dqr,m 
(22) 
with the derivative of the optical depth wrt non-LTE/LTE population ratio of a 
distinct state n of gas g: 
Bg 
do; "" da;9 b 
-d. = U;g L...t -d. O'a,igb 
Tzgn b=l Tzgn 
(23) 
The source function derivative wrt vibrational temperature is: 
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(24) 
with: 
" B 9 
dJi "" ( dJigb d<l:igb) 
-d .. = Uig ~ -d . aigb + Jigb-d . aa,igb 
r •gn b=l r,gn r,gn 
(25) 
2.2 The implementation in the radiative transfer module 
In this section it is described how the formulas above are implemented in the module 
radtra..m. We use the variable names of the code and whenever possible a reference 
to the variable names in section 2.1 is made. The basic steps are: 
a) go from the layer far from the observer to the layer near the observer and calculate 
the radiative transfer and some derivative auxiliary variables. 
b) go back layer for layer from the observer to the end of the atmosphere and 
multiply the auxiliary variables by the transmission between the actual layer and 
the observer in order to get the radiance derivatives wrt each layer 
c) add tagether the derivatives wrt each layer weighted by the influence of the re-
trieval parameter in each layer (post-derivation) 
And now in detail: 
a) 
Begin with layer far from observer 
For actual layer i calculate: tau = Ti, src = J;, opt = 8; , srcn = Ji, dopt_dcol = 
d t d 1 - dö, d · d b t - dJ, d · dT 'b - d], d t dT 'b op _ co - d--:-, src_ aera sop - d< . , src_ v1 - - T . . , op _ v1 
Utg Ua,Aero8ol,l V2b 1 t 
~ 
- dTv·& · · 
The d~~ivatives wrt kinetic temperature are stored in the 'imaginary' parts of the 
variable src and opt: derivT(src) = dTd]i . , derivT(opt) = dTd<l.· .. 
Atr,t Au•,t 
Store tau in variable tausavei for each layer 
Calculate: derirad = tau*(rad-src) =Ti [s;_1 - Ji] (see 7) 
Calculate actual radiance at end of layer i: rad = derirad + src = Ti [ Si-l - Ji] + Ji 
Calculate derivative auxiliary variables: 
derivmr; = derirad * dopt_dcol 
deriaer; = (1-tau) * dsrc_daerabsopt-derirad 
deripla; = (1-tau) * derivT(src) - derirad * derivT(opt) 
derisrci = (1-tau) * dsrc_dTvib - derirad * dopLdTvib 
b) 
go back layer for layer from the observer to the end of the atmosphere and mul-
tiply the auxiliary variables by the transmission between the actual layer and the 
observer in order to get the radiance derivatives wrt each layer. 
Go back from i=N to i=1: 
tautot = tausavei * tautot 
derivmr;+l = derivmri+l * tautot 
deriaeri+1 = deriaer;H * tautot 
deriplai+1 = deripla;H * tautot 
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derisrc;+l = derisrci+l * tautot 
c) 
add tagether the derivatives wrt each layer weighted by the influence of the retrieval 
parameter in each layer (post-derivation). 
This is performed in subroutines: 
derivmr: deri vmr _calc@radtra_m, derivmrgrad_calc@radtra_m 
deriaer: deriaer _calc@radtra_m 
deripla: deriT _calc@radtra_m, deriTgrad_calc@radtra_m 
derisrc: deriTvib_calc@radtra_m 
2.3 Derivatives of path values wrt parameters during ray-
tracing 
To be able to perform the 'post-derivation', i.e. the step from the derivatives of the 
spectrum wrt the integrated path variables (partial columns, Curtis-Godson means) 








derivative of partial column amount of gas g and layer i with 
respect to the mth vmr parameter of gas g 
Variable: geo()%par()%lay()%speci()%dcol() 
derivative of partial column amount of gas g and layer i with 
respect to the mth vmr-gradient parameter of gas g 
Variable: geo()%par()%lay()%speci()%dcolgrad() 
derivative of aerosol absorption optical depth of layer i with 
respect to the mth aerosol absorption coefficient parameter 
Variable: geo()%par()%lay()%dabsopt() 
derivative of Curtis-Godson-temperature of air for layer i with 
respect to the mth T-parameter 
Variable: geo() %par() %lay() %dT() 
derivative of Curtis-Godson-temperature of air for layer i with 
respect to the mth T-gradient-parameter 
Variable: geo() %par() %lay() %dTgrad() 
derivative of non-LTE/LTE population ratio for layer i with 
respect to the mth non-LTE/LTE population ratio parameter 
Variable: geo()%par()%lay()%speci()%iso()%state() 
%dTvib_cg_dT() 
derivative of Curtis-Godson-pressure of air for layer i with re-
spect to the mth pressure-parameter 
Variable: geo()%par()%lay()%dp() 
derivative of partial column amount of gas g and layer i with 
respect to the m th pressure-parameter 
Variable: geo() %par() %lay() %dcol () 
Nearly all of these quantities are computed in integrate@ray _m where also the partial 
column amounts and Curtis-Godson values themselves are determined for each layer. 
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The procedure is simply numerical: 
e change the parameter q using some increment 
• recalculate the partial column, Curtis-Godson value, ... 
• calculate the numeric derivative using the previously determined partial col-
umn, Curtis-Godson value for the undisturbed case 
Especially in limb-observations for the derivatives of the layer pressure and column 
amounts with respect to the pressure parameter it is not possible to do the same 
procedure as just described layer by layer. Because of the dependence of refrac-
tion on pressure it is rather necessary to recalculate the whole limb path with a 
slightly changed pressure parameter ( this has to be clone for each parameter). The 
derivatives are then determined numerically. 
3 Calculation of derivatives wrt instrumental pa-
rameters 
(This is also described in more detail in Part XII: 'FOV and AlLS') 
• line-of-sight 
Derivatives wrt the nadir angle are determined numerically in the subrou-
tines fovilsl@ilsfov ..m and envfovils@ilsfov ..m: additionally to the field-of-view 
weighted spectrum around the nominal nadir angle another one is calculated 
around the nominal nadir angle plus an increment. From these two the fov 
derivative spectrum is determined. 
• offset 
The offset derivative (which is obviously =1) is set in off_deri@offsca..m. 
• scale 
The scale derivative (which is obviously equal to the spectrum itself) is set in 
sca_deri@offsca..m. 
• wavenumber shift 
The derivative of the spectrum wrt wavenumber shift is calculated numeri-
cally in derive@ilsfov ..m: the derivative in the fine-grid spectrum S is: 
dSk Sk+t - Sk-t 
dv 2/:::.vf 
t::.vf is the wavenumber fine grid distance. After that the wavenumber shift 
derivative on the fine grid is convolved with the ails-function. 
• ils-parameters 
In the case of circular aperture the ils parameters wrt which the derivatives are 
determined are linear apodization and phase. These derivatives are calculated 
numerically in the routines ilsapo@ilsfov ..m and fovils1@ilsfov ..m. For this 
purpose the ils is recomputed with slightly modified linear apodization or 
phase parameters to get the derivative of the ils wrt these parameters. This ils-
derivative is then convolved with the fine-grid spectrum. The same procedure 
is implemented for the ils parameters defined by ESA. 
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4 Principles of derivative and retrieval parameter 
handling 
One main feature of KOPRA is the flexible handling of abstract retrieval parameters 
in order to support different retrieval strategies. Therefore, in the core of KOPRA 
input profile data are strictly separated from parameters used for the description of 
atmospheric proflles. 
Derivatives are only computed with respect to parameters. I.e. if derivatives of 
the spectrum wrt some atmospheric quantity (e.g. the temperature) should be 
calculated, the proflle of this quantity must be parameterized ( e.g. determination 
of temperature parameters). On the other hand, a profile can be parameterized 
without derivatives being calculated (i.e. the parameters are only used for the 
forward calculation of the spectrum). This procedure implies that at some point in 
the program a transformation from the atmospheric proflle to the parameter space 
and somewhere eise a back-transformation from the parameters to the value of the 
atmospheric quantity is made. 
The transformation into the parameter space (i.e. the initialization of the parameter 
vectors) is clone outside the core of the fot·ward model (in the module inipar JJ1) 
following the reading of input files. Here, the input proflies are transformed into 
parameters using some formula which has tobe explicitly implemented in inipar Jll. 
The parameter values are stored in the variable para% while the input proflies have 
already been read into inprof%. 
The back-transformation is calculated during the ray-tracing and path integration 
(module rayJ!l) where the explicit value of the quantity at some point in the atmo-
sphere is needed. This task is clone by the gi ve-functions of module gi veJ!l. These 
routines return the value of any atmospheric quantity at any position in the atmo-
sphere. Hence, they not only perform the back-transformation from the parameters 
but also the interpolation of the inputproflies and the distinction between parame-
ters (using variable para%) and input proflies (using variable inprof%). Obviously, 
changing the transformation formulas in inipar JJl requires also a modification of 
the back-transformation in giveJ!l and vice versa. 
5 Retrieval interface 
5.1 Input from the retrieval-code 
• Which derivative should be calculated? In $ 10 of the main KOPRA input file 
it has to be defined which derivatives of the spectrum should be calculated by 
KOPRA. 
• Atmospheric retrieval parameters: as explained above, the atmospheric pro-
file parameters with respect to which derivatives are determined are handled 
differently from the rest of the profiles. The retrieval proflle parameters are 
stored in the variable para%1 and are initialized in module iniparJ!l. In the 
basic version of KOPRA the proflle parameters are set identical to the values 
at the Ievels given in the main KOPRAinputfile under $11.5 and the interpo-
lation rule is linear in altitude and only for pressurelinear in ln(altitude). For 
different parameterizations the user has to adjust the module inipar JJl for 
initialization and the module giveJ!l for the transformation from the param-
eter space into profile-altitude, -latitude, -longitude space (the interpolation 
rules). 
1 For details about the variables see Part XIX: 'Module, subroutine and variable listing and 
description' 
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The interface to the retrieval is performed through the variable para% by use 
of the module inpdat...m. 
• Instrumental retrieval parameters: for initialization of the instrumental re-
trieval parameters the values given in the main KOPRAinputfile are used and 
for these parameters the derivatives are determined. I.e. no re-parameterization 
like for the atmospheric retrieval parameters is made. The interface to the 
retrieval is performed through variable inst% by use of the module inpdat...m. 
• Information on necessary allocations and recalculations: for some variables 
during each iteration the retrieval code has to tell the forward model which 
ones have to be allocated and which ones should be recalculated. The recalcu-
lation concerns the leveling of the atmosphere, the determination of additional 
geometries for the simulation of the field-of-view, and the calculation of ab-
sorption coefficients. The relating control parameters are sw%new...modelgeo, 
sw%new...modelgrid, sw%new_absco. 
5.2 Output to the retrieval-code 
• Spectra and derivatives: all spectra and their derivatives with respect to the 
retrieval parameters are available through variable outdat% by use of module 
outdat...m. 
5.3 Example for use of KOPRA in a retrieval environment 
The call of KOPRA inside a retrieval program and the setting of the variables for 
allocation and recalculation is given in the example below. 
read main KOPRA input-file 
call input('input/kopra.inp') 
read retrieval input-file (belongs to the retrieval code) 
call input_invers('input/koprainv.inp') 
initialize the atmospheric retrieval parameters (module inipar_m) 
call ini_para 
for KOPRA run in the first iteration 
sw%firstrun=.true. 
variables geo%, sim%, modprof%, Sails%, deri%, mw% are not allocated 
sw%alloc_geo = 0 
sw%alloc_sim = 0 
sw%alloc_modprof = 0 
sw%alloc_Sails = 0 
sw%alloc_outdat 0 
sw%alloc_deri 0 
sw%alloc_mw = 0 
additional geometries for fov will be added 
sw%new_modelgeo = .true. 
the atmospheric layering will be done 
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sw%new_modelgrid = .true. 
the absorption coefficients will be calculated 
sw%new_absco .true. 
call KOPRA - first iteration 
call kopra_forwrd 
call the inversion algorithm - first iteration 
call kopra_invers 
for KOPRA run in the next iterations 
sw%firstrun=.false. 
loop on maxiter iterations 
do i = 2, maxiter 
additional geometries for fov will not be determined new 
sw%new_modelgeo = .false. 
the atmospheric layering will not be done new 
sw%new_modelgrid = .false. 
the absorption coefficients will be calculated new for each iteration 
sw%new_absco .true. 
deallocation of various variables if necessary 
if ( sw%alloc_geo/=0 .and.& 
(sw%firstrun.or.sw%new_absco) ) then 
call deallocate_geo(O) 
sw%alloc_geo = 0 
end if 
if ( sw%alloc_Sails /= 0 ) then 
call deallocate_Sails(O) 
sw%alloc_Sails = 0 
end if 
if (sw%alloc_deri/=O .and. sw%firstrun ) then 
call deallocate_deri(O) 
sw%alloc_deri = 0 
end if 
if (sw%alloc_mw/=O .and. sw%firstrun ) then 
call deallocate_mw(O) 
sw%alloc_mw = 0 
end if 
call KOPRA - next iterations 
call kopra_forwrd 




Optimization of model 
accuracy parameters 
M. Höpfner and S. Keilmann 
Abstract: For the discretization of the atmospheric radiative transfer problem 
a variety of parameters are necessary which determine the performance of the 
program. An adjustment of these parameters taking into account the trade-
off between accuracy and run-time is required for routine applications of the 
processor. We present the model errors for all spectral bands of MIPAS-
Envisat for different parameter settings compared to the expected noise of the 
measurements. 
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1 Introduction 
A variety of parameters are necessary for the discretization of the atmospheric ra-
diative transfer problem. For routine applications of the processor these parameters 
have tobe adjusted by choosing a trade-o:ff between accuracy and run-time. These 
parameters, which can be modified in $6 and $7 of the main Koprainput file, are: 
111 Ray-tracing step length ($7.11) 
e Finest spectral grid ($6.1) 
• Accuracy for cross-section calculation ($7.2) 
c. Width of the AlLS function ($7.8) 
• Number of cross-section recalculations for limb-scans ($7.7) 
• Additional ray-paths for field-of-view ($7.9-7.10) 
e Atmospheric layering ($7 .3-7 .6) 
• Temperature for calculation of the Planck-function ($7.12) 
We performed calculations over the entire spectral range of MIPAS-Envisat for 
different settings of each parameter and compared these to 'reference' cases where 
the parameters were set to very high accuracy. To give an impression on how 
these settings infiuence the total run-time of KOPRA a test was performed with a 
microwindow selection for ozone retrieval. It must be kept in mind, that these run-
times are strictly valid only for the probed microwindows. However, the example 
should be sufficient to estimate the relative importance of the parameter settings 
(table 6). In the following we discuss the optimizations one by one. In tables 1 to 
5 the mean, the standru·d deviation and the maximum relative error with respect 
to the MIPAS-Envisat noise (NESR, Noise Equivalent Signal Radiance) values are 
given for different tangent altitudes. 
2 Ray-tracing step length 
For modeling the atmospheric ray path and calculating partial column amounts 
and Curtis-Godson (C.G.) values of pressure and temperature the line of sight is 
subdivided into straight segments of equal length. The e:ffect of the step length is 
twofold: 
(a) Determining the accuracy of the refracted ray-path 
(b) Determining the accuracy of the partial column and C.G. integrals and their 
derivatives with respect to retrieval parameters 
Reference spectra were calculated with a step length of 0.1km. The main e:ffect 
of enlarging this value is recognizable at the lowest tangent altitude. The errors 
are even for lükm steps below 10% of the NESR. For 1km the errors are below 1%. 
Therefore, step lengths between 1km and 5km are recommended for MIPAS-Envisat 
retrievals. 
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3 Finest spectral grid 
Absorption cross-sections are calculated line--by-line on an irregular spectral grid 
which is an integer multiple of the finest spectral grid. Hence, the finest spectral 
grid is the minimum possible distance between two wavenumber grid points. If it is 
chosen too large, lines will not be sampled with a sufficient number of points. Due 
to this effect the error should increase with tangent altitude due to the nanower 
lines in the Doppler region. This can slightly be seen in band A. However, in the 
other bands this effect is not visible. This can be ascribed to the fact that at lower 
altitudes the radiance spectra are stronger and that in the tables the absolute errors 
with respect to the MIPAS noise are shown and no relative errors. 
Reference spectra for the tables are made with a grid interval of O.OOOlcm-1 . The 
coarsest grid tested was O.OOlcm-1. Also in this case the standard deviation of 
the error distribution is well below 10% of the NESR. However, for some tangent 
altitudes and wavenumbers the maximum error over the whole band can reach the 
NESR. Hence, we suggest to use settings between 0.0005cm-1 and 0.0008cm- 1 . 
4 Accuracy for cross-section calculation 
The line-by-line calculation of the absorption cross-sections is controlled by an ac-
curacy parameter being the maximum error in optical depth allowed for each line 
when interpolating the irregular frequency grid to the finest spectral grid. From 
the tables it is evident that the largest errors occur at low tangent altitudes due 
to the strong overlap· of many lines, a fact which is not considered by the accuracy 
coefficient since it is applied line by line. 
The reference value for this accuracy coefficient has been 10-12 . A value of ab out 
10-7 is sufficient to keep the errors for all cases well below 10% of the NESR. 
5 Width of the AlLS function 
The apodized instrumentalline shape (AlLS) function is convolved with the mono-
chromatic spectrum after radiative transfer. By this procedure information of tran-
sitions from outside the spectral region of interest is convolved into the range. In 
order to minimize the effect a Norton-Beer strong apodization was chosen. It is 
necessary to test how far the wings of this function have to be calculated. The 
width of the AlLS in- fluences the run-time twofold: 
(a) spectral microwindows have tobe extended by the width of the AlLS- hence, 
more time for the monochromatic calculation is needed 
(b) the convolution time of the monochromatic spectrum with the AlLS is in-
creased 
For Simulations with many spectral microwindows (a) is the most important effect 
while for broadband calculations (b) is more relevant. 
The reference was calculated with an width of the Norton-Beer strong apodization 
function of 7cm - 1 ($7.8 = 3) where the apodization function decreases to 0.01% 
of it's center value. With an width of 0.15cm-1 ($7.8 = 1) the standard deviation 
of the error distribution is about 10% of the NESR, however, maximum errors of 
about the noise value can appear. With 1.4cm-1 width ($7.8 = 2) one is on the 
save side. However, for a distinct microwindow selection one should check if it is 
not possible to use 0.15cm-1 ($7.8 = 1) since the time saving can be substantial. 
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6 N umher of cross-section recalculations for limb-
scans 
An entire limb-scan (16 tangent altitudes in the standard MIPAS mode) is calcu-
lated during one model-run. For minimization of cross-section determination cross-
sections for all layers of the lowest line-of-sight are computed. For higher tangent 
altitudes cross-sections from the related layers of the lowest tangent path can be 
used since the Curtis-Godson p and T values vary only slightly2 due to the bended 
layers of the atmosphere. Therefore, the differences in C.G. values of each path in-
crease when approaching the tangent layer. With respect to a reference calculation 
where the cross-sections for all paths are calculated, it was tested how many 'extra' 
paths have to be recalculated for the geometries above the lowest one. 
The result was that at least the tangent layers must be recalculated ($7.7 = 1). With 
this option the error standard deviation is around 4% of the NESR. A recalculation 
of the lowest two layers is recommended for more exact calculation ($7.7 = 2). A 
further enhancement of the recalculated layers seems to be unnecessary. 
7 Additional ray-paths for field-of-view 
For simulation of the finite field-of-view (FOV) of the instrument it is necessary 
to calculate additional ray-paths through the atmosphere. The FOV simulation is 
especially crucial at low tangent heights where the radiance profiles have strong 
gradients with respect to altitude. Therefore, KOPRA has the possibility to sepa-
rate two altitude regions where the FOV simulation is performed with more or less 
additionally simulated ray-paths. 
Reference calculations were performed with 13 geometries ( 6 on each side of the 
central ray) over the total FOV. In order to achieve standard deviations of the error 
of less than 10% above 14km tangent altitude one additionalline of sight ($7.10 =-
1) between the standard altitudes (with 3km spacing) is sufficient. With this setting 
maximumband errors of about 50% of the NESR can occur. Below 14km tangent 
altitude 2 additional ($7.10 = -2) geometries are necessary. At very low altitudes 
(8km) this even may not be sufficient and 3 ($7.10 = -3) could be necessary. Since 
the number of additional ray paths is an important factor determining the run-time 
it is surely worth to adjust it for used microwindow sets. 
8 Atmospheric layering 
The subdivision of the atmosphere into layers inside KOPRA determines the ac-
curacy of the radiative transfer calculation. This is an important issue since the 
run-time of the program is nearly proportional to the number of layers. 
Following options have been tested: 
(a) US76 standard atmosphere layers 
46 Ievels, with criteria: 
$7.31 = 2 
$7.32 = 46 Ievels: 1km up to 25km altitude, 2.5km up to 50km altitude, 5km 
up to 100km altitude 
(b) automatic layering 
75 Ievels with criteria: 
$7.31 = 4 
2The Curtis-Godson values would be exactly equal for plane-parallel layers. 
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$7.3 = 2, 5, 40 (AT 2K below 40km, 5K above) 
$7.4 = 1.4 (maximum variation of the Lorentz line width between two model 
Ievels) 
$7.5 = 100 2 (not relevant) 
$7.6 = 0.4 (minimum layer thickness) 
(c) automatic layering 
66 Ievels with criteria: 
$7.31 = 4 
$7.3 = 2, 5, 25 (AT 2K below 25km, 5K above) 
$7.4 = 1.4 (maximum variation of the Lorentz line width between two model 
Ievels) 
$7.5 = 100 2 (not relevant) 
$7.6 = 0.4 (minimum layer thickness) 
( d) coarse layers 29 Ievels with criteria: 
$7.31 = 2 
$7.32 = 29 Ievels: 3km from 8 to 51km altitude, 5km above 
( e) coarse layers and automatic layering 
77 Ievels with criteria: 
$7.31 = 3 
$7.32 = 29 Ievels: 3km from 8 to 51km altitude, 5km above $7.3 = 2, 5, 40 
( 6. T 2K below 40km, 5K above) 
$7.4 = 1.4 (maximum variation of the Lorentz line width between two model 
Ievels) 
$7.5 = 100 2 (not relevant) 
$7.6 = 0.4 (minimum layer thickness) 
(f) reference calculation 
156 Ievels with criteria: 
$7.31 = 2 
$7.32 = 156 Ievels: 0.5km distance up to 75km altitude, 1km distance above 
Below about 30km altitude the coarse layering with 3km width is not sufficient 
to reach error standard deviations of 10% of the noise. The 46 US76 standard 
Ievels reach this value down to llkm except for band AB. Below llkm (i.e. in the 
troposphere) a finer layering is needed, for example like in the case of 66 totallevels. 
9 Temperature for calculation of the Planck-func-
tion 
In $7.12 of the main KOPRAinputfile one can decide which temperature is used 
for the Planck function of each atmospheric path 3 • For $7.12 = 0 the Planck func-
tions with Curtis-Godson temperatures for each molecule are mixed and weighted 
by their optical depth at each wavenumber grid point. This option is used for refer-
ence calculation. For microwindow selections under $7.12 the number of the main 
absorbing molecule of these spectral regions can be inserted. $7.12 = -1 means 
that the Curtis-Godson temperatures of the different molecules will not be mixed 
but that just the Curtis-Godson temperature of total air is used. In this case the 
model errors are acceptable above the tropopause. For tangent altitudes in the 
troposphere it is recommended to perform tests for the specific microwindows in 
combination with a finer atmospheric layering. 
3 Paths are the segments cut by the internal layering out of the line-of-sight. 
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number of the 
main gas 
8km 23 km 38 km 
1 km -0.210, 0.175, 0.917 0.006, 0.010, 0.065 0.002, 0.005, 0.046 
10 km -3.71, 2.77, 11.77 0.42, 0.78, 5.19 0.17, 0.47, 4.01 
0.0005 crn -l -0.20, 0.73, 19.59 -0.02, 0.89, 16.87 0.03, 0.14, 1.22 
0.0008 crn-1 -0.32, 0.90, 10.97 -0.08, 1.13, 22.09 -0.04, 1.43, 15.9.1 
0.001 f:!Il-l --0.42, 2.19, 37.76 -0.10, 2.22, 36.94 0.06, 4.05, 40.69 
10 -II -0.90, 0. 79, 2.97 -0.26, 0.15, 0.66 -0.05, 0.03, 0.21 
10-6 -11.95, 13.02, 53.85 -3.26, 2.40, 16.87 -0.81' 0.64, 3.92 
10-4 -195, 266, 2353 -51.51, 40.97, 447 -13.02, 11.58, 76.23 
1.40 cm -l -2.71, 2.97, 31.35 -1.12, 4.90, 25.42 -0.42, 4. 75, 29.88 
0.15 cm-1 7.91, 7.61, 45.86 3.29, 12.81, 92.78 1.20, 11.56, 75.08 
3 --0.57, 0.65, 4.99 0.83, 0.89, 4-41 -0.26, 0.41, 3.21 
2 -0.83, 0.98, 7.57 2.28, 2.86, 14.13 0.45, 0.84, 6. 76 
] -1.81, 2.09, 16.42 -3.50, 4.09, 19.90 -1.13, 2.60, 19.68 
0 -31.08, 48.28, 300.98 --9.49, 12.58, 64.86 -3.29, 6.83, 44.05 
2 53.24, 52.41, 324.54 0.15, 3.81, 22.79 0.29, 1.73, 21.30 
1 116.09, 104.05, 464.04 -0.36, 8.23, 53.07 0.61, 4.12, 52.42 
0 687.4, 636.0, 3238.5 -2.53, 39.08, 230.35 3.11, 21.91, 236.73 
a ( 46 Ievels) -0.23, 18.44, 174.84 1.82, 9.49, 80.95 0.57, 5.98, 94.85 
h (75 Ievels) 5.37, 7.18, 44.67 2.65, 4.09, 24.57 0.76, 1.66, 22.55 
c (66 Ievels) 4.90, 9.28, 46.56 2.22, 9.98, 61.67 1.02, 2.54, 40.27 
d (29 Ievels) -67.65, 197.82, 1602.4 1.36, 14.71, 116.88 0.33, 6.60, 100.27 
e (77 Ievels) 4.77, 7.48, 43.72 3.01, 4.26, 25.28 0.82, 1.83, 28.07 
--1 -5.00, 11.43, 119.13 1.73, 1.95, 10.45 -0.07, 0.56, 3.33 
Table 1: Mean-value, standard deviation, and ma.Timurn of the rela-
tive errors (%) with respect to MIPAS NESR in c:hannel A for various 
model parameter settings and tangent altitudes. 
53 km 
-0.0002, 0.0009,0.026 
-0.02, 0.08, 2.36 
-0.02, 0.31, 5.96 
-0.09, 3.16, 53.80 
0.10, 7.35, 133.11 
-0.01, 0.01, 0.04 
-0.13, 0.14, 0.82 
-2.17, 2059, 21.18 
-0.08, 1.98, 13.22 
0.23, 4.89, 62.41 
0.01, 0.06, 1.49 
-0.01, 0.13, 3. 71 
-0.62, 1.85, 26.73 
6.42, 26.97, 408.11 
0.40, 0.96, 12.30 
0.92, 2.22, 28.77 
4.49, 11.60, 146.35 
0.06, 1.96, 47.60 
0.19, 0.39, 8.11 
0.19, 0.39, 8.11 
0.08, 1.80, 36.95 
0.22, 0.43, 8. 73 



































Band AB: 1020 1170 cm 1 






















numher of the 
!ll<Ü~ ga~_ 
8 km 23 km 38 km 
1km - 0.010, 0.089, 0.481 0.016, 0.030, 0.141 0.008, 0.015, 0.091 
10 km -2.11, 1.82, 6.13 1.25, 2.09, 11.85 0.64, 1.28, 1.10 
0.0005 Clll 1 .. 0.30, 1.12, 1.95 -0.25, 0.34, 2.05 ~~0.36, 0.38, 1.88 
0.0008 cm-1 -0.45, 0.54, 10.46 -0.35, 0.37, 3.31 -0.29, 0.56, 3.83 
0.001 c:m-1 -0.61, 1.39, 9.19 -0.47, 0.92, 10.41 -0.53, 1. 78, 13.50 
10 -1\ -0.35, 0.31, 1.10 -0.20, 0.12, 0.66 ~- 0.22, 0.15, 0.14 
10-6 -~6.54, 6.37, 34.19 ~2.96, 1.70, 12.61 ~2.98, 2.46, 10.96 
10-4 -95.30, 98.97, 869.46 -41.47, 26.70, 219.95 -38.53, 30.24, 195.59 
1.40 crn ·J --2.84, 5.19, 30.13 -2.08, 6.67, 29.95 . 1.28, 9.46, 41.46 
0.15 em-1 8.12, 12.77, 12.28 6.02, 16. 79, 14.29 3.83, 22.94, 120.62 
3 -0.45, 0.40, 2.45 -1.83, 1.23, 5.01 -0.62, 0.68, 2.92 
2 ~-0.62, 0.59, 3.34 -3.71, 1.96, 11.12 -1.35, 1.72, 1.12 
1 -1.12, 1.12, 5.98 --4.93, 2.65, 16.35 4.29, 6.13, 25.84 
0 --11.50, 16.34, 121.04 10.62, 7.45, 43.88 11.66, 14.05, 66.14 
2 21.99, 22.84, 110.32 -0.12, 2.76, 14.58 -1.68, 4.38, 30.11 
1 47.96, 44.87, 236.85 -0.29, 5.59, 32.99 -3.94, 10.34, 12.08 
0 270.7, 266.8, 1631.6 -1.01, 26.84, 141.22 -18.76, 49.99, 325.61 
a (46 kvds) -6.91, 15.71, 101.11 -10.81, 24.14, 124.22 -2.13, 11.65, 110.93 
h (75 Ievels) 1.22, 6.88, 24.22 -0.83, 7.21, 21.36 1.25, 3.72, 21.10 
c (66 Ievels) -3.54, 16.07, 63.06 --9.70, 24.57, 18.40 1.16, 5.93, 52.12 
d (29 Ievels) -44.28, 78.43, 199.22 -21.52, 44.41, 202.84 -6.62, 17.81, 162.11 
e (77 Ievels) 1.14, 6.76, 24.21 -0.67, 7.34, 21.30 1.10, 4.33, 31.09 
-1 -2.35, 10.77, 11.16 ~6.65, 7.00, 43.61 -0.19, 3.42, 31.95 
Tahle 2: Mean-value, standard deviation, and maximnm of thc rela-
tive errors (%) with rcspcct to MIP AS NESR in c:hanncl AB for various 
model parametcr settings and tang(mt a.ltitudcs. 
53 km 
0.0004, 0.0012, 0.0106 
0.04, 0.12, 1.02 
0.004, 0.081, 0.681 
-0.01' 2.26, 24.32 
0.01, 6.47, 62.51 
0.03, 0.03, 0.10 
0.36, 0.35, 1.31 
-5.81, 4.59, 41.61 
0.23, 4.00, 23.96 
0.69, 9.88, 55.50 
-0.01, 0.02, 0.16 
·0.06, 0.08, 0.58 
0.83, 1.19, 6.82 
7.62, 14.22, 91.34 
1.27, 1.54, 10.12 
2.89, 3.50, 24.59 
14.26, 17.22, 119.03 
7.08, 17.94, 139.82 
1.44, 2.38, 16.58 
1.44, 2.38, 16.58 
6.09, 15.90, 124.82 
1.41, 2.28, 15.81 


































ßand ß: 1215 - 1500 em 1 






















number of the 
main gas 
8 km 23 km 38 km 
1 km -0.007, 0.094, 0.527 0.002, 0.004, 0.045 0.0002, 0.0015,0.0267 
10 km -1.00, 1.72, 7.13 0.09, 0.30, 3.64 0.01, 0.13, 2.34 
0.0005 c:m 1 0.18, 0.35, 5.56 0.003, 1.075, 31.122 0.008, 0.055, 0.603 
0.0008 em-1 --0.27, 0.16, 1.39 -0.07, 0.94, 24.27 -0.02, 0.08, 0.92 
0.001 em-1 -0.36, 0.38, 5. 75 -0.04, 1.07, 30.90 -0.02, 0.10, 1.19 
10 -8 -0.01, 1.27, 0.96 -0.08, 0.07, 0.48 0.02, 0.02, 0.07 
w-6 0.35, 3.35, 26.63 - 0.96, 6.33, S6.25 -0.36, 4.68, 48.11 
w-4 -4.16, 45.61, S42. 78 -16.82, 15.19, 77.12 -5.79, 4.22, 37.47 
1.40 cm 1 --1.26, 1.50, 8.42 -0.30, 2.31, 26.68 -0.07, 2.62, 11.92 
0.15 cm-1 3.83, 3.59, 25.77 0.89, 4.99, 32.20 0.21, 6.04, 43.13 
3 0.06, 0.20, l.SO -0.33, 0.33, 2.11 -0.07, 0.09, L'17 
2 0.18, 0.39, 2.32 -1.00, 1.08, 5.65 -0.12, 0.19, S.19 
1 0.21, 0.95, 4.55 -1.52, 1.59, 8.S3 -0.25, 0.62, 8.58 
0 -10.47, 19.14, iSS. 76 -5.51, 6.08, S3.99 -0.84, 1.97, 21.66 
2 7.64, 24.23, 182.76 0.50, 2.47, 15.03 0.21, 0.51, 4.2S 
] 2.07, 49. 76, 274.79 0.94, 5.22, 3S.26 0.47, 1.16, 10.00 
0 35.7, 269.2, 1887.8 4.43, 24.41, 131.90 2.13, 7.38, 72.45 
a ( 46 Ievels) 28.63, 27.42, 161.11 -0.14, 6.82, 80.S4 -0.13, 4.58, 60.25 
b (75 Ievels) 3.50, 5.12, 26.3S 0.62, 2.38, 20.17 0.33, 1.09, 14.29 
c ( 66 Ievels) 3.08, 6.25, 44.69 0.12, 5.97, 65.36 0.34, 1.56, 21.09 
d (29 lcwds) 304.9, 254.4, 1328.1 -0.86, 11.07, 122.62 -0.44, 5.53, 78.02 
e (77 levels) 4.66, 4.27, 24.10 0.69, 2.42, 19.76 0.32, 1.20, 16.08 
-·1 -14.62, 16.69, 97.48 0.30, 2.60, 27.48 0.43, 1.74, 21.00 
Tablc 3: Mean-value, standard deviation, and maximnm of the rda-
tiv(~ c~rrors (%) with rP-spcd to MIPAS NESR in (;hannel ß for various 
model parameter settings and tangent altitudes. 
53 km 
-0.00003, 0.00018,0.00538 
-0.003, 0.017, 0.466 
-0.003, 0.018, 0.327 
0.004, 0.031, 0.509 
-0.01, 0.04, 0.95 
--0.002, 0.001, 0.007 
0.04, 1.59, 17.51 
-0.77, 0.63, 5.02 
0.02, 1.06, 5.36 
0.05, 2.47, 17.11 
0.0003, 0.0173, 0.5458 
-0.002, 0.044, 1.S6S 
0.06, 0.20, 3.44 
0.43, 2.40, 50.39 
0.11' 0.34, 4.21 
0.26, 0.79, 9.85 
1.26, 4.28, 44- 8S 
0.27, 2.65, 69.56 
0.11' 0.32, 7.99 
0.11, 0.32, 7.99 
0.22, 2.41, 61.80 
0.11' 0.30, 7.58 


































Band C: 1570 1750 cm-1 






















number of the 
main gas 
8km 23 km 38 km 
1 km -0.008, 0.013, 0.003, 0.010, 0.001, 0.006, 
0.071 0.154 0.099 
10 km 0.34, 0.47, 5.22 0.25, 0.84, 12.42 0.09, 0.50, 8.60 
0.0005 cm 1 -0.14, 0.32, 1.61 -0.12, 0.80, 19.32 -0.12, 0.09, 0. 74 
0.0008 cm-1 -0.23, 0.15, 0.38 -0.08, 0.72, 17.18 -0.03, 0.09, 1.03 
0.001 cm-1 -0.29, 0.33, 1.87 -0.17, 0.80, 19.21 -0.14, 0.13, 1.38 
10 8 0.001, 0.017, 0.091 0.06, 0.03, 0.14 ··0.03, 0.01, 0.07 
10-6 0.04, 0.37, 2.48 0.97, 0.48, 2.51 0.58, 0.18, 1.44 
10-4 0.24 5.98, 43.09 -14.42, 7.05, 42.48 -9.70, 4.54, 88.28 
1.40 ern 1 -0.92, 1.39, 6.44 0.30, 1.97, 18.19 0.11, 2.20, 7.90 
0.15 ern-1 2.48, 3.30, 20.52 0.77, 4.55, 2.1. 72 0.31, 5.63, 28.92 
3 0.15, 0.16, 0. 72 -0.57, 0.50, 2. 75 -0.16, 0.31, 5.28 
2 0.29, 0.28, .1.12 -1.50, 1.05, 7.02 -0.31' 0. 72, 11.78 
1 0.42, 0.45, 1.68 -2.08, 1.42, 9.99 -0.77, 2.12, 29.46 
0 -0.02, 0.26, 1.50 -6.91, 4.47, 32.69 ·1.97, 4.17, 52.06 
2 6.51' 6.40, 18.70 0.82, 2.10, 13.03 -0.07, 0.85, 12.91 
1 -2.73, 2.94, 10.05 1. 78, 4.68, 30.00 -0.18, 2.05, 31.56 
0 -14.29, 15.82, 81.16 8.46, 21.79, 122.86 -0.82, 10.33, 151.81 
a (46 Ievels) 36.74, 31.35, 99.48 -0.03, 4.47, 70.27 1.11' 4.88, 56.25 
b (75 Ievels) 12.77, 8.27, 33.84 0.39, 1.80, 18.16 0.71' 1.05, 21.61 
e ( 66 Ievels) 12.47, 9.37, 55.07 0.50, 6.35, 79.51 0.87, 1.64, 42.89 
d (29 Ievels) 504.0, 398.9, 1140.7 -1.22, 8.56, 123.88 0.72, 4.59, 66.78 
~: ( 77 Ievels) 7.48, 5.94, 20.67 0.44, 1.84, 16.46 0. 72, 1.22, 29.76 
-] -11.97, 8.93, 32.94 -1.36, 2.08, 27.08 0.21, 1.87, 25.14 
Tablc 4: Mean-value, standard deviation, and rna.rcimnrn of the rda-
tive crrors (%) with rcspcct to MIPAS NESR in channcl C for various 




. 0.002, 0.025, 0.443 
0.02, 0.03, 0.41 
-0.01, 0.04, 0. 74 
-0.02, 0.05, 0.95 
0.003, 0.001, 0.008 
0.06, 0.02, 0.19 
-1.18, 0.81, 7.07 
-0.02, 1.30, 5.82 
0.05, 3.19, 17.86 
-0.002, 0.023, 0.488 
-0.0002, 0.053, 1.042 
·0.11, 0.43, 10.44 
1.23, 7.99, 2.10.82 
0.19, 0.59, 12.55 
0.44, 1.35, 28.88 
2.18, 6.78, 140.97 
1.09, 7.23, 87.28 
0.22, 0. 7 4, 8. 76 
0.22, o. 7 4, 8. 76 
0.99, 6.70, 81.98 
0.22, 0.67, 9.12 































Band D: 1820 - 2410 cm-1 






















numher of the 
main gas 
8km 23 km 38 km 
1 km -0.030, 0.035, 0.0004, 0.0019, 0.0005, 0.0016, 
0.129 0.0365 0.0211 
10 km -0.26, 0.37, 1.88 0.03, 0.15, 3.06 0.04, 0.14, 1.86 
0.0005 cm 1 ~0.028, 0.211, 2.585 -~0.002, 0.014, 0.234 ~-0.001, 0.015, 0.263 
0.0008 cm~1 -0.024, 0.074, 0.397 -0.004, 0.019, 0.398 -0.002, 0.018, 0.409 
0.001 em~1 -0.047, 0.215, 2.602 -0.005, 0.022, 0.516 -0.003, 0.024, 0.552 
10 8 -0.004, 0.011, 0.083 0.010, 0.008, 0.051 -0.010, 0.008, 0.046 
10~6 -0.052, 0.187, 1.324 ~~0.142, 0.105, 0.829 0.130, 0.098, 0.566 
w-4 -1.01, 2.84, 22.00 -2.38, 1.90, 26.53 -2.43, 1.89, 35.00 
1.40 cm 1 -0.16, 0.47, 3.61 ~0.04, 0.47, 2.83 -0.03, 0.61, .''1.49 
0.15 cm-1 0.24, 0.94, 8.38 0.03, 1.07, 9.03 0.02, 1.42, 11.14 
3 0.005, 0.027, 0.122 -0.07, 0.08, 1.30 -0.05, 0.11, 0.93 
2 0.02, 0.08, 0.50 --0.13, 0.16, 1.95 -0.09, 0.18, 2.06 
1 0.02, 0.20, 1.30 ~-0.17, 0.21, 2. 74 -0.18, 0.36, 6.20 
0 -3.05, 5.07, 29.02 0.38, 0.56, 7.97 ~0.27, 0.47, 9. 74 
2 4.77, 10.08, 42.13 0.01' 0.16, 2.90 -0.05, 0.16, 2.42 
1 6.09, 16.94, 58.08 0.02, 0.33, 6.52 -0.11, 0.39, 5.87 
0 28.46, 92.63, 405.01 0.14, 1.91, 29.98 -0.76, 2.26, 37.22 
a ( 46 Ievels) 4.98, 13.26, 70.81 1.25, 3.03, 21.93 -1.39, 3.92, .12.38 
b (75 Ievels) 0.32, 1. 70, 1:J.24 -0.13, 0.70, 6.16 -0.21' 1.07, 8.64 
c (66 Ievels) 0.08, 1.97' 13.29 ~0.55, 1.37, 16.07 ~ 0.36, 1.39, 9.22 
d (29 Ievels) 61.97, 118.58, 591.82 -1.92, 4.00, 29.88 -1.74, 4.52, 31.59 
e (77 Ievels) 0.88, 2.17, 11.59 -0.14, 0.69, 5.60 -0.23, 1.07, 7.84 
-1 -7.24, 11.70, 44-:JO ~-0.09, 0.44, 8.64 0.05, 0.45, 6.99 
- - - - - -- -· -
Table 5: Mean-value, standard deviation, and maxim11,m of the rela-
tive errors (%) with n:speet to MIPAS NESR in dwnnd D for various 




-0.01, 0.03, 0.46 
-0.001, 0.005, 0.179 
-0.0003, 0.008, 0.315 
-0.002, 0.013, 0.406 
-0.001, 0.001, 0.004 
0.017, 0.010, 0.070 
-0.42, 0.34, 7. 77 
~0.009, 0.308, 2 . .140 
0.004, 0.701, 7.807 
0.005, 0.023, 0 . .140 
0.015, 0.083, 1.136 
--0.05, 0.24, 2.82 
1.59, 4.32, 36.65 
0.15, 0.26, 2.39 
0.35, 0.59, 5.55 
1.73, 2.93, 24.51 
-0.14, 2.07, 49.84 
0.03, 0.33, 5.83 
0.03, 0.33, 5.83 
-0.13, 1.76, 46.48 
0.03, 0.32, 5.67 
~-0.08, 0.61, 10.1:J 
-·· -- - -

































Höpfner and Kellmann: Optimization of model accuracy parameters 
Relative run-times 
Relative time 
Ray-tracing 11an 1 
step length 10 1an 0.96 
Finest 0.0005 cm -1 1 
spectral 0.0008 cm-1 0.92 
grid 0.001 cm-1 0.86 
Accuracy for 10 8 1 
cross-section 10-6 0.64 
calculation 10-4 0.44 
Width of 1.40 cm -1 1 
AlLS function 0.15 cm-1 0.74 
Number of 3 1 
cross-section 2 0.86 
recalculations 1 0.72 
for limb-scans 0 0.58 
Additional 2 1 
ray-paths 1 0.73 
for 0 0.46 
field-of-view 
Atmospheric a ( 46 levels) 1 
layering b (75 levels) 1.43 
c ( 66 levels) 1.27 
d ( 29 levels) 0.93 
e (77 levels) 1.43 
Temperature for 0 1 
Planck function -1 0.85 
calculation 
Table 6: Relative run-times for a microwindow selection for ozone 
retrieval. 
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Appendix A 
Parameter optimization for 
the line-by-line radiative 
transfer model KOPRA to 
be used in 
MIP AS-ENVISAT retrievals 
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Höpfner and Kellmann: Optimization of model accuracy parameters 159 
Roy-trocing step length ($7.11 ): 1 km; (Ref.: 0.1 km) 
29 km mean: 0.00331476 stddev: 0.01015767 moxabs: 0.08383500 53 km meon: -0.00017398 slddev: 0.00090190 moxobs: 0.02598200 
700 750 800 850 900 950 700 750 800 850 900 950 
26 km meon: 0.00384399 slddev: 0.00957715 moxabs: 0.07525600 50 km mean: -0.00016664 slddev: 0.00113602 maxabs: 0.03519400 
• • 
;lf~ -------':1) 
-1.01:.[~---~----~---~---~----_____cjj 700 750 800 850 900 950 700 750 800 850 900 950 
23 km mean: 0.00576335 slddev: 0.01016400 moxobs: 0.06532000 47 km meon: 0.00025910 stddev: 0.00175331 maxabs: 0.05952300 
700 750 800 850 900 950 700 750 800 850 900 950 
20 km mean: 0.00543734 stddev: 0.00927384 moxobs: 0.05748200 44 km mean: 0.00118544 stddev: 0.00325410 moxobs: 0.05928600 
==~00~·.··~:26 r ) -1.0~-····-~~) 
700 750 800 850 900 950 700 750 800 850 900 950 
17 km 0.00577227 stddev: 0.00824969 maxabs: 0.04494000 41 km meon: 0.00169304 stddev: 0.00448448 moxabs: 0.04558700 
700 750 800 850 900 950 700 750 800 850 900 950 
14 km mean: 0.00219724 stddev: 0.00532660 maxobs: 0.07655800 38 km mean: 0.00191898 stddev: 0.00548461 maxabs: 0.04593000 
700 750 800 850 900 950 700 750 800 850 900 950 
11 km mean: 0.01641286 slddev: 0.01882416 moxobs: 0. 13090000 35 km mean: 0.00241569 stddev: 0.00712867 maxobs: 0.06163100 
I 1! 
700 750 800 850 900 950 700 750 800 850 900 950 
B km mean: -0.21013072 stddev: 0.17493044 moxabs: 0.91727000 32 km meon: 0.00401726 stddev: 0,01070868 moxobs: 0.08305500 
700 700 750 800 850 900 950 
Wovenumber 1n cm- 1 
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Figure 3: Absolute error [nW/(cm2 sr cm-1 )] and relative error [%] 
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Ray-tracing step length ($7.11 ): 10 km; (Ref.: 0.1 km) 




700 750 800 850 900 950 700 750 800 850 900 950 
26 km meon: 0.2968221 0 stddev: 0.75606728 moxobs: 6.03320000 50 km meon: -0.01667553 stddev: 0.10373594 moxobs: 3,15470000 
.i~' l . :f : • 
• • 
I 
700 750 800 850 900 950 700 750 800 850 900 950 










Ul 700 750 800 850 900 950 700 750 800 850 900 950 
<( 
o._ 








700 750 800 850 900 950 700 750 800 850 900 950 
L 
-<-' ·::; 17 km mean: 0.37121935 slddev: 0,57914334 moxobs: 3,60520000 41 km mean: 0.\5665337 stddev: 0.41200188 maxobs: 3,86800000 










(]) 700 750 800 850 900 950 700 750 800 850 900 950 
> 
:,::; 
0 14 km mean: 0,14466676 stddev: 0.41117252 moxobs: 2.86830000 38 km meon: 0.16628089 stddev: 0.46987844 maxobs: 4.00550000 
Q) 
.J-~-~~ l )r •• ~ er: 
700 750 800 850 900 950 700 750 800 850 900 950 
11 km meon: 0.05179733 stddev: 0.28206051 moxobs: 2.41 080000 35 km mean: 0. 19653987 stddev: 0,56937467 maxabs: 4, 92970000 
.f·--·~ .. ~-· 
• • 
"'l .:~r~~·· ' 
• • • 
) 
700 750 800 850 900 950 700 750 800 850 900 950 




700 750 800 850 900 950 700 750 800 850 900 950 
Wavenumber in cm- 1 
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Höpfner and Kellmann: Optimization of model accuracy parameters 163 
Finest spectrol grid ($6.1 ): 0.0005 cm- 1; (Ref.: 0.0001 cm- 1) 
29 km meon: -0.02919148 stddev: 0.40987809 moxobs: 7.26220000 53 km meon: -0.02309389 slddev: 0.30844932 maxabs: 5.96160000 
~~~-~"r' j )~~~ 1 
700 750 800 850 900 950 700 750 800 850 900 950 
26 km meon: -0.09110383 stddev: 0.66537838 moxobs: 13.02600000 50 km meon: -0.02038377 stddev: 0,22287986 maxabs: 5.66670000 
10 
~~~·"1,~1 
J -5 -10 
700 750 800 850 900 950 700 750 800 850 900 950 
mean: -0.01865855 stddev: 0,88563590 moxabs: 16.86900000 47 km meon; -0.00964459 stddev: 0,20603942 moxobs: 3.72010000 
+~·H' 
• • 
~ a::: (J) w z 
(J) 700 750 800 850 900 950 700 750 800 850 900 950 
<( 
[L 
20 km meon: -0.07361146 stddev: 0.95584457 maxobs; 16.53700000 44 km mean: 0.01162995 stddev: 0.16447575 moxabs: 2.17430000 
2 10 
I~~~ ,,, 











700 750 800 850 900 950 700 750 800 850 900 950 
.L 
+-' 
3: 17 km meon: 0.01020875 stddev: 0,93106217 maxobs: 17.06900000 41 km meon: 0.03520734 stddev: 0.16497740 moxobs: 1.71940000 
10 
J-~~~-






0 -5 \._ 
\._ 
(j) -10 
(j) 700 750 800 850 900 950 700 750 800 850 900 950 
.::: 
+-' 
0 14 km meon: -0.05803458 stddev: 0.90545969 moxobs: 23.00300000 38 km meon: 0.03237500 stddev: 0.14155239 moxobs: 1.21800000 
(j) 
10 






700 750 800 850 900 950 700 750 800 850 900 950 
11 km meon: -0.08601310 stddev: 0.85030285 moxobs: 22,81900000 35 km meon: 0.01132983 stddev: 0.14487212 moxobs: 1.31870000 
10 
}-·· : . ~ -5 -10 
700 750 800 850 900 950 700 750 800 850 900 950 
8 km meon: -0.19918183 stddev: 0.73118152 moxobs: 19.59300000 32 km meon: -0.03415643 stddev: 0.23569692 moxobs: 2.58490000 
10 
~~r-- ~ .J~~·· 1 -5 -10 
700 750 800 850 900 950 700 750 800 850 900 950 
Wavenumber in cm- 1 
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Figure 7: Absolute error [nW/(cm2 sr cm-1)] and relative error [%] 
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Finest spectrol grid ($6.1 ): 0.0008 cm- 1; (Ref.: 0.0001 cm- 1) 
700 750 800 850 900 950 700 750 800 850 900 950 
26 km mean: -0.08047555 stddev: 0.98064177 maxobs: 18.02900000 50 km meon: -0.12245087 stddev: 2.89206488 moxabs: 42,01500000 
20 
-20 
700 750 800 850 900 950 700 750 800 850 900 950 
23 km mean: -0,08232918 stddev: 1.13389793 moxabs: 22.08600000 47 km mean: -0.06636035 slddev: 2,91552571 maxabs: 49,75000000 
850 900 950 
meon: -0.09532407 stddev: 1, 14004087 moxabs: 20.04800000 44 km mean: 0.02386579 stddev: 2.79152641 maxabs: 37.44100000 
700 750 800 850 900 950 700 750 800 850 900 950 
..c ...., 
17 km meon: -0.12033598 stddev: 1.07216381 moxabs: 15.43600000 41 km mean: 0.02569523 stddev: 1 .94496512 maxabs: 22.96700000 5 







700 750 800 850 900 950 700 750 800 850 900 950 
0 \4 km mean: -0. 13775594 stddev: 1.02940188 maxobs: 13.33600000 38 km meon: -0.03599043 stddev: 1.42599789 moxabs: 15.93300000 
~ .1~~f·1~r4J~~~ • ····: " : j
700 750 800 850 900 950 700 750 800 850 900 950 
11 km meon: -0.17193821 stddev: 0.97971293 moxobs: 11.10300000 35 km mean: -0.06164583 slddev: 0.87710148 maxobs; 9.60680000 
...... + ' " 
700 750 800 850 900 950 700 750 800 850 900 950 
8 km mean: -0.31646315 slddev: 0.90298532 moxobs; 10.97300000 32 km mean: -0.07082044 slddev: 0.71984516 maxabs: 9.77810000 
700 750 800 850 900 950 700 750 800 850 900 950 
Wovenumber in cm- 1 
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Finest spectrol grid ($6.1 ): 0.001 cm -1 (Ref.: 0.0001 cm- 1) 







700 750 800 850 900 950 700 750 800 850 900 950 







700 750 800 850 900 950 700 750 800 850 900 950 






w -40 z -60 
(!) 700 750 800 850 900 950 700 750 800 850 900 950 
<( 
[L 













700 750 800 850 900 950 700 750 800 850 900 950 
L 
.-<:: 
17 km mean: -0.10491822 stddev: 2.25276424 moxobs: 37.41400000 41 km meon: 0.000641 \9 stddev: 6.35822351 maxabs: 83,99400000 5 
60 60 
~ 40 40 
c 20 20 
\.._ 
0 -20 -20 
\.._ 
-40 -40 \.._ 
(lJ -60 -60 
(lJ 700 750 800 850 900 950 700 750 800 850 900 950 
.2: _._, 
14 l<.m meon: -0.18733169 stddev: 2.24353758 moxabs: 37.56700000 38 l<.m mean: 0.05552270 stddev: 4.05458732 moxabs: 40.69000000 0 
(lJ 
60 60 
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Höpfner and Kellmann: Optimization of model accuracy parameters 169 
Accurocy for cross-section colculotion ($7 .2): 1 0-8; (Ref.: 1 0- 12) 
29 km mean: -0.10288179 stddev: 0.04574953 mQ)(obs: 0.37183000 53 km mean: -0.00746369 stddev: 0.00766222 moxabs: 0.03767400 
700 750 800 850 900 950 700 750 800 850 900 950 
26 km mean: -0.15274579 stddev: 0.07558674 moxabs: 0.46768000 50 km meon: -0.01127247 stddev; 0.01110783 maxabs: 0.05357000 
700 750 800 850 900 950 700 750 800 850 900 950 
23 km meon: -0.25990516 stddev: moxabs: 0.66388000 47 km mean: -0.02102031 stddev: 0.01886687 moxabs: 0.10237000 
700 750 800 850 900 950 700 750 800 850 900 950 
20 km mean: -0.44575969 stddev: 0.29066811 maxabs: 1.15970000 44 km -0.02875109 stddev: 0.02220525 mo><obs: 0. 14656000 
700 900 700 750 800 850 900 950 








700 750 800 850 900 950 700 750 800 850 900 950 
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Höpfner and Kellmann: Optimization of model accuracy parameters 171 
Accurocy for cross-section colculotion ($7.2): 1 0-6 ; (Ref.: 1 0- 12) 
29 km meon: -1.38458012 stddev: 0.85946645 moxobs: 5.83310000 53 km meon: -0.13067875 stddev: 0.14036379 maxabs: 0.81808000 
26 km meon: -1.95349074 stddev: 1.26638633 moKabs: 8.84540000 50 km meon: -0.19662095 stddev; 0.19250367 moxobs: 1.05360000 
700 750 800 850 900 950 700 750 800 850 900 950 
23 km meon: -3.25613432 stddev: 2.39663332 moxabs: 16.87300000 47 km meon: -0.38357367 stddev: 0.34844271 moxabs: 1.94840000 
~c· =:J ~r~• ~~1 
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20 km mean: -5.38348028 stddev: 4.35736872 maxabs: 29.43500000 44 l<m mean: -0.54913785 stddev: 0.47438732 maxobs: 2,64620000 
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Höpfner and Kellmann: Optimization of model accuracy parameters 173 
Accuracy for cross-section colculotion ($7.2): 1 0-4 ; (Ref.: 1 0- 12 ) 
29 km mean: -21.70742500 stddev: 14.13227007 moxobs: 144.18000000 53 km meon: -2.17286897 slddev: 2.59193724 moxobs: 21.17500000 
0
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26 km meon: -30.05613505 stddev: 20.007\4327 moxobs: 236.20000000 50 km meon: -3.27300154 stddev: 3.68378765 moxobs: 24.13500000 
23 km meon: -51.51137984 slddev: 40.97454773 moxobs; 446.51000000 47 km meon: -6.40094808 stddev: 6.77979526 moxabs: 43.41000000 
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slddev: 8.90592519 moxobs: 54.97900000 
S 17 km meon: -126.71162166 slddev: 135.69195171 moxobs: 1450.60000000 fi=41o::k=m=m:::e:::o::;:n::=-=11=.4=6=11=59::::8:::8 ='::::td=de=v:=I=0.=57::::47=2=74=1=mo==x=ab=s:=6=6.=09=9=00=00::::0===3 
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+-' 
0 14 l<m mean: -155.67842817 stddev: 186.14831007 moxobs: 2376.50000000 38 km meon: -13.02495596 stddev: 11.58112104 moxobs: 76.23000000 
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mean: -176.88779975 stddev: 224.53421332 maxabs: 2716.60000000 35 km meon: -14.67803231 stddev: 12.17081784 moxabs: 79,88500000 
r'··-~ _;~rF==· ==·~: 1 
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mean: -195.22860873 stddev: 265.70044499 moxabs: 2353.20000000 32 km meon: -18,38902797 stddev: 13.39163933 moxobs: 104.97000000 
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Figure 16: Relative error [%] with respect to MIPAS NESR 
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Höpfner and Kellmann: Optimization of model accuracy parameters 175 
Accurocy for cross-section colculotion - weighted with p/p ($7.2): 1 o- 8 ; (Ref.: 1 0- 12) 
0 
29 l<m mean: -2.59253472 stddev: 1.89755616 maxobs: 11.13800000 53 l<m meon: -0.95439453 slddev: 1.14589855 moxcbs: 9.93260000 
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Figure 18: Relative error [%] with respect to MIPAS NESR 
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Figure 19: Absolute error [nW/(cm2 sr cm-1 )] and relative error [%] 
Höpfner and Kellmann: Optimization of model accuracy parameters 177 
Accuracy for cross-section calculation - weighted with p/p
0 
($7.2): 1 o-6 ; (Ref.: 1 o- 12) 
29 km meon: -36.70781773 stddev: 29.83707662 moxobs: 448.53000000 53 km meon: -12.59952209 stddev: 16.94534184 moxobs: 283.25000000 
::~rr:r:~ .. ,: ... :~~·-·-"j ~t~"'''~ 1 'j 
700 750 800 850 900 950 700 750 800 850 900 950 
50 km meon: -15.60343660 stddev: 19.58219768 moxabs: 206.56000000 
700 700 750 800 850 900 950 
23 km meon: -44.65895687 slddev: 30.68803515 maxabs: 311,38000000 47 km meon: -25.39093847 stddev: 30.24206383 moxobs: 279.90000000 
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20 km meon: -55.78130506 stddev: 41.12705082 moxobs: 369.38000000 44 km meon: -32.13302968 stddev: 36.41024246 moxobs: 459.03000000 
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17 km meon: -62.37313710 stddev: 50,09480064 moxobs: 451.67000000 41 km meon: -35.89485016 stddev: 39.03843148 moxobs: 603.22000000 
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,~",",rJ, •. I .1111111. •• 111 
-200 ~ 1 r l I T ·~ 
-400 
-600 
700 750 800 850 900 950 700 750 800 850 900 950 
11 km meon: -62.30420785 stddev: 57.73207544 moxobs: 479.37000000 35 km meon: -35.72318357 stddev: 35.34308534 moxobs: 565.31000000 
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8 km meon: -53.71133093 stddev: 54.39977426 moxobs: 348.84000000 32 km meon: -37.49980774 stddev: 33.51907344 moxobs: 514.95000000 
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Höpfner and Kellmann: Optimization of model accuracy parameters 179 
Accuracy for cross-section calculation - weighted with p/p
0 
($7.2): 1 0-4 ; (Ref.: 1 0- 12) 
29 l<m meon: -308.00460658 slddev: 276.26054225 moxabs: 3542.00000000 53 km meon: -129.08610569 stddev: 253.78560976 moxobs: 3495.80000000 
~· ... ] -~~L~., ..... ~........... 1 
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26 km meon: -358.37077609 stddev: 313.31851234 moxabs: 5884.10000000 50 km meon: -161.16987313 stddev: 285.00975744 moxobs: 2526.50000000 
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8 km meon: -529.71485312 stddev: 684.60228628 moxobs: 6309.90000000 
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47 km meon: -237.62500639 stddev: 394.89107562 moxobs: 3350,90000000 
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44 km meon: -256.04037416 stddev: 380.79388277 moxobs: 3606.30000000 
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41 km mean: -255.30705084 stddev: 347.00889512 maxobs: 3162.30000000 
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Höpfner and Kellmann: Optimization of model accuracy parameters 181 
Width of the AlLS function ($7.8 1 ) : 1.40 cm -1 (Ref.: 7.00 cm- 1) 
29 km mean: 2.22593649 stddev: 13.30509898 maxabs: 81.70700000 53 km mean: 0.23272638 stddev: 4.88618957 moxabs: 62.41000000 
~~~···+- l 
700 750 800 850 900 950 700 750 800 850 900 950 
26 km meon: 2.74339293 stddev: 13.35630876 moxobs: 89.4 7500000 50 km mean: 0.370 13589 stddev: 6.70392984 moxobs: 83.30700000 
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11 km mean: 5.49650958 stddev: 8.62136995 moxabs: 45.90600000 35 km mean: 1.47231428 stddev: 12.23854479 maxabs: 82.65100000 
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Höpfner and Kellmann: Optimization of model accuracy parameters 183 
Width of the AlLS function ($7.8 2): 0.15 
29 km mean: -0.77921074 stddev: 5.26244424 moxobs: 31.18200000 
700 750 800 850 900 950 
26 km meon: -0.94743142 slddev: 5.19469162 moxabs: 28.92300000 
700 750 800 850 900 950 
23 km mean; -1.12178033 stddev: 4.90248359 moxabs: 25.42200000 
20 km meon: -1.28686620 stddev: 4,48385085 moxabs: 23.69300000 
17 km meon: -1.43201247 stddev: 4,06458021 moxabs: 33.28300000 
700 750 800 850 900 950 
14 km meon: -1.58709324 slddev: 3.72574686 moxobs: 45.48100000 
700 750 800 850 900 950 
11 km meon: -1.85923550 slddev: 3.39870157 moxabs: 43.22000000 
700 750 800 850 900 950 
8 km -2.70741084 stddev: 2.97245995 moxobs: 31.35000000 
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-I cm (Ref.: 7.00 cm- 1) 
53 km meon: -0.08186254 stddev: 1.97696537 maxobs: 13.22300000 
700 750 800 850 900 950 
50 km mean: -0. 12868426 stddev: 2.69874355 moxobs: 17.621 00000 
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40 
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41 km meon: -0.33718246 slddev: 4.44691420 moxobs: 25.88400000 
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38 km meon: -0.42496278 slddev: 4.75344822 moxobs: 29.87800000 
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35 km meon: -0.52430543 slddev: 4.98535997 moxobs: 32.49500000 
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32 km meon: -0.63810471 stddev: 5.16432033 moxobs: 33.16300000 
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Höpfner and Kellmann: Optimization of model accuracy parameters 185 
Number of cross-section recalculations for limb-scans ($7.7): 3; (Ref.: -1) 
29 km meon: -0.40537810 stddev: 0.63816509 moxobs: 4.29200000 53 km meon: 0.00659058 stddev: 0.06170983 moxabs: 1.48810000 
,;~ 
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] j· . ' ..•. j 
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Figure 29: Absolute error (nW/(cm2 sr cm-1 )] and relative error [%] 
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Höpfner and Kellmann: Optimization of model accuracy parameters 187 
Number of cross-section recolculotions for limb-scons ($7.7): 2; (Ref.: -1) 
29 km meon: -0,89911699 stddev: 1 .40780941 moxobs: 6.53600000 53 km meon: -0.01490242 stddev: 0.12589030 maxabs: 3.71240000 
700 750 800 850 900 950 700 750 800 850 900 950 
26 km meon: -1.13485428 stddev: 1.50185758 maxobs: 7.31540000 50 km meon: -0.15557487 stddev: 0.38396561 moxobs: 4.28540000 
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20 km meon: -2.00631351 stddev: 1.60423788 moxabs: 10.65300000 44 km meon: -0.70178348 stddev: 1.58036123 moxobs: 14.71500000 
.~r:::: ' ~ '""1 
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17 km meon: -2.00813674 stddev: 1.50350463 moxobs: 12.32000000 41 km meon: -0.50964493 stddev: 1.03496510 maxabs: 9.27470000 
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14 km meon: -1.94433883 stddev: 1.63265085 moxabs: 13.90600000 38 km meon: -0.44723878 stddev: 0.83702556 moxabs: 6.75590000 
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11 km mean: -1.57692076 stddev: 1.46236942 moxobs: 12.29900000 35 km meon: -0.51976446 slddev: 0.90367335 moxobs: 5.99530000 
~r • ~· = i ilF .... • • 1 
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8 km -0.83360567 stddev: 0.98485732 moxobs: 7.56920000 32 km meon: -0.90934105 stddev: 1.58623212 maxabs: 8.07440000 
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Höpfner and Kellmann: Optimization of model accuracy parameters 189 
Number of cross-section recolculotions for· limb-scons ($7. 7): 1; (Ref.: -1) 
29 km meon: -4.39262670 stddev: 7.32795526 moxobs: 36.37100000 53 km meon: -0.61848077 stddev: 1.84739611 moxobs: 26.72600000 " l 
700 750 800 850 900 950 700 750 800 850 900 950 
26 km meon: -3.53091189 stddev: 5.15130526 maxabs: 24.74500000 50 km mean: -0.63780128 slddev: 1.83617088 moxobs: 23.72200000 
~L .. : .. l tL".. l 
700 750 800 850 900 950 700 750 800 850 900 950 
23 km meon: -3.49565611 stddev: 4.08801489 maxobs: 19.89800000 47 km meon: -2.20693119 slddev: 6,88323180 moxobs: 82.41800000 
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700 750 800 850 900 950 700 750 800 850 900 950 
14 km meon: -3.05570862 stddev: moxabs: 22.14200000 38 km meon: -1.12923913 slddev: 2.59548712 maxobs: 19.68200000 
(r·- • • l 
700 750 800 850 900 950 700 750 800 850 900 950 
11 km meon: -2.55817879 slddev: 2.36088387 moxabs: 19.16300000 35 km meon: -1.72031168 slddev: 3,33460489 moxobs: 18.61400000 
700 750 800 850 900 700 750 800 850 900 950 
8 km meon: -1.81462954 stddev: 2.08681009 moxabs: 16.41600000 32 km meon: -4.63251988 slddev: 8. 75453776 moxobs: 4-6. 13600000 
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Höpfner and Kellmann: Optimization of model accuracy parameters 191 
1\lumber of cross-section recolculations for limb-scans ($7.7): 0; (Ref.: -1) 
29 km mean: 27,70241023 stddev: 51.08157718 moxobs: 256.20000000 53 km meon: 6.42131962 stddev: 26.96546734 moxobs: 408.11000000 
700 750 800 850 900 950 700 750 
26 km meon: 14.03152010 slddev: 27.86410694 maxobs: 147.37000000 50 km meon: -9.10764562 stddev: 28.27543947 maxobs: 390.90000000 
700 750 800 850 900 950 800 850 900 950 
23 km meon: -9.48802038 stddev: 12.581 66137 moxabs: 64,86000000 47 km mean: 0.13485959 stddev: 13.83892259 moxobs: 161.77000000 














700 750 800 
20 km meon: -13.48100397 stddev: 
;~~-·-· 
700 750 800 
850 900 950 
16.85782453 moxabs: 90.77000000 
1 
850 900 950 
700 750 800 850 900 950 
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41 km mean: 3.50184998 stddev: 14.54147113 moxobs: 134.08000000 5 17 km mean: -13.11557584 stddev: 16.68525823 moxobs: 99.33900000 









700 750 800 850 900 950 700 750 800 850 900 950 
14 km mean: ~ 11.78201102 stddev: 15.24727570 maxobs: 106,18000000 38 km meon: -3.29027546 stddev: 6,82857343 moxobs: 44.05300000 
• • 




700 750 800 850 900 950 700 750 800 850 900 950 
11 km meon: -16.28963810 stddev: 21.31024810 moxobs: 132.72000000 35 km meon: -8.13693610 stddev: 20.63401345 maxobs: 145,64000000 
700 750 800 850 900 950 700 750 800 850 900 950 
8 km -31.07882026 stddev: 48.28303106 moxabs: 300.98000000 32 km meon: 22.29526472 stddev: 42.37295040 moxobs: 229.62000000 
-200 
700 750 900 700 750 800 850 900 950 
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Höpfner and Kellmann: Optimization of model accuracy parameters 193 
Additional roy-poths for field-of-view ($7.1 0): 2; (Ref.: 6) 
29 km mean: 1.00467035 stddev: 3.23631039 moxabs: 19.71500000 53 km meon: 0.39857173 stddev: 0.95639538 mo)(obs: 12.29800000 
300k- 1 200 
100 
-10: """""'""'-"''''-: ----------,;j 
~~ 1 200 100 
-10:~=========: 
700 750 800 850 900 950 700 750 800 850 900 950 
26 km mean· 0.33397653 stddev· 3 60549774 maxobs· 21 06200000 50 km meon: 0.56415669 stddev: 1.16917010 maxabs: 11.09200000 
300 
200 
100 ~J t 200 100 
0 ~~ -----------------------------------------------~ 
-100~~~
700 750 800 850 900 950 700 750 800 850 900 950 
23 km meon: 0.14798737 stddev: 3.80905857 moxobs: 22.78700000 47 km meon: 0.08979791 stddev: 1.02223986 moxobs: 17,27400000 
• 1 
700 750 800 850 900 950 700 750 800 850 900 950 
20 km mean: ~0.26409412 stddev: 4.04196676 moxabs: 23.38 I 00000 44 km meon: 0.26366051 stddev: 1.24151718 mo:.:obs: 21.04700000 
700 750 800 850 900 950 700 750 800 850 900 950 
17 km mean: 0.43889656 slddev: 4.25165261 ma>:abs: 24.21900000 41 km meon: 0,32011660 stddev: 1.66394769 moxabs: 24.76400000 5 










700 750 800 850 900 950 700 750 800 850 900 950 
14 km mean: 1.60269784 stddev: 5.18446538 mmobs: 36.47800000 38 km mean: 0.28601848 stddev: 1.72920485 moxobs: 21.30300000 
300~ 1 200 
100 
-10: ~
700 750 800 850 900 950 700 750 800 850 900 950 
11 km mean: 12.42604411 slddev: 14.16455246 moxabs: 128.59000000 35 km meon: 0.31984628 slddev: 2.22460008 moxobs; 22.63600000 
l ;;;,," .. : .. J 300 200 100 0~~~~·~----------------------------------~ 
-100~~--------~------~--------~--------~------~---"' 
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Höpfner and Kellmann: Optimization of model accuracy parameters 195 
Additional roy-poths for field-of-view ($7.1 0): 1; (Ref.: 6) 
29 km mean: 2.38667930 stddev: 7.46832589 moxobs: 49.47100000 53 km meon: 0.92279656 stddev: 2.21933724 moxobs: 28.76800000 
700 750 800 850 900 950 700 750 800 850 900 950 
26 km meon: 0.67652932 slddev: 7.524359\4 maxobs: 44.66800000 50 km 1.29700128 stddev: 2.70855527 moxobs: 25.78000000 
700 750 800 850 900 950 700 750 800 850 900 950 
23 km meon: -0.35542310 stddev; 8.22634691 maxobs: 53.06900000 47 km mean: 0.27368695 slddev: 2.30180569 maxabs: 38.45900000 
• 
800 850 900 950 700 750 800 850 900 950 
meon: -1.23234268 stddev: 8,97793980 moxobs: 54.39200000 44 km mean: 0.43603904 stddev: 2.89813645 moxabs: 54.65900000 
1 ::[.:~. -----1. l 
900 950 700 750 800 850 900 950 
S 17 km meon: 0.52951677 slddev: 9.58757628 moxabs: 57.68000000 
: l .. :;.~·· ~ • ~ -200- ........ "'' ·: . - . 
41 km mean: 0.78795592 stddev: 3.46882745 maxabs: 48.19400000 
700 750 800 850 900 950 700 750 800 850 900 950 
14 km meon: 2.79486981 stddev: 11.94416687 moxabs: 95.19300000 38 km meon: 0.61266658 slddev: 4.11508940 moxobs: 52.41500000 
700 750 800 850 900 950 700 750 800 850 900 950 




700 750 800 850 900 950 700 750 800 850 900 950 
32 km meon: 3.24703226 stddev: 6.17143557 moxobs: 42.17800000 
::~b-·"'"""'" -· -------~1 700 750 800 850 900 950 700 750 800 850 900 950 
Wovenumber in cm- 1 
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Figure 39: Absolute error [nW/(cm2 sr cm-1 )] and relative error [%] 
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Höpfner and Kellmann: Optimization of model accuracy parameters 197 
Additional roy-poths for field-of-view ($7.1 0): 0 (Ref.: 6) 





700 750 800 850 900 950 700 750 800 850 900 950 




700 750 800 850 900 950 700 750 800 850 900 950 
23 km meon: -2.53130470 stddev; 39.07639268 moxabs: 230.35000000 47 km meon: 2.63078103 stddev: \3.12191121 moxobs: 158.20000000 
700 750 800 850 900 950 700 750 800 850 900 950 
(L 20 km -6.65906466 stddev: 43.13394122 moxobs: 235.78000000 44 km meon: 2.05098724 stddev: 15.77659266 moxobs: 223.93000000 
r~r~ ....... ~,. ... -~~ ~1 :::~[ .. ~... • 
L 
700 750 800 850 900 950 700 750 800 850 900 950 
17 km mean: -1.74341470 stddev: 47.97139008 maxobs: 237.02000000 41 km meon: 3.73432466 stddev: 19.43412836 moxabs: 228.03000000 
~f, .... , • J 
700 750 800 850 900 950 700 750 800 850 900 950 
14 km meon: 15.39748148 stddev: 57.00342435 moxobs: 456.41000000 38 km meon: 3.10919721 stddev: 21.91142023 moxabs: 236.73000000 
700 750 800 850 900 950 700 750 800 850 900 950 
11 km meon: 135,41706210 stddev: 178.44226405 moxobs: 1436.70000000 35 km mean: 4.08589656 stddev: 24.93708451 maxobs: 217.92000000 
3000 
2000 
1000 :~k ....... 
• 
~ 
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Wovenumber in cm- 1 
Figure 40: Relative error [%) with respect to MIPAS NESR 
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Höpfner and Kellmann: Optimization of model accuracy parameters 199 
Additional ray-paths for field-of-view ($7.1 0): 2 (0-20 km), 0 (>20 km); (Ref.: 6) 
29 l<m meon: 11.84510671 stddev: 41.77653957 maxobs: 197.27000000 
700 720 740 760 780 800 820 
26 l<m mean: -0.57407187 stddev: 45.57988746 moxabs: 193.38000000 
700 720 740 760 780 800 820 
23 km meon: -2.39871566 stddev: 29.08253751 moxobs: 145,25000000 
700 720 740 760 780 800 820 
20 km meon: -0.61158497 stddev: 4.95970073 mm:abs: 23.38100000 
700 720 740 760 780 800 820 
14 km meon: 0.19411326 stddev: 6.25449793 moxabs: 36.47800000 
700 720 740 760 780 800 820 
300 
200 
53 km meon: 8,28810586 stddev: 13.63822591 moxobs: 134.79000000 
700 720 740 760 780 800 820 







700 720 740 760 780 800 820 
47 l<m meon; 4.95249749 stddev: 13.54438836 moxobs; 148.21000000 
700 720 740 760 780 800 820 






700 720 740 760 780 800 820 






700 720 740 760 780 800 820 
38 km mean: 4.81534027 stddev: 25,34959618 moxabs: 214.36000000 
-200.___~---~-~---------~------" 
700 720 740 760 780 800 820 
11 km mean: 13.66747755 stddev: 18.01029056 moxabs: 128,59000000 35 km mean: 5.33708125 stddev: 29.84087658 moxobs: 210.76000000 
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Wavenumber in cm- 1 
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Höpfuer and Kellmann: Optimization of model accuracy parameters 201 
Atmospheric loyering ($7.31, $7.32, ond $7.3): (o) 46 Ieveis (Ref.: 156 Ieveis) 
29 km meon: 0.51670719 stddev: 9.16857615 maxabs: 99.44100000 
700 750 800 850 900 950 
26 km mean: 1.12845417 stddev: 9.37948677 moxabs: 88,31900000 
700 750 800 850 900 950 
23 km meon: 1.82041094 slddev: 9.49441255 mmwbs: 80.95200000 
700 750 800 850 950 
53 l(m meon: 0.06345272 slddev: 1.95796068 moxobs: 47.59900000 
J""""" "''"'" 
700 750 800 850 900 









750 800 850 900 
47 km mean: 0.78374083 stddev: 2.41737804 moxabs: 67.04500000 
950 
950 
150~ ~ 100 50 
0 ~~--~1"~,,,"'~'1'--~------------------~~ 
-~~~ . 
700 750 800 850 900 950 
0..... 20 km meon: 2.80925253 slddev: 9.16291766 moxabs: 75.62700000 44 km meon: 0.81088251 stddev: 2.02501989 ma><obs: 30,07400000 
L~b~~· ~l J~---·····~~~ 
\._ 
700 750 800 850 900 950 
5: 17 km meon: 4.06540317 stddev: 9.15412399 moxobs: 71.49100000 






700 750 800 850 900 
14 km mean: 5.18916118 slddev: 9,59936194 moxabs: 68.19500000 
700 750 800 850 900 






700 750 800 850 900 950 
8 km meon: -0.22885760 stddev: 18.44125901 moxobs: 174.84000000 
700 750 800 850 900 950 
700 750 800 850 900 950 
41 km mean: 0.79733279 slddev: 3.25139599 moxobs: 48.34400000 




700 750 800 850 900 950 
stddev: 5.98129760 moxobs: 94.84800000 
700 750 800 850 900 950 
35 km meon: 0.15508002 slddev: 9.35943601 moxabs: 139.07000000 
700 750 800 850 900 950 
32 km mean: 0.08796919 stddev: 9.30647417 moxobs: 118.27000000 
700 750 800 850 900 950 
Wovenumber in cm- 1 
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Höpfner and Kellmann: Optimization of model accuracy parameterB 203 
Atmospheric loyering ($7.31' $7.32, ond $7.3): (b) 75 Ieveis (Ref.: 156 Ieveis) 
29 km mean: 1.05127472 stddev: 1.52692029 moxobs: 13.22900000 53 km me.an: 0.19492084 stddev: 0.38835841 moxabs: 8.11370000 
:~~··: = j l J 700 750 800 850 900 950 700 750 800 850 900 950 
26 km meon: 1,74290673 slddev: 2.55149664 maxobs: 13. 14900000 50 km meon: 0.50732916 stddev: 1.06894561 maxobs: 23.73000000 
~~- ' . ' 
• 
1 :~~··· j -20 
700 750 800 850 900 950 700 750 800 850 900 950 
23 km mean: 2.65250665 slddev: 4.09226367 moxobs: 24,56500000 47 km meon: 0.88766842 slddev: 1.06250552 moxobs: 12.71600000 
0:::: .~~ --- j ~~-· ~ Ul w z 
Ul 700 750 800 850 900 950 700 750 800 850 900 950 
<{ 
Q_ 
20 km mean: 3.97054153 slddev: 5.72398770 moxobs: 36. 11400000 44 km mean: 0.97694064 stddev: 1.29158659 moxobs: 14.63800000 
::;::; 










700 750 800 850 900 950 700 750 800 850 900 950 
s:: ...., 
3: 17 km meon: 5.48789545 stddev: 6.75467725 maxabs: 48.95400000 41 km meon: 0.93966853 stddev: 1.74390563 moxabs: 25.16700000 
~ ]., •.. ~. ' 
••• 
j c \._ 0 \._ 
\._ 
Q) 
Q) 700 750 800 850 900 950 700 750 800 850 900 950 
> 
+-' 
0 14 km meon: 7.33075283 stddev: 8.27783623 maxobs: 64.51000000 38 km mean: 0.76133616 stddev; 1.66476561 moxobs: 22.55400000 
Q) 
::k. j 0:::: 
700 750 800 850 900 950 700 750 800 850 900 950 




700 750 800 850 900 950 700 750 800 850 900 950 
8 km meon: 5.36956346 stddev: 7.18303286 maxobs: 44.66500000 32 km meon: 0.73589149 stddev: 1.40781316 moxabs: 15.24300000 
J.~ ;,., I ' 
• 
~ 
700 750 800 850 900 950 700 750 800 850 900 950 
Wavenumber in -1 cm 
Figure 46: Relative error [%] with respect to MIPAS NESR 
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Höpfner and Kellmann: Optimization of model accuracy parameters 205 






29 l<m mean: 1.43867114 stddev: 6.69718321 moxobs: 53.95600000 
meon: 1.87158237 slddev: 9.15386469 moxabs: 61.05300000 
700 750 800 850 900 
23 km meon: 2.22442059 slddev: 9.97972834 moxobs: 61.67000000 
700 750 800 850 900 
meon: 3.17646912 stddev: 9.91653964 moxabs: 54.78800000 
700 750 800 850 900 













750 800 850 900 950 














700 750 800 850 900 950 
8 km meon: 4.90400863 stddev: 9.28246833 maxobs: 46.55800000 
-60~~--------~------~--------~--------~------~--~ 
700 750 800 850 900 950 
53 km meon: 0.19492084 stddev: 0.38835841 moxobs: 8.11370000 
700 750 800 850 900 
50 km meon: 0.50732916 stddev: 1.06894561 maxabs: 23.73000000 
700 750 800 850 900 
4 7 km meon: 0.88766842 stddev: 1.06250552 moxobs: 12.71600000 
700 750 800 850 900 
44 km 0.97694064 stddev: 1.29158659 moxobs: 14.63800000 
700 750 800 850 900 
41 km meon: 0.98412495 stddev: 1.87219151 moxobs: 27.75900000 
700 750 soo 850 900 
38 km meon: 1.01803440 stddev: 2.53583197 moxobs: 40.26600000 
700 750 800 850 900 
35 km meon: 0.93807713 stddev: 3,19087476 moxabs: 46.61500000 
700 750 800 850 900 
32 km meon: 0.97570411 stddev: 4.02981153 moxobs: 45.48600000 
700 750 800 850 900 
Wavenumber in cm- 1 
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Figure 49: Absolute error [nW/(cm2 sr cm-1 )] and relative error [%] 
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Höpfner and Kellmann: Optimization of model accuracy parameters 207 
Atmospheric layering ($7.31, $7.32, ond $7.3): ( d) 29 Ieveis ; (Ref.: 156 Ieveis) 
29 km meon: -0. 13858705 stddev: 12.83451867 moxobs: 142.83000000 53 km mean: 0.08357766 stddev: 1.79503619 maxobs: 36.94700000 
:~rE----------31 
-50Jc::._~--~---~--~---~--~~j 
700 750 800 850 900 950 700 750 800 850 900 950 
26 km meon: 0,43040231 stddev: 13.26370178 moxobs: 127.55000000 50 km meon: 0.42189911 stddev: 1.60096827 moxobs: 35.36900000 
:~F-----~ ------'11 
-500cf ____ ~--------------.::lj 
700 750 800 850 900 950 700 750 800 850 900 950 
23 km meon: 1.35963090 stddev: 14.70544643 maxobs: 116.88000000 47 km mean: 0.86894832 stddev: 1.73717313 maxabs: 28.35000000 
700 750 800 850 900 950 750 800 850 900 950 
(L 20 km meon: 2.79924799 stddev: 16.82488433 moxabs; 109.21000000 44 km mean: 0.95302159 stddev; 2.28616223 maxabs: 27.65400000 
;::r l _::500:0::~~. ~. l
~ -50:f= .. ":'""'"':""'·"-:--~------------'lj t j 
L 
700 750 800 850 900 950 700 750 800 850 900 950 
~ 
5 1 7 km meon: 5.06135944 
L~b-.: 
stddev: 17.20286846 moxabs: 103.32000000 41 km mean: 0.68536318 stddev: 4.05683997 maxabs: 68.82500000 
700 750 800 850 900 950 700 750 800 850 900 950 
14 km mean: 7.49453100 stddev: 17.82344552 moxabs: 98.62400000 38 km mean; 0.33077490 stddev: 6.60398705 maxabs: 100.27000000 
11 km mean; 6.76150481 stddev: 32.76508590 maxabs: 314.73000000 35 km mean: -0. 11135603 stddev: 9.43120039 moxabs: 143.12000000 
700 750 800 850 900 950 700 750 800 850 900 950 
8 km meon: -67,64921045 stddev: 197,82104599 moxobs: 1602.40000000 32 km meon: -0.44682749 stddev: 11,86921106 maxobs: 155.89000000 
·J~-- '.... • .1 
700 750 800 850 900 950 700 750 800 850 900 950 
Wavenumber in cm- 1 
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Höpfner and Kellmann: Optimization of model accuracy parameters 209 
Atmospheric loyering ($7.31, $7.32, ond $7.3): (e) 77 Ieveis (Ref.: 156 Ieveis) 
29 km meon: 1.11939693 stddev: 1.72150765 moxobs: 15.72700000 53 km meon: 0.22236319 stddev: 0.43041316 moxabs: 8.72540000 
~~.; .. j J .. j 
700 750 800 850 900 950 700 750 800 850 900 950 
26 km meon: 1.88880473 stddev: 2.72260241 maxabs: 13.92000000 50 km 0.50107258 stddev: 0.69768261 moxabs: 9.63230000 
J--~: ·~ j J- ,, I 1 
700 750 800 850 900 950 700 750 800 850 900 950 
23 km meon: 3.00935739 stddev: 4.26461596 moxobs: 25.28000000 47 km mean: 0.8011 0555 slddev: 0.93632738 moxobs: 9.10690000 
0:: j~ -- J ~b;. 
• • • 
j IJ) w 
z -20 
IJ) 700 750 800 850 900 950 700 750 800 850 900 950 
<( 
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700 750 800 850 900 950 700 750 800 850 900 950 
..c 
+-' 
5 17 km meon: 6.06016216 stddev: 7.07169458 moxabs: 51.48300000 41 km meon: 0.94046418 stddev; 1.56197654 moxabs: 22.37500000 
1iZ 60 
j~~:. ' ' j c 40 20 1.... 0 1.... 1.... 
-20 (j) 
(j) 700 750 800 850 900 950 700 750 800 850 900 950 
> 
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700 750 800 850 900 950 700 750 800 850 900 950 
11 km meon: 9.29046167 stddev: 9.95401824 maxobs: 73.46300000 35 km meon: 0.71163336 stddev: 1.61497050 moxabs: 22.95600000 
60 
::~~"'" 





700 750 800 850 900 950 700 750 800 850 900 950 
8 km meon: 4.76716190 stddev: 7.48186194 moxabs: 43.72100000 32 km meon: 0.75194828 stddev: 1.46773383 moxobs: 18.48400000 
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Höpfner and Kellmann: Optimization of model accuracy parameters 211 
Gas/isotope number of the moin gos ($7.12): -1 ; (Ref.: 0, for no moin gos) 
29 km meon: -0.75176855 stddev: 1.44574421 moxabs: 7.69880000 53 km meon: -0.25366532 stddev: 0.67051820 moxobs: 8.86730000 
.:~r ~ l .. ~r ... ·-' .. · 
700 750 800 850 900 950 700 750 800 850 900 950 
26 km mean: -0.97584038 stddev: 1.55142909 moxobs: 8, 12840000 50 km meon: -0.41067880 stddev: 0,99939792 moxabs: 12.55400000 
.~r 
-120 
--'~ l .:~r ...... ; ..... · 1 
700 750 800 850 900 950 700 750 800 850 900 950 
23 km meon: -1,72966895 stddev: 1,94883416 maxobs: 10.44800000 47 km meon: -0,34714121 slddev: 0.73357154 maxobs: 7.31300000 
~~f -~· l -120 l 
I p I ' ' 
• 
• 
l .~~~ -120 
700 750 800 850 900 950 700 750 800 850 900 950 
~ 20 km meon: -1.81224634 stddev: 1.75697451 maxobs: 9.21550000 44 km meon: -0.42434993 slddev: 0.74330338 maxobs: 6.57490000 I .~r~ --~-... ====:::::::.:=:--~. l .:~r~-·~· ~·~~ 
700 750 800 850 900 950 700 750 800 850 900 950 
_c 
+-' 
5: 17 km 
L:~=r :-=;;; ..... w =• •=1 
meon: -1.11295431 slddev: 1.08813493 maxabs: 5.97910000 41 km meon: -0.17399664 stddev: 0,56412449 maxobs: 4,30360000 
700 750 800 850 900 950 700 750 800 850 900 950 
14 km mean: -0.59538699 stddev: 0.71047719 moxobs: 4.01110000 38 km meon: -0.07371405 stddev: 0.55832041 maxobs: 3.32950000 
700 750 800 850 900 
11 km meon: -0.46179498 stddev: 1.19780924 maxabs: 15.81300000 35 km mean: -0.21776483 stddev: 0.72105218 maxabs: 4.23880000 .. ~[ ·-. . . l 
700 750 800 850 900 950 700 750 800 850 900 950 
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Figure 55: Absolute error [nWj(cm2 sr cm-1 )) and relative error [%) 






















Höpfner and Kellmann: Optimization of model accuracy parameters 213 
Gas/isotope number of the ma1n gas ($7.12): CH (Ref.: 0, for no main gas) 
4 
29 l<m meon: -3.04008569 stddev: 5.26076169 moxobs: 33.96600000 53 km meon: 0.39466673 stddev: 1.90945941 moxobs: 31.87800000 
700 750 800 850 900 950 700 750 800 850 900 950 
26 km meon: -3.24862993 stddev: 5.14976659 maxobs; 32.03500000 50 km meon: 0.78435493 stddev: 3,20382783 moxabs: 46.51400000 
,:F~ 
• 
l -50 -100 -100 
700 750 800 850 900 950 700 750 800 850 900 950 















700 750 800 850 900 950 700 750 800 850 900 950 
20 km meon: -3.76202628 stddev: 4.59037418 moxobs: 28.58600000 44 km mean: -0.32279124 stddev: 1.31285650 maxabs: 33.61200000 
~::r-N- - 1 ~t~" 
J , .. ,," 
700 750 800 850 900 950 700 750 800 850 900 950 
17 km meon: -2.87700520 stddev: 3.94759495 maxobs: 27.36300000 41 km mean: -0.78461667 stddev; 1.75886357 moxabs; 26.59700000 
700 750 800 850 900 950 700 750 800 850 900 950 
14 km meon: -2.24304994 stddev: 3.58217445 moxobs: 26.40000000 38 km mean: -1.65887400 stddev: 3.33220439 moxobs: 26.94900000 
700 750 800 850 900 950 700 750 800 850 900 950 
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Wavenumber in cm- 1 
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Höpfner and Kellmann: Optimization of model accuracy parameters 215 
Gas/isotope number of the mom gos ($7.12): HN0
3 
(Ref.: 0, for no mom gos) 
29 km meon: -7.24021218 slddev: 12.88949895 moxabs: 106.52000000 53 l<m meon: 3.31911604 stddev: 10.67219643 maxobs: 178.19000000 
200 
700 800 850 900 950 700 750 800 850 900 950 
26 km meon: -6.79171265 stddev: 11.86998630 mQ)(obs: 101.90000000 50 km meon: 4.97351918 stddev: 15.04401590 moxabs: 221.16000000 
700 750 800 850 900 950 750 850 950 





700 750 800 850 900 950 700 750 800 850 900 950 








700 750 800 850 900 950 700 750 800 850 900 950 







700 750 800 850 900 950 700 750 800 850 900 950 
14 km mean: -4.34369254 stddev: 8.75130133 moxobs: 88.08600000 38 km mean: -5.00.35398.3 stddev: 10.19104482 maxabs: 127.78000000 
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700 750 800 850 900 950 700 750 800 850 900 950 




700 750 800 850 900 950 750 800 850 900 950 
8 km meon: -10.46201373 stddev: 13.61044329 moxobs: 130.95000000 .32 km mean: -7.92376353 stddev: 14.19599208 maxobs: 111.90000000 
200 
100 
700 750 800 850 900 950 850 950 
Wovenumber in cm- 1 































































~I ~I ,, d 
~I ~~ 
~~ ~ ~ ~: o I 
~;,j 
~ ~ ~I 




1 ~ " 0 s .-. 0 1 
I 
I o I 
I· I g I 
I~ I~ 
j g I~ 
~~ je I I 
i I I I 
ei 
I 1! ; i 
I~ 
I~ !I j ~ I~ 
Ii !I 
,, I j. 
!I 



























' I I 
i 
I - l ' ~ 
" 0 " 0 
l 
I 





I ! - I E j 
0 . 




































































Höpfner and Kellmann: Optimization of model accuracy parameters 217 
Gas/isotope number of the main gas ($7.12): H 0 ; (Ref.: 0, for no main gas) 
2 
29 km meon: ~0.11143522 stddev: 0.96876200 maxabs: 11.86000000 53 km meon: 0.02459709 stddev: 1.09069850 moKobs: 15.76500000 
J 
700 750 800 850 900 950 700 750 800 850 900 950 
26 km mean: -0.20265880 stddev: 1.13951146 maxobs: 11.61600000 50 km mean: -0.09356665 stddev: 1.31611651 moxobs: 16.82100000 
'llL~ . J 
700 750 800 850 900 950 700 750 800 850 900 950 




z J • • ~ 
(f) 
<t: 
700 750 800 850 900 950 
CL 20 km meon: -1.06850761 stddev: 1.66555087 moxabs: 12.50000000 












700 750 800 850 900 950 
17 km mean: -0.44862077 stddev: 1.27670228 maxabs: 12.89200000 
·~L ... ,. .. 
• • 
700 750 800 850 900 950 
14 km meon: 0.0444491 8 slddev: I. 13609922 maxobs: 13.18500000 
·~L~~···· 
• • 
700 750 800 850 900 950 
11 km meon: 2.72643298 stddev: 2.43641162 moxobs: 13,64000000 
700 750 800 850 900 950 
8 km mean: 18.68030973 stddev: 18.30690692 moxabs: 101.65000000 
700 750 800 850 900 950 
44 km mean: -0.15854129 stddev: 0,81879072 maxabs: 1 8. 16100000 
j ·~L-J ......  
700 750 800 850 900 950 
41 km meon: 0.14705915 stddev: 0,83081620 moxabs: 15,97600000 
J ·~~[ .......• : 
• 
700 750 800 850 900 950 
38 km meon: 0.34868151 stddev: 0.93426806 moxobs: 14.13000000 
700 750 800 850 900 950 
35 km meon: 0.32263707 stddev: 0.85559814 maxobs: 12.93600000 
700 750 800 850 900 950 
32 km mean: -0. I 0807639 stddev: 0.88996861 moxabs: 12.20200000 
700 750 800 850 900 950 
Wavenumber in cm- 1 
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Höpfner and Kellmann: Optimization of model accuracy parameters 219 
Gas/isotope number of the mom gos ($7.12): N 0 
2 
(Ref.: 0, for no m01n gos) 
29 km meon: -7.57412699 stddev: 13.16618539 maxobs: 91.22200000 53 km meon: 0.72713980 stddev: 2.88613504 maxabs: 47.40100000 
700 750 800 850 900 950 700 750 800 850 900 950 
26 km mean: -7.67461494 stddev: 12.69608885 moxabs: 87.85700000 50 km mean: 1.44331906 stddev: 4.99557264 moxobs: 70.59400000 
700 750 800 850 900 950 700 750 800 850 900 950 
23 km meon: -8,08063309 stddev: 12.23158223 mmwbs: 84.70600000 47 km mean: 0.65214290 stddev: 3.20908276 moxobs: 60.34800000 
50
mlllllill" J J 
-50t:-
-1001-
700 750 800 850 900 950 700 750 800 850 900 950 






700 750 800 850 900 950 700 750 800 850 900 950 
17 km meon: -6.33882093 stddev: 10.41905414 moxabs: 80.34600000 41 km mean: -2.48173898 slddev: 4.98963220 maxobs: 44.94000000 
;}~,._, I 
700 750 800 850 900 950 700 750 800 850 900 950 
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Höpfner and Kellmann: Optimization of model accurac,y parameters 221 
Gas/isotope number of the moin gos ($7.12): 0 ; (Ref.: 0, for no mom gos) 
3 
29 km meon: -0.00924219 stddev: 1.88938177 moxobs: 45.51700000 53 km meon: 1.15941689 stddev: 4.38183685 moxobs: 76.87600000 
700 750 800 850 900 950 700 750 800 850 900 






700 750 800 850 900 950 700 750 800 850 900 
23 km meon: -0.19308835 stddev: 2.31674356 moxobs: 42.96200000 47 km meon: 0.91722248 stddev: 4.14454518 moxobs: 78.66700000 
~ :~t"" ': ..... , ... ,,, 





20 km meon: -0.29208175 
700 750 
800 850 900 950 
stddev: 2.40385549 maxobs: 41.89800000 
800 850 900 950 
700 750 800 850 900 
44- km mean: 0.03528929 stddev: 2.56693006 moxobs: 66,51400000 





17 km meon; 0.15789974 slddev: 2,30123892 moxabs: 40.94700000 41 km mean: -0.29294924 stddev: 2.05767758 moxabs: 57.83800000 
5







meon: 0.53647331 stddev: 2.28157585 moxobs; 40,09600000 38 km meon: -0.32505372 stddev: 1.88792832 maxobs: 52.54400000 
• • • j 
I ""I' • • ! 
700 750 800 850 900 950 700 750 800 850 900 950 
11 km meon: -3.14302222 stddev: 5.60866239 maxobs: 39.33400000 35 km meon: -0.15558224 stddev: 1.79235746 moxobs: 49.35800000 
jt" ···= .,., '., .. , .. 1 jf~ ... : ...~. •~. ~1 
700 750 800 850 900 950 700 750 800 850 900 950 





700 750 800 850 900 950 700 750 800 850 900 950 
Wovenumber in cm- 1 
Figure 64: Relative error [%] with respect to MIPAS NESR 
222 Höpfner and Kellmann: Optimization of model accuracy parameters 
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224 Höpfner and Kellmann: Optimization of model accuracy parameters 
Ray-tracing step length ($7.11 ): 1 km; (Ref.: 0.1 km) 
29 km meon: 0.01632.300 slddev: 0.03163641 moxobs: 0.17227000 
1020 1040 1060 1080 1100 1120 1140 
26 km mean: 0.01526089 stddev: 0.02904937 maxobs: 0.16138000 
1020 1040 1060 







1020 1040 1060 
" 
1080 1100 1120 1140 
(l_ 






Q) -06 ' 
L 
1020 1040 1060 1080 1100 1120 1140 
53 km meon: 0.00041026 stddev: 0.00121652 moxobs: 0.01058500 
1160 1020 1040 1060 1080 1100 1120 1140 
50 km meon: 0.00070093 slddev: 0.00187796 moxabs: 0.01538800 
1100 
47 km meon: 0.00186329 slddev: 0,00383436 moxobs: 0.02548300 
1160 1020 1040 1060 1080 1100 1120 1140 
44 km meon: 0.00402585 stddev: 0.00724-810 moxabs: 0.04331000 




S 17 km meon: 0.01148128 stddev: 0.01811086 moxobs: 0,11431000 41 km meon: 0.00596805 stddev: 0.01107453 moxobs: 0.06435700 
~ ~iE. • : • j ~;t'--------......~ .. u  oo~" ~· • ~· j 
1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
14 km meon: 0.00554322 stddev: 0.01609781 moxobs: 0.09854600 38 km meon: 0.00769272 stddev: 0.01521812 moxobs: 0.09109000 
1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
11 km meon: 0.00916235 stddev: 0.01471045 moxobs: 0.08277900 35 km mean: 0.01069731 stddev: 0.02114172 moxobs: 0.12178000 
1020 1040 1060 1080 1100 1 120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 








1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
Wavenumber in cm- 1 
Figure 66: Relative error [%] with respect to MIPAS NESR 
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Höpfner and Kellmann: Optimization of model accuracy parameters 
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226 Höpfner and Kellmann: Optimization of model accuracy parameterB 
Ray-tracing step length ($7.11 ): 10 km; (Ref.: 0.1 km) 
29 km meon: 1.34255993 stddev: 2.57545672 moxobs: 13.96500000 53 km mean: 0.03770975 stddev: 0.11710886 moxobs: 1.02280000 
:~~t ... ,_. -----il 
1020 1040 1060 1080 1100 1120 1140 1160 





1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
1.25444881 stddev; 2.09184820 moxabs: 11.84500000 4 7 km meon: 0.16535320 stddev: 0.35079751 moxobs: 2.35920000 15r----------------------------------------------------. 
10 
-5 • • J 
1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 




1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 I 100 1120 1140 1160 
17 km meon: 0.85472403 stddev: 1.47342411 moxabs: 9.16680000 41 km 0.53732784 stddev: 0.99913577 moxobs: 5.80500000 
1020 1040 1060 1080 I 100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 




1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
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Wavenumber in cm- 1 
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228 Höpfner and Kellmann: Optimization of model accuracy parameters 
Finest spectral grid ($6.1 ): 0.0005 cm- 1 ; (Ref.: 0.0001 cm- 1) 
29 km meon: -0 . .30168439 stddev: 0.40811975 moxobs: 2.39200000 53 km meon: -0.00390497 stddev: 0.08065865 maxobs: 0.68697000 
J ; .. ;----. : ·- J +--~ -·~··. 
1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
26 km meon: -0.30660760 stddev: 0,35302198 maxabs: 2.17090000 50 km meon: -0.01572849 stddev: 0.11669508 moxobs: 1.01770000 
1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
23 km meon: -0.25491329 stddev: 0.3441 1525 moxabs: 2.05070000 47 km meon: -0.07680509 stddev: 0.17417504 moxabs: 1.33350000 
1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
meon: -0.28130813 stddev: 0.51126368 maxabs: 2.95080000 44 km mean: -0.11436413 stddev: 0.23725087 moxobs: 1.44710000 
1020 1040 1060 1080 1100 1120 1140 1160 
41 km meon: -0. 17285915 stddev: 0.29153509 maxobs: 1.63270000 
1020 1040 1080 1100 1160 1020 1040 1060 1080 1120 1140 1160 
14 km meon: -0.28539550 stddev: 1.02502910 maxobs: 5.98820000 38 km mean: -0.36067688 stddev: 0.38016831 moxobs: 1.88430000 
..... " j 
1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
II km meon: -0.24920425 stddev: 1.20270031 moxobs: 7.65020000 35 km mean: -0.40083674 stddev: 0.42431720 moxobs: 2.29910000 
-5 
:t;: ... ;=- . __ ,._ .• ·~ 
1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
8 km meon: -0.30119902 stddev: 1.11939706 moxobs: 7.94650000 32 km meon: -0.26954934 stddev: 0.41332911 maxobs: 2.50150000 
t~-;; .. -·-· ·-~·-
1020 1040 1060 1080 1100 1120 1140 1160 
Wavenumber in cm- 1 
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230 Höpfner and Kellmann: Optimization of model accuracy parameters 
Finest spectrol grid ($6.1 ): 0.0008 cm- 1 (Ref.: 0.0001 cm- 1) 
29 km -0.32698654 stddev: 0.39814369 maxobs: 3.33790000 53 l<m meon: -0.00526021 stddev: 2.25934481 moxobs: 24.32000000 
l···: ,, 
1020 1040 1060 1080 1100 1120 1140 1160 
26 km -0.33182950 stddev: 0.38150736 moxabs: 3.39080000 50 km mean: -0.02010386 stddev: 2.49266280 moxabs: 22.95600000 
1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
23 km -0.34544914 stddev: 0.37285335 maxobs: 3.37380000 2.23783162 moxabs: 20,11500000 
l··: " ' • • 1 
1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
20 l<m meon: -0,36067761 stddev: 0.39104145 moxabs: 3.32610000 44 km mean: -0.14329152 stddev: 1,32078552 mmcobs: 16.23100000 
1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 




T'''f'" 1' ··w· 
-10 
-20 
1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 






1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
11 km meon: -0.40203702 stddev: 0.59635434 moxobs: 10.68400000 35 km meon: -0.29495937 slddev: 0.44637402 moxobs: 3.18590000 
l : : :· .~ 
• 
1 l~-· ·~, .. 
• 
~ -20 
1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
8 km meon: -0.45077088 stddev: 0.53773906 moxobs: 10.46300000 32 km mean: -0.31973891 stddev: 0.41774755 moxobs: 3.22840000 
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Figure 73: Absolute error [nW/(cm2 sr cm-1 )] and relative error [%] 
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232 Höpfner and Kellmann: Optimization of model accuracy parameters 
Finest spectral grid ($6.1 ): 0.001 cm- 1 ; (Ref.: 0.0001 cm- 1) 
29 km mean: -0.49617030 stddev: 0.94879101 maxobs: 11.12200000 
1020 1040 1060 1080 1100 1120 1140 1160 




1020 1040 1060 1080 1100 1120 1140 1160 
1080 1100 1120 1140 1160 
20 km meon: -0.51311960 stddev: 0.99172693 maxobs: 10.20000000 
1080 1100 1120 1140 1160 
'3: 17 km meon: -0.49568525 stddev: 1.13121328 maxabs: 9.95080000 
~ J ........ '"'"'' • = • j 
1020 1040 1060 1080 1100 1120 1140 1160 
14 km mean: -0.53648517 stddev: 1.32876848 maxobs: 9.69540000 
1020 1040 1060 1080 1100 1120 1140 1160 
11 km mean: -0,51244367 slddev: 1.46991898 moxobs: 9.44000000 
1020 1040 1060 1080 1100 1120 1140 1160 
8 km meon; -0.60556465 stddev: 1.39310378 moxabs: 9.18760000 
) 
1020 1040 1060 1080 1100 1120 1140 1160 








1020 1040 1060 1080 1100 1120 1140 1160 








1020 1040 1060 1080 1100 1120 1140 1160 
1020 1040 1060 1080 1100 1120 1140 1160 
44 km meon: -0.18677254 stddev: 4.11805084 mm:obs: 43.59100000 
41 km meon; -0,28825858 stddev: 2.66526327 moxabs: 22.65400000 
~~~I"·'·' . ........ I rl r I,, J 
1020 1040 1060 1080 1100 1120 1140 1160 
38 km mean: -0.53239857 stddev: 1.78282053 moxobs: 13.49900000 
1020 1040 1060 1080 1100 1120 1140 1160 
35 km meon: -0.59203922 stddev: 1.26839699 moxobs: 11.60000000 
1020 1040 1060 1080 1100 1120 1140 1160 
32 km mean: -0.46014433 stddev: 1.00828491 moxobs: 11.42300000 
i~t--··:· ..... : ... 
• 
J 
1020 1040 1060 1080 1100 1120 1140 1160 
Wavenumber in cm- 1 




























Höpfner and Kellmann: Optimization of model accuracy parameters 
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234 Höpfner and Kellmann: Optimization of model accuracy parameters 
Accurocy for cross-section colculotion ($7.2): 1 0-8 ; (Ref.: 1 0- 12 ) 
29 km meon: -0.20594536 stddev: 0.12056857 moxobs: 0.72929000 53 km meon: -0.03158041 slddev; 0.02879888 maxabs: 0.09582100 
• • 
1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 
26 km mean: -0.19125053 stddev: 0.10750150 moxobs: 0.67135000 50 km meon: -0.05606791 stddev: 0.0487 I 140 moxabs: 0.16539000 
1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 
23 km mean: -0,20473110 stddev: 0.11918889 maxabs: 0.65527000 47 l<m -0.11851033 slddev: 0.09973567 maxabs; 0.35968000 


























1060 1080 1100 1120 1140 
-0.24937704 stddev: 0.16216108 moxabs: 0,86144000 
1060 1080 1100 1120 1140 
-0.29962501 stddev: 0.21648713 maxobs: 1.12060000 
1100 
1160 1020 1040 1060 1080 1100 1120 1140 
44 km -0.16910216 stddev: 0.13269612 maxabs: 0.51130000 
""t:: -0.5 -1.0 
-1.5 
1160 1020 1040 1060 1080 1100 1120 1140 
41 l<m mean: -0.20334409 slddev: 0.14853154 maxabs: 0.64895000 
+-' 
0 14 km mean: -0.34344079 stddev: 0.26602759 maxabs: I .41180000 38 km -0.22083576 stddev: 0.15364256 moxabs: 0.73981000 
Ql 
0::: 
11 km -0.36754120 stddev: 0.29684200 maxabs: 1.62080000 0.14498573 moxobs: 0.78756000 
1020 1040 1060 1080 1100 1120 1140 
0.82940000 
1020 1040 1060 1080 1100 1120 1140 
Wavenumber in cm- 1 
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Accurocy for cross-section colculotion ($7.2): 1 0-6 ; (Ref.: 1 0- 12) 
29 km meon: -2.71418815 stddev; 1.77333385 maxobs: 13.00500000 53 km meon: -0.36134469 stddev: 0.34576118 moxobs: 1.36690000 
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26 km meon: -2.59653550 stddev; 1.47082144 moxabs: 12.37500000 50 km meon: -0.63874697 stddev: 0.61710069 moxobs: 2.18640000 
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Figure 78: Relative error [%] with respect to MIPAS NESR 
Accurocy for cross-section calculation ($7.2): 10-4; (Ref.: 10-12) 
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Accuracy for cross-section calculation ($7.2): 1 0-4 ; (Ref.: 1 o- 12) 
(/) 
<( 
29 km meon: -36.69091941 stddev: 22.64319468 moxobs: 184,85000000 
1020 1040 1060 1080 1100 1120 1140 1160 
26 km meon: -35,59526764 stddev: 20.30742039 mo)(obs: 172.26000000 
1020 1040 1060 1080 1100 1120 1140 1160 
23 km mean: -41.47359448 stddev: 26.70444137 moxobs: 219.95000000 
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Q_ 20 km meon: -54.54222to6 stddev: 41.44054593 moxobs: 355.51000000 
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Figure 80: Relative error [%] with respect to MIPAS NESR 
Accuracy for cross-section colculo\ion - weighted wi\h pjp
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Accurocy for cross-section colculotion - weighted with p/p ($7.2): 1 0-8; (Ref.: 1 o- 12) 
0 
29 km meon: -4.17805194 stddev: 5.63645741 moxobs: 29.32600000 53 km meon: -1.04746089 stddev: 3.72554782 moxobs: .30.35100000 
1020 1040 1060 1080 1100 1120 1140 1160 
26 km meon: -3.38891951 stddev: 5,00876936 moxobs: 29.08800000 50 km meon; -1.69538788 stddev: 3,91437213 mo)(obs: 29.02600000 
1020 1040 1060 1080 
























1040 1060 1080 1100 1120 1140 1160 
41 km meon: -6.67856378 stddev: 6.86854814 mo)(obs: 30.27000000 
1020 1040 1060 1080 1100 1120 1140 1160 




1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 




1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 




1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
Wavenumber in cm- 1 







































"' .0 <( 
Accurocy for cross-section colculotion - weighted with p/p
0 
($7.2): 10-6; (Ref.: 10-12) 
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Accurocy for cross-section colculotion - weighted with pjp
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Accuracy for cross-section calculation - weighted with p/p ($7.2): 1 o-6 ; (Ref.: 1 o- 12) 
0 
29 km meon: -68,83266515 stddev: 50.73234650 moxobs: 420.52000000 53 km meon: -32.75905925 stddev: 35.59157548 moxobs: 226.94000000 
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-200 
-400 































1020 1040 1060 1080 1100 1120 1140 1160 
20 km meon: -56,76393093 stddev: 38.12453060 moxobs: 301.10000000 44 km mean: -93.56043608 stddev; 78.43036934 moxobs: 506,15000000 
-600L-----~----~------------~----~------------~~ 
1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
17 km meon: -57.57916238 stddev: 40.34235609 moxobs~ 288,07000000 
200 200 
1.1, ... II II• 
0 0 
-200 




1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 






1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 





1020 1040 1060 1080 1100 1120 1140 1160 




1020 1040 1060 1080 1100 1120 1140 1160 
Wavenumber in cm- 1 
































Accuracy for cross-sec\ion calculation - weighted with pjp
0 
($7 .2): 10-4 ; (Ref.: 10-12) 
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244 Höpfner and Kellmann: Optimiza.tion of model accuracy pa.rameters 
Accuracy for cross-section calculation - weighted with p/p ($7 .2): 1 o-4 ; (Ref.: 1 o- 12) 
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246 Höpfner and Kellma.nn: Optimization of model accura.cy parameters 
Width of the AlLS function ($7.8 
meon: 5.30785904 stddev: 18.24649810 moxobs: 84,67400000 
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1020 1040 1060 1080 1100 1120 1140 







1020 1040 1060 1080 1100 1120 1140 1160 
Wavenumber in cm- 1 





























(!) ...., ...., 
0 .., 
~ 
Width of the AlLS function ($7 .8 2): 0.15 cm-'; (Ref.: 7.00 cm-') 
19 km mecn: -0.187969711 ll.lo;ldev: 0.75353253 ma~a~c: 3.29460000 
1100 1120 
215 km mecn: -0.20130543 slo;lliew 0-71'137184 ma•cbl:: 3.19560000 
~~-. .. ,~;. ,;; •. :.! 
·-- ·-·- ·--- ·--- . ·-- ··-- .... ..~-
2.5 km mean: -0.21295992 sto;ldev: 0.66079220 mo•abll: J,tlJJOOOO 
o1•~~-; ~ .. ; · ····1 
·•• '"'" •••• '""" .... ''"" '''" ,.e• 
'e ·~ I I _.,~..".~ ·l i ~ ~~:~~~ - .... -:;:: .... 
20 km ....an: -0.22451978 1tdd..-: 0,64396524 ma•cbs: 3.106JOOOO 






17 km mecn: -0.2.3.:599458 stddev: 0.61202381 mCll<QbS: 3.09980000 
lF·~,.....,...:. ~- .: · :.1 
·--- ---- ·--- ·--- ··-- ·--- .. ·- ··~-
14 km meon: -0.24113514 aldd...: 0.S921a568 mawba: 3.09580000 
11 km m.on: -o.25128J75 atdd....,0.57575641 ma•at>s:J.09090000 
Jtliu;j,lt,,.....". • · ·• • j 
-- ··--
8 km meon: -0.28771331 stdd...,: 0.:..::1823644 mcn<cbs: 3,08«0000 
53 km meon: -0.02375970 stc:cc!...: 0.•11891713 me~•abr. 2.4611~ 
~r, .. ~.-:---- -1 
·-- --·- ·--- ---- .. -·-- .. ·- . -~-
50 km maan:-O.OJ7700JI3 ctd~0.571&45JO mc:•abr.J.271.WOOO 
~r!· .~-] 
1040 \OijO Hlt:IO 
'"" 
Wavenumber in cm-1 
Width of the AlLS function ($7.8 2): 0.15 cm-1 ; (Ref.: 7.00 cm- 1) 
53 km menn: -0.13650664 stdd ..... : 27.331816-44 ma•c:bs: t7Ba2ooooooo 
~~ l ~~ . , j,·,r ··l~lr·H 
·-- ·--- ·--- ·--- ··-- ··-- ···- ··-- 1020 ·-·- ·--- ·- ··-- ··-- ···- -·--
26 km IM'On: -0.04302246 slddev: o.~:zsn:zoo mc•~bs: ~.587JOOOo 50 km m..on: 21.477.30767 ctddev:: 11346.29-406778 mCI•Obs: 127530.00000000 
~~ l .~t ' 11.,1. .,.,(" l f l 
1020 J·-----·--l 
--- --·- ·--- ---- 1100 
~7 km meon:: 0.06048895 mtddev: 5.39723795 ma•ab.: 285.48000000 
-~ ~:. --.. , .. , ... ,,,., ' I 
20 km meon: -o.OJ575561 ~ldll-. 0.17389~79 ma•<:~bl:! 1.38150000 44 km mcan; -0.08468007 stdd-. 4.87382505 max<:~bs: 303.49000000 
;~I l 
w 1020 1040 1060 10BO 1100 1120 11-40 
~~ •, • I " ,1 I l 
1020 ·-·- ----
"' i J" --·-··-·--- l 41 km mcan: -0.083002100 atdd.,.,.: 2.191926ß0 mo•cbs: 71.9JBOOOOO 
.~1 ·l 
1020 1040 
1~ km meon: -0.02S51792 •Jidll-. 0.08251J17 mo•<:~t=; 0.5-l882000 38km mecn: -0.0544fi45J alddcv:: 1.49786734 mQ.Jcobs:33.61600000 
~ l ~f . l ::::t I 1 - - - ·- ·- ··- ··- ·-- ·-·- ·--- ·--- ··-- ··-- ···- ··--
lt km maon: -0.02703-'07 ~lddev: 0.06151688 mo•oilll: O.J9J98000 35 km "'"""' -0.0524J565 9\dde..-: 1.12756705 mo•aba: 20.40100000 
~~ l ~~ . I ·-- ·-·- ·--- ·--- ··-- ··-- ···- ··-- ·-- ·-·- ·--- ·--- --~ ··-- ···- ----
8 km m~~<~n: -0.02443064 ~1dd.,.,.; O.OJ73tl6t7 ma..,bs: 0.22230000 
.~! l .r --· ------ 1 ---- ---- ··-- ---- .... ·---
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29 km meon: -1.83071204 stddev: 7.39080371 moxobs: 31.36200000 
1080 1160 
26 km meon: -1,96422921 stddev: 7.01124802 moxobs: 29.75200000 
23 km meon: -2.08237266 stddev: 6.67196992 moxabs: 29.94500000 
20 km meon: -2.20000093 stddev: 6.29146087 moxobs: 30.10400000 
1040 1060 1080 1100 1120 1140 1160 
17 km meon: -2.29620139 stddev: 5.95948316 moxobs: 30.13500000 
1040 1060 1080 1100 1120 1140 1160 





1020 1040 1060 1080 1100 1120 1140 1160 
11 km meon: -2.46950386 slddev: 5,58568782 moxobs: 30,13200000 
-40 
1020 1040 1060 1080 1100 1120 1140 1160 
8 km meon: -2.83581592 stddev: 5.19226356 moxobs: 30.12600000 
40 
-40 
1020 1040 1060 1080 1100 1120 1140 1160 
53 km meon: -0.23115980 stddev: 4.00039548 moxobs: 23.95500000 
40 
1040 1060 1080 1100 1120 1140 1160 
50 km meon: -0,36680736 stddev: 5.46917468 moxabs: 31.20500000 
1020 1040 1060 1080 1100 1120 1140 1160 












1020 1040 1060 1080 1100 1120 1140 1160 
41 km meon: -1.04354902 stddev: 9.74402920 moxobs~ 51.44200000 
1020 1060 1080 1100 1120 1140 1160 
38 km meon: -1.28043935 stddev: 9.45884227 moxobs: 47.45600000 
1020 1060 1080 1100 1120 1140 1160 
.35 km meon: -1.49663704 stddev: 8.69822129 moxobs: 40,54400000 
1020 1040 1060 1080 1100 1120 1140 1160 
32 km meon: -1.67611079 stddev: 7.96670497 moxabs: 35.21800000 
1020 1040 1060 1080 1100 1120 1140 1160 
Wavenumber in cm- 1 












(1) ...., ...., 
g 













(1) ...., ...., 
0 ...., 
~ 
Number of cross-section recolculotions for limb-scons ($7.7): 3; (Ref.: -1) 
2J 1un rneon: -0.18!107Jn l!dd-. 0.12763982 mc~abs: 0.52260000 
~~··1 
-- ·-·- --~- •--- ··-- ••-- •••" .... n 
' E 20Jom tniOn;-0.19.3~96 l!ddeor.0.0691!3812 mc•ob:I;0.468JBOOO 
H~"'l 








II km moon: -0.10J1674J alddlw; 0.07510970 mclllol:>ti:O • .a309000 
r ._lll!JUI.IMAu...., .. ~,~ 
~~ r "'IW'-l 
S km meon: -0.04""9394 lltdd...: 0.038730~ m~;~..cbe: 0.2~ 
~~ . -· .-..- -~ 
1020 10.0 1060 ---- ··-- ---- ···- ·---
53 km mecn: -0.00110044 atd~: 0.00170~ mo•oZ>s: 0.011331000 
~~ -_-J 
-1.0 ___ ·-·- ---- 1080 
50 km meczn:-O.OOJOD765 ""~0.003SJ046 ma,."br.0.02589000 
~~ l 
·-- ---- ---- ----
47 km mC<Jn: -0.0209U87 ltddom 0.02467457 mo><Obs: 0.12690000 
~~ "_ -~ 
1020 ---- ··--
441<1Tt me<Jn: -0,05869306 stddB'r.0.07071827 mo><Obr. 0.32420000 
~r-:-· l 
---- ··--
41 l<m m.on: -0.06170575 stdd~~>r. 0.069478!12 mo~s: 0.26570000 
~F~~-- .! 
-t.DL--------.. --. ---... -'_-
38 km meo;n: -0.06364536 11\cldev: 0.0706363~ mOJ<GbD: 0.29470000 
~E l 
-~~ -~-~ -~~- '"'"' ''"" ...... ...... '''"' 
35 km m•on: -O.DB-«6218 aldde..: 0.09698151 rnCD<Ob<l: 0.43410000 
~E· --;o- l 
·-- ---- ---- ·--- ··-- ··-- ...... ··--
Wovenumber in cm- 1 
Number of cross-section recolculotions for limb-scons ($7.7): 3; (Ref.: -1) 
-~20 "" 
26 km mogn: -0.02519622 •ldd...r. 0.02274794 ma•ebs; O..J6098000 50 km m&e~n: -0.01284366 $tdde.r. 0.02373492 ma•.,l:la: O.J.4050000 
~~ ..... .. . ····· . 1 ~I ..... ··~· .... ~ .. 1 
·-- ·-·- ·--- ---- ··-- ··-- ···- ··-- ---- ........ ·--- ·--- ................ ···- ··--f -··~·~--··· -=-~ l ~C -~zrr;;~~" 
·-- ·-·- ·--- ---- ........ ··-- ...... ··-- ·--- ·-·- ·--- ·--- ................ ···- ··--
2tl km mecn' -0.036207~ atcklft; 0.03012051 mo>:obs: 0..3095.6000 44 km maan: -0.04J62977 stcldev: 0.07:267027 mOJ<cba; 1.61780000 
~ ~~ ~·"* . • , l r -:l•lf'lWrrT" 
Q) 1020 1040 1060 1060 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 11-4(1 ·-~-
Q) 
~ l" d-:,.~--:-;~·- ] l" -7.~~.fiFo'"~f~ 
-~~ -~·- ---- ··-- ··-- .. ·- ··~- ·--- ···- ·--- ·--- --~ ··-- ···- ··--
~~·- ---~~·- -::- l f --~.v;r;;·~~''] 
... " ........ . ..... " "'~" ''"" ,,.," ...... ....... ---- ···- ·--- ·--- ·--- ---- .. - .. --
11 1<m meon: -0.01791364 sldde-r. 0.02027293 moxobs: 0.17161000 3!1 km m~ol'l: -O.OJ10t4E16 s!dd""' O.O!iOJ906\ mo><Obs: 0.116771000 
:~1 -· . . I ~I ., .. , ... '''Tf' '1 
11.:" ·-·- ---- ---- -·-- ··-- ··--
~·- ----·-·-- l :f -7.,;;n,;;;;.~7", 
·-·- ---- ---- ··-- ··-- ----
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Number of cross-section recalculations for limb-scans ($7.7): 3; (Ref.: -1) 






1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 





L---~--~----~--~--------~--~~ J • • • l 
1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
23 km meon: -1.82618893 stddev: 1.22701001 moxobs: 5.06630000 47 km meon: -0.20321924 stddev: 0.23519958 mo:ocobs: 1.22720000 
"'"' 
• • ] 
1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
20 km meon: -1.92266056 stddev: 0.87834590 moxobs: 4.54600000 44 km mean: -0.57035512 stddev: 0.67679434 ma:ocabs: 3.12760000 
0 .,:;;; 





1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 




1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 




1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 






1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
32 km meon: -1.51795379 stddev: 1.76521584 mol(obs: 7.84920000 
1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
Wavenumber in cm- 1 





































Number of cross-section recolculations for limb-scans ($7.7): 2; (Ref.: -1) 
~ km mean: -0.00~6975 aldde.r, 0.00673625 maxobs: 0.06070000 
~~ ] 
--- --- ---- ---- ---- ---- ···- ----
26 1om moon: -0.269898B8 stlld-. O.l0J41-486 m<~•abs: 0.76910000 50 km me~~n: -0.02920307 sldd0'1:Q,040J6420 rnc:~xCibs: 0.20960000 
~r'- l - - ... 
mcnco~LOOB20000 
' E 201om .... an: -0.26115:Y.I6 aldd..-:0.10976213 maxob!I;0.72320000 
~:~r~··~· .. l 
~ 1020 1040 1060 1080 1100 11211 11<10 1160 
-" 17 km mooon: -o.21375079 atddrr. 0,10645280 mnxob~ 0.67949000 41 ~m mson: -0.12659114 at<I<Sev: O.Hl55262• ma><abr. 0.76290000 
1 ' l : "·~· ,._ -~ I·~ ... .. :~- - - - J 
14 km meon: -0.18314334 aldd-. 0.12124199 maxcbs: 0.75343000 
~t...~ r~----~ ____ ,.---,-·=: ·---:-:-:~:-M....,·= ._ ... ..,-:-:-:~=-'J 
11 km m~~en: -Q.1J51.4841 stddoY: 0.10572276 m<neob!J:0,64999000 
~J ' ... -----1 
---- -·--
8 km msan: -0.0613~77 alddew; 0.0!1732397 maxoba: 0.32979000 
~~":,..--· --:.=· -----"-____ ,--·...,."~=-· :-.. = .. --=~~--:-:-:~:-.. --:-: •• -::::-"] 
Wovenumber in cm-1 
Number of cross-section recolculations for limb-scons ($7.7): 2; (Ref.: -1) 
f --·:, ~.~-- -:;::-., r ---.. r;r;;;.;;;~;;" 
OR• ---- ·--- ---- 00•- ··-- ·--- ·-·- ·--- ··-- ··-- ----
26 km mecn: -0.05219117 sldd""' O.OJ9874S5 mc;~•abs: 0.5272'0000 50 km mean: -0.056J!I077 stdo;ler. 0.09·H1471 ma,."bs: 1.49410000 J . " . . j ~~ , f'"' "~r·r~ ,., 
...... '""" '"""" "'"" '""' ,,.,,., ....... ''""' ,,.,.,,., 11\M\ '""" ......... tttv"l ,,.,,., ...... '""' 
23 km mecn: -0.077J61fl.J slddev: 0.05580127 rna•c;~bs; 0.4a7a7000 J ...... .. ] 
. .,_ ·-·- -~- ·-~" ··-- .. ,.,,., ,,,,., "~- ·•'::--::::----:-:~-:::-::---:-:::--:::::---:-cc::---:-:-:::-' 1020 ""'" '""" '""" """ '""" ···- ··--
20 Iom mean: -0.05590806 •tddBY; 0,0'1990011 ma•abs: 0.50131000 44 km mean; -0.088739.3.4 ortddftv: O.l5269Ja2 m,..<:~bl!:: 2.92370000 
~ ~~ .... . . . l J ... "r,w··~rr·t] 
w '""" ....... '""" '""" """ ".,,., .... ,., """ ,".," '""' ......... ·~- ........ ....... . .. ,., ....... 
" -" 0 
w 
"" 
f- ---:~.:-:·-· -."7·- I f- -~. r;r;;;;.r;r~:--" 
1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1060 1100 1120 ···- """" 
~r ---::.:-.--":"" 1 r --~r.;~~ .. ~.,~~, 
,.,,., "'"' '""" "'"" ttnn tt?n ,,..,., '"'" tn:>n trwn '""" HIWI 11M 1120 ,,.,. '"'" f- --·----- I f --~.r:::::.::;~.,1 
,_,., '"'" '""" ""'" '''"' ''"'" <t•n ''"'" tn">" ....... Ht<tn '""" ''"" 1121) '''" ooM f ------- I f -~r:7:.::;~:-.. 1 
tO~u ---- ---- ··20 
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Number of cross-section recolculations for limb-scans ($7.7): 2; (Ref.: -1) 







1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
26 km mean: -2.65817565 stddev: 1.95842590 moxobs: 7.48800000 50 km meon: -0.28317833 stddev: 0.38668152 maxobs: 2.06250000 






=~lr~~·~· :........ • • J
1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 








1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
20 km meon: -2.66571433 stddev: 1.11484984 moxobs: 7.0 t 920000 44 km meon: -1,31676914 stddev: 1.72311567 moxobs: 7.94920000 
0 ... ::: 
-2 """· •. L .l .. JJ I I ~" -4 I 




1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 







1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 







1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1080 1120 1140 1160 







1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
8 km meon: -0.62094165 stddev: 0.59159998 moxobs: 3.33950000 
-~1i 
.,... 
~ '':-:-1 -12 
1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
Wavenumber in cm- 1 











(!) I ..., ..., E 
0 " ..., ~
"' 
% NE " ......._ ::.::::: 
~ :;:: 
(") " s .<::: ,., 
"' ~ ..., " (") "' s :; 









(!) ..., ..., 
0 ..., 
~ 
Number of cross-section recolculotions for limb-scons ($7.7): 1; (Ref.: -1) 
5J km meon: -0,011555090 stdd~ 0.1238~634 mc>«:~bs: 0.72030000 f ... l 
~F";;;:;-8-==- l t·-.;·--·-·-- 1 
-~ ·~-~ .... ~... ·-... ........ ...,... . .. ,., ....... --~-
23 km meon: -0..49•JB522 sldd!l'r. 0.26405512 mo><abs: 1.64040000 t ...... ;. =:· I 
~- --·- ---- ---- ---- ··-- .. .... . ....... 
20 km mearr. -O.l6171762 slddav:: 0.1602:2nJ mn•cbs! 1.12960000 I ~-- -~ ~ . ·~-
··-- ···- ----
17 km meon: -0..30984898 atdd..r. 0.17935479 mc><e~DI: 1.04360000 41 km mecn: -o.435a.51J Btdd...r. 0.71107118 mo•cbr. 3.53420000 
'I ' ~- l ~ --- ~!-'-'' l ......... ., ........ '"'"' ·-- -·- ·--- ---- ··-- ··-- ···- ··--
14 km mecrr. -0.2692&426 atdo;lw. 0.1"0330J mOllotol: 1.12180000 36 km mecru -0.44103192 1\dd..-: O.&J,48A959 m<nob:lc 2.60980000 l . --=~ - - - - - . J ~F ... ~ J 
II km meal'l: -0.20079228 atdd...: 0.16587-404 mo•otrs: 0.93505000 35 km mean: -0.606JJ279 atdd-. 0.72:793442 mcn<Obs; 2.757.oi.0000 : . l ~F ..... ~ l '! . -
8 km mecn: -0.1111-4026 alddorv:0.1087~691 mol<Obll! 0.!>9035000 
=.! .. -· --l 
··- ·-·· ··-- ·--- ··-- ··-- ···- ··--
Wavenumber in cm-1 
Number of cross-section recolculotions for limb-scons ($7.7): 1; (Ref.: -1) 
29 km m~n: -0.176J7BJEI s1ddev< 0.11260660 mox.;~bs: t.J9070000 
r-~- .... --. -~ 
..... '"'" '""" '""" ''"" .......... , .... .. 
_" 
-":"~::-. -::,_:::.:----:,:::: .. ;;;-.--;; .. ;: ..;--;-;"_;;;----;.;-;.-;;---;; .. -;;.-:---;.:;; ..;.-" 
26 km meo;~n: -O.\lBJ90~J sldd....: 0.065~2220 m~•.;~bs: 0.84QJS000 50 km m~n: -O.In67650 stddev: O.J1-1277tl5 mo•o;~bs: :).-14220000 
.~1 . I .~! ' T""'"f~'" 
1020 1040 1060 1080 1100 1120 ···- ···- ·--- ·-·- ··--
2.3 km mec;n: -0.11061534 atll4w. 0.08490591 mollo;~bsl 0.75094000 47 km meon: -0.26986610 stlldo:rv; 0.-16879.316 ma><obs: 8.85010000 
J I ,~~~~-~-~~, f ' . ""fr~~~~'l'l - - - - ·- ·- ··- - ,.,_ ·-·- ....... '"""' """ ··-- ............ 
20 km mean: -0.0858511-14 slddev; 0,064.35~7 !l'lo;ll!ObB: 0.8185oiODD 0.16.2-16878 stdd-.0.326s.B811 mol<Obr, 5.117200000 
J- l 
~ 1020 1040 1060 1060 1100 1120 \HO ""'" 
J ' -."f'''"'"'l"'f~ ''1!] 
.... ·-·- ." .. " ·-~" ··-- ··-- ...... """ 
"' ! ,f- -<•••• ----·- l ~-------., .f I''" ... ''"""r' 
·-·- ·--- ---- ··-- ··-- .... ·-- ·-·- ---- ·--- ··-- ---- ···- ----
1-1 km meon: -0.05964821 Kld<l...-:0.06832297 m.;~xo;~bs: 0.57053000 Jßkm m•o;~n: -O.t03J9B5.:!1 atdc;!cv:"0.1-185006J mG>OO~;>~r.J.0\130000 
.~~ l f I" • ... ' ., ··r" .• , '! 
1020 1040 ·--- ---- ---- ---- ---- ·-·- ---- ---- ---- ---- ··--
11 km mao;~n: -O.DJB.J.4B61 at<kkrv: 0.04ol2626.l moxoba:: 0..33008000 .35 km mf!On: -0.11759573 11\lldev: 0.121251511 rnnxo;~bs;2.287JQOOO 
.~1 l r~~------1 .~ ,.. . ' .. , "' 
·-- ·-·- ---- ---- ··-- ·--- .... ··-- 10ou 
8 km moron; -O.Ol<l27071 stddev: 0.01e.J261-I mo;~l<Obll: O.OIIS!i9700 32 km m""n: -D..216~n atdd....: 0.1~69760 mo>«:~bs; 2.46410000 
.~1 ! .~1 ";"." . " '" ' ., 'l 
1020 1040 10ß0 1080 1100 1120 11-10 1160 1020 1040 1050 1080 1100 1120 11-10 1150 
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Number of cross-section recalculations for limb-scans ($7.7): 1; (Ref.: -1) 







1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
26 km mean: -6.27296064 stddev: 4,46267760 moxobs: 23.79900000 50 km meon: -1.15197036 stddev: 1.76665181 moxobs: 10,43300000 





1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
23 km meon: -4.92790223 stddev: 2.64626942 moxobs: 16.34800000 47 km meon: -4.45169241 stddev: 7.54583113 moxobs: 46.02600000 






1020 1040 1060 1080 1100 1120 1140 1160 1140 1160 
20 km meon: -3.62465032 stddev: 1.67022156 moxobs: 10.96300000 44 km meon: -4.35889466 stddev: 7.64959223 moxobs: 42.78800000 
1020 1040 1060 1080 1100 1120 1140 1160 







1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 








1020 1040 1060 1080 1100 1120 1140 1160 







1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
B km meon: -1.12493418 stddev: 1.11886004 moxobs: 5.97810000 32 km meon: -13.00655064 stddev-: 14.05733846 moxobs: 58.28700000 





1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
Wavenumber in cm- 1 
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256 Höpfner and Kellma.nn: Optimization of model accuracy parameters 
Number of cross-section recalculations for limb-scans ($7.7): 0; (Ref.: -1) 
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Figure 98: Relative error [%] with respect to MIPAS NESR 
Additional roy-poths for field-of-view ($7.1 0): 2; (Ref.: 6) 
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258 Höpfner and Kellmann: Optimization of model accuracy pa.rameters 
Additional ray-paths for field -of-view ($7 .1 0): 2; (Ref .: 6) 
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Additional ray-poths for field-of-view ($7.1 0): 1; (Ref.: 6) 
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260 Höpfner a.nd Kellmann: Optimization of model accuracy parameters 
Additional ray-paths for field-of-view ($7.1 0): 1; (Ref.: 6) 
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262 Höpfner and Kellmann: Optimization of model a.ccuracy parameters 
Additional ray-paths for field-of-view ($7.1 0): 0; (Ref.: 6) 
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Figure 104: Relative error [%] with respect to MIPAS NESR 
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Figure 105: Absolute error [nW /(cm2 sr cm-1 )] and relative error [%] 
264 Höpfner and Kellmann: Optimization of model accuracy parameters 
Additional ray-paths for field-of-view ($7.1 0): 2 (0-20 km), 0 (>20 km); (Ref.: 6) 
29 km meon: -7.19319727 stddev: 37.46091019 moxobs: 176,14000000 53 km meon: 14.25597607 slddev: 17.21367966 moxobs: 119.03000000 
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Atmospheric layering ($7.31, $7.32, and $7.3): (a) 46 Ievels; (Ref.: 156 Ievels) 
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Atmospheric loyering ($7.31, $7.32, and $7.3): (a) 46 Ieveis; (Ref.: 156 Ieveis) 
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266 Höpfner and Kellmann: Optimization of model a.ccuracy parameters 
Atmospheric layering (~P.31, $7.32, and $7.3): (a) 46 Ievels; (Ref.: 156 Ievels) 
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1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 




1020 1040 1060 1080 1100 1120 1140 1160 1040 1060 1080 1100 1120 1140 1160 


















1020 1080 1100 1120 1140 1160 
20 km meon: -8.55154063 stddev: 21.30943517 moxobs: t 16.67000000 
100 
-100 
1020 1100 1120 1140 1160 
17 km meon: -6,09424547 slddev: 19.62675577 moxabs: 111.23000000 
2ooe-----------------------~--------------~-----, 
100 
1020 1040 1060 1080 1100 1120 1140 1160 
14 km meon: -4.36152033 stddev: 18.64405209 moxabs~ 107.30000000 
1020 1040 1060 1080 1100 1120 1140 1160 




1020 1040 1060 1080 1100 1120 1140 1160 
1020 1040 1060 1080 1100 1120 1140 1160 
1120 1140 1160 
44 km meon: 6.64975095 stddev: 14.1.3157894 moxobs: 112.10000000 
-100 
1020 1040 1060 1080 1100 1120 1140 1160 
41 km mean: 3.21250155 slddev: 10.30098981 maxobs: 81,93500000 
200.-----~----~------~----~----~------~--------, 
-100 
1020 1040 1060 1080 1100 1120 1140 1160 




1020 1060 1080 1100 1120 1140 1160 





1020 1040 1060 1080 1100 1120 1140 1160 





1020 1040 1060 1080 1100 1120 1140 1160 
Wavenumber in cm- 1 














CD ' '"' '"' E 0 " 
'"' :;; 'B""' 'E 








" 2 s ::> 0 








'"' >-j 0 
'"' 
;:,<l. 
Atmospheric Joyering ($7.31, $7.32, ond $7.3): (b) 75 Ievels; (Ref.: 156 Ieveis) 
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Atmaspheric loyering ($7.31, $7.32, ond $7.3): (b) 75 Ievels; (Ref.: 156 Ievels) 
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268 Höpfner and Kellmann: Optimization of model accuracy pa.rameters 
Atmospheric layering ($7 . .31, $7 . .32, and $7 . .3): (b) 75 Ieveis; (Ref.: 156 Ieveis) 
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Atmospheric loyering ($7.31, $7.32, ond $7.3): (c) 66 Ieveis; (Ref.: 156 Ieveis) 
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Atmospheric loyering ($7.31, $7.32, and $7.3): (c) 66 Ieveis; (Ref.: 156 Ieveis) 
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270 Höpfner and Kellmann: Optimization of model a.ccuracy parameters 
Atmospheric layering (1P.31, $7.32, and $7.3): (c) 66 Ievels; (Ref.: 156 Ieveis) 
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Atmospheric layering ($7.31, $7.32, and $7.3): (d) 29 Ieveis; (Ref.: 156 Ievels) 
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Atmospheric layering ($7.31, $7.32, and $7.3): (d) 29 Ievels; (Ref.: 156 Ievels) 
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272 Höpfner and Kellmann: Optimization of model accuracy parameters 
Atmospheric Jayering (~P.31, $7.32, and $7.3): (d) 29 Ievels; (Ref.: 156 Ievels) 
29 km meon: -20,42128480 stddev: 43.70484130 mo)(obs: 228.98000000 53 km meon: 6.08931260 stddev: 15.89627174 moxabs: 124.82000000 
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Figure 114: Relative error [%] with respect to MIPAS NESR 
Atmospheric loyering ($7.31, $7.32, ond $7.3): (e) 77 Ieveis; (Ref.: 156 Ieveis) 
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274 Höpfner and Kellmann: Optimization of model accuracy parameters 
Atmospheric layering (1P.31, P.32, and $7.3): (e) 77 Ieveis; (Ref.: 156 Ieveis) 
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Figure 116: Relative error [%] with respect to MIPAS NESR 
1160 
1160 
Höpfner and Kellmann: Optimization of model accuracy parameters 275 
~ ·~ ~~ 
~ ~ ~ 
~ ~ -' -~ 
'üi' ~ I ~ 0 "' 2 ~ c ·a • ~ E ~ ~ 
0 ~ j ~ i c I ~ ~ .2 1 l ~ ö ' I '  I 
<; E 
ß u 
~ ß ß ß ~ ~~ 
g 
~~ ~ ~~ r'~ ~~ q" ~ ~~ s 
I ' <; -" 





I ~ § 
0 
(/) ~ :;: 0 ; ~ 
;: 
"' • * c d ;; d ·a 
E ~ ., 
~ I § 
~ ~ I :5 ~ g " § ~ 0 ~ g ~ d 
:;; i f -" ~ 
E 
I ; I :J c "' ~ CL ~ ~ 
2 ' 0 ! 
(/) 
" (/) 0 g g g g g g g ß G 
~~ 2 ~2 q~ ~ ~ 
q~ ~ q2 ~e ~e ~~ 
' ' ' 
% UJ JOJJa aAJ\DiatJ 
~ 8 ~ I ~ ~ ~ s ~ 
'üi' 
~ • ~ 
~ 






t ~ ; .2 ö i ~ l I "' • • E ß ~ ~ u g g ß ~ .~ 
I 
NOt;<'T"i'~~e No c;- 1 'f " 7 e M07'f'f'f~2 T 'f 'f7 e <; 
-" 
'N E :J 
,...: c ~ "' e > 
~ ; t ~ 
0 
(/) ~ :;: 
0 ~ "' c ~ ·a 
E 




I I ~ ~ ~ I ~ :J c ~ g "' ~ r ~ CL 'I B ' ' 0 ' ' (/)  ' " (/) 0 g ß ß 7~ r 'f '~ ~ G NO'I'1"i''?~2 NO ' T T ~\'" T 'f72 ' 1 "i' 'f7 e N 
(
1
_wo JS ,wo)/Mu UJ JOJJa a)n1osq1;1 
Figure 117: Absolute error [n W f ( cm2 sr cm -l )] and relative error [%] 
0::: 
(/) 
276 Höpfner and Kellmann: Optimization of model accuracy parameters 
Gas/isotope number of the ma1n gas ($7.12): -1; (Ref.: 0, for no mam gas) 
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Figure 118: Relative error [%] with respect to MIPAS NESR 
Gas/isotopenumber of the main gas ($7.12): CH
4
; (Ref.: 0, for no main gas) 

















23 km mean: -1.57181574 stddo:ov: 1,66658225 mc;~xoba: 6.76850000 47km mecn:-0,23&47496 ctd~0.40365120 m""O~>S:2.67410000 
~f~•· ,.,, ~-~] 
·-- ·-·- ·--- ·--- --~ ··-- ···- " __ 
(\) ' ...., E ...., u 




::::::: --- 3: 





"' g UJ 
Ql ...., 
Ql 
~ :; s 0 
"' I .D 











,...~--~--1 ~~ f""" "_ .... 
1020 1040 ·--- ---- ··-- ·--- ···- ··--
:;:- 1..46603241 maxcbs: ß.HI920000 J5 l<m meo.n: -1.425.32160 at.;ld•..-: 1.70587611 mo•abs: 6..67940000 
(\) 
(\) ...., ...., 
0 ...., 
?fit 
Wavenumber in cm- 1 
Gas/isotope number of the main gas ($7.12): CH
4




mean: -0.190186!>4 stdd""' 0.02980960 mo.aol>s: 0.25-417000 
J.JA,Jlild~ll~: 
-a.~ .. ::":---.:-::,.:-::,--:.,::.,::--:::.,c:::.,--:.-::.,::-,--:: ..c:: __ :---.:-: •• :-::_--:.:-:: ••• :-' 
~" •m mecfl:" -O.t6706J92 atdele'Y: 0.02793160 mCI•Obs: 0.2<1982000 
;:f ,. . : •• :;J 
-0.6 
-o.e,.'::,,--:.-::,.::-,--::.,:-::.,:---.::-.. ::-,--:.::.,,::---:: ..:: __ --:.-:: ..::-_ --:: ..::: .. :-" 
2J km meafl:" -0.156<17076 aldde..-: 0.021!5<1786 mco•Cibs: 0.24451000 
-- ~ -~- ~--- ~--~ ~-, 
... , :: ',,.,b~~ 
-0.2-- ...... _,. 
=~;L~o--:.:: ..::. -::: ... :-::.--;; .. ;;; ..;---,.;;; ..;;-. -.;;: .. ;;.--" ..:;; ..;---,.;-;._."' 
20 km m.on: -0.12766999 atddev: 0.03168811 mo•abs: 0.23899000 
~ ~--~ .::-_, 
a; 1020 \CJ-(0 1060 1080 1\00 1120 1\-40 
Ql 
> 17km mecfl:"-0,096788.32 aldd-.0.!)<1281612 mo•ab!I:0.234J8000 




-o.e~E_ .• --.-.. .,-.--.• -•• --.•• -.--.-•• -:-. ------........3 
14 km m110n; -0.07754293 "lddiiV; 0.05012083 ma•obs:: 0.23080000 
~E~~ · l 
--- ·-·- ·--- ·--- ··--
11 km m110n: -o.05!>7J043 alddw. 0.061.45590 ma•ab!l: 0.22792000 
~E~-.. ~:-- J 
=~~...... ......... '""" '""" '""' 1120 ···- ··--





=~~t~--.-.. -.--:: .. ::: .. :--~ ... ;;:.--;.;;; ..ß.-~--~-;-~--;--~--~--~ 
1HlO 
50 ~m mean: -0. 1<110681::; atdd<tw: 0.009.39557 mo""b:: 0..39<186000 




~E~~.. . . I 
-~ 1100 -o.e - --- --- -
«km medn: -0.091<15932 stddev: 0.02662<117 ITICI•o.bB: 0.18721000 
~E ~- ~~=---- ·-,_ ·· I 
.41 km rnean: -0.06961441 std<:~-. o.02256m m(tl<Qbr, 0.224~ 
~~r .. , I • ultdhil -0.2 " 4 ]Ii ~ 
-0,4 ... 
-o;~'-,.--,-.. -0 --,.,-0------------' 
:~t ---~. -.-;::-üj 
1020 10<10 1060 
-~~ m ''"' ., + t!ellftUhllJI~ 
=~~02t0--.-.. -. --.. -.. :---:::.-::.--;;;;;;--;;;;;--;~--;;;~ 
.:S2 km mean; -0.2J018<130 stdde..-: O.OJ804QS.4 ma.abs: 0.31296000 
0., l -~ ~~ ~ '"" . "* l,t"l·~ 
1020 10<10 1060 





































































278 Höpfner and Kellmann: Optimization of model accuracy parameters 
Gas/isotope number of the mam gas ($7.12): CH
4
; (Ref.: 0, for no mam gas) 
29 km meon: -15.20238011 stddev: 17.15828106 moxobs: 70.30600000 
26 km meon: -15.22445687 stddev: 16.58373248 mcxobs: 67.87400000 
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32 km meon: -15.61840735 stddev: 17,81897058 moxobs: 71.15700000 
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Figure 120: Relative error [%] with respect to MIPAS NESR 
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280 Höpfner and Kellmann: Optimiza.tion of model accuracy parameters 
Gas/isotope number of the ma1n gas ($7.12): HN0
3
; (Ref.: 0, for no main gas) 
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53 km meon: 10,96657793 stddev: 18.39270027 moxobs: 118,14000000 
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Figure 122: Relative error [%] with respect to MIPAS NESR 
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282 Höpfner and Kellmann: Optimiza.tion of model accuracy parameters 
Gas/isotope number of the main gas ($7.12): H
2
0; (Ref.: 0, for no main gas) 
29 km meon: -2.76996255 stddev: 3.99596199 moxobs: 29.42400000 53 km meon: -5,34448636 stddev: 9.52927911 moxobs: 64.18800000 
50 
-50 
1020 1040 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
26 km meon~ -3.0.3839886 stddev: 3.87882025 moxobs: 28.4 7800000 50 km meon: -7.37559455 stddev: 12.04633479 moxabs~ 76.90400000 
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1020 1040 1060 1080 1100 1120 1140 1160 1040 1060 1100 1120 1140 1160 
23 km meon: -3.72466531 stddev: 3.70570669 moxobs: 27.43800000 47 km meon: -4,71788300 stddev: 7.77669179 moxobs: 51.80300000 
• 
1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
20 km meon: -3.39004786 stddev: 3,32479717 moxobs: 26.33900000 44 km meon: -2.00103264 stddev: 4.08667946 maxobs: 31.69500000 
• • 
• 1 -+-·~· • • • • .1 
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284 Höpfner and Kellmann: Optimization of model accuracy parameters 
Gas/isotope number of the main gas ($7.12): Np; (Ref.: 0, for no mam gas) 
29 km meon: -.35,21400384 stddev: 39.81724654 moxobs: 154.84000000 53 km meon: -1.87636427 stddev: 4.01218157 moxobs: 28,69600000 
1020 1040 1060 1080 1100 1120 1140 1160 
26 km meon: -34.16966960 stddev: 38.11249728 moxabs: 149.75000000 50 km mean: -0.13332780 stddev~ 2.15492647 maxabs: 15.88900000 
::f"" "'"~·~· ""'"'""""" • • 1 
1020 1060 1080 1100 1120 1140 1160 1020 1040 1060 1080 1100 1120 1140 1160 
23 km meon: -33.28615420 stddev: 36.61036086 moxobs: 145.14000000 47 km mean: -1.05614692 stddev: 1.81024290 maxobs: 14.05300000 
:~r- ~.: .. ~ .........  
1020 1040 1060 1080 1100 1120 1140 1020 1040 1060 1080 1100 1120 1140 1160 
20 km meon: -30,96025081 stddev: 34.97713406 moxobs: 141.21000000 44 km meon: -6.05902720 stddev: 7.24410488 moxobs: 44.16100000 
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Figure 126: Relative error [%] with respect to MIPAS NESR 
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286 Höpfner and Kellmann: Optimization of model accuracy parameters 
Gas/isotope number of the main gas ($7.12): 0 ; (Ref.: 0, for no main gas) 
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Figure 128: Relative error [%) with respect to MIPAS NESR 
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Roy-trocing step length ($7.11 ): 1 km; (Ref.: 0.1 km) 
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Roy-trocing step length ($7.11 ): 10 km; (Ref.: 0.1 km) 
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Finest spectral grid ($6.1 ): 0.0005 cm- 1; (Ref.: 0.0001 cm- 1) 
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1250 1300 1350 "00 1450 
41 km mean: -0.00802117 stddev: 0.04800403 maxobs: 0,54931000 
1250 1300 1350 ,.00 ,.50 
38 km meon: -0.00768976 stddev: 0.05486262 maxobs: 0.60338000 
1250 1300 1350 "OO ,.50 








~r - I )" . • t j..------------~~. ~. ~l 
1250 1300 1350 ,.00 t•5o 1500 1250 1300 1350 ,.00 ,.50 1500 
8 km meon: -0.17557125 stddev: 0.35399528 maxobs: 5.56110000 32 km mean: -0,01660026 stddev: 0,28563836 moxobs: 7.37300000 
l: .• 
1250 1300 1350 t•oo t•5o 1500 1250 1300 1350 ,.00 1450 1500 
Wavenumber in cm- 1 

































Finest spectrol grid ($6.1 ): 0.0008 cm- 1; (Ref.: 0.0001 cm-') 
r-~----·-l 
28 km ITIIIC!II: -D.003490J2 51.:!~ 0.0511!1334 m~;~•clls: LJ0490000 
~ + l 
1!100 
23 km maan: -Q,0049l729 !ll.:!~ 0.082771121 mo•Cbs: 1.112300000 






.S 17 km meon: -0.00739728 stddev: 0.04JI3781 mc.abs: 1.1-48JQOOO 
L~l t l 
~ - - - - -<( 
14 km rneon: -(1.00974554 alcklw. 0.02t;75192 m<JKcbs:0.70!86000 
~~ I ·~ I 
II km mll(ln: -o.O!J9580J sr~ 0.01556188 ma•oba: 0.32986000 
~~ ! o.o I -0~ -1.0 
-1.0 "" 
8krn meon: -0.01905192 stddll'r. 0.01116976 moxcns: 0.1128.4000 
~~ l 
5J km me= -O.OOOJD-Ii78 aleld-. 0.00222413 m<m;~bs: 0.03489700 
§I l _,. 
-1.0 
-1~ ···- ·-- .... ··-- .... "" 
50 krn meGn: -0.00051881 stddeo;: 0.0032«19 m""abr.O.D51\S200 
:~! l 
---- ---- ·--- ·--- ···- 1:.00 
47 km meo11: -0.0007119-t stddo:ov: 0.00423354 mo•abs: 0.08513100 
~~ l - ·- ~ 
.44 km meon: -0,00092020 atdo:lev: 0.0047!>400 mcaobs: 0.07038100 
~~ l 
41 km maCin; -0.00097951 11tddev: 0,005011.39 mcm;~ba: 0.08770000 
:~! l 
-~~ ··- ·-~~ 1500 
Ja -m meon: -0.00112220 stddev: 0.00536981 mCllloi>E O.OIS5SJ900 
~~ l 
35 tm mean: -0.00134584 •tddev: 0,00774615 mCII<obft: 0.1~56000 
:~! , l 
-~-- --~ ··~~ ···~ ... 
32km ..... cn:-0.001117841 std<Sav<0.017184~ moxtlbs:0.40100000 
~~ I l 
---- ·--- --·- ··-- ···- ... 
Wavenumber in cm-1 
Finest spectrol grid ($6.1): 0.0008 cm-1; (Ref.: 0.0001 cm-1) 
29 km meon: -0.012«533 stdd""' 0.11686467 mc•cbs: 3.21320000 
~I I 
·-·- ---- --- 1500 
26 km meon: -0.00877134 s!ddlitY:. 0.09274441 mc•<:~bs: 2.78710000 
~~ l 
,., .. n <VY'! ,,.,n unn u"n 1500 
23 km meon: -0.00663-«J stdde'v: 0.070..7592 mc•ctn: 2.07020000 
-~' l 1250 ---- ··-- ··--




~ .. r- -·---··--"·* 1 
---- ---- ··-- .... . .. 
14km mean: -O.CJO.UJ299 Blddev:0.0163448!i mc,..,b!l:0.2&1.62000 
j l 
·--- ---- --- .... . .. 
11 km mecn: -0.00443293 stdOOv:0.00634128 mc~<Cbll:0.095881l00 
~~ I r --·-----~- 1 
"~ 
53 km m~cn: -0.50450820 std~ •s..J2t87518 m<:~•ct>s: 4697.80000000 
:ld ~,~ l~t ·I' ,.I[ "· - I, Ii ·I~ I I lj _;:: '"] ~!f'l'll j'"'W I lllf'll 
·-·- ·--- ·--- ·--- ---- ... 
50 km mean: -0.56743582 atdd..., 29.JOO.DJ23 m ... abs: 2!;14.160000000 
'jl1riH1H II '['/·I' ' ',,1,1 '"'lj 
---- 1300 --
47km meon:0.122147'13 stddel<;-4(1.134'15831 mc•otn:'l251.20000000 
" , I . , . '"I I j .:: r~·lt'FJ'II' T I' I' I l'r [" •. " 
·-E~ ·--- • ••• • ••• "' 
44 km mscrt: -0.04739825 atddev: 7.274108<10 mc•cO~: 764.97000000 
_}J,.", ' '''I I 
41 km mecn: -0.05709292 slddav:0.61587248 mc><OO~t:26.76400000 
l' ' l 
38 km ""'(11'1: -0.03014814 Blddev: 0.32181140 mClll1lb~: 6.954JOOOO 
-·~1 I ·--- ---- -~~- . ·- -·· 
35 .1om tne(ll'l: -0.0175834J •tddev: 0,203-46899 mCII<cbs:4..UJgoooo 
~~ l 
32 km meon: -0.0178.2544 std"dev: 0.1511_.~ rno>:obs: J.20..70000 
] I 
1250 1300 



































Höpfner and Kellmann: Optimization of model accuracy parameters 295 
Finest spectral grid ($6.1 ): 0.0008 cm- 1; (Ref.: 0.0001 cm- 1) 
29 km meon: -0.03765752 stddev: 0.50446411 moxobs: 12.4.3600000 53 km mean: -0.00428953 stddev: 0.03143632 moxobs: 0.50942000 
Jf : ·t: • ] ] l 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
26 km meon: -0.05024028 stddev: 0.77402734 moxobs: 19.52100000 50 km meon: -0.00726543 stddev: 0,04624515 moxobs: 0.71728000 ] ., + .• • t :}[E---------31 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
23 km meon: -0.07087908 stddev: 0.93811413 moxobs: 24.26800000 47 km meon: -0.01007351 slddev: 0.06060835 moxobs: 0.91330000 
~ }[ ' +. ' • • j :1 : • • • 1 
..c _,__, 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 
20 km meon: -0.08275062 stddev: 0.88450198 moxobs: 23.94500000 44 km meon: -0.01302530 stddev: 0.06817736 moxobs: 0.98691000 
17 km meon: -0.10660033 stddev: 0.64380034 moxobs: 17.16900000 41 km meon: -0.01388951 stddev; 0.07187482 moxabs: 0.95672000 
1500 
'3: 
r] .: ·+ • j :;~[ : j 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
14 km meon: -0.13921111 stddev: 0.39500852 moxobs: 10.49300000 38 km meon: -0.01601105 stddev: 0.07720669 moxobs: 0.91902000 
• j ] 1 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 





1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
8 km meon: -0.26765041 stddev: 0.15838509 moxobs: 1.38660000 32 km meon: -0.02836432 stddev: 0.25565658 moxobs: 5.99900000 
:::r• 1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
Wavenumber in cm- 1 






























(!) ...., ...., 
0 ...., 
~ 
Fines! spectrol grid ($6.1 ): 0.001 cm- 1; (Ref.: 0.0001 cm-1) 
29 km meQn: -Q.Q0275451 std"..,., 0.0J873J15 m~oCM:" 1.02050000 
ll ~ J 
·-·- ··-- -- ---- ···- ·--
26 km mecn: -0.00177731 stddev: 0.05911039 mc•ab!l: 1.828SOOOO 
~I .~. -l 
....... ......... ........ ,.,,., ...... ,., .... 
23 km mecm -0.00314691 ~~~ 0.0715aJ8t mO>tcbs: 2.06570000 
~I .~. 1 
- 1.250 1300 13~ 1400 14!<0 "" 
' 
ir-.r------~ 
~ 1250 1.JOO 1350 ..•• • •• 
.f: 17 km m!Kltl:: -0.00997318 •tc;lcl-. 0.051().3510 mcoct=t: 1.60700000 u .. ~. ' l 
.2 1250 I.JOCI 1350 I~ 1450 ••· 
""' 14 km meon; -0.014854Je stckle-r, 0.04006299 mc•cbs: 1.01860000 
~~ ~ ! l 
•••• • • n ••nn ••"" '"' 
II km m.on: -Q.0207029fl 1lddev: 0.04JJ6385 mc•cba: 0.69223000 
ll I t I 
·-- ··-- ···- ... 
8 km meon: -Q.o2!1489M mldde-r. 0.02677049 mcxabu: 0.42~0 
-~ "I :~ 
'·' • I .... . .. 
-0.5 ·--- .... ,.. ·=" 1400 
5J ~m mecn: -0.000«634 mt4de-r. 0.00314150 mO>tcbs: 0.07193000 
.~!_--- _l 
50 km mecn: -0.00070029 stdde-r. 0.00445290 mci<Cbs: 0.06858100 
~~ - - l ··-- ···- ... 
471<m mecr1: -0.00106899 stddev: 0.00573924 mO>tobr.0.08687000 
~I _ .... l 
44 km meon: -0.001182!U stddev:0.00632912 mc:o:ob1: 0,09146400 
~~--- l 
··-- ....... <Loo 
41 km m0(1<1: -0.00127168 9\ddev: 0.00657515 mC><ob.: 0.08880800 
ll J 
lJ= 
JS km m110n: -0.001J85.40 9\dde.-: 0.00691808 mc•ciHI: 0.08477700 
~I -· _ I 
35 km meon: -0.001-4052:1 9\ddov: 0.00945152 m01:0ba: 0.16635000 
ll -·_ - - - l 
J2 km ti"Mon: -0.00~0287 atdd-. 0.0199!1431 m01<0ba:: OAI893000 
~I •: 1 
·--- ---- ··-- ·-· 
Wavenumber in cm-1 
Fines! spectrol grid ($6.1): 0.001 cm- 1; (Ref.: 0.0001 cm-1) 
29 km mean: -o.02881521 stddev: 0.14661952 mc•cbs: 3.24770000 
~I l 
,,...,.. U"'"' <YK.. oonn OoO• 
26 km mecn: -0.0134-4132 stdde-v:: 0.11&44439 mc•cbs: 2.76980000 
~~ I 
ZJ km mecn: -o,Ot300451 mldd-. 0.()9958tUJ mo•otls; 2.11040000 
.~1 l 
·~-~ ov •• 
20 km mecn: -o.01202288 sldde-v:: 0.08704525 mC><cbs; 1..55190000 
;,~! I 
~ - - - - - ~ 
Q) 
1 .l- -·-.. ·--~---·- I 
--~- ·--- -~- ··-- ···-
14 km mecn: -0.01205598 t~1ddev:0.06645401 mo.oba: 1.2-4850000 
~~ I 
11 km mecn: -0.00776505 atddo>v: 0.02756812 mc><Obs: 0.47.329000 
~~ l 
<'"'" <~nn oT~" • ·-• • ••• "' 
8 km mecn: -0.00~ sld.:!e.-; 0.0052ZJ::!4 ma•cbs: 0.09.l08JOO 
~~ l 
•••• ov.. •••• •••- •••• ••• 
5.3 km fl"lecn: -0.22163650 sldde-r. 20.1!8J$246J mc•ol>s: 1697.40000000 
·:1 1'11' ~1 1 1' li "· ' " ,II I ~~ 11 I 11 -~:: ·r I' lrj 1\ T'f''' , "]'' 
'""'" n"" oT•n ,.,.,,., '""" 1~ 
50 km mean: -0.88261951 stddn: 35.70286780 mO>tCb$:3605.00000000 
~~~~*~l~l~~·~l'l .. l'' 11 l·~·l ·· ·1  
. - ·--- ·--- ··-- ··-- ... 
47 km mecn: 0.09859849 stdd-. 44.95<1!;.0762 mc•Obs: 4734.70000000 
·::f .LI I " l i 
-~=f'l''!'"'~fll' '!",,,'I' " l''''l"l. '] 
---- ---- --- ··-- ··-- --· 
44 km macn: 0.00088151 Bldde-r. 8.74059268 moi<CI>s: 916.50000000 
}·II,.,.,. ' I' 'II" I 
'"'"" •~n no.,., ••"" <d,., ••• 
.41 km maan: -O.QI.S26269 sto;Sdev: 0.747500n mllliOI>s: 31.11.300000 
~~ 'I' ,. " l 
·-·- ·--- -~- ··-- .... . .. 
38 km maon: -0.03347342 stddev: 0.382«693 mOI:CI>s: 10.58400000 
.:~! l 
1300 ·-
35 km mecn: -0.02187679 IJ!do;lev: 0.23913«4 mC><obs: 5.5ZJ60000 
'~! l 
'""" ,..,."., <T<.n •••• •••• ·•· 
32km mecn:r-O.OJJ!I76!19 aldde.o:O.ta!IO»!IJ mc.oba:3...3!1310000 
·~I l 
·-·- 1300 ---



























































Höpfner and Kellmann: Optimization of model accura.cy para.meters 297 
Finest spectral grid ($6.1 ): 0.001 cm- 1; (Ref.: 0.0001 cm- 1) 
29 km meon: -0.03824288 stddev: 0,57770200 moxobs: 15.25600000 53 km meon: -0.00624671 stddev: 0.04370066 moxobs: 0.95163000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 





1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 





1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 








1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
17 km meon: -0.13948655 stddev: 0.75743828 maxobs: 24.02400000 41 km mean: -0.01841864 stddev: 0.09433505 moxabs: 1.24530000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
14 km mean: -0.20748464 stddev: 0.57164606 maxobs: 15.22800000 38 km meon: -0.01983692 stddev: 0.09959799 moxobs: 1.18930000 
1 • 1 ~r •- • • • 1 1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
11 km meon: -0.28862053 stddev: 0,59049151 moxabs: 9.27930000 35 km mean: -0.01971260 slddev: 0,13835702 moxobs: 2.48690000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
8 km meon: -0.36194996 slddev: 0.37802567 moxobs: 5.74930000 32 km meon: -0.03524980 slddev: 0.29655737 moxobs; 7.30950000 
l -10 • • ' • • 1 -~~[ 4~··· ~1 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
Wavenumber in cm- 1 



































Accurocy for cross-section colculotion ($7.2): 10-8; (Ref.: 10-12) 
29 km moan: -0.00319927 stdoe-v: o.oonsasc mg.•ot~S: 0.0145SJOO 5J km mean: -0.0001!>876 st!Sd-. 0.00008617 tn<P:ab:l:0.00047470 
~ -.-.. l 
···- ···- ... ~~ - l -~"" -~-- . ....... . ··- ·--
28 km meon: -Q.0036101D atdcl<rY:. O.OOJOlJ!iJ maoat>s;. 0.02044800 50 km m&e~n: -0.00027566 1\CICI"": 0.00015<121 mouoboo: 0.000011480 
:~F :;;.. ..... - j 
-o.ost.l_-::::---::::---:=:---:=:---:=:---::'-
.::1 l -0.04 
-O.O!J'------, .• -.• --...• ----c.-.. -... -. ---:-:'·••· 
~p;:=---l 
""*-" ''"'" •~" u'"' ''"" '*-' 
47 km meon: -0.000600!11 std~ O.~m mo,.gbs: 0.00194500 
=~~~ 1 
-o.oeL._ -:::::--:-:.::--~::-----:-:::;:--;:;:-----;;j_ 
j lfsn:= ___ l 
3: .•.. ---- ·-- ··- ··-- .•. 
44 km m.cn: -0.00097543 ctddev:O.OOO!i7584 moo;abr.0.00296600 
~~ J 
<:: 
.!: t7 km mean: -Q.00889918 at6dn: 0.00954922 ma~atls; 0.06064000 .41 km meon: -0.001372J9 llddev: 0.00082195 mGIICba: 0.00389900 
~~ l 
38 km ,.,.ar~: -0.00173626 stdd-. O.OOHlel021 m_,t>s::0.00480180 
~~ l 
.35 km macn: -0.00209288 atdci<N:.O.OOtJ2209 mc~<~~ts: 0.00657JOO 
~~ l 
1:'.100 --~- ---- ·--- ··- . -~- -~-
32 km me!Jtl: -0.00:!74~ aldd...: 0.0018917.3 mCJJ<Obs: 0.0Hl09800 
~I ~J 
Wovenumber in cm- 1 
Accurocy for cross-section colculation ($7.2): 10-•; (Ref.: 10-12) 
29 km mecrc -o.03J!J206t -'ddlw: O.D4ll97855 ma~aba: 0.669«000 
l I - ·- ·- ·-
26 km meal"l: -o.023J251J -'d~ O.OJ291400 ma>«:~b•: 0..39057000 50 km meon: O.OJ2n697 std~ 25.6527945-4 mo>«:~O•: 27.36.10000000 
.~1 I ~f·,~* l'"jl,' ... , ... ·+ ·l 
·-·- ··-- ··-- ··-- ·-· ·--- ···- ··-- ···- ... 
2J km meon: -0.01970!!29 stddlr<l 0.02629516 maxcbll: 0.27127000 47km mean:-0.21J1-4J41 std~1.07851J85 ma>«:~Os:66.55400000 
~~ l _" .;l~r r· ......... ! l 
20 km !ftOCn: -0.01768985 slddev: 0.027D4J2J moxc.bs: CU0296000 4-4 km m.an: -0.112&4468 Rldd-.0..33662269 mc•abr. 9.73250000 




}r~ '''" .. .. .... · · · l 
,.,...., , .. .,., '"""" u"" ••~" n• 
" 1 
.l ___ .... _______ I 41 km meon: -0.1J06522J a!<klev: 0.21794220 mcrxobs: 6.58490000 
J ....". '·· l 
1250 ··-- ··-- ··-- ••. ·-·- ·--- ··~- . ··-
14 km meon: -0.0086J607 DlddOW: 0.01898606 maxcb!l: 0.24-454000 J8 km meon: -0.09326141 aldd...: 0.1.3623157 mcrxotrr. 2.92050000 
Jl I _" l · I 
11 km mean: -0.00347675 Dldd....-: 0.01027411 maxcbll: 0..1488<1000 J5km ""'CI"I: -0.06620058 atdc!cY:.0.09206ol:97 mc><abs: 1.52500000 
.~1---- .... 1 ::1 l _" 
Skrn mean: -0.000298!16 atddev:0.00256967 mo~bs:0.027.JS000 l2 km .,.,.,c1n: -0.050085!!2 s\dd-. 0.0693159<1 rnC><Obs: 1..07560000 
11 l J l -15 ~ ·-·- ---- ··--


























































Höpfner and Kellmann: Optimization of model accuracy parameters 299 
Accuracy for cross-section calculation ($7.2): 10-8; (Ref.: 10-12) 
29 km meon: -0.04588234 slddev: 0.03510996 moxobs: 0.21764000 53 km meon: -0.00224881 stddev: 0,00130335 mo)(obs: 0,00693600 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 
26 km meon: -0.05471831 stddev: 0.04470012 maxobs: 0.30580000 50 km meon: -0.00391440 slddev: 0.00233700 mo>tobs: 0.01270200 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 
23 km meon: -0.07880453 stddev: 0.07202531 moxobs: 0.48275000 47 km meon: -0.00853803 stddev: 0.00525716 mo)(obs: 0.02856500 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 











1250 1300 1350 1400 1450 1500 
17 km meon: -0.12746513 stddev; 0.13820767 moxobs: 0.90687000 
1300 1350 1400 1450 1500 








1250 1300 1350 1400 1450 1500 
11 km meon: -0.08696268 slddev: 0,13493096 mo)(obs: 0.83755000 
-1.0"---~--------~----~---~----~ 
1250 1300 1350 1400 1450 1500 
8 km meon: -0.01252397 stddev: 0.12622629 moxobs: 0.96176000 
1250 1300 1350 1400 1450 1500 
1250 1300 1350 1400 1450 
41 km meon: -0.01958230 slddev: 0,01243834 moxobs: 0.05738000 
1250 1300 1350 1400 1450 
38 km meon: -0.02479493 stddev: 0.01601696 moxobs: 0.07085800 
1250 1300 1350 1400 1450 
35 km meon: -0.02991019 stddev: 0.01991223 mo>tobs: 0.09830100 
1250 1300 1350 1400 1450 
32 km meon: -0.03926666 stddev: 0.02826790 moxobs: 0.15102000 
1250 1300 1350 1400 1450 
Wavenumber in cm- 1 









Accuracy for cross-section colculotion ($7.2): 1 0-6; (Ref.: 1 o-'2 ) 
J ~.• ,11 .. 1111111 l 







50 km mec.n: -0.00481139 s.t<:ld""' 0.16537414 mcr•obs:" 1.8401000P 
~F~~~~~~;~~·~-- ---- l 
"= 







r--------- - ----~ L~IIII~Will 
CD ' ...., E ...., 0 0 ...., ;; 
F NE 
~ 0 ::;:::: - 3: (;' " s .!=0 
~ 
"' 0 
"' :: ...., " 
n " ..... :;
::l g 
I .0 









CD ...., ...., 
0 ...., 
~ '"'' 
Wavenumber in cm-1 
Accurocy for cross-section colculotion ($7.2): 10-6; (Ref.: 10-'2) 
29l<m mOCin: -0.47960396 :tdd....,0.71114J01 ma•cbs:7,89190000 
~~ .. l 
<">"-"' '"""' 1nn ''"" ,,,.,., ,,. 
26 ~m m~n: -0..30947769 Dldc!ev: Q.48!.l2327 mc•ob.: 4.60080000 
~~ l 
'2= 
23 km meon: -0.2&7tl48 •l<fd&r. 0.37993459 ma•o.bs: 3.01220000 
-~~ - - -l ,.,.n tmn 
20 km moon: -0.218HISJ!I atdciM 0.34857869 mcr•o~ 3.61100000 44 km meol'l! -2.61940526 stdde..; 4.3420~9 111CI<Cil>s: 122.97000000 
d j 
~ -lOOE._-::"::c,,:---:-,""=---::,"=,:---:-,.::",:---:-,.::,.:---::',5.00 
-~fl~'r'"""'''' ".;., .. ,." •j 
·~ ~ - ~ 
" i r -·--"·---~ 41 km motOn: -1.8!l57921J Dlddev: 2,71539560 mc:.cbs: 47.64800000 -~tii1!JI"'I". " .. ~ .... ~·-~ --1 
14km m.on: -0.10792493 llddov.0.2288180J mcmbm:2,6HIOOOOO J8 km meon: -T...J54JS50J DUlde-.: 1.84094939 rnco;cba:22.57100000 
-~ l :ll'"" '' .. .. .. ..... l 
1250 ---- ··-- ·-· 
11 km m.on: -O.OJ58229S sl<fd-. 0.10749513 mo•cbs: IA2800000 J5km mcQfl: -0.97145409 'tdcf-. 1.JJ5n091 mco:ol>s:16.36800000 
-~ l l ' '"··:-··-: l "_ ··-- ···- ··-- ,.,_ ... ·--- ·-- ·-· 
8 km m&On; 0.()0.4.40865 atddev: 0.0397192Q tnOI<Cib•: 0.29156000 J2 km mecn: -0,73246720 etddor...: 1.0J384990 tnCI<Cibs: 12..23200000 
~~---·-- ...... l ~~- .... ! -~~~tl--"-"---:;:;;;---;-;;~--;;;~--;-;;.--~ 













































































Höpfner and Kellmann: Optimization of model accuracy parameters 301 
Accuracy for cross-section calculation ($7.2): 1 o-6; (Ref.: 1 o- 12) 
29 km meon: -0.61112167 stddev: 6.34743580 moxobs: 47.27200000 53 km meon: -0.04047703 slddev: 1.58693847 moxobs: 17,51000000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
26 km meon: -0.68727191 stddev: 6.56740058 moxobs: 43.61400000 50 km meon: -0.06783192 stddev: 2.41632650 moxobs: 26.87400000 
J 
1250 1300 1350 1400 1450 1500 
23 km meon: -0.96058516 stddev: 6.33301128 moxobs: 36.25300000 47 km meon: -0.14081400 stddev: 3.22784937 moxobs: 36.33600000 
1400 1450 1500 
20 km meon: -1.34678455 stddev: 5.62363801 moxobs: 31.45600000 44 km meon: -0.21105809 stddev: 3.80397825 moxobs: 43,30700000 
L---~------~------~----~------~----~ 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
17 km meon: -1.62939584 stddev: 5.27566951 moxobs: 30,08000000 41 km meon: -0.28351599 stddev: 4.23578345 moxobs: 47.03800000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
14 km meon: -1,57320656 slddev: 4.68594116 moxobs: 26.73400000 38 km meon: -0.35886721 stddev: 4,67741957 moxobs: 48.11400000 
L---~------~------~----~------~----~ 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
11 km meon: -0,97761701 slddev: 3.83830441 moxobs: 25.95600000 35 km meon: -0.43599657 stddev: 5.20856007 moxobs: 47.40000000 
8 km meon: 0.34598735 slddev: 3.34 795934 maxobs: 25.63400000 stddev: 5.79691078 moxobs: 46.78200000 
~--~----~----~----------~----~ 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
Wavenumber 1n cm- 1 













ro ' '"' E '"' () 0 
t;; '"' 'B"' N E 
~ () :::::: 




'"' " (",) " :;s 0 









'"' '"' 0 
'"' 
~ 
Accuracy for cross-section colculation ($7.2): 10-4 ; (Ref.: 10-12) 
29 km meen: -0.69922744 mlddew: 0.50049559 maxgJw. .3.06780000 53 km m~an: -C.0544SJ58 Slde!-.:0.0434972<4 ma~t~;~OS: O.J4220000 
~~ - J 
1250 
~I_ - ] 
--~~ ---- -~ 
25 km mecn: -0.13:2019757 •ldd-. 0.11::1'968101 mgltC!lnl:: 3.25980000 50 km m=cn: -0.085J6756 •tdd-. 0.00166926 m~Ds: 0.·47048000 l :' ---1 ~~ --l 
---- ---- ---- -·-- ·-·- ·-· f --::::-*--· I J- --·"·--·---·- l 
·--- ·--- . --- . --- -~-- '"'"" ·--- --·- ...... ..... '"' 
17 km meon: -2,2"(116355 Jtdd-. 2.60900696 mcocl:w. 13.75700000 
1.350 '"'' 
44 km mean: -0.2150711389 atdde.-:0.18291!>43 maxot~e: 1.38290000 
~~ ---1 
---- --- .... ·-· 
.ol-1 km mean: -03«)61038 slcld-. 0.24288710 ma:o:obtl: 2.10540000 
38km mean: -0.4061'UJ99 8\dd..., 0.2a.076GO m""ot>=: 2,.5.f.71l0000 :! ~----- -~ 
:ll ~ 
--~- ---- -·~- . '""' --~- "'' 
J5 km meon: -0.~6HI9J1 stddev: 0,33481385 mCl<Obs:: 2.65910000 :! ·- ---- ·-l _:: 
_" _,. 
~-~--~---~-~--.. ~=----~=-··-~---
Jl km morort: -0.&1870012 stdde-r. O.•.l35t858 mo•abe: J.oe.tsoooo 
~~ - ---- -~ 
13l.ll.l 
Accuracy for cross-section colculotion ($7.2): 10-4 ; (Ref.: 10-'2) 
29 km mean: -6.619711!07 sl.:lde.<: 6.68089043 mo•ctJs: 5.3.0«00000 
l ~- -·_-.. --"··l 
• .~n •••~ ••• 
26 km meon: -4.52421869 stddev: 4.1171420~ mcK<:~bs: 41.97500000 
l ~= - ..... - .... I 
23 km mean: -3.81o48188D slddev: 4.72336498 me~>«Jbs: 46.20300000 
} -- l 
,.,K,. •Tnn oT"'" 1400 <oC.n <K< 
20 km mean; -J.ß.f53220J lllddor<: 5.30951603 tno•<lbo: 511.58400000 
-~ :~~ . ...... l 
I- -\00 . 
0 ' 
~ -200'--,-:"c:-, --:,-:".,,-----,,-:".,-, ---,,."..,.,., --:,c:,",c:---"' ...
" i .l---·- -.:~~· --·- l 
14 km mecn: -2.27710578 stdd-. 4,7767971!5 mc~b$: 59.65900000 JB km mcon: -t6.6B8B2!ne stCICiev: 14.73738020 mc.ot>s: 106.04000000 
-~ ~=· ·- - - - -l ~~""'".,Tr 
11 ~m m..,n; -1.02503601 sldd....; 2117607981 mo•otrs: 42.68800000 35 km meon: -1.2.48104653 llldc1..-; 1TA04388S4 maxot>a; 81..2.3500000 
l l ""lf'l""OIIJ =::[ 1 
1250 tJOO 1350 • '"" ··~... '"'' '""'" ,....,,. oun •·~~ •••- ·•· 
6 km meon: -0.10376955 stddev: o.90!!83<18.l m<li<Ciba: 1a..30800000 J2 km meof"!: -9.8J7~78 sldd...-: 9.592.33500 ma.etbs: 67.76700000 
~~ l l ., .. __ ... j ....... ---- ·--- ·--- ··-- ··-- ·-· 






































































Höpfner and Kellmann: Optimization of model accuracy parameters 303 
Accuracy for cross-section calculation ($7.2): 1 o-4 ; (Ref.: 1 o- 12) 
29 km meon: -9.96703480 stddav: 7.43927297 moxobs: 44,82500000 53 km meon: -0.76519308 stddev: 0.63000166 moxobs: 5.02440000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 






1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
23 km meon: -16.80269087 stddev: 15.48817.334 moxobs: 77.11500000 47 km meon: -2.41435462 stddev: 1.79564134- maxobs: 14.42100000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
20 km meon: -24,85248072 moxobs: 129.15000000 44 km mean: -3.68181700 stddev: 2.69338811 moxabs: 20.34100000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
17 km meon: -32,09807185 stddev: 37.68081947 moxobs: 195.33000000 41 km mean: -4.82157361 stddev: 3.59644014 maxabs: 31.23000000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
14 km meon: -33.96200566 stddev: 43.22605945 moxobs: 254.82000000 38 km meon: -5.79372460 stddev: 4.21935219 moxabs: 37.47000000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
11 km meon: -26.44299208 stddev: 42.20870211 ffiQ)tobs: 273.67000000 35 km meon: -6.89766365 stddev: 4.98220533 maxobs: 39.11200000 
:~t .,_, ..... :. . . • 1 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 





1250 1400 1500 1250 1300 1350 1400 1450 1500 
Wavenumber m cm- 1 


















































Accuracy for cross-section calculation - weighted with p/p
0 
($7.2): 1 o-•; (Ref.: 1 0-12) 
,~r:"'..:""::_:;m=~"'-"'.:;-•::o"~'='"=c''~"':='-.:;.· ~0.0~62;:::9'-'::;>:._' ;:m•::;•':='":__,' ':::;·n~"="="C--, 
'·' ,_, 
:i~~~';JU!!Wk.!!l I~, 1M1 uJ •al, ,1/IJjj 
5JI<m rnean: -0.018674<13 atdd-.0.134207487 mczcbs::0.76J55000 
~LillJ~iillU~,I. I L~,i"'' ~ '""! 
50 km mool\: -0.02.127677 stddev: 0.05386-CO!J mgxe~ba: 0.91656000 
~' ~~~~~~ ~ II~IN II, I L di<. •' ,, .. j 




1" km meon: -0.06998292 atcklev: 0.08292168 maxm: 0.67627000 
1400 
"" 
Wovenumber in cm-1 
Accuracy for cross-section colculotion - weighted with pjp
0 
($7.2): 10-8; (Ref.: 10-12) 
29 l<m meon: -1.01168275 sldd"..: 1.30146899 maxllb:J: 13.18300000 
A l 
1250 -~-- ·~- ··-- ··-- ••• 
26km mecn: -0.516HI165 stdd...-. 0.755&47!>4 mcxcl>•: 7.28290000 
~~ l 
,., .. ,., nnn no." ''"" ''"" 1500 
23 km mean: -O.J7561056 •tckl&<: 0.45826672 ma:.e~W. 3.87670000 
A l 
··-- -·- --· 
20 km moon: -0.240<12679 •tddiM 0..30044678 mc~<Qbs: 2,6J420000 
~ ~~ _I 
" 
" i :~~·- -···--··-·-"·- l 
1250 ... ""' '""'" ....... ''"" .. ,, 
14 km mecn: -o.06827J76 elddort; 0.11875165 mc•obe:: 1,45150000 
~I l 
1250 ... ~~ --~- . ·-- . ··- ·-l" -·---··-- l 
- ~ 
8 km meQn: -0.003860~ stddON: 0.01122798 mDXCb& o.t087<l000 
.~! ! 
oA~A --- ... ~n uoo 
44 tm m.an: -9,.5.4832689 el<lde.-; 11 ... 979~821 ma.-oba; 311,62000000 
~~?'- O~I,_M,: .. ~i 
1~0 1.300 ·--- • -- • -- ••. 
41 ~m meon: -5.40095896 etddev: 6.911122993 mo><ODs; 81.86300000 
J"'·... . .. ~ ..... ·~-- I 
1250 ,..,..,.. n"" ,."" ''"'" '"' 
JB km meon: -4,1~12550 al.dd-. 4.-46707&47 mGJCObe:: 44..5.4500000 
} " ~·· l 
OnEn 1300 OYEA oonn OOEn OEO 
.15 1<m meon: -2.58507103 etd-. J,OO.J9.488 m(ll<(lbs:: JO.JS400000 
~~ "' 3 
-2ooL--:::",.:-----c::,.300:----:-::::---::::--;-. :;;; ... ----;;: ...
J2 km meon: -1.7932«89 sl.ddo-. 2.10~5 mo•abu: 20.211200000 
-~:~L-~ ~-.... l 
-200" •n~n lJOQ onn 





























































Höpfner and Kellmann: Optimization of model accuracy parameters 305 
Accuracy for cross-section calculation - weighted with PI Po ($7.2): 1 o-8 ; (Ref.: 1 o- 12) 
29 km meon: -1.23377759 stddev: 1.11974162 moxobs: 10.72600000 53 km meon: -0.26514042 stddev: 0.60095687 moxobs: 11.44200000 
-5 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
26 km meon: -1.18913121 slddev: 1,12376373 moxobs: 10.77900000 50 km meon: -0.32657473 stddev: 0,77432531 moxobs: 13.41300000 
10 
-5 
1250 1300 1350 1400 1450 1500 
2.3 km meon: -1.23123258 stddev: 1.20869647 moxobs: 10.63300000 47 km meon: -0.61065790 stddev: 0.93424068 moxobs: 13.28700000 
20 km mean: -1.28501847 stddev: 1.31185788 moxobs: 10.38500000 44 km meon: -0.83250161 stddev: 0.99221124 moxobs: 12.50600000 
10 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
17 km mean: -1.21248351 stddev: 1.31882416 moxobs: 10.13600000 41 km meon: -0.97833494 stddev: 1.01 130534 moxobs: 11.81700000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
14 km meon: -0.99293468 stddev: 1.19459179 moxobs: 9.90430000 38 km meon: -1.07607988 stddev: 1.02765817 moxobs: 11.25900000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
11 km meon: -0,65543837 stddev: 0.96848535 moxobs: 9.69080000 35 km meon: -1.14561328 slddev: 1.05548388 moxobs: 10.90300000 
1500 1400 
8 km meon: -0.20352628 stddev: 0.71565159 moxobs: 9,49080000 32 km meon: -1.24863284 stddev: 1.11369558 moxobs: 10,63600000 
1250 1300 1350 1400 1450 1500 1250 1350 1400 1450 1500 
Wavenumber 1n cm- 1 
Figure 146: Relative error [%] with respect to MIPAS NESR 
Accuracy for cross-section calculation - weighted with p/p
0 
($7.2): 10-6; (Ref.: 10-12) 
53 km m•art: -ll.25339&52 sldd~: 0.65759432 moxe~b~: 7.21100000 
~---------1 >·~iJJ)I,4i~,;l,llc~ 






2& 1cm meon: -1.07895746 •ldd-. 1.05223757 mo•at>s: 7.5!>100000 50 km moort: -o.J0667705 !llddow: o.mUJJtt mo1<0bs: tO.JIUOOOOO 
·:F- -~·~l~}:}r~IIW~l~ ~I,· :~~l.Md ~uM~~~~ 








Cl) ' ..., E ..., () 
0 ;; ..., 
~ NE 
:iS () ~ .......... 3: 
20 km mecn: -1.24531372 """-. 1..23256244 mc1<0bs: 7,04120000 
-~~~~.~~~~LI,1 
·- ·--- ---- ··-- ··-- ... n c: 
8 .s 




cn I -"' 
171cm mecr~; -1.23498092 atddev: 1.29791381 mc'<!lbs: &.81150000 
_i,~~~.l!~,;;l!~l 
·-- ·-- --.... <( 






.J~-:uw~: .. ~"'1 
~- 1t km meon: -o.7J26666J sl~ 1,025765.:55 rnoxctm: 7.58800000 
Cl) ..., ..., 
0 ..., 
~ 
81cm mecn:-0.21&19600 111dd11M0.77~6434 m(IJ<(Iba;6.236.50000 ;jt· .. d~~~~~.[J)-;-;;..;;-~ 
Wavenumber in cm-1 
Accuracy for cross-section calculation - weighted with pjp
0 
($7.2): 1 o-•; (Re!.: 1 o-12) 
291cm mean:-9.56687537 stdd<N:8.40913573 ma•aba:.Yt.61100000 
1 ' . -=~·" .. J 
•~•~ ·~~ ou~ ••~~ •••~ ·~• 
28 km mecn: -5.1!7814210 stOd....; 5.546J6115 mCU<cln: 39.57400000 
1 ---· ·-I 
·~-~ .,ftft ·~ft .. ftft ••• ft ••• 
23 ~m mean: -J.95098BD2 sldd!rV: 4.113921105 ma""bs: 2B.OOJOOOOO 
l - --~·- l ,..,, 
20 km mooon: -2.80322908 Slddev: J.J7J2J011 mo•ab5: 31.62400000 
~1 l 
'Q; 12!>0 1JtlO 1Y.:i0 
" j f --··-·-··--~ l 
1250 1JOQ 1350 ........ ....... ·~· 
u. km mean: -0.98619519 ~lddev: 1,95856635 mo•abs: 28.96100000 JBkm mcan: -29.80942769 sld.S.V: 19.838«583 rna•ct>s: 117.29000000 
1 l ''V'l"''l' 
'ftO~ •~M •~ft •••• •••• ., 
11 km rnaon: -O.J7367628 $16dm: 0.91"15015 ma.aba: 14.J6600000 35 km mean: -20.60349115 stddev; 14.flJ74621l8 fn<ll<at>s: 94.28300000 
~~---- ... l !'"I' ~"' 
8 km mecn: -0~982089 sldd"'"' 0.20047982 ma"'lbs: 2.42020000 
~~ l .r ~--·-~===i 
,.,.,.., ,..".., .~cn • •ftn ''""' 1500 




































Höpfner and Kellmann: Optimization of model a.ccuracy parameters 307 
Accuracy for cross-section calculation - weighted with p/p ($7.2): 1 o- 6 ; (Ref.: 1 o- 12) 
0 
29 km meon: -15.77625010 stddev: 15.78022897 moxobs: 117.38000000 
1250 1300 1350 1400 1450 
26 km meon: -15.33394313 stddev: 15.20451207 moxobs: 110.21000000 
1250 1300 1350 1400 1450 







53 km mean: -3.60805703 stddev: 9,24037939 moxobs: 105.25000000 
50 km stddev: 11.01406465 moxobs: 151.28000000 
1250 1300 1350 1400 1450 
47 km meon: -7.73147212 stddev: 14,33020807 moxobs: 160.56000000 
1500 

























1250 1300 1350 1400 1450 1500 
20 km meon: -17.77276483 stddev: 17.84132418 moxobs: 102.77000000 
1250 1300 1350 1400 1450 1500 
17 km stddev: 18.73789764 maxobs: 99.42000000 
1250 1300 1350 1400 1450 1500 
14 km meon: -15.15699791 stddev: 17.66364853 mo)(Obs: 107.59000000 
1250 1300 1350 1400 1450 1500 
11 km meon: -10.50155162 stddev: 14,81302407 moxobs: 111.55000000 
1250 
8 km meon: -3.16450668 stddev: 11.23166305 moxobs: 91.05500000 






1250 1300 1350 1400 1450 1500 







1250 1300 1350 1400 1450 
41 km meon: -12.83316793 slddev: 16.62268662 moxabs: 140,12000000 
1250 1300 1350 1400 1450 










1250 1300 1350 1400 1450 1500 







1250 1300 1350 1400 1500 
32 km meon: -15.98536363 stddev: 16.45833428 moxabs: 136.24000000 
-150~----~------~~------~--------~--------~-------" 
1250 1300 1350 1400 1450 1500 
Wavenumber 1n cm- 1 













ro ..., ..., 
0 ..., 
% -~ C":l s 











Accuracy for cross-section calculation - weighted with pjp
0 
($7.2): 10-4 ; (Ref.: 10-12 ) 
I 
29 km me.:t~:" -8.29606345 st~411Y: 10.09180316 mc;~•gbe: 84.70500000 
·~l'""':,,., ... :~~.,.w ... 4~~J,~i,,~,I~M·~~·I··~14l _" _,", 
_,,., _,",..__ _______________ ___, 
·~~~ ,~....., ''""-~ ••~n '""-"' 1~0 
2J 11m maan: -11.002~152 •tdcl-. 12.42JII961!.4 mc><abtl: 81.78JOOOOO 
~fL_"'~~'~"-''_::;~:·~~~-~~~~~-r~l.J~)I_~·~-l~~'.,/~U-,;,11_'~~~~ 
'y.-~;:,-;-··-~ t; ~ ' ~ I I l! I I bl I l ~iE ''"1 .. '1J' ,..,_,~~· J,, ~ w rJ.t ,:,1 
:;: .. .. . . .... .... . .. 
" 
.!: 17 km mecn: -13.51132030 11lddft: 17.<107ll5a59 mc.a:obs: 1.33.44000000 
1 'l ~iii•III•'IHillil i ~i~ A\MiijF" !" r q;ph • 
..2 ~•- ·-- .~n ••- ''""' ,._, 
<t 
_,,., 
-200'--"-":----.:: •• :-. --:.:: ..:-. --:.:: ..:-. --:.:: ..:-. --::". 
50 km me<~n; -2.94778260 •tddotv: 11.44102221 rrnullbS: 136.1J000000 
~f·~rrr,_li'l~illr\11·,1~ ~~··,,j 
12~ IJIXI .n... ''"'" ...... ,.._, 
41 Jun meon: -5.26326652 sldd...-:10.87532852 mCII<ob8; 125.57000000 
lt1"''1'~W~I.,I4',1.t~4 
--- ·-·- ·-- .... ·-· 
~f;;;,;ij/:;;;4 
,.,..... 1.300 ....... ........ ...." "'" 
1300 
'"' 
Accuracy for crass-sectian calculatian - weighted with p/p
0 





29 km mecn: -J9.15:274555 sto:ld-.:24.550Jt1J.4 mc;~lrllb!l! 110.70000000 
f.iJIJ.,dlJ 1.1-11.1111 RI.J...II 
-toolllll""" ···~ ••- , .. 1 ''IJf!ffll'jli'iiiJIJIIII'I""_-aa,. ~- r-' 'i!lf.'flrr'": 
"' 
_jrr LU un1~·u•• ,..". ~ 





20 km mecn: -19.:26558540 ato:!d-. t8.6!i66185l mo•Oba: 96.7JJOOOOO 
".. ..". Jlllfi!W' 
~ 
0 ~ -200'---;:";;;-"--;-.,;;;.,;---;.;; __ ;---:.::: ..:-. --:.-•• :-. _ _j 
"' ·" 0 
o:; 
"" 
17 Jo:m meorr. -1..,.07420227 l!ldda.r. 16.195t51J6 monlb~r. 95.42700000 
-100~ ~ ... -,.~ff 1"'11fi'W' 
"'' 
14 km meon: -8.285Jll520 atdd-. 12.007ri6J95 mc,...t>s: 69.60.W0000 
~k- , ........ - l 
,.,.,,. ,,.,.,., n<.n """ """ ,.._, 
111m! mecn; -J.34J76422 stdd-.fl4995186J mo>:Obs;70.47100000 
} ~· l 
·-·- ... ~ .u.. ...... . .. ,,. '"' r --~ -· .... -__ .. _ 1 
1250 ·--- ··-- ••• 
-:200~' .~..,.,I I I~ .. ~~~~~ \lß~~ .... I ! ! .... ~ I II fi ' .. ~!' 
meol'l! -~t992n ato:l~ 27.9~9733 mc,...bs: 1:21.51000000 
.• I. 
IJOO 
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1250 1300 1350 1400 1450 1500 
















1250 1300 1350 1400 1450 1500 




1250 1300 1350 1400 1450 1500 





1250 1300 1350 1400 1450 1500 





1250 1300 1350 1400 1450 1500 
1250 1300 1350 1400 1450 1500 





1250 1300 1350 1400 1450 1500 
-2000 
-3000~----~--------~------~--------~----------------~ 
1250 1300 1350 1400 1450 1500 
-2000 
-JOOOE-------------------------------~----------------3 
1250 1300 1350 1400 1450 1500 
Wavenumber in cm- 1 


















~ u - ~ '(;' " 























Width of the AlLS function ($7.8 1 ): 1.40 cm'1 ; (Ref.: 7.00 cm'') 
12:10 
rnean:0.1!95tt91 slddev:0.2891tllJ9 m""ci)s:t.799JOOOO 
J. 
·rrg·~··"'"~ .• , .. ~, l""~"lfl'r'~T 
mDQn: 0.16728753 llddev: 0.27859224 moxobe: 2.32170000 
lAI LIILI._, L I L~ 1 • .d, 
··~·. "1'1 
8 km mtrQrt: 11.27150047 atddav: 0.245122J8 mao:ct>B: t.7S..90000 
5J Jun mo<m: O-OOJ82185 stcdew: 0.17!>48~28 moxcbs: 1.17190000 
Jl~ ~ 
""' 
50 km mec~n: 0.00571<189 .t(ld-. 0.252n5J9 mCll<Obs: 1.?'513JOOOO 





Wavenumber in cm-1 
Width of the AlLS function ($7.8 = 1 ): 1.40 cm·'; (Ref.: 7.00 cm'1) 
~~--- ·-- _l 
26 km mecn: O.l4JJ2387 =tdde-r. 4.15724075 moo:cbs: 125.19000000 50 km m.on: -ta.-404!17719 stddov: 4J~27J19607 mcxe~bs: 412590.00000000 
~1 l ~~~ jl•llll ~~~~4[,~ I r~·~Jif~[~ ....... ·~"" .~.... "'"" ...... . ... 1250 -- -- ---
_I·- -·----· -- I ;~F-F,~:~~~]tJ~~~~ 
- ~ - - - - - -
20 km meon:0.05JI9J17 std<l•o: 1.D4<121684 mo><abs; 11.27200000 
1;~1 l 
~ - - - - - -(!) 
i __ l- -----~--- I 
,"" '"" 
14 km meon; O.OJ2510J2 slddev; 0.2<~95280J ma .. cd:m:J.5f!9,300()() 
~~ I 
11 km moon; 0.04716237 at<lGotv; 0.10110<181 rr:unobo:: 1A6110000 
~I I 
,-,-.n 1~nn JJ50 ••~ ··~n ••n r --·- --·--- 1 
·-~- ·--- 1.350 
44 lern mecn: -41.6.Jt2SJ80 stdcl...., 21Jg,t759nJ06 maxob•: 150910,00000000 




381tm meon: 10.9Jn6755 atddev:•9J.57205665 m~n~obe:.(QI-44.00000000 
"" I ,, I I l ' -~ I lj .:: l'jl I •I' 'II., ,I 
1250 1300 
-~r: -·--·1;~~1r':·""""l _""( _I I --10000'----::":c",---:-":c",---::::---:c-::,---:-:-:::---:". 
J2 km meon; J-5004104!1 aldd-. 170.ll771909 mtD~otm:: 1794UlOOOOOOO 
;~~ I j 
1250 
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Width of the AlLS function ($7.8 1 ): 1.40 cm- 1; (Ref.: 7.00 cm- 1) 
29 km meon: 0.48262571 slddev: 5,91227814 moxobs: 32.60400000 53 km mean: 0.05081901 slddev: 2.47248231 moxobs: 17.11300000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
26 km mean: 0.66919549 stddev: 5.41818840 moxobs: 27.37500000 50 km meon: 0.08038772 stddev: 3,59076540 moxobs: 25.67700000 
40 
-40c_ __ ~--------~------~----------------------~ 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 





(/) -20 -20 w 
z -40 
-40c_ __ ~--------~------~----------------------~ 
(/) 1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
<( 
Q_ 
44 km meon: 0.14383100 stddev: 5.33237988 moxobs: 38.80400000 
2 40 







L. 1250 1300 1350 1400 1450 1500 1250 1350 1400 1450 1500 
..c ....., 











Q) 1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
.2: ....., 






1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 





1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
8 km meon: 3.83371494 stddev: 3.59470939 moxobs: 25.77300000 
1250 1300 1350 1400 1450 1500 
Wavenumber 1n cm- 1 














'"' '"' 0 
'"' '"S 
~ -(;' s 
"' 


























Width of the AlLS function ($7.8 2): 0.15 cm-1 ; (Ref.: 7.00 cm- 1) 
29 km mecn: -o.0\0517"2 !llldd-. 0.17639761 ma><atls: 0.99326000 
mean:-0,01494681 11.:6ev:0.16744608 mC~>Cot>s:1.49SAOOOO 50 km meon: -0.0017J1J4 s1ddew: 0.10931692 ma•cbs: 0.51219000 
J .... ,, """"'~~""' J .,. •14-· •i ... ~ .. ,, .... " • . '·i 
·-~- 0-K- ........ ..... • ... 
mecn: --Q.02096001 atd-. 0.15887J88 ITICUIOM! 1.78430000 47 km m'fOn: -0.00246234 stGdev: 0,14219208 mO><obs: 0.63907000 
J, 
'l 
:! •oooflo··~ ........ :.; ...... ~ 
·-·- ·--- ·--- ··-- ···- ... 
44 km m.on: -o,OOJ15282 st~rr. D.1G328822 mO><cbs: 0.70ß1000 
:! ..... ,~ .......... , ...... i 
·-·- ·- ··-- ···- ... 
17 km mecn: -0.04045J72 •ldde-r. 0.12576.!$1 mc;~•ct>s: 1.47740000 41 km mean: -0.003865!12 stddrr. 0.17o475915 mcn:obll: 0.7436?000 
l···~~h ............. ,, . ·l :!....,, ... ~,.,... ......... ~~ 
·-·- . - ·-·- .. ···- .... ---- ··-- .... . .. 
l<l km trNOOn: -0.05612872 Dld<:fr.r. 0.1177&490 mo•c.bs: 1.()0J80000 36 km m•ort: -o.OG476558 stddrr. 0.18116284 IYIOllobs: o.n89DOOO 
J ......... ""'" " . " ' ··~ J ....... , ..... .;~ .. j 
--·- -~- -~·- ·--- ···- .. , 
11 km moon: -o.0728J876 etddrnr. 0.11277915 mo1<11bll: 1.29960000 J5 l:m meon: -0.00568262 stddrr. 0.18'12n37 mcn:obo: 0.85620000 J ............ ,,r .. , ....... ~ 
S km mean: -o,OS!i2~~ alddev: O.Hl275661 mo:kObK: 0~ 32 km meon: -0.00756298 slddrr. 0.18299712 mo><ol>ll: 0.9032aooo 
_:I"' ··~ ··- ·~ .... ··--~ J ........ ,, ........ ~ 
---- ·--- ---- . --- . ··- -~-
Wovenumber in cm-1 
Width of the AlLS function ($7 .8 2): 0.15 cm-'; (Ref.: 7.00 cm- 1) 
29 km moon: 0.07166060 sld<f<tv:. 5.19507050 me~•e~bw. 2~.69000000 
~~ l ·-·- ---- ... 
26 km mecn: -0.03275395 SldCitl"t:- 2.23566SJ6 mCI•OI>II: 58.S!!800000 
~I l 
,.,.,,., unn onn """ .. ~. ••• 
~~ I 
12!10 .... --- ---- ··-- ---
20 km m•cm: -D.0~63261 std~ 0,.58098400 me~•ol>ll: 7.28020000 -, l ~_;;~ 
~ - ~ - - - -
Q) 
j~r --·--···~--- 1 
1250 ·--- ·-·- ·--- ·-·- ... 
5J km meort:2.87847834 mtddev: 201>1.777>19970 mozcbll: 139260.00000000 
·::::1, ,1.1, .• 11 ,l.,,~lr~ I 
1 
~~~~1,.~ ['I. , 1L
1
.1U _,", _ ·· ,, ~~~ • , 'l'j_lr I' 11 ~ '_ . , ". F] 
-10000"-----,"-", -=-1300 --'---!......L...L...L__-'---' 
50 km meon: -15.00010713 !ft<klev: 1766.J6135161 m""e~b$: 77>135.00000000 
J1U'I'III~''l1'1 II'"• .j ·Jt.l j11 ) 1!1~ 
12~ --
47 km m..an: 2.339•~79 •t<ldev: 965.796366~ ma.abs: 5598>1.00000000 
.ll.l'1'' ... l\1 !''I I Jlk.IH _;:::: "'r' ,,, I r I 1 111"' I 1 ,, 1 
"" 
«km mean: -32.1~07 ''""""' 2~73.2J39H11 mcn:abs: 256JJO.OOOOOOOO 
"" I ,! ' I I. ' !l,l, '' I ·-~~ I j , _;:: ~~~~~l''f'~' I .I. I 1' r II. II\ ~ r I I 11"' 
o41 km mean: -6.31137002 •tddorv: 8Jol.54&39053 mcn:obs: ?67().4,00000000 
"" [, 1[ ,I I ,J, I• I 
·-, I I j -= . I[ - ,,, rlr '111 ·Ii 
1250 !JOD 
t• km mean: -O.OJ9B6325 atddoN: 0.12•95110 mcucbs; 1.80000000 36 km meon: -J.D49flJ592 :Rtdde..; 376.76-161700 ma•abs: 3:2640.00000000 
- - I -~ l -~ l 0 0 I I f I I 
_;:: _;:: I I I- ·- ·- ·- ·- -
11 km mi!OCn: -D.0261J140 slddorv: 0.048635.f5 mo•abs: 0.67478000 
~I , 
-~ l _;~~ 
1:250 ··-- -·~- --~ --~- ··-
.35km rntiO!'I: -0 ... 5063650 !ftddorv:92.~936073 m""obs:7415.40000000 
SI I'' I I I 
-10000'--:c"::::-"--:c •• ::_:---:-•• ;; •• :---:-.::: .•• :---:=:---::'. 
3:2 km mean: -0.21189224 std<lrr. 60.666697>17 mcn:obs: 62?0.-'0000000 
~~ " 
1250 1300 1350 1400 , .. 50 
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Width of the AlLS function ($7.8 2): 0.15 























1250 1300 1350 1400 1450 1500 
26 km meon: -0.21229673 stddev: 2.43176581 maxobs: 22.41300000 
J, 
.... JJ. 
1 I·~ "'" 
qr II 
1250 1300 1350 1400 1450 1500 
23 km meon: -0.29790141 stddev: 2.30881288 moxobs: 26.67500000 
. .-.~llll,, 1 ... ~~. .. 
"., 'II'' 
1250 1300 1350 1400 1450 1500 
20 km meon· -0.41246747 stddev: 2.08353619 moxobs: 27,16100000 
,,I, U. lt, .. 
q [I' ... 
1250 1300 1350 1400 1450 1500 




-1 cm (Ref.: 7.00 cm- 1) 
53 km meon: -0.01530613 stddev: 1.05823168 moxobs: 5.35920000 
1250 1300 1350 1400 1450 
50 km meon: -0.02434875 stddev: 1.56164584 moxobs: 7.79520000 
1250 1300 1350 1400 1450 
47 km meon: -0,03466722 slddev: 2.04154887 maxobs: 9.85320000 
1250 1300 1350 1400 1450 











1250 1300 1350 1400 1450 1500 




e -10 .,, .... ~~~~~~~ -10 






1250 1300 1350 1400 1450 1500 
14 km meon: -0,79008096 stddev: 1.67783148 moxobs: 15.00600000 
1250 1300 1350 1400 1450 1500 









1250 1300 1350 1400 1450 1500 





• 'l -10 
-20ä-------------~--------------~------~------~ 
1250 1300 1350 1400 1450 1500 
1250 1300 1350 1400 1450 1500 







1250 1300 1350 1400 1450 1500 







1250 1300 1350 1400 1450 1500 





1250 1300 1350 1400 1450 1500 
Wavenumber in cm- 1 











































Number of cross-section recolculotions for limb-scans ($7.7): 3; (Ref.: -1) 
29 km meon: -0.01048441 stC<UM 0.01497999 mo~cbr. 0,20821000 53 ~m meon: 0.00002975 sto.a.: 0.00131612 mc•cbs: D.D4061000 
~[ :._;;illrrh"""l"''lil · IIIJ 1  II~' ~~ '·'! ~:r--~" I• '~' l 
·-- . - -- ---- .... . .. 
26 km mOQn: -0.0121110ll0 slddew: 0.01<19SJ24 m~;~•obl' 0.16945000 SO km me<:~n: -0.000056!14 std.;-.0.00162378 mo•ot>o:::0.05289000 
~~· ~·OWfi'olll'lllh~•( ''l'']llj11f1'~1 ~~ . '' ''" "' J 
• -- ·--- -~-- • ouo .... •••• .., 
2J km 1rn10n: -0.02337370 elddew: 0.02276SHI ma•cl>s: 0.1••5.3000 
~~flql'111'f113 
i 
§~~ '·' i _:: 
.......... -0.2·-
~ L-~"~~~--~,E~0~--~"~~~--~ .. ~0~0--~,~.~~--~"oo· 
·"' t7 km ....on: -o.QJ358670 atddev: 0.02271362 mCJ<ct>a:: O.Hit22000 ol j:~-·-~ 
14 km m.cn: -0.02746751 etd4-. O.Q2J01895 mc•otrs: O.tn28000 
. ._,,,. 
_,, . , 1' 
11 km meon: -0.01.423079 stdd-. 0,01907626 ma•cllll: 0.13009000 
'V!j'Wl 
6 km mean: o.tl049M02 alddev: 0.0133HJ6 mo•obs: 0.08736000 
47 km meon: -0.00112600 atddev: O.oo<l01310 moO<ObS: 0.09514000 .. ! ~ :~: ' ··~·····_.I.,, I,,,",,'" ,, 1 
··-- ···- ... 
«km meon: -0.~ stddeor. 0.00795901 mo><obr. 0,11615000 
:~F.,~.~~;;; .. , •7rr·"l 
41 km meon: -O.ll0463420 Dlddeor. 0.00703002 mcn;cbl: 0.109?8000 .. ! ~ . ·~ "' "' :'""'' :'' " "ll'"l" I ' lW "l 
. ···- ... 
J8km m•cn: -0.00501411 DICICieor. 0.00639449 mcn;ot>u:: 0.11055000 




J5 km mecr>: -0.00614116 etCSCI•w:O.OOJ9.49?6 ma>tCbS: 0.13982000 
~~-- - -l '·' 
~:: "'"""'""""'"''" 
1
'!""11 j!IJI11W 11 
·-·- ·--- ·-·- . ·-- . ... -~· 
l2 km meon: -0.009.51749 stcldeor. 0.01449J(Il mcn;cbr. D.22!rn!OOO 
~~ll!nh•'"l'l'ljl '1110m'!l 
·--- ·--- ·--- ··-- ···- ·-· 
Wovenumber in cm- 1 
Number of cross-section recalculotions for limb-scans ($7.7): 3; (Ref.: -1) 
29 km meon: -0.06667363 IJICIOII"t: 0.\1465574 mo•cbs: 1.60170000 
~ I 
1">C.n '""" HC." 1H1n , • ..,. ,.,, 
26krn mecn: -0.052.39129 11\CICI....., 0.0509!:1390 tna>tCbs: O.J55.ot6000 
Jl l 
,.,.... nnn ou" .... •••• ••• 
23 km mean: -Q.0:)0100J9 •tc!do:w: 0.04J10082 ri"Kl>cba: 0.43209000 
~ l 
:::f i ·-- ---- ···- ··-- ... 
2tl km mecm -0.05140829 stCICIDY: 0.04832616 mc•ct>D: 0.52583000 
~ 
; Jl I 
';j) ,., .. ,. '""" nc." "'"" .. ,.... ••• 
" > :g 
" "' J·--·----1 
·-~- ·--- -~- ··-- ··~-
14 km m..,n; -0.02240190 siCICI.-.: O.OJ78489J mo~obs: 0.4325JOOO 
:1 l 
·-·- .. 
11 km meon: -0.00720867 •I~ 0.0185401 t mOJ:cbl!; O..Z8377{1()() 
l! I 
·-~- --- ...... ··- 1450 ••• 
8 krn mecn: 0.00112497 sldd..-.; O.OOJJ1746 mcn;cb11:0.0J64J.IOO 
Jl j 
- ·- ·- ·- ·- -
5J km ,.,.,,an: -0.04827357 stddo:w: 0.1«J510e m<n~obs: e.6JJ30000 
;! I " I 
·--- 1JOO 
:)~~~-~-~~m~•·_·_.-_O.O~~~"~M-'_"_''""~·'~··_~_"_ro~o=m~o·_''_"_"~·"="~"-" __ ~·l. 
47 km mecn: -0.21195167 stddew: 1.477593JJ ma•cbs: 130.21000000 
lT}' I ... ,, '. I I 
lJOO 
44 km meon: -0.29388111 1\dd..-.; 0.52253401 m011cb11: 19.44800000 
J~~ I 11"' I '. • "'" '' '""'"'"~ l 
F~---:.-::.: .. 1 
J5 km meorr: -0.11l.38744J s!Cid..., 0.2.3756428 mc>:cbli:4.8J870000 
:}t " ,. l 
!JOD 
32 km meon: -0,1431!lo077 stdd-. O.HI517902 mcn;cb!l:: .3.09360000 
J! ... l 
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Number of cross-section recalculations for limb-scans ($7.7): 3; (Ref.: -1) 
29 km meon: -0.14652550 stddev: 0,20523598 moxobs: 2.57430000 53 km meon: 0,00025893 slddev: 0.01732310 moxobs: 0.54577000 
~;[.___..______ ~"·' JL,, '''~' '' "·i
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
26 km meon: -0.17126604 stddev; 0,20915078 moxobs: 2.09510000 50 km mean: -0.00100947 stddev: 0.02418693 maltobs: 0.71081000 
-3~--~------~----~~--------------~------~ 
"' ·i 
L,! I .!I!. 1 I!JI 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 




























1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
20 km meon: -0.49269920 stddev: 0.37104498 moxobs: 1.72050000 44 km meon: -0.05573832 stddev: 0.10823365 moxobs: 1.43620000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
17 km meon: -0.47783468 stddev: 0.33611482 moxobs: 2.26880000 41 km meon: -0.06456651 stddev: 0.09485300 moxobs: 1.35730000 
1250 1300 1250 1300 1350 1400 1450 1500 
14 km meon: -0.39111482 stddev: 0.33761414 moxobs: 2.49480000 38 km meon: -0.07004076 stddev: 0.08624940 moxobs: 1.36690000 
-2 
-3~--~------~------~----~------~------~ 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 





1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
8 km meon: 0.06644638 stddev: 0.19568582 moxobs: 1.29820000 32 km mean: -0.13282043 stddev: 0.19614198 moxobs: 2.72460000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
Wavenumber in cm- 1 






























(1) ..., ..., 
0 ..., 
~ 
Number of cross-section recolculations for limb-scans ($7.7): 2; (Ref.: -1) 
29 km mec111: -0.02207.375 lllld-. 0.0J5J91JEI5 mg•cMo: 0,271Jtl000 
•~'litallilivAr:t~~ ~t··••nn~P~ 1i,.l[l '1111 lflll1'j 
·--- --- . - ··-- ----
26km mean;-0.03187324 mlc!dev::O.QJ814751 ma•abs:0..20244000 
"'"' .. ..,........."... ~t'''*~l'l'~l'liTI '1 
i 
E 20 km mool'l: -0.05722119 Sld<SeY: 0.04149798 ma•obs: 0,16697000 
i~~ 
~ - - - - - -
.S 17 km m.on: -o.05000866 11ldd-. 0.03380793 mo:..ob!l: 0.22929000 




~~ - - .. ~~. .. ';;-.. ] 
",. 
50 km meon: -0.0014727-t slddav: 0.00363103 mo>:IIIHI: 0.00250000 '·"F ---- h I ~- -l =~;~ W II I( ( P U (I I 
-O,JD _,..., 
-o~L---------------------------------J --- 1300 1JW 1"100 1-4!!0 11)00 
47 km meon: -0.008511800 atdel-. O,Q22ß«91 mombr. 0 ..... 70!>000 .. f----~-~- ---~-­
~="'l~~·r•r~rl'~:'11fl'Jl'Pj 
41 km me:cm: -0.0080ot542 at<Sdrr. 0.01417682 monobs: 0.25045000 
'"I ~""""I '~l'lii''1 0.00 4 ., .. ~ ,,..._ -0.10 _,_,. 
=~ on;, ''"" •••• ••• -0.50 ........ 1300 
J8km meo-n: -0.00857519 a\cklev: 0.014J8J9-4 mco:obr,D.25829000 
o;lfJ!ia'IINrliitih ~I .,."..,,,.",. .... ,.' II' I" IIJJI' lll 
-o.so<--,··=-- =1300--::""::----:-c,.,::-, ----:-,.:::-", ----::",.". 
J5 ktn meo-n: -0.01098705 a\ddev: 0.01826115 mco:obe::D.26643000 
~t .. ~"'~~~~~···"1"'1;;:;;;, rm· ,
1 
-~~~ 1300 1350 ........ "'"" '"' 
32 ktn meon: -0.0200S091 s\dd.W:.O,Ol679G« ma.ocgbr.O.J'J!I70000 
~~- ,,.11~~~~1ii11llflJj 
---- 1300 1350 
Wavenumber in cm-1 
Number of cross-section recalculations for limb-scans ($7.7): 2; (Ref.: -1) 
29 km mean: -0.1327~ llddev: 0.15721511 m<:~•Cbs: 1.93090000 53 km me<:~n: -0.25629171 std~ 0.91436927 lnCIK<:Ibl: 57.94400000 
~~- - ----~] J "''IIJ '·· ,, . I l 
....... '""" .... " ........ ...... .. 
28 km mec~n: -0.10155885 sld~ 0.00241436 m<:~•gl!s: 0.97820000 50 km meon: -D...J4375J57 atcldev; 1.9J22212S mo•ob~: 141.74000000 l-- --~·~] ll·l 1-"•'" ,j 
'"'"" ·~nn nO<n ,.,.,~ ...... ••~ ·-·- ·--- ·--- ---- ... . 
2J km meon: -0.12629102 alddev: 0.08569198 lT>CI•o.bs: 0.78275000 47 km meon: -0.9<1530.179 std~ \S,\1'918486 mcn<QOI: 1208.80000000 
l~--- --1 
··-- ...... . .. 
20ktn m.cn:-o.DBJ09Jt2 stddeY:0.07307895 m~;~•gb.:D.87JB7000 «km meo-n: -0.7J587S91 atddow;. 1.29415237 mco:obs;" 33.0&600000 ' ~~~- -~- -~ --•• ~. .~] 
~ -~ .. ---- --- -. 
~ ~~·~·~=!" '-.,. :. ~:3 
·--- ---- ··-- ···- ... 
" 
" 1 l- --·- --·~ -- I 4\ km meom -0.52790551 slddow;. 0.81461338 mcrxot...: 12..85500000 ~t·~--~-~ 
12., ... --~ --~- .. ~... .. .... 
14 km mecn: -0.03556783 stdd!OY: O..OSS~0\29 mo•<:~bs: 0.69165000 38 km mean: -D.36032007 atdd.-.: 0.522•9863 mfll<gbs: 9.77J.JOOOO 




II km m.cn: -D.01116961 stddev:0.02864671 mg>«Jbfl: Cl.46488000 J5km meo-n:-D.2607006S •tddov:O,J5862420 mco:obe::6.66S~ 
JE_-- --~-~ r-----~--.-3 
8 km m.cn: 0.003239-48 std~ 0.00~61141 mCJ<Cbr. 0.06031000 l2 km meon: -0.22J'69B66 s\dd-. 0,28414~3 mco:<:~bs::J'.86B20000 l- -~·~ -- -l I - - - -- -~ 
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Number of cross-section recalculations for limb-scans ($7.7): 2; (Ref.: -1) 
29 km meon: -0.31051923 stddev: 0.49828997 moxobs: 3.81130000 53 km meon: -0.00243734 stddev: 0.04354148 moxobs: 1.36300000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
26 km mean: -0.45081150 stddev: 0.54952901 maxobs: 3.01730000 50 km meon: -0.02065998 stddev: 0.05255819 moxobs: 0,83751000 J ·~: '• "''~''""' '' • ,l.," 1," ''" I ' 'I "' 'J 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
23 km meon: -1.00346793 stddev: 1.08155666 moxobs: 5.65380000 47 km meon: -0.11826197 stddev: 0.30117667 moxobs: 5.52740000 
1250 1500 1250 1300 1350 1400 1450 1500 
()_ 20 km meon: -0,81423651 stddev: 0,61867655 moxobs: 2.59250000 44 km meon: -0.11699169 stddev: 0.22908678 moxobs: 4.34830000 












1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
17 km mean: -0.71130677 slddev: 0.50060870 maxobs: 3.22670000 41 km meon: -0.11169219 stddev: 0,18560512 maxabs: 3.46750000 
:~~ J ... : .. ,",=, . .,, 1'! lfll jll] IJIII'IIl 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
14 km meon: -0.61553563 stddev: 0.51447654 maxobs: 3.46100000 38 km meon: -0.11930409 stddev: 0.19017216 moxobs: 3.19350000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
11 km mean: -0,31324777 stddev: 0.44060386 moxabs: 2.63110000 35 km mean: -0.15331110 stddev: 0.24665761 moxobs: 3.29420000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
8 km meon: 0.18469530 stddev: 0.39195368 moxobs: 2.31570000 32 km meon: -0,28130361 stddev: 0.51067386 maxobs: 4.62450000 
-4 
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Number of cross-section recalculotions for limb-scons ($7.7): 1; (Ref.: -1) 
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Number of cross-section recalculations for limb-scans ($7.7): 0; (Ref.: -1) 
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Number of cross-section recalculations for limb-scans ($7.7): 0; (Ref.: -1) 
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Figure 162: Relative error [%] with respect to MIPAS NESR 
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Additional ray-paths for field-of-view ($7.1 0): 2; (Ref.: 6) 
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Additional ray-paths for field-of-view ($7.10): 2; (Ref.: 6) 
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Figure 164: Relative error [%] with respect to MIPAS NESR 
Additional roy-poths for field-of-view ($7.1 0): 1; (Ref.: 6) 
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Additional ray-paths for field-of-view ($7.1 0): 1; (Ref.: 6) 
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Figure 166: Relative error [%] with respect to MIPAS NESR 
Additional roy-poths for field-of-view ($7.10): 0; (Ref.: 6) 
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Additional ray-paths for field-of-view ($7.1 0): 0; (Ref.: 6) 
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Figure 170: Relative error [%) with respect to MIPAS NESR 
Atmospheric loyering ($7.31, $7.32, ond $7.3): (o) 46 Ieveis; (Ref.: 156 Ieveis) 
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Atmospheric layering ($7.31, $7.32, and $7.3): (a) 46 Ieveis; (Ref.: 156 Ieveis) 
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.u km m.crn: Q.025H475 atddeY: 0.06067024 mo•a.bs: 0.7JS40000 -l ·~ ~ q·,,'N',,t~M'~''ttb =~I .... "'., "" .... . ·- . - : 
-1.5 --·" 1J50 
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~--------- l .. , .. , 
~t••m!""" ... ''' ·:·• ·• .~ .. "~ 
36 km m•a~: 0.02Jil0100 slc'dGV: 0.075JOol26 ma•abs: 0.97847000 
~G~~~:~~·:= ~ .~ .:  ·- ~·l 
••nn < •~n "'' 
35 km moro"' 0.0229Iiltlol0 atdd1M0.08687579 monobo: O.BAB.JCOOO 
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'·' 
~~ '"'''"Nij)'JIII~ rl'l /il'frqt•o?< p}" " <~ " " 
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n•m moro~:0.02~73 slddev:O.Dfl4J7249 m(l;l<Obs:D.7~!1000 -l u ' 1.0 ~ I I 'II \1 I ~~"''"''11mn•,. "" · -o~ """ -1.0 -
-1.5 - --
Wovenumber in cm-1 
Atmospheric layering ($7.31, $7.32, ond $7.3): (b) 75 Ievels; (Ref.: 156 Ievels) 
~ - - -1 ·~~ ·~ ' ~~~G~f·~F~'1 1l ·--- ---- ---- ----
26krn ll'le<;ln:C.J2506474 stllc'OW:0.428915.74 ma~bs:-4.JOOODOOO 
~I I 
,.,.,n <T"" '""" <•ftn <•E" 1!100 
ZJicm mec!'I:0.242670J2 std~O.J421lJ249 rrunrobs:J.14640000 
~~ l 
---- ---- ---- -· 
20 l!:m m"<<n: 0.18910113 .,.,..,...., 0.31.33!5991 m<DiatlS: 3.24e.DOOOO 
~~I l J1~Ll~~. :-:C [~~;-:-. 1 
Q; 1250 !JOD 13!50 1400 1450 •• ""' 
" j ~f" -"'~··--··-··- l "I km m•an: ".35734969 sllld""' 17.52251593 m<D~abs: 1742.40000000 }l·: , L.. . I 
<~Oft <~ft- <Uft • ·- <•~- ••• 
"'" 
14km mecn:O.D9274999 alddlw:0.2753-1299 monobii:3.52J30000 JB km m"<<n: 2.125037"7 sldllav; 2.9'9978511 l'n<ll«!bs: 79.29000000 
iJ l 
'"~" '"~" 1350 1400 1"50 1500 
-~ I "': " 
-200 
~00 om """ 
11 km meon:0.05999713 S!ddw:0.1637-«il0 mal«!ba:2.52B10000 
~~ l J" -···-·-····--- l - ·- - ·- ·- -
a tun mecm: o.Oß.47J.4.47 s!ddow: 0.126256-'8 mO><otos: o~tmooo 32 ~m meon: 0.72616066 &ldd""' 0.97411222 mcncoba:;: 12.90100000 
~~ l ~~ I 


































































Höpfner and Kellmann: Optimization of model accuracy parameters 333 
Atmospheric layering OP.31, $7.32, and $7.3): (b) 75 Ieveis; (Ref.: 156 Ieveis) 
29 km meon; 0.43066125 stddev: 1.00022753 moxobs: 11.19400000 53 km meon: 0.10911959 slddev: 0.31693280 moxobs: 7.98690000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 
26 km meon: 0,53618313 stddev: 1.50302332 maxobs: 17.32400000 50 km meon: 0.29875738 stddev: 0.78045184 moxabs: 16.55500000 
-20~--~------~----------------------~------~ 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 
23 km meon: 0.62114329 stddev: 2.37519648 moxobs: 20.16500000 47 km meon: 0.33767759 slddev: 0.50828685 moxobs: 9.57070000 
1500 
1500 






1250 1300 1350 1400 1450 
20 km meon: 0.76498834 stddev: 3.17346819 moxobs: 20.23800000 
1250 1300 1350 1400 1450 
17 km mean: 0,94889051 stddev: 3.25020147 moxabs: 18.47700000 
1250 
14 km meon: 1.08646375 slddev: 3.18642419 maxobs: 17.26700000 
1500 1250 1300 1350 1400 1450 
44 km meon: 0.34909837 slddev: 0.87280752 maxobs: 10.75500000 
1500 1250 1300 1350 1400 1450 
41 km meon: 0.34256205 slddev: 1.21340160 moxobs: 16.21600000 
1500 1250 1300 1350 1400 1450 
38 km meon: 0.32972749 slddev: 1.09321114 moxobs: 14.29000000 
-20~------------------~------~------~------~ 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 
11 km meon: 1.52894068 stddev: 2.98018347 moxobs: 16,67700000 35 km meon: 0.32123693 stddev: 0.97082052 moxabs: 12.38900000 
1250 1300 1350 1400 1450 
B km meon: 3.50393008 slddev: 5.11998029 moxobs: 26.33100000 32 km meon: 0.32887644 slddev: 0.93496256 maxobs: 11.61700000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 
Wavenumber in cm- 1 








Atmospheric layering ($7.31, $7.32, and $7.3): (c) 66 Ieveis; (Ref.: 156 Ieveis) 
2!1 km mecn: 0.02384444 mldcfeov: 0.23088097 mc:=bs:: 2.96860000 5J km rrn:gn: 0.00795931 11!dd~v: 0.02399184 ma~g:bs: 0.59429000 
~t'"l"ff~~llnl""" ' ~ ' 1" I ' I II' ~~ ~~ .. . .. -I 







28 km mean:0.01821!666 stdder.0..34J.4857o4 mQll:lb!l!<l27"150000 50 km mecrt: 0.02162561 """er. 0.05807547 mc.gbs:. 1..23180000 
~~ " ' "'' '" I" "" "' ""l 
~ 
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•••• •~•• •n• •••• •••• 
Cl> ' '"' '"' E 0 <.> 
'"' 
~ 
'B' "' NE 
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--- ~ n <:: 
"4 km mean:0.025t4475 lldcleo:0.!16067024 ma"'!bl; 0.73540000 
~~ ""'""'M">O 'o ' l 












17 km mecn: D.0296.59n stddew: 0.38187626 mOKOb:o: J.5J620000 •t km miJOn: 0.02488l!JJ 11ldd11Y: 0.08821509 mcnoobc 1.17950000 
1500 
~~ '"""'~m""•" '' l 
·--- ---- ··-- . -~- ... 






l"'""':m"•- ' "" I 
'"" <" J5 km mee"" 0.02280857 Blcld...., 0.12.oJ384 m<neobr. 1.624&0000 Cl> 
Cl> 
'"' '"' 0 
'"' 
~ 
l ~ ... ~ ........... · ... ·1 
tJw "'" 
J2ktll meon:0.022n709 alclclev:0.149lil812 mCI<Ilbll: 1.82770000 
~ -;L_ ______________________________ __J 
l"!"'""'fH1110;, ... ' '' '' ., I" "l 
1350 "~ 
Wavenumber in cm-1 
Atmaspheric layering ($7.31, $7.32, and $7.3): (c) 66 Ieveis; (Ref.: 156 Ieveis) 
29 11m meon: 0.7310B29J st.;!~ 0.971148625 mo•obo.: 10.noooooo 
~~ l ---- ··--J" -----·~-·- l 
,.,,.n '""" '""" ''"" ''"'" ,,., 
2J km meon; 0.29306851 sldd1M 0.-452UI272 mo><obs: ,..06940000 
~~ l 
'"a" ,,..,., ,..,.,.. ''"" ''"" ••• 
2tl km macw. 0.20D-15JB<I utdd...., 0.35902802 mo•cbft: 3.80&20000 
~ ~~ l 
~ = - - - -
Q) 
~ l" -·~-·----- l 
... ~... -~" __ ., ........ ····- -~· 
\.Jkm rnean: 0.09221989 aldd....,0.28980315 mo><llbs:.l.65160000 
~~ l 
12:\0 nnn n~,., """ "~" .~, 
llkm tn8(11'1;0.Q5676681 sldd....,0.17257GD4 mo-abs:2.57670000 
~I l - ·- ·- -
8 km meon: o.o:aoll4Jt0 s!ddo-r. O,UJ6967-4 mO>ccbs: 0,51760000 
~~ l 
---- ·--- ·---
5J km mecm: 9.115092026 slddsv::-43.088628J7 ma•cbs: 3448.70000000 
:U.JJI 1H\~l,,JL" llll11 d,. lj _":o r!~ ' ~ '!'!' I~ n 11 ,. t I I 'I_ 
.... 00'--'---;02:::;--00 --=IJOO-=-'-'"·---:-:':. ·-=----'"-~-... -----'::'. 
SO km mean: 12.5SBOI-476 sldd....., 69.25JJ9227 mo•abs: 5346..30000000 
.~~t~~r~~·'riL .. ~~ 
·--- --- ---- ··- .. 
=~+l-.::-r: ::-::~~ l _," I I 
41 km m..on: -4.55586UJ ~!dd...., 18,13115562 m""abs: 1800.00000000 Jl ' 1..... " l 
~f -·--~~--- j 
J5km tl'if!lcn: 1.78898627 81dd....,2.J958527B rnaxobr. .. 0.17700000 
~~ l 
1300 
J2 km meon: 1.1~82660 atcldll'r. 1.54291697 m~abll: llt89200000 
~I l 
1250 ·--- ·-·· -·--































































Höpfner and Kellmann: Optimization of model accura.cy parameters 335 
Atmospheric layering ($7.31, $7.32, and $7.3): (c) 66 Ieveis; (Ref.: 156 Ieveis) 
29 km meon: 0,32811911 stddev: 3.34482188 moxobs: 44.86100000 53 km meon: 0.10911959 slddev: 0.31693280 moxobs: 7.98690000 
II 111 011 
~--~------~------~----~------~------J 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
26 km meon: 0,24855020 stddev: 4.98673822 moxobs: 62.39100000 50 km meon: 0.29875738 slddev: 0.78045184 moxobs; 16.55500000 
Jll :,J dJU' 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
23 km meon: 0,12179386 stddev: 5.97017976 m01tobs: 65.35900000 47 km meon: 0.33767759 slddev: 0.50828685 moxobs: 9.57070000 
:~r • ·~ .. 
1250 1300 1350 1400 1450 1500 
20 km meon: 0.14727935 stddev: 6.07943362 moxobs: 60.71600000 44 km meon: 0.34909837 stddev: 0.87280752 moxobs: 10.75500000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
17 km meon: 0.43500974 stddev: 5.56485462 moxobs: 54,47600000 41 km meon: 0.34524853 slddev: 1.28026742 moxobs: 17.22600000 
=~r ····""""":··", .. ,~ .. ,. . .. .. ... . . J 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
14 km meon: 0.63859240 stddev: 5.10380381 moxobs: 50.02400000 38 km meon: 0.34139694 stddev: 1.56401357 moxobs: 21.09000000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
11 km meon: 1.10485112 stddev: 4.71770035 mo)(obs: 46.98100000 35 km meon: 0.31274486 stddev: 1.81021800 moxobs: 23.72700000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
8 km meon: 3.08490313 s\ddev: 6.24765412 moxobs: 44.69400000 32 km meon: 0.31193350 slddev: 2.17512141 moxobs: 28.00900000 
"'1 " ·~ I 11 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
Wavenumber in cm- 1 
Figure 176: Relative error [%] with respect to MIPAS NESR 
Atmospheric Joyering ($7.31, $7.32, ond $7.3): (d) 29 Ieveis; (Ref.: 156 Ieveis) 
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Wovenumber in cm- 1 
Atmospheric loyering ($7.31, $7.32, ond $7.3): (d) 29 Ieveis; (Ref.: 156 Ieveis) 
~~ H UU l 
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50 km meat~: 11.7674!5.360 slddev:5S.J14501SG mo•ob:r:45-41!i.BOOOOOOO 
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47~m meo,.,; 6.9037.3376 ctdd""' 59.42921008 mo•abr.5J65..80000000 
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Höpfner and Kellmann: Optimization of model accuracy parameters 337 
Atmospheric layering ($7.31, $7.32, and $7.3): (d) 29 Ieveis; (Ref.: 156 Ieveis) 
29 km meon: -0.85456198 stddev: 7,99663546 moxobs: 104,72000000 53 km meon: 0.21717277 slddev: 2.40513556 moxobs: 61.79600000 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
26 km meon: -0.80303965 stddev: 9.03329945 moxobs: 114.12000000 50 km mean: 0,31105657 stddev: 1.94469111 moxabs: 48.06700000 
-~r .: ..... __ ........ :. • • 1 ·::t~~. ---------------1 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
23 km meon; -0.86379014 stddev: 11.07287095 moxobs: 122.62000000 47 km meon: 0.41033505 slddev: 1.72021826 moxabs: 39.48400000 
~ ·~[ .. :. "' -~" ' ....... • J ·::f----r ~~J 
(/) 
<t 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 
Q_ 20 km mean: -0.97899076 slddev: 13.20633891 moxobs: 126.12000000 44 km mean: 0.21826877 slddev: 2.32611099 moxobs: 33.51800000 
1500 




1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
' ~ 17 km meon: -0.80190269 stddev: 12.81036094 moxobs: 118.59000000 r-41_k_m~m•_on_: _-o_. 1_15~65_92_2_s_1d_d•~v: _4._o5_oa_a7_B 1~m-ox_ob--s: _54--.B-97_oo_oo __ o_--, 





1250 1300 1350 1400 1450 
14 km meon: -0.44836117 stddev: 11.64899848 moxobs: 110.67000000 
1500 1250 1300 1350 1400 1450 1500 
38 km meon: -0.43591313 stddev: 5.52605431 moxobs: 78.01800000 
~ ·~t .: OFh 0"'""":' • • ~ ·~[ •.. .,,. "~ • • • ~ 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
11 km meon: 44.14796471 stddev: 52.98702146 moxobs: 262.54000000 35 km meon: -0,74863189 stddev: 6.61120383 moxobs: 91.94200000 
-~l ...... ~-~r .: ....... ~ . • • J 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
32 km meon: -0.94166111 stddev: 7.46244077 moxobs; 100.59000000 
-~r .: ..... 
1250 1300 1350 1400 1450 1500 
Wavenumber in cm- 1 
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s; 
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29 km meam 0.03113646 •tddev: 0.076~626 mo;t~~Q.bl: 0.87583000 
~~"!'IIQ"'IMI:: ~,.-, " "' 'l 
1250 1300 l.ßO t-400 1-4~ 1500 
26 km meclll: O.oJS~tH stddow: 0.11120077 mQ:I:abs: 1.23150000 
~~ .. ~nun;.~:-:.~~.~ ·l 
IZW 1300 1J50 1"00 14:10 
23 km meon: 0.04664807 stlldev: 0.166071>43 ma•cbc.: 1..35350000 









17 km m.on: 0.08114328 Btddeo:t 0.22<Wl405 moaoba: 1.22160000 
14 km mBGn: 0.1)92.3.2625 slddev: 0.2258SBSI mOl«lbs: \.16950000 
53 km mec~n: 0.00788967 sldc!ev:O.OZ28JIJO mo•o.bs: 0.56374000 
T~~ ! 1.0 ~l1 " ' "!L II" J "" II" I,. "" " 
.... " 1300 \3~ Oo- •••- oEI 
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~ l fll'\ jl ,,,. •• ~~ "F I 1 1 • I 
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:~~ "''" 111' m 11 """ " " " "' • • " ·] 
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~~ ~.,~mnn:" "" ·• " , .. ~l 
"' ........ """ "'' 
Wavenumber in cm-1 
Atmospheric loyering ($7.31, $7.32, ond $7.3): (e) 77 Ieveis; (Ref.: 156 Ieveis) 
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~~ l 
.... ~ft -~~- 0 '"'"' ··~- OE< 
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~I l 
1250 .~...... -~- ...... ··~- ·~· r --·----.. -·~- l 
·--- ---- 1400 
!SOkm mectn:10.44640146 lld~!S6.51\!S2070 mo•ob~:4464..2DOOOOOO 
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1250 ·---
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}J L ... • l 
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1300 13$0 
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~I I 
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Höpfner and Kellmann: Optimization of model accuracy parameters 339 
Atmospheric layering ($7.31, 1P.32, and $7.3): (e) 77 Ieveis; (Ref.: 156 Ieveis) 
29 km meon: 0.43925703 stddev: 1.12020633 moxobs: 12.79100000 53 km meon: 0.10829854 slddev: 0.30224791 moxobs: 7.57630000 
j t ,,~II; ~ 1'1111 "~'"" " p "'"" :..1 " " l :Jf"....----..--.~, " J---,.--.---:_1 Ii I U -~ ''" !.;___________,_! 1 I 11111------------., "" • j 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 





] ":.. '·"" 1111 J,,, "'' '" """) 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
23 km mean: 0.69346543 stddev: 2.41879638 moxobs: 19.75500000 47 km meon: 0.35127065 slddev: 0.38190005 moxobs: 7.31100000 
)f= ·==•··="'':=lird l=a11 1 .111=•1 <~ 11·=""·'] 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
20 km meon: 0.92310012 stddev: 3.10136204 mo)(obs: 19.75600000 44 km meon: 0.35696583 slddev: 0.59028586 moxobs: 6.41530000 
20 
1250 1300 1350 1400 1450 1500 
17 km meon: 1.17402556 stddev: 3.24901365 mo)(obs: 18,14000000 41 km meon: 0.35313958 slddev: 1.02353264 moxobs: 13.52500000 
20 
1250 1300 1350 1400 1450 1500 1250 1300 1350 1400 1450 1500 
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Figure 180: Relative error [%] with respect to MIPAS NESR 
Gas/isotopenumber of the moin gas ($7.12): -1; (Ref.: 0, for no main gos) 
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Höpfner arid Kellmann: Optimization of model accuracy parameters 341 
Gas/isotope number of the main gas ($7.12): -1; (Ref.: 0, for no ma1n gas) 
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Figure 182: Relative error [%] with respect to MIPAS NESR 
Gas/isotope number of the moin gas ($7.12): eH
4
; (Ref.: 0, for no moin gas) 
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Höpfner and Kellmann: Optimization of model accura.cy parameters 343 
Gas/isotope number of the mam gas ($7.12): CH
4
; (Ref.: 0, for no mam gas) 
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Figure 184: Relative error [%] with respect to MIPAS NESR 
Gas/isotope number of the mein gas ($7.12): HN0
3
; (Ref.: 0, for no main gas) 
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Höpfner and Kellmann: Optimization of model accuracy parameters 345 
Gas/isotope number of the main gas ($7.12): HNO ; (Ref.: 0, for no main gas) 
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Figure 186: Relative error [%] with respect to MIPAS NESR 
Gas/isotope number of the moin gas ($7.12): H
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Gas/isotope number of the mam gas ($7.12): H
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Figure 189: Absolute error [nWJ(cm2 sr cm-1 )] and relative error [%] 
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Figure 190: Relative error [%] with respect to MIPAS NESR 
Gas/isotope number of the main gas ($7.12): 0
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Gas/isotope number of the mo1n gos ($7.12): 0
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Figure 192: Relative error [%] with respect to MIPAS NESR 
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Ray-tracing step length (1P.11 ): 1 km; (Ref.: 0.1 km) 
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Ray-tracing step length (~P.11 ): 10 km; (Ref.: 0.1 km) 
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Figure 196: Relative error [%] with respect to MIPAS NESR 
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358 Höpfner and Kellmann: Optimiza.tion of model accuracy pa,rameters 
Finest spectral grid ($6.1 ): 0.0005 cm-\ (Ref.: 0.0001 cm- 1) 
29 km mean: -0.13041590 stddey: 0.46616234 moxobs: 11.28100000 53 km meon: -0.01924708 stddev: 0.02570845 moxobs: 0.40976000 
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Figure 198: Relative error [%] with respect to MIPAS NESR 
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360 Höpfner and Kellmann: Optimiza.tion of model accuracy parameters 
Finest spectral grid ($6.1 ): 0.0008 cm- 1; (Ref.: 0.0001 cm -1) 
29 km meon: -0.05357110 stddev: 0,42125947 moxobs: 1 0.34000000 53 km meon: -0.00635576 stddev; 0.03719777 moxobs: 0.73906000 
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Figure 200: Relative errar [%] with respect to MIPAS NESR 
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362 Höpfner a.nd Kellmann: Optimization of model accuracy parameters 
Finest spectral grid ($6.1 ): 0.001 cm- 1; (Ref.: 0.0001 cm- 1) 
29 km meon: -0.16394088 stddev: 0.47467293 moxobs: 11.25700000 53 km meon: -0.02269280 stddev: 0.05156543 moxobs: 0.95005000 
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364 Höpfner and Kellmann: Optimiza.tion of model accuracy parameters 
Accurocy for cross-section calculation ($7.2): 10-8 ; (Ref.: 10- 12) 
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366 Höpfner and Kellmann: Optimization of model accuracy parameters 
Accuracy for cross-section calculation ($7.2): 1 o-6 ; (Ref.: 1 o- 12) 
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0 ...., 
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Accurocy for cross-section colculation ($7.2): 10-4; (Ref.: 10-12) 
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368 Höpfner and Kellmann: Optimization of model accuracy parameters 
Accuracy for cross-section calculation ($7.2): 1 o-4 ; (Ref.: 1 o- 12) 
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Accuracy for cross-section colculation - weighted with PIPa ($7.2): 10-8; (Ref.: 10-'2) 
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370 Höpfner and Kellmann: Optimization of model accuracy parameters 
Accuracy for cross-section calculation - weighted with p/p
0 
($7.2): 1 o-8 ; (Ref.: 1 0- 12) 
29 km meon: -1.82703073 stddev: 0.99233088 moxobs: 9.38600000 53 km meon: -0.40972520 stddev: 0.64015202 moxobs: 10.22800000 
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Figure 210: Relative error [%] with respect to MIPAS NESR 
Accuracy for cross-section colculation - weighted with p/p
0 
($7.2): 10-6; (Ref.: 10-12) 
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372 Höpfner and Kellmann: Optimization of model accuracy parameters 
Accuracy for cross-section calculation - weighted with p/p
0 
($7.2): 1 0- 6; (Ref.: 1 0- 12) 
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Accuracy for cross-sec\ion calcula\ion - weigh\ed wi\h pjp
0 
($7.2): 10-4 ; (Ref.: 10-12) 
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374 Höpfner and Kellmann: Optimiza.tion of model accuracy parameters 
Accuracy for cross-section calculation - weighted with p/p
0 
($7.2): 1 o-4 ; (Ref.: 1 0- 12 ) 
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Figure 214: Relative error [%) with respect to MIPAS NESR 
Width of the AlLS function ($7.8 1 ): 1.40 cm-1 ; (Ref.: 7.00 cm-1) 
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376 Höpfner a.nd Kellmann: Optimization of model accuracy parameters 
Width of the AlLS function ($7.8 
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Width of the AlLS function ($7.8 = 2): 0.15 cm-1 ; (Ref.: 7.00 cm- 1) 
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378 Höpfner and Kellmann: Optimization of model accuracy parameters 
Width of the AlLS function ($7.8 2): 0.15 
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Number of cross-section recalculations for limb-scans ($7.7): 3; (Ref.: -1) 
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380 Höpfner and Kellmann: Optimization of model accura.cy parameters 
Number of cross-section recalculations for limb-scans ($7.7): 3; (Ref.: -1) 
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Number of cross-section recalculotions for limb-scans ($7.7): 2; (Ref.: -1) 
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Number of cross-section recalculations for limb-scans ($7.7): 2; (Ref.: -1) 
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Figure 222: Relative error [%] with respect to MIPAS NESR 
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384 Höpfner and Kellmann: Optimization of model accuracy parameters 
Number of cross-section recalculations for limb-scans ($7.7): 1; (Ref.: -1) 
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Figure 224: Relative error [%] with respect to MIPAS NESR 
Number of cross-section recolculotions for limb-scons ($7.7): 0; (Ref.: -1) 
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386 Höpfner and Kellmann: Optimiza.tion of model accura.cy pa.rameters 
Number of cross-section recalculations for limb-scans ($7.7): 0; (Ref.: -1) 
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Additional roy-poths for field-of-view ($7.10): 2; (Ref.: 6) 
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388 Höpfner and Kellmann: Optimization of model a.ccuracy parameters 
Additional ray-paths for field-of-view ($7.1 0): 2; (Ref.: 6) 
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Figure 228: Relative error [%] with respect to MIPAS NESR 
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390 Höpfner and Kellmann: Optimization of model accuracy parameters 
Additional ray-paths for field-of-view ($7.1 0): 1; (Ref.: 6) 
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Figure 230: Relative error [%] with respect to MIPAS NESR 
Additional roy-paths for field-of-view ($7.1 0): 0; (Ref.: 6) 
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392 Höpfner and Kellmann: Optimization of model accuracy parameters 
Additional ray-paths for field-of-view ($7.1 0): 0; (Ref.: 6) 
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~------------~--------~--------~ 
1600 1650 1700 1750 
14 km meon: -44,59009775 stddev: 47.23395191 moxobs: 157,11000000 
1600 1650 1700 
41 km mecn: 0,54538663 stddev: 8,33367328 moxobs: 169.57000000 
1600 1650 1700 






~ J~ Jft ···1 ~"1 1 ' ~~~'IN'~~~~~ 
1600 1650 1700 1750 1600 1650 1700 1750 
11 km meon: -65.99340110 stddev: 51.94406578 moxobs: 158,93000000 35 km meon: -0.20521134 slddev: 11.26430213 maxobs: 160.24000000 
:;~r~ ·~~~ ~ 'Ii'" I~ l'lln'1M1ftt~ 
1600 1750 1600 1650 1700 1750 
8 km meon: -14.29335044 stddev: 15.822~885 moxobs: 81.16400000 32 km meon: 4.42564023 slddev: 10.23934076 moxobs: 117.14000000 






1600 1650 1700 1750 1600 1650 1700 1750 
Wavenumber in cm- 1 
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Additionol roy-poths for field-of-view ($7.1 0): 2 (0-20 km), 0 (>20 km); (Ref.: 6) 
29 km me<:~n: 0.12551266 mtc;lclcn-: 0.21445041 m<:t><ebs: 2.31!570000 
~lt ''"''l1+ttf1111 '' 1;".,, ·1 
---- ---- . - ·-· 
26 km ITIOCII: 0.11277107 etddev: 0.28672449 mo~ol:ls: 2.<t06JOOOO l:+tFn 1111'1" "'.,....".I 
·--- -- --· 
23 km mean: 0.067.347.W .td<S-. 0.21222227 ml1l<tlt..: 1.65860000 
JE~~m·~u .. I 











mecm:-0.06922867 st~O.ttJ58780 mo•obr.0.3746&00() 
~~- --l 
16;.~ 
mecn: 0~ a\ddOW: 0.05629917 mo~<Qbs: 0.19275000 
~I l 
Hl:>D 
8 km mecn: O.t2ß.483!i2 stdd-. 0.12<469078 mo><obs: O.:B766000 
J~ 
5J km meor.: 0.04355642 eteldow. 0.13259401 m~n~ot>=: 2.70310000 
:ill . , ... I,,,, u 1., ", .. L u" ",, , •·! 
,.., 
50 km meon: 0.~1578 stlldcn-: 0.14632761 mg•obr. 2.J75JOOOD 
Jll • il,o I,~~ 0 lol I 1,1, .... """I 
·~"" ... ~... ......... . ... 
47 km meon: O.OJ596012 std<lev: 0.12029310 mc•oDr. 1.~0700000 
:lt '11' I "" I " ' I ": ... "'I ~~~ 1 '1' ill'''l"lilrr"~''': 
·- - -
m•cn: O.O:S1«546 """..-; 0.1.3455021) ma•~Ws: :3.07500000 
~II ·~j"TI ~· ''''1' I;" "I' '"'l 
-~~... . .. ~... -~...... . ... 
m""n:0.01051!il70 sld"-v:0.\53<111109 mo;DrOt>r.J.25140000 
~II ' Ii' Pt 111 j lf""r ' ttl 
·--- ·--- . - ·-· 
J~, '""M' I ~,~,, I~ t, I I',\ ~ llt~fil>i'i!' I •11+1 
-2 _, 4L-____________________ _J. 
mcon: -0.00417132 atdd-. 0.214n5Jo mCt><obe: 3.07250000 
!fl "'"!P>!~ n 1111 j,U,I ~·•!1-~ 0 A ßil'i -· -2 
~ -
_. -~...... '"=" 1700 
meoll! 0.066llß01 atdcl.-.:: 0.19475371 ma•obz: 2.24520000 
Jll ""'iii-1 PI 1111 I' II"'~ •II I 
·- ·- - -
Wavenumber in cm-1 
Additional roy-poths for field-of-view ($7.1 0): 2 (0-20 km), 0 (>20 km); (Ref.: 6) 
r-·-·--··- .. ---- 1 r~.·-·~-·~~~~~ 1 
0 0 I ' 1 I 
·--- ---- ---- ---- ---- ·-
26 km mecn: 1.56390244 stl:ld~ 1.82578952 mo"'bs: 5.63760000 
~~ l =r· r·---·---.. -~ 
......... ........ ......... . ... r _____ ,__ 1 :r· ~, __ " _____ l 
........ ........ • .. ~ 1750 
20 km m~Mn: 0.17445694 stdd-. 0.18973602 mo"'bz: 0.5HI30000 « km mecn: 2.03679429 slddorv; 1.69423318 mc~b•: 12.32000000 
~ ~ I ~~ l 
~ - - - -
"' j l" -·--... ·--··- l :r· -·-·-·--·~ l 
·- - - -
mean: -0.06490186 sldd....., D.1694!'<J52 mo~obs: o.n.l8.3DOO 
~~ l r-·· .. --·-·-.. -l 
u~n u~n ,.,..,.., no 
~~ -·-·-~··-- 1 r-·-·-·--- J 
.~ .. ~ ·~·" .,~ ·~~ 
mscn: 0.11140M8 sldd""' O.tOlli$42 m<n<obs: O.J27nooo 32 km mcon: t.6834lH67 atddev; 1.-43423617 ma•nbs: !1.29!>30000 
~ I ~ l 
•~"" •~r.., ,..,.,., ,..,r• 


































394 Höpfner and Kellmann: Optimization of model accuracy parameters 
Additional ray-paths for field-of-view ($7.1 0): 2 (0-20 km), 0 (>20 km); (Ref.: 6) 
29 km meon: 6.32999614 stddev: 10,85004901 moxobs: 123.38000000 
1600 1650 1700 1750 
26 km mean: 5.75991232 slddev: 14.51538174 moxobs: 125.50000000 
1600 1650 1700 1750 
23 km meon: 3.45978885 stddev: 10.74918735 m01cobs: 86.51000000 









1600 1650 1700 1750 
53 km meon: 2.18129919 slddev: 6.69067098 moxobs: 140.97000000 
1600 1650 1700 
50 km meon: 2.92255749 stddev: 7.36142887 moxobs: 123,88000000 
1600 1650 1700 
47 km meon: 1.79554315 stddev: 6.06331881 moxobs: 73.50000000 
1600 1650 1700 
44 km meon: 1.58323591 stddev: 6.81143667 moxobs: 160,37000000 





5: 17 km meon: 3.18853672 stddev: 3.88992188 moxobs: 12.37200000 41 km meon: 0.54324963 slddev: 7.73933414 moxobs: 169.57000000 
~ =;~t._______·~ ......._=~-,.,.......,-· --------::11 =;~rr . . ..... 1·1··· I' t·!t· ll'i"·j ··t~···t .. M· ~ 
1600 1650 1700 1750 1600 1650 1700 1750 
14 km meon: -3.51462144 stddev: 5.73333535 moxobs: 19.53900000 38 km meon: -0.82165371 stddev: 9.81525665 moxobs: 151.81000000 
1600 1650 1700 1750 1600 1650 1700 1750 
11 km meon: 1.75029532 stddev: 2.86473474 moxabs: 9.52030000 35 km meon: -0.20759437 stddev: 10.83134695 moxobs: 160.24000000 
:;~~ . ,ff·lr·lllllll'l~~ 
1600 1650 1700 1750 1600 1650 1700 1750 
8 km meon: 6.51468259 stddev: 6.40452567 moxobs: 18.70300000 32 km meon: 4.42295396 stddev: 9.83655989 moxobs: 117.14000000 
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Wavenumber in cm- 1 















































Atmospheric layering ($7.31, $7.32, and $7.3): (a) 46 Ieveis; (Ref.: 156 Ieveis) 
29 km mecn: 0.007693a6 lrtdd~ O.IO!o4<4795 mg•g~ 1.86800000 
Jr """ I" ~"' I" ... I· " ..• ,, ,,.1 
---- --· 
~~;- ... :.-;,:r~:·~.·:- ..... 1 
'""" -~~.. . ..."" ,..,, 
2.3 km mecn: -O.Q00.45006 stdde>r.0.088S4390 mCIICbs: 1.34730000 
~, l ~;l-1rl!-,llf11 1r1 11"11 ,., 1"'j '"'u '-<lh-forlj''-1jl'-1 ."..,,;,+.1 "1, tr,1 r--\>114r<'• 1rli .,.,.,.., .,....,111-i"•,.,,."j" 
'""" 16:.0 '"'"" t7' 
20 km mecn: -0.003257&.3 llld"..,. 0.01765199 m..,.obll! 1.12860000 
;I l '"tr-,rnr/1"1'1"',..._, ""'' ri''-,' •1--' .,...,.,,+.1 ",lfr-h' "t"'"'.,JI.....,..-t/1-" ,.."j ~r I' ",, .. • , •• lfll I i • 1' , ,. 1 • .. • , ... 
-~.... ..... . ... 'I _< __ , __ "_ 
2 
' , I! I, !I' I II !, I! ~:I "'"" I ' '''" I ' '" " ' " ·1
'""" ...... ,..,.v, ·~· 
m100n: -o.0044J708 at~ 0.067<46841 mo•oba: 0.854nOOO 
!I l ~-,nr~-r~'~1 ~'J~1,''~1 ~'-41 41 ~1~1h'~'ir.,J'~'.,....,Ii-~~ ~;:'' '"I'" I ' '"' ' I ,,, "1 ' "j '" 
·- ·- - -
E===:i ---- ---- ....... ·-
8 km mean: 0.72<47493"1 atdd-. 0.609~419 mCllcbll: 1.89360000 
J~ ---- ---- --- ·-· 
f .-·:~;~ .. ~;;;·;;,~~;::""I 
·--- -~·~ -~~~ ·~· 
f ~,l:ijll~j;;;l~~~;lllll 
-~-- . - ·--- ·-
meon:0.03223900 slclder.0.1.4693556 mc•ob:l: 1.7!>370000 
Jlj I .,lj/jjjjl lifflflfllililf I lllll 
·--- ·-·- ·-- ·-
~111 .~ ,~;11~;;;~·.,~;; II ··I 
--- --- ·---
Jl:: -.. ~,.;1;;;;·,~.~:;; 1!.11 
u- u~" 17{)0 •-
tni!!Cm: 0.02203268 •tcld-.0.097101587 mombo:: 1.11660000 
1 l 2 ' I II I I I !II .I L I !LI i I' ~~ II II I II' ,, I" ~. I 1 .\I ,1,11, " ' I, II I ---- ·-· 




I D I II I II 1!. !I ~u ,,,., ,,, Ii"' ~·~ ,, .,, ~~~6 , ... ,,.,." 
- ·-· 
32krn meon:0.007JB796 a\C!elft'l0,10969,.,9 moxobf!:2.21060000 
;I I oLr~~~-~Mth~~~~~·~~~-~~~~~~~~·~j-1·~·~1'~·~~~1~~ ~t I "I"'' 'Ii i' ,, '111"' "''I,,,, 
"'"" ucn 1700 ''"' 
Wavenumber in cm-1 
Atmospheric loyering ($7.31, $7.32, and $7.3): (a) 46 Ieveis; (Ref.: 156 Ieveis) 
29 km meon: 0..34796010 =teldew: 0.45605440 mc•ct>s: 2..91990000 53 km meon! 7.80032900 •tddft'l 14.24473901 mcoobs: 334.20000000 
:! l ·:~*~~~.1 
••-- ·••- ·--- •-•• •n-- ·••- •-•• 
:! . . l 
·- - - -
mecn: O.OeSS3285 stC!dev: 0.15566250 mo>:Qbs: 0.79746000 47 km m""n: 3.7133<1116 stddo'w: 101..24655371 mo><Obf!: fi545.60000000 
:[ J l .... r_..~l'filiL~J Jl l 
·-- ·-·~ ·--- ·-·- --·- ·--- ·-· 
~ :1 _," ___ , ___ l ·:t~w~~~==~1~~::u j 
Q; 1800 1650 1700 1750 1600 1650 1700 ..... 
" 
j ·:r· _ .. ~·----- I {.~ .. ~:-===~=:~:~~, l 
---- ·--- --·- ---- ---- ·-
'l ---·- -·- l f ~."'~~~=~~' l 
- - - -
mlll(ln: 0.\4476368 sldC!ev: 0.12486636 mOJ<ObB: 0.5620<1000 J~ km mccn: 1.10670669 BldC!o.-: 1.58046676 moxcbs: 11.40500000 
l l :! . .... l 
- -
m&cn: 0.6~783996 slddow: 0.4999~93 moxcba: 1.69170000 -'2 km meon: 0.64262210 s!d~ 0,66761360 mcxobs: 6.16440000 
:1 l ·:! l 
-~~~ Hl50 ....... • .... _ OM" .~~... ......... ·-· 
































396 Höpfner and Kellmann: Optimization of model accuracy parameters 
Atmospheric layering ($7.31, 1P.32, and $7.3): (a) 46 Ieveis; (Ref.: 156 Ieveis) 
29 km meon: 0.39742833 stddev: 5,13167857 moxobs: 97.42200000 
1600 1650 1700 1750 
26 km mean: 0.28163761 stddev: 4.86510858 maxobs: 83.60900000 
1600 1650 1700 1750 
23 km meon: -0.0293444-4 stddev: 4.47406673 moxobs: 70.26600000 
~ ]r '"11"' I .,, ... 11111'. I'' ' ,, •··I • · 1·:""""'=1 
(!) 
<t 
1600 1650 1700 1750 
9:::. 20 km meon: -0.17430695 stddev: 3.92123381 moxobs: 58,85800000 










:g 14 km meon: -0.23652795 stddev: 3,40275134 moxobs: 44.57600000 
I I 1\ Ii ~I I I I ~ I I 'j ·~I II ~ 1:~ • ' ' ~ 
1600 1650 1700 1750 





1600 1650 1700 1750 





1600 1650 1700 1750 
53 km meon: 1.08724790 stddev: 7.22661946 moxobs: 87.27600000 
1600 1650 1700 
50 km meon: 1.57459857 stddev: 9.01548571 moxobs: 101.33000000 
1600 1650 1700 
47 km meon: 1.61421701 slddev: 7.45721956 moxobs: 88.34200000 
1600 1650 1700 
44 km meon: 1.55829202 slddev: 6.11030716 moxobs: 76.18900000 
1600 1650 1700 
41 km meon: 1.43981894 stddev: 5.40949335 moxobs: 68.79300000 
1600 1650 1700 
38 km meon: 1.10712041 slddev: 4.87989322 moxobs: 56.24800000 
1600 1650 1700 
35 km meon: 0.53509974 slddev: 5.84936032 moxobs: 131.21000000 
1600 1650 1700 
32 km meon: 0.37379335 slddev: 5.54889022 moxobs: 115.29000000 
1600 1650 1700 
Wavenumber in cm- 1 
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398 Höpfner and Kellmann: Optimization of model accuracy parameters 
Atmospheric layering ($7.31 1 $7.32 1 and $7.3): (b) 75 Ieveis; (Ref.: 156 Ieveis) 
(/) 
<( 
29 km mean: 0.68346970 stddev: 0.80714402 moxobs: 11.54500000 
:]l I' 1"1111 I "' "'" I' I' ""'"I' I'!'''"'""' "' ,, 1 
1600 1650 1700 1750 
26 km meon: 0,65948373 stddev: 1.24638757 moxobs: 14,06300000 
1600 1650 1700 1750 
23 km meon: 0.38570664 stddev: 1.80282426 moxobs: 18.16000000 
1600 1650 1700 1750 
Q_ 20 km meon: -0.09550136 stddev: 2.24207416 moxobs: 17.25900000 
~ :~b Htlll11!1i~~n~r;;;d 
1.... 
..c ....., 
1600 1650 1700 1750 







1600 1650 1700 1750 




1600 1650 1700 1750 







1600 1650 1700 1750 
8 km meon: 12.76899773 stddev: 8.27211648 moxobs: 33.83700000 
-20~----~----------~--------~--------~ 
1600 1650 1700 1750 
53 km meon: 0.21700891 stddev: 0.73477861 moxobs: 8.75700000 
1600 1650 1700 
50 km meon: 0.543~646 slddev: 1.58931183 moxobs: 21.08600000 
1600 1650 1700 
47 km meon: 0.71989440 stddev: 0.92884391 moxobs: 10.91900000 
1600 1650 1700 
44 km meon: 0,85490195 stddev: 0.87715800 moxobs: 8.75020000 
1600 1650 1700 
41 km meon: 0.83728486 stddev: 1.07341667 moxobs: 21.14600000 
1600 1650 1700 
38 km meon: 0.70955293 stddev: 1.04930020 moxobs: 21.61200000 
1600 1650 1700 
35 km meon: 0.68021827 stddev: 0.90568694 maxobs: 17.83700000 
1600 1650 1700 
32 km meon: 0.64332161 stddev: 0,83305232 moxobs: 14.97900000 
-~ll' I r1 'I 11 r· 111" 1111 ~~'I' -20 
1600 1650 1700 
Wavenumber 1n cm- 1 



































(!) ...., ...., 
0 ...., 
~ 
Atmospheric loyering ($7.31, $7.32, and $7.3): (c) 66 Ieveis; (Ref.: 156 Ieveis) 
' 
29 km mec11: 0.00760572 =tddCV: 0.09595628 mr;~•ct>s: 1.37970000 




l~;ln,r,r~ m·~~ nn ... ~,, 
1750 
mean:-o.00955579 ltdd~O.t2595334 moKCbs:t.52-'IIOOOO ''r-~- ~- ~ - --··- - -.- i 




E 20 km ....an: -0.020~57 sl<l<lav: 0.11059732 me~•el:>s: 1,31080000 
i ~~~ "" 1111 jllll"' 111111' l!lf'1r'"l'l"l ,_J -'E E......_-,.",--~,-.,,---,-",---"'1150 
-~ rnean: -D.0283488G stc~t~rr.0.09891.t85 mo•atts; 1.21630000 
----~j o o.sL 




~ ·--- ·-·- ·--
mean: -0,0285n35 Gl<l<leor.O.D9076561 me~•obs: 1.1"950000 




meon: O.()I.CISS-41 sld<lav: 0.089"701~ moxabll: 1.09790000 
r~--- ---1 ~ "'""Wf''fl vr·r ""'" · '"' 
m...,n;0.2.4692094 stdde-.;0.16«71!15 ma:ogl:>s:1.0!690000 
~~ 
-·~E---,,:::-.,:::-,------:co=------:-:::----..::l 
5.lkm meon:0.004JJ268 =tddw.0.01.t88815 me>•abf.:0.17t11000 
~- l '·' =~i " ' ,, " '"' " " "'" "' . 
·--- ·--- ·-· 
50 km meon: 0.0106-'789 sl6de-.: 0.03180925 ma•obs: 0.-'1397000 r -- 1 '·' =~~ ' I " II Li •I' u " hl d' Ii jli!>J h I I I' ", 
- - -
.t7 km mecn: 0.01-'337~ ildd=-r. 0.018~2779 mo•abs: 0.21336000 
~~ ...... '""""''~l 
44 km maon: 0.01700~ stddav: 0.017-'1860 mQ>~cbS: 0.16776000 r· .. . .. .. .. 1 0.5 Ii!"!! it 0.0 I tllt 
-·· 
-1.0 ·--- 1750 
-1.5 ·--- ·-·-
tni!IOn:0.01721703 sldd..-:0.02266170 mai<Cibi::0.-4631.3000 
~f ~ .. ~ .. -,;, '. '"'' "'i 
18~0 1700 -· 
38 km meon: 0.017273-'8 aldd...: 0.03239!1'90 mc~•cOO: O.a22.t5000 
~~~'""I" I"'' I"" I'""''"] 
- - -
.35 km meon: 0.01562382 alddev: O.M-497701 mmcobi!l: l.t06AOOOO 
~il " .. I'' I' 'IT' ;;1~~,:;-i 
"'' 
- -1700 1750 
32 km mecn: 0.01223?-'6 atdder. 0.0596?006 mo•etbS! 1.21700000 
:;t~ " 1 ,, 1 I ·~'I I'" II II' 'I 1" I II' I; 1~11~"1 _,. 
-·~ 
-·~L--.. -""---~.;;:_;;" ----;;;;;~----;;:._ 
Wavenumber in cm-1 
Atmospheric loyering ($7.31, $7.32, ond $7.3): (c) 66 Ieveis; (Ref.: 156 Ievels) 
29 1un mean: O..J\+49164 aldd...: 0.36640267 mc•oba: 2.47950000 5.llun mecm: 5.08438186 stdde-r. 8.61{).49"53 mo•Ob5: 2G4.79000000 
:1 I :~1·1·~-r~·~~u ,JJ.l 
·--- ·-·- ·--- ·-· 
26 km mean: 0.1-'337253 Sldde-.: 0.2209&a27 ma.abs: 1.19780000 
:,-~- 1 
·:1 --_ .. _ .. -··- 1 :r=.:;::r:;~:::~ 1 
'""" ,., .. n ,.,.nn ,.,.K. 
1 :1 -·--·-.. -- I rw:~·==k:::u l 
~ - - ~ = - - ~ 
" 
j ·:r· --~- ------- I {.~ .. ~ ... ~:=:::.=:·~.~ l 
"'"" '"'"" ,..,,."., 1750 
0.01937~79 slddav: 0.07.378055 mc.abll: 0.39172000 JB ~m mecn: 1_...7660876 atddev: 2.02173610 mg•obs: 16.8.3300000 
·:1 I :1 . ........ 1 
•~n- •eE• •~n- 1750 
:1- --·- ___ ... -- 1 r _ .. _: -~·~ --- 1 
·--- ·-~- ·--- 1750 
meon: 0.2-'612823 stddev! 0.18917915 mO><oba: 0.61625000 32 km mecn: 0.3M67672 Dtdd...-: 0.71666721 ma>~obs: ~.86310000 
:1 l :1 l 
16.,u ·--- ·--- ·---1700 1750 

































400 Höpfner and Kellmann: Optimization of model accuracy parameters 
Atmospheric layering ($7.31, $7.32, and $7.3): (c) 66 Ievels; (Ref.: 156 Ievels) 
29 km meon: 0.38102275 stddev: 4.83939881 moxobs: 71.95300000 
1600 1650 1700 1750 
26 km meon: 0,03322685 stddev: 6.25110676 moxobs: 81.13300000 
1600 1650 1700 1750 









1600 1650 1700 
Q_ 20 km meon: -1.05062412 stddev: 5.57589622 moxobs: 68,36100000 
1750 
~ ~~~ "111111 !' n 11''111' 110 · '1'rWr11'' ~'T'j 
L 1600 1650 1700 1750 
..c 
-+-' '3: 17 km meon: -1.45479711 stddev: 4,99780596 moxobs: 63.43500000 
f =~F "li 11'tl1fV"~·, n·~~~ 
Q) 
> 
1600 1650 1700 
"--§ 14 km meon: -1.46821158 stddev: 4.59681032 moxobs: 59,94700000 
1750 
~ ~~~· .. lltt~nn~~n ltl''1" l':,r,r·~~~~·~~j 
1600 1650 1700 1750 
11 km meon: 2.01973643 stddev: 4,51462958 maxobs: 57.25600000 
1600 1650 1700 1750 
-60 
-80"-----~-----~------~-------::l 
1600 1650 1700 1750 
53 km meon: 0.21700891 slddev: 0.73477861 moxobs: 8.75700000 
~~~"------------'' .. ~" ' " ,, •. ~· '" ". " ""-----"" " ""' J 
1600 1650 1700 1750 
50 km meon: 0.54334846 stddev: 1.58931183 moxobs: 21.08600000 
:~tc__,, --'~" _"_' _''_' _L_,,_, ·~II _Ü'_·_' _I'_' ,_,_~._11_1_"_11_"_''_'' _' _~._,, _·I -"I i 
1600 1650 1700 1750 
47 km meon: 0.71989440 stddev: 0.92884391 moxabs: 10.91900000 
~~t"---· ~··· _' _~~ ,_., ~'" ·"_'_1!!1_.,,,~~~"·_·111,1-111 _1" __,··j 
1600 1650 1700 1750 
44 km meon: 0.85490195 stddev: 0.87715800 moKobs: 8.75020000 
~f"----------'--'0 "< '" ~·' '~Ii "I'·~•"'' 'I' " •-----"1•<<"• ,,." 1 
1600 1650 1700 1750 
41 km meon: 0.86528418 stddev: 1.14658805 moxabs: 24.15300000 
~~r " I '" I ''" ' I ' • ' "I' ""' "" " J 
1600 1650 1700 1750 
38 km meon: 0.86816093 stddev: 1.63958852 maxobs: 42.89300000 
~~t~l 1>]1'1 I'''" I"'' I'" '""'I' 1\''r''' "'"1 
1600 1650 1700 1750 
35 km meon: 0.78578228 slddev: 2.27443145 moxobs: 57.70200000 
~t I' " 'I ",. I 'I... 1"'1' T ,, I "' "I ' I; ... " ... "' ., ·J 
1600 1650 1700 1750 
32 km meon: 0.61588410 slddev: 3,01392977 moxobs: 63.47100000 
~~tr , .. ,...,. 
1
1'1" ,." I'T .,,.~ . .,. ~·~ .... " .... ~,·j 
1600 1650 1700 1750 
Wavenumber in cm- 1 


























(") " s :;0 








(!) ...., ...., 
0 ...., 
;:,'l 
Atmospheric layering ($7.31, $7.32, and $7.3): (d) 29 Ievels; (Ref.: 156 Ievels) 
29km mec:~n:-0.00901~ ml<ldoY:0.167660::.6 mc;~KCIIs:J.2J000000 ~km meon: 0.019115401 •tdde~r. o.t-'370076 mcxot>s:. 1.62750000 
~-- -~ 20 • g 
:1 " l ·:[ "" ,. '" . '' -~ 
0 I -~~~ I 4 1 :~-~ I -~"" .... 
26 m meon: -0.01280431 stddev; 0.165110426 ma•abs: 2.757JOOOO mCC~r<:0.02079JJ1 slddev;0.11.ß5.400 mc•ebs: 1AJ530000 
l - ' :~ ~ l jl - " . _: ' . :: J r -~ .. ~~ ...... ~-~ 1 r· -~ .. -----·- 1 
- - - - - - -1 -~~ .. --_-·-~ r------.. -1 
,._ '~"" -~~A -~"" oOOA ...... _ •-• "" 
mllOn: -0,07383408 Dldd...: O.Hi921274 mo•olls: 1.90660000 meon: 0.020416111 alddc..: 0.08938623 mcn<obm 1.02440000 
l . --- l \I - ~_ -~.~- l 
moon: -0.07019133 aldc~t:Y:O.I$804124 mc•cbs: 1.75390000 mecn:0.01422723 al6dev:0.09117274 mcncbtl: 1.26040000 
11. _ _: _ l \I _ ... ·~- J 
meort: 1.9QJ003B5 Dldd-. 1.51122012 mo!rllb•:4.26100000 maon: 0.00450039 stddc.r. 0.11762""7 rno•ltbs: 2.71370000 
\~_l __ :_-1 
meon: -0,0060S296 stdd...: 0.1~29:50 maxltbB: 3..43910000 : - -~ 
.[ "' ' -o I uu 11oo 
Wavenumber in cm- 1 
Atmospheric loyering ($7.31, $7.32, ond $7.3): (d) 29 Ievels; (Ref.: 156 Ievels) 
:1 - 1 
'"""' ... ~,.. .,"" ,..,, 
mean: 0.13667~~ u\Cd"": 0.27231!675 maxabs: 1.440JOOOO 50 1<m mecn: 6.0082001"- stddev: 9.820307112 rTIQI<CbK: 2~.23000000 
·:1 I =tl ... L ...~'1-~1Ld~ 4J 
- ·- - - - - - -
23 km mi!Qru 0.026012&4 ctdde.r. 0.223677.31 moi<Cbs: 0.8-4330000 47 km mean: 3.61199224 ltddeY:: 99.006~\J moxobs: fl358.00000000 
:1 I ·:t ..... r ....... l*!ii'L•u ~j l 
\600 •~•ft •-nn •-•ft orinft OriWft •-nn 
meon: -0.04705090 sldd..-; 0.2371.3206 mo•abs; 0.6!'1928000 44 km meon: 3.9117316'1 <llddev: 5.92659516 mai<Cb!r. 111'1,14000000 
: ·:1 I ·:(_ .... ~ ....... :..1. ... ~,. ~ l . - - - - - - -
" > 17 km meon: -0.08761511 eldclav; 0.21271091 ma>cob<l: 0.81716000 "-\km ""'on: 2.56646200 slddev: 3.82330282 maxo.b!r. 31.31500000 
! :1 I :1 ..... :.. .. .... k ... ~ .. 4 • ., l 
- - - - -
m.oru -0.08096275 stdde-v; O..t4JJ.4J97 ma•abs: 0.$6055000 
m.an:2.07J72976 Bldd~N;1.62620296 ma.ob<l:.5.76!'>40000 
1650 
r===~ ·r ------ 1 
·-·- --· 































402 Höpfner and Kellmann: Optimization of model accura.cy pa.rameters 
Atmospheric layering (~P.31, $7.32, and $7.3): (d) 29 Ieveis; (Ref.: 156 Ieveis) 
29 km meon: -0,44863323 stddev: 8.48137855 moxobs: 168,45000000 
'~t~~,. ' ... ~""I II ====::::::::::·: ====::;· : .. I 
1600 1650 1700 1750 
26 km meon: -0.63437662 stddev: 8.37556568 moxobs: 143.80000000 
:~~l,. " . ~·· ' '====::::::::::·· ====::;:.. j 
1600 1650 1700 1750 
23 km meon: -1.22477343 stddev: 8.56424376 moxobs: 123.88000000 
~ ~~~t,. .: .  ~''"'. ====::::::::::"'"''"''====::;: ... j 
(/) 
<( 
0... 20 km 
1600 1650 1700 1750 
meon: -2.37134786 stddev: 9.00429560 moxobs: 109.78000000 
2 
f~t~ '"" ~'"" . ====::::::::::"' " ..... : ====::;1 
1600 1650 1700 1750 
...c ...-
·~ 17 km meon: -3.77210859 stddev: 8.56761932 moxobs: 99,43500000 
r~=r"-------------.. .., .. =~ ..... =~ ...... =-------"J 
(j) 
> 
1600 1650 1700 1750 
:;:; 
0 14 km meon: -3.59533366 stddev: 8.03422758 moxobs: 91.47000000 
~:~=f.. '·= .. ··= ...... =] 
1600 1650 1700 1750 








1600 1650 1700 1750 









1600 1650 1700 1750 
53 km meon:·0.99365066 stddev: 6.69912297 moxobs: 81.98400000 
:~~f, ~""'~'"""'"~'"" .. J 
1600 1650 1700 1750 
50 km meon: 1.04173564 stddev: 5.66102232 moxabs: 72.11400000 
~~~~ ~""''''~"' "'~"'" J 
1600 1650 1700 1750 
47 km meon: 1.22860374 slddev: 5.18560684 moxobs: 68.22100000 
1600 1650 1700 1750 
44 km meon: 1.22356365 stddev: 4.71150848 moxabs: 60.81900000 
~~~f"-----'--. ~" "' .,, ~"~· 1 
1600 1650 1700 1750 
41 km meon: 1.02759413 stddev: 4.48070874 moxobs: 51.84600000 
1600 1650 1700 1750 
38 km meon: 0.71783217 stddev: 4.58667581 maxobs: 66.77500000 
1600 1650 1700 1750 
35 km meon: 0.23096252 slddev: 5,94372566 moxabs: 141.52000000 
'~l,~. "' ~·· ':=:::::::::::::· ,. "==::=j· J 
1600 1650 1700 1750 
32 km meon: -0.29944798 stddev: 7.85686994 moxobs: 179.36000000 
1600 1650 1700 1750 
Wavenumber in cm- 1 































'"' '"' 0 
'"' 
~ 
Atmospheric loyering ($7.31, $7.32, and $7.3): (e) 77 Ieveis; (Ref.: 156 Ieveis) 
29 11m mear~: 0.01::130913 ~ldde..: 0.01963748 maooba: 0..31619000 
~! ... _r -"..,·: __ :·.,..._ ,_,_ .. ~_· -~-"..,'1=~-~,...· _"_'_'_·_·~_· ..,~=~~,..."-'_"_'_~ ,_"-:j_ 
26 km mecn: 0.01294S!>J •tdde..: 0.02759JJI.l ma><obs: 0.2763<1000 
~il '"""' I 'I' ''" 1 I ""'I",...''' ••1 
---- ---
23 lltn meon: 0.00886640 stddlw: O.OJt!620<10 rrv;ocaba: 0..31553000 
-~ ~:1 "":" III II"'~ "'" ,,. """"'''"'"! 
. . ... 
' E 20 km m-on: 0.002J!i821 stdd...: O.o-434-41ll0 mcm>M: 0..300515000 
~ ~~~ "111>111 II 10•011 "1'11~'~ 
s: .... .... ""' 
c: 
·" 17 km mecn: -0,00682809 alddrr. 0.1)4581364 molfCibll; 0.260l7000 
14 km ti'IOCin: -0.008997..0 sldd~tY; 0.04160360 mc~obll: 0.23466000 
~E .. "·~ 
•e~~ ,.,,.,.. ,.,...,. ,..,, 
meon: O.D2956918 atdcln: 0.03.284198 mo:•obs: 0.21868000 
~f •m I '" '"' "'' .,",."..."..,.,, '"i 
'""" ........ ........ . .. , 




-••"---.:: .. ::.------:: .. :: .. ::-----:: .. :: ..---~ ....
~3 km meon: 0.004J1422 stddev< 0.0134<1!>5.3 mc>«:~bs: 0.17903000 
~~- ' .. I ' " " ", ' ""'" '"""'' ""'l 
'""" u~n 1700 ,.,, 
50 ~m mecn:0.0060100J stcld"..; 0.01456957 ma•ebe: 0.189111000 
~~ 1 "1 I> " " > I>' h l",;",.,ll 1"'1 
=~:r( _______ ----;;: ...;;-. ---"";;;",----.", .. , 
47 km meo"' 0.012!12766 stcld...: 0.01-'21610 mo~ob&; 0.17!119000 
~~ "1 ,, " " '""'" .. : ...... " 'l 
-0.6 <nAA <~R" 1700 




~~~~·-r--~~~~~·~·~~·~~~·~·~~~~ =~~: ji Ii I n I 1 n Ii • ' o I I I '' I I '"' " 
-o.6L--,:::.~",...----:c,.:::~::----::"0=0---.....,:, •.. 
41 tun m.on: 0.0160-'170 atddorr, 0.01685369 m0110~ 0.38731000 
~~~ "I" I'' ""' I" 1' "" '" "''1 
- - -
38 km m•on; 0.01.t26.JJ6 alcld...r. 0.02409981 mo•oDc 0.57059000 
~~U~--~~~·~~~~'~I~''I_1_,~'_r ___ r P_'"_"'_I'_'~-~~~-··_'"_''_'"~i 
35 km meon: 0.01312935 atddev; 0.02101780 mO>Cobft: 0.47378000 
-~ I u o.2 11 •1 l\1 'I' llilf'l• ~:I "'II" I,, 1""_1' I ' I II : 
32 km meon: 0.01271&17 a\ddorr, 0.01~86 m011o~ 0.3789!5000 
'" I' jl/111 ,. 
Wovenumber in cm-1 
Atmospheric layering ($7.31, $7.32, and $7.3): (e) 77 Ieveis; (Ref.: 156 Ieveis) 
29 km meon: 0.24913251 alddev: 0.26297443 mo•obs: 1.9-'690000 5J km meon: 5.8982.l7.t7 stdd~ 10.44526026 moJ<C~bs: 2.tll.21000000 
:1 I :~~~J~~J. l 
•~"" ,., .. ., ,.,"., ,._,., '""" oun •~- .... 
26 km m.on: 0.150-'84131 atddev: O.t.t739066 m011otm: 0.900!'>1000 50 km meon: 5.501493613 aldd-. 13.97435210 m011otn: 2.2J.53000000 
:1 I ·:tU1"~Y~~IL~ j 
- - - - - - - -
·:1 --·· -····· -- 1 :r:~::;r:;:L:J~ l 
- -
meon: 0.035.32267 slddorr. 0.10615641 mo•at>s: 0.62908000 44 km tne011: 3.29393&95 s\dd...; 5.10875000 moK<~t>s; !l6.76500000 
~ :1 1 l .. ~ ..... ~J ...... Jll 
~ - - - - - - - -
" 
1 :r· -·•~•m---•- l '{.~,~~~==:=:.11 
- ·- - - - - - -
·:1 --~--·--- l f ---~~=~~-'"- I 
·~-- ·--- ·--- ·--- ·--- ·--- ·--- .... 
m•cn: 0.03576136 Bid<l...r. 0.029n162 mo><ebo:: 0.110ßJOOO 35 km m""n: O.ß6631559 •tddorr, 0.66639129 mo•ot>o:: 6.69370000 
:t I ·:1 l 
- ·- - - - ·- - ·-
mecn: 0.13497069 stddsv: 0.06260222 mOKObs: 0.2729<1000 32 km mflon: 0 . .40846180 Biddev: 0.48424284 mo.o!>e.: 3.73050000 
1 I 1 I 
- - - -
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404 Höpfner and Kellmann: Optimization of model accuracy pa.rameters 
Atmospheric layering ($7.31, $7.32, and $7.3): (e) 77 Ieveis; (Ref.: 156 Ieveis) 
29 km meon: 0.66872493 stddev: 0.99092364 moxobs: 16.49000000 
~;l~ · 1rrr nl' 1 '!" 11 rr r• I" rr 1" 1 ·''1 1 1'1..,.'" " "'"' "1 
(/) 
<( 
1600 1650 1700 
26 km meon: 0.64919327 stddev: 1.39043436 mo)(obs: 14.41200000 
1600 1650 1700 
23 km meon: 0.44069699 stddev: 1.84390566 moxobs: 16.45600000 
1600 1650 1700 




i ~~r 'llllllll!'lrt~·~~~l'~ 
.._ 
1600 1650 1700 1750 
..c 




1600 1650 1700 1750 
:;::; 
0 14 km meon: -0,47593209 stddev: 2.11700084 moxobs: 12.23800000 
~ ~~E:: 11'1''~::::1 
1600 1650 1700 1750 
11 km meon: 1.48701093 stddev: 1.65678200 moxobs: 11.40500000 
1~ -20 
-30"----~----~----~-----" 
1600 1650 1700 1750 
53 km meon: 0.21618268 stddev: 0.67221925 moxobs: 9.11900000 
1600 1650 1700 
50 km meon: 0.40190748 slddev: 0.72868875 moxobs: 9.65560000 
1600 1650 1700 
47 km meon: 0.64908705 stddev: 0.71230472 moxobs: 9.17050000 
1600 1650 1700 
44 km meon: 0.75588977 slddev: 0.67751612 moxobs: 8.64740000 
1600 1650 1700 
41 km meon: 0.80616.392 stddev: 0.95344504 moxobs: 20.19900000 
1600 1650 1700 
38 km meon: 0.71675541 slddev: 1.21906090 moxobs: 29.75600000 
1600 1650 1700 
35 km mean: 0,65995061 stddev: 1.06563463 moxobs: 24.70900000 
1600 1650 1700 








~~~ ~Jf11 "11r•r I''" 1'"'1'1"""1' r:"''''~"'"'11 
1600 1650 1700 1750 1600 1650 1700 1750 
Wavenumber m cm- 1 



















"' 00 ...., 
(") 
s 






(1) ...., ...., 
0 ...., 
~ 
Gas/isotopenumber of the main gos ($7.12): -1; (Ref.: for no moin gos) 
l!! ~m maarr; -0.01255-4-74 .-t<:ld....: 0.04547976 m~»<:~l>s: 0.!>6466000 
~V ·...rnrr1rnr1~'~ 
25 laTI mea"' -0.01640697 ttd-= 0.04495624 mO•olls: 0.55070000 
:~~Ir JlflhMMII+PI'Ii!Mfi~l1~-~;,~ .,. 
-0.4 
-0.6'---,.;: __ ;:_-----:c .. ::: .. ;----.::: .. :::.------::. 
13 laTI meo"' -o.02710389 slddev: 0.041J.U74 mox<:~bS: 0.51925000 
' E 20 km mecrr; -0-02669623 atcklev; 0.03586629 moxot>s: 0,49360000 
~ :~[ iifi:i+iiF1~41ii111Tf'illJ1f'IP!ßjlf'fi"'j 111/i\(jj 
NE -0.2 
~ -0.4 
3: -0.6"----,.:-:c __ ;:_-----:c:::----"""':::~----,:'. 
c: 
.E mean: -0.01845362 11~ 0.03.338494 mo~ollal D.4746JOOO 
j ~Ir .. ,", 1 n ml~01·~~w ;1 
.Cl 1600 16!>0 ·--- ·-· 
« 
meon: -0.012BOJ93 atddey; 0.03202242 m<:~Kabs: 0.46052000 
"""'"' -D.04606t20 atdd-. 0.03151822 mo•abll: 0.«975000 
~~~"------------::-----·---"_ 
53 km meorr.-0.00&44022 atd~0.01992325 me>:<:~bs::0.2963JOOO 
~~~ ' ' " " I 'II I'" II ' ;,;;; ;;;;;; '-;;:; 1 
50 km mean: -0.0006JeJS stddev: 0.0226-H46 moxabs: 0.33911000 
r~~~~~~~-, '·' 
=~ I' "11 "11 1 '!'I II'' 1qn m '~ n !11,'''11fi' ""~ 
mean: -0.00!29751 aldd-.0.01458541 m<;ll<abs:0.2620JOOO 
~~I " "' I''' I' 'r ""' I ~~~] 
mea...: -0.00500076 st<:ld ... :D.0220869S mllll<lb•: 0.36574000 
~V ~"~r~ .. ;;, ~,,-:,~~,,~ .• 1 
-~~~ -~-~ ·~-- ·~· 
""'on:0.0010483S std<;~av; 0.03006l90 maxol;)r.Q.4\911000 
0.2 ik! f - l =~ ~~r~1~~jr 'I1FI''lf«'1'f~rr'll'" ,,~ 
......... ........ . .. ~... . ... 
m6!1n:0.00427320 •td.;..v:O.D.1705202 mllJiabi.,0,4820SODO 
~[~~Ir ~,.v~~:~~'l 
... _ ·~~ft ·~ft~ .... 
mean:0.00174569 &tdc!rr.0.039868l3 mo>«~bs:0.5411\000 
~:tll 1 1fif'1'1/jr·l ftli"'nhll' II 11'1 1ttir"l!l'flf'ifff!f ii;J _" 
-0-~ 
-~''L-__ -,_--~ ... ;;;-. ----c.;;-;; ... ,------"1750 
32 km mearn -0.007738~ .-td.;..v: 0,04396783 mlllloba: 0~9891000 
~[-;·~TIIr~ ~~~,~·9 





" ·" 0 
Qi 
0:: 
Gas/isotopenumber of the main gas ($7.12): -1; (Ref.: for no main gos) 
29 1<m meon: -0.02\43582 Sldd-. 0.11999047 m<:~•atos: O.l3916DOO ~ 1<m m6!1n: -0.64B90J67 st<ld..-r. 0.5583:1580 ma•obs: 1:1..13900000 
il l J L. fi~- ., , " -" l - - - - -~ 
21llaTI mec~n' -D.0500052J llldd....:O.Ol!102416 mo•ot>e: 0.23740000 
r--~·------ l 1'"-····--·h· .. -~ 
1600 \650 1700 1750 r ---·---·-.. -1 r· -----.. ··--·-- 1 
1600 16~ 1700 1750 r· -----·-·- 1 ·r· -.. ---··---·- 1 
1600 ~~ ~~ 1~ 
mec...: -D.0111J74J atd0...:0.011!26J5.3 mo•obo:0,1285tOOO 
mec...: -0,05038634 alddllv: D.OJ77JilJS ma•obl.: 0.16665000 35 km meo...: 0.12701477 al<ldew: 0.2l9J82J9 m~»abr. 1.16710000 
t l l! - -· l 
-~-- 1650 ·-~- --· 
meon: -0.2H!934~ slddey; 0.16l'i65766 mo•aba: 0.6874JOOO 






































406 Höpfner and Kellmann: Optimization of model accuracy parameters 
Gas/isotope number of the marn gas ($7.12): -1; (Ref.: for no main gas) 





1600 1650 1700 1750 1600 1650 1700 1750 
26 km mean: -0.92517429 slddev: 2.26228643 moxobs: 28.72000000 50 km meon: -0.48080911 stddev: 1.13482315 moxabs: 17.68500000 
10 
-30 
1600 1650 1700 1750 1600 1650 1700 1750 


























1600 1650 1700 1750 1600 1650 1700 1750 
20 km meon: -1.33976272 stddev: 1.80383595 moxobs: 25,74300000 44 km meon: -0.25033500 stddev: 1.11369599 mo>Cobs: 19.07400000 
1600 1650 1700 1750 1600 1650 1700 1750 
17 km meon: -0.92757294 slddev: 1.67904965 moxobs: 24.75300000 41 km meon: 0.05243021 stddev: 1.51561372 mo>Cobs: 21.85800000 
1600 1650 1700 1750 1600 1650 1700 1750 
14 km meon: -0.64435806 stddev: 1.61010043 moxobs: 24.01700000 36 km meon: 0.21425540 stddev. 1.86724596 mo>Cobs: 25.14200000 
:Ifr·~1frwlr'11n·i~~·~,·j 
1600 1650 1700 1750 1600 1650 1700 1750 






1600 1650 1700 1750 1600 1650 1700 1750 






1600 1650 1700 1750 
Wavenumber in cm- 1 
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Höpfner and Kellmann: Optimization of model accuracy parameters 
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408 Höpfner a.nd Kellmann: Optimization of model accuracy parameters 
Gas/isotope number of the main gas ($7.12): CH
4
; (Ref.: for no main gas) 
29 km meon: -2.48688353 stddev: 4.86753203 moxobs: 66.95300000 53 km meon: 0,29388827 stddev: 1.59739248 moxobs: 17.17200000 
1600 1650 1700 1750 1600 1650 1700 1750 
26 km meon: -2.71628485 slddev: 4.64421044 moxobs: 6.3.71700000 50 km mean: 0,63656294 stddev: 3.24070254 moxobs: 43.06200000 
:~U· :~~~, lilllllll,uitu~LIIIti,tlui,lll~U.I.Iil111 
(/) 
<( 
1600 1650 1700 
23 km meon: -3.01742851 stddev: 4.33748610 moxobs: 60.90300000 
1600 1650 1700 
1750 
1750 
1600 1650 1700 
47 km meon: 0.41898263 stddev: 2.51463182 moxobs: 25.93200000 
1600 1650 1700 
o_ 20 km meon: -2.77154572 slddev: 3,88413163 moxobs: 58.60500000 44 km meon: -0.06603976 stddev: 1.34740906 moxobs: 16.18100000 
1750 
1750 
~ :~U""~ :~r~·. ·' .. ,1, 1 .• ,,, .·~·· u11'" ''~'"'''u ,, .. ,.1 
I... 1600 1650 1700 1750 1600 1650 1700 1750 
..c 
-+-' 
·~ 17 km meon: -2.13619447 stddev: 3.58913045 moxobs: 56.81000000 
j :lr "~.l~'"':rmrrr·"'7'3 
41 km meon: -0.43868246 stddev: 2.03167993 moxobs: 34,33300000 
:~of ' I ' • \' • '"1 ' ' I " ' 1 =: ~r. ", ." I",.. ,. ~-~ .. ,,, ..,.. .. ,"' ....,,. , •
1600 1650 1700 1750 1600 1650 1700 1750 
14 km meon: -1.68270111 stddev: 3.38937749 maxobs: 55.38200000 38 km meon: -1.20652181 stddev: 3.73517504 moxobs: 57.55500000 
1600 1650 1700 1750 1600 1650 1700 1750 
11 km meon: -3.23518655 stddev: 3.14498217 moxobs: 54.22300000 35 km meon: -2.14394067 stddev: 5.23700502 moxabs: 72.02400000 
:~n ... _ .. ~:~H··~~·r,m·J~ 
1600 1650 1700 1750 1600 1650 1700 1750 
B km meon: -12.30163245 stddev: 8.48226119 moxobs: 53.24000000 32 km meon: -2.44488518 stddev: 5.20481342 moxobs: 70.46300000 
j~ -40 
-60 
~--------------~----------~--------~ 1600 1650 1700 1750 1600 1650 1700 1750 
Wavenumber in cm- 1 
Figure 248: Relative error [%] with respect to MIPAS NESR 
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410 Höpfner and Kellmann: Optimization of model accuracy parameters 
Gas/isotope number of the main gas ($7.12): HNO ; (Ref.: for no main gas) 
3 
29 km meon: -5.46023987 stddev: 9.90284490 moxobs: 139.73000000 53 km meon: 3.18858096 stddev: 14,13877361 moxobs~ 173.22000000 
1700 1750 1600 1650 1700 




1750 1600 1650 1700 
23 km meon: -4.58006891 stddev: 8.35170898 moxobs: 120.75000000 47 km meon: 3.50995616 slddev: 15.96000082 moxobs: 194.05000000 
1600 1650 1700 1750 1600 1650 1700 
20 km meon: -3.54794590 stddev: 7.67798651 moxobs: 113.56000000 44 km meon: 1.54600063 stddev: 10.84132587 moxobs: 115.20000000 
1600 1650 1700 
41 km meon: -0.91864131 stddev: 7.65133856 moxobs: 83.18200000 
200 
-100 
1600 1650 1700 1750 1600 1650 1700 
14 km meon: -2.40158150 stddev: 6.85111773 moxabs: 103.05000000 38 km meon: -3.90315505 stddev: 9.36208853 moxobs: 135.22000000 
1600 1650 1700 1750 1600 1650 1700 







_:~h· .,.,;·rrnr ' 1'l·~d 
1600 1650 1700 1750 1600 1650 1700 1750 
8 km meon: -15.78697690 stddev; 12.21587497 moxobs: 95.77600000 32 km meon: -6.13721543 stddev: 11.18510876 maxobs: 154.08000000 
200~ 100 
-10: 
1600 1650 1700 1750 1600 1650 1700 1750 
Wavenumber in cm- 1 
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Gas/isotope number of the moin gas ($7.12): H
2
0; (Ref.: for no main gos) 
29 km mean: -O.OOOs.t067 l!ddev: 0.02297.:594 mc•cbs: 0.1371J5000 
~1 ..... , ............ ~ 
26 ~m meon: -o.004:26609 C'lcl~ 0.02.:50&412 mc.•Cibs: 0.1<1<147000 50 km m~an: -O.OOJJJ463 •to:Sd-. 0.0119l1JO m0o•et>r. 0.096110000 
f~l aM ·=·~ ~~~~ 1:' 11 \,l.,..lllfiilll!!,il!l) 1 lib11jll 1ivl . I' II IIIIII'\'I\\IHf'**"l. "j I 1. "" '"'""""' -
-0..2 ·--- ·--- ·-- -0.2"-----------------" 
47km me<:tn:-0.00089518 atd.,-.0,01523541 m<n<cbs:O.t$424000 
-~~!, I ,"1 I 1,1 II., il ' '" II U li!IU'-1.1 ~ 
---- ·--- ·--- ·-· 
' E 20 km meCltl: -0.01343620 .td-. 0,01045917 ma•clls: 0.0956!>100 44 lun mean: 0.000$41<17 atllelWY: O.DIHiJ\5& mo."tla: 0.106!13000 
i 1 M - ""' - - l 
<:: 
-1 • I 
0.< 
o.2 ' t , 1, 11 1 'h 1111 ta .1 
.:; II' I I •d\1~\1, H. IH . .,! ,\~,! '': 
IB!iO ··-- ·-· 
.S 17 km m1011ft! -0.00701201 mldd.....-: 0.00895152 mo•obs: 0.06982800 41 km "...an: 0.007802~ atdo;!ar, 0.01822176 maxabr. 0.17585000 
! 0: 20:1 - - 1 ,:~~ toi&!!Jifflll *nu II '' ' 9'' 'I q •\l<o'!"*1i ~-1 :::J • ~; 11\1 P ... tr F Tl""~ I~ I h ' ' tlli,P r 1'171"1-1 
0 -0.2 -0.2'-------------:-----" 
~ ·--- ---- ---- ·--- no50 :
1 
rnec~n:-0,00175251 alddrr.O.D0871146 m<lUJbs:0.04982500 
1 
::IJ8km m..an:0.0\298257 Bld-.0.02J7J.41tl monobr.0.24128000 l 
lc~-------------------':1 ... t!IJhL., A.ll!.. .. w, '' I~~~~-·~ iW" .:;~ .: !d ..,...'l!lfdl 'IW"f I J o 1< H I=' ""v: 
·- ·- - -
meol'l: 0.01605376 atddcv: 0.02025126 mCtllaba> 0.079111000 JS km meon: 0.01253621 aldd-. 0.02105558 mgxobs! 0.177..0000 
~b= --1 l-•-..... .,-- .. J 
-~-- •••- •-- n• 




t .. , .... , .... , ... ,. ..... ,.d - - - - -









Gas/isotopenumber of the main gas ($7.12): H
2
0; (Ref.: for no moin gas) 
29 km moon: D.016SflS92 stdd"": 0.11819086 m~necbs: o.:snasooo 
r __ .. _______ "_l r~=~ .. ---~-l 
1600 1650 1100 1750 
rneon: -0,042010~3 stdd-. 0.04137432 mc•cb~: 0.16856000 47 km maOI'I: -0.12482'143 stddev: D.o9973295 mo•abB: 1,:)4980000 
1 I 1 I - - - - - - . f- ________ .. __ 1 :r __ , __ ,_, ___ ... _ 1 
- - - - - - -
meon: -0.01223004 Bl6d<IY: O.OIJ26507 mn•olnJ: 0.07469-100 41 km meCEn: 0.15<'5511.4 stdda.r. 0,17443\JS mo><Obr. 1.211750000 
1 l J I 
oc"" \650 '"'"" , .. ~-
"''"""' 0,016245-U •tddsv: 0.01732644 mo•oba: 0.07266200 JS km mfiOn: 0.17742574 ptddeo': 0.23800842 mc>Ulba: 1.21560000 
J l j[ -l 
-~-- 1650 1700 1750 
~~ __ " _,_, --- l f _,.,_ -•m•- --- ~ 
'"""' u~" ,..,.". ,....,~ 




























































412 Höpfner and Kellmann: Optimization of model accuracy parameters 
Gas/isotope number of the main gas ($7.12): H
2
0; (Ref.: for no main gas) 
29 km meon: -0,03098982 stddev: 1.15675021 moxobs: 7.18920000 53 km meon: -0.04662593 stddev: 0.40708067 moxobs: 4.62380000 
I •1,.1 .11 II tU 
1600 1650 1700 1750 1600 1650 1700 1750 
26 km mean: -0.21681694 stddev: 1.16259760 moxobs: 7,43320000 50 km meon: -0.16527693 stddev: 0.59522002 moxobs: 4.91490000 
II II 111111 lfriF+rr .... l 
1600 1650 1700 1750 1650 1700 1750 
23 km meon: -0.62334233 stddev: 0.89474112 moxobs: 7.66310000 47 km meon: -0,04.398680 stddev: 0.7621388.3 moxobs: 7.89.360000 
1600 1650 1700 1750 1600 1650 1700 1750 
20 km meon: -0.67506965 stddev: 0,52760436 moxobs: 4.92120000 44 km meon: 0.03200301 stddev: 0.58517274 moxobs: 5.57470000 
1600 1650 1700 1750 1600 1650 1700 1750 
17 km meon: -0.35426832 stddev: 0.45282586 moxobs: 3.59260000 41 km meon: 0.39041647 slddev: 0,91846095 moxobs: 9.04750000 
25~----------------------------------------~ 
1600 1650 1700 1750 
14 km meon~ -0.09030320 stddev: 0.43947419 moxobs: 2.53470000 
][. .~ . ' . ". - 1 
1600 1650 1700 1750 
11 km meon: 0,82133549 stddev: 1.05506030 moxabs~ 4.12520000 
1600 1650 1700 1750 
















1600 1650 1700 1750 
.38 km meon: 0.65012574 stddev: 1. 19876425 moxobs: 12.41400000 
1600 1650 1700 1750 
35 km meon: 0.62717027 stddev: 1.06137018 moxobs: 9.24310000 
1600 1650 1700 1750 
.32 km meon: 0. 154 75 788 stddev: 1 .02772760 moxobs~ 7.35460000 
~~l ' ''f" tl•~,, ,.,.~I" • '""1 •• ''",j 
1600 1650 1700 1750 1600 1650 1700 1750 
Wavenumber in cm- 1 
Figure 252: Relative error [%] with respect to MIPAS NESR 
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Figure 253: Absolute error [nW/(cm2 sr cm-1 )] and relative error [%] 
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414 Höpfner and Kellmann: Optimiza.tion of model accuracy parameters 
Gas/isotope number of the mam gas ($7.12): N 0; (Ref.: for no mam gas) 
2 
29 km meon: -6.32046177 stddev: 11.49158000 moxobs: 158,50000000 53 km meon: 0.61750785 stddev: 2.9862.3161 moxobs: 37.32600000 
5
~t j, "II .,... I ·" "'' ""· '"'"' II "'"" ·"" '"'" ··1 
=::f~------~-------------~----------~-----------~1 1600 1650 1700 1750 1600 1650 1700 1750 
26 km meon: -6,37153046 stddev: 10.80140975 moxobs: 152.53000000 50 km meon: 1.25791274 slddev: 5.64410270 mcxobs: 79.79100000 
::J"----f~_l -~-~11-ll_ll_l_dl-.1.-~~-lll~ll-l._d -IH-Li-,ll-l!.~lil-dit-1!11-IL-1 -1111-til_____,'j 
1600 1650 1700 1750 1600 1650 1700 1750 
23 km meon: -6.40121004 stddev: 10.1.3567022 moxobs: 147.43000000 47 km meon: 0.71648621 slddev: 3.99891286 moxobs: 44.25900000 




1750 1600 1650 1700 1750 
44 km mecn: -0.59913897 stddev: 2.256-40460 moxobs: 31.02300000 
1600 1650 1700 !750 
...c: 
~ $: 17 km meon: -4.71451.321 stddev: 8.84540027 moxobs: 139,83000000 
I ::J~ ".,~ .. rrrl'"ff' 11''rfl'~·:J 
41 km mean: -1.97656655 stddev: 5,18077127 maxabs: 89,86600000 
1600 1650 1700 1750 1600 1650 1700 1750 
14 km meon: -3.97624333 stddev: 8.46488765 moxobs: 137.02000000 38 km meon: -4.26470138 stddev: 9.75172924 moxobs: 143.28000000 
1600 1650 1700 1750 1600 1650 1700 1750 
11 km mean: -5.43570108 stddev: 7.84174356 moxobs: 134.66000000 35 km mecn: -6.36527642 stddev: 13.06261998 moxabs: 173,54000000 
1600 1650 1700 1750 1600 1650 1700 1750 
8 km meon: -14.81900977 stddev: 10.13710944 moxobs: 132.60000000 .32 km meon: -6.53655472 stddev: 12.50100592 moxcbs: 166.36000000 
1600 1650 1700 1750 1600 1650 1700 1750 
Wavenumber in cm- 1 
Figure 254: Relative error [%] with respect to MIPAS NESR 
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416 Höpfner and Kellmann: Optimiza.tion of model accuracy parameters 
Gas/isotope number of the main gas ($7.12): 0 ; (Ref.: for no main gas) 
3 
29 km meon: 0.3-4651242 stddev: 2.98157890 moxobs: 35,37800000 53 km meon: 1.12197734 stddev: 5.58400312 moxobs: 66.79600000 J ~I : ••• 1 I !II !I ,, j I 111 I! !I ~~lj !I~.J II ~~j ]~ ull 111ll .1.1. II,!I!U ~II.JJ!IIi;.IIIJI~.Il,lli1 
1600 1650 1700 1750 1600 1650 1700 1750 
26 km mean: 0.45431575 stddev: 3,10932660 moxobs: 36,42200000 50 km mean: 1.45366650 stddev: 7.09570481 moxobs: 93.49400000 
} I ... ~)"I u II u I 1111111 l!l.ll ~LI I ß "~ ·~r lt ' idliill w lluiUI. ~ n IJI ~Jiill LI II ,i.IJI!Il1 
1600 1650 1700 1750 1600 1650 1700 1750 
23 km meon: 0.31240070 stddev: 3.10728859 moKobs; 37.09600000 47 km meon: 1.07976202 stddev: 5.91186478 moxobs: 67.97000000 




1600 1650 1700 1750 1600 1650 1700 1750 
44 km meon: 0.43873458 stddev: 3,97299611 moxobs: 45.74000000 ~ •: ( "' ••:an: 0.32654035 stddev.: 3,06727666 moxobsjC ~ . .,,_, j 
1 .. :r '·~' I ~~ II H Ii II ~~~~~~ Ii 111111 ,, "·~ '} 1. '"I 1 llti.JI nllillllllllllllll l.llil1 
I-
1600 1650 1700 1750 1600 1650 1700 1750 
_c 
+-' 





:fl • • ~ I i 





1600 1650 1700 
14 km meon: 0.53816444 stddev: 3.13396286 moxobs: 38.42400000 
1750 1600 1650 1700 1750 




J . ,, .... 1 I J!l 11. n. 1 11111 ilt,,.l, !lhl.i , ~ "j 
1600 1650 1700 1750 1600 1650 1700 1750 
11 km meon: -4.18788823 stddev: 5.71604438 moxobs: 38.73900000 35 km meon: 0.44682975 slddev: 2.75906856 moxobs: 33.28400000 
·~~ J1.-ul 1 ilil!!~.l!lll~ii~~Lill!WI!JI1 
1600 1650 1700 1750 1600 1650 1700 1750 
8 km meon: -26.91040572 stddev: 24.14187160 moxobs: 72.12000000 32 km meon: 0.30761590 stddev: 2.84481629 moxobs: 34.25100000 
·~~ ll,"l,lilii,Uiiii!~!L~,II~JII"i 
1600 1650 1700 1750 1600 1650 1700 1750 
Wovenumber in cm- 1 
Figure 256: Relative error [%] with respect to MIPAS NESR 
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Ray-tracing step length ($7.11): 1 km; (Ref.: 0.1 km) 
2& km mean: o.oooo:not """'""" 0.00007112 m~:~•obtl: 0.0007tl000 5J km maon: -0.00000328 aldd..,: 0.00001191 mCIICobs: 0.00016400 
=r" -l -<1.0010 
::: u '"0 2200 --
,.,"1 i ::::: j 
-0.0030'---,-.00-----------_-. __ ,...--..,. __ -__ --=---'. 
26 km meon: 0.00001676 stddoo: 0.00008~88 mcm;~ba: 0.00075000 50 km m~on: -0.00000<156 IJ!ddo-r. 0.00001836 m~W~bs: 0.00022200 ::ILI" ...:~ -0.0010 
-<10020 















23 km meon: 0.00001438 lldd~. O.oooo54JO mon~bl: 0.00073000 47km meon: -0.00000<107 ch:!dev:0.00003644 tn<lXClbl: O.OOOoW<IOO 
=r.. -·= = -l -<1.0010 
-D.0020 
""""' ---- ---- ---- ""' 
=t =j 
-0.0020 ........ 
-O.Oo.JO -.--- 2100 
20 km moe~n: 0,00001050 ah:!d-.ll.0000472& mc.abs: 0.00068000 ""km mecn: 0.00000296 sh:!dev: 0.0000<1023 mo•otnl: 0.000<17<100 
'·""I 1 _::~:I •• -0.0020 
-0.0030>'-----------------...1 
<: 2100 
2000 2100 ---- -·-· 
·"' 17krn ....on:o.ooooo506 clddev:Q.OOI)()4117 mc><abs: 0.00061000 41 km mean; 0.00000992 slddev: 0.0000<1086 tn<:~>~obs: 0.000<11700 -- . ~~"I I t'·"""!l-+1-'j'-'--'-~---.. -" -D-0010 
" ~0.0021) 
}o.DOJO 1900 2000 2100 22!10 2JOO 2<100 
< 
14 km "_n; -0.0000026S stdd.v:. O.OOOOJ789 mo•nbs: O.ooa55000 JB km meotl! 0.00001....,6 atdd..-; O.CIOOCWQJ6 m<:~>~cblt: 0.00042000 
.......... ~I'' " -- l 
-o.oo30'---,::.,::0---:2::00::0 ---:2::":-,-::"::00;----:;;:;;:--~---· 
tlkrn macm:0.0000<1927 stddev:0.00010267 mo:~<Cba:O.OOCW9000 J5ktn meon:0.00001806 Blddav:0.00006070 mc><Obi:O.OOO!>tOOO 
1900 
-·1 -J 0.0000 I 4 I I -0.0010 
-0.0020 
-ooo" ___ ____ ---- '"" ·-· 
32 km meM: 0.00002.124 slddev:: o.00007JJ0 moxobe: 0.00073000 
.,,",~ • ..:1. 00000-'· A I .1 
-0.0010 
-00020[ ____ -:;;;;,---,;;;;---;;;;;---;;;;--;;;0 
-0.0030 <nnn '"'""" 2100 "'"'-~ .. ~-.. .,.,.., 
Wovenumber in cm- 1 
Ray-tracing step length ($7.11 ): 1 km; (Ref.: 0.1 km) 
53 km menn:-0.00008547 ctddev:O.OOOIJn7 moon~bs:0.01590200 
~~ I l 
··-- ---- ---- ---- ---- -·-· ~!_'_ .... l 
2ßl<m ~n:-0.00004746atdd-.0.000<16S<I1ma•nl>s!0.01707800 50 km meon: -0.0000<1987 sldde-r. 0.00005751 mo•abs: 0.00157010 
~ I - - - - - - -, ~ - ·- - - J 
2Jiun meon:0.000016t5 alddew:O.OOOJ9757 mo•ob•:0.00669870 47 km meon: O.OOOOJJ18 slddev:0.00026071 mo><ObSI: 0.02ß96700 
~ I - - - - - - -~ I ~I_ - - - - l 
20 km mectn: o.ooooono stdcklo: 0.00034096 monobar O.D0415390 ""km meon: 0,00011113 sh:!dev:: 0.00022920 mo.o~s: 0.0139""00 
~~~ l 
0:; 1900 2000 2100 2200 2300 -·-· 
~~ - I 
2000 -·-- ---





~~ ... ~.--~-=---~~-.~---~---~-----,-=---~~-~-· 
41 km mecn;0.0001021J atdd....,0.000222...., mc;tl<Ob8:0.01053400 
14 km m100n: -0.00006160 9tddev: 0.00026563 monob!l: 0.00378110 






11 km m-alt! 0.00059270 aldd-. O.OQ09.4080 m(U<(tbs: O.ooJ02160 35 ktn mcon: -0.00000984 aldd-. 0.000540<10 m<:~>~obr. O.Oa5110600 
~I I l 
- ---- -- ---- -- --
B km l'MQn: -0.0D200700 sldd..-.: 0.00256~~9 moxobe: 0.01016900 J2 km mson:-0.0000Jt90 llld<Soov:0.000&-&921 mon~be:0.05t71900 
~t= I 
""'" ........ _ ... ~... ........ ..___ -·-· 
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Ray-tracing step length ($7.11 ): 1 km; (Ref.: 0.1 km) 
29 km meon: 0.00063175 stddev: 0.00237114 moxobs: 0.03854200 
1900 2000 2100 2200 2300 2400 
26 km meon: 0.00048642 stddev: 0,00213741 moxobs: 0.03751500 
1900 2000 2100 2200 2300 2400 
23 km meon: 0.00042510 stddev: 0.00190608 moxobs: 0.03651400 








20 km meon: 0.00029614 
2100 2200 2300 2400 
stddev: 0.00172067 moxobs: 0.03401300 
2 
rl~=r·~·~· I· =• -·· =~ ==-~ l 
1900 2000 2100 2200 2300 2400 
_c _,_, 
·~ 17 km meon: 0.00011616 stddev: 0,00158614 maxobs: 0.03051200 
v~r~ ( I I "~- ~ w~ l 
(]) 1900 2000 2100 2200 2300 2400 
> 
:.;::; 
0 14 km mean: -0,00018737 stddev: 0.00151798 moxobs: 0.02775000 
~ -~~r~· ... . • ···-
1900 2000 2100 2200 2300 2400 
11 km meon: 0.00251407 stddev: 0,00516196 moxobs: 0.02451000 
1900 2000 2100 2200 2300 2400 
8 km meon: -0.02590922 stddev: 0,03480112 moxobs: 0.12921000 
1900 2000 2100 2200 2300 2400 
53 km meon: -0.00010858 stddev: 0,000374.38 moxobs: 0.00516310 
1900 2000 2100 2200 2300 2400 
50 km meon: -0.00014762 stddev: 0.00057490 moxobs: 0.00698930 
1900 2000 2100 2200 2300 2400 





1900 2000 2100 2200 2300 2400 
44 km mean: 0.00012789 slddev: 0.00127417 mo)(.abs: 0.01495200 
~~ I -o.oo · • • CU -0.05 
-0.10 
-0.15L-----~------~----------------~------~------~ 
1900 2000 2100 2200 2300 2400 
41 km mean: 0.00034514 slddev: 0.00131050 moxobs: 0.01550600 
1900 2000 2100 2200 2300 2400 
38 km meon: 0.00047075 stddev: 0.00159060 mo)(.obs: 0.02107000 
1900 2000 2100 2200 2300 2400 
35 km meon: 0.00056520 slddev: 0.00197259 moxobs: 0.02723700 
1900 2000 2100 2200 2300 2400 
32 km meon: 0,00072110 stddev: 0.00241931 moxobs: 0.03651400 
- --
1900 2000 2100 2200 2300 2400 
Wavenumber m cm- 1 




























'"' '"' 0 
'"' 
~ 
Ray-tracing step length ($7.11 ): 10 km; (Ref.: 0.1 km) 
26 km mean: 0.00137865 •14""": 0.00512135 met•C~*' 0.06412000 
~~j I, j I '"*• .... -..j 
·--- ---- -·- ---- -~-- -·-· 
2:Siun mo:on:0.00110:Z60 llddev:0,00434487 tna><Cbll:0.06t22000 
~JU I, j I - -=-.,.-.. j 
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Roy-tracing step length ($7.11 ): 10 km; (Ref.: 0.1 km) 
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Fines! spectral grid ($6.1 ): 0.0005 cm-1; (Ref.: 0.0001 cm-1) 
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Finest spectral grid ($6.1 ): 0.0005 cm- 1; (Ref.: 0.0001 cm- 1) 
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l'' • j J· • • • ] 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
26 km meon: -0.00166098 stddev: 0.01362000 moxabs: 0.23457000 50 km meon: -0.00094126 stddev: 0.00839460 moxobs: 0,22391000 
l ",: • : • • 1 J '" • • • ] 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
23 km meon: -0.00208324 stddev: 0.01407605 moxabs: 0.23446000 47 km meon: -0.00119910 stddev: 0.01246960 moxobs: 0,24723000 
l "' • : j J '""'.. • • • • ] 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 













1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
17 km meon: -0.00369335 slddev: 0.01591075 moxabs: 0.22884000 41 km mean: -0.00141119 stddev: 0.01508983 maxobs: 0.24934000 
:} " • • • • 1 :;"--.--.---.---[' '" ~. ~] 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
14 km meon: -0.00573267 stddev: 0.02412460 moxabs: 0.22633000 38 km meon: -0.00112995 stddev: 0.01453303 moxobs: 0.26346000 
:}- ' • '' • • ] l "'" • • • • ] 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
11 km meon: -0.01141538 stddev: 0.06155954 moxobs: 0.62224000 35 km meon: -0.00164414 stddev: 0.01417981 moxabs: 0,24676000 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
8 km meon: -0.02806661 stddev· 0.21122792 moxobs• 2.58490000 32 km meon: -0.00357549 stddev: 0.01520033 moxobs: 0.24257000 
•• J ~ 4 L :l ""' 
• • 
] -1 ~ ·~·· "i ~ -2 
-3 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
Wavenumber in cm- 1 
Figure 262: Relative error [%] with respect to MIPAS NESR 
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Figure 263: Absolute error [nW/(cm2 sr cm-1 )) and relative error [%) 
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Finest spectral grid ($6.1 ): 0.0008 cm- 1; (Ref.: 0.0001 cm- 1) 
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Fines! spectrol grid ($6.1 ): 0.001 cm- 1; (Ref.: 0.0001 cm-1) 
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""'~ ""'"" ........ .......... 2JOO -·-· 
:;1 l 
-150'----:,=ooo ---::,oo:::-o ----:::-:,"~0 --=2200----:::::-----,-3 
Wavenumber in cm- 1 




























































Höpfner and Kellmann: Optimization of model accuracy parameters 427 
Finest spectral grid ($6.1 ): 0.001 -1 cm 
29 km meon: -0.00521203 stddev: 0.02270565 mo)(Obs: 0.52215000 
(Ref.: 0.0001 cm- 1) 
53 km meon: -0.00152989 stddev: 0.01279962 moxobs: 0.40559000 
J·~"" " ' ~' • t J """' • . .. h 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 
26 km meon: -0.00433014 stddev: 0.02181061 maxabs: 0.51766000 50 km meon: -0.00177699 stddev: 0,01805963 moxobs: 0.49784000 J "'"" ~- • l l """ • •• ·~ ' . ' 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 
23 km mean: -0.00502517 stddev: 0.02201301 moxobs: 0.51633000 47 km mean: -0.00244142 stddev: 0.02287958 moxobs: 0.53569000 
+ ":... • . ·] + """ " .. : " ~: 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 







J l : """" " .: . "' : • : ] 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
17 km meon: -0.00743524 slddev: 0.02319068 moxobs: 0.51056000 41 km meon: -0.00330852 stddev: 0.02535886 maxobs: 0,53926000 l """ • ~- • j l """"" .. : "" : • • l 
1900 2000 2100 2200 2300 2400 
14 km meon: -0.01046998 stddev: 0.03015942 moxobs: 0.51012000 
1900 2000 2100 2200 2300 
38 km meon: -0.00325076 stddev: 0,02442983 moxobs: 0.55247000 




J~ '"'" • • I • • • j 
-3~----~----~------------~------~------~ 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
11 km mean: -0,01944256 stddev: 0.06597500 moxobs: 0.62528000 35 km mean: -0.00386022 stddev: 0.02329211 moxobs: 0.53450000 
~!E .. ·=~ • • 1 J ........... : .. ·: • 1 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
8 km meon: -0.04748578 stddev: 0.21540038 moxobs: 2.60180000 32 km meon: -0.00587652 stddev: 0.02373318 moxobs: 0.52872000 
~!".---..--Ee~.. ~~.. _,_____,."1 :;"------.-f· " .. ... ~. . ~] 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
Wavenumber in cm- 1 
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Accuracy for cross-section calculation ($7.2): 10-8 ; (Ref.: 10-12) 
29 km moc~n: -0.000:ZolJ62 stddl!l'r. 0.00019822 mg•~bsl: 0.00134120 -' l 
1900 2000 2100 2200 2300 2~ 
26 km meon: -o.000%2574 •tddev: 0.00018059 mocdbol: 0.00126170 














53 km meon: -0.00002355 lrtdd~ 0.00001807 mocabll: 0.00010168 ,.,", l =;:: 
-0.0015 
-•ooro'-~:-:::::--:~--:=:---:::::::---::::::---:::'. 
50 km meon:-(1..0001).(3.28 ctd~O.OOOOJ64J ma>:Otls:0.00021911 
.:::1 ~ l -0.0005 
-0.0010 
-0.0015 
-0.0020"--.-:: __ ::---:_::c_::-_ --:_-:-: __ ::---:: .. :: •• :---::: .. :=_:---::: •.::' •. 
=~=, ~ ~--0.0010 
-0.0015 
-O.D020E---------------c:----' 
.........----=:::;; ' l 
u•nn 2000 
41 km m~~<~n: -0.00018596 elddev: 0.00016056 mocetbs: 0.0009Jllll0 
~F· ---r . j 
=~::[1_ ___ -:::::---~:--~";",--,;,--~ 




---.-.•. ---c .. -.. ---: ..":: .. --.:-: .. -'. 




32km meom-0.00025688 eldd-.0.00021092 mo>o:o.bs:0.0013~0 -.::::~ I l wQ.0005 -0.0010 
-0.001$ 
-•-E-------------------3 
1900 2000 2100 2200 2300 .... _ 
Wavenumber in cm-1 
Accuracy for cross-section calculation ($7.2): 10-8; (Ref.: 10-12) 
29 1<m me~n: -0.05007319 't~ 0.1162099!1 moxo~ 2.622<40000 
}! . I 
261<m mean:-O.OJ!I25673 st"de-<:0.0840&331 mo•otls: 1.59870000 
.J l 
-~~~ -.~~" ...... ~ ..... ~.. -.~~~ ....... 
.l'" -~-·----··- l 
---- ---
~ ; r--··-·---··-~ 
~ - --- --- -- -- --
" ~ J!'" ____ ,_" __ l 
- "" ~" -- --- --
14 km m.on: -0.016i1JJ36 slddOW: 0.04010683 moxcbs: 0.81425000 
1 I - -- --- ---- -- --





1 J - - - - -
53 km meorr; -0.079848!16 stddev: 1.16132927 m<~xabr. 170.02000000 
~~~·· I j 
·--- 2000 ---
50 km meon: -0.04442552 lrtddev: 0.51812697 m<IEGbs: 65.~000000 
}~~~J ' ! 
......... .,.,,.... .,.,,.,,., ........ 
47 km meon: -0,07453700 std~ 0.26444451 mo•obs: ßA-1960000 
]~,~ ' l 
---- ---- ----
44 km ........",, -0.0752&327 etdd-. 0.<436n85J monatts: ~.!l5900000 
}fr.,~ ' l 
"'""' .,,,.,,., .,..,,.". .. ~..... ... ...... 
-41 km meon: -0.07043567 stdd-. 0.2J108J91 m<:n<obs: 15.39900000 
}fr· · J 
- -- -- --- -- --
".,.::"'..;~_;_;~=on::..·..::":.:":.:":.:"':.:'..;":;:':.:-;;.· ':.:·'.:;"="":..' _;•;:;";::''"'~••:.:"'=""''-''--, 
" 
=:r1111' . 1 - ---- -- --- -- --
35 km meon: -O.Ot;.40J506 stdde-r. 0.16776150 m<n<oblr. 4.-4ßa200!Xl 
l·· ' l 
J2km meom-0.0619-1933 s!dd...-;0.1~16237 m<~•o.bs;J.9623000D 
l· l 
""'"'"' .,,...,., .,.,."n ., .. ,.,. .,.,.... 
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Accuracy for cross-section calculation ($7.2): 10-8 ; (Ref.: 10-12) 
29 km meon: -0.01116007 stddev: 0.00927060 moxobs: 0.05725900 53 km meon: -0.00103393 stddev: 0.00081814 moxobs: 0.00434070 
~j~f= · =· =l 1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 
26 km meon: -0.01038975 stddev: 0.00651178 moxobs: 0.05386500 50 km meon: -0.00192376 stddev: 0.00165545 moxobs: 0.00935390 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 
23 km meon: -0.01026881 stddev: 0.00831134 moxobs: 0.05095300 
l 
2200 2300 2400 1900 2000 2100 2200 2300 
20 km meon: -0.01070428 slddev: 0.00877292 moxobs: 0.04914900 44 km meon: -0.00645943 slddev: 0.00571648 moxobs: 0.03190200 
J 
o.oo• ... -"'Y'---~ 0.02t 
~;c,. 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 
s::. 
;:<:::: 
~ 17 km meon: -0.01200049 stddev: 0.01040250 moxobs: 0,05822700 
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1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 




1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 
8 km mean: -0,00413141 stddev: 0.01086307 moxabs: 0.08346400 
0.02 .----,.,---'--;;;r.,.",,..-------------'---.." 
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Wavenumber in cm- 1 
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29 km mecn: -0.00325114 stdCII!'V: Q..002J6,214 maxab!l: 0.01775600 
25km mean: -0.00308931 s!Ciele'r. 0.00218375 maxotls: 0.011!08800 
23 km meon:- -0.003\0JSJ stc!dev:: 0,00217495 moxabll; 0.01941000 
.!: 17 km mearr. -0.00378142 s!CICI.-.: 0.00294797 ma>:<:~bs: 0.019021300 
'"'' 
·-~ I e 0010 ~~~ 'iiP"T Pt ... .,lp-
_2 1900 2000 2100 2200 2300 
<( 
14 km m-an: -0.00435179 BICICIIIV: 0.003781529 mo>:<:~bs: 0.019091500 
II km m-=: -(1.00425147 stCI~ 0.00434465 mo;ncobs: 0.02212900 
'·"'I l o.otoL _______________ ~ ::~: 
-O.DJO_ 2300 
50 km m~on: -0.000683139 111CI~ 0.000447157 mo>:C~bS: 0.00270820 
-1 I 0.010 .::::: 
-0020 ---· ---- ___ _ 
-O.DJO ·--- 2000 
47 km mean: -0.00143!156 otdCiev: 0.0000'7986 moxobs: 0.00600760 
-, l 
:::;t_ ____ ~----~~~~-------------, 
-0.010 
=~::: ·--- ---- -·-- ---- 2300 
44km meon: -0.00206876 IICICI..-:0.00145046 mcnobr.0.00833190 
'"'I - I 
0.010 
o.ooo~,....,,_,..----.. --. ,.,..,, -----11""-1 
-0.010 -
=~:~~~ ---- ---- - - 2300 2400 
41 km meon: -0.00257513 stddev: 0.00186205 mc..:o~>:; 0.01021800 
~~.. - - l 
38 km meon: -0.00292397 stddon-:0.002149915 mo..:obs:0.01254SOO 
::~:, l 
_::~: • " .. ' "4>'1ii'J61 ........ 
-0.020 -
-o~L-~~--~-~--~---~-~--~--7.--~--~-~~---~·-·· 
3.2 km meon: -0.00l3B630 s\dCS.V: 0.~ mcxorn.; 0.01704400 
·-r 1 ~~~ ~ -.-- .,Q,, [~ 
·~~~ ...... ~ ---- -~- -·-~ 
Wovenumber in cm- 1 
Accurocy for cross-section colculation ($7.2): 10-'; (Ref.: 10-12) 
29 km meon: -0.154594004 stddev: 1.44005547 moxcb•: 2t.n800000 
1'-' ~ l 
"""' ~"'""" ~'"" .. ~ .. " .,...," .,~ .... 
26 11m mean: -0.50601076 stddev: 1.083154049 maxobll; Hl.4!200000 
l'~'- r l 
---- -·-- ---- ----
f" ""* • l 
-•ooL-,:;:00;:0-~,;;:oo;;;-o-~,;;,o;;-o ---;";;;00;--;;-";;;,,;---= ...... _ 
2t1 km m.orr. -0.357516116 Blddlf'r. 0.72343158 ma>:<:~bs: IJ.04400000 ., I 0 .,,, ~ ~l 
~ -lOO"---,-:-:"=,-......,,::c"-:-:,--,-:-:":-, --"=oo~-.",""=------'---· 
" ! ~~-- -:-----·-l 
"""' .,""... "''"" .......... ..~...... .. .... , 
14 km mean: -0.23042476 slddev: 0.47332436 ma•cbs: 15.20720000 
j I 
- -- -- -- -- --
II km m.on: -0.088J6690 stddev: 0.17430923 moX<Ibs: 1.51570000 
~~ l - -- -- - --
8 km mearr. -D.00823T~ •lddev: 0,02~1154 mo•cb•: 0.23707000 
~~ l 
'""" "'""" 2100 ..,_..,., -~-- ......... 
_." _., 
ma•ob$: 785.47000000 
-~~r--·;; .. -··-~ 
2000 
38 km mecn: -0.881134948 81d0...::2.25509507 moltllbs:46.J.t600000 
r 
'1'111 
JS km meon: -0.83194128 stddev: 2,014QJ1118 mcnabr. J5.J7500000 
~r,~- ~ 1 
11100 2000 
J2km .....,Cin: -0.79253411 slddev; 1.8426JJ81 ma•otr.;J2.63700000 
t~· r• l 
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Accurocy for cross-section colculotion ($7.2): 10-6 ; (Ref.: 10-12) 
29 km meon: -0.14653989 stddev: 0.11089564 moxobs; 0.75806000 53 km meon: -0.01694686 stddev: 0.01023167 moxobs: 0.07010800 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
26 km meon: -0.14015159 stddev: 0.10412429 maxobs: 0.77224000 50 km meon: -0.02941641 stddev: 0.01914066 moxobs: 0.12187000 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
2.3 km meon: -0.14194603 stddev: 0.10538548 moxobs: 0.82865000 4 7 km meon: -0.06245984 stddev: 0.04286855 moxobs: 0.27053000 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
20 km mean: -0.15200152 stddev: 0.11624145 moxobs: 0,85859000 44 km meon: -0.09057136 stddev: 0,06453671 moxobs: 0.37492000 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
17 km mean: -0.17661437 stddev: 0.14599944 moxobs: 0.81236000 41 km meon: -0.11358654 stddev: 0.08389512 moxobs: 0.46081000 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
14 km meon: -0.20543323 stddev: 0.18849915 moxobs: 0.92513000 38 km meon: -0.12973829 stddev: 0.09765839 moxobs: 0.56589000 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
11 km meon: -0.20168827 stddev: 0.21615574 moxobs: 1.06300000 35 km meon: -0.14025031 stddev: 0.10617084 moxobs: 0.62983000 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
8 km meon: -0.05187855 stddev: 0.18735170 moxobs: 1.32380000 32 km meon: -0.15184673 stddev: 0.11620900 moxobs: 0.72765000 
"1'111111111 l 
1900 2000 2100 2200 2300 2400 
Wavenumber in cm- 1 





























'"' '"' 0 
'"' 
~ 
Accurocy for cross-section colculotion ($7.2): 1 o-•; (Ref.: 1 o-'2) 
29 km meon: -0.05725587 stddav: 0J)409690J m~•abs: 0.53-418000 
~Frr,,' ,.",... .. ~. I 
26 km mean: -o.05J56996 stddeY;:o..oJS40a97 ma•abs: 0.51062000 
~~·r" ,."; ,, .. ... I 
-M~~--=----;;;;--,;;,",,;--;;;,;--
23 km rneon: -0.05231206 atcklev:: 0.03757329 ma•abs: 0-50296000 
~ff'r"'••w ... J 
1900 2000 2100 2200 2.!00 
' E 20 km meon: -o.0$412378 ati!CI..-; o.OJ954788 ma~bs: 0.52937000 
Hfrr·.,.,~ · · = l 
~ 1900 2000 2100 2200 2300 2400 









11 km maan: -Q.06689349 stddolr. 0.08757451 mo:•alll!: 0.6.3709000 
'lr'" "' ' 
o>r:-'•:.:-;;.....c'";;;;-":,_~.:::~::::~="_;",;:'';.;.:~.::;••::::~__;"=;;;_;m;:;;•-::;,:•;..;.· "';.;:';:;;'"'.;c.~:.._..--, 
J··_.- - l 
---- -~-- -·-
50 km mean: -0.0155976.3 a!Cidont: 0.01106$17 m~;~•ab:: 0.14762000 
l·~.- '' l 
47 km mean: -0.03171714 stdd"": 0.02260370 mo•Qb': o.J8140000 
~tr'" ""' I. •• I 
---- ---- -·--
44 km mean: -0.0~267.391 atddev: 0.0295.1595 mQIIot>r. 0..39959000 
~ft''"'Mf' ;, l 
·--- -·-- ---- _,_ -·-· 
41 km ms~;~n: -0.05022230 utdCI-. O.OJ5747J8 mo•Qbs: 0.54585000 




J8 km ms~;~n: -0.05508156 ttlddev; O.OJ971258 ma•Gbll: 0.66.353000 
O> 
~ttT""'"'' ,, . ": ' I 
35 km mean: -0.05780ol82 91cldont: 0.04142724 m(DCOI!Is: 0.62075000 
~f1P "*''" · · ": I 
·- ---- -·-- ---- ---- -··· "_ 
.32 km meon: -0.060~1.511 ~dd-. 0.04.329998 mt~•aba: 0...57009000 
~[rr· " *f" - .. ":· I 
---- ---- -·--
Wovenumber in cm-1 
Accuracy for cross-section colculotion ($7.2): 10-4; (Ref.: 10-' 2) 
29 km meon: -8.97114140 stlldltY! 14..31897035 ma•obs: 115.79900000 
'"l'l' 
... 
2.3 km meon: -6.02437149 stii.S....: 10.47141115 mQxab=: 112.6.3700000 
~r·.. .... 1 
20 km meon: -5.30541835 stdclev: 9.66331984 ma~bs: 92.23200000 
:~r~··· ... 1 
:V 11100 2000 2100 2200 2300 ~·"" 
" 
j ~~~~-:-;--·-~ 
·~-- ~--- -·~- ---- ~--- -·-· 
14 km mscn: -3.36496070 alddev: li.5117078J mon~;~bs: 57.96.300000 l ....... ·- I 
35 km tneQn; -11.206011150 sldd-. 17.01.oi.447B8 mQIIcbs: 127.90000000 
~ - I ~rw-Ul ., .. " F"'" J 
- - - - - -
8 km nld(lll: -0.1~99.518 sllld-. 0..3.5780601 moxnbs: 3.69080000 32 km meorr: -10.76222945 fdclclsv: 16.620:!1681.4 mooabs: 100.32000000 
.~! l 
:z4QO 
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Accuracy for cross-section calculation ($7.2): 1 o-4 ; (Ref.: 1 o- 12) 





1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 





1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
23 km meon: -2.37521971 stddev: 1.90216519 moxobs: 26.53300000 47 km meon: -1.36831660 stddev: 1.02927172 moxobs: 20.1 1800000 
0 
-10 -10 
,.,T. 1''111' '10 ., I 
Cl::: -20 -20 
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.J:: 
;+::: 
17 km mean: -2.77982230 stddev: 2.36834851 moxobs: 29,63500000 41 km mean: -2.20020023 stddev: 1.67989507 maxabs: 28.79600000 ~ 
~ 
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1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
8 km meon: -1.00900508 stddev: 2.84455972 moxobs: 21.99700000 32 km meon: -2,69628202 stddev: 2.11831929 moxobs: 30.07400000 
-30 
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Accurocy for cross-section colculotion - weighted with pjp
0 







!>3 1tm maan: -0.00259794 lleldi!Yl 0.005o42240 met-ot>s: 0.14138000 
'""' 
~t 1'140 ' .! ' '~!litu u& I' : 'j I l .,."t~"'·~r' 1111"' -
-o.to'----,,:::,.,::---::"""=--::.-:: .•• ::---::: ••:::_:--::: ..:::_---c-.::: •• ~--
m.on: -O.OD-1840~ sl6cfev: 0.00688205 mo~nbs: 0.13492000 
.I J~. IIIIL 
1900 
Wavenumber in cm-1 
Accurocy for cross-section colculotion - weighted with pjpo ($7.2): 1 o·•; (Ref.: 1 o-12) 
29 km mecn: -1.81595905 stdd-. J.S5912091 ma.abs: 42.98700000 
j --- " l 
"""' 2000 .,,,.,.. .... ~.. ..~.. ...,.". 
::Z61an m..cn:-t.J5JD1J92 t1~2 . .!1910J742 me:•cbs:JJ.89<100000 
.~1 :.. I 
---- ---- -·--::zo ...... 
2J km J'ße(ln: -1.00380125 1tdd...., 2.03327149 moxObs: 24.99100000 
~~ .. l 
ISOO """" "''"" ""'"" .,,.,.,., .,.,.". 
~J--.. -·-·---1 
V 1900 2000 2100 2200 2JOO ... ,.". 
"' i J·-···-··~-"-j 
---- ---- ----
14 1<m m•ol'l:. -Q29064166 sldd-. 0.53992005 mo•obfl' 9.89970000 
.J l 
.~! l 
....... 2000 2100 2200 2300 2400 .r ____ .. ___ --- 1 
... - ---- ----
,",.::---T-r:.r-=r"'-'===='--"'====::....., 
'" 
-200 •onn 2000 .,,nn .,.,,..., .,~,.. 
47 km meon: -5.09915922 IS!dcleY: 10.81935845 maxobs: 287.93000000 
.~~· -· j .......... ........... ......... .......... ..~...... .. ..... 
« km m..,n; -4~59454 "cldev: 19.BS&-15JJ8 m""obs: 2734.50000000 
·~t I I 
=::nr·T 
.41 km mann: -3.54121608 sldd<M 7,91011268 ma><Obil: 601.27000000 
~~r,"""' -· i 
·--- ---- -·-- ---- -·--
JBkm maon:-J.ttn!ltt.J stdclev:SSS274502 mo•nbs:6U11<100000 
-10( 
-200 ·--- 2000 
l-- .. l 
-200'------c.::c .. c:-. --=-=--::"-:.,:--:::":::.,:--::".,::---.:-' ...
32 km maort: -2.J2-'"4~2 stcldeor. 4~1,72266 mo•nbs: 49.82400000 
l-•w • l 
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Accuracy for cross-section calculation - weighted with PI Po ($7.2): 1 o-8 ; (Ref.: 1 o- 12) 
29 km meon: -0.35914192 stddev: 0.41123920 moxobs; 6.78540000 
26 km meon: -0,32117214 stddev: 0.38504216 moxobs: 6.63850000 
1900 2000 2100 2200 2300 
23 km meon: -0.29145113 stddev: 0.36428627 moxobs: 6.51810000 
1900 2000 2100 2200 2300 








53 km meon: -0.11597958 stddev: 0.24518421 moxobs: 6.47940000 
50 km meon: -0.13210605 stddev: 0,29835032 mo)(obs: 7.54040000 
1900 2000 2100 2200 2300 
47 km meon: -0.24898750 stddev: 0.3775524.3 mo)(obs: 7.89750000 
1900 2000 2100 2200 2300 





1900 2000 2100 2200 2300 





1900 2000 2100 2200 2300 2400 




1900 2000 2100 2200 2300 2400 
14 km meon: -0.23077958 stddev: 0.32239769 moxobs: 6.18350000 
1900 2000 2100 2200 2300 2400 
11 km meon: -0.19069348 stddev: 0.30122043 moxobs: 6.08430000 
1900 2000 2100 2200 2300 2400 











1900 2000 2100 2200 2300 2400 
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Accuracy for cross-section calculation - weighted with pjp
0 
($7.2): 10-6; (Ref.: 10-12) 
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Accuracy for cross-section calculation - weighted with pjp
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($7.2): 10-6 ; (Ref.: 10-12) 
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Accuracy for cross-section calculation - weighted with p/p ($7.2): 1 o-6 ; (Ref.: 1 o- 12) 
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53 km meon: -2.78995669 stddev: 6.55848110 moxobs: 130.7.3000000 
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17 km meon: -4,62766497 stddev: 7.63403374 moxobs: 139.37000000 
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32 km meon: -7.43340568 stddev: 10.45901539 moxobs: 180.79000000 
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Wavenumber 1n cm- 1 
Figure 276: Relative error [%] with respect to MIPAS NESR 
Accuracy for crass-sectian calculation - weighted with pjp
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($7.2): 10-4 ; (Ref.: 10-12) 
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Accuracy for cross-section calculation - weighted with pjp ($7.2): 1 0-4 ; (Ref.: 1 o- 12) 
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Width of the AlLS function ($7.8 = 1 ): 1.40 cm-'; (Ref.: 7.00 cm-') 
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Höpfner and Kellmann: Optimization of model accuracy parameters 441 
Width of the AlLS function ($7.8 1): 1.40 cm- 1; (Ref.: 7.00 cm- 1) 
29 km meon: 0.02314773 stddev: 1.19491841 moxobs: 9.50170000 
26 km meon: 0.02554993 slddev: 1.12830172 moxobs: 9.33100000 
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Höpfner and Kellmann: Optimization of model accuracy parameters 443 
Width of the AlLS function ($7.8 2): 0.15 cm- 1; (Ref.: 7.00 cm- 1) 
29 km meon: -0.03304423 stddev: 0.51812243 moxobs: 2.95570000 53 km meon: -0.00867188 stddev: 0.30883313 moxobs: 2.34020000 
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Number of cross-section recolculotions for limb-scons ($7.7): 3; (Ref.: -1) 
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Höpfner a.nd Kellmann: Optimization of model accuracy parameters 445 
Number of cross-section recolculotions for limb-scons ($7.7): 3; (Ref.: -1) 
29 km meon: -0.07490117 stddev: 0.11783997 moxobs: 1.72670000 53 km meon: 0.00528315 stddev: 0.02297977 maxobs: 0.34039000 
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Number of cross-section recalculotions for limb-scons ($7.7): 2; (Ref.: -1) 
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Number of cross-section recalculations for limb-scans ($7.7): 2; (Ref.: -1) 
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Number of cross-section recalculations for limb-scans ($7.7): 1; (Ref.: -1) 
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Figure 288: Relative error [%] with respect to MIPAS NESR 
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Figure 289: Absolute error [nW/(cm2 sr cm-1 )] and relative error [%] 
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Number of cross-section recalculations for limb-scans ($7.7): 0; (Ref.: -1) 
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Additional roy-paths for field-of-view ($7.1 0): 2; (Ref.: 6) 
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Additional ray-paths for field-of-view ($7.1 0): 2; (Ref.: 6) 
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Additional ray-paths far field -of-view ($7 .1 0): 2; (Ref.: 6) 




1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
26 km meon: 0,01474900 stddev: 0.13327154 moxobs: 2.60710000 50 km mean: 0.11886547 stddev: 0.25832640 moxobs: 2.04960000 
~l[' . 
• • • • 
l 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
23 km meon: 0.00984610 stddev: 0.16005678 moxabs: 2.89720000 47 km meon: -0.23039337 stddev: 0.57399891 moxabs: 5.14980000 
l • 1 l .. . : ... ' .: . --- 1 -10 1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
20 km meon: 0.04881297 stddev: 0.18807753 moxobs: 2.15980000 44 km mean: -0.18575134 stddev: 0.38742115 moxabs: 2.54010000 
~f.,' ' 
• • • 
] 
-10 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
17 km mean: 0.13415368 stddev: 0.44877181 moxobs: 4,04450000 41 km meon: -0.15613823 stddev: 0.32138407 moxobs: 1.86530000 
J .. ",~.. • • • • ] 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 







-10 ~1~" I 'I II "nr. I' -~~[. -· ·-· --1] 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 




35 km mean: -0.06327454 slddev: 0.12464192 moxobs: 3.19540000 
1 • • ] 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
8 km meon: 4.77079298 stddev: 10.07650880 moxobs: 42.13300000 32 km meon: 0,07944552 stddev: 0.11056662 moxobs: 1.59100000 
-~[ ] 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
Wavenumber in cm- 1 

































Additional roy-poths for field-of-view ($7.1 0): 1; (Ref.: 6) 
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Additional ray-paths for field-of-view ($7.1 0): 1; (Ref.: 6) 
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Figure 294: Relative error [%] with respect to MIPAS NESR 
Additional ray-paths for field-of-view ($7.1 0): 0; (Ref.: 6) r --"---· --- 1 r ---· ---~- 1 
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Additional ray-paths for field-of-view ($7.1 0): 0; (Ref.: 6) 
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Figure 296: Relative error [%] with respect to MIPAS NESR 
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Höpfner and Kellmann: OptimizaUon of model accuracy parameters 459 
Additional ray-paths for field-of-view ($7.1 0): 2 (0-20 km), 0 (>20 km); (Ref.: 6) 
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Atmospheric layering ($7.31, $7.32, and $7.3): (a) 46 Ievels; (Ref.: 156 Ievels) 
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A\mospheric loyering ($7.31, $7.32, ond $7.3): (b) 75 Ieveis; (Ref.: 156 Ieveis) 
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Atmospheric layering ($7.31, $7.32, and $7.3): (b) 75 Ieveis; (Ref.: 156 Ieveis) 
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10 
26 km mean: -0.12002650 stddev: 0.70667605 moxobs: 6.32530000 
15.---------------------------------------~------~ 
10 
1900 2000 2100 2200 2300 2400 
23 km meon: -0.13494754 stddev: 0.70327680 moxobs: 6.16220000 
-10c_ __________________________________________________ ~ 
1900 2000 2100 2200 2300 2400 
20 km meon: -0.14111263 stddev: 0.69976290 moxobs: 6.04340000 
15c---------------------------------------------------~ 
10 
1900 2000 2100 
17 km meon: -0.11011978 stddev: 0.67113925 mmtobs: 5.92310000 
53 km meon: 0.02956261 stddev: 0.32670374 moxobs: 5.82910000 
1900 2000 2100 2200 2300 2400 
50 km meon: 0,08920584 slddev: 0,97161016 moxobs: 14.42300000 
1900 2000 2100 2200 2300 2400 
47 km meon: 0.04941524 stddev: 0.64353675 moxobs: 6.87440000 
-10e-----~------~--------~------~--------------~ 
1900 2000 2100 2200 2300 2400 
44 km meon: -0.07646885 stddev: 0.96314788 mmcobs: 9.25850000 
1sc-----------------------------------------------~ 
10 
1900 2000 2200 2300 2400 









1900 2000 2100 2200 2300 2400 2300 
14 km meon: -0.06645494 stddev: 0.65198893 moxobs: 5,82650000 38 km mean: -0.20690663 stddev: 1.06597755 moKobs: 8.63550000 
1900 2000 2100 2200 2300 2400 
11 km meon: -0.02405157 slddev: 0.70152272 moxobs: 5.73200000 35 km mean: -0.16979050 stddev: 0.90087663 moxabs: 7. 71440000 
1900 2000 2100 2200 2300 
32 km meon: -0,14597548 stddeY: 0.79889716 moxabs: 7.11580000 
1900 2000 2100 2200 2300 
Wavenumber in cm- 1 


































Atmospheric loyering ($7.31, $7.32, end $7.3): (c) 66 Ieveis; (Ref.: 156 Ieveis) 
29 km meon: -(UI152BJ7fl atdd-. O.OJ8852JII ma•or>s< 0.2-4011000 5J km mean: 0.00057925 stddev:0.00958277 mo•obs: 0.12814000 
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<{ 
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~~·· ·~" " ' - COd .] 
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~F .. ·- .. -1 J":'"' ~ ... :-:~] 
Wovenumber in cm- 1 
Atmospheric loyering ($7.31, $7.32, end $7.3): (c) 66 Ieveis; (Ref.: 156 Ieveis) 
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; j .. l 
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~~ I ·--- ---- ---- ---- ---· 
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2000 2100 2200 2JOO 2"00 
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~ .. ~ j 
~er:~--=~-
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Höpfner and Kellmann: Optimization of model accuracy parameters 465 
Atmospheric loyering ($7.31, $7.32, and $7.3): (c) 66 Ievels; (Ref.: 156 Ievels) 
29 km meon: -0.49322503 slddev: 1.33802200 moxobs: 12.33900000 53 km meon: 0.02956261 slddev: 0.32670374 moxobs: 5.82910000 
]'II h ,1, I ' _, ~·· ) 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 







1900 2000 2100 2200 2300 2400 








1900 2000 2100 2200 2300 2400 
20 km meon: -0.53058370 stddev: 1,29016549 moxobs: 13.73800000 
1900 2000 2100 2200 2300 2400 
17 km mean: -0.46384384 stddev: 1.20714526 moxobs: 11.79400000 
1900 2000 2100 2200 2300 2400 
14 km meon: -0.39597816 stddev: 1,15670575 moxobs: 10.52000000 
1900 2000 2100 2200 2300 2400 
11 km meon; -0,33901486 stddev: 1.16025172 maxobs: 9.61350000 









1900 2000 2100 2200 2300 2400 
47 km meon: 0.04941524 stddev: 0.64353675 mcxcbs: 6.87440000 
-10 
-15~----~------~------~------~------~-------d 
1900 2000 2100 2200 2300 2400 
44 km meon: -0.07646885 stddev: 0.96314788 moltobs: 9,25850000 
15p---------------------------------------------~ 
10 
1900 2000 2100 2200 2300 2400 
41 km mean: -0.24605612 slddev: 1.27802572 mcxcbs: 10.23700000 
15>-------------~--------------------------------~ 
10 
1900 2000 2100 2200 2300 2400 
38 km meon: -0.36218289 slddev: 1.39384740 mcltobs: 9.22150000 
2200 2400 
35 km mean: -0,-43394478 stddev: 1.39534103 mcxcbs: 8.18650000 
1900 2000 2100 2200 2300 2400 
32 km mecn: -0.46015524 stddev: 1.33272779 mcxobs: 7.71900000 
1900 2000 2100 2200 2300 2400 
Wavenumber m cm- 1 
Figure 304: Relative error [%) with respect to MIPAS NESR 
Atmospheric loyering ($7.31, $7.32, ond $7.3): (d) 29 Ievels; (Ref.: 156 Ieveis) 
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Wovenumber in cm _, 
Atmospheric loyering ($7.31, $7.32, ond $7.3): (d) 29 Ievels; (Ref.: 156 Ievels) 
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20w 
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Höpfner and Kellmann: Optimization of model accuracy parameters 467 
Atmospheric layering ($7.31, P.32, and $7.3): (d) 29 Ieveis; (Ref.: 156 Ieveis) 
29 km meon: -2.15536446 stddev: 4.41780006 moxobs: 28.60800000 53 km meon: -0.13151650 stddev: 1.76426859 moxobs: 46.48300000 
~[.. .... : ~ l l ' ' ' H l 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
26 km mean: -1.99890472 stddev: 4.15018250 moxobs: 29,01900000 50 km meon: 0.02089388 stddev: 1.33674382 maxobs: 39.97000000 
l.. •.. : -: 1 l. • • 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
23 km mean: -1.91596888 stddev: 3.99810699 moxabs: 29.88100000 47 km meon: 0.04819261 slddev: 1.17595603 moxobs: 36.34900000 
~ l ' : l :~(' : : l 
(/) 
<t 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 
(l_ 20 km meon: -1.86392174 stddev: 3.89762325 moxobs: 31.19000000 44 km meon: -0.42605813 stddev: 2.17211996 moxobs: 31.13600000 
2400 




1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
3: 17 km mean: -1.73156606 stddev: 3.74181421 maxobs: 30.42100000 41 km meon: -1.13209626 stddev: 3.65327830 moxobs: 31.04000000 
I l. ... • .: • • l l • .:~ : J 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
14 km meon: -1.57042455 stddav: 3.60209373 moxobs: 28.68000000 38 km meon: -1.74335496 stddev: 4.52062249 moxobs: 31.58700000 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
11 km meon: 2.03408003 stddev: 19.15829967 moxabs: 1 19.88000000 35 km meon: -2.15981361 stddev: 4.82474678 moxobs: 29.09700000 
:~L.:.~~~.~ ... u. : • • 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
32 km meon: -2.29881780 stddev: 4.74011872 moxobs: 28.14900000 
600 
400 :~[... : • • : l 200 
1900 2000 2100 2200 2400 1900 2000 2100 2200 2300 2400 
Wovenumber in cm- 1 
Figure 306: Relative error [%] with respect to MIPAS NESR 
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Höpfner and Kellmann: Optimization of model accuracy parameters 469 
Atmospheric layering ($7.31, 1P.32, and $7.3): (e) 77 Ieveis; (Ref.: 156 Ieveis) 
29 km meon: -0.13212558 stddev: 0.72505288 moxobs: 6.02120000 53 km meon: 0.03016157 stddev: 0.32433767 moxobs: 5.66730000 
1900 2000 2100 1900 2000 2100 2200 2300 2400 
26 km meon: -0.12758174 stddev: 0.69985001 moxabs: 5.79420000 mean: 0.09458723 stddev: 0.37982916 ma><obs: 6,25070000 
1900 2000 2100 2200 
23 km meon: -0.13537361 stddev: 0.69449839 moxabs: 5.59770000 47 km meon: 0.13344861 slddev: 0.41973818 moxobs: 5.88100000 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
20 km meon: -0.13383572 stddev: 0.68545170 moxobs: 5.-42400000 44 km meon: -0.01423803 stddev: 0.67541382 moxobs: 6.22480000 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
17 km meon: -0.10131570 stddev: 0.66123102 moxobs: 5.26840000 41 km meon: -0.15755025 stddev: 1.01318892 moxobs; 8.31800000 
10 
1900 2000 2100 2200 2300 2400 
14 km meon: -0.05630226 stddev: 0.64576571 moxobs: 5.13550000 38 km meon: -0.23037646 stddev: 1,07385157 moxobs: 7.83550000 
10 
11 km meon: 0.01818022 stddev: 0.68444570 moxobs: 5.06530000 35 km meon: -0.19033876 slddev: 0.91059441 maxobs: 6.84830000 
10 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
moxobs: 11.58800000 32 km meon: -0.15406776 stddev: 0.79089051 moxobs: 6.30500000 
10 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
Wavenumber in cm -1 
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Höpfner and Kellmann: Optimization of model accuracy parameters 471 
Gas/isotope number of the moin gas ($7.12): -1; (Ref.: 0, for no moin gos) 
29 km meon: -0.08915842 stddev: 0.46392709 moxobs: 8.79950000 53 km meon: -0.07803564 stddev: 0.60511874 moxobs: 10,12900000 
10 
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1900 2000 2100 2200 2300 
38 km meon: 0.05121798 slddev: 0.44703917 moxobs: 6.98690000 
1900 2000 2100 2200 2300 
35 km meon: -0,00947185 stddev: 0.47562496 moxobs: 7.76190000 
10 







1900 2000 2100 2200 2300 2400 
32 km meon: -0,09214729 stddev: 0.48044202 moxobs: 8.67870000 
10 




1900 2000 2100 2200 2300 2400 
Wavenumber in cm- 1 


































Gas/isatape number of the mein gas ($7.12): CH
4
; (Ref.: 0, for no mein gos) 
29 km rneon: -0.01537525 l!dclft: 0.033072.36 mo~<C~bs: 0.23664000 
~F·-.. - ~--! 
11100 2000 
26 km rnean: -o.01<41511!15 lltdel-." o..oJ118176 rna.at>s; 0~ 
~f· ,_" -:;.-:--::---= l 
~~~-----------,-"-,----"-"-----------------'-
2.3 km mecm:; -0.013«930 stdcle-v: 0.0295ZU22 rnc•a~ 0.22567000 
~r·=· - ~----~ 
1900 2000 2100 2200 2.Jll0 -· 
7 
E 2tl km mecm; -o.01206711 atdd-. 0.02793636 '""""~ o.22'21-4000 
Hr-·=.. .:. : -~ 
=E 11100 2000 2100 2200 2300 
.s 17 km m-ctn: -o.010405!il6 111~ 0.0261!2164 mo•cbs: 0.219.37000 i i". --.;.;:~--= --~ 
.2 \!100 2000 2100 2200 2300 2400 
<( 
14 km m-ctn: -O.otlri2BJJ9 111~ 0.025116255 mcaobs: 0.2169()000 
0.2 -·p--------- l ~l •"'~'Jilu•.. . . 
1900 2000 2100 2200 2300 2400 
11 km m100n: -Q.Q20565211 stc!610v.: O.OJ"t53208 mo•abs: 0.21...aaooo 
53 km m•u•n:O.Otl05527 slddev: 0.02956105 mo•ab=: o.J1900000 
-~-------------- --l 
~~ #"! <!..!/. k < 0 ,!1/lli!llliiiJilliU!UIWI!IOJU'% mn 
·-~ 2DOO 2100 2200 2300 2-400 
- '"" 
47km meort: 0.0155-4054 stddev:O.Oo4191J20 mooobr. o.J6611000 
E~aJ~~--, -.1 ~•::w:,:;-~~ •• ~1 
_,_, 
-0.4 -·· _,. -"'---.-:: __ -::_---:_::::~:::----::_:: __ ::----:: __ :: __ :---::: __ :::;:------:::::_. __ 
-« km mltCII"I: 0.004JJI27 •tdcr-. 0.03029237 me~""t>s; OJ32-49000 
~t" .~ ' ' -·-- -l 
-T.O'----: ___ ::c_---:,::-000----:;,-:":-,--::"--:oo::----::,".~----::'!-._· 
<41 km meOI"I: -O.OG40t852 stddav:0.Q2g2.31"15 me~><t~bo: 0.211634000 
~t···· ·-· -= •] 
2200 2.300 
Ja km mecn: -0.011835611 aldd...-: O.OJJI53115 mooob=: 0.272<411000 
~~, ,,!111!!191' ,;, •l -Cl.2 lf'l'*lli I I I tj
-0.4 _., _,. 
-M'----,.":::----:,::-ooo:::----:,-:,"----::"-:-:,,:----:c,JOO~-----:c,.~"-




Wavenumber in cm- 1 
Gas/isotope number of the mein gos ($7.12): CH
4
; (Ref.: 0, for no mein gos) 
29 km meon: -0.211193362 std~ 0.2061134<47 ma•e~bs< 5.80150000 
J . I 
~ - - - - - -
26 km mecn: -0.220981167 stcldev: 0.111-4<45577 mc•e~b!o; 4.13230000 
~ ' l 
---- ---- ----
23 km ~n: -0.19764J98 llld<fev: 0.165520115 mo•e~bs: 2.71450000 
~ I 
,..,_ "''""' .......... .,.,...... ..~ ... " ...... , 
20 km maon: -0.157428611 aldd-. 0.1<1924983 moxcbs: 1..538110000 
~ Jl I 





Jl'" _,"."_, ___ l 
tCI,.,n ?nn" "Hnn ">">nn ">Vln 2400 
1-4 km rn.on: -o.oaJ63816 8lddrr. 0.1.JII65217 mo•abe: 1.01400000 
j l 
·--- ---- -·-- -- -~-- -·-· 
Tl km meon: -0.17745!<41 S!ddoW: 0.2013-c6030 me~lf(lbtl; 1.00920000 
j l 
....... _ -.-~ -·-... .. ..... _ -·-- 2400 
8 km mecn: -D.<411l7198 stdcr...-: 0..-48666208 mc><Obs: 1~5880000 
}I l 
5J km mean: 0.223<17<41J stddev: 1.56J2160J mc""bs: 164..J.4000000 
)b~~I,-.L. ·l 
50 km mae~n:Q..3169.J7J2 11115d.....,0.759111881 ITI<nlot>s;48.64&l0000 
Jh,+l!_ .... _. l 
- -- -- -- -- --
<47 km mecm0.10J971<46 stddev: 0.541107781 ~TKn~Cibll: 411.97600000 
J~·lllll~' ., -- l 
·--- ---- ---- ---- 2300 
« km meon: -0.0<16014112 stdel"-. 0.269136828 me~•e~bo::: 12.-45700000 
:~ 1 : l :: fl\ 1111 I~ 1 , 
"'' 
<41 km mean: -0.12202041 llt"dev: 0.2407021"10 mcnce~bs: 10.75500000 
}1""1, I 
---- ---- ----2000 "'"'"' r.:--·---1 
JSkm mean:-0...32177JOO all1dorv:0.25850675 m<t~~cba:4.692<40000 
l ,, l r :~·------ 1 
__ ...... 2000 2100 2200 2300 2400 




























































Höpf:ner and Kellmann: Optimization of: model accura.cy parameters 473 
Gas/isotope number of the main gas ($7.12): CH
4
; (Ref.: 0, for no main gas) 
29 km meon: -0.59988999 stddev: 1.16526347 moxobs: 10.04100000 53 km meon: 0.37935512 stddev: 1,04522375 moxobs: 14.61900000 
20 20 
10 
"u.l!lllllo. .~ 10 [11/""! .J•, :.lJ 0 -






1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
26 km meon: -0.55490084 stddev: 1.09984212 moxabs: 9.24550000 50 km meon: 0.78815783 slddev: 1.88998992 moxobs: 20.75900000 
20~----~------~--------~--------------~------~ 
10 uJ/II/ll, A-0~~~~~~~~~~~~~--~~--~~ 




1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
23 km meon: -0.53033064 stddev: 1,04405749 moxobs: 8.61030000 
20~------~------------------------------------~ 
47 km meon: 0.53313297 stddev: 1.44052970 moxobs: 17.39000000 
10 
.. lllllillll. --ohw~~.n~~~~~~~~~--~~ -~; 




1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
20 km meon: -0.47362180 stddev: 0,97371148 moxobs: 7.82670000 44 km meon: 0.14331909 slddev: 1.02068139 moxobs: 12.55100000 
~rJ ;,~ I ' L ":,~"'"""''••- • : ] 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
17 km meon: -0.40317363 stddev; 0,91412048 moxabs: 7.15400000 41 km meon: -0.15126917 stddev: 0.96080293 moxabs: 9.57010000 
Jfr'"'='"'" : "•un:""''~=- -) ~~tl·•i ·:'''''"' ,: -~"'"''"'''"~:== ~ 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
14 km meon: -0.35621772 stddev: 0.87320394 moxabs: 6.84260000 38 km meon: -0.44855034 stddev: 1.11228490 moxobs: 8.60900000 
20~------------~----------------~--------------~ 
10 
.. ulllt/1•, ... ~ 




1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
11 km mean: -0.94193029 stddev: 1.35488592 maxobs; 6, 77280000 35 km mean: -0,66257415 slddev: 1.27837693 moxobs: 12.15700000 
20~------------~--------------------------------~ 
10 





1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
8 km meon: -7.52503061 slddev: 11.52050063 maxobs: 44.20600000 
20~--------------------------------------------~ 
32 km meon: -0.67060023 stddev: 1.25597086 moxobs: 11.35300000 
20~--------------------------~--~--~--~------
10 
10 "uJIIJJII, ......._ .A~ 




1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
Wavenumber in cm- 1 
Figure 312: Relative error [%] with respect to MIPAS NESR 
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Höpfner and Kellmann: Optimization of model accuracy parameters 475 
Gas/isotope number of the main gas ($7.12): HN0
3
; (Ref.: 0, for no ma1n gas) 
29 km meon: -1.27734152 stddev: 4,13431138 moxobs: 46.91900000 53 km meon: 2.37929618 stddev: 5.27209372 moxobs: 64.19000000 
100 
50 
1900 2000 2100 2200 2300 2400 
26 km meon: -1.09970238 stddev: 3.95917826 maKobs: 47.35600000 50 km meon: 4.00290837 stddev: 8.09459287 maxobs: 110.50000000 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
23 km meon: -0.96626266 stddev: 3.82015337 moxobs: 47.29300000 47 km meon: 2.74971104 stddev: 6.28533192 moxobs: 99.55000000 
-50~------------~------~--------~------~--------u 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
20 km meon: -0.81836046 stddev: 3.69723749 moxobs: 47.21200000 44 km meon: 1,19789846 stddev: 4.71024214 moxobs: 81.59700000 
100 














17 km meon: -0.73044183 stddev: 3.60378219 moxobs; 46.97500000 41 km meon: -0.17505759 stddev: 4.29006652 maxobs: 65.70400000 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
14 km meon: -0.66667533 stddev: 3.52812685 moxobs: 46.62300000 38 km mean: -1.21666261 stddev: 4.49403861 moxobs: 52.37900000 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
11 km mean: -1.36047339 stddev: 3.64292565 mo11.obs: 46,21300000 35 km meon: -1.62656098 stddev: 4.56223031 moxabs: 45,19500000 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
8 km meon: -8.52505571 stddev: 12.73922341 moxobs: 47.53800000 32 km meon: -1.52108632 slddev: 4.36995393 moxobs: 45,34300000 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
Wavenumber 1n cm- 1 
Figure 314: Relative error [%] with respect to MIPAS NESR 
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Höpfner and Kellmann: Optimization of model accuracy parameters 477 
Gas/isotope number of the ma1n gas ($7.12): H
2
0; (Ref.: 0, for no main gas) 
29 km meon: 0,12422380 stddev: 0.47955909 moxobs: 7.99020000 53 km meon: 0,08365219 slddev: 0.67399257 moxobs: 11.73400000 
1900 2000 1900 2300 
26 km meon: 0,13915132 stddev: 0.47684250 moxobs: 7.87500000 50 km meon; 0,04716986 stddev: 0.98622314 moxobs: 15.23200000 
1900 2000 2100 2200 2300 2400 
23 km meon: 0.12708108 stddev: 0.47364022 mo~tobs: 7.72550000 47 km meon: 0.12365724 stddev: 0.73275945 moxobs: 12.55900000 
-10~----~--------------~--------~------~------~ 
1900 2000 2100 2200 2300 2400 




1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
17 km mean: 0.16703327 stddev: 0.45571140 moxobs: 7.50580000 41 km meon: 0.25053956 stddev: 0.56387819 moxabs: 9,57170000 
j ~ : ..·~~:· .... ·~·- ·_ 1 )~.~ .... . :.... ~·•~ ...... ~ ....... -: J 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
14 km meon: 0.19069515 stddev: 0.44994703 moxobs: 7.42260000 38 km meon: 0.26235205 stddev: 0.55263583 moxobs: 8.73150000 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
11 km mean: 0.42039790 stddev: 0,48925504 moxobs: 7.34130000 35 km mean: 0.21560770 slddev: 0.53385376 moxobs: 8.58700000 
] • !,~.:: =,.,,~11~1~"'""'~· " n ~ _l••w~ '" .,, . "'~'"''" ~e, :•~ 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
6 km meon: 1.79132090 stddev: 2.35891017 moxobs: 16.46600000 32 km meon: 0.12299971 stddev: 0.49321735 mo)(obs: 6.23850000 
: 0:[ • • • ,,.J;lliii~H,UJ®•.I""''" ~. • •• .J 
-~~~~:-~ __ "' __ '_lh_:_· __ ··_·_ .. __ ..~·-· ___ ~-------------~~---------------------di 
2400 1900 2000 2100 2200 2300 2400 
Wavenumber in cm- 1 
Figure 316: Relative error [%] with respect to MIPAS NESR 
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Höpfner and Kellmann: Optimization of model accuracy parameters 479 
Gas/isotope number of the main gas ($7.12): N 0; (Ref.: 0, for no moin gas) 
2 
29 km meon: -1.89196633 stddev: 2.81411657 moxobs: 26.47100000 53 km meon: 0.60273202 stddev: 1.45532352 moxobs: 17.59000000 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 
26 km meon: -1.76698784 stddev: 2.65728583 moxobs: 24.39700000 50 km meon: 1.30268394 slddev: 2.79153303 moxobs: 30.52700000 
2400 














1900 2000 2100 2200 2300 2400 
23 km meon: -1.66962969 stddev: 2.52745602 maxobs: 22.81400000 
1900 2000 2100 2200 2300 2400 
20 km meon: -1.53957905 stddev: 2.39665987 maxobs: 21.21700000 
~ -40 '---1~90-0 -~20~00 ___ 21~00 ___ 22~00--2~30-0--2--W400 
..r::. ...., 
·~ 17 km meon: -1.41279507 stddev: 2.29637838 moxobs: 19.89200000 
I :~F' r:": ,, ' ",,,~··· ...... •r•l 
Q) 
> 
1900 2000 2100 2200 2300 
:g 14 km meon: -1.32542441 stddev: 2.22397979 moxobs: 18.85400000 
2400 
~ :~F' P:""' ,, I.~~ ... , ••• ::;;J 
1900 2000 2100 2200 2300 2400 
11 km meon: -1.88619460 stddev: 2.20233934 moxabs: 18.02400000 
1900 2000 2100 2200 2300 2400 
8 km meon: -8.47099515 stddev: 11.21492459 maxobs: 44.30500000 
20 
1900 2000 2100 2200 2300 2400 
1900 2000 2100 2200 2300 
47 km meon: 0.74920837 stddev: 1.98919821 moxobs: 26.70700000 
1900 2000 2100 2200 • 2300 
44 km meon: -0.26911747 stddev: 1.50260883 moxobs: 15.14900000 
1900 2000 2100 2200 2300 
41 km meon: -1.04735660 stddev: 2.06509269 moxabs: 14.91900000 
38 km meon: -1.77098659 stddev: 2.78437774 moxobs: 23.48000000 
35 km meon: -2.17671340 stddev: 3.16122114 moxobs: 32.74800000 
1900 2000 2100 2200 2300 
32 km meon: -2.07592643 stddev: 3.03450921 moxobs: 29.61400000 
1900 2000 2100 2200 2300 
Wavenumber in cm- 1 






480 Höpfner and Kellmann: Optimization of model accuracy parameters 
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Figure 319: Absolute error (nW/(cm2 sr cm-1 )) and relative error [%) 
Höpfner and Kellmann: Optimization of model accuracy parameters 481 
Gas/isotope number of the main gas ($7.12): 0 ; (Ref.: 0, for no mam gas) 
3 
29 km meon: 0.12233870 stddev: 1.32437563 maxobs: 21.13000000 53 km meon: 0.83164040 slddev: 2.07073859 moxobs: 32.38800000 
_;~l·''; I. ,I, ' 
•• 
··"": ... : .. - ' ~-- ] _;~fl.l ,;~,'' ' •.. , ............ -· -~ 
1900 2000 2100 2200 2300 2400 
26 km meon: 0.18198724 stddev: 1.29356758 moxobs: 21.59600000 
1900 2000 2100 2200 2300 2400 
23 km meon: 0.20419136 slddev: 1.26622754 moxobs: 21.88200000 
~ Jl'" I 1o I, , .• :,,,", .. ,,, ,~ -= ] 
(f] 
<t 
1900 2000 2100 2200 2300 2400 
1900 2000 2100 2200 2300 
50 km meon: 1.25030905 slddev: 2.67783625 moxobs: 39.48200000 
1900 2000 2100 2200 2300 
47 km meon: 0.85735312 slddev: 2.29588559 moxobs: 36.65200000 
1900 2000 2100 2200 2300 




~ _;~ft I 1, ,I,' ·• :........ ~ , ~-~ Jtl~ I ;,J 1 , 1 :."" .......... ,., ·~ ] 
1.... 
..c _...., 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
· ~ 17 km mean: 0.24150665 stddev: 1.21361576 mmcabs: 22.30500000 41 km mean: 0.08652500 stddev: 1.54977357 maxobs: 23.84500000 
L~th . I. ,.. . • -..... ~ : ~-~ _;~[·h ; ; .. .~" . .~ ... :...... ... . ~ ] 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
14 km meon: 0.25344515 stddev: 1.19508726 moxobs: 22.40400000 38 km meon: 0.03773347 stddev: 1.44997284 moxobs: 21.41800000 
1900 2000 2100 2200 2300 2400 1900 2000 2100 2200 2300 2400 
11 km meon: -1,62871937 stddev: 3.37160922 maxobs: 22.43800000 35 km meon: 0.07500027 slddev: 1.40210645 moxobs: 20.83900000 
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Abstract: We discuss the intercomparison between the Karlsruhe Optimized 
and Precise Radiative transfer Algorithm (KOPRA) and the Reference For-
ward Model (RFM) codes. The purpose of this intercomparison is to validate 
the KOPRA algorithm, i.e. to identify and to remove possible errors in the 
KOPRA ( or RFM) code and to quanti(y the reason of remaining differences. 
A similar comparison between the MIPAS Optimized Forward Model (OFM) 
and the RFM has already been performed (Ref. [1)). To be able to relate on 
these results, the KOPRA validation is similarly organized: We also perform 
subsequently more complex tests of ray-tracing, integrated column amounts, 
homogeneaus and limb path calculations of unapodized, apodized and field-
of-view (FOV) convolved spectra, using the same isolated C02 line as weil as 
the same six MIPAS microwindows. Additionally we compare the modeling 
of C02 line-mixing, non-local thermodynamic equilibrium (NLTE), trace gas 
continua, cross-section spectra and of derivatives of the spectra with respect 
to atmospheric parameters. 
The KOPRA-RFM residuals are below a quarter of the noise-equivalent spec-
tral radiance (NESR) for the isolated C02 line as weil as for the MIPAS 
microwindows, i.e. KOPRA fulfills the acceptance criteria requested for the 
OFM. In most cases the deviations are even clearly below 1 n W I ( cm 2 sr cm- 1), 
i.e. more than one order of magnitude below the acceptance threshold. This 
is valid for unconvolved as weil as for ALS (apodized line shape) and FOV 
convolved spectra. There is also good agreement in modeling of the H20-, 
02- and N2-continua and of C02 line-mixing. Larger deviations of up to sev-
eral n W I ( cm 2 sr cm - 1 ) were found for NLTE calculations on the basis of the 
"default" atmospheric profiles with vertical resolution of 1 or 2.5 km. These 
diff'erences were found to be due to different layer-averaging of the vibrational 
temperatures and could be considerably reduced by calculations with a lügher 
vertical resolution of 250 m. Cross-section spectra agree weil, if the tabulated 
data are given independent of pressure, e.g. for ClON02 and N205, and cover 
the atmospheric temperatures. Due to different temperature extrapolation the 
deviations increase up to 10 nWI(cm2 sr cm- 1 ) for atmospheric temperatures 
outside the tabulated range. The RFM is not yet adjusted to cross-sections 
given for non-equidistant temperatures and for atmospheric pressures, like 
CFC data in the HITRAN96 database. If these data are used, !arger dif-
ferences arise, e.g. up to 30 nWI(cm2 sr cm- 1 ) between CFC-12 spectra. 
A voidance of interpolation by performing homogeneaus path calculations for 
p, T of one of the tabulated cross-section datasets reduces the deviations to 
below 0.5 nWI(cm2 sr cm- 1 ). 
1 Introduction 
The Karlsruhe Optimized and Precise Radiative transfer Algorithm (KOPRA) has 
been developed for data analysis of the Michelsou Interferometer for Passive Atmo-
spheric Sounding (MIPAS), which will be launched on the polar-orbiting Environ-
mental Satellite 1 (ENVISAT-1). KOPRA is a line-by-line model of high numerical 
accuracy, which (as far as foreseeable) can handle all atmospheric and instrumental 
effects necessary for the modeling of the MIPAS spectra, e.g. ray-tracing for an el-
lipsoidal earth shape including refraction, horizontal atmospheric inhomogeneities, 
NLTE conditions, C02 line-mixing, cross-sections to model the spectra of heavy 
molecules (CFCs, CION02 , N2 0 5 ), varying abundances of isotopomeres, parame-
terization of the instrumental line shape (ILS), and modeling of the instrumental 
FOV with regard to refraction. 
KOPRA has a flexible structure enabling fast calculations for routine operation 
but also dedicated scientific studies. Most of the special effects just mentioned can 
be switched on or off, and the required accuracy for the calculation of the optical 
depth, for the layering of the atmosphere, for the apodization function and for other 
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parameters influencing computational speed can be varied by the user. Whereas 
KOPRA's default accuracy for the calculation of the optical depth is 10-5 , the 
spectra presented here were generally calculat.ed wit.h an accuracy of 10-10 . But. 
we will exemplarily show the convergence of t.he KOPRA spectra t.owards the RFM 
results for increasing accuracy. A more detailed description of KOPRA's concept is 
given in Ref. [2]. 
The MIPAS Reference Forward Model (RFM) has been derived from GENLN2 t.o 
generate "true" reference spectra for validation of t.he operational codes for the 
analysis of the MIPAS data (Ref. [3]). Therefore the RFM is designed to perform 
calculations with high accuracy rather than computational speed. 
In this document we compare KOPRA Version 0.4 with RFM Version 3.0 (Version 
3.6 for NLTE calculations), which were supplied by t.he University of Oxford. For 
readers int.erested in a more compact presentation of the intercomparison we refer 
to Ref. [4]. 
2 Intercamparisan Set-Up 
2.1 Acceptance Criteria 
The forward model errors should be significantly below the uncert.ainty of the MI-
PAS experiment. and of the retrieval error. We set an acceptance threshold of 25% 
of noise-equivalent spectral radiance (NESR) for differences between KOPRA and 
RFM spectra, i.e. approximat.ely 
12.5 nW/(cm2 sr cm-1 ) in channel A (685- 970 cm-1 ), 
5 nW/(cm2 sr cm-1 ) in channel B (1215- 1500 cm-1 ). 
1 nW/(cm2 sr cm-1 ) in channel D (1820- 2410 cm-1). 
2.2 Data Basesand Assumptions 
Generally we use the same databases and make the same assumptions as in the 
OFM-RFM intercomparison. 
Atmosphere 
FASCODE 'model6' atmosphere (1976 US Standard); additionally a midlatitude 
HN03 profile of a climatology (Ref. [5]). For LTE calculations the original atmo-
spheric profiles with 50 levels between 0 and 120 km were used, i.e. 1 km vertical 
spacing up to 25 km, 2.5 km spacing between 25 km and 50 km and 5 km spacing 
above 50 km. NLTE modeling of C02 was performed using profiles with 1 km and 
250m vertical sampling. NLTE-spect.ra of NO were calculated for an atmosphere 
extending up to 200 km and 2.5 and 250 m height resolution. For the RFM the 
Earth's radius of curvature at the tangent point. was set to 6367.421 km, whereas 
KOPRA calculations were performed for an ellipsoidal Earth with a major axis of 
6378.137 km, a minor axis of 6356.752 km (WGS84) and southward observation 
with tangent. point at 45oN. Tobe able to compare both codes using the same limb 
geometry, a "downgraded" KOPRA-version calculating with a spherical Eart.h of 
radius 6367.421 km was additionally created. 
Line Data 
Line data were taken from the HITRAN96 line data base (Ref. [6]) and total internal 
partition sums (TIPS) were calculated according to the HITRAN96 TIPS code. For 
HN03 , updat.ed TIPS provided by Gamache were used for both codes (Gamache, 
pers. commun., 1997). 
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Table 1: C02 column amounts U calculated by KOPRA and RFM far different 
homogeneaus atmospheres, path length = 250 km, co2 vmr = 330 ppmv. 
Press. Temp. UKOPRA URF!Vl 
[hPa] [K] [kmole/cm2] [kmole/cm2] 
250.000 220 1.12755x10 -<~ 1.12755x10 -4 
2.50000 250 9.92241 x w-7 9.92241 x w-7 
0.20000 240 8.26868x w-s 8.26868x1o-s 
0.01000 200 4.96121 x w-9 4.96121 x w-9 
0.00004 300 1.32299 x 10-11 1.32299 X 10-11 
Table 2: Path lengths S through the 1976 US Standard Atmosphere calculated 
by KOPRA and RFM for different tangent heights and spherical Earth, refraction 
included. 
Tght. SKOPRA SRFM Diff. 
[km] [km] [km] [km] 
10 1208.977 1208.975 0.002 
20 1139.060 1139.063 -0.003 
40 1015.850 1015.850 0.000 
60 880.291 880.291 0.000 
80 719.302 719.302 0.000 
Line Shape 
Apodization was performed in spectral space with the Nm'ton-Beer no. 3 (strong) 
function (Ref. (7]); instrumental self-apodization and other line shape distortions 
were not considered. 
Field-of-View 
The FOV was modeled by the trapezoidal vertical respause function defined by ESA, 
which is constant up to ±1.4 km apart from the tangent point and then decreases 
linearly to zero at ±2.0 km distance. 
Interpolation 
Both KOPRA and the RFM linearly interpolate log pressure (lnp), temperature T 
and volume mixing ratio vmr between profile levels. 
Wavenumber Grids 
Two different wavenumber grids were used: 
(a) a fine grid with 0.0005 cm-1 spacing for unapodized spectra and 
(b) a coarse grid with 0.025 cm-1 spacing for apodized spectra. 
The fine grid is commonly used for middle-atmosphere modeling (Doppler broad-
ening typically > 0.001 cm-1 ). The coarse grid will be the standard format for the 
representation of apodized MIPAS spectra. 
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Table 3: C02 column amaunts U calculated by KOPRA and RFM far different limb 
paths through the 1976 US Standard Atmosphere and spherical Earth, refraction 
included. 
Tght. UKOPRA URF!vl Diff. 
[km] [kmolefcm2] [kmole/ cm2] % 
10 1.26011 x 10-4 1.26011 x 10-4 0.000 
20 2.57658x10-5 2.57661 X 10-5 -0.001 
40 1.23681 X 10-6 1.23689 X 10-6 -0.006 
60 9.67691 X 10-8 9.67899 X 10-8 -0.021 
80 5.03587x10-9 5.03652 X 10-9 -0.013 
Table 4: Curtis-Godson pressures calculated by KOPRA and RFM for several seg-
ments of a 10 km tangent-height path for N2 0 (1976 US Standard Atmosphere). 
Calculations of both codes for spherical Earth. 
Segment Pg,KOPRA Pg,RFM Rel. Diff. 
[km] [hPa] [hPa] 
10-11 2.524114x 10+2 2.524111x 10+2 1.19x10 6 
20-21 5.137634x 10+1 5.137519x1o+l 2.24x1o-5 
40-42.5 2.502353 X 10+0 2.502152 X 10+0 8.03x1o-5 
95-100 5.482884 X 10-4 5.481659 X 10-4 2.23x1o-4 
Table 5: Curtis-Godson temperatures calculated by KOPRA and RFM for several 
segments of a 10 km tangent-height path for N2 0 (1976 US Standard Atmosphere). 
Calculations of both codes far spherical Earth. 
Segment Tg,I<OPRA Tg,RFM Diff. 
[km] [K] [K] 
10-11 221.2131 221.2130 0.0001 
20-21 217.1286 217.1287 -0.0001 
40-42.5 253.3470 253.3484 -0.0014 
95-100 191.1491 191.1504 -0.0013 
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3 Path Lengths and Integrated Column Amounts 
First we compared integrated column amounts for homogeneaus paths and then the 
ray-tracing algorithms for limb-paths, i.e. path lengths, integrated column amounts 
and Curtis-Godson pressures and temperatures. The integrated column amount U9 
(kmolesjcm2 ) is the primary path integral 
U9 = { p9 ds, 
}path 
(1) 
whereby p9 is the molar absorber density (kmolesjcm
3 ) of gas g and ds the path 
element. Both KOPRA and the RFM approximate inhomogeneaus limb-paths by 
a number of segments, each having constant absorber amount u9 (kmolesjcm
2
), 
pressure and temperature: 
Ug = r p9 ds, lseg 





The weighted quantities p9 and T9 are the Curtis-Godson pressure and temperature 
of gas g. 
Table 1 shows C02 column amounts calculated for homogeneaus paths through 5 
different atmospheres with constant p, T and vmr (cuvette calculations). In the 
frame of the representation there is no difference between the KOPRA and RFM 
results. 
To have the same limb geometry for both codes, a "downgraded" KOPRA version 
calculating with a spherical Earth of radius 6367.421 km was created (change in 
module param..m.f90). In KOPRA, ray-tracing is performed by calculating the 
differential displacement of the ray path (R.ef. (8)), whereas the R.FM uses Snell's 
law applied to a sphere (Ref. [3)). However, the path lengths through the 1976 US 
Standard Atmosphere, considering refraction, are in very good agreement (Table 2). 
For tangent altitudes of 40 km and above they differ by less than 1 m, towards lower 
altitudes they slightly increase to -3 m at 20 km and to 2 m at 10 km. 
The difference between integrated C02 column amounts is less than 0.001% for 10 
km tangent height and increases to -0.02% at 60 km altitude (Table 3). Similar 
deviations were found in the OFM-RFM intercomparison. The differences between 
Curtis-Godson pressures for a 10 km tangent-height path for N2 0 increase from 
0.0001% for the lowermost segment to 0.02% for the segment from 90 to 95 km (Ta-
ble 4). The differences between the respective Curtis-Godson temperatures remain 
below 2 x 10-3 K for each segment (Table 5). We conclude that the differences in 
path-lengths, column amounts and Curtis-Godson parameters are negligible. 
4 Spectral Calculations for Homogeneous Paths 
To compare the line shapes unaffected by differences resulting from ray-tracing, we 
start with homogeneaus paths. 
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Figure 1: Unapodized radiance spectra of an isolated C02 line for homogeneaus 
path conditions of 250 hPa and 220 K (top). KOPRA-RFM differences (in the 
same units as the radiance spectra) for calculations including x-factor for KOPRA 
accuracy of 10-5 (second) and 10-10 (third) and for calculations without x-factor 
(bottom) for KOPRA accuracy of 10-10 . The two steps at the wings of the first 
and second residual and the two spikes in the bottom residual are due to different 
Humlicek algorithm realizations. 
4.1 Voigt Line Shape 
Atmospheric lines are generally weil described by the Voigt line shape, which is a 
convolution of the Lorentz and Doppler line shape functions. Both codes evaluate 
the Voigt line shape either by the original Humlicek algorithm (Ref. [9]), whose 
accuracy is 10-4 , or by modified versions for faster calculations (Ref. [10, 11]). The 
Humlicek algorithm has four evaluation regions and switches to Doppler line shape 
near line center and to Lorentzian line shape at the line wings. 
Tests of line shape modeling were performed for the same isolated C02 line at 
952.880858 cm-1 and for the same three different regimes as in Ref. [1]: 
(a) Lorentz: p=250 hPa, T=220 K (rvatmospheric conditions at 10 km altitude), 
(b) Mixed: p=2.5 hPa, T=250 K (rv40 km altitude), 
( c) Doppler: p=0.2 hPa, T=240 K (rv60 km altitude). 
Foreach case a C02 vmr of 330 ppmv (1976 US value) and a pathlength of 250 km 
( approximately the length of a limb path through a 5 km layer above the tangent 
point) were assumed. Generally, C02-spectra were calculated including x-factor 
( cf. Section 6.1), which by default is taken into account for C02-line modeling 
by KOPRA. For RFM calculations the x-factor can be switched on or off by an 
external ftag. Therefore a modified KOPRA-version was created (change in module 
abcoJn.f90) to compare spectra modeled without x-factor for the Lorentzian case. 
Figure 1 shows the resulting KOPRA and RFM spectra1 (top) and the residual 
1The deviations between KOPRA and RFM presented here are only visible in the difference 
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Figure 2: Unapodized radiance spectra and KOPRA-RFM differences for an isolated 
C02 line for homogeneaus path conditions of 2.5 hPa and 250 K (top) and of 0.2 hPa 
and 240 K (bottom). KOPRA calculations of the optical depth with an accuracy 
of 10-10 . 
spectra for the Lorentzian case including (second, third) and without x-factor (bot-
tom), whereby KOPRA's accuracy for the calculation of the optical depth was 10-5 , 
10-10 and 10-10 , respectively. The weak oscillations in the case of default accuracy 
(lo-5 ) are due to quadratic interpolation of the absorption coefficients on the fine 
grid by .KOPRA. In the case of high accuracy KOPRA calculates all absorption 
coefficients explicitely and the oscillations disappear. The steps of -0.02 n W j ( cm2 
sr cm - 1 ) at the wings of the first two residual spectra are due to discontinuities 
between the different evaluation regions of the fast Humlicek algorithm which was 
applied by KOPRA to calculate the Voigt profile. When the C02 x-factor is in-
cluded, the RFM takes the standard Humlicek algorithm, which does not produce 
these features. However, for default calculations without x-factor the RFM also uses 
the fast Humlicek algorithm, which results in a nearly complete compensation of the 
discontinuities in the lowermost residual. The remaining spikes of 0.02 nW /(cm2 sr 
cm-1 ) are caused by slightly different extensions of the evaluation regions (see also 
Appendix A). However, the magnitude of the discontinuities remains below 10-4 , 
which is anyway the accuracy Iimitation of the Humlicek approximation. At the 
line center, the KOPRA-RFM differences are less than 0.005 n W / ( cm2 sr cm-1 ) or 
less than 0.001%. 
For the mixed and Doppler cases (Figure 2) the agreement with the RFM is very 
spectra. 
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good, with residuals of less than 0.006 nWI(cm2 sr cm-1 ) and less than 0.0006 
n W I ( cm 2 sr cm - 1 ) at the line center, respectively. The spectral region shown 
is more confined to the line center than in Figure 1 and does not contain the 
discontinuities, because the radiances at these locations have nearly decreased to 
zero. E.g. f'or the mixed case the radiance at 953 cm-1 is below 0.1 nWI(cm2 sr 
cm - 1 ) and the step is below 10-5 n W I ( cm 2 sr cm - 1 ), which again means a relative 
discontinuity of 10-4 . 
We conclude that for the Lorentzian case, apart from the steps at the line wings, 
the errors caused by the line shape approximations of KOPRA are below 0.1% of 
the acceptance threshold. The discontinuities are below 0.2% of NESRI4. For the 
mixed case the absolute uncertainties are of the same order, and for the Doppler 
case even lower by one order of magnitude. 
4.2 Line Wing Assumptions 
For spectral calculations the RFM covers the microwindow and the surrounding 
region by a wide-mesh of width 1 cm-1 (at integer wavenumbers). Inside the mi-
crowindow fine grid calculations are performed for lines centered in the respective 
and the two neighboring 1 cm-1 intervals. The absorption of further remote lines 
is only calculated at the edges and the centers of the wide-mesh intervals, added 
up and interpolated to the fine grid. KOPRA has a variable spacing for each line 
considered with respect to the required accuracy (Ref. [12]). The contributions of 
the lines are added up and interpolated quadratically to the next finer grid. 
Both codes include line wing contributions of lines located in a user-defined region 
around the microwindow ( default value ±25 cm-1 ). For KOPRA calculations the 
extension region is related to the microwindow's edges and therefore the same for 
each line inside the microwindow. This area is further enlarged by the width of the 
apodizatiön function (cf. Section 5.1.2). The RFM's extension region is applied 
to each edge of the 1 cm-1 intervals. Thus, the concepts are a little different, but 
approach for small microwindows and low accuracy apodization functions. Both 
codes can model the contribution of even further remote H2 0, C02 , N2 and 0 2 
lines by pressure and temperature dependent continua. 
Line wing modeling for different microwindow extensionswas compared f'or a H2 0-
microwindow from 1413.9 to 1416.4 cm-1 (cf. Ref. [1]). This microwindow is 
influenced by the wings of strong H2 0 lines just outside the window boundaries. 
The following atmospheric conditions were chosen: Homogeneous path of 250 km 
length, p = 250 hPa, T = 220 K and H20 vmr = 10 ppmv. Five tests are presented: 
(a) Using only lines centered inside the microwindow, 
(b) Using lines within ±32 cm-1 from the microwindow's edges for KOPRA and 
±25 cm-1 for RFM, 
(c) Using lines within ±25 cm-1 from the microwindow's edges for both programs, 
(d) Same as (c), but area of fine-mesh calculations of the RFM extended to ±5 
cm-1 . 
(e) Same as (c), but additionally H20 continuum, i.e. contribution of line wings 
beyond ±25 cm-1 , taken into account. 
The results of the tests are shown in Figure 3. The spectra of the cases (c) and 
( d) are not plotted, since they are nearly identical with those of case (b). For 
better interpolation of Lorentzian line wing contributions of strong H20 lines outside 
the microwindow the RFM was run with the inverse quadratic (IQD) option (cf. 
Ref. (1]). When only lines from inside the microwindow are taken into account (a), 
the agreement is very good with differences generally smaller than 0.002 n W I ( cm2 sr 
cm - 1 ). The two spikes of 0.006 n W I ( cm2 sr cm - 1 ) and the smaller spikes at 1414.7 
and 1415.2 cm-1 are caused by discontinuities in the fast Humlicek algorithms (cf. 
Section 4.1), which are slightly closer to the line center in the RFM code. For 
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case (b) there is an offset of 0.25 n W I ( cm2 sr cm - 1), because KOPRA adds up 
line wing contributions of a !arger spectral region. At the line centers the offset 
decreases or disappears due to saturation. This case shows that one has to keep 
in mind the differences in microwindow extension, when comparing KOPRA and 
RFM spectra. For exactly the same extension (c) the differences become much 
smaller. They oscillate around zero with an amplitude of 0.02 n W I ( cm2 sr cm - 1 ) 
and increase slightly to ±0.05 nWI(cm2 sr cm-1 ) at the microwindow's edges. The 
disappearance of these oscillations at 1414.0, 1414.5 and 1415.0 cm-1 and for RFM 
calculations with an extended fine-mesh area of ±5 cm - 1 ( d) shows, timt they are 
caused by the line wing interpolation of the RFM (see also Appendix A). For case 
(e) the residuals are nearly the same as for case (c), which means that inclusion of 
the H2 0 continuum causes no additional problems. 
5 Spectral Calculations for Limb Paths 
Now we compare spectral calculations for atmospheric limb-paths through the 1976 
US Standard Atmosphere. 
5.1 Isolated C02 Line, 10 km Tangent Height 
5.1.1 Unconvolved Spectra 
For unconvolved spectra the differences are 1-2 orders of magnitude less than 
NESRI4 (Figure 4). The residuals of 0.35 nWI(cm2 sr cm-1 ) at the line center 
in Figures 4b and 4c are mainly caused by the different Earth shapes assumed, 
which has the strongest effect at high altitudes far away from the tangent point. 
Non-standard KOPRA calculations for a spherical Earth reduce the spike to -0.1 
nWI(cm2 sr cm-1 ) (Figure 4d); the remaining residual is due to slightly different 
Curtis-Godson temperatures. The weak oscillations in the case of KOPRA calcu-
lations with default accuracy (Figure 4b) disappear for high er accuracy (Figures 
4c ,d). The discontinuities at the line wings are due to different realizations of the 
Humlicek algorithm (cf. Section 4.1). 
5.1.2 ALS Convolution 
In this paper the ILS of MIPAS was assumed to be a sinc function (no self-
apodization and phase errors). To simulate the apodization of the interferograms 
measured by MIPAS, the C02 line was convolved with the Norton-Beer no. 3 
(strong) apodization function. KOPRA can calculate several apodization functions 
internally or read an external line shape function defined by the user. According 
to the accuracy chosen, the spectral extension of the strong Norton-Beer apodiza-
tion fimction for 20 cm optical path difference is ±0.0755 cm-1, ±0. 7005 cm-1 
or ±7.0005 cm-1 , respectively. The apodization function of the RFM is always 
supplied externally. 
KOPRA normalizes the apodization function to its area up to infinity. It does not 
renormalize the truncated apodization function, which covers slightly less than unit 
area, because this concept Ieads to true trace gas column amounts for the retrieval of 
weil resolved lines. The RFM renormalizes the apodization function, which is more 
adequate for continuum-like signatures. This results in slightly stronger apodized 
spectrallines, but the differences are small. For example, KOPRA's medium accu-
racy apodization function covers more than 99.96% of unit area. 
To provide exactly the same apodization function for both KOPRA and RFM 
calculations, the medium accuracy strong Norton-Beer function of KOPRA was 
truncated to 2001 values ( default RFM limitation) and renormalized to unit area 
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(ils200l.nor). To show the influence of different spectral extension and normaliza-
tion of the apodization functions, we also present KOPRA spectra convolved with 
the medium accuracy function, consisting of 2801 spectral points, and with the not 
renormalized version of the truncated function (ils200l.abs). 
Figure 5 shows the results of the ALS convolution. The medium accuracy function, 
which has a larger spectral extension than the RFM's function, produces a residual 
of -1.5 nW/(cm 2 sr cm-1 at the line center (Figure 5b). For KOPRA calculations 
with ils200l.abs, which covers slightly less than unit area, the differences are re-
duced by 50% (Figure 5c). Application of the renormalized apodization function 
ils200l.nor leads to residuals below 0.03 nW/(cm2 sr cm- 1 ), i.e. far below 0.1% of 
NESR/4. 
5.1.3 ALS and FOV Convolution 
In the case of a vertically extended FOV the spectrum also contains contributions 
from below and above nominal tangent height, where different atmospheric condi-
tions exist. KOPRA and the RFM model this effect by calculating point-radiance 
spectra inside and around the vertical FOV (more than 20 possible) and adding 
up these spectra, weighted by a FOV function. The shape of KOPRA's weighting 
function can be defined on 20 horizontal strips, the RFM's weighting function at 
up to 21 vertical grid points. 
The RFM-version used for this comparison makes two simplifications in FOV mod-
eling: (a) The vertical extension and the shape of the FOV weighting function is 
defined in distance (km). This results in a non-physical instrumental aperture de-
pendent on tangent height, when the same weighting function is used for a total 
limb scan. 
(b) Distortion of the FOV due to refraction is not taken into account. 
KOPRA's concept is closer to the physical conditions: The FOV weighting function 
and its partitioning are defined in terms of elevation angle, which leads to a decrease 
(in distance) of the vertical extension of the FOV with increasing tangent height. 
Since refraction is also taken into account, the weighting function is additionally 
distorted. 
We compare spectra convolved with the trapezoidal FOV weighting function origi-
nally defined by ESA, which is constant until ±1.4 km from nominal tangent height 
and decreases to zero at ±2 km (cf. Section 2.2). This function can be exactly 
modeled by the RFM. Due to consideration of refraction, the trapezoid is dis-
torted within KOPRA. Moreover, for nominal instrumental aperture (half angle 
of 6.1x1o-4 rad, assessed geometrically without consideration of refraction), KO-
PRA's FOV is vertically more extended at low tangent heights (e.g. rv4.3 km at 10 
km) and less extended at lügher altitudes. To obtain nearly consistent conditions 
for both codes, the FOV half angle of KOPRA was adjusted to 2 km for each tan-
gent height, i.e. to 5.662 x 10-4 rad for 10 km. Further, we used a 12-point FOV 
representation for the RFM, which had been a good compromise between accuracy 
and computation time in the OFM-RFM intercomparison, and correspondingly rep-
resented the FOV of KOPRA by 11 or 13 point-radiance spectra (only odd numbers 
possible). 
As expected, there is poor agreement for KOPRA calculations with the half angle 
of 6.1 x10-4 rad (Figure 6b). The differences amount to 4 nW/(cm2 sr cm-1 ) at 
the line center and to 11 n W /(cm2 sr cm-1 ) at the line wings. KOPRA calculations 
with the RFM-adjusted half angle result in much better agreement. For 11 point-
radiance spectra the difference is reduced to 0.1 nW/(cm2 sr cm-1 ) at line center 
and to 0.4 nW/(cm2 sr cm-1 ) at the line wings (Figure 6c). For 13 spectra the 
residuals at the line wings decrease further to -0.04 n W / ( cm2 sr cm - 1) (Figure 6d). 
This deviation is a factor of 3 more than for ALS convolved spectra, but still only 
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1% of NESR/4. 
5.2 Isolated C02 Line, 40 km Tangent Height 
The differences in the upper stratosphere are also very small. For unconvolved spec-
tra and KOPRA calculations for an ellipsoidal Earth (Figure 7, top) the residuals 
are 0.05 nW/(cm2 sr cm-1 ) at the line center and -0.1 nW/(cm2 sr cm-1 ) at the 
line wings. KOPRA calculations for a spherical Earth remove the difference at the 
line center, but the deviation at the line wings remains. After convolution with 
the renormalized apodization function ils200l.nor (Figure 7, middle) the residuals 
decrease to -0.01 nWj(cm2 sr cm-1 ) at the line center and to 0.005 nW/(cm2 sr 
cm-1 ) at the line wings. FOV-convolution was performed with the trapezoidal 
weighting function in the same way as outlined in Section 5.1.3, but with a RFM-
adjusted half-angle of 6.230 x 10-4 rad for KOPRA calculations. The differences at 
the line center is 0.02 nW/(cm2 sr cm-1 ), whereas the deviations at the line wings 
are smoothed out (Figure 7, bottom). 
5.3 Full Microwindow Calculations 
As a next step we performed spectral calculations for the same 6 MIPAS microwin-
dows as in the OFM-RFM study: 
(a) PT012A MW, 700.85-701.1 cm-1 , C02 , 40 km, 
(b) CH440A MW, 1355.0-1356.75 cm-1 , CH4 , 40 km, 
(c) N2020A MW, 1879.35-1880.3 cm- 1 , N2 0, 10 km, 
(d) 03014A MW, 763.5-764.65 cm-1, 0 3 , 40 km, 
(e) HN008A MW, 888.5-891.2 cm-1 , HN03 , 10 km, 
(f) H2017A MW, 1413.9-1416.4 cm-1, H2 0, 10 km. 
Beside the main target gas, the other 5 gases were also considered for each mi-
crowindow. Figures 8-13 show the spectra (a) and the differences for unconvolved 
(b), ALS convolved (c) and ALS and FOV convolved spectra (d) for each case. 
5.3.1 Unconvolved Spectra 
There is very good agreement between KOPRA and RFM spectra for the CH4-, 
N20-, 0 3-, HN03- and H20-microwindöws (Figures 9b-13b). Due to the different 
Earth shapes assumed the maximum differences are generally at the line centers, but 
far below NESR/4. For 0 3 they amount to -0.15 nW/(cm2 sr cm-1 ) and for CH4 
to 0.03 nW /(cm2 sr cm-1 ). These residuals could be further reduced by a factor 
of 4 by performing KOPRA calculations for a spherical Earth (cf. Section 5.1.1). 
The deviation of 0.2 n W /(cm2 sr cm-1 ) at the left edge of the H2 0-microwindow is 
caused by the line wing interpolation of the RFM ( cf Section 4.2). The systematic 
offset of about -0.6 nW/(cm2 sr cm-1 ) in the C02-microwindow (Figure 8b) is not 
yet understood. 
5.3.2 ALS and FOV Convolution 
After convolution with the apodization function ils2001.nor the Doppler peaks in 
the line centers are smoothed out, which in most cases causes a reduction of the 
KOPRA-RFM residuals (Figures 8c-13c). However, the systematic offset in the 
p, T-microwindow is not removed (Figure 8c). 
Finally the spectra were additionally convolved with the trapezoidal FOV weighting 
function in the same way as the isolated C02 line (Section 5.1.3). For the p, T- and 
0 3-microwindows the residuals are just as large as for ALS convolved spectra (Fig-
ures 8d, lld). For CH4 and N2 0 they increase by one order of magnitude (Figures 
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9d, 10d), but are still far below NESRI4. Apart from two regions the agreement 
becomes only slightly worse for HN03 (Figure 12d). The most critical test of FOV 
calculations is the H2 0-microwindow (Figure 13d), because the H2 0 profile has a 
strong change of gradient near the tangent height of 10 km. The resulting difference 
spectrum exhibits an offset of -0.1 n W l(cm2 sr cm-1 ) at the line wings and residu-
als of up to 0.35 n W l(crn2 sr cm-1 ) near the line centers. The reason of the offset 
is a slightly wider spacing of the point-radiance spectra calculated by KOPRA in 
the lower part of the FOV due to consideration of refraction. 
The result of the full microwindow calculations is that for unconvolved, ALS con-
volved as weil as for ALS and FOV convolved spectra the KOPRA-RFM differences 
fulfill the acceptance criteria, i.e. all residuals are weil below NESRI 4. 
6 Special Physical Effects 
6.1 C02 Line Mixing 
Line mixing is the transfer of population between rotational-vibrationalmolecular 
states and redistribution of spectral intensity within a band, caused by collisions 
between the radiating molecule and a broadening gas. This effect is most significant 
at and near C02 Q-branches. 
In the region of ±10 cm-1 around the Q-branch head KOPRA models C02 line 
mixing following the approach of Strow et a.l. (Ref. [13, 14]). The user can either 
choose direct diagonalization of the relaxation matrix or the Rosenkranz first or-
der approximation (Ref. [15]) and model either Q-branch- or QPR-branch-coupling. 
The RFM follows the same approach, but considers only Rosenkranz approximation 
and Q-branch-coupling. Further off the C02 Q-branch heads both codes parame-
terize line mixing and far wing effects by the so-called x factors. 
Test calculations for C02 line mixing were performed for limb paths with 10 km 
tangent height in the spectral region 787.5-797.5 cm- 1 . This window contains the 
strong Q-branch at 791.6 cm-1 . 
To show the magnitude of the effect, Figure 14 contains KOPRA calculations ne-
glecting and including line-mixing (Rosenkranz approximation, Q-branch coupling). 
The largest difference of more than -600 n W I ( cm2 sr cm - 1 ) ( for line mixing: lower 
values) appears at the left edge of the Q-branch (rv791.2 cm-1 ). 
Figure 15a shows unapodized and ALS and FOV convolved KOPRA and RFM 
spectra with modeling of line mixing following the Rosenkranz approximation with 
Q-branch coupling. As a reference for the estimation of the residuals unapodized 
spectra calculated without line mixing are also presented. When line mixing is ne-
glected, the residuals are very small with maximum differences of up to 0.5 n W I ( cm 2 
sr cm-1 ) at the line centers and oscillations of about 0.1 nWI(cm2 sr cm-1) at the 
line wings (Figure 15b). As shown in Section 5, the former are mainly due to the 
different Earth shapes assumed and the latter due to the RFM's line wing interpo-
lation. Inclusion of line mixing (Figures 15c,d) produces residuals very similar to 
the reference case. This shows that both codes model line mixing the same way. 
Again, the discontinuity of -0.4 n W I ( cm2 sr cm-1 ) is probably caused by use of 
different Humlicek algorithms. 
6.2 NLTE Calculations 
In the lower and middle stratosphere most trace gases (except e.g. NO) are in 
local thermodynamic equilibrium (LTE), i.e. the populations of the lower and up-
per states of a vibrational-rotational transition are determined by the Boltzmann 
distribution evaluated at the local kinetic temperature. With increasing altitude 
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collisional energy exchange is no Ionger sufficient to balance radiative or chemical 
pumping and the partition of populations is characterized by a temperature differ-
ent from the local kinetic temperature, i.e. non-local therrnodynamic equilibriurn 
(NLTE) conditions develop. 
In both codes, deviations from LTE a.re considered in the absorption cross-sections 
andin the source function. The RFM rnodels NLTE emissions on the basis of exter-
nally supplied vibrational temperature profiles (Ref. [16, 17, 18]), whereas KOPRA 
can either use external population ratio or vibrational temperature profiles. The 
two codes handle layer-averaging of the NLTE parameter profiles slightly different. 
KOPRA calculates Curtis-Godson layer-averages of the vibrational ternperatures 
or population ratios exactly the same way as for kinetic ternperatures. The RFM, 
however, interpolates the vibrational-kinetic temperature difference profile to the 
Curtis-Godson pressure of the path segrnent and then adds it to the Curtis-Godson 
kinetic temperature. 
NLTE calculations for C02 were performed using temperature and pressure profiles 
of the 1976 US Standard Atmosphere. The vibrational ternperature profiles of 
C02 , provided by the Institutode Astrofisica de Andalucia (IAA), extended up to 
120 km with 1 km vertical spacing (Ref. [19]). As a reference, Figure 16a shows 
unconvolved C02 spectra and KOPRA-RFM differences for 10 km tangent height 
and LTE conditions. The residuals are srnall ( <0.4 nW l(cm2 sr cm-1 )) and similar 
to those of the isolated C02-line (cf. Figure 4a). Unapodized NLTE calculations on 
the 1 km vertical grid exhibit residuals between 0 and 20 n W I ( cm2 sr cm - 1 ) at the 
line centers and of 2 nWI(cm2 sr cm-1 ) at the inner line wings (Figure 16b). The 
!arge and irregular residuals at the line centers2 are caused by different neglection 
of C02-signatures frorn the uppermost atmosphere. For an atrnosphere ending at 
80 km altitude the differences between the Doppler kernels are more regular and 
reduced to ""-1.5 nWI(crn2 sr cm-1 ) (Figure 16c), whereas the residuals at the 
line wings remain the sarne. Much better agreement is achieved by using vertically 
highly resolved vibrational temperature profiles, consisting of 321 points with 250m 
vertical spacing (Figure 16d). The residuals at the line wings nearly disappear, and 
the differences at the line centers of 1.2 n W I ( cm2 sr crn - 1 ) are just a factor of three 
!arger than in the LTE-case. This indicates that the residuals for 1 km level-spacing 
are mainly due to the different averaging schemes of vibrational temperatures, which 
Ieads to !arger deviations for wider layers. 
Another set of NLTE calculations was performed for NO, using (a little unrealistic) 
vmr- and Tv.;b-profiles of the vibrational states 1, 11, 2 and 12 (HITRAN-notation) 
extending up to 200 km. Pressure and temperature profiles were taken frorn the 
MSIS90 model atmosphere for midlatitude March conditions. To investigate the 
effect of different layer-averaging of Tv;b, the NLTE calculations were performed 
with 2.5 and 0.25 km vertical resolution, i.e. for 81 and 801 Ievels. Figure 17a 
shows unconvolved NO spectra and residuals for 10 km tangent height, 81 Ievels 
and LTE conditions. Like for C02 , the residuals are very small ( <0 .004 n W I ( cm2 
sr cm-1 )). For NLTE calculations on the same vertical grid the KOPRA-RFM 
differences increase by a factor of 100 (Figure 17b). Again, the NLTE-residuals 
between the strong NO-lines at 1900.08 and at 1900.52 cm- 1 decrease considerably, 
when the narrow vertical grid is applied (Figure 17c). The remaining difference at 
1900.32 cm-1 results from transitions (13 -> 12 in HITRAN notation), for which 
no upper state vibrational temperature profiles were provided. In this case KOPRA 
calculates the LTE signature, whereas the RFM neglects the lines totally. When 
state 13 is formally represented by the vibrational temperatures and energy of state 
12 in the input files, these lines also disappear in the KOPRA calculation and the 
artefact is removed (Figure 17d, only residuals plotted). Now it becomes obvious 
2 this effect does no Ionger appear for the KOPRA version of July 1999 
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that the NLTE-residuals are of the same magnitude as the LTE-residuals. 
6.3 Continua 
In addition to line-by-line absorption, continuum absorption must also be taken 
into account for strongly absorbing gases in atmospheric infrared spectroscopy. The 
lm·gest continuum in the atmospheric windows around 4 JLlll and at 8-12 JLlll results 
from water vapor, for which both KOPRA and the RFM use the CKD.21 continuum 
model (Ref. [20]). They subtra.ct the absorption coefficient evaluated at line center 
±25 cm- 1 from each line and then add the continuum term. Differences can arise 
from lines being neglected due to their small contributions. The implementation 
of the H2 0 continuum into the RFM code is discussed more in detail in Ref. [3]. 
In addition to H2 0, both codes enable calculation of a C02 continuum and of the 
pressure induced 0 2 (Ref. [21] and N2 absorption bands (Ref. [22]) at 1550 cm-1 
and at 2350 cm- 1 , respectively. 
Figure 18 shows unapodized atmospheric limb spectra for 10 km tangent height. For 
H2 0 the residua are very similar to the case without continuum (Figure 13b), which 
shows that also for limb paths both codes model the same continuum contribution. 
For 0 2 and N2 the KOPRA-RFM differences exhibit weak offsets of up to 0.015 
and 0.004 nW/(cm2 sr cm-1 ), respectively. In addition there are weak residuals of 
up to 0.03 and -0.002 nW/(cm2 sr cm-1 ) at the line centers. Allthese deviations 
are far below NESR/4. (C02 continuum stilltobe validated) 
6.4 Cross Section Spectra 
To model the signature of heavy molecules as CFCs, ClON02 , N2 0 5 and SF6 , for 
which in most cases line data are not available, both KOPRA and the RFM use 
laboratory measurements of absorption cross-sections. However, there are differ-
ences in data handling. The RFM was designed for HITRAN92 datasets, which 
are tabulated with equidistant temperature spacing and independently of pressure. 
Therefore this code interpolates linearly to atmospheric temperature, assuming 
equidistant T-spacing, but not to atmospheric pressure. Extrapolation beyond the 
tabulated temperature range is performed using the total internal partition sum. 
As far as available, KOPRA uses the most recent cross-section data, measured for 
various non-equidistant temperatures and pressures. Therefore it interpolates in 
temperature-pressure space, weighting the four (if available) nearest T,p-datasets 
in each of the quadrants adjacent to the observation by their reciprocal, normalized 
distance. T,p-extrapolation is performed similarly, using the tabulated data. The 
ClON02 cross-sections are interpolated reciprocally in temperature. 
First we present ClON02 and N2 0 5 spectra, for which both codes use the same lab-
oratory measurements of Ballard (Ref. [23]) and of Cantrell (Ref. [24]), respectively. 
Since these cross-sections are tabualated without specification of pressure, no differ-
ences result from KOPRA's pressure interpolation. The tabulated ClON02 dataset 
used by KOPRA was interpolated and extrapolated from the original measurements 
at 296 K and 213 K to 6 temperatures between 190 K and 296 K. 
Figure 19 shows unapodized spectra of the v4 Q-branch of ClON02 for 10 km 
tangent height and a ClON02-profile measured by MIPAS-B on March 14, 1992 
(Ref. [25]). First, the temperature profile of the 1976 US Standard Atmosphere 
was used. The uppermost KOPRA-RFM residual of Figure 19 exhibits a slightly 
negative offset at the wings and a positive deviation at the center of the Q-branch. 
Moreover there are various spikes ofup to -40 nW/(cm2 sr cm-1 ), due to different 
wavenumber grids. Whereas the RFM maintained the fine grid, KOPRA changed 
to 0.008 cm-1 spacing. RFM calculations on the same grid remove the spikes 
(Figure 19, middle). The remaining residuals of -2 nW /(cm2 sr cm-1 ) at the wings 
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and of 8 nW /(cm2 sr cm-1 ) at the center of the Q-branch are due to different 
temperature extrapolation to the minimum of the temperature profile (216.7 K) 
as well as to different interpolation. However, spectra calculated for one of the 
temperature values (296 K), at which the cross-sections were measured, exhibit 
differences below 1.5 nW/(cm2 sr cm-1 ). In this case both codes do not interpolate 
and the agreernent becomes as good as for line data gases. 
Figure 20 shows unapodized atmospheric limb spectra of the v12 band of N2 0 5 for 
10 km tangent height. For the 1976 US Standard temperature profile the KOPRA-
radiances are systematically below the RFM-values by about -12%, which means 
poor agreement (top). This is due to difierent temperature extrapolation from the 
"coldest" cross-section dataset (233 K) to the minimum of the temperature profile 
(216.7 K). Fora constant temperature profile of 273 K, which is the temperature of 
one of the tabulated datasets, the residuals decrease to ±0.04 nW /(cm2 sr cm-1 ) 
or ±0.5% (bottom). 
To model CFC-12 (CChF2 ) spectra, KOPRAtakes cross-sections of Varanasi (Ref. 
[26]), which are given for various non-equidistant atmospheric temperatures and 
pressures. The RFM originally used another dataset, which is tabulated without 
specification of pressure (Ref. [27]). For the intercomparison the Varanasi dataset 
from the HITRAN96 database, consisting of 15 non-equidistant p, T-points, was 
supplied for both codes. Due to the non-appropriate interpolation scheme of the 
RFM, Figure 21 (top) exhibits residuals of up to 30 nW/(cm2 sr cm-1 ) even for 
homogeneaus path conditions of 250 km, 250 hPa and 220 K. To avoid interpolation, 
homogeneaus KOPRA and RFM calculations were performed for the tabulated 
values of 296.2 K and 790.5 Torr (1054 hPa) with 0.008 cm-1 resolution. Again, for 
this p,T-value the differences become smaller than 0.5 nW/(cm2 sr cm-1 ) (Figure 
21, bottom). 
6.4.1 Spectral Derivatives 
Additionally to the calculation of the spectrum, KOPRA is able to determine the 
derivatives of the spectrum with respect to most of the retrieval parameters, e.g. 
to kinetic and vibrational temperature, volume mixing-ratio, horizontal gradients 
of temperature and volume mixing-ratio. These derivatives are determined analyt-
ically during one forward calculation. Thus time-consuming numerical derivatives, 
i.e. variation of each parameter and recalculation of the disturbed spectrum, be-
come unnecessary. However to optimize run-time, some simplifications are made. A 
detailed description of the method is given by Ref. [28]. In this Section we compare 
analytical with numerical derivatives calculated by KOPRA (cf. Ref. [28]). 
Figure 22 shows derivatives of a HN03-spectrum with respect to volume-mixing-
ratio and to temperature at tangent height (20 km). The vmr derivatives differ by 
less than ±2%, which means very good agreement. The T derivatives exhibit an 
ofiset of about -8% and a larger scatter. However, in real retrievals T derivatives 
of HN03 will only be necessary for error estimation. The T derivatives of C02 
are more important, since this trace gas will be used for p, T -retrievals. Figure 
23 shows the derivatives at 10 km and 40 km tangent height. The deviations are 
more smoothly and smaller, -6% and 4% at the wavenumber regions with highest 
temperature sensitivity. Figure 24 contains the vmr derivatives of a H2 0 line at 10 
km tangent height. Due to saturation a wide region around line center is no Ionger 
sensitive on vmr variations (cf. Figure 23, top). The deviations at the maxima of 
the derivatives are about 6%. 
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7 Concl usions 
The KOPRA-RFM intercomparison shows, that there are no significant differences 
in ray-tracing, integrated column amounts and Curtis-Godson parameters. The dif-
ference spectra are significantly less than NESRI 4 for the isolated C02 line as well 
as for six MIPAS microwindows and thus KOPRA fulfills the acceptance criteria. 
In most cases the deviations are even clearly below 1 n W I ( cm2 sr cm - 1 ), i.e. more 
than one order of magnitude below the acceptance threshold. This is generally valid 
for unconvolved as well as for ALS and FOV convolved spectra. There is also good 
agreement in modeling of the H2 0-, 0 2- and N2-continua and of C02 line-mixing. 
Somewhat larger deviations of several nW l(cm2 sr cm-1 ) were found for NLTE 
calculations with "default" vertical resolution (1 km or 2.5 km), caused by different 
layer-averaging of the vibrational temperatures. The differences could be consider-
ably reduced by using profiles of higher vertical resolution of 250 m. Cross-section 
spectra agree well, if the tabulated data are given without specification of pres-
sure, e.g. for ClON02 and N2 0 5 , and cover the atmospheric temperatures. Due to 
different temperature extrapolation the deviations increase up to 10 n W I ( cm2 sr 
cm-1 ) for atmospheric temperatures outside the tabulated range. The RFM is not 
yet adjusted to cross-sections given for non-equidistant temperature a.nd pressure 
values, like CFC data in the HITRAN96 database. Thus there are differences of 
30 nW l(cm2 sr cm- 1 ) for e.g. CFC-12 for typical stratospheric conditions. How-
ever, the deviations decrease below 0.5 nW l(cm2 sr cm-1 ) for homogeneaus path 
calculations using p, T of a tabulated dataset. There is sufficiently good agreement 
between analytical and numerical derivatives. 
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Figure 3: Unapodized H2 0 radiance spectra and KOPRA-RFM differences for a 
homogeneaus path (250 hPa, 220 K) and KOPRA accuracy of 10-10 . (a) Only 
lines inside the microwindow considered, (b) additionally lines within ±32cm-1 
(KOPRA) and ±25cm-1 (RFM) from the microwindow's edges considered, (c) for 
both codes lines within ±25 cm- 1 considered, (d) same as (c) but RFM's fine-mesh 
extended to ±5 cm-1, (e) same as (c) but additionally H20 continuum considered. 
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Figure 4: (a) Isolated C02 line, unapodized, 10 km tangent height; residuals for 
KOPRA calculations for ellipsoidal Earth and an accuracy of (b) 10~ 5 and (c) of 
10-10 , (d) for KOPRA calculations for spherical Earth and an accuracy of 10-10 . 
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Figure 5: (a) Isolated C02 line, convolved with Norton-Beer strong function, 10 
km tangent height; residuals for (b) different spectral extensions of the apodiza-
tion functions (RFM 2001, KOPRA 2801 spectral points), (c) both functions with 
2001 points, (d) KOPRA's apodization function additionally renormalized as by the 
RFM. 
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Figure 6: (a) Isolated C02 line, ALS and FOV convolved, 10 km tangent height; 
RFM calculations with 12 point-radiance spectra. Residuals for KOPRA calcula-
tions for nominal FOV half-angle of 6.1x1o-4 rad and 13 spectra (b), for RFM-
adjusted half-angle of FOV extension and 11 spectra (c), for RFM-adjusted half-
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Figure 7: Isolated C02 line, 40 km tangent height, KOPRA's accuracy 10-10 ; top: 
unconvolved spectrum, differences for KOPRA calculations for ellipsoidal Earth 
and spherical Earth; middle: ALS convolution (ils200l.nor); bottom: ALS and 
FOV convolution, FOV-modeling with 12 (RFM) and 13 (KOPRA) point-radiance 
spectra, KOPRA's FOV R.FM-adjusted. 
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Figure 8: (a) p, T-microwindow, 40 km tangent height, unapodized (offset 2000 
n W l(cm2 sr cm-1 )) and ALS+FOV convolved spectra; residuals for (b) unapodized 
spectra, (c) ALS convolved spectra, (d) ALS and FOV convolved spectra, KOPRA 
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Figure 9: Same as Figure 8, but for a CH4-microwindow, 40 km tangent height, 
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Figure 10: Same as Figure 8, but for a N2 0-microwindow, 10 km tangent height, 
unapodized spectra shifted by 20 n W I ( cm 2 sr cm - 1). 
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unapodized spectra shifted by 1000 nWI(cm2 sr cm-1 ). 
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Figure 12: Same as Figure 8, but for a HN03-microwindow, 10 km tangent height, 






~ E. 800 
j 600 
~ 
Hp + maln gases 
10km1gh. 
Figure 13: Same as Figure 8, but for a H2 0-microwindow, 10 km tangent height, 
unapodized spectra shifted by 200 n W I ( cm2 sr cm - 1 ). 
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Figure 14: Unapodized KOPRA spectra containing the C02-Q-branch at 791.6 
cm-1 , 10 km tangent height; differences between KOPRA calculations neglecting 
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Figure 15: (a) C02-microwindow containing the Q-branch at 791.6 cm-1 , un-
apodized and ALS+FOV convolved spectra (shifted by -2000nW/(cm2 sr cm-1 ). 
Residuals for (b) unapodized spectra, no line-mixing, (c) unapodized spectra, line-
mixing with Rosenkranz approximation, (d) ALS and FOV convolved spectra, line-
mixing with Rosenkranz approximation. 
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Figure 16: C02-microwindow, 10 km tangent height, unapodized spectra and resid-
uals for (a) LTE-conditions (as reference) and atmospheric profiles with 1 km ver-
tical resolution up to 120 km, (b) NLTE-calculations for 1 km spacing up to 120 
km (also T.,;b), (c) NLTE-calculations for 1 km spacing up to 80 km and (d) NLTE-
calculations for 250m spacing up to 80 km (only residuals shown). 
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Figure 17: NO-microwindow, 10 km tangent height, unapodized spectra and resid-
uals for (a) LTE-conditions and atmospheric profiles with 2.5 km spacing up to 
200 km (as reference), (b) NLTE-calculations for 2.5 km spacing up to 200 km (also 
Tvib), (c) NLTE-calculations far 250m spacing up to 200 km and (d) same as in (c), 
but lines at 1900.32 cm-1 also taken into account by RFM (only residual shawn). 
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Figure 18: Unapodized spectra for 10 km tangent height, top: H2 0-microwindow 
including the H2 0-continuum, middle: 0 2-microwindow with 0 2-continuum, bot-
tom: N2-microwindow with N2-continuum. 
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Figure 19: Unapodized ClON02 cross-section spectra for 10 km tangent height and 
KOPRA-RFM deviations. Top: different wavenumber grids (KOPRA 0.008 cm~l, 
RFM 0.0005 cm~ 1 ), middle: both codes same wavenumber grids (0.008 cm~1 ), 
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Figure 20: Unapodized N2 0 5 cross-section spectra for 10 km tangent height and 
KOPRA-RFM deviations for (top) 1976 US Standard Atmosphere and (bottom) 
isothermal atmosphere (273 K). 
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Figure 21: Unapodized CFC-12 (CClzF2 ) cross-section spectra for homogeneaus 
path conditions (250 km). Top: KOPRA and RFM calculations for 250 hPa and 
220 K, bottom: calculations for 1054 hPa and 296.2 K. 
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Figure 22: Analytical and numerical derivatives of an unapodized HN03-spectrum 
with respect to volume-mixing ratio (top) and temperature (bottom) at tangent 
height (20 km) and differences (numerical- analytical). 
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Figure 23: Analytical and numerical derivatives of unapodized C02-spectra with 
respect to temperature at tangent height of 10 km (top) and 40 km (bottom) and 
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Figure 24: Analytical and numerical derivative of an unapodized H2 0-spectrum 
with respect to volume-mixing ratio at tangent height (10 km) and differences (nu-
merical - analytical). 





In Figure 25 we show unapodized C02-lines for 10 km tangent height and sum-
marize the reductions of KOPRA-RFM residuals, which can be obtained by slight 
modifications of the two codes. The first residual spectrum results from calculations 
using the standard versions of the codes and contains several spikes, oscillations and 
discontinuities. Although these features are very small compared to NESR/4 (12.5 
n W / ( cm 2 sr cm - 1)), we tried to find the reason of the differences. The oscilla-
tions at e.g. 940.8 and 942.8 cm-1 are due to the wide-mesh interpolation of the 
RFM and can be removed by extending the RFM's fine-mesh area to ±5 cm-1 (sec-
ond residual spectrum). The spikes are for the most part caused by the different 
Earth shapes assumed (KOPRA: ellipsoidal Earth, RFM: spherical Earth) and are 
reduced from 0.35 to -0.1 nW/(cm2 sr cm-1 ) by a modified KOPRAversion cal-
culating with a spherical Earth shape (third residual). The discontinuities close to 
the spikes result from different Humlicek-algorithm realizations. Whereas KOPRA 
uses a fast version for calculations including x-factor, the RFM takes the standard 
version. For simulations without x-factor the RFM also applies the fast version and 
the discontinuities nearly disappear (fourth residual). The remaining small positive 
spikes are due to slightly different extensions of the evaluation regions of the fast 
Humlicek-algorithm. 
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Figure 25: Unapodized C02-spectra, 10 km tangent height. Residuals for calcu-
lations (a) with x-factor, Standard program versions, (b) with x-factor, RFM's 
fine-mesh extended to ±5 cm-I, ( c) with x-factor, RFM's fine-mesh extended to 
±5 cm-1 , KOPRA calculations for spherical Earth, (d) same as (c), but without 
x-factor. 
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Appendix B 
FOV-Modeling by KOPRA 
Figure 26 contains ALS and FOV convolved H2 0-spectra calculated by KOPRA 
for 10 km tangent height. The residuals result from FOV-modeling by different 
numbers of point-radiance spectra. The upper plot contains the reference spectrum 
modeled by 39 and a spectrum modeled by just 3 point-radiance spectra. The 
respective difference spectrum (second plot) exhibits systematic deviations of up to 
-8 n W I ( cm2 sr cm - 1 ) at the line wings. The additional plots show the deviations 
between the reference case and spectra modeled by 9, 13 and 30 point-radiance 
spectra. The residuals successively decrease to 0.02 nWI(cm2 sr cm-1 ) in the 
lowermost plot. For FOV-modeling by 13 spectra, as performed in the KOPRA-
RFM intercomparison, the differences amount to ±0.4 n W I ( cm2 sr cm -l). 
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Figure 26: ALS and FOV convolved H20-spectra calculated by KOPRA for 10 
km tangent height. A reference spectrum (--) was created using 39 point-radiance 
spectra. The second spectrum (· · ·) and the firstresidual result from FOV-modeling 
by 3, the additional residuals from FOV-modeling by 9, 13 and 30 point-radiance 
spectra. 
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Overall retrieval error budget 
and a posteriori justification 
of modeling choices 
G .P. Stiller 
Abstract: In this paper we present the assessment of individual forward model 
errors by disregarding a number of atmospheric properties and processes KO-
PRA is able to handle with, as well as an over-all error budget with respect 
to these parameters. We demonstrate that a number of specific features of 
KOPRAare capable to improve the retrieval accuracy in MIPAS/ENVISAT 
data analysis compared to approaches which neglect the modeling of these 
atmospheric and/ or instrumental properties. 
1 Introduction 
KOPRA has been designed to allow modeling of a nurober of atmospheric properties 
and processes relevant for the altitude range the MIPAS mission will cover, as well 
as the instrument specific details of MIPAS itself. Although we decided to cover all 
these aspects, we are aware that some of them may be disregarded in one or the 
other situation of data analysis without too serious loss of accuracy. However, in 
order not to rely on ad hoc decisions and introduce retrieval errors due to simplified 
assumptions, a study has been performed to quantify the relevance of these effects. 
We have assessed the forward modeling error and its mapping on the retrieval error 
for a nurober of KOPRA specific features like modeling of the Earth's oblateness, 
temperature and vmr horizontal inhomogeneities, neglection of NLTE effects and 
line-mixing, insufficient modeling of MIPAS' field of view and instrumental line 
shape, and others. Based on this study, a posteriori decisions on the relevance of 
these effects and tlms on the possibility to simplify the retrieval cases, have become 
possible. 
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2 Modeling error related to raytracing in a non-
spherical atmosphere 
In cantrast to most other radiative transfer models, KOPRA makes use of the ap-
proach of differential displacement of the ray path(1 J which assumes linear variation 
of the refractive index within each incremental step of integration. Contrary to 
the implementation of Snell's Law for spherical media, this approach can easily be 
extended for application to an ellipsoidal earth shape. For our implementation, 
the WGS84 reference ellipsoid has been used. It was shown that the spherical 
approximation of the earth, making use of the local curvature of the WGS84 ref-
erence ellipsoid, is sufficient as long as measurement geometry is characterized by 
the observer altitude and the tangent altitude (see Part IV: 'Atmospheric raypath 
modeling for radiative transfer algorithms' and Table 1). However, earth shape 
considerations may be of major importance if the measurement geometry is charac-
terized by the observer altitude and the elevation angle of the measurement. This 
is in particular true if the tangent point is a fit parameterrather than a constant, 
and the latitude of the tangent point is changing from iteration to iteration of a 
pointing retrieval. This is illustrated by Table 2. 
Table 1: Path lengths and C02 column amounts as calculated by KOPRA using the 
WGS84 reference ellipsoid, for spherical earth, and assuming local curvature radius 
of the WGS84 reference ellipsoid. Calculations were made for various observer 
positions and viewing directions (azimuth = 0° means pointing southward), and for 
8 km tangent height. The tangent height is assumed tobe known. 
Latitude(0 ]/ 
0/0 0/90 45/0 90/0 
Azimuth(0 ] 
s WGS84 2446.6 2455.0 2452.8 2459.1 
d 
...c: 
bo Spherical 2452.8 2452.8 2452.8 2452.8 
>:1 
2 
...c: Spherical, curvature radius _..., 
2446.4 2455.0 2452.8 2459.2 eil 
~ of WGS 84 at tangent point 
~ 
N 
s WGS 84 2.3051 2.3135 2.3113 2.3177 u -u (!) 
.--< 
0 Spherical 2.3114 2.3114 2.3114 2.3114 s 
'"' <'1 0 
.::::::. Spherical, curvature radius 
2.3051 2.3135 2.3114 2.3178 N 
0 of WGS 84 at tangent point 
ü 
We conclude from this comparison that for the application as planned, namely the 
retrieval of elevation angles from measured spectra for various geolocations, and the 
modeling of the earth's ellipticity is mandatory. 
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Table 2: Path lengths, C02 column amounts, and tangent heights as calculated by 
KOPRA using the WGS84 reference ellipsoid, and for spherical earth. Calculations 
were made for various observer positions and viewing directions (azimuth = 0° 
means pointing southward). Observer altitude is 800 km, nadirangle is 62.7675° 
Latitude[0 ]/ 
0/0 0/90 45/0 90/0 
Azimuth[0 ] 
WGS 84 2449.3 2541.6 2487.7 2424.0 
Path length [km] 
Spherical 2514.6 2514.6 2514.6 2514.6 
WGS 84 2.3101 4.3490 3.1580 4.3020 
C02 [1023molec/cm2] 
Spherical 3.6880 3.6880 3.6880 3.6880 
WGS 84 7.992 2.914 5.537 0.922 
Tangent height [km] 
Spherical 4.290 4.290 4.290 4.290 
3 Mapping of radiative transfer modeling errors 
on the retrieval error of trace species 
3.1 Method 
In the following we present the estimation of the mapping of radiative transfer mod-
eling errors on the retrieval of target species, the comparison to the random retrieval 
error due to measurement noise, and the assessment of the expected overall retrieval 
error which results from these individual uncertainties. For estimation of retrieval 
errors we follow the scheme proposed by Ref. [2] who apply linear theory which usu-
ally is considered sufficient for error propagation problems in this context[3]. The 
mapping of measurement noise, represented by the measurement covariance matrix 
Sy, on the retrieval, represented by the retrieval covariance matrix Sx is estimated 
as 
(1) 
where K is the Jacobian matrix, evaluated as reported by Ref. [4]. The Jacobian 
matrix contains the derivatives of the spectral signal with respect to the fit param-
eters. T denotes a transposed matrix. 
Model errors and parameter errors are characterized by correlations in the spec-
tral domain. The retrieval errors D.x;,1 of the fit parameter x; due to error source 
j are approximated linearily 
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( 
t:.xl,J 
) t:.XJ = t:.xz,j = (K 7 K)-1 KT(Yerror,j- Ytrue)· (2) 
t:.x· lma:r ,J 
Yfrue is a synthetic spectrum modeled with KOPRA including all available physics, 
while Yerror,j is a spectrum calculated und er neglection of physical effect j. 
The total retrieval error t:.x; of the target quantity x; then is calculated as 
lma:r Jma<l" 
t:.x; = a} +CL t:.x;,/)2 + L (.6.x;,j)2 (3) 
1=1 j=1 
where aT is the ith diagonal element of S"'. Errors labeled l are assumed corre-
lated among each other and therefore are added linearily while errors labeled j are 
assumed uncorrelated among each other and therefore are added quadratically. 
3.2 Case Studies 
In order to demmistrate the impact of disregarding atmospheric and radiative prop-
erties on the spectrum and the related retrieval error we performed a number of case 
studies. The spectral ranges selected for the case studies are somewhat arbitrary, 
as they do not all represent optimized so-called microwindows for the analysis of 
MIPAS data. They were selected as they appeared to be suitable to demoastrate 
the effects under investigation. Dedicated studies for selection of optimized mi-
crowindows for the MIPAS experiments are underway and are beyond the scope of 
this study[5]. In all cases we generated a "perfect" reference spectrum including 
all effects considered to be relevant for the correct modeling of the radiance (Ytrue 
in Eq. 2). The Jacobians were provided simultaneously with the forward calcula-
tion as described in Ref [4]. Besides the target species, an empirical background 
continuum radiation was an additional fit parameter. A number of less perfect 
"approximation" spectra were generated, each of them excluding one of the effects 
under investigation (Yerror,j in Eq. 2). 
Effects under investigation were line mixing, NLTE, horizontal inhomogeneities of 
temperature, pressure, and volume mixing ratio (vmr) profiles of target and in-
terfering species, isotopic abundance profiles deviating from the altitude-constant 
values used in the HITRAN compilation, and the MIPAS specific FOV and ILS 
modeling. The apodized noise levels assumed were 3.035 x w-s W /(cm2 sr cm-1 ) 
and 2.549 x w-9 W/(cm2 sr cm-1 ) for the filter ranges A (685-970 cm-1 ) and D 
(1820-2410 cm-1 ), respectively, according to predictions as provided by ESA[6]. 
The resulting individual errors and the total error of the retrieved target quantity 
then were estimated by application of the method outlined above. For the evaluation 
of the total error, errors due to neglection of NLTE and line-mixing and improper 
FOV and ILS modeling have been considered correlated, and therefore added lin-
earily, while errors due to horizontal inhomogeneities and isotopic abundances have 
been considered uncorrelated. 
All reference spectra were modeled for the 1976 US Standard atmosphere[7], and 
trace gas abundance vertical profiles were provided by Echle et al.[8]. The vibra-
tional temperature profiles were from Kerridge and coworkers for 0 3 , and L6pez-
Puertas and coworkers (H2 0, C02 , and N2 0), both as reported in Ref. [5). For 
NO, vibrational temperature profiles from Ref. [9] were used. Profiles of volume 




















5.0 1e-03 5.0 1e-02 
pressure gradient I hPa/km 
Figure 1: Horizontal inhomogeneities for pressure 
5.0 1e-01 
525 
grad. along lat. 
grad. along long. 
mixing ratio gradients were used as estimates of maximum values to be measured 
by MIPAS[10). 
We considered horizontal inhomogeneities for pressure (see Fig. 1), temperature (3 
K/ 100 km for all altitudes), and H20, 0 3 , HN03 , ClON02 , and N02 (see Figs. 2 
to 6). 
Dedicated vertical profiles for isotopomeric abundances were compiled from the 
literatme for water vapor[ll) and ozone[12). 
For the approximation spectra, line-mixing, NLTE, and horizontal inhomogeneities 
were disregarded. Instead of the isotopomeric profiles above, the altitude-constant 
HITRAN standard values were used. The ILS was modeled for a circular FOV 
and assuming perfect performance of the instrument (no modulation loss, no phase 
errm'). Instead of integration over the FOV, only radiance along the center beam 
was modeled. 
Results of the retrieval error assessment are presented in Table 3. 
. .. . 
, ... . 
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5.0 1e-02 5.0 1e-01 
vmr gradient I ppmvlkm 
Figure 2: Horizontal inhomogeneities for H20 
grad. along lat. e 
grad. along long. ::-:: 
Table 3: Results of test cases: relative retrieval errors 
Som·ce 790.0-800.0 1861.3-1861.9 870.875-871.975 
of error cm-1 cm-1 cm-1 
Target species, tangent altitude CCl4, 8km H20, 50 km HN03 , 22 km 
Noise 2.6% 35.7% 6.7% 
Grad T 11.0% -3.7% 1.8% 
Grad vmr 8.2% I -3.9% 
Grad p -0.06% -2.9% -2.5% 
Isotopic abundances I 0.2% I 
NLTE -5.8% 3.4% I 
Line mixing -42.3% 0 I 
ILS 0.2% 3.0% 2.6% 
FOV -42.6% 0.3% 3.0% 
Total 91.6% 36.6% 8.9% 

















vmr gradient-profile(s) for 03 
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vmr gradient I ppmvlkm 
Figure 3: Horizontal inhomogeneities for 0 3 
6.0 8.0 
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grad. along lat. • 
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vmr gradient I ppmvlkm 
Figure 4: Horizontal inhomogeneities for HN03 
grad. along lat. • 
grad. along long. ::-:: 















vmr gradient-profile(s) for CION02 
1e-10 1e-09 1e-08 1e-07 
vmr gradient I ppmvlkm 
Figure 5: Horizontal inhomogeneities for ClON02 
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grad. along lat. ~ 
grad. along long. ::-:: 
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5.0 1e-07 5.0 1e-06 5.0 1e-05 
vmr gradient I ppmvlkm 
Figure 6: Horizontal inhomogeneities for N02 
grad. along lat. • 
grad. along long. ::-:: 
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3.2.1 CC14 microwindow, 790.0- 800.0 cm-1 
Forthis microwindow, transitions of the species H2 0, C02 , 0 3, N02 , NH3, HN03, 
ClO, HCN, C2 H2, C2H6 , COF2 , ClON02 , and CFC-22 were taken into account, 
besides the target species CC14 . The microwindow was selected to demonstrate 
the effect of neglecting C02 Q-branch line-mixing Oll the retrieval error, as the 791 
cm-1 Q-branch of the 11101 +--- 10002 co2 transition is located Oll top of the CC14 
signature. Retrieval is possible for tangent heights in the upper troposphere and 
lower-most stratosphere only, due to the strong decrease of CC14 vmr with altitude. 
Besides the dominating effect of line mixing, disregarding of horizontal temperature 
and vmr gradients, FOV and NLTE turned out to be relevant error sources. The 
random error of 2.6 % in 8 km tangent height is increased to a total error of 91.6 
% by the errors through imperfect modeling. Spectra demonstrating the effects of 
disregarding the respective parameters are shown in Fig. 8 to Fig. 12, while Fig. 7 
demonstrates for comparison the effect of an 5 % increase of CC14 vmr in the tangent 
layer. 
3.2.2 H 2 0 microwindow, 1861.3- 1861.9 cm-1 
This microwindow was selected as being suitable for retrieval of upper stratospheric 
wa.ter vapor. It contains transitions of H20, C02 , 0 3, N2 0, CH4 , NO and NH3. 
NLTE effects were considered for H2 0, C02 , 0 3, N20 and NO. We investiga.ted 
the effects of neglecting line mixing, NLTE, tempera.ture and pressure gradients, 
isotopomeric abundances, a.nd the FOV a.nd ILS modeling. The retrieval error for 
H2 0 in 50 km tangent height from this microwindow is dominated by noise (35.7 
%). Systema.tic errors contribute only to a. minor extent by adding a.nother 1 % to 
the over-a.ll error budget. However, in a. climatological ana.lysis the random error 
will be reduced, and systema.tic errors ca.n become predominant. 
3.2.3 HN03 microwindow, 870.875- 871.975 cm-1 
The microwindow selected here is suitable for retrieving HN03 in the lower strato-
sphere. It conta.ins tra.nsitions of H2 0, C02 , 0 3, N0 2 , OCS, C2 H6 , ClO, NH3 a.nd 
CFC-12. The retrieval error due to noise is assessed to be 6. 7 % for 22 km ta.ngent 
altitude. It is increased to 8.9 % by systematic error contributions of the horizontal 
inhomogeneities (vmr, temperature and pressure) a.nd the disregarded FOV. 
3.3 Conclusions 
KOPRA is a powerful tool for modeling radiance and transmittance spectra as well 
as spa.tial derivatives of spectral radiances with respect to atmospheric state param-
eters and instrument pa.rameters. For some typical examples, we demonstrated that 
the physical and instrumental modeling implemented in KOPRA is of releva.nce for 
realistic simulation of the a.tmospheric radiance and thus for correct retrieval re-
sults. Moreover, it must be kept in mind that modeling errors through neglection 
of such effects are systematic and thus ma.y become a dominant source of retrieval 
error in case of temporal or spatial averaging of results where measurement noise 
is largely reduced. Therefore we consider the full trea.tment of atmospheric physics 
a.s implemented in KOPRA relevant and justified, at least for reference purposes in 
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CCI4 microwindow, tangent height 8km; effect of CCI4 vmr increment 
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Figure 7: Spectrum of CC14 microwindow, tangent height 8 km: Effect of 5 % 
increase of CC14 vmr over 3 km in the tangent layer. 
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Figure 8: Spectrum of CC14 microwindow, tangent height 8 km: Effect of disre-
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Figure 9: Spectrum of CCl4 microwindow, tangent height 8 km: Effect of disre-
garding FOV modeling. 
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CCI4 microwindow, tangent height 8km; effect of disregarding NLTE 
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Figure 10: Spectrum of CCI4 microwindow, tangent height 8 km: Effect of disre-
garding NLTE modeling. 
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Figure 11: Spectrum of CC14 microwindow, tangent height 8 km: Effect of disre-
garding horizontal temperature gradients. 
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Figure 12: Spectrum of CC14 microwindow, tangent height 8 km: Effect of disre-
garding horizontal vmr gradients. 
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800 
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Abstract: An overview of KOPRA's architecture is given starting from the 
coarse structure and ending with pseudo-code including all subroutines with a 
description of their tasks. The main program variables which are responsible 
for the data fl.ow between the modules are described. An overview of the 
module tree is presented. 
1 Program structure 
1.1 Coarse structure 
• Definition of input variables 
• Forward model run 
• Output of spectra and derivatives of spectra wrt retrieval parameters 
• Deallocation of variables 
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1.2 More detailed structure with main modules 
• Definition of input variables 
Read main input and initialize variables. 
(inpuLm) 
Read fixed parameters and initialize variables. 
(inpuLm) 
Read atmospheric data and initialize variables. 
(inpuLm) 
Read spectroscopic data and initialize variables. 
(inspec_m) 
Read cross-section data on heavy molecules and initialize variables. 
(xinput_m) 
- Initialization of retrieval parameter vectors. 
(inipar_m) 
• Forward model run 
- Initialization of derivative variables 
( ini d er_m) 
- Initialization of internal sub-microwindows 
(inismw_m) 
- Adding of additional geometries to the observed ones for simulation of 
field-of-view effects. 
(modgeo_m) 
Adding of additional atmospheric levels to the input levels for more pre-
cise simulation of radiative transfer. 
(modlev_m) 
- Ray-tracing, calculation of path integrated values (Curtis-Godson values 
and column amounts) and the derivatives of path integrated values wrt 
retrieval parameters. 
(rayctl_m) 
- Calculation of absorption cross sections for each atmospheric path for 
hitran gases and heavy molecules. ·In case of nlte the cross sections are 
calculated for each nlte band. For T derivatives the derivatives of the 
cross sections wrt CG-T of the paths are determined. 
(abco_m) 
Radiative transfer: the monochromatic spectra and their derivatives wrt 
the retrieval parameters are determined. 
(radtra_m) 
- Convolution of the monochromatic spectra and their derivatives wrt re-
trieval parameters with the AlLS function and FOV calculation. 
(radtra_m,ilsfov_m) 
- Initialization of output. 
(iniout_m) 
• Output of spectra and derivatives of spectra wrt retrieval parameters 
- Write convolved spectra and their derivatives wrt retrieval parameters 
into file. 
(wriout_m) 
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11 Deallocation of variables. 
( deallo..111) 
- Deallocate all variables. 
1.3 Detailed structure with main subroutines 
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11 Definition of inputvariables (the following subroutines are called by (kopra)) 
- (input@inpuLm) 
Control the input from files and define input variables 
* (inpuLmain@input_m) 
Read from main input file: 
input file and directory names for fixed data 
input file and directory names for atmospheric/instrumental data 
(inpuLhitmol@input_m) 
Read hitrau info data on molecules 
(inpuLisoprof@inpuLm) 
Read isotope abundance profiles 
Read from main input file: 
header for output files 
mode of observation and definition of geometry 
wavenumber discretization 
parameters for the adjustment of computational accuracy 
(input_mwdef@inpuLm) 
Read microwindow definition section of main 
input file 
( speciorder@input..lll) 
Definition of the species and internal species numbering 





Read p,T profiles 
(input_vmrprof@input_m) 
Read vmr profiles 
( make_llydroequi @input ..lll) 
Bring input z or p profiles into internal hydrostatic equilibrium 
(input_contprof@input..lll) 
Read the aerosol absorption coefficient profiles for each mw 
(inpuLpTgradprof@input..lll) 
Read p,T - gradient profiles 
(input_vmrgradprof@input..lll) 
Read vmr - gradient profiles 
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Determination of the radius (in multiples of the fine grid distance 
wgrid%fine) where the chosen apodization function 'accu%iapo' 
is decreased to some percentage of it's center value. 
( extend_rnw@input_m) 
Extend the microwindow boundaries by the ilsradius. 
* (input_spectroscopy@inspec_rn) 
Controls the input of the spectroscopic data, i.e. the determination 
of the spectroscopic data type construction speci%iso%band%branch%line ... 
This is performed for different options: 
no line mixing, no nlte 
no line mixing, nlte 
line mixing, no nlte 
line mixing, nlte 
( numdata@inspec_m) 
Determine how many and which spectroscopy files have to be 
used 
( readlines@inspec_m) 
Read spectroscopic data 
(isoabun @inspec_m) 
Multiply line strength with isotope abundancy if species is single 
isotope 
If no line-mixing and no nlte: 
( allocno_nlte@inspec_m) 
Allocate speci%iso and speci%iso%band in the case no nlte is 
considered 
( allocnoJm @inspec_m) 
Allocate speci%iso%band%branch in the case no line mixing is 
considered 
( allocopy 1 @inspec_m) 
Allocate speci()% vector and copy line data in case no nlte and 
no line mixing is considered 
If no line mixing, but nlte: 
( alloc_nlte@inspec_m) 
Determine number of different isotopes for each species where 
nlte has to be considered and the number of nlte bands. Allocate 
speci%iso and speci%iso%band. 
( allocnoJm @inspec_m) 
Allocate speci%iso%band%branch in the case no line mixing is 
considered 
( allocopy2@inspec_m) 
Allocate the vectors speci()%iso()%band()%branch(O)%line and 
copy the line data from vector spe()%line into this vectors. 
If line mixing but no nlte: 
( allocno_nlte@inspec_m) 
Allocate speci%iso and speci%iso%band in the case no nlte is 
considered 
( readJmdata@inspec_m) 
Read the line mixing data from file fil%linemix into vector 'Im'. 
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Only the branches which are 'near' a microwindow (distance 
w Jinemix) are read. 
( allocJm @inspecJl1) 
Allocate the line mixing branches of vector speci and copy the 




Allocate the vectors 
speci()%iso()%band()%branch(O)%line and copy the line data 
from vector spe()%line into this vectors. 
( deleteJmlines@inspec_m) 
Deletes lines from the %branch(O)%line lines if they are also 
included in the line mixing branches, so that these lines are not 
calculated twice. 
If line-mixing and nlte: 
( allocJllte@inspec_m) 
Determine number of different isotopes for each species where 
nlte has tobe considered and the number of nlte bands. Allocate 
speci%iso and speci%iso%band. 
( readJmdata@inspecJU) 
Read the line mixing data from file fil%linemix into vector 'lm'. 
Only the branches which are 'near' a microwindow ( distance 
wJinemix) are read. 
( allocJm @inspec_m) 
Allocate the line mixing branches of vector speci and copy the 




Allocate the vectors 
speci()%iso()%band()%branch(O)%line and copy the line data 
from vector spe()%line into this vectors. 
( deleteJmlines@inspecJl1) 
Deletes lines from the %branch(O)%line lines if they are also 




Determine for each microwindow i the range of lines which will 
be used: speci()% ... %mwJl(i) speci()% ... %mw_l2(i). 
* (input_xsection@xinputJl1) 
Controls the input of the cross-section data for heavy molecules. 
Determination of the construct: speci%cross% ... 
(meas_range@xinputJl1) 
Determine laboratory measuring range for every microwindow /xsection-
gas and tangent altitude 
(readx@xinputJU) 
Read heavy molecule cross section data 
(inLpara@inipar JU) 
Initialization of parameter vector para& ... 
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* (inLpara_vmr@inipar_m) 
initialization of parameter vector for vmr parameters 
* (inLpara_T@inipar _m) 
initialization of parameter vector for temperature parameters 
* (inLpara_Tvib@inipar_m) 
initialization of parameter vector for nlte-vibrational temperature 
parameters 
* (inLpara_aerabs@inipar_m) 
initialization of parameter vector for aerosol absorption coefficient 
parameters 
* (inLpara_Tgrad@inipar_m) 
initialization of parameter vector for temperature gradient parame-
ters 
* (inLpara_vmrgrad@inipar_m) 
initia.lization of parameter vector for vmr gradient parameters 
* (inLpara_p@inipar_m) 
initialization of parameter vector for pressure parameters 
(kopra_forwrd @kopfwd_m) 
Performs the forward model run (see below '*Forward model run') 
Calculates numerical pressure derivatives 
• Forward model run 
(the following subroutines are called by (kopra_forwrd@kopfwd_m)) 
(inLderi@inider _m) 
Define deri% variable 
(inLsub_mw@inismw _m) 
Determines internal forward model sub-microwindows 
- ( make_modelgeo@modgeo_m) 
Control of adding of additional geometries to the observed ones for sün-
ulation of field-of-view effects 
If no field-of-view is calculated: 
define the sim% variable exactly the same as the obs% variable from the 
input 
* (make_occusim@modgeo_m) 
Determine the microwindow occupation matrix for the simulated 
geometries 
If field-of-view is calculated: 
In the case the tangent altitudes are given: · 
determine a rough estimate for the observationangle (without refraction 
and earth ellipsoid) 
Add geometries 
* (addsim_a@modgeo_m) 
Add simulated geometries to the observed ones 
for criterion accu%ifov <= 0 (criterion 1 in input-file) 
* (addsim_a@modgeo_m) 
Add simulated geometries to the observed ones 
for criterion accu%ifov > 0 (criterion 2 in input-file) 
* (make_occusim@modgeo_m) 
Determine the microwindow occupation matrix for the simulated 
geometries 
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In the case the tangent altitudes of the observations are given: 
calculate tangent altitudes of the additional simulation geometries 
(make_modelgrid@modlev ~n) 
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Define the model altitude levels for the forward calculation. Starting 
from a base grid, levels are added in order to fulfill criteria on the T 
difference and half-width change between levels. Then a criterion for 
smaller levels distances directly over tangent altitudes is applied. At the 
end all levels which are less distaut than a threshold are deleted. 
* (grid_t_hw@modlev _m) 
Fine-level gridding using T -differences and half-width changes 
Add model fine levels above simulated tangent altitudes 
If the tangent altitudes are given: 
* (grid_tang@modlev _m) 
Fine-level gridding due to levels above tangent points 
If the observation angles are given: 
* ( calc_ztang@modlev _m) 
Determination of the tangent altitudes if the nadir angles of a limb 
scan are given 
· ( tangalt@ray _m) 
calculate estimate for tangent altitude with refraction 
* (grid_tang@modlev _m) 
Fine-level gridding due to levels above tangent points 
End if 
* (min_distance@ray _m) 
Levels which are less distaut than accu%dmin are selected out (only 
the ones that do not belong to the base-grid) 
( raytrace_ctrl @rayctlJn) 
Controls ray-tracing, calculation ofpath integrated values (Curtis-Godson 
values and column amounts) and the derivatives of path integrated val-
ues wrt retrieval parameters. 
For homogeneous path (cuvette) calculation: 
* (homog_path@rayctl_m) 
Determine the path parameters for homogeneous path calculation 
For atmospheric calculations: 
For each geometry : 
* (raytra@ray _m) 
Calculation of ray-tracing in inhomogeneaus atmosphere and path 
integration 
(nmax_calc@ray_m) 
Determination of the max. number of integration variables per 
layer 
Case of satellite tangent altitudes: 
determine index of lowest layer 
(observer@ray _m) 
Calculate position and viewing direction at tangent altitude in 
cartesian coordinates 
for both parts of the geometry: 
(latlon@ray _m) 
Calculate geographic latitude and longitude of cartesian point r 
548 Höpfner: KOPRA Architectme 
· (tnew@ray_m) 
Calculation of new tangent vector along LOS 
determine new point of LOS using old and new tangent vector 
if a level boundary of the atmospheric modellevels is crossed: 
(leveltrans@ray JU) 
Find exact level positions along LOS and perform integration for 
the actual layer 
+ (integrate@rayJU) 
Explicit integration for layer values and derivatives ( columns, 
Curtis-Godson-T, -p,--Tvib, ... ) with frequent calls to give_ ... @give_n1 
and para_ ... _change@parchkJn 
overwrite old tangent vector with new one 
begin again with (tnew@ray_n1) 
End case of satellite tangent altitudes 
Case of satellite observer altitude and elevation angle: 
( observer@ray JU) 
Calculate position and viewing direction of observer in cartesian 
coordinates 
(findtop@ray JU) 
Find (coming from outside) the crossing point r with top level 
of the atmosphere 
(latlon@ray _n1) 
Calculate geographic latitude and longitude of cartesian point r 
Now go through the atmosphere from top to top: 
· (tnew@ray_;n) 
Calculation of new tangent vector along LOS 
determine new point of LOS using old and new tangent vector 
· (latlon@ray_;n) 
Calculate geographic latitude and longitude 
if the altitude is decreasing/increasing monotonously and 
if a level boundary of the atmospheric modellevels is crossed: 
(leveltrans@ray _n1) 
Find exact level positions along LOS and perform integration for 
the actual layer 
+ (integrate@ray _;n) 
Explicit integration for layer values and derivatives ( columns, 
Curtis-Godson-T, -p,--Tvib, ... ) with frequent calls to give_ ... @giveJTI 
and para_ ... _change@parchkJU 
else if the altitude is increasing again: 
(leveltang@ray JU) 
perform integration for tangent layer and find 
exactly tangent position 
overwrite old tangent vector with new one 
begin again with (tnew@ray_;n) 
End case of satellite tangent altitudes 
Cases for other observation modes are handled equivalently. 
Write output (integrated values) in geo% ... vector 
(ray_out@ray_;n) 
Prepare output variable geo()%... which contains all path pa-
rameters 
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+ ( alloc_geo@ray _m) 
Allocate geo()% ... %lay and geo()% ... %lay%speci geo% ... %lay%speci%iso 
, geo% ... %iso%state 
+ (pathcopy@ray _m) 
Copy path parameters into vector geo% ... 
If nlte should be considered: 
* ( calc_nlte_ratios@rayctl_m) 
The derivative of the ratio of nlte/lte with respect to Tkin is calcu-
lated. 
If vibrational temperature derivatives should be calculated: 
* (para_dTvib_neO@rayctl_m) 
Determine the parameters which do not influence the Tvib's i.e. for 
which the derivative dTvib_cg_dT = 0 
If vmr derivatives are calculated: 
* (para_dcoLneO@rayctLm) 
Determine the parameters which do not influence the partial columns 
i.e. for which the derivative dcol = 0 
If aerosol absorption derivatives are calculated: 
* (para_dabsopLneO@rayctLm) 
Determine the parameters which do not influence the aerosop ab-
sorption optical depth i.e. for which the derivative daeropt = 0 
If p derivatives are calculated: 
* (para_dp_neO@rayctl_m) 
Determine the p parameters which do not influence the cg-p of air 
i.e. for which the derivative dp = 0 
If T derivatives are calculated: 
* (para_dT JleO@rayctl_nl) 
Determine the T parameters which do not influence the cg-T of air 
i.e. for which the derivative dT = 0 
If T-gradient derivatives are calculated: 
* (para_dTgrad_neO@rayctl_m) 
Determine the Tgrad parameters which do not influence the cg-T of 
air i.e. for which the derivative dTgrad = 0 
If vmr derivatives are calculated: 
* (para_dcolgrad_neO@rayctl_m) 
Determine the vmr gradient parameters which do not influence the 
partial columns i.e. for which the derivative dcol = 0 
( absco_calc@abco_m) 
Calculation of absorption cross sections ('absorption coefficients') [cm2 /molecule] 
for each atmospheric path for hitrau ga.ses and heavy molecules. In case 
of nlte the cross sections are calculated for each nlte band. For T deriva-
tives the derivatives of the cross sections wrt CG-T of the paths are 
determined. 
* ( allocate_cutoff@addlin_m) 
Allocates memory and reads cutoff-files "cutdop.dat" and "cutlor.dat" 
* ( allocate_geo_mw@abco_m) 
Allocates geo% ... %mw part of geo% variable (part where absorption 
coefficients will be stored) 
550 
Begin loop on microwindows 
* (allocate_grid@addlin_m) 
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Allocate and initialize the absco grid 
* (allocate__x@xintpLm) 
Allocate and initialize the cross-section grid 
Begin loop on simulation geometries 
Begin loop on geometry-parts for which absorption coefs. will be calcu-
lated explicitly 
Begin loop on layers 
Begin loop on line-data species for line-by-line calculation 
Calculate lte absorption coefficients: 
* (absco_branch@abco_m) 
Calculates the absorption coefficient of a brauch 
(line_strength @abco_m) 
Calculates the line intensities and optionally the T-derivatives 
for a bundle of lines 
In case of line-mixing calculation with direct diagonalization: 
· (y _calc_dd @linmix_m) 
Calculate the y-coefficients for direct diagonalization 
In case of line-mixing calculation with Rosenkranz-approximation 
· (y _calc_rk@linmix_m) 
Calculates the y-coefficients for the Rosenkranz-approximation 
In both cases: 
· ( corr_y _coefs@linmix_rn) 
Correct the y-coefficients 
In case of lines without chi-factor: 
( addJines@addlin_m) 
Add the individuallines on the irregular grid 
( addJinesJm @addlin_m) 
Add the individuallines on the irregular grid with line mixing 
In case of lines with chi-factor: 
( addJines_chi@addlin_m) 
Add the individual lines on the irregular grid 
( addJines_chilm @addlin_m) 
Add the individual lines on the irregular grid with line mixing 




Interpolates the intervals of the lower grid to the 
Calculate non-lte absorption coefficients: (equivalent to calculation 
of lte absorption coefficients above, only that the band index is now 
/=0) 
Calculate gas continua for line-data species: 
* (n2calc@transf_rn) 
( calc..n2cont@gascon_m.f90) 
Calculates the absorption cross section of the N2 -continuum in 
units of [cm2 /molec] as a function of wavenumber, N2 density 
and temperature. The derivative of the N2-continuum with re-
spect to temperature is calculated optionally. 
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* ( o2calc@transf_m) 
( calc_o2cont@gascon..rn.f90) 
Calculates the absorption cross section of the 0 2-continuum in 
units of [cm2 /molec] as a function of wavenumber, 0 2 density 
and temperature. The derivative of the N2 -continuum with re-
spect to temperature is calculated optionally. 
* (h2ocalc@tansf..rn) 
( calcJ12ocont@ga.scon_m.f90) 
Calculates the absorption cross section of the H2 0-continuum in 
units of [cm2 /molec]. 
End loop on line-data species for line-by-line calculation 
Begin loop on cross-section species for heavy-molecule cross section cal-
culation · 
* (interpLxpt@xintpLm) 
Pressure, temperature and wavenumber grid interpolation of heavy 
molecule cross-section measurements 
Storeabsorption coefficients in geo% ... %absco 
End loop on cross-section species for heavy-molecule cross section calcu-
lation 
For geometries lügher than the lowest one: 
use already calculated cross sections from the lowest geometry depending 
on accuracy parameter accu%iexpath 
End loop on layers 
End loop on geometry-parts for which absorption coefs. will be calcu-
lated explicitly 
For a geometry-part for which the absorption coefs. are not calculated 
explicitly: 
copy geometry part 1 absorption coefficients to geometry part 2 
End loop on simulation geometries 
* ( deallocate_.x@xintpl..rn) 
Deallocate the cross-section grid 
* ( deallocate_grid @addlin..rn) 
Deallocate the absco grid 
End loop on microwindows 
* ( deallocate_cutoff@addlin__m) 
Deallocates space used for the cutoff-tables 
( radtrans@radtra..rn) 
Calculation of the radiative transfer through the atmosphere and deter-
mination of the fine-grid spectra and their derivatives. Convolution of 
the fine-grid spectra with the ails to get the spectra on the coarse-grid 
(measurement grid) and calculation of the field-of-view weighting. 
* ( alloc_Sails@radtra..rn) 
Allocate data vector where the coarse-grid spectrum and derivatives 
are stored 
Begin loop on microwindows and sub-microwindows 
Allocate radiance and derivative- variables for storage on non-equidistant 
fine grid 
Calculate radiances and derivatives for each microwindow: 
* (radtrans..rnw@radtra..rn) 
Begin loop on geometries 
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Begin loop on geometry-parts and on layers 
Calculate radiative transfer layer-by-layer: 
(tausrc@radtra_m) 
Calculation of layer transmission, layer source function (nlte con-
sidered) and some derivatives 
Initialize the numerator of the source function 
Initialize the variable where the optical depths are added with 
the aerosol extinction 
Begin loop on species 
Add the absorption coefficients for all bands of one species and 
multiply by the partial column of the species in the path to de-
termine the optical depth of the path. Determine also the source 
function numerator. 
For vmr derivatives calculate d(optica.l thickness)/d(partial col-
umn) of the vmr-derivative-species. 
For vmr-gradient derivatives calculate d(optical thickness)/d(partial 
column) of the vmr-gradient-derivative-species. 
End loop on species 
In case of continuum derivatives calculate derivative of source 
function wrt aerosol optical depth 
Calculate source function 
Calculate layer transmission 
Calculate radiance at end of layer 
Calculate layer-derivatives 
End loop on geometry-parts and on layers 
Begin loop on geometry-parts and on layers 
Multiply layer-derivatives by total transmission between layer and 
observer 
End loop on geometry-parts and on layers 
Calculate derivatives with respect to parameters: 
( derivmr _calc@radtra .. m) 
Calculation of derivatives with respect to vmr parameters 
( deriaer _calc@radtra..m) 
Calculation of derivatives with respect to aerosol absorption pa-
rameters 
( deriT _calc@radtra..m) 
Calculation of derivatives with respect to T parameters 
( deriTvib_calc@radtra..m) 
Calculation of derivatives with respect to Tvib parameters 
( deriTgrad_calc@radtra..m) 
Calculation of derivatives with respect to T-gradient parameters 
( derivmrgrad_calc@radtra..m) 
Calculation of derivatives with respect to vmr-gradient parame-
ters 
End loop on geometries 
* (ilsapofov _calc@radtra..m) 
Convolution of the fine-grid spectra and their derivatives wrt re-
trieval parameters with the AlLS function and FOV calculation 
If field-of-view is considered: 
Interpolate spectrum of each simulated geometry to the fine grid and 
store result: 
· (fin@transf..m) 
Höpfner: KOPRA Arcllitecture 553 
Interpolate non-equidistant fine grid spectrum to equidistant fine 
grid spectrum 
(sub_mw JDinmax@radtra_m) 
Determine the wavenumber indices (in the result of fin@transLm) 
which are equal to the sub-microwindow boundaries 
Begin loop on observation geometries 
Calculate ails convolution aud field-of-view and determine deriva-
tives with respect to shift, phase and/or linear apodization, (or ESA 
ils-parameters), elevation angle: 
For spherical aperture: 
· ( fovils 1 @ilsfov JD) 
Calculate ails only if it is necessary: 
+ ( makeifg@ilsfov JD) 
For ESA-ils: 
( envfovils@ilsfov JD) 
End loop on observation geometries 
For vmr, T, Tvib, vmr-gradient, T-gradient, aerosol- derivatives: 
Begin loop over parameters 
(lsimo bs@rad tr a.Jn) 
Determine lsim and lobs, the 'activated' simulated and observed 
geometries i.e. the ones which are influenced by the actual re-
trieval parameter lpara 
(finewrk@radtra.JU) 
Interpolate spectrum of each 'activated' simulated geometry to 
the fine grid and store result: 
+ (fin@transfJD) 
Interpolate non-equidistant fine grid spectrum to equidistant 
fine grid spectrum 
+ ( su bJDw JDinmax@radtra.JU) 
Determine the wavenumber indices (in the result of fin@transfJD) 
which are equal to the sub-microwindow boundaries 
Begin loop on observation geometries 
Calculate ails convolution and field-of-view of derivatives: 
For spherical aperture: 
· (fovilsl@ilsfov .Jn) 
Calculate ails only if it is necessary: 
+ ( makeifg@ilsfov .JU) 
For ESA-ils: 
( envfovils@ilsfov .Jn) 
End loop on observation geometries 
End loop over parameters 
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If no field-of-view is considered: 
Begin loop on observation geometries 
Interpolate spectrum to the fine grid and store result: 
(fin@transLm) 
Interpolate non-equidistant fine grid spectrum to equidistant fine 
grid spectrum 
(sub_mw _:minmax@radtra .. m) 
Determine the wavenumber indices (in the result of fin@transf_:m) 
which are equal to the sub-microwindow boundaries 
Calculate ails convolution and determine derivatives with respect 
to shift, phase and/or linear apodization, (or ESA ils-parameters), 
elevation angle: 
For spherical aperture: 
· (ilsapo@ilsfov .. m) 
Calculate ails only if it is necessary: 
+ ( makeifg@ilsfov _:m) 
For ESA-ils: 
( envils@ilsfov _:m) 
For vmr, T, Tvib, vmr-gradient, T-gradient, aerosol- derivatives: 
Begin loop over parameters 
Interpolate spectrum to the fine grid and store result: 
(fin@transf_:m) 
Interpolate non-equidistant fine grid spectrum to equidistant fine 
grid spectrum 
(sub_:mw .. minmax@radtra_:m) 
Determine the wavenumber indices (in the result of fin@transf_:m) 
which are equal to the sub-microwindow boundaries 
Calculate ails convolution of derivatives: 
For spherical aperture: 
· (ilsapo@ilsfov _:m) 
Calculate ails only if it is necessary: 
+ ( makeifg@ilsfov _:m) 
For ESA-ils: 
( envils@ilsfov _:m) 
End loop over parameters 
End loop on observation geometries 
Deallocate radiance and derivative- variables for storage on non-equidistant 
fine grid 
End loop on microwindows and sub-microwindows 
( offset..scale@offsca_:m) 
Add offset and scale spectra. Calculate offset and scale derivatives. 
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* (ofLderi@offsca_m) 
Calculate offset derivative 
* (sca_deri@offsca_m) 
Calculate scale derivative 
* (sca@offscaJil) 
Multiply spectrum by scale factor 
* (off@offsca_m) 
Add offset to spectrum 
(inLoutput@iniouLm) 
555 
Initialization and determination of the outputvariable outdat% ... (Pointer 
to Sails% ... ) 
Allocate data vector outdat%.. where the output spectrum is stored. 
The sub-microwindow index is now on the external microwindows. The 
spectra in outdat% are pointers to the spectra stored in Sails% where 
the sub-microwindow index is on the internal microwindows. 
• Output of spectra and derivatives of spectra wrt retrieval parameters (the 
following subroutines are called by (kopra)) 
- (writeout@wriout_m) 
Write convolved spectra and their derivatives wrt retrieval parameters 
(variable: outdat%) into file 
• Deallocation of variables (the following subroutines are called by (kopra) or 
(kopra_forwrd@kopwd .. m)) 
( deallocate_main @deallo_m) 
Deallocate variables. 
2 Dataflow and interfaces 
The data exchange for the main variables and parameters inside kopra is based on 
the use of variable/parameter-modules. Parameters and fixed data are made ac-
cessible by the modules: param_m, precis_m, xdata_m, and xparam_m. The main 
variables of the program are contained in the three modules inpdat_m, modat_m, 
and outdaLm. Whereas in modat_m only the forward-model internal variables 
are made visible, inpdaLm and outdat_m are used for the interface to the exte-
rior. (Though parts of variables of inpdat_m arealso determined inside the forward 
model.) 
In order not to be forced to handle too many different single variables in the forward 
model user-defined-type variables are used for all the main data of kopra. These 
structures allow to sort the data in a systematic way. The totally extended variables 
are described explicitly in the variable description sector of this document. 
The variables in the three data-exchange modules are: (in brackets the modules are 
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definition of the computational accuracy of the forward model 
(inpuLm) 
definition of the derivatives which should be 
calculated during the forward model run 
(input_m,inider_m) 
file and directory names 
(inpuLm) 
atmospheric input proflies 
(inpuLm) 
instrumental specifications (for ails and fov) 
(input_m) 
HITRAN molecule/isotope information 
(inpuLm) 
definition of microwindows and sub-microwindows 
(inpuLm, inismw_m, modgeoJ11) 
numbers 
(input_m, modlev _m) 
non-lte definition 
(inpuLm) 
definition of the observation geometry 
(input_m, modgeo_m) 
header for output data 
(inpuLm) 
definition of the atmospheric data which are handled as parameters 
(inipar_m) 
definition of the species containing the spectroscopic data 
and the cross-section data on heavy molecules 
(inpuLm, xinput_m, inspec_m) 
switches 
(inpuLm) 
definition of the wavenumber grid 
(input_m) 
information on the paths along all simulated geometries, i.e. path length, 
partial column amounts, Curtis-Godson-values, derivatives of 
Curtis-Godson-values wrt retrieval parameters, and absorption 
coefficients per microwindow 
(rayctlJ11, ray_m, abco_m) 
forward model altitude grid 
(modlev_m) 
definition of the simulated geometries 
( =observation geometries + geometries necessary for fov-ca!culation) 
(modgeo_m, modlev _m) 
result-spectra and derivatives with internal sub-microwindow indices 
(radtra_m, offsca_m) 
outdat% output spectra and derivatives with external sub-microwindow indices 
(iniout_m) 
3 Module tree 
In the following module architecture the dependence on module precis_m is omitted 
since this describes the precision and is needed by quasi every other modules. 
The following dependencies are not written explicitly in the general overview: 
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1 Modules 
For the basic version of KOPRA the following modules are necessary (in required 





































kopra.f90 (main program) 
2 Run KOPRA 
KOPRA reads its main input from standard input. The command line to start the 
program is: 
kopra < filename...main_input_file 
The file names of further input and the output are given in the main input file which 
is described in the following. 
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3 Required files 
Basic principle: 
For roost of the input files: input will be read beginning directly in the line following 
a $ in the first coluron and ending when all the relevant input for this topic is read. 
No fixed forroat is required for this input. Until the next $ there can be any nurober 
of cororoent lines. 
3.1 Main input file 
This is the basic input file for kopra. All other file naroes and directories are read 
froro this file. All the topics $ are indicated also by a nurober which is, however, 
not used by kopra and only roeant to facilitate referencing. In the following a 
cororoented roain input file is given: 
============================================================ 
============================================================ 
KOPRA rnain input file 
version 9-3-99 
============================================================ 
0. version of input file 
This is the version nurnber of the kopra input-file and identical to the second 
nurnber in the kopra version nurnber. Kopra is downward cornpatible and supports 




1. input files and directories for fixed data 
1.1 and 1.2 are fixed data used for the calculation of absorption coefficients 
in rnodule addlin_rn. 
File with Doppler cut-offs for calculation of the absorption coefficient 
$1.1 
input/data/cutdop.dat 
File with Lorentz cut-offs for calculation of the absorption coefficient 
$1.2 
input/data/cutlor.dat 
Data file with inforrnation on each hitran rnolecule and isotope 
(nurnber of isotopes, rnolecular weights, hitran isotope abundancies, 
Garnache coefficient for partition surn calculation, state energies) 
$1.3 
input/data/hitrnol.dat 
File with line-rnixing data. This file is only necessary if $12.1 is set 
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to 'T', i.e. line m1x1ng is switched on. 
(y-coefficients, ... ) 
$1.4 
input/data/linemix.dat 
Directory with spectroscopic data 
(The files have to be in the form: fXXXXX, where XXXXX is the wavenumber; 
they are produced with the program 'hitsort.f90') 
$1.5 
/home/amelib/data/kopra/hitran96/ 
Directory with cross-section data for the heavy molecules. 




2. input files and directories for atmospheric/instrumental data 
File with p,T profiles. 
$2.1 
input/profiles/pt.prf 
File with p,T- gradient profiles. 
(will only be used if p or T gradients are switched on in $5.9) 
$2.2 
input/profiles/ptgra.prf 
File with vmr profiles 
$2.3 
input/profiles/vmr.prf 
File with vmr - gradient profiles 
(will only be used if vmr gradients are switched on in $5.9) 
$2.4 
input/profiles/vmrgra.prf 
File with continuum profiles 
(for each microwindow one profile) 
$2.5 
input/profiles/cont.prf 
File with vibrational temperature profiles 
(will only be used if nlte is switched on in $13.1) 
$2.6 
input/profiles/Tvib.gabi 
File with Tvib gradient profiles 
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File with isotope abundance profiles 
$2.8 
input/profiles/isoabu.prf 
File with (apodized) instrumental line shape per microwindow 
(will only be used if $9.7==3) 
$2.9 
input/instrument/ails.dat 
File with broadband-aerosol profiles: 
number densities, mode-radii, mode-widths 




File with broadband-aerosol altitude and wavenumber dependent refraction indices 
(will only be read if $14.1==T and $14.2==T) 
$2.11 
input/profiles/brdaero.refra 
File with broadband-aerosol altitude and wavenumber dependent cross-sections 




3. output files and directories 
Spectra on fine grid 
(directory and first letters of output file; 
numbers for microwindows and geometries will be added; 
type F for no output; if end letter is e the spectral will 
be on the equidistant fine grid, else on the non-equidistant) 
$3.1 
output/x 
Spectra on coarse grid 
(directory and first letters of output file; 
numbers for microwindows and geometries will be added; 
type F for no output) 
$3.2 
output/y 
Test-output grade for logfile 
0 = no log-output 
1 = total log-output 
$3.3 
1 
Filename for logfile 




Filename for error-file 
screen = output to screen 
$3.5 
outputlerrors 
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============================================================ 
4. header for output files [a80] 
(the version nurober will be added to this header) 
$4.1 
test run 25-04-2000 
============================================================ 
5. mode of observation and definition of geometry 
1= satellite I limb I tangent altitude 
2= satellite I limb I nadir angle and observer altitude 
3= balloon I limb I tangent altitude and observer altitude 
4= balloon I limb I nadir angle and observer altitude 
5= upward I nadir angle and observer altitude 
6= upward+limb I nadir angle and observer altitude 
7= homogeneous path (cuvette) 
$5.1 
1 
Background temperature [K] 
(for negative values only the transmission is calculated) 
{default: 2.7 K for emission, 6000 K for solar absorption} 
$5.2 
2.7 
Nurober of observational geometries ('sweep') 
*** implies changes in $5.3-$5.7, $8.3, $8.4, $9.11, $9.12 *** 
(for observation mode 1-6) 
$5.3 
2 
Tangent altitudes [km] (observation mode 1,3) 
Viewing nadir angles [rad] (observation mode 2,4,5,6) 
Homogeneous path length [km] (observation mode 7) 
(# observation geometries) 
--> (ordering: low -> high observation geometry) 
$5.4 
10.0 13.0 
Observer altitude [km] 
(# observation geometries) 
--> (ordering: low -> high observation geometry) 
Höpfner: KOPR.A installation 
$5.5 
800.0 800.0 
Latitude of the tangent points [rad] 
Latitude of the observer [rad] 
(# observation geometries) 
(observation mode 1,3) 
(observation mode 2,4,5,6) 
--> (ordering: low -> high observation geometry) 
$5.6 
0.78539 0.78539 
Longitude of the tangent points [rad] (observation mode 1,3) 
Longitude of the observer [rad] (observation mode 2,4,5,6) 
(# observation geometries) 
--> (ordering: low -> high observation geometry) 
$5.7 
0.0 0.0 
Azimuth of the observation [rad] 
(i.e. the direction in which the instrument is looking) 
(south=O,direction S->0->N->W) 
(# observation geometries) 
--> (ordering: low -> high observation geometry) 
$5.8 
0.0 0.0 














6. wavenumber discretization 
Smallest wavenumber interval for calculation of absorption coefficients [cm-1] 
(will internally be adjusted so that $6.2 is an integer multiple of $6.1) 
$6.1 
0.0005 




7. parameters for the adjustment of computational accuracy 
Wavenumber range outside the microwindow where lines are taken into account [cm-1] 
{default 25.0} 
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$7.1 
25.00 
Accuracy for absorption coefficient calculation 
absolute accuracy for optical 
depth calculation of each line 
=0 lines my be rejected and truncated 
=1 all lines retained, no truncation 




Constant base-levels for the forward-model layering: 
the input-profile levels are used exclusively 
the input-profile levels are used and additional 
levels with respect to criteria $7.3-7.6 are added 
the levels under $7.32 are used exclusively 
the levels under $7.32 are used and additional 
levels with respect to criteria 7.3-7.6 are added 
the levels are set up automatically with respect 
to criteria $7.3-7.6 
$7.31 
0 
Number of base-levels and 
Base level altitudes [km] 
(only used if $7.31 = 2,3) 
$7.32 
3 






Maximum allowed temperature Variations between two forward model levels [K] for 
lower and higher altitude regions and altitude [km] which divides this regions 
I 
(only used if $7.31 = 1,3,4) 
$7.3 
10.0 3.0 40.0 
Maximum variation of the Lorentz line width between two model levels 
(values > 1. 0) 
(only used if $7.31 = 1,3,4) 
$7.4 
1.4 
Maximum forward model layer thickness above the tangent altitude [km] and altitude 
above the tangent altitude up to which this maximum thickness is valid [km] 
(only used if $7.31 = 1,3,4) 
{default 100 , 2 to use only input levels} 
$7.5 
100.0 2.0 
Minimal layer thickness [km] 
(only used if $7.31 = 1,3,4) 




Definition for the recalculation of the absorption coefficients (extra paths) 
-1 all absorption coefficients recalculated 
0 all absorption coefficients above the lowest geometry 
are taken from lowest geometry 
1 new calculation only of tangent-layer, all others 
are taken from lowest geometry 
2 = new calculation for tangent-layer and the one above, all others 




Accuracy of apodization (defines the microwindow 
1 apodization function decreases to 1% 
$7.8 
2 = apodization function decreases to 0.1% 




of center value 
of center value 
of center value 
Number of the geometry ('sweep') up to which the $7.10 criterion no. 1 is used 
for addition of simulated geometries for field of view calculation; 
for the geometries above $7.10 criterion no. 2 is used 
$7.9 
3 
2 Criteria for the addition of simulated geometries for field of view calculation: 
0 = no addition of extra geometries, only one below the lowest observation 
and/or one above the highest 
negative values: 
-1 between all observed geometries one extra will be added 
-2 = between all observed geometries two extra will be added 
-3 = ... 
positive values (only odd values >= 3 allowed !) 
3 for fov calculation of each observed geometry 3 geometries at least will be 
used 
5 for fov calculation of each observed geometry 5 geometries at least will be 
used 
7 = 




low geometries crit. 2 for high geometries 
0 for no extra geometries} 
3 




Gas/isotope number of the main gas 
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(it must appear in all microwindows under $8.6) 
>0 gas/isotope number of the main gas: it's Curtis-Godson T will be used for 
Planck function 
0 for no main gas (mix Curtis-Godson T's of all species for Planck function) 
(this is necessary for nlte calculations and is the slowest choice) 
-1 
$7.12 
use Curtis-Godson T of air for Planck function 
-1 
============================================================ 
8. microwindow definition 
Number of microwindows 
*** implies changes in $8.2-$8.6,$9.10-9.12 *** 
$8.1 
1 
Wavenumber ranges [cm-1] Cordering low -> high first wavenumbers) 




Number of sub-microwindows for each microwindow and 




(if = -1: the mircowindows from 8.2 will be used for all altitudes and 














Number of gases/isotopes to be considered in each microwindow 




Gases/isotopes (i4: xxxy, xxx=molecule number, y=hitran isotope number, 
Höpfner: KOPRA installation 571 
y=O: use all isotopes) 
(e.g. for separate calculation of HDO and all other isotopes give: 011 010 ) 
(line-data gases:) 
1=H20 2=C02 3=03 4=N20 5=CO 6=CH4 7=02 8=NO 9=S02 
13=0H 14=HF 15=HCL 16=HBr 17=HI 18=CLO 10=N02 11=NH3 12=HN03 
19=0CS 20=H2CO 21=HOCL 
28=PH3 29=COF2 30=SF6 
37=HOBr 38=C2H4 
22=N2 23=HCN 24=CH3CL 25=H202 26=C2H2 27=C2H6 
31=H2S 32=HCOOH 33=H02 
(additional non-hitran line-data gases:) 
101=HN04 
























continuum is considered for (but only if the related gas nurober is chosen in $8.6) 


















9. instrumental parameters 
Kind of apodization 
1= boxcar in ifg == sinc in spectrum 
2= triangle in ifg == sinc~2 in spectrum 
3= Hamming (Happ-Genzel) 
4= 3 term Blackmann-Harris 
5= 4 term Blackmann-Harris 
6= Norton-Beer weak 
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7= Norton-Beer medium 
8= Norton-Beer strong 
(for MIPAS ENVISAT (i.e. $9.7 =2) only Norton-Beer strong allowed) 
$9.1 
8 
Maximum optical path difference of the interferometer [cm] 
$9.2 
20.0 
Should field-of-view be taken into account? 
*** implies changes in $7.9, $7.10 *** 
$9.3 
T 
Should field-of-view effect on the instrumental profile be taken into account (F/T)? 
$9.4 
F 
Number of channels (the microwindows must lie in these channels) 
$9.43 
1 
Wavenumber range [cm-1] for each channel of $9.43 
$9.46 
(100. ,6000.) 
Half vertical field-of-view extension [rad] 
(one number for each channel of $9.43) 
$9.5 
6.1e-4 
Relative weighting function for vertical field-of-view 
(20 values along vertical fov extension, ordered by elevation, 
the vertical fov is subdivided in 20 bands of equal thickness 
and the values give the relative weighting (integral!) of each band) 
(one function for each channel of $9.43) 
$9.6 
1. ,3. ,5. ,6. ,6. ,6. ,6. ,6. ,6. ,6. ,6. ,6. ,6. ,6. ,6. ,6. ,6. ,5. ,3. ,1. 
Ils is calculated for circular aperture with phase and lin. apo. error: 1 
Ils is calculated using ESA parametrization: 2 
Ils is read in for each microwindow from file($2.9): 3 
(in case 3 the area under the ils must be normalized to 1!) 
$9.7 
1 
In case of $9.7 = 1: 
==================== 
->maximum inclination of the ray in the interferometer [rad] 
[max. value = 1/sqrt({$9.2} * max_wavenumber_of_interferometer) ] 
->part of linear Apodization in interferogram 
(1.0 = perfect instrument, 0.0 = triangle) {default 1.0} 
->phase error [rad] {default 0.0} 
Höpfner: KOPRA installation 573 
In case of $9.7 = 2: 
ESA parameters: 
->infrared misalignment y-direction [rad] 
->infrared misalignment z-direction [rad] 
->retroreflector linear shear along y [cm] 
->retroreflector linear shear along z [cm] 
->linear shear variation along y [-] 
->linear shear variation along z [-] 
->full interferometer divergence along y [rad] 
->full interferometer divergence along z [rad] 
->blur angular width along y [rad] 
->blur angular width along z [rad] 
->laser misalignment along y [rad] 
->laser misalignment along z [rad] 
->optical speed of interferometer [cm/s] 
->initial sampling perturbation [dxnull] 
->time constant of exponential attenuation of initial sampling perturbation [s] 
->time constant of exponential attenuation of initial speed fluctuation [s] 
->initial relative speed fluctuation at beginning of scan [cm/s] 
->gain slope of IR electrical response [-] 
->mismatched delay between electronic response and ADC trigger [s] 
->laser wvnr [cm-1] 
->relative driftrate of laser wvnr [-] 
->bandwidth laser white noise [Hz] 
->bandwidth laser 1/f noise [Hz] 
$9.8 
4.6e-5 1.0 0.0 
0.0, 0.2e-3, 0.004, 0.004, 0.0, 0.0, 5.4e-3, 9.0e-3 
5.2e-4, 3.3e-4, 0.15e-3, 0.15e-3, 10.0, 4.0e-8, 0.16, 0.016, 0.03 
-0.22, 1.4e-6, 7692.0, 1.0e-8, 20.0e6, 0.0 
Wavenumber shift [cm-1] 
--> m i c r o w i n d o w 
$9.9 
0.0 0.0 
Offset per mw and geometry [nW/cm2Srcm-1] (Spectrum*scale + offset) 




--> m i c r o w i n d o w 
$9.10 
0.0 0.0 
Scale per mw and geometry [nW/cm2Srcm-1] 
*** implies changes in $8.1, $5.2 *** 
--> m i c r o w i n d o w 
g 
e 
(Spectrum*scale + offset) 




Should noise be added to the spectra? 
$9.12 
F 
Rms value of the noise in the sinc-spectrum 




Seed-value for noise 




10. derivative definition 
Which derivatives shall be calculated? 
in case of esa-ils-parameters ($9.7==2): 
phase is parameter 1 and apolin is parameter 2 
Temp artific. shift offset phase Tgrad press aerosol 
I continuum I I I nlte numden 
I vmr LOS Tvib scale I apolinlvmrgradl model 
I I I I I I I I I 
$10.1 
T T F F F F F F F F F F F F F 
How many gases/isotopes for VMR derivative? 
*** implies changes in $10.3 *** 
$10.2 
1 




How many gases/isotopes for VMR-gradient derivative? 
*** implies changes in $10.5 *** 
$10.4 
1 
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How many vibrational temperature profiles (states) for this gas/isotope? 
*** implies changes in $10.8 *** 
$10.7 
2 





11. profile definition 
Should the profiles be recalculated for hydrostatic equilibrium 




Nurober of base levels for p,T,vmr,Tvib,continuum and gradient profiles 
$11.2 
50 
Latitude of the profiles read from files $2.1-2.7 [rad] 
$11.3 
0.78539 
Longitude of the profiles read from files $2.1-2.7 [rad] 
$11.4 
0.0 
Level altitudes [km] 
$11.5 
0.0, 1.0, 2.0, 3.0, 4.0, 
5.0, 6.0, 7.0, 8.0, 9.0, 
10.0, 11.0, 12.0, 13.0, 14.0, 
15.0, 16.0, 17 .0, 18.0, 19.0, 
20.0, 21.0, 22.0, 23.0, 24.0, 
25.0, 27.5, 30.0, 32.5, 35.0, 
37.5, 40.0, 42.5, 45.0, 47.5, 
50.0, 55.0, 60.0, 65.0, 70.0, 
75.0, 80.0, 85.0, 90.0, 95.0, 
100.0, 105.0, 110.0, 115.0, 120.0 
============================================================ 
12. line mixing 
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Should line mixing be considered (F/T)? 
$12.1 
F 
Direct diagonalization (1), Rosenkranz (2) 
$12.2 
2 
Only Q- (1), Q- and PR- coupling (2) 
$12.3 
2 
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============================================================ 
13. NLTE 
Should NLTE be considered (F/T)? 
$13.1 
F 








NLTE for how many different species? 
*** implies changes in 13.6, 13.8 *** 
$13.3 
1 




How many Tvib profiles (states) for each species? 














How many transitions should be calculated for each species? 














Should the nlte-model be used (F/T)? 
$13.9 
F 
Nlte-model for which nlte-species? 






Should broadband-aerosol be considered? 
*** input files $2.10 and $2.11 or $2.12 mustexist *** 
$14.1 
F 
Should the KOPRA internal Mie-model be used? 
(=T: wavenumber and altitude dependent refraction indices must be provided: $2.11) 




end KOPRA main input file 
============================================================ 
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============================================================ 
3.2 Files with fixed data 
The fixed data files are delivered together with the source-files of KOPRA. The 
directory tree is not fixed but given under $1. * in the main input file. 
3.2.1 Files with Doppler and Lorentz cut-offs 
============================================================ 
Files with Doppler ($1.1) and Lorentz ($1.2) cut-offs for calculation of the 
absorption coefficient. There are two versions of each file: 
For normal accuracy calculations: 
cutdop.dat and cutlor.dat 
For very high accuracy: 
cutdop3.dat and cutlor3.dat 
============================================================ 
3.2.2 Moleeule information data file 
============================================================ 
Data file with information on each hitran molecule and isotope 
(nurober of isotopes, molecular weights, hitran isotope abundancies, 
Gamache coefficient for partition suro calculation, state energies) 
($3.3) 
============================================================ 
$ nurober of hitran molecules, additional molecules, pseudo-line molecules 
38, 3, 10 
$ nurober of isotopes per HITRAN molecule 
4,8,5,5,6,3,3,3,2,1,2,1,3,1,2,2,1,2,5,3,2,1,3,2,1,2,1,1,1,1,3,1,1,1,2,1,2,2 
$ nurober of isotopes per additional line gas molecule 
1,1, 1 
$ nurober of isotopes per pseudo line gas molecule 
1,1,1,1,1,1,1,1,1,2 
$ molecular weights per HITRAN molecule 
18.' 20., 19., 19. 
44., 45., 46., 45.' 47., 46 . , 48 . '4 7 . 
48., 50.' 50., 49., 49. 
44., 45., 45., 46., 45. 
28., 29.' 30., 29., 31., 30. 
16., 17., 17. 
32., 34., 33. 
30., 31., 32. 
64., 66. 




17.' 19.' 18. 
20. 









































$ isotope abundancies of additional line gases 











Total internal partition sums for 70 - 500 K and 
500 - 1500 K coefficients for temperature interpolation 
for hitran molecules 
! ... H20 161 
-.44405E+01, .27678E+OO, .12536E-02,-.48938E-06 
-.94327E+02, .81903E+OO, .74005E-04, .42437E-06 
! . . . H20 181 
-.43624E+01, .27647E+OO, .12802E-02,-.52046E-06 
-.95686E+02, .82839E+OO, .68311E-04, .42985E-06 
! . . . H20 171 
-.25767E+02, .16458E+01, .76905E-02,-.31668E-05 
-.57133E+03, .49480E+01, .41517E-03, .25599E-05 
Total internal partition sums for 70 - 500 K and 
500 - 1500 K coefficients for temperature interpolation 
for additional molecules 
! ... HN04 -- 146 
-93323.15,1501.75154,-7.63597,0.01955 
-1.36049E6, 12156.008, -37.79588,0.0483 
! ... C3H8 -- 221 
.10000E+01, .OOOOE+OO,.OOOOE+OO, .OOOOE+OO 
.10000E+01, .OOOOE+OO,.OOOOE+OO, .OOOOE+OO 
! derived from Toon 
!160-350 K 
!350-500 K 
! ... H2CO 126, taken from hitran-gas 20 (H2CO) 
-.11760E+03, .46885E+01,.15088E-01, .35367E-05 
-.11760E+03, .46885E+01,.15088E-01, .35367E-05 
Total internal partition sums for 70 - 500 K and 
500 - 1500 K coefficients for temperature interpolation 
for pseudo-line gas molecules 
! ... ccl3f f11 from Toon 
-0.3529, 1.00617, -3.15636E-5, 4.90591E-8 
32.7266, 0.89325, 5.73225E-5, 6.49571E-8 
! ... ccl2f2 f12 from Toon 
2.70287 0.99566, -5.51294E-4, 3.26664E-6 
-1330.38301, 6.58174, -0.00826, 6.78855E-6 
! ... chf2cl f22 from Toon 
-1.2063, 1.02228, -1.23158E-4, 2.11691E-7 





62.86447, 0.74045, 2.71348E-4, 4.48698E-8 
total internal partition sums at reference temperature 296 K 
for hitran molecules 
.174626E+03, .176141E+03, .105306E+04, .865122E+03 
.286219E+03, .576928E+03, .607978E+03, .354389E+04, .123528E+04, 
.323407E+03, .376700E+04 
.348186E+04, .746207E+04, .364563E+04, .430647E+05, .212791E+05 
.499183E+04, .334938E+04, .344940E+04, .526595E+04, .307008E+05 
.107428E+03, .224704E+03, .112781E+03, .661209E+03, .236447E+03, 
.589908E+03, .117974E+04, .477061E+04 
.215726E+03, .452188E+03, .263998E+04 
.339730E+04, .157040E+04, .358252E+04 
total internal partition sums at reference temperature 296 K 




HN04 derived from Toon 
C3H8 
taken from hitran-gas 20 (H2CO) 
total internal partition sums at reference temperature 296 K 





State Energies for hitran gases 
number of states 
state energies 
number of ground states 
hitran ground state number 
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State Energies for additional line-gases 
nurnber of states 
$ 
state energies 
nurnber of ground states 
ground state number 





! ... C3H8 221 
$ 
State Energies for pseudo line-gases 
nurober of states 
state energies 
number of ground states 
ground state number 





! ... ccl2f2 
============================================================ 
3.2.3 Line-mixing data file 
For a detailed description of this file see Part VI: 'Line mixing'. 
============================================================ 
============================================================ 
File with line-mixing data. This file is only necessary if $12.1 is set 
to 'T', i.e. line mixing is switched on. 
(y-coefficients, ... ) ($3.4) 
============================================================ 
3.2.4 Spectroscopic data files 
Files with spectroscopic data of HITRAN molecules, additional molecules, and 
pseudo-lines. (The file-names have to be in the form: fXXXXX, where XXXXX 
is the wavenumber; the files are produced with the auxiliary program 'hitsort.f90') 
($3.5) 
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3.2.5 Cross-section data files for heavy molecules 
Files with cross-section data for the heavy molecules. (Only necessary if cross-
section species are calculated.) For each molecule one binary direct-access data 
file is necessary and is produced with the auxiliary program 'hitX2bin.f90' from 
standard hitran cross-section files. The cross-section file-names are given in the file 
xfiles.dat which is in the same directory as the cross-section files (name given under 
$3.6). 
3.3 Input files for atmospheric profiles 
The altitudes of the proflies and the number of Ievels can be different from file to 
file. All profiles will be interpolated to the grid under $11.5 in the main input file. 
Be careful: if the altitude range of $11.5 extends the altitude ranges in the profile-
flies the values will also be extrapolated to the Ievels of $11.51 This can sometimes 
lead to implausible values. So care should be taken that the altitude range of $11.5 
includes all ranges given in the profiles. 
All input-profiles are assumed to be at the same geolocation which is given under 
$11.3-11.4 in the main input file. 
3.3.1 p,T proflies 
============================================================ 
File with p,T profiles. The filenarne is given under $2.1 
in the main input file. 
============================================================ 








1.0, 2.0, 3.0, 4.0, 
1.013E+03, 8.988E+02, 7.950E+02, 7.012E+02, 6.166E+02, 
Tamperature [K] 
$ 
288.20, 281.70, 275.20, 268.70, 262.20, 
============================================================ 
3.3.2 p,T gradient proflies 
============================================================ 
File with p,T gradient profiles. The filenarne is given 
under $2.2 in the main input file. 
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============================================================ 
Number of levels 
$ 
50 
Level altitudes [km] 
$ 
0.0, 1.0, 2.0, 3.0, 4.0, 
Pressure lat. gradient [hPa/km], i.e. the gradient is parallel to 
(along) the latitude circles. 
Positive to the east and negative to the west. 
$ 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Pressure lon. gradient [hPa/km], i.e. the gradient is parallel to 
(along) the longitude circles (meridians). 
Positive to the south and negative to the north. 
$ 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Temperature lat. gradient [K/km], i.e. the gradient is parallel to 
(along) the latitude circles. 
Positive to the east and negative to the west. 
$ 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Temperature lon. gradient [K/km], i.e. the gradient is parallel to 
(along) the longitude circles (meridians). 
Positive to the south and negative to the north. 
$ 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
============================================================ 
3.3.3 vmr profiles 
============================================================ 
File with vmr profiles. The filename is given under $2.3 
in the main input file. 
There must exist a profile for each molecule which 
should be calculated under $8.6 of the main input file. 
============================================================ 
Number of levels 
$ 
50 
Level altitudes [km] 
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$ 
0.0, 1.0, 2.0, 3.0, 4.0, 
Number of gas profiles given below (at least for the gases which have to be 
considered in all microwindows) 
$ 
2 









3.300E+02 3.300E+02 3.300E+02 3.300E+02 3.300E+02 3.300E+02 3.300E+02 3.300E+02 
============================================================ 
3.3.4 vmr gradient proflies 
============================================================ 
File with vmr - gradient profiles. The filename is given under $2.4 in 
main input file. 
There must exist a profile for each molecule which 
should be calculated under $8.6 of the main input file 
(even if its gradients are zero). 
============================================================ 
Number of levels 
$ 
10 
Level altitudes [km] 
$ 
0.0, 9.0, 16.0, 24.0, 31.0, 
48.0, 57.0, 66.0, 120.0 
Number of gas gradient profile pairs given below 
(at least for the gases which have to be 
considered in all microwindows) 
$ 
2 
Hitran gas number 
39.0, 
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Profile [ppmv/km] 
H20 lat. gradient [ppmv/km], i.e. the gradient is parallel to 
(along) the latitude circles. 
Positive to the east and negative to the west. 
$ 
1 
3.375E-01 3.375E-01 4.050E-03 2.400E-03 2.000E-03 1.500E-03 
1.800E-03 2.200E-03 2.200E-03 2.200E-03 
H20 lon. gradient [ppmv/km], i.e. the gradient is parallel to 
(along) the longitude circles (meridians). 
$ 
Positive to the south and negative to the north. 
1 
3.375E-01 3.375E-01 4.050E-03 2.400E-03 2.000E-03 1.500E-03 
1.800E-03 2.200E-03 2.200E-03 2.200E-03 
C02 lat. gradient [ppmv/km], i.e. the gradient is parallel to 
(along) the latitude circles. 
$ 
Positive to the east and negative to the west. 
2 
O.OOOE-02 O.OOOE-02 O.OOOE-02 O.OOOE-02 O.OOOE-02 
O.OOOE-02 O.OOOE-02 O.OOOE-02 O.OOOE-02 O.OOOE-02 
C02 lon. gradient [ppmv/km], i.e. the gradient is parallel to 
(along) the longitude circles (meridians). 
$ 
Positive to the south and negative to the north. 
2 
O.OOOE-02 O.OOOE-02 O.OOOE-02 O.OOOE-02 O.OOOE-02 
O.OOOE-02 O.OOOE-02 O.OOOE-02 O.OOOE-02 O.OOOE-02 
============================================================ 
3.3.5 continuum proflies 
============================================================ 
File with continuum profiles. The filename is given under $2.5 in 
main input file. (For each microwindow one profile has to be given.) 
============================================================ 
aerosol absorption and scattering 
coefficient profiles (for each microwindow) [km-1] 
Number of levels 
$ 
50 
Level altitudes [km] 
$ 
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0.0, 1.0, 2.0, 3.0, 4.0, 
Nurober of microwindows for which profiles are given below 
$ 
2 





0.0 0.0 0.0 0.0 0.0 0.0 0.0 
$ 
2 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 





0.0 0.0 0.0 0.0 0.0 0.0 0.0 
$ 
2 
0.0 0.0 0.0 0.0 0.0 0.0 ~.0 
============================================================ 
3.3.6 Vibrational temperature or non-LTE/LTE population ratio pro-
flies 
============================================================ 
File with vibrational temperature or population ratio profiles. 
The filename is given under $2.6 in 
main input file. 
============================================================ 




Level altitudes [km] 
$ 
0.0, 1.0, 
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2.0, 3.0, 4.0, 
Vibrational temperatures (F), population ratios (T) 
$ 
F 





Vibrational temperatures or population ratios 




2.8820E+02 2.8170E+02 2.7520E+02 2.6870E+02 2.6220E+02 2.5570E+02 2.4920E+02 
============================================================ 
3.3.7 Vibrational temperature or non-LTE/LTE population ratio gra-
dient proflies 
============================================================ 
File with vibrational temperature or population ratio gradient profiles. 
The filename is given under $2.7 in 
main input file. 
============================================================ 
Nurober of levels 
$ 
50 
Level altitudes [km] 
$ 
0.0, 1.0, 2.0, 3.0, 4.0, 
Vibrational temperatures (F), population ratios (T) 
$ 
F 
Total nurober of following latitude/longitude profile-pairs 
$ 




Vibrational temperature gradients 
589 
co2 2 (vib state 01101) lat. gradient [K(or 1)/km], i.e. the gradient is parallel to 
(along) the latitude circles. 
$ 
Positive to the east and negative to the west. 
021 
2 
1.000E-2 1.000E-2 1.000E-2 1.000E-2 1.000E-2 1.000E-2 1.000E-2 1.000E-2 
co2 2 (vib state 01101) lon. gradient [K(or 1)/km], i.e. the gradient is parallel to 
(along) the longitude circles (meridians). 
$ 
Positive to the south and negative to the north. 
021 
2 
1.000E-2 1.000E-2 1.000E-2 1.000E-2 1.000E-2 1.000E-2 1.000E-2 1.000E-2 
============================================================ 
3.3.8 Isotope abundance proflies 
============================================================ 
File with isotope abundance profiles. 
The filename is given under $2.8 in 
main input file. 
============================================================ 
The isotope (relative) abundance profiles for all isotopes of all hitran gases: 
Number of levels for gas: 1 
$ 
1 
Altitude levels for this gas [km] 
$ 
1.0 
Isotope abundances on the levels 
$ iso 1 
0.997317 
$ iso 2 
0.00199983 
$ iso 3 
0.000372 
$ iso 4 
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0.00031069 




3.3.9 Broadband aerosol nurober density, mode-radius and -width pro-
files 
============================================================ 
File with broadband-aerosol profiles: 
number densities, mode-radii, mode-widths. 
The filename is given under $2.10 
in the main input file. 
============================================================ 





0.0 22.0 25.0 120.0 
Broadband-aerosol number density [particles/cm-3] 
$ 
0.0 10.0 0.0 0.0 
The following input data is only necessary if the KOPRA internal Mie-model is used: 
Number of modes for distribution function (1 or 2) 
$ 
1 
Mode-radius for mode 1 [micrometer] 
$ 
0.2 0.2 0.2 0.2 
Mode-width for mode 1 
$ 
0.4 0.4 0.4 0.4 
The following input data is only necessary if 2 modes are considered: 
Mode-radius for mode 2 [micrometer] 
$ 
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0.9 0.9 0.9 0.9 
Mode-width for mode 2 
$ 
0.4 0.4 0.4 0.4 
Weight for mode 1 





3.3.10 Broadband aerosol altitude and wavenmnber dependent refrac-
tion indices 
File with broadband-aerosol altitude and wavenumber 
dependent refraction indices. 
The filename is given under $2.11 
in the main input file. 
============================================================ 






The following section is repeated (number of levels) times: 
Number of wavenumber grid points for refraction indices: 
$ 
1691 
Wavenumber, real-part, imaginary part of refraction index 
$ 
482.12 2.172E+OO 3.333E-01 
485.97 2.121E+OO 4.082E-01 
489.83 2.077E+OO 4.928E-01 
493.69 2.010E+OO 5.676E-01 
497.54 1.917E+OO 6.039E-01 
Number of wavenumber grid points for refraction indices: 
$ 
1691 
Wavenumber, real-part, imaginary part of refraction index 
$ 
592 
482.12 2.172E+OO 3.333E-01 
485.97 2.121E+OO 4.082E-01 
489.83 2.077E+OO 4.928E-01 
493.69 2.010E+OO 5.676E-01 
497.54 1.917E+OO 6.039E-01 
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3.3.11 Broadband aerosol altitude and wavenumber dependent cross-
sections 
File with broadband-aerosol altitude and wavenumber 
dependent cross-sections. 
The filename is given under $2.12 
in the main input file. 






The following section is repeated (number of levels) times: 




Wavenumber [cm-1] , absorption cross-section [cm2/particle] , 
extinction cross-section [cm2/particle] 
$ 
500.0 1. Oe-17 1. 2e-17 
955.0 1. Oe-16 1.1e-16 
960.0 1. Oe-18 1. 2e-18 
1500.0 1. Oe-18 1. 3e-18 
2000.0 1. Oe-18 1.4e-18 




Wavenumber [cm-1] , absorption cross-section [cm2/particle] , 
extinction cross-section [cm2/particle] 
$ 
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500.0 i.Oe-17 1.2e-17 
955.0 i.Oe-16 1.1e-16 
960.0 i.Oe-18 1. 2e-18 
1500.0 1. Oe-18 1. 3e-18 
2000.0 1. Oe-18 1.4e-18 
============================================================ 
3.4 Input file for AILS-function 
============================================================ 
File with (apodized) instrumental line shape (AILS) function per microwindow 
The filename is given under $2.9 in the main input file. 
============================================================ 
The apodized instrumental line shape (ails) function for 
each microwindow on the wavenumber fine grid. 
Wavenumber distance between the ails points [cm-1] 
$ 
0.0005 
Number of grid points (must be odd!) 
$ 
303 
Ails functions per microwindow 





3.5 Output files for spectra and derivative spectra 
The file name convention for spectra and derivative spectra is: 
For spectra: 
directory I abcd ... xxyyzz 
For derivative-spectra of offset, scale, wavenumber-shift, ils-phase, ils-apolin, and 
line-of-sight: 
directory I abcd ... offxxyyzz 
directory I abcd ... scaxxyyzz 
directory I abcd ... shixxyyzz 
directory I abcd ... phaxxyyzz 
directory I abcd ... apoxxyyzz 
directory I abcd .. .losxxyyzz 
For derivative-spectra of temperature, temperature-gradient, pressure, and contin-
uum: 
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directory I abcd ... Txxyyzzvvv 
directory I abcd ... Tgraxxyyzzvvv 
directory I abcd ... pxxyyzzvvv 
directory I abcd ... aerxxyyzzvvv 
For derivative-spectra of vmr, vmr-gradient, and vibrational temperature: 
directory I abcd ... vmrxxyyzzuuvvv 
directory I abcd ... vmrgraxxyyzzuuvvv 
directory I abcd ... Tvi bxxyyzzuuvvv 
Where: 
directory labcd... = directory and file-initials as given under 3.1and3.2 xx = mi-
crowindow number yy = observation geometry number zz = sub-microwindow num-
ber uu = species number (in case of vmr and vmr-gradient) uu = vibrational state 
number (in case of Tvib) vvv = (altitude) retrieval-parameter number (e.g. altitude 
level) 
============================================================ 
Spectra and derivative spectra on the fine wavenumber (monochromatic) grid. 
The file name directory and initials are given under $3.1 and under $3.2 
============================================================ 
# 






spectral value [nW/cm2srcm-1] 
spectral value [nW/cm2srcm-1] 
spectral value [nW/cm2srcm-1] 
spectral value [nW/cm2srcm-1] 
============================================================ 
3.6 log- and error-files 
If $3.3==1 the log-file is written to screen or file as selected under $3.4. The 
warnings and errors are written into the log-file and into an extra error-file with the 
filename of $3.5. 
595 
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1 Module Listing and Description 
• Modules for fixed data and parameters: 
ckdcoe..m 




Definition of mathematical-physical and dimensioning parameters. 
Subroutines: 
-I-
- precis..m Definition of precision parameters for integer and real variables. 
Subroutines: 
-I-
• Module for type-definition: 
- types..m 
Definition of types for all derived-type variables in kopra. 
Subroutines: 
-I-
• Modules for variable-interfaces: 
- inpdat_m 








Definition of output variables. 
Subroutines: 
-I-
• Modules with mathematical libraries: 
- linpac..m 
Subroutine collection for linear algebra. 
(Translated from the slatec library on http:/ /www.netlib.org/slatec/) 
Subroutines: 
public :: balanc, cbal, balbak, cgedi, cgefa, cginv, corth, elmhes 
eltran, compqr2, hqr, cg, rg, qsort 
- recipe..m 
Subroutine collection from numerical recipes. 
Subroutines: 
public :: polcoe, hunt, locate, spline, splint, splintl, linintl, isort 
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• Modules for often used subroutines: 
- giveJil 
Collection of subroutines which return the value of 
atmospheric parameters for a given location in the 
atmosphere (latitude, longitude, altitude). The 
interpolation is performed either in the input proflies or 
in the retrieval parameter profiles. 
Subroutines: 
public :: give_p,give_T,give_vmr,give_Tvib, give__aerabs,give__aersca 
private :: give_pgrad, give_Tgrad, give_Tvibgrad, geodistance 
- varsubJil 
Collection of subroutines that are often use by different modules. 
Subroutines: 
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public :: delete_elemenU, multiple_cut, go_next, g, press, alti, seconds, 
yinterpoll, yinterpol2 
• Modules for specialized tasks: 
abcoJil 
Calculates absorption coefficients [cm2] for all layers and observation 
geometries. 
Subroutines: 
public :: absco_calc 
private :: absco_branch, allocate_geoJnw, line_strength, cho2chi 
- addlinJn 
Provides subroutines for the efficient calculation of absorption coefficient 
on a line-by-line basis. 
The basic idea the use of look-up-tables for determining the optimal set 
of sampling points for each spectral line. 
Subroutines: 
public :: allocate_cutoff, deallocate_cutoff, allocate_grid, 
deallocate_grid, addJines_chilm, addJines_chi, 
addJinesJm, addJines, interpolate_grid 
private :: voigt 
- gascon.Jll 
Calculation of N2 ,02 , H2 0, C02 continua. 
Su brou tines: 
public :: calc_h2ocon, calc_n2con, calc_o2con 
- ifnlteJil 
Interface to the nlte-model 
Subroutines: 
public :: interface_nlte 
- ilsfovJil 
Calculate ails and convolve fine-grid spectrum. Determine field-of-view 
weighted average spectrum. 
Subroutines: 
public :: envils, envfovils, ilsapo, fovilsl, ilsapo.Jixed, ilsfov .lixed 
private :: value_test, vertinterpol, fovmeanspec, scndderfov, fovilsspec, 
derive, 
convolution, makeifg, makeils, shiftwvnr, makecifg, fovtrm, makecils, 
addnoise 
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- inider_m 
Initialization of variable deri% for derivative calculation. 
Subroutines: 
public :: inLderi 
- inipar_m 
Initialization of the vector para% which contains the parameterization 
of atmospheric profiles. 
Subroutines: 
public :: inLpara 
private :: inLpara_vmr, ini_para_T, inLpara_Tvib, 
inLpara_aerabs, inLpara_Tgrad, inLpara_vmrgrad, inLpara_p 
- inismw_m 
Determination of internal forward model sub-microwindows. 
Subroutines: 
public :: inLsub_mw 
- iniout_m 
Initialization and determination of the output variable outdat%. 
Subroutines: 
public :: inLoutput 
- input_m 
Initialization and definition of all input variables. 
Subroutines: 
public :: input 
private:: input__hitmol, input_main, input_mwdef, inpuUsoprof, input_pTprof, 
in puL vmrprof, 
input_pTgradprof, in puL vmrgradprof, input_contprof, input_ Tvibprof, 
input_ Tvibgradprof,inpuLails, 
make__hydroequi, ils__radius, extend_mw, speciorder, isomult 
- inspec_m 
Read spectroscopic data and built up speci% variable. 
Subroutines: 
public :: inpuLspectroscopy 
private :: numdata, readlines, isoabun, linein, allocopyl, allocnoJllte, 
allocnoJm, allocJllte, 
allocopy2, pointmw, check_mwspeci, readJmdata, allocJm, deleteJmlines, 
- linmix_m 
Provides subroutines for line-mixing. 
Subroutines: 
public :: y _calc..rk, y _calc_dd, corr_y _coeffs, 
- miemod_m 
Performs the Mie-calculations. 
Subroutines: 
public :: mie 
private :: miecoe,mieampli,set_miepar ,seLgauher 
- modgeo_m 
Introduces additional geometries for the simulation of FOV and defines 
the new occupation matrix for all the simulated 
geometries ('simulated geometries' are called all geometries to be calcu-
lated in the forward model i.e. the 
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observed plus the additional geometries for FOV.) Subroutines: 
public :: make_modelgeo 
private:: addsim_a, addsim_b, addgeo, make_occusim, 
- modlev_m 
Defines the model altitude levels for the forward calculation. 
Subroutines: 
public :: make_modelgrid 
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private:: min_distance, calc_ztang, base, grid_t_llw, grid_tang, deleteJevel, 
addJevel, 
- nltder_m 
Post derivatives in case of use of nlte-model 
Subroutines: 
public :: nlte_postderi 
private :: nlte_vmr_postderi, nlte_x_postderi 
- offsca_m 
Add offset and scale spectra. Calculate offset and scale derivatives. 
Subroutines: 
public :: offset_scale 
private :: sca, off, sca_deri, off_deri 
- parchk_m 
Checks if variation of a distinct retrieval parameter influences the values 
of the atmospheric quantity 
inside an altitude region of the atmosphere. 
Subroutines: 
public :: para_aerabs_change, para_vmr_change, para_T_change, 
para_Tvib_change, para_Tgrad_change, para_vmrgrad_change 
- radtra_m 
Calculation of the radiative transfer through the atmosphere and deter-
mination of the fine-grid spectra and their derivatives. 
Convolution of the fine-grid spectra with the ails to get the spectra on 
the coarse-grid (measurement grid) and 
calculation of the field-of-view weighting. 
Subroutines: 
public :: radtrans 
private :: radtrans_mw, tausrc, optsrcdTvib, derivmr_calc, deriaer_calc, 
deriT _calc, deriTvib_calc, 
deriTgrad_calc, derivmrgrad_calc, writeabco, writespec, lsimobs, finewrk, 
ilsapofov _calc, sub_mw _minmax, 
alloc_Sails 
- rayctl_m 
Controls ray-tracing, calculation of path integrated values ( Curtis-Godson 
values and column amounts) and the 
derivatives of path integrated values wrt retrieval parameters. 
Subroutines: 
public :: raytrace_ctrl 
private:: allocgeol, homog_path, para_dcoLneO, para_dabsopt...neO, para_dT ...neO, 
para_dTgrad...neO, 
para_dTvib...neO, para_dcolgrad...neO, calc...nlte_ratios, calc...nlte_dratios 
- ray_m Calculate ray-tracing, path integrated values (Curtis-Godson val-
ues and column amounts) and the 
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derivatives of path integrated values wrt retrieval parameters. 
Subroutines: 
public :: raytra, tangalt 
private :: leveltang, leveltrans, integrate, nmax_calc, index_nlte, tang-
para, height, findtop, facds, cross, 
unitvector, refin, epsi, gradient, observer, tnew, latlon, vektorsin, al-
loc_geo, pathcopy, ray _out 
transLm Collection of subroutines specialized for radiative transfer cal-
culation. (Interpolation between different grids.) 
Calculation of planck/source functions and N2 and 02 continua. 
Subroutines: 
n2calc, o2calc, h2ocalc, planck, alpha, dalphadTvib, source, dsourcedTvib, 
abscol, absco2, scaLadd_fabsco, 
fabsco_add_scal, scaLadd_absco, absco_add_scal, scal_sub_fabsco, fabsco_sub_scal, 
scal_sub_absco, 
absco_sub_scal, scaLaddsub_absco, scal_mul_fabsco, fabsco_mul_scal, ab-
sco_mul_scal, scal_muLabsco, 
absco_muLcomplex, complex_muLabsco, cut_fabsco, cut_absco, ipos, fine_absco, 
fine_fabsco, exp_fabsco, 
exp_absco, absco_to_absco, fabsco_to_absco, fabsco_sub_fabsco, absco_sub_fabsco, 
fabsco_sub_absco, 
absco_sub_absco, fabsco_add_fabsco, absco_add_fabsco, fabsco_add_absco, 
absco_add_absco, absco_addsub_absco, 
fabsco_mul_fabsco, absco_mul_fabsco, fabsco_muLabsco, absco_muLabsco, 
Re_absco, Re_fabsco, Im_absco, Im_fabsco, 
deallocateO, deallocatel, deallocate2, deallocate3, initO_absco, initLabsco, 
init2_absco, init3_absco 
- wriout_m 
Write output spectrum outdat% ... to file. 
Subroutines: 
public :: writeout 
private :: writespec 
- xinput_m 
Reads measured heavy molecule cross-section data and determines mea-
suring range for every microwindow /xsct.-gas. 
Subroutines: 
public :: input_xsection 
private :: deallocate_range, make_x, readxfilenames, readxbody, readx-
header, check_mw Xspeci 
- xintpl_m 
Pressure, temperature and wavenumber grid interpolation of heavy mol-
ecule cross-section measurements. 
Subroutines: 
public :: allocate_x, deallocate_x, interpl_xpt 
private :: interpLptl, interpLpt2, interpLpt3, interpLpt4, interpl_x, 
quadrant, quad_occ, distancel, distance2 
• Modules for control tasks: 
- kopfwd_m 
Controls forward model run (without in/output) and determines numer-
ical p-derivatives. 
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Subroutines: 
public :: kopra_forwrd 
private :: kopra_derip 
- kopra Main program. 
Subroutines: 
-I-
2 Subroutine Listing and Description 
pri. .. private 
pub ... public 
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Subroutines from:--------------------------------------------------------------
abco_m.f90 (module abco_m) 
addlin_m. f90 (module addlin_m) 
give_m.f90 (module give_m) 
ifnlte_m.f90 (module ifnlte_m) 
ilsfov_m.f90 (module ilsfov_m) 
inider_m.f90 (module inider_m) 
iniout_m.f90 (module iniout_m) 
inipar_m.f90 (module inipar_m) 
inismw_m.f90 (module inismw_m) 
input_m.f90 (module input_m) 
inspec_m.f90 (module inspec_m) 
kopfwd_m.f90 (module kopfwd_m) 
linmix_m. f 90 (module linmix_m) 
miemod_m.f90 (module miemod_m) 
modgeo_m.f90 (module modgeo_m) 
modlev_m.f90 (module modlev_m) 
nltder _m. f90 (module nltder_m) 
offsca_m.f90 (module offsca_m) 
parchk_m. f90 (module parchk_m) 
radtra_m. f90 (module radtra_m) 
ray_m.f90 (module ray_m) 
rayctl_m.f90 (module rayctl_m) 
varsub_m.f90 (module varsub_m) 
wriout_m. f90 (module wriout_m) 
absco_calc©abco_m pub Calculates absorption coefficients [cm**2] 




pri Calculates the absorption coefficient of 
branch 
pri Calculates the accuracy for absortion cross 
section calculation 
pri Add additional levels between two base-levels 
if temperature or half-width conditions are 
valid 


















pri Add one altitude level to a given profile. 
pub add the individual lines on the grid made up 
of different tiers 
pub add the individual lines on the grid made up 
of different tiers 
pub add the individual lines on the grid made up 
of different tiers 
pub add the individual lines on the grid made up 
of different tiers 
pri adds one geometry to the list of simulated 
geometries 
pri Adds Gaussian noise to the coarse spectra 
pri adds simulated geometries to the observed ones 
for criterion accu%ifov <= 0 (criterion 1 in 
input-file) 
pri adds simulated geometries to the observed ones 
for criterion accu%ifov > 0 (criterion 2 in 
input-file) 
pub allocates memory and reads cutoff-files 
"cutdop.dat" and "cutlor.dat" 
pri allocates geo% ... %mw part of geo% variable 
pub allocates and initializes the grid tiers 
pri allocate geo()% ... %lay and geo()% ... %lay%speci 
geo% ... %lay%speci%iso, geo% ... %iso%state 
pri allocation of geo%() and geo%()par()% 
pri allocate the line mixing branches of vector 
speci and copy the line data of the line mxing 
lines from the vector lm into 
speci()%iso()%band()%branch()%line and 
speci()%iso()%band()%branch()%lmline 
pri determine number of different isotopes for 
each species where nlte has to be considered 
and the number of nlte bands. 
Allocate speci%iso and speci%iso%band 
pri allocate data vector where the spectrum and 
derivatives are stored be careful: the 
sub-microwindow index is on the internal! 









pri allocate speci%iso%band%branch in the case no 
line rnixing is considered 
pri allocate speci%iso and speci%iso%band in the 
case no nlte is considered 
pri allocate speci()% vector and copy line data in 
case no nlte and no line rnixing is considered 
pri allocate the vectors 
speci()%iso()%band()%branch(O)%line and copy 
the line data frorn vector spe()%line into this 
vectors. 
pri Calculation of the altitude using rnean 
ternperature of the layer and g at the lower 
boundary level 
pri Test if altitudes in profile file are equal to 
altitudes in kopra.inp 
pri deterrnine index of highest atrnospheric 
base_level: nbaselev so that the highest 
altitudelevel is lower or equal accu%upatrn and 
rnake the base-levels 
brdaero_gridinv_calc@radtra_rn pri deterrnine for each gridpoint of the 
irregular fine grid the corresponding grid 







pri interpolate the broadband-aerosol wavenurnber 
dependence on the irregular fine grid on 
which the radiative transfer is perforrned 
pri calculate the fq-nlte-factors if sw%fq_equ1= 
.false. 
pri deterrnines if the absorption cross sections 
for a layer of a geornetry will be calculated 
new or if 
they will be taken frorn the lowest geornetry 
pri the derivative of the ratios of population 
geo()% ... %state()%r with respect to Tkin is 
calculated 
pri deterrnination of the tangent altitudes if the 
nadir angles of a lirnb scan are given 
(sw%rnodeobs = 2 or 4) 
pri deletes species frorn the rnicrowindow species 
list if there are no lines of the species in 













pri Check if conditions on temperature variation 
and half-width variation are fulfilled so 
that an additional level must be added 
pri convolution of spectrum with ILS and gridpoint 
density reduction 
pri corrects the y-coefficients 
pri Calculates the chi-factor for the correction 
of the co2-lineshape. The chi-factor is 
calculated for the n2- and the o2-broadening 
of co2-lines using the parametrizations from: 
C. Cousin, R. Le Doucen, C. Boulet, and 
A. Henry, 
'Temperature dependence of the absorption in 
the region beyond the 4.3-um band head of C02. 
2: N2 and 02 broadening', Appl. Opt., 24, 
3899-3907, 1985. 
V. Menoux, R. Le Doucen, J. Boissoles, and 
C. Boulet, 
'Line shape in the low frequency wing of 
self- and N2 broadened v3 C02 lines: 
temperature dependence of the asymmetrie', 
Appl. Opt., 30, 281-286, 1991. 
The chi-factors are linearily interpolated in 
the ranges 193-238K and 238-296K and linearily 
extrapolated to lower (higher) temperatures 
from these ranges .. 
The chi-factor is then calculated by weighting 
of the N2 and 02 factors according to their 
atmospheric abundance. 
pri cross - product 
pri calculates sim()%dangle_dztang: the derivative 
of the nadir angle wrt the tangent altitude 
pub deallocates space used for the cutoff-tables 
pub deallocates the grid tiers 
pri delete integer element i from an integer 
vector 
pri Delete one level from a given profile. 
pri Deletes lines from the %branch(O)%line lines 
if they are also included in the line mixing 


















branches, so that these lines are not 
calculated twice. 
pri Calculation of derivatives with respect to 
aerosol absorption parameters 
pri Calculation of derivatives with respect to 
broadband aerosol number density parameters 
pri Calculation of derivatives with respect to 
Mie parameters 
pri Calculate derivatives of the cg-pressure 
of air and the air-column with respect 
to p-parameters 
(including refraction dependence) 
pri Calculation of derivatives with respect to T 
parameters 
pri Calculation of derivatives with respect to 
Tgrad parameters 
pri Calculation of derivatives with respect to vmr 
parameters 
pri derivative of spectrum with respect to 
abszissa 
pri Calculation of derivatives with respect to vmr 
parameters 
pri Calculation of derivatives with respect to 
vmr-gradient parameters 
pub AlLS and FOV convolution for ENVlSAT 
pub AlLS convolution for Envisat 
pri calculate refraction index-1 at cartesian 
point r in atmosphere 
pub stop program 
pri Extend the microwindows on each side by the 
ilsradius. 
pri find, along a direction vector dr, with 
endpoint heights h1 and h2 the point with 
height h 
pri find (coming from outside) the crossing point 
with top level of atmosphere 














pri determine the vector wrkrad which contains the 
spectra for all geometries to the used for 
field-of-view 
pub AILS and FOV convolution for linear aperture 
pub AILS and FOV convolution for read-in 
AILS-function 
pri determines finite FOV taking 2nd derivative of 
vertically varying spectrum into account 
(thus modifying resulting lineshape) 
pri determines spectrum representative for FOV 
FOV is assumed to extend vertically areund 
elevcenter from 
-vertfovradius ... +vertfovradius 
FOV is described by weights of nvertfov 
horizontal stripes of equal width covering the 
FOV. Therefore the used elevationsextend over 
a slightly narrewer range than 
-vertfovradius ... +vertfovradius 
pri Calculation of earth gravitational 
acceleration depending on altitude and 
latitude: slightly modified version of: 
- Redemann (1984) 
- Clarmann (1986) 
pri numerical recipe to calculate abscissas and 
weights for Gauss-Hermite integration 
pri determine the distance (in terms of dx[km] and 
dy[km] of the point rlat,rlon 
from the profile location 
pub give the aerosol absorption for a distinct 
altitude 
pub give the aerosol scattering for a distinct 
altitude 
pub give the altitude value to a given index 
pub give the broadband aerosol parameters for a 
certain altitude 
pub give the broadband-aerosol absorption and 
extinction cross-sections (no Mie-model) 
or the real and 
imaginary refraction indices for a distinct 
altitude (Mie-model) 






















pub give the pressure for a distinct altitude and 
temperature at this altitude 
pri give the p-gradients for a given altitude 
pub give the temperature for a distinct altitude 
pri give the T-gradients for a given altitude 
pub give the vibrational temperature for a 
distinct altitude 
pri give the vmr-gradients for a given altitude 
pub give the vmr for a distinct altitude 
pri give the vmr-gradients for a given altitude 
pri goto next '§' in input file ifile 
pri calculate gradient of (refraction index-1) 
around point r 
pri fine-level gridding using T-differences and 
half-width changes 
pri fine-level gridding due to levels above 
tangent points 
pri calculate distance to surface of ellipse 
pri determine the path parameters for homogeneaus 
path calculation 
pub AlLS convolution for circular aperture 
pub AlLS convolution for read-in AlLS-function 
pri convolution of the fine-grid spectra add their 
derivatives with the apodized instrumental 
fine shape and field of view calculation 
pri Determination of the radius (in multiples of 
the fine grid distance wgrid%fine) where the 
chosen apodisation function 'accu%iapo' is 
decreased to 1, 0.1, or 0.01% of it's centre 
value. 
pri gives for species ispeci and state istate the 
index in 'tot' vector where Tvibs are stored 
pub initialize deri% variable 
pub initialize data vector where the output 














spectrum is stored be careful: the 
sub-microwindow index is on the external! 
sub-microwidows 
pub Initialization of parameter vector para%. 
pri initialization of parameter vector for aerosol 
absorption coefficient parameters 
pri initialization of parameter vector for 
Mie model 
pri initialization of parameter vector for 
broadband aerosol number density 
pri initialization of parameter vector for 
pressure parameters 
pri initialization of parameter vector for 
temperature parameters 
pri initialisation of parameter vector for 
temperature derivative parameters 
pri initialization of parameter vector for Tvib 
parameters 
pri initialization of parameter vector for vmr 
parameters 
pri initialisation of parameter vector for vmr 
parameters 
pub determines internal forward model sub-
microwindows 
pub controls the input from files and defines 
input variables 
pri read broadband-aerosol altitude profiles of 
number density, mode-radii and mode-widths 
input_brdaero_wave@input_m pri read broadband-aerosol wavenumber and altitude 
dependent absorption and extinction 





pri reads the continuum profiles from file ifile. 
pri reads the hitran molecule information from 
file 
pri reads the isotope abundance profiles from 
file ifile. These profiles are used to 





scale the vmr profiles if single isotopes 
have to be calculated 
pri -reads the data from the main input file 
-defines the species 
-extends the microwindows due to ils 
pri reads microwindow definition section of main 
input file 
pri reads the p,T- gradient profiles from file 
ifile. 
pri reads the p,T profiles from file ifile. 
input_spectroscopy©inspec_m pub Controls the input of the spectroscopic data, 
i.e. the determination of the spectroscopic 
data type construction 
speci%iso%band%branch%line. 
This is performed for different options: 
- no line mixing, no nlte 
- no line mixing, nlte 
line mixing, no nlte 
- line mixing, nlte 










pri reads the Tvib profiles from file ifile. 
pri reads the vmr - gradient profiles from file 
ifile. 
pri reads the vmr profiles from file ifile. 
pri explicit integration for layer values and 
derivatives 
(columns, Curtis-Godson-T, -p, -Tvib, ... ) 
pub Interface to nlte-model 
pub interpolates the intervals of the lower tiers 
to the finest tier used in the Summation of 
lines 
pri multiply line strength with isotope abundancy 
if species is single isotope 
pri multiplication of the vmr input profiles 
of one molecule with the isotope abundance 
profile in the case a species is a single 
isotope 
pri Perform numeric p-derivatives 















pub Performs Kopra forward calculation and 
controls numeric p-derivatives 
pri calculate geographic latitude and longitude 
(first point) of cartesian point r 
pri perform integration for tangent layer and find 
exactly tangent position 
pri perform integration for all layers except 
tangent layer and find exact level positions 
pri determines if the line should be read or not 
pri Calculates the line intensities and optionally 
the T-derivatives for a bundle of lines 
pri determine lsim and lobs, the activated 
simulated and observed geometries i.e. the 
ones which are influenced by the actual 
retrieval parameter lpara 
pri calculate the index for the next p-parameter 
which influences the lowest part of the 
actual geometry (which is influenced most 
by refraction) 
pri determination of the max. number of 
integration variables 
pri Determination of the spectroscopic data files 
to be opened and allocation of dummy vector 
spe()% ... where the line data are stored 
temporarily 
pri Generation of ILS from complex interferogram 
pri generates complex IFG (MIPAS-ENVISAT) 
pri Transfer of the input profilas into 
hydrostatic equilibrium: (the pressures or the 
altitudes are adjusted) 
pri generates a real, single sided modulation 
efficiency interferogram 
kind of apodisation 
1= boxcar in ifg == sinc in spectrum 
2= triangle in ifg == sinc-2 in spectrum 
3= Hamming (Happ-Genzel) 
4= 3 term Blackmann-Harris 
5= 4 term Blackmann-Harris 
6= Norton-Beer weak 
7= Norton-Beer medium 












8= Norton-Beer strong 
selfapo=T/F with/without selfapodisation by 
evenly illuminated FOV 
ifg(1) := ZPD 
pri generates ILS from given interferogram 
pri determine main species number sw%mainspeci 
pub introduces additional geometries for the 
simulation of FOV and defines the new 
occupation matrix for all the simulated 
geometries ('simulated geometries' are called 
all geometries to be calculated in the forward 
model i.e. the observed plus the additional 
geometries for FOV) 
pri Defines the model altitude levels for the 
forward calculation. Starting from a base 
grid, levels are added in order to fulfill 
criteria on the T difference and half-width 
change between levels. Then a criterium for 
smaller levels distances directly over tangent 
altitudes is applied. At the end all levels 
which are less distant than a threshold are 
deleted. 
pri determines the microwindow occupation matrix 
for the simulated geometries 
pub calculate 
extinciton and absorption cross sections 
for broadband-aerosol and their derivatives 
with respect to the distribution parameters 
pri calculation of the Mie-amplitude function 
pri call the Mie model in order to calculate 
extinciton and absorption cross sections 
for broadband-aerosol and their derivatives 
with respect to the distribution parameters 
pri calculate the Mie coefficients for given 
refraction indices 
pri levels which are less distant than accu%dmin 
are selected out (only the ones that do not 
belong to the base-grid) 
pri multiple (direct following) elements of an 
integer vector are deleted 
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nlte_postderi©nltder_m pub calculate post-derivatives in case of 
use of nlte-model 
nlte_vmr_postderi@nltder_m pri calculate post-derivatives for vmr 








pri calculate post-derivatives for 
nlte-model parameters 
pri calculate position and viewing direction of 
observer in cartesian coordinates 
pri add offset to spectrum 
pri calculate offset derivatives 
pub multiply spectrum and derivatives by factor 
add offset to spectrum calculate offset ·and 
scale derivatives 
pub stop program if error occurs while opening a 
file 
pri Calculation of derivative of optical thickness 
and source function with respect to Tvib 
para_aerabs_change<ilparchk_m pub checks if variation of a distinct aerosol 
absorption parameter influences the absorption 
values inside an altitude region of the 
atmosphere (for all microwindows) 
para_dabsopt_neO@rayctl_m pri determine the parameters which do not 
influence the aerosop absorption optical depth 
i.e. for which the derivative daeropt = 0 
para_dbrdaerocol_neO<ilrayctl_m pri determine the broadband aerosol number density 
parameters which do not 
para_dcol_neO@rayctl_m 
influence the aerosol column 
pri determine the parameters which do not 
influence the partial columns i.e. for which 
the derivative dcol = 0 
para_dcolgrad_neO©rayctl_m pri determine the vmr gradient parameters which do 
not influence the partial columns i.e. for 
which the derivative dcol = 0 
para_dMie_neO©rayctl_m 
para_dp_neO<ilrayctl_m 
pri determine the Mie model-
parameters which do not 
influence the CG-Mie layer value 
pri determine the p parameters which do not 
influence the cg-p of air i.e. for which the 
derivative dp = 0 











pri determine the T parameters which do not 
influence the cg-T of air i.e. for which the 
derivative dT = 0 
pri determine the Tgrad parameters which do not 
influence the cg-T of air i.e. for which the 
derivative dTgrad = 0 
pri determine the parameters which do not 
influence the Tvib 1 s i.e. for which the 
derivative dTvib_cg_dT = 0 
pub checks if variation of a distinct Mie model 
parameter influences the 
values inside an altitude region of the 
atmosphere 
pub checks if variation of a distinct broadband 
aerosol number density parameter influences the 
number density values inside an altitude 
region of the atmosphere 
pub checks if variation of a distinct p parameter 
influences the p values inside an altitude 
region of the atmosphere 
pub checks if variation of a distinct T parameter 
influences the T values inside an altitude 
region of the atmosphere 
pub checks if variation of a distinct Tgrad 
parameter influences the T values inside an 
altitude region of the atmosphere 
pub checks if variation of a distinct Tvib 
parameter influences the Tvib values inside an 
altitude region of the atmosphere 
pub checks if variation of a distinct vmr 
parameter influences the vmr values inside an 
altitude region of the atmosphere 
para_vmrgrad_change@parchk_m pub checks if variation of a distinct vmr gradient 
parameter influences the vmr values inside an 
altitude region of the atmosphere 
pathcopy©ray_m 
pointmw@inspec_m 
pri copy path parameters into vector geo% ... 
for geometry part ipart 
pri determine for each microwindow i the range of 
lines which will be used: speci()% ... %mw_l1(i) 
speci()% ... %mw_l2(i). 
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temperature of the layer and g at the lower 
boundary level 
pub Calculation of the radiative transfer through 
the atmosphere and determination of the 
fine-grid spectra and their derivatives. 
Convolution of the fine-grid spectra with the 
ails to get the spectra on the coarse-grid 
(measurement grid) and calculation of the 
field-of-view weighting. 
pri perform radiative transfer for spectra and 
calculate derivatives on the non-equidistant 
fine-grid 
pri prepare outputvariable geo()% ... which 
contains all path parameters 
pub calculation of ray-tracing in inhomogeneaus 
atmosphere and path integration 
pub Controls ray-tracing, calculation of path 
integrated values 
(Curtis-Godson values and column amounts) and 
the derivatives of path integrated values 
wrt retrieval parameters. 
pri read in spectroscopic data 
pri read the line mixing data from file 
fil%linemix into vector 'lm'. Dnly the 
branches which are 'near' a microwindow 
(distance w_linemix) are read. 
pri calculate refraction index for pressure px and 
temperatute tx 
pri multiply spectrum and derivatives by scale 
pri calculate scale derivatives 
pri second derivative with respect to elevation 
representative for FOV 
(notice: unit of angle is vertfovradius) 
pri determine the Gauss-Hermite abscissas and 
weights for the particle distribution and 
its derivative with respect to the 
distribution parameters 
pri set the discretization for the scattering 
angles 


















pri performs shift of spectrum along abszissa 
pri determination of species describing variables 
pri deternine first and last index in equidistant 
fine grid spectrum for one sub_microwindow 
pri determine tangent height and distances by 
parabolic interpolation 
pub calculate tangent altitude (not exact) 
pri Calculation of layer transmission tau and 
layer source function src (nlte considered) 
pri calculation of new tangent vector along LOS 
pri calculate unit vector of vector vr 
pri Test for change of variable 
pri sine of angle between two vectors 
pri interpolates linear in elevation between given 
spectra 
pri Calculates the Voigt-Function times a 
user-definied value fac with a relative 
accuracy better than 2*10-4. The algorithm 
switches automatically from the calculation of 
the Voigt-Function to the calculation of the 
Lorentz-Function. 
If this subroutine is called several times 
with similar values y, the numerically 
expensive coefficents a1 .. t8 are only 
calculated once. The coefficients are only 
recalculated if the relative change in y is 
grater than the internal parameter rel, which 
is set to 1e-4. 
ref: A new implementation of the Humlicek algorithm 
for the calculation of the Voigt profile 
function, J. Quant. Spectrosc. Radiat. 
Transfer, 57, 819-824, 1997 
pub write warning 
pri printout of absorption coefficient 
pri write in file absco_type spectra 
pub write the spectra and derivatives on the 
coarse wavenumber grid on file 
pri write in file spectrum stored in vector 





pri write one spectrum on file 
pri calculates the y-coefficients for direct 
diagonalisation 
pri calculates the y-coefficients for the 
Rosenkranz-approximation 
pri returns the linearly interpolated and 
extrapolated y value when the x value and a 
grid y(n) and x(n) is given 




























absolute accuracy for optical depth 
input_main©input_m 
altitude of the base-levels [km] 
n%baselev 
input_main©input_m 
maximum layer thickness above the tangent altitude [km] 
input_main©input_m 
minimal layer thickness [km] 
input_main©input_m 
accuracy of apodisation (defines mw extension) 
1= apodisation function decreases to 1% 
2= apodisation function decreases to 0.1% 
3= apodisation function decreases to 0.01% 
input_main©input_m 
number of extra paths where the absorption 
coefficients are recalculated/interpolated 
input_main©input_m 
criteria for addition of simulated 
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number of the geometry up to which ifov(1) 
is used as criterium for addition of 
simulated geometries 
input_main~input_m 
integration step length [km] 
input_main~input_m 
=0 lines my be rejected and truncated 
=1 all lines retained, no truncation 
input_main~input_m 
max. temperature variation between 
levels in the lower altitude region 
input_main~input_m 
max. temperature variation between 
levels in the higher altitude region 
input_main~input_m 
wavenumber range outside mw where lines 
are taken into account for 
calculation of each line 
input_main~input_m 
maximum variation of the line width 
between two model levels 
input_main~input_m 
altitude above the tangent up to which 
this maximum thickness (accu%dif) is valid [km] 
input_main~input_m 
altitude [km] which divides the regions 
















altitudes of broadband-aerosol profile levels [km] 
brdaero%nlev_prf 
input_brdaero_prf~input_m 
altitudes of levels of broadband-aerosol 
refraction indices or cross sections [km] 
brdaero%nlev_wave 
input_brdaero_wave~input_m 
begin (1, :) wavenumber index for broadband-aerosol 
refraction indices or cross sections for each mw 
n%mw 



















number of levels for the broadband-aerosol 
profiles 
input_brdaero_prf~input_m 
number of altitude levels for the broadband-aerosol 
refraction indices or cross sections 
input_brdaero_wave~input_m 
number of Mie-parameter sets 
input_main~input_m 
number of modes for broadband-aerosol 
particle distribution function 
input_brdaero_prf~input_m 





real broadband-aerosol profiles of particle number density 
[particles/cm3] and mode-radii [micrometer] and 
mode-widths and ratio of mode1 to mode1+mode2 
Dimension :(brdaero%nlev_prf,6) if sw%Miemod (Mie-model) 
(brdaero%nlev_prf,1) if not sw%Miemod (no Mie-model) 
Origin : input_brdaero_prf~input_m 
=============================================================================== 
brdaero_wave(:, :,: ,:) 
real : broadband-aerosol wavenumber 
dependent refraction index (if sw%Miemod) 
or cross section [cm2/particle] (if not sw%Miemod) 
Dimension : (i,2,brdaero%nlev_wave,n%mw) with 


















gas/isotope identifier for deriv. species 
deri%nspeci 
input_main~input_m 
gas/isotope identifier for vmr-gradientderiv. species 
deri%n_vmrgrad_speci 
input_main~input_m 
Tvib species for derivative 
input_main~input_m 
global nlte_isotope number 

































for which Tvib derivatives are calculated 
ini deri@inider m 
global species number for which Tvib 
derivatives are calculated 
ini_deri@inider_m 
pointer to the global nlte state number 
deri%n_nlte_state 
ini_deri@inider_m 
states for which T-vib derivatives 
should be calcualted 
deri%n_nlte_state 
input_main@input_m 
pointer to global species numbering 
deri%n_vmrgrad_speci 
ini_deri@inider_m 
pointer to global species numbering 
deri%n_vmr_speci 
ini_deri@inider_m 
pointer to the nlte-species of nlte()% .. input variable 
ini_deri@inider_m 
number of T-vib states for which derivatives 
should be calculated 
input_main@input_m 
number of species for vmr-gradient derivative 
input_main@input_m 
















input file names and directories 
apodized instrumental line shape 
input_main@input_m 
particle cross sections for broadband-aerosol 
absorption and extinction 
input_main@input_m 
profiles for broadband-aerosol number 
density and size distribution parameters 
input_main@input_m 
wavenumber dependent refraction indice 
profiles for broadband-aerosol 


























































doppler cut-off for abco calculation 
input_main@input_m 
lorentz cut-off for abco calculation 
input_main@input_m 
output error file 
input_main@input_m 
output error file unit number 
input_main@input_m 
data on hitran molecules, isotopes, states 
input_main@input_m 
isotope abundance profiles 
input_main@input_m 




output log file 
input_main©input_m 
output log file unit number 
input_main@input_m 
spectra on coarse wavenumber grid 
input_main@input_m 
spectra on fine wavenumber grid 
input_main@input_m 
p,T- gradient - profiles 
input_main@input_m 






vmr - gradient - profiles 









vmr - profiles 
input_main©input_m 






















number of parts of the geometry 
allocgeoi@rayctl_m, homog_path©rayctl_m 
parts of geometry (1:far and 2:near observer) 
geo () %npart s 
highest layer number 
ray_out©ray_m, homog_path©rayctl_m 
lowest layer number 
ray_out©ray_m, homog_path©rayctl_m 
lay_type : layers description 
Dimension : (geo()%par()%l_low,geo()%par()%l_high) 
geo()%par()%lay()%absopt() 
real aerosol absorption optical depth 
Dimension : n%mw 
Origin : pathcopy©ray_m, homog_path©rayctl_m 
geo()%par()%lay()%brdaerocol 
real : broadband-aerosol column [particles/cm2] 
Drigin : pathcopy©ray_m 
geo()%par()%lay()%col 
real : total air column in layer [molecules/cm2] 
Origin : pathcopy©ray_m, homog_path©rayctl_m 
geo()%par()%lay()%cross(: ,:,:) 





real : derivative of aerosol absorption optical 
depth with respect to each aerosol 
absorption coefficient parameter for each mw 
Dimension : (n%mw,para%n_aerabs_para) 
Origin : pathcopy©ray_m 
geo()%par()%lay()%dbrdaerocol() 
real : derivative of broadband aerosol column 
with respect to each broadband aerosol 
number density parameter 
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Dimension : para%n_brdaeronum_para 
Origin : pathcopy~ray_m 
geo()%par()%lay()%dcol() 
real derivative of air column 
with respect to each p-parameter 
Dimension para%n_p_para, deri_p_calc~ray_m 
Origin pathcopy~ray_m 
geo()%par()%lay()%dcross(:,:,:,:) 
real : derivatives of broadband-aerosol absortion 
and extinction cross-sections with respect to 
C.G. Mie layer values 
Dimension: size(brdaero_wave,1),2,brdaero%nMie,n%mw 
Origin : pathcopy~ray_m 
geo()%par()%lay()%dMie(:,:) 
real derivative of Mie C.-G. parameters 
Dimension : brdaero%nMie, para%n_Mie_para 






derivative of cg-p of air with 
respect to each p-parameter 
para%n_p_para, deri_p_calc~ray_m 
pathcopy~ray_m 
real derivative of cg-T of air with 




real derivative of cg-T of air with 




real aerosol extinction optical depth 
Dimension : n%mw 
Origin : pathcopy~ray_m, homog_path~rayctl_m 
geo()%par()%lay()%i_dabsopt_ne0() 
integer dabsopt index for dabsopt /= 0 
Dimension : geo()%par()%lay()%n_dabsopt_ne0 
Origin : para_dabsopt_neO~rayctl_m 
geo()%par()%lay()%i_dbrdaerocol_ne0() 
integer dbrdaerocol index for dbrdaerocol /= 0 
Dimension : geo()%par()%lay()%n_dbrdaerocol_ne0 
Origin : para_dbrdaerocol_neO~rayctl_m 
geo()%par()%lay()%i_dMie_neO 
integer : dMie index for dMie /= 0 
Origin : para_dMie_neO~rayctl_m 
geo()%par()%lay()%i_dp_ne0() 
integer dp index for dp /= 0 
Dimension : geo()%par()%lay()%n_dp_ne0 
Origin : para_dp_neO~rayctl_m 
geo()%par()%lay()%i_dTgrad_neO() 
integer dTgrad index for dTgrad /= 0 
Dimension : geo()%par()%lay()%n_dTgrad_neO 
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Origin : para_dTgrad_neO@rayctl_m 
geo()%par()%lay()%i_dT_neO() 
integer dT index for dT /= 0 
Dimension : geo()%par()%lay()%n_dT_neO 
Origin : para_dT_neO@rayctl_m 
geo()%par()%lay()%n_dabsopt_ne0 
integer : nurober of dabsopt values which are /= 0 
Origin : para_dabsopt_neO@rayctl_m 
geo()%par()%lay()%n_dbrdaerocol_ne0 
integer : nurober of dbrdaerocol values which are /= 0 
Origin : para_dbrdaerocol_neO©rayctl_m 
geo()%par()%lay()%n_dMie_neO 
integer : nurober of dMie values which are /= 0 
Origin : para_dMie_neO@rayctl_m 
geo()%par()%lay()%n_dp_ne0 
integer : nurober of dp values which are /= 0 
Origin : para_dp_neO@rayctl_m 
geo()%par()%lay()%n_dTgrad_neO 
integer : nurober of dTgrad values which are /= 0 
Origin : para_dTgrad_neO@rayctl_m 
geo()%par()%lay()%n_dT_neO 
integer : nurober of dT values which are /= 0 
Origin : para_dT_neO©rayctl_m 
geo()%par()%lay()%path 
real : path length in layer [km] 
Origin : pathcopy©ray_m, homog_path@rayctl_m 
geo()%par()%lay()%pcg 
real : curtis godson pressure for air [hPa] 
Origin : pathcopy©ray_m, homog_path@rayctl_m 
geo()%par()%lay()%refind(:,:,:) 
623 
real broadband-aerosol CG refraction index values 
Dimension: size(brdaero_wave,1),2,n%mw 






curtis godson temperature for air [K] 
pathcopy@ray_m, homog_path@rayctl_m 
quotient of nurober density of mode 1 to total 
nuber density for broadband-aerosol particle 
distribution function 
















speci_type2 : layerspecies 
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Dimension : n%speci 
geo()%par()%lay()%speci()%col 
real : partial column amount [molecules/cm2] 
Drigin : pathcopy@ray_m, homog_path@rayctl_m 
geo()%par()%lay()%speci()%dcol() 
real derivative of partial column amount with 




real derivative of partial column amount with 




integer dcolgrad index for dcol /= 0 
Dimension : geo()%par()%lay()%speci()%n_dcolgrad_ne0 
Drigin : para_dcolgrad_neO@rayctl_m 
geo()%par()%lay()%speci()%i_dcol_ne0() 
integer dcol index for dcol /= 0 
Dimension : geo()%par()%lay()%speci()%n_dcol_ne0 
Origin : para_dcol_neO@rayctl_m 
geo()%par()%lay()%speci()%n_dcolgrad_ne0 
integer : number of dcolgrad values which are /= 0 
Drigin : para_dcolgrad_neO@rayctl_m 
geo()%par()%lay()%speci()%n_dcol_ne0 
integer : number of dcol values which are /= 0 
Drigin : para_dcol_neO@rayctl_m 
geo()%par()%lay()%speci()%n_nlte_iso 
integer : number of nlte isotopes 
Drigin : alloc_geo@ray_m, homog_path@rayctl_m 
geo()%par()%lay()%speci()%pcg 
real : curtis godson pressure [hPa] 
Origin : pathcopy@ray_m, homog_path@rayctl_m 
geo()%par()%lay()%speci()%Tcg 
real curtis godson temperature [K] 
Drigin : pathcopy@ray_m, homog_path@rayctl_m 
geo()%par()%lay()%speci()%iso()% 
iso_type3 : isotope 
Dimension : speci()%n_nlte_iso 
geo()%par()%lay()%speci()%iso()%i 
integer : hitran isotope number 
Origin : alloc_geo@ray_m, homog_path@rayctl_m 
geo()%par()%lay()%speci()%iso()%nlte_speci 
integer : pointer to the nlte-species 
Origin : alloc_geo@ray_m, homog_path©rayctl_m 
geo()%par()%lay()%speci()%iso()%nstate 
integer number of nlte vib states 
Origin : alloc_geo@ray_m, homog_path@rayctl_m 
geo()%par()%lay()%speci()%iso()%state()% 
state_type2 band vibrational state 
Dimension : O:nlte(speci()%iso()%nlte_speci)%nstate 
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geo()%par()%lay()%speci()%iso()%state()%i 
integer : HITRAN vibr. state-number 
Origin : alloc_geo©ray_m, homog_path@rayctl_m 
geo()%par()%lay()%speci()%iso()%state()%i_dTvib_neO() 
integer index for dTvib_cg_dT /= 0 
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Dimension : geo()%par()%lay()%speci()%iso()%state()%n_dTvib_neO 
Origin : para_dTvib_neO©rayctl_m 
geo()%par()%lay()%speci()%iso()%state()%dr_dTkin 
real : derivative of r with respect to Tkin - cg 
Origin : calc_nlte_ratios@rayctl_m 
geo()%par()%lay()%speci()%iso()%state()%dTvib_cg_dT() 
real derivative of Tvib with respect to 




integer : nurober of dTvib_cg_dT values which are /= 0 
Origin : para_dTvib_neO@rayctl_m 
geo()%par()%lay()%speci()%iso()%state()%r 
real ratio of populations between nlte and lte 
case for actual state 
Origin pathcopy@ray_m, homog_path@rayctl_m 
geo()%par()%lay()%speci()%mw()% 
mw_absco_type : microwindow (for absorption coefficients) 
Dimension : n%mw 
geo()%par()%lay()%speci()%mw()%l_absco_calc 
logical : =.true. if absorption coeff's in 
mw_absco_type are calculated 
=.false. if absorption coeff's are 
mw_absoc type is only a pointer 
to already calculated abscos 
Origin : allocate_geo_mw@abco_m, absco_calc@abco_m 
geo()%par()%lay()%speci()%mw()%absco% 
absco_type : absorption coefficient lte 
geo()%par()%lay()%speci()%mw()%absco%abco() 
real absorption coefficients [cm2/molecule] 
Dimension : geo()%par()%lay()%speci()%mw()%absco%iabcomx 
Origin : absco_calc@abco_m 
geo()%par()%lay()%speci()%mw()%absco%dabcodT() 
real : derivative of absorption coefficients 
with respect to temperature 
[cm2/molecule/K] 
Dimension : geo()%par()%lay()%speci()%mw()%absco%iabcomx 
Origin : absco_calc@abco_m 
geo()%par()%lay()%speci()%mw()%absco%fdel 
real : wavenumber fine grid distance [cm-1] 
Origin : absco_calc@abco_m 
geo()%par()%lay()%speci()%mw()%absco%fmax 
real : highest wavenumber [cm-1] 
Origin : absco_calc@abco_m 
geo()%par()%lay()%speci()%mw()%absco%fmin 
real : lowest wavenumber [cm-1] 
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Origin : absco_calc©abco_m 
geo()%par()%lay()%speci()%mw()%absco%iabco() 
integer : index for the point in the wavenumber 
fine grid where the absorption coefficient 
is stored 
Dimension : geo()%par()%lay()%speci()%mw()%absco%iabcomx 
Origin : absco_calc©abco_m 
geo()%par()%lay()%speci()%mw()%absco%iabcomx 
integer : nurober of absorption coeffients 
Origin : absco_calc©abco_m 
geo()%par()%lay()%speci()%mw()%absco%Tflag 
logical =.true. if absorption coefficient 
T-derivative is calculated 
Origin absco_calc©abco_m 
geo()%par()%lay()%speci()%mw()%iso()% 
iso_absco_type nlte isotope for abs. coef. 
Dimension : speci()%n_nlte_iso 
geo()%par()%lay()%speci()%mw()%iso()%band()% 
band_absco_type : band for absorption coefficients 
Dimension : speci()%iso()%n_nlte_bands 
geo()%par()%lay()%speci()%mw()%iso()%band()%l_absco_calc 
logical : =.true. if absorption coeff's in 
mw_absco_type are calculated 
=.false. if absorption coeff's are 
mw_absoc type is only a pointer 
to already calculated abscos 
Origin : allocate_geo_mw©abco_m, absco_calc©abco_m 
geo()%par()%lay()%speci()'l~w()%iso()%band()%absco% 
absco_type : absorption coefficient nlte 
geo()%par()%lay()%speci()%mw()%iso()%band()%absco%abco() 
real absorption coefficients [cm2/molecule] 
Dimension : geo()%par()%lay()%speci()%mw()%iso()%band()%absco%iabcomx 
Origin : absco_calc©abco_m 
geo()%par()%lay()%speci()%mw()%iso()%band()%absco%dabcodT() 
real : derivative of absorption coefficients 
with respect to temperature 
[cm2/molecule/K] 
Dimension : geo()%par()%lay()%speci()%mw()%iso()%band()%absco%iabcomx 
Origin : absco_calc©abco_m 
geo()%par()%lay()%speci()%mw()%iso()%band()%absco%fdel 
real : wavenumber fine grid distance [cm-1] 
Origin : absco_calc©abco_m 
geo()%par()%lay()%speci()%mw()%iso()%band()%absco%fmax 
real : highest wavenumber [cm-1] 
Origin : absco_calc©abco_m 
geo()%par()%lay()%speci()%mw()%iso()%band()%absco%fmin 
real : lowest wavenumber [cm-1] 
Origin : absco_calc©abco_m 
geo()%par()%lay()%speci()'l~w()%iso()%band()%absco%iabco() 
integer : index for the point in the wavenumber 
fine grid where the absorption coefficient 
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is stored 
Dimension : geo()%par()%lay()%speci()%mw()%iso()%band()%absco%iabcomx 
Origin : absco_calc@abco_m 
geo()%par()%lay()%speci()%mw()%iso()%band()%absco%iabcomx 
integer : nurober of absorption coeffients 
geo()%par()%lay()%speci()%mw()%iso()%band()%absco%Tflag 
logical =.true. if absorption coefficient 
T-derivative is calculated 





















continuum absorption coefficient [km-1] 
n%mw 
input_contprof@input_m 
continuum scattering coefficient [km-1] 
n%mw 
input_contprof@input_m 
real latitude of the profile [rad] 
Origin input_main@input_m 
inprof 0 %lon 
real longitude of the profile [rad] 

































gradient profiles along latitude circles 
(positive to east) 
pressure gradient [hPa/km] 
input_pTgradprof@input_m 
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inprof()%latgrad%T 
real : temperature gradient [K/km] 
Origin : input_pTgradprof@input_m 
inprof()%latgrad%Tvib() 
real vibrational temperature gradient [K/km] 
Dimension : (nlte()%nstate,n%nlte_speci) 
















gradient profiles along longitude circles 
(positive to south) 
pressure gradient [hPa/km] 
input_pTgradprof@input_m 
real temperature gradient [K/km] 
Origin input_pTgradprof@input_m 
inprof()%longrad%Tvib() 
real vibrational temperature gradient [K/km] 
Dimension : (nlte()%nstate,n%nlte_speci) 






vmr gradient [ppmv/km] 
n%speci 
input_vmrgradprof@input_m 



















radius of the apodisation (or ils) function 
[integer multiples of wgrid%fine] 
input_main@input_m 
seed value for the noise: 
>= 0: same noise in two runs 
< 0: noise always changes 
input_main@input_m 
rms value of the noise in the sinc-spectrum 
(independent grid-values of distance 1/2*opdmax) 
n%mw 
input_main@input_m 
ils-model parameters for general instrument 
Part of linear Apodisation 



















































1.0= perfect instrument, 0.0= triangle 
input_main©input_m 
maximum inclination of the ray in the 
interferometer [rad] 
input_main©input_m 
kind of apodisation 
input_main©input_m 
maximum path difference [cm] 
input_main©input_m 
Phase error [rad] 
input_main©input_m 
MIPAS-envisat ils-model parameters 
infrared misalignment y-direction [rad] 
input_main©input_m 
infrared misalignment z-direction [rad] 
input_main@input_m 
laser misalignment along y [rad] 
input_main©input_m 
laser misalignment along z [rad] 
input_main@input_m 
blur angular width along y [rad] 
input_main@input_m 
blur angular width along z [rad] 
input_main©input_m 
full interferometer divergence along y [rad] 
input_main©input_m 
full interferometer divergence along z [rad] 
input_main©input_m 
mismatched delay between electronic response 
and ADC trigger [s] 
linear shear variation along y [-] 
input_main@input_m 
linear shear variation along z [-] 
input_main©input_m 
retroreflector linear shear along y [cm] 
input_main©input_m 









































retroreflector linear shear along z [cm] 
input_main@input_m 
initial relative speed fluctuation at 
beginning of scan [cm/s] 
input_main@input_m 
initial sampling pertubation [dxnull] 
input_main@input_m 
kind of apodisation 
input_main@input_m 
bandwith laser 1/f noise [Hz] 
input_main@input_m 
bandwith laser white noise [Hz] 
input_main@input_m 
relativedriftrate of laser wvnr [-] 
input_main@input_m 
laser wvnr [cm-1] 
input_main@input_m 
maximum path difference [cm] 
input_main@input_m 
gain slope of IR electrical response [-] 
input_main@input_m 
time constant of exponential attentuation of 
initial sampling pertubation [s] 
input_main@input_m 
time constant of exponential attentuation of 
initial speed fluctuation [s] 
input_main@input_m 
optical speed of interferometer [cm/s] 
input_main@input_m 










read-in apodised instrumental line shape 
inst%mw()%n_ails_pts 
input_ails@input_m 
nurober of spectral grid points of read-in ails 
input_ails@input_m 





















instrumental scale per geometry 
n%obsgeo 
input_main©input_m 
wavenumber shift [cm-1] 
input_main©input_m 
half vertical fov extension [rad] 
input_main©input_m 





modelprofiles_type model altitudes 
Dimension n%modlev 
modprof()%alt 





























HITRAN molecule information 
nlingas 
altitude levels of the isotope profiles 
mol()%nlev 
input_isoprof©input_m 
nurober of isotopes 
input_hitmol©input_m 
nurober of levels for the isotope profiles 
input_isoprof©input_m 
information on isotopes 
mol()%n 
hitran isotope abundance 
input_hitmol©input_m 
isotope abundance profiles 
mol()%nlev 
input_isoprof©input_m 
hitran nurober of each vibration ground state 
mol()%iso()%nground 



























number of vibrational ground states 
input_hitmol@input_m 
number of vibr. states 
input_hitmol@input_m 








partition sums at 296 K 
input_hitmol@input_m 




real : state energy 
















molecule/isotope identifier of each species 
mw0%nspeci 
input_mwdef@input_m 
general species number of each species in mw 
mw0%nspeci 
speciorder@input_m 










number of species per mw 
input_mwdef@input_m 
occupation matrix for the observations 
n%obsgeo 
ini_sub_mw~inismw_m 
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shift vs HITRAN data for each species and microwindow 





















which simulations are necessary for which observations 
(n%simgeo,n%obsgeo) 
make_occusim©modgeo_m 
begin wavenumber of mw [cm-1] 
input_mwdef©input_m 
end wavenumber of mw [cm-1] 
input_mwdef©input_m 
begin wavenumber of ils-extended mw [cm-1] 
extend_mw©input_m 
end wavenumber of ils-extended mw [cm-1] 
extend_mw©input_m 
geometries for external sub-mws 
n%obsgeo 
number of external sub-mws 
input_mwdef©input_m 






begin wavenumber of external sub-mw [cm-1] 
input_mwdef©input_m 
real end wavenumber of external sub-mw [cm-1] 
Origin input_mwdef©input_m 
mw()%geo()%smw()%w1_ils 
real : begin wavenumber of ils-extended external mw [cm-1] 
Origin : extend_mw©input_m 
mw()%geo()%smw()%w2_ils 
real end wavenumber of ils-extended external mw [cm-1] 
Origin : extend_mw©input_m 








occupation matrix for the observations 
n%obsgeo 
ini sub_mw©inismw_m 




















occupation matrix for the simulations 
n%simgeo 
make_occusim©modgeo_m 
which simulations are necessary for which observations 
(n%simgeo,n%obsgeo) 
make_occusim©modgeo_m 
begin wavenumber of internal sub-mw [cm-1] 
ini sub_mw©inismw_m 
end wavenumber of internal sub-mw [cm-1] 
ini_sub_mw©inismw_m 
begin wavenumber of ils-extended internal sub-mw [cm-1] 
ini sub_mw©inismw_m 
end wavenumber of ils-extended internal sub-mw [cm-1] 




































number of base levels 
input_main©input_m 
number of input levels 
input_main©input_m 
number of line-data species 
speciorder@input_m 
number of model levels 
make_modelgrid©modlev_m 
number of microwindows 
input_mwdef©input_m 
number of nlte-species 
input_main@input_m 
number of observation geometries 
input_main©input_m 
number of simulated geometries 
make_modelgeo©modlev_m 
number of species 
speciorder©input_m 
total number of nlte-states in input 
input_main©input_m 
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integer : nurober of cross-section data species 




















nl te () %nstate 
nlte definition 
n%nlte_speci 
nlte species identifier (10*mo+iso) 
input_main©input_m 






=1 if the species is a nlte-model species 
=0 if not 
input_main©input_m 
integer nurober of vibrational states 
Origin input_main©input_m 
nl te () %ntrans 
integer nurober of transitions for which 


































latitudes of obverver/tangent points [rad] 
n%obsgeo 
input_main©input_m 
real path length for homogeneaus path 
calculation [km] 








longitude of obverver/tangent points [rad] 
(increasing in easterly direction) 
n%obsgeo 
input_main©input_m 
real background temperature 

























output data vector 
nurober of microwindows 
ini_output©iniout_m 
wavenurober grid distance 
ini_output©iniout_m 




outgeo_type : output data for each geometry 
Dimension : outdat%mw()%n_geo 
outdat%mw()%geo()%n_smw 
integer nurober of external sub-microwindows for each geometry 
Origin : ini_output©iniout_m 
outdat%mw()%geo()%smw()% 
out_type : output data for each sub-microwindow 
Dimension : outdat%mw()%geo()%n_smw 
outdat%mw()%geo()%smw()%dspec_dapo() 
real derivative of coarse grid 




real : derivative of coarse grid 
spectruro with respect to line of sight 
elevation angle 
Dimension : outdat%mw()%geo()%smw()%n_pts 
Origin : ini_output©iniout_m 
outdat%mw()%geo()%smw()%dspec_doff() 
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real derivative of coarse grid 




real derivative of coarse grid 




real derivative of coarse grid 




real derivative of coarse grid 




integer : nurober of spectral points 
outdat%mw()%geo()%smw()%spec() 
real spectrum on coarse grid 
Dimension : outdat%mw()%geo()%smw()%n_pts 
Origin : ini_output©iniout_m 
outdat%mw()%geo()%smw()%w1 
real first wavenumber of output spectrum 
Origin : ini_output©iniout_m 
outdat%mw()%geo()%smw()%dspec_daerabs()% 
dspec_type : derivative of coarse grid 
spectrum with respect to continuum 
absorption coefficient 
Dimension : para%n_aerabs_para 









dspec_type : derivative of coarse grid 
spectrum with respect to broadband aerosol 
number density coefficients 
Dimension : para%n_brdaeronum_para 









dspec_type : derivative of coarse grid 
spectrum with respect to Mie parameters 
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Dimension : brdaero%nMie,para%n_Mie_para 









dspec_type derivative of coarse grid 










dspec_type derivative of coarse grid 










dspec_type derivative of coarse grid 










dspec_type derivative of coarse grid 










dspec_type derivative of coarse grid 
spectrum with respect to vmr 
Dimension (para%n_vmr_para_max,para%n_vmr_speci) 
outdat%mw()%geo()%smw()%dspec_dvmr()%spec() 




dspec_type : derivative of coarse grid 
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spectrum with respect to vmr-gradient 
Dimension : (para%n_vmrgrad_para_max,para%n_vmrgrad_speci) 
outdat%mw()%geo()%smw()%dspec_dvmrgrad()%spec() 
real derivative spectra 
Dimension : outdat%mw()%geo()%smw()%n_pts 

















character(80) : header for output files 






























para%Mie ( : , :) 
retrieval parameters 
altitudes of continuum paramete5rs 
para%n_aerabs_para 
ini_para_aerabs@inipar_m 
parameters for broadband aerosol number density 
para%n_brdaeronum_para 
ini_para_num@inipar_m 
global nlte_isotope number 
for which Tvib derivatives are calculated 
ini_para_Tvib@inipar_m 
global species number for which Tvib 
derivatives are calculated 
ini_para_Tvib@inipar_m 
pointer to the global nlte state nurober 
para%n_nlte_state 
ini_para_Tvib@inipar_m 
pointer to global species numbering 
para%n_vmrgrad_speci 
ini_para_vmrgrad@inipar_m 
pointer to global species numbering 
para%n_vmr_speci 
ini_para_vmr@inipar_m 
real Mie-parameter parameters 
Dimension (brdaero%nMie,para%n_Mie_para) 







number of aerosol abs.coef. parameters 
ini_para_aerabs@inipar_m 

















pointer to the nlte-species of nlte()% .. input variable 
ini_para_Tvib@inipar_m 
number of Mie parameters 
ini_para_Mie@inipar_m 
number of T-vib states for which derivatives 
should be calculated 
ini_para_Tvib@inipar_m 
number of p parameters 
ini_para_p@inipar_m 
number of T gradient parameters 
ini_para_Tgrad@inipar_m 
number of T parameters 
ini_para_T@inipar_m 









integer number of species for which 
vmr-gradient is retrieved 
Origin ini_para_vmrgrad@inipar_m 
para%n_vmrgrad_para_max 




















maximum number of vmr parameters 
ini_para_vmr@inipar_m 
number of species for which vmr is retrieved 
ini_para_vmr@inipar_m 
parameters for p profile 
paraY,n_p_para 
ini_para_p@inipar_m 
parameters for T profile 
para%n_T_para 
ini_para_T@inipar_m 
parameters for T gradient profiles 
para%n_Tgrad_para 
ini_para_Tgrad@inipar_m 
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para%mw()% 
paraaerabs_type microwindows for each of which an 











paravmr_type species of vmr parameters (index is on 
global species numbering ! !) 
Dimension n%speci 
para%speci()%n_vmrgrad_para 
integer : number of vmr-gradient parameters 
Drigin : ini_para_vmrgrad©inipar_m 
para%speci()%n_vmr_para 











parameters for vmr profile 
para%speci()%n_vmr_para 
ini_para_vmr©inipar_m 
parameters for vmr-gradient profile 
para%speci()%n_vmrgrad_para 
ini_para_vmrgrad©inipar_m 
paranlte_type : nlte-states (index is on global state numbering 
Dimension : para%n_nlte_state 
para%state()%n_Tvib_para 




















spectrum data vector with ails (and fov) 
convolved spectrum and derivatives 
with internal sub-microwindow indexing 
number of microwindows 
alloc Sails©radtra m 
wavenumber grid distance 
alloc_Sails©radtra_m 
data for each microwindow 









outgeo_type : data for each geometry 
Dimension : Sails%mw()%n_geo 
Sails%mw()%geo()%n_smw 
integer : nurober of external sub-microwindows for each geometry 





occupation vector, which internal sub-mw 




out_type : output data for each sub-microwindow 
Dimension : Sails%mw()%geo()%n_smw 
Sails%mw()%geo()%smw()%dspec_dapo() 
real derivative of coarse grid 
spectruro with respect to linear apodisation 
Dimension Sails%mw()%smw()%n_pts 
Origin ilsapofov_calc©radtra_m 
Modify sca©offsca m 
Sails%mw()%geo()%smw()%dspec_dlos() 
real : derivative of coarse grid 




Modify sca@offsca m 
Sails%mw()%geo()%smw()%dspec_doff() 
real derivative of coarse grid 
spectruro with respect to offset 
Dimension Sails%mw()%smw()%n_pts 
Origin off deri©offsca m 
Sails%mw()%geo()%smw()%dspec_dpha() 
real derivative of coarse grid 
spectruro with respect to phase 
Dimension Sails%mw()%smw()%n_pts 
Origin ilsapofov_calc@radtra_m 
Modify sca@offsca m 
Sails%mw()%geo()%smw()%dspec_dsca() 
real derivative of coarse grid 







derivative of coarse grid 
spectruro with respect to shift 
Sails%mw()%smw()%n_pts 
ilsapofov_calc©radtra_m 
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Modify : sca©offsca_m 
Sails%mw()%geo()%smw()%n_pts 
integer : number of spectral points 
Origin : alloc_Sails©radtra_m 
Sails%mw()%geo()%smw()%spec() 
real spectrum on coarse grid 
Dimension Sails%mw()%smw()%n_pts 
Origin ilsapofov_calc©radtra_m 
Modify sca©offsca_m, off©offsca_m 
Sails%mw()%geo()%smw()%w1 
real first wavenumber of output spectrum 
Origin : alloc_Sails©radtra_m 
Sails%mw()%geo()%smw()%dspec_daerabs()% 
dspec_type : derivative of coarse grid 
spectrum with respect to continuum 
absorption coefficient 











dspec_type : derivative of coarse grid 
spectrum with respect to broadband aerosol 
number density coefficients 
Dimension : para%n_brdaeronum_para 









dspec_type derivative of coarse grid 











dspec_type derivative of coarse grid 












644 Höpfner: Module, subroutine and variable listing and description 
Sails%mw()%geo()%smw()%dspec_dT()% 
dspec_type derivative of coarse grid 












dspec_type derivative of coarse grid 












dspec_type derivative of coarse grid 












dspec_type derivative of coarse grid 












dspec_type derivative of coarse grid 













sim_geometry_type simulated geometries 







































nadir angles [rad] 
n%simgeo 
make_modelgeo@modgeo_m, raytrace_ctrl@rayctl_m 
viewing azimuth angle [rad] 
n%simgeo 
make_modelgeo@modgeo_m 




latitudes of obverver/tangent points [rad] 
n%simgeo 
make_modelgeo@modgeo_m 
path length for homogeneaus path calculation [km] 
make_modelgeo@modgeo_m 
=T if simulation is also an observation 
n%simgeo 
make_modelgeo@modgeo_m 
latitudes of obverver/tangent points [rad] 
(increasing in easterly direction) 
n%simgeo 
make_modelgeo@modgeo_m 



















maximurn air-broadened half width [cm-1] 
readlines@inspec_m 
minimurn air-broadened half width [cm-1] 
readlines@inspec_m 
profile identifier (hitran iso nurnber) or 
(0) for all isotopes not included 
in another species 
speciorder@input_m 


























isotope numbers the species consists of 
mxiso 
speciorder@input_m 
hitran molecule number 
speciorder@input_m 
number of nlte isotopes 
allocno_nlte@inspec_m, alloc_nlte@inspec_m 




original gasnumber belonging to each of 
the n%xspeci xsection gases 
make_x©xinput_m 
number of (internal x-section) mws 
make_x©xinput_m 
internal x-section microwindows 
speci()%cross%nxmw 
real : wavenumber grid point distance 
Origin : make_x©xinput_m 
speci()%cross%xmw()%mw 
integer original mw belonging to each 
internal x-section mw 
Origin make_x©xinput_m 
speci()%cross%xmw()%mw_orbit 
integer original mw belonging to each 
internal x-section mw in orbit (DFD) 
Origin 
speci()%cross%xmw()%ngrid 
integer : number of wavenumber grid points 
Origin : make_x©xinput_m 
speci()%cross%xmw()%npT 
integer : number of x-section p-T measurements 
Origin : make_x©xinput_m 
speci()%cross%xmw()%p 
real pressure of each x-section p-T measurement [hPa] 
Dimension : speci()%cross%xmw()%npt 
Origin : make_x©xinput_m 
speci()%cross%xmw()%T 
real temperature of each x-section p-T measurement [K] 
Dimension : speci()%cross%xmw()%npT 
Origin : make_x©xinput_m 
speci()%cross%xmw()%w1 
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real : begin wavenurnb. of each intern. xsct. mw 
Origin : make_x©xinput_m 
speci()%cross%xmw()%w2 
real : end wavenurnb. of each intern. xsct. mw 
Origin : make_x©xinput_m 
speci()%cross%xmw()%x(:,:) 
real : measured cross sections for 
each wavenuber grid point 




speci () %iso ()% 
iso_type2 
Dimension 
speci () %iso () %i 
isotope (spectroscopic data tree) 
O:speci()%n_nlte_iso 
integer hitran isotope nurnber 
Origin allocno_nlte@inspec_m, alloc_nlte©inspec_m 
speci()%iso()%nlte_speci 




integer nurnber of nlte bands 
Origin : allocno_nlte@inspec_m, alloc_nlte@inspec_m 
speci()%iso()%band()% 
band_type : band (spectroscopic data tree) 
Dimension : O:speci()%iso()%n_nlte_bands 
speci()%iso()%band()%ivl 
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integer : lower state global quanta index for nlte band 
Origin : allocno_nlte@inspec_m, alloc_nlte@inspec_m 
speci()%iso()%band()%ivl_state 
integer pointer to the nlte_state for lower state 
(=0 for ground state) 
Origin allocno_nlte@inspec_m, alloc_nlte@inspec_m 
speci()%iso()%band()%ivu 
integer : upper state global quanta index for nlte band 
Origin : allocno_nlte©inspec_m, alloc_nlte@inspec_m 
speci()%iso()%band()%ivu_state 
integer : pointer to the nlte_state for upper state 
Origin : allocno_nlte©inspec_m, alloc_nlte@inspec_m 
speci()%iso()%band()y~_lm_branches 
integer nurnber of line-mixing branches 
Origin : allocno_lm@inspec_m, alloc_lm©inspec_m 
speci()%iso()%band()%branch()% 
branch_type : branch (spectroscopic data tree) 




rotational moment of molecule 
(read_lmdata@inspec_m), 
input_spectroscopy©inspec_m 
648 Höpfner: Module, subroutine and variable listing and description 
speci()%iso()%band()%branch()%coefrm_f() 













integer first line for each mw 
Dimension : n%mw 
Origin : pointmw@inspec_m 
speci()%iso()%band()%branch()%mw_l2() 
integer last line for each mw 
Dimension : n%mw 
Origin : pointmw@inspec_m 
speci()%iso()%band()%branch()%mw_orbit_l1() 
integer first line for each mw in orbit 
Dimension : n%mw (for orbit DFD) 
Drigin : 
speci()%iso()%band()%branch()%mw_orbit_l2() 
integer last line for each mw in orbit 























line_type : line specific data 
Dimension : speci()%iso()%band()%branch()%nlines 
speci()%iso()%band()%branch()%line()%elow 
real lower state energy [cm-1] 
Origin: (readlines@inspec_m, read_lmdata@inspec_m), 
input_spectroscopy@inspec_m 
speci()%iso()%band()%branch()%line()%expt 
real coef. of T-dependence of air-broadened halfwidth 
Drigin: (readlines@inspec_m, read_lmdata@inspec_m), 
input_spectroscopy@inspec_m 
speci()%iso()%band()%branch()%line()%hwhm_f 
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air-broadened half width [cm-1] real 
Origin (readlines@inspec_m, read_lmdata@inspec_m), 
input_spectroscopy@inspec_m 
speci()%iso()%band()%branch()%line()%hwhm_s 
real self-broadened half width [cm-1] 
Origin: (readlines@inspec_m, read_lmdata@inspec_m), 
input_spectroscopy@inspec_m 
speci()%iso()%band()%branch()%line()%iso 
integer hitran isotope number 
Origin : (readlines@inspec_m, read_lmdata@inspec_m), 
input_spectroscopy@inspec_m 
speci()%iso()%band()%branch()%line()%ivl 
integer lower state global quanta index 
Origin: (readlines@inspec_m, read_lmdata@inspec_m), 
input_spectroscopy@inspec_m 
speci()%iso()%band()%branch()%line()%ivu 
integer upper state global quanta index 
Origin: (readlines@inspec_m, read_lmdata@inspec_m), 
input_spectroscopy@inspec_m 
speci()%iso()%band()%branch()%line()%lnsint 
real log(line intensity) 
Origin: (readlines@inspec_m, isoabun@inspec_m), 
input_spectroscopy@inspec_m 
speci()%iso()%band()%branch()%line()%mo 
integer hitran molecule number 
Origin: (readlines@inspec_m, read_lmdata@inspec_m), 
input_spectroscopy@inspec_m 
speci()%iso()%band()%branch()%line()%pshift 
real pressure shift 
Origin: (readlines@inspec_m, read_lmdata@inspec_m), 
input_spectroscopy@inspec_m 
speci()%iso()%band()%branch()%line()%ql 
character(9) lower state local quanta 
Origin: (readlines@inspec_m, read_lmdata@inspec_m), 
input_spectroscopy@inspec_m 
speci()%iso()%band()%branch()%line()%qu 
character(9) upper state local quanta 




real : line intensity [cm-11(molec*cm-2)] multiplied 
by T-idependent part for optimized calculation 
(sint * exp( hck * elow I TOhit) I 
(1 - exp( -hck * w I TOhit)) * q296 
Origin : (readlines@inspec_m, read_lmdata@inspec_m, 
isoabun@inspec_m), input_spectroscopy@inspec_m 
speci()%iso()%band()%branch()%line()%w 
real line wavenumber [cm-1] 
Origin: (readlines@inspec_m, read_lmdata@inspec_m), 
input_spectroscopy@inspec_m 
speci()%iso()%band()%branch()%lmline()% 
lmline_type line-mixing spect.data 
Dimension : speci()%iso()%band()%branch()%nlines 
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Origin : (read_lmdata~inspec_m), 
input_spectroscopy~inspec_m 
speci()%iso()%band()%branch()%lmline()%coefy_f() 










character(2) symmetry of i and f state 
Origin : (read_lmdata~inspec_m), 
input_spectroscopy~inspec_m 
speci()%iso()%band()%branch()%lmline()%jrot 
integer rotational quantum number 
Origin : (read_lmdata~inspec_m), 
input_spectroscopy~inspec_m 
speci()%iso()%band()%branch()%lmline()%trans 
real transition probability =sqrt(hitran_R) 










=.true. if noise should be added to the spectrum 
input_main~input_m 
integer switch for allocation grade of deri% variable 
=0 partly allocated 
=1 totally allocated 












switch for allocation grade of geo% variable 
=0 not allocated 
=1 totally allocated 
kopra, kopra_forwrd~kopfwd_m 
switch for allocation grade of modprof% variable 
=0 not allocated 
=1 totally allocated 
kopra, kopra_forwrd~kopfwd_m 
switch for allocation grade of mw% variable 
=0 partly allocated 
=1 totally allocated 
kopra, kopra_forwrd~kopfwd_m 
switch for allocation grade of outdat% variable 
=0 not allocated 









































=1 totally allocated 
kopra, kopra_forwrd~kopfwd_m 
switch for allocation grade of Sails% variable 
=0 not allocated 
=1 totally allocated 
switch for allocation grade of sim% variable 
=0 not allocated 
=1 totally allocated 
switch for base-levels defining the 
layering for the forward calculation 
0= the input-profile levels are used exclusively 
1= the input-profile levels are used and additional 
levels with respect to criteria 7.3-7.6 are added 
2= the levels under $7.32 are used exclusively 
3= the levels under $7.32 are used and additional 
levels with respect to criteria 7.3-7.6 are added 
4= the levels are set up automatically with respect 
to criteria 7.3-7.6 
input_main~input_m 




linear apodisation derivative 
input_main~input_m 
line of sight derivative 
input_main~input_m 
Mie parameter derivative 
input_main~input_m 










wavenumber shift derivative 












Tamperature gradient derivative 
input_main~input_m 




















vmr gradient derivative 
input_main~input_m 
nlte-model parameter derivative 
input_main~input_m 
=.true. for first time run of forward-model 
kopra 
field of view calculation 
input_main~input_m 





















=.true.: fq set to 1.0 
input_main~input_m 
horizontal gradient calculation 
input_main~input_m 
horizontal gradient calculation for p 
input_main~input_m 
horizontal gradient calculation for T 
input_main~input_m 
horizontal gradient calculation for Tvib 
input_main~input_m 
horizontal gradient calculation for vmr 
input_main~input_m 




integer mode of ils calculation 
1= circular aperture with phase and lin. apo. errror 
2= ESA parametrization 








































3= read in for each microwindow 
input_main~input_m 
species-number of main gas 





for the Planck function) 
C-G T of this species will be used 
no main gas: mix C_G T's of all gases 
C-G T of air will be used 
make_mainspeci@input_m 




direct diagonalisation (1), Rosenkranz (2) 
input_main~input_m 
only Q- (1), Q- and PR- coupling (2) 
input_main~input_m 
mode of observation 
1= satellite I limb I tangent altitude 
2= satellite I limb I nadir angle and observer altitude 
3= balloon I limb I tangent altitude and observer altitude 
4= balloon I limb I nadir angle and observer altitude 
5= upward I nadir angle and observer altitude 
6= upward+limb I nadir angle and observer altitude 
7= homogeneaus path (cuvette) 
input_main~input_m 
absorption coefficients should be determined new 
kopra 
model geometries should be determined new 
kopra 






switch for output on coarse grid 
input_main~input_m 
switch for output on fine grid 
0 no output on fine grid 
1 = output on non-equidistant fine grid 






















































2 = output on equidistant fine grid 
input_main@input_m 
use continuum parameters 
input_main@input_m 
use linear apodisation parameters 
input_main@input_m 
use line of sight parameters 
input_main@input_m 
use Mie model parameters 
input_main@input_m 
use broadband-aerosol number density parameters 
input_main@input_m 
use offset parameters 
input_main@input_m 
use pressure parameters 
input_main@input_m 
use phase parameters 
input_main@input_m 
use scale parameters 
input_main@input_m 
use wavenumber shift parameters 
input_main@input_m 
use temperature parameters 
input_main@input_m 
use Temperature gradient parameters 
input_main@input_m 
use Tvib parameters 
input_main@input_m 
use vmr parameters 
input_main@input_m 
use vmr gradient parameters 
input_main@input_m 
use nlte-model parameter derivatives 
input_main@input_m 
calculate rot/spin nlte 
input_main@input_m 
test output grade 






















coarse grid [cm-1] 
input_main©input_m 
fine grid [cm-1] 
input_main©input_m 
ratio of fine and coarse grid 
input_main©input_m 
=============================================================================== 
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657 
Graphical user interface 
M. Linder 
Abstract: The graphical user interfaces kopragui and specplot are described. 
kopragui allows to edit kopra input files, start kopra jobs, and plot spectra and 
input profiles. specplot allows to comfortably and flexibly plot spectra. 
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1 kopragui - a useful tool for kopra users 
1.1 Description 
kopragui is a graphical user interface developed to support and simplify the use 
of kopra (Karlsruhe optimized and precised radiative transfer algorithm). The 
program offers the following opportunities: 
• Inspection, creation and modification of kopm input flies. 
Parameters of kopra input files can be inspected. As there are dependences 
between some input variables, it can be difficult to edit a kopra input file. 
The modiflcation of a variable possibly implies changes of other variables. 
Especially, if extensive input flies are to be created or modifled, it might be 
difficult to keep an overview on the correctness of all parameters. kopragui 
allows to edit input files in an easy way. The user is Iead through windows with 
all the inputvariables he has to enter. The values are checked for correctness, 
and, where possible, for plausibility. 
• Start of kopra . 
kopm can be executed as batch job in the lsf duster. The lsf host can be 
selected automatically by lsf or user-defined. The user is informed about the 
result of the job by email. 
• Plot of spectra 
spectra as produced by kopra and the residual difference of two spectra can 
be plotted. 
e Plot and manipulation of profiles 
kopm needs several proflies as input, such as temperature, pressure, or gas 
vmr proflles. These profiles have an important influence on the creation of 
spectra by kopra. kopragu,i allows to plot one, or compare several proflies and 
to print them. 
Pressure, temperature, and vmr proflies can be manipulated sectionwise by 
arithmetic operations. In this way, profiles can be scaled and/or shifted by 
an additive offset. 
e Information 
The Info button offers information about the use of kopmgui, the latest modi-
flcations in kopragui, the location of a web site with informations about kopm 
and about the author. 
1.2 Installation and call 
kopmgui has been developed in JAVA 1.2 under UNIX (SOLARIS 5.7). The pro-
gram is delivered as compressed file. You need to have a version of JAVA's JDK 
1.2 installed. (see http:/ /java.sun.com/) 
1.2.1 Installation 
You need 1 MB free disk space to install kopmgui. InstaU kopragui in the following 
way: 
• Copy kopragui.tar.gz (788 361 KB) e.g into your home directory. 
• gunzip kopragui.tar.gz 
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e tar xvf kopragui.tar 
A directory kopmgui has been created in your working directory. 
e rm kopragui.tar 
11 Insert the path of your kopragui installation directory in the shell script 
kopmgui / kopr-agui: 
- cd kopragui 
- Load the file kopragui in a text editor and insert the installation directory: 
set kopragui_path= ... 
11 Insert the path of your JDK 1.2 directory in the same shell script: 
set j ava_path= ... 
• Insert the path of your kopmgui installation directory in the path variable of 
your .cshrc, if you work with C shell or .profile. Alternatively, you can create 
the following link in your bindirectory: 
ln -s <installation-directory>/kopragui/kopragui 
<HOME-directory>/bin/kopragui 
e rehash 
After the installation you can call kopragui in any directory. 
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1.2.2 Call 
After kopmgui was called, the following window appears: 
1.3 Inspection, creation and modification of kopra input files 
kopragui offers the opportunity to inspect the pararneters of an existing kopm input 
file. Moreover a new input file can be created or an existing file can be rnodified. 
After pressing the button Inspect, create, modify input file v. 0. 'l, the following win-
dow asks the user either to create a new kopra input file or to rnodify an existing 
one: 
An input file which should be read can be of any version, but a file of version 0. 7 is 
created ( see paragraph $ at the beginning of the file). In case of an error, a rnessage 
with appropriate hints appears. 
kopragni Ieads the user through a sequence of windows in which all necessary data 
have to be entered. 
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The window, shown below, is an example for such an input window. In the first 
option, the user has to choose the mode of observation, whether the measurement is 
made from a satellite, balloon, ground, .... This option corresponds to variable $5.1 
of the kopm input file. The next two options refer to the background temperature of 
the experiment ($5.2). If ernission is selected, the background temperature has to 
be entered. The option tmnsrnission decides on the sign of $5.2. In the last textfield 
of this window, the user has to enter the number of observational geometries ( $5. 3). 
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The numerous vectors and matrices are integrated in panels with scrollbars. The fol-
lowing window refers to instrumental pammeter·s ($9). First the vector wavenumber 
shift per microwindow ($9. 9) and then, the matrix offset per microwindow and ge-
ometry ($9.10) has tobe defined. Empty textfields can be initialized automatically 
with a user-defined value. 
The data is checked for correctness, and, where it is useful, for plausibility. If an 
error occurs, a message with information helps the user to correct it. In some cases, 
help windows are available and can be called by pressing the help button. In most 
cases, the windows are self-explaining. The user is asked to enter only relevant 
data. Textfielcis for non-relevant data are blocked, and non-relevant windows don't 
appear. 
At the beginning, the user can choose a window to start with. If he has to change 
a value for example refering to computaüonal accumcy ($1), he can miss out the 
preceding windows and directly start editing the value which has to be modified. 
The current state of the file can be saved from any window (button Save). In this 
case, the values belonging to the windows, which have not been confirmed by the 
OK buttonarenot checked for errors. 
The user has the possibility to go back from one window to the previous window 
by pressing the Back button. 
It is always possible, toreturn to this selection window for choice of another input 
window or to quit (button Return). 
If file names have to be entered, kopmgui checks, whether these files exist and are 
Linder: Grapllical user interface 663 
readable. A file browser supporting the search for files is available. 
A date in the header for output files ($4.1} is made actual automatically, if it is 
written in the correct format (window Outputfiles and directories). 
The newly created or modified kopm input file can be saved under a user-defined 
name. It has version 0. 7 
1.4 Start of kopra 
kopmgui allows the user to start kopm with a given input file. If an input file 
has been edited recently, its file name is inserted automatically, but can also be 
changed. The kopm job is executed in the lsf cluster. The batch server can be 
selected automatically by lsf or defined by the user. The user is informed about the 
result of job by email as soon as the job has finished. 
The next figure shows the control window for the execution of kopm: 
1.5 Plot of spectra 
kopm spectra can be plotted and compared in a diagram. The user has the option 
to add the absolute or relative residual, if he wants to compare two spectra. The 
header of the plot and the curve Iabels can be edited. The axis Iabels can be chosen 
to be in german or english. The curves can be drawn with or without rnarkers at 
each grid point. This rnakes it easier to distinguish several graphs in black and 
white prints. Parts of the spectrum/a can be zoomed interactively with the mouse. 
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The following figure shows three spectra in a single plot: 
Zoom: draw reetangle downward with mouse 
Reslze: revertto original size 






9.400 9.402 9.404 9.406 9.408 9.410 
Wavenurnl.Jer ( cm • ) 
x010101 • 
x01 0201 • 
x01 0301 '" 
x1 02 
In the next diagram two spectra are compared and the absolute residual is added. 
The curves are plotted with markers. 
Zoom: 
Restze: revertto original size 
7.636 7.638 7.640 7.642 
Wavenvmoer ( cm · ) 
7.644 7.646 
y020201 ~ 
y0201 01 X 
Alternatively, the IDL tool specplot can be called to plot kopra or rfm spectra. 
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1.6 Plot of profi.les 
ko;>mg'IJ,i offers the opportunity to view one or serveral different profiles in a plot 
or to compare profiles of the same kind in different files.The profiles in a plot are 
drawn in different colors. Markers can be added at each grid point. Logarithmic 
axes can be chosen if it is useful. 
In the following figure six different vmr gas profiles are plotted with logarithmic 
x-axis: 






CFC-11 _x (CCL3F) 
CFC-12_x (CCI2F2) 
CFC-22_x (CHCIF2) 
It is possible to zoom an area of the diagram by drawing a reetangle with a mouse 
button, as the next :figure shows: 
,"., "''-'"""''''"'"''d'd'"'" ''''-'""'.""'"' ........ ,", '"" .. , ... ,. ·~•'-'"' 
Profile plots can be printed or saved in postscript or encapsulated postscript format. 
The following kopra pro:files can be plotted: 
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• pressure and temperature proflies 
Several pressure or temperature proflies can be plotted and compared in a 
diagram. The pressure axis can be linear or logarithmic. 
e gas proflies 
All gas proflies of a flle can be plotted. Alternatively, gas proflies which are 
common to different flies can be compared. The vmr axis can be linear or 
logarithmic. 
11 vibrational temperature proflies 
All vibrational temperatures of a flle can be plotted in a diagramm. A kinetic 
temperature proflle can be added to the plot. 
• aerosol absorption and scattering coefficient proflies 
The aerosol absorption and scattering coefficients can be plotted for each mi-
crowindow and all altitude levels. Alternatively the proflies can be plotted for 
all microwindows and a specifled altitude level. In this case, the corresponding 
wavenumbers are read from a kopra input flle, which has to be specifled. 
11 isotope (relative) abundance proflies 
The (relative) abundances of isotopes of a "line data" gas given in a flle can 
be drawn in a plot, dependent on the altitude level. There is an option to 
extrapolate the graphs to given altitude borders. This may be useful if the 
abundances are given for one or only few altitude levels. The axis for the 
abundances can be linear or logarithmic. 
• pressure and temperature gradient proflies 
The pressure and temperature latitude and longitude gradients can be plotted 
in a diagram. The pressure axis can be linear or logarithmic. 
e gas gradient proflies 
The latitude and longitude gradients of a gas can be plotted. 
• vibrational temperature gradient proflies 
The latitude and longitude vibrational temperature gradients of a state can 
be plotted. 
It is possible to manipuiate pressure, temperature and vmr proflies sectionwise 
with arithmetic operations +,-,*,/. Using this option, proflies can be scaled and/or 
shifted by an additive offset. The manipulated proflies can be saved. 
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The next figure, shows an 0 3 profile which has been multiplied by 3 between 10 
and 60 km and the original 0 3 profile in a plot: 
2oom~ draw reetangle downward with mouse 
Resize: revertto original slze 
6 8 10 12 14 16 
vmr/ppn11.1 
1. 7 Information 
kopmgu:i offers information about the following items: 
GI use of kopmgui 
• latest modifications of kopragu,i 
GI a web site with informations about kopra 
• the author 
2 specplot 
specplot is an interactive plot tool for kopm and/ or rfm spectra: 
specplot offers the following opportunities: 
• plot of kopra and/ or rfmspectra 
Up to 15 spectra can be plotted in one diagramm. The file selection box 
allows to select several spectra at a time. The maximum data range is set 
automatically. 
The figure below shows three spectra in a plot: 




Welcmne to specplot .1 
specplot p/ots l:opra- and. 1or 
1jm-speclra 





• selectable curve attributes: colors, linestyles, markers, ... 
The curve attributes are initialized, but can be set individually by the user. 
The curves can be distinguished either by color or by linestyle. They can be 
plotted with up to 15 different colors. 
The following linestyles are available: 
solid (-), dotted ( .......... ), dashed (- ___ ), dash dot (_,_,_,_), dash dot dot 
dot (_.,,_ ... ), long dashes (- -) 
Marker·s can be set at each gridpoint. The following markers are available: 
plus sign ( +), asterisk (*), period (.), diamond, triangle, square, x, circle ( o). 
The next figure shows two spectra with different linestyles and markers at 
each grid point: 
• plot of absolute or relative residual 
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669 
The residual is calculated and added to the plot. The user has the choice to 
plot the absolute or relative residual. Alternatively, the plot of residuals can 
be switched off. The first spectrum is reference spectrum. The residuals are 
calculated according to the rule: 
absolute residuals: (n- r·ef) 
relative residuals: (n- ref)fr·ef 
where ref is the first spectrum and n is the nth spectrum. 
If the compared spectra have different gridpoints, specplot uses linear inter-
polation to calculate the residual. A zero line can be added to the residual. 
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The figure below shows three speetra with their absolute residuals: 
940.0 
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Parts of the plot ean be zoomed with the mouse aeeording to the following 
rule: 
- A reetangle is drawn with the left mouse button, indicating the area, 
whieh should be zoomed. 
The position of the reetangle ean be ehanged with the middle mouse 
button. 
The zoom eommand is send with the r·ight mouse button. 
The zoom is enabled by default, but ean be disabled by clieking the eorre-
sponding option in the menu zoom. 
• changeable legend pararneters 
The legend entries eorrespond to the file names of the speetra, but ean be 
modified. The positions of the legend entries ean be set individually. 
e plot of line intensities 
Lines of gases (HITRAN line data gases, non-HITRAN line data gases, pseudo 
line data gases) ean be added to the plot. The line intensities are drawn ae-
eording to a seperate logarithmic y-axis on the lower right side of the diagram. 
The number of lines ean be redueed by setting a threshold intensity, so that 
only lines with greater intensities will be plotted. The data is read from a 
database. 
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• hard copy 
The plot can be saved in one of the following formats: 
postscript (ps), encapsulated postscript ( eps) or encapsulated postscript in-
terchange format ( epsi). 
• print 
The plot can be printed on paper or transparency in black+white or color. 
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