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Preface
This thesis describes different approaches to exploit thermal noise in a microfluidic de-
vice for transport and separation of colloids and DNA. A very close collaboration of
theoretical and experimental physicists led to four different projects, Absolute Nega-
tive Mobility, Electrodeless Dielectrophoretic Ratchet, Dielectrophoretic Manipulation of
DNA, and Giant DNA Diffusion. The successfull realization is a result of the flow of
work starting with an idea followed by the continuous interaction of theoretical pre-
dictions, experiments and thereon improved predictions. The main results are already
published or will be published soon.
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In the first chapter, the physical idea of this thesis is defined and the addressed projects
are outlined. The system, in which the projects are realized is presented and the rele-
vance for bioanalytical applications is illustrated. In the first part of the second chapter
(Sec. 2.1 to 2.3), an introduction is given to the structure and properties of DNA in
aqueous solution and to the physics of microfluidics and electrokinetic transport. In Sec.
2.4 to 2.7, a more detailed insight into the description, modeling and characterization of
Brownian migration phenomena is given. In the third chapter, the methods used in this
thesis are described in detail. The fourth chapter, ’Results and Discussion’, is organized
according to the four different projects. Every project is introduced and the setup is
explained. The results are presented together with the theory necessary to analyze and
interpret the experimental data. Every result is discussed and a short summary is given.
Chapter five summarizes the work and gives an outlook.
All experiments have been conducted by the author, except the ANM acceleration in
the ’wrong’ direction (Sec. 4.1.3), which was performed by Sebastian Grauwin under
my practical supervision, and the measurements of the DNA polarizability concerning
the salt and dye dependencies (Sec. 4.3.6 and 4.3.7), which were conducted by Lukas
Bogunovic in the time of his Bachelor thesis under my practical supervision. The sim-
ulation, which provided much insight, was developed, programmed and continuously
enhanced by Dr. Ralf Eichhorn.
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1 Introduction
Our macroscopic world resides on a ’jittering sea of fluctuations’ [1]. And even our
individuality is due to this omnipresent thermal noise during fertilization. On the mi-
croscopic scale, these fluctuations can be observed as Brownian motion.
The leitmotif of this work is to exploit Brownian motion for bioanalysis in the con-
text of migration and separation in microfluidic systems operating far from thermal
equilibrium. The increasing importance of bioanalysis is based on the fast growing fields
of biotechnology and pharmaceutics. They have a great demand of fast, cheap and
robust bioanalytical systems. On the one hand, these systems have to provide pure
samples and on the other hand, have to assure the quality of the product.
In order to contribute to these demands, fundamental physical phenomena are studied,
such as Absolute Negative Mobility, ratchets and diffusion control and their relevance
to bioanalytical applications is illustrated. Two possible approaches are pursued: either
the phenomena are directly studied with biological samples or with microparticles as
models for cells in order to provide a proof of principle.
The second law of thermodynamics sets strict restrictions on the possible behavior of
equilibrium systems to external perturbations. For example, when a static force is ap-
plied to a particle, which is in equilibrium with its environment, the particle has to move
in the direction of the force. Any other behavior is ruled out because it could be used to
extract work from a single heat bath. Thus, in order to develop new, sometimes counter-
intuitive, migration mechanisms for transport and separation these limitations should
be circumvent. And this can be achieved by operating far from thermal equilibrium,
where the second law of thermodynamics does not apply.
In this work, two different possibilities are pursued to create conditions far from
equilibrium, either periodic driving or a biased perturbation in its most simple form,
namely a static force. Four physically different transport phenomena are addressed in
spatially periodic systems with direct relevance to bioanalysis.
1. Absolute Negative Mobility : particle motion against a (not too large) static force.
The effect is demonstrated for non-interacting Brownian particles as a response to a
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static perturbation, here realized by a static force, in a spatial periodic system with
intact spatial inversion symmetry. The conditions far from thermal equilibrium
are created by periodic driving. The counterintuitive migration can be exploited
for particle fractionation (see Sec. 4.1).
2. Electrodeless Dielectrophoretic Ratchet : directed average transport of micropar-
ticles although no systematic force is applied. The effect is demonstrated in a
potential with a broken spatial inversion symmetry. The conditions far from ther-
mal equilibrium are created by periodic driving. The effect allows to tune the
transport direction by a single parameter, opening new perspectives for separa-
tion (see Sec. 4.2).
3. Dielectrophoretic Manipulation of DNA: separation of differently sized and shaped
DNA fragments by thermally induced escape from potential minima. The effect
is demonstrated in a tilted periodic potential, with conditions far from thermal
equilibrium induced by the tilting. A new access to the polarizability of DNA is
presented, allowing its quantitative study (see Sec. 4.3).
4. Giant DNA diffusion: diffusion enhancement and control. The effect is demon-
strated in a tilted periodic potential at the critical tilt, i.e. any further tilting
of the potential leads to a deterministic migration of the DNA ’downhill’. This
control of diffusion enables new concepts for mixing and purification (see Sec. 4.4).
Interestingly, all these different effects are observed with a single experimental ’tool
box’, consisting of structured microfluidic channels with electrokinetic forces, i.e. elec-
trophoresis, electroomosis and dielectrophoresis. The basic setup is the same for all four
projects (see Fig. 1.1). The central unit is a periodically microstructured linear channel,
with channel dimensions of some 100 µm in width, a few millimeters in length and less
than 10 µm in height. If necessary, a cross injector is included allowing the injection of
samples of defined volume. The production of the chips is based on the rapid prototyp-
ing idea of Soft Lithography [2]. The objects inside the channel are electrokinetically
manipulated by immersing electrodes into the reservoirs at the end of the channel and
applying electric ac and dc voltages.
The microfluidic environment almost ideally equips us with what we need for the
experimental realization of the four projects:
• Inertia forces are usually small compared to all other forces.
• The Brownian motion of particles is significant.
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Figure 1.1: Schematic diagram of the microfluidic chip and the applied voltages. The gray shaded area
symbolizes the microstructured area.
• Colloidal particles (e.g. made from polystyrene or biomolecules) settle out so
slowly under gravity that they can be considered as suspended.
• Electrokinetic effects can be used to exert forces on particles because they normally
acquire a charge in aqueous solution.
• Colloidal particles suspended in low concentration do not interact.
These points are discussed in more detail in Secs. 2.2 and 2.3.
Turning from purely physical aspects to applications, microfluidics might in the future
allow new techniques for analysis, diagnosis and quality control in scientific fields as
biology, chemistry and medicine. This is discussed, for example, by P. Yager et al. in
’Microfluidic diagnostic technologies for global public health care’ [3]. The idea is to
build robust sophisticated diagnostic tools, which work under most climatic conditions,
in every home and can be used without expert knowledge. Through miniaturization,
analysis should be possible with low sample consumption, high speed and the possibility
to build complex systems on a chip. Such kind of devices are called micro Total Analysis
Systems (µTAS) or Labs-on-a-Chip [4, 5].
In a first approach, the miniaturization of already established and successfull biological
and chemical techniques can be pursued. For example, polymerase chain reaction [6] of
DNA was demonstrated as well as protein crystallization [7]. Another example of the
successful scale down of a standard technique is the capillary gel electrophoresis (CGE),
with typical capillary diameters in the range of 50 to 100 µm.
The separation of DNA fragments is of high relevance, as for example demonstrated
by the ’Human genome project’ [8] or the DNA vaccination [9], leading to high demands
concerning the quality control. The problem is that all DNA fragments, regardless of
3
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their length (> 100 base pairs) or conformation, show the same electrophoretic mo-
bility [10]. The standard technique for the separation of DNA fragments according to
length is the slab gel electrophoresis, inducing different mobilities by a ’reptating’ mo-
tion through the gel. However, both techniques require a gel in order to invoke different
electrophoretic migration velocities of differently sized DNA fragments. Because of the
high viscosity of the gel, these techniques are time-consuming in the range from 30
minutes to several days, depending on the size of the DNA fragments.
Besides the simple scale down of existing techniques and with the advances in micro-
and nanotechnology, the realization of new techniques has become possible by exploiting
effects of the miniaturization. An example are artifical gels for DNA sieving fabricated
by microstructured obstacle courses realized in microfluidic environments. This way, the
accelerated separation of DNA could be demonstrated, even for long fragments, which
are hard to handle with the standard techniques: the separation of DNA fragments
> 40 kbp could be demonstrated in micro- [11–13] and nanopillar [14] arrays as well
as in magnetic bead [15] or nanosphere matrices [16]. Size dependent DNA migration
and separation have also been performed in periodically structured microfluidic channels
[17,18] and by using entropic traps [19–21].
Besides the length of a DNA fragment, its topology or conformation is of great im-
portance for biotechnological applications, such as DNA vaccination. Only a highly
purified supercoiled DNA conformation is suitable for vaccination [9]. Hence, there is
an increasing interest to develop fast, miniaturized separation devices for quality control
or, if highly parallelized, for sample purification. However, the only example (known to
the author) of a miniaturized approach to study circular DNA is the separation of DNA
with different configurations on a flat silicon surface by Li et al. [22].
Another new technique, only possible because of the miniaturization is single cell
analysis. The technique already includes cell positioning, lysis and protein finger printing
[23]. However, before a cell of interest can be analyzed it has to be separated from other
cells. Possible separation criteria are size or charge. Besides those, the polarizability has
proven to be a reliable separation criterion. Combined with dielectrophoresis, separation
has been demonstrated for particles [24–26], bioparticles [27–29] or live and dead bacteria
[30]. Furthermore, the fractionation of rare cells as stem or cancer cells is a very active
field of research [31].
A third approach exploiting the effects of miniaturization are ratchet devices. The
idea is to extract work out of thermal fluctuations by utilizing a potential with a broken
spatial inversion symmetry although all forces average out to zero. Several devices with
different realizations of the potential landscape have been presented. Asymmetric chan-
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nel geometries were demonstrated [32–35] as well as potential landscapes created with
microelectrodes [36]. The latter demonstrated the transport of DNA and anticipated
bioanalytical applications including the detection of single-nucleotide polymorphisms.
The references [5, 37–39] provide a comprehensive introduction to microfluidics and
therein realized applications.
The four projects presented here are proof-of-principles for new concepts and address
different aspects and different possible applications in the general context of bioanalysis:
The project Dielectrophoretic Manipulation of DNA (Sec. 4.3) demonstrates the fast
separation of DNA fragments according to length and conformation. As a quantitative
characterization is indispensable for a reliable application, a new method is presented
to determine the polarizability of DNA molecules quantitatively. This method is used
to study the dependence of the polarizability on salt and dye concentration, and on the
frequency of the applied electric field.
The project Giant DNA Diffusion shows that the diffusion of different DNA fragments
can specifically be controlled in a microfluidic environment. Thus, new approaches to
mixing and purification are possible (see Sec. 4.4).
The projects ANM and Electrodeless Dielectrophoretic Ratchet demonstrate the ability
to separate spherical colloids (see Secs. 4.1 and 4.2). These concepts might be transfered
to cells. However, the most important advantage of these two projects is the ’tunability’
of the separation criterion. Typically, the separation criterion fixes the structure of the
microfluidic device and thus is ’built-in’ during construction. It would be of great prac-
tical use to change this criterion during the separation or between different separation
experiments by changing a single parameter.
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2.1 DNA
Deoxyribonucleic acid (DNA) is a long polymer present in every cell of every living
organism. It carries the genetic information in a form that can be passed from one
generation to the next [40] and consequently serves as a long time information memory.
A DNA molecule consists of a large number of linked nucleotides [41]. A nucleotide
is composed of a sugar (deoxyribose), a phosphate and a base. The sugars are linked
by phosphates forming the backbone. There are only four bases, two purines, adenine
(A) and guanine (G), and two pyrimidines, cytosine (C) and thymine (T). The genetic
information is stored in the sequence in which these four bases are arranged. Each type
of base can form a bond only with just one other type of base (A-T and G-C) stabilized
by two (A-T) or three hydrogen bonds (G-C). This complementary pairing results in
the formation of a double helix with two anti-parallel complementary strands wound
around a common axis (see Fig. 2.1). The double helix is additionally stabilized by
hydrophobic interactions between the bases. Under physiological conditions the DNA
can mostly be found in the so called B conformation (B-DNA), a right handed double
helix with adjacent bases separated by 0.34 nm and nearly perpendicular oriented to
the helix axis. In this conformation, ten bases make a full turn of the helix, so that the
helical structure repeats every 3.4 nm. The diameter of the helix is 2.4 nm.
In aqueous solution of physiological pH, the phosphate groups on the backbone carry
two negative charges per base pair. Thus, the DNA can be regarded as a polyelectrolyte
and is usually surrounded by positive counterions, which stem from the surrounding
solution.
In complex living organisms, the DNA molecule is much too long to be stored as a
random coil. As for example the human double helix is much longer (≈ 2 m) than the
largest diameter of any cell, the DNA is closely packed under the assistance of histones
into 46 chromosomes [43].
Alternatively, the linear DNA can be closed to a ring. When a linear DNA polymer
with its intrinsic number of helical turns is covalently closed to a ring, this form is called
6
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thymine
adenine
guanine
cytosine
helix
double
minor groove
major groove
Figure 2.1: Chemical and secondary structure of B-DNA [42]. Adenine can only form a bond with
thymine (A-T) and cytosine only with guanine (G-C). (A-T) is stabilized by two and (G-C) by three
hydrogen bonds. Under physiological conditions the DNA takes the B-conformation, a right handed
double helix with a major and minor groove.
7
2 Background and Theory
a) linear DNA
e) plectonemically supercoiled DNA (ccc)
b) relaxed circular DNA (oc)
d) partially unwound circular DNA
c) linear DNA, partially unwound by two turns
Figure 2.2: (a) Schematic drawing of linear DNA with 25 turns and 260 base pairs (bp). (b) Covalently
closing the linear DNA to a ring leads to relaxed circular DNA (oc). (c) Partial unwinding of the DNA
by two turns and covalent closure to a ring (d) results in partially unwound circular DNA, which is
topologically equivalent, but energetically not favored compared to the supercoiled DNA (ccc) (e) [40].
8
2.1 DNA
a relaxed or open circle (oc) form. Twisting or untwisting, i.e. changing the intrinsic
number of helical turns, and subsequent covalent closure of the DNA double strand into
a ring results in a superhelix, which is called the covalently closed circular (ccc) form
(see Fig. 2.2). This form is much more compact (see Fig. 2.3, Tab. 4.7 and Fig. 4.21).
A transfer of the ccc form into the oc form is possible by introducing one or more single
strand breaks. In this case, the twisting energy is dissipated because the remaining
single strand joint is flexible and can rotate freely. The supercoiling can result in a
plectonemic structure, i.e. two sections of a double helix are twisted around each other
and make up a superhelix (see Fig. 2.3).
Figure 2.3: Scanning electron micrograph of a plectonemically supercoiled (ccc) DNA molecule (left)
and a relaxed (oc) molecule (right) [40].
Supercoiling is biologically and biotechnologically relevant. On the one hand, the
biological relevance is given because the superhelix is spatially more compact. Moreover,
supercoiling may hinder or favor the ability of the double helix to unwind and thereby
affects the interactions between DNA and other molecules, for example with the DNA
polymerase controlling the DNA transcription [41]. Supercoiled DNA can in vivo be
found in viruses or bacteria, usually with a negative supercoiling, i.e. before closure
the DNA was unwound. Extrachromosomal circular DNA molecules, which can often
be found in viruses or bacteria, are called plasmids. Although extrachromosomal, they
are replicated and passed on to the daughter cells during cell devision and can have
biological functions, e.g. carry resistance genes against antibiotics [41]. On the other
hand, supercoiling is biotechnologically relevant because these plasmids are used for
cloning DNA fragments. The fragment of interest is inserted into the plasmid ring and
then brought into a cell. The cell grows and divides, i.e with each cell devision the
DNA is doubled. Then, the cells are lysed and the supercoiled DNA can be extracted.
Usually, cloning is used to insert a specific function encoded by a DNA fragment into a
9
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cell, such that the cell produces the desired product, e.g. vitamines, proteins, or amino
acids. Furthermore, plasmids can be used for vaccination. Highly purified supercoiled
DNA is injected into a living organism and taken up by the cells to some extent. Once
the genetic code has been inserted into the DNA of a cell, it can produce proteins and
antigens according to the new genetic code. In this way, the immunization of animals
and humans can be achieved [44].
2.1.1 Statistical DNA Model
In aqueous solution, linear DNA takes the conformation of a random coil [45]. Neverthe-
less, it is possible to describe this coil quantitatively and there are several established
models [46]. The freely-jointed-chain (FJC) model describes DNA as an ideal chain
with stiff segments that are freely jointed, i.e. there is no restriction to any degree of
freedom. In the freely-rotating-chain (FRC) the description is analogous to the FJC,
but the angle of rotation of the segments is restricted. In contrast, the worm-like-chain
(WLC) model describes the polymer as a single continuous flexible cylinder without
joints. This model is especially suited for stiff polymers, which can be characterized by
a persistence length. The persistence length is a measure of the stiffness of the polymer,
i.e. the stiffer the polymer, the longer the persistence length.
From the models introduced above, the WLC model gives the most realistic descrip-
tion of DNA [46]. Let us consider a DNA double strand of contour length L and persis-
tence length lp. The conformation of the long polymer (L lk) is a random walk of step
lk, where lk = 2lp is the Kuhn length, with an average end-to-end distance Rend−to−end
and a radius of gyration Rg related by [45]
Rend−to−end =
√
6Rg = (lkL)
1/2. (2.1)
The radius of gyration is defined as the distance between the axis of a rotating body
and its center of gyration, and is again related to the hydrodynamic radius RH via
Rg = 1.51 ·RH [46].
The radius of gyration scales with the number of base pairs N as
Rg ∝ N ν (2.2)
with ν being the so called Flory exponent. The value of ν depends on the dimensionality,
the model and especially on the excluded volume effect. For long chains, excluded volume
interactions introduce an extra repulsive force, which expands the random coil. These in-
teractions take into account that two monomers cannot simultaneously occupy the same
10
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position. In the 3D WLC model, the Flory exponent is given by ν = 0.5 without ex-
cluded, and by ν = 0.588 with appreciable excluded volume effects [46] (see Sec. 4.3.4).
The crossover from one regime to the other strongly depends on the details of the
molecular structure and the solvent. Different critical lengths can be found in the
literature at which excluded volume effects have to be taken into account. They range
from 10 kbp [45] to 100 kbp, whereas only a marginal influence of the effect is expected
[47]. The large variance is probably due to the inaccuracy of the effective diameter of
the DNA strand. It is often assumed that the effective diameter of DNA corresponds to
the solvent dependent thickness of the screening ion cloud rather than the natural helix
diameter [48]. This screening length is characterized by the Debye length (see Sec. 2.2.2)
and values ranging from 3 to 24 nm are reported with 10 mM NaCl [48]. This screening
length determines the electrostatic repulsion between different segments. Consequently,
a larger effective diameter leads to a more pronounced excluded volume effect. Moreover,
a weak screening makes the polymer stiffer and thus increases the persistence length, and
vice versa. A value of the persistence length of 50 nm is assumed under physiological
conditions [49, 50]. The flexibility of DNA is discussed in detail in [51] and a more
detailed description of the ion cloud is given in Sec. 2.2.2.
2.1.2 Fluorescent DNA Labeling
Fluorescent labeling is a standard technique for the optical detection of single DNA
molecules [52], i.e. a dye molecule is specifically or unspecifically bound to the target
molecule. The fluorescent emission of photons allows the optical detection even of
molecules that are much smaller than the achievable optical resolution.
A dye molecule absorbs a photon and is excited into a higher energy state (see Fig. 2.4).
After about 10−8 s, the excited system can emit a photon and fall back into the ground
state. The energy of the emitted photon is reduced compared to the energy of the
exciting photon (Stokes or red shift) due to energy losses during the excitation. Be-
sides the relaxation through fluorescence, there are several other relaxation processes.
Intersystem crossing (ISC) is possible due to intermolecular interactions, i.e. there is
a crossing from the excited singlet state into the triplet state. From the triplet state,
the relaxation through photon emission is also possible and called phosphorescence (P).
However, this process is quantum mechanically forbidden and thus unlikely, resulting in
a long life time of the excited triplet state. Another process is a photo induced chemical
reaction (Chem).
There are further relaxation processes without radiation, e.g. rotational relaxation or
11
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collisions with other molecules close by (internal conversion (IC)). All of these effects
can lead to quenching (Q), i.e. a reduction of the fluorescence intensity.
Figure 2.4: Jablonski diagram of electronic states of a molecule and the transitions between them. The
system is excited from the ground state v to the first excited state v′ through absorption of a photon,
and several possibilities for relaxation are depicted (see main text) [53].
Intercalating fluorescent dyes are frequently used for DNA detection. The dye molecules
intercalate between two base pairs of the DNA molecule and thereby increase the quan-
tum yield up to a factor 3000 compared to the free state [54, 55]. The reason can
be found in the spatial fixation, thus limiting the degrees of freedom of rotation and
the probability of collisions with solvent molecules. Examples of intercalating dyes are
ethidium bromide or the cyanine dimers YOYO-1 and TOTO-1 [56].
YOYO-1 is particularly suitable for DNA labeling. Because of its planar aromatic
rings and its high charging of four positive charges per YOYO-1 molecule, it can easily
intercalate into the negatively charged DNA. This fact is supported by the high binding
constant of K = 6 · 108 Mol−1 (in phosphate buffer with pH 7 and 100 mM NaCl) [54].
The intercalation accordingly changes the DNA charging, which might change the
electrokinetic properties of DNA. Nevertheless, Carlsson et al. [57] observed only minor
changes.
However, the intercalation needs some time to equilibrate. A double band in an
agarose gel is found, when a sample of a single DNA species is stained with YOYO-1
and a gel is run of the sample within a few hours after staining [58]. This indicates sub-
populations with different YOYO-1 content. Furthermore, each intercalated YOYO-1
molecule stretches the DNA molecule by about 0.34 nm resulting in a changed charge
density and an increase in persistence length [50, 59]. For λ-DNA with 48.5 kbp and
a contour length of 16 µm, the intercalation of YOYO-1 with a concentration of 1 dye
molecule per 5 base pairs stretches the molecule to a total length of 20 µm. Moreover,
the persistence length is increased from about 50 µm to 64 µm at 10 mM NaCl [50].
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The miniaturization of fluidic systems promises similar advances as already achieved in
microelectronics. Microfluidic devices, fluid filled channels with a width of typically a
few 100 µm or less, offer the possibility of performing numerous experiments rapidly
and in parallel, while consuming little reagent [5, 60]. However, the fundamental fluid
physics changes rapidly as the length scale is reduced, much before quantum effects
have to be taken into account [60]. For example, mass transport in a microfluidic
system is dominated by viscous dissipation and inertia effects are in general negligible.
This implies that mixing is difficult in a microfluidic system, as inertia is responsible
for nonlinearity and thus for turbulences. However, the small dimensions bring other
physical phenomena to prominence, which are less familiar on the macroscale. Here, a
few examples are given.
Diffusion is usually a small effect, as nobody waits for the sugar in the tea cup to
distribute itself by diffusion (it would take hours to days). In a microfluidic device,
however, an object can easily travel a typical channel width within only a few seconds,
e.g. Hemoglobin diffuses with 69 µm2/s [61]. And even latex spheres of 1.9 µm diameter
diffuse with 0.1 µm2/s.
Most objects in our every day life are not buoyant and thus sediment quickly. However,
if the particles are very small and have a density close to water, just as DNA molecules,
proteins, or microspheres, diffusion dominates over sedimentation [62]. More precisely,
if the density of the object is not too large, it can be regarded as suspended in a
microchannel, with an average height that can be calculated [63].
Scaling down a capillary of radius Rc, the cross sectional area scales as ∼ R2c and the
surface only as ∼ Rc. Thus, the surface to volume ratio increases and interfacial surface
effects become more important. To name just a few, the adsorption of objects onto the
channel surface has to be controlled and if permeable materials are used to construct a
microfluidic channel, the permeation has to be considered [64].
Finally, electrokinetic effects are important because particles normally acquire a charge
in aqueous solution. Moreover, the channel walls also acquire charges as they are often
composed of glass or a polymer. Ions from the buffer screen these charges. Thus, apply-
ing an electric field moves a charged object in solution, but at the same time the ions
at the channel surface.
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2.2.1 Hydrodynamics on the µm-Scale
The flow, for example in a capillary, can be characterized by the Reynolds number
Re =
ρvRc
η
, (2.3)
where Rc, ρ, η and v are the capillary diameter, the density, the viscosity of the fluid and
the fluid velocity. This dimensionless number gives the ratio between inertia forces and
viscous forces. For Re < 2300 the viscous forces dominate and the flow is laminar. For
larger values it becomes turbulent [65]. In a typical microfluidic system, the Reynolds
number is much smaller than one (Re 1), i.e. inertia effects are irrelevant [60] and the
dynamics is overdamped. This can be illustrated by the following example. A particle
of diameter 1 µm is pushed and moves with a velocity of 30 µm/s. If suddenly no
force is applied anymore, the particle stops within 0.01 nm and 0.6 µs [66]. A further
consequence is that the flow is laminar. Thus, mixing is not possible by steering, but
dominated by diffusion (see Sec. 4.4) [60].
Due to the spatial dimensions of a typical microfluidic channel, even small water
droplets in the reservoir of a micro channel can induce high fluid velocities. The pressure
P in a water drop of radius rd is given by
P =
2γ
rd
, (2.4)
where γ is the surface tension. For example, with rd = 2 mm and the surface tension
of water, the pressure results in P ≈ 70 Pa. The velocity of a fluid in a channel due to
pressure can be estimated by [67]
v ≈ h
2
c
3η
(
P
Lc
)
, (2.5)
with Lc being the channel length and hc the channel height. A 2 mm water droplet
induces a velocity of about 180 µm/s in a 11 mm long and 9 µm high channel.
2.2.2 The Electrical Double Layer
Most substances acquire an electric surface charge, if they are brought into contact with
an aqueous (polar) medium [62]. The mechanisms include ionization, ion adsorption,
and ion dissolution. Any charged surface in an electrolyte solution will influence the
distribution of nearby ions in the solution. Ions of opposite charge (counterions) are
attracted toward the surface while ions of like charge (coions) are repelled. This attrac-
tion and repulsion can be described with two layers of ions at the charged surface. The
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first layer is the Stern layer, in which the ions in the immediate vicinity of the surface
adsorb or condense permanently and the diffuse or Gouy-Chapman-layer, in which the
attracted ions remain mobile due to the already weakened attraction and the Brownian
motion (see Fig. 2.5). Both layers together are called the electric double layer [62].
Ψ0
ζ
Ψ
κ −1l B z
I II
Figure 2.5: Electric double layer, where the Stern layer is found in region I and the diffuse layer in
region II. The potential decays linearly in I and exponentially in II.
The thickness of the Stern layer is roughly given by the Bjerrum length
lB = e
2/(4pib0kBT ), (2.6)
where b is the dielectric constant of the fluid, 0 the permittivity of vacuum, e the
elementary charge and kBT the thermal energy. The typical Bjerrum length is about
the diameter of the condensed counterions.
Generally, the distribution of mobile ions can be described using the Poisson-Boltzmann
equation [62]
b0∇2Ψ = −e
∑
k
zkCk exp(−ezkΨ/kBT ), (2.7)
where zk is the valence of ion k, Ck the bulk concentration of ions of the species k and Ψ
the electric potential. Under the assumption of zkeΨ kBT , Eq. 2.7 can be linearized
and gives the Debye-Hu¨ckel theory, which is applicable to the diffuse layer. According
to this model, the electric potential in the diffuse layer decays exponentially from its
value at the boundary
Ψ(z) = Ψ(lB) exp(−κz), (2.8)
with Ψ(lB) being the potential value at the boundary of the condensed and the diffuse
layer, called ζ-potential, and κ−1 = λd the screening length. This length is called Debye
length and is given by [62]
λd =
(
b0kBT
2e2I
)1/2
, (2.9)
where I = (1/2)
∑
k z
2
kCk is the ionic strength. The typical Debye length for a glass
capillary and physiological buffer conditions is in the order of λd = 3 nm.
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2.2.3 Electroosmosis and Electrophoresis
Electrokinetic phenomena arise when the mobile portion of the diffuse double layer and
an external electric field interact in the viscous shear layer near the charged surface.
If an electric field is applied tangentially along a charged surface, it will exert a force
on the counterions in the diffuse layer resulting in a migration. Due to viscous drag,
the surrounding solvent is drawn by the counterions and therefore starts to flow. The
movement of the liquid relative to a stationary charged surface with surface potential
ζ by an applied electric field is called electroosmosis. Assuming a thin double layer
compared with the characteristic length scale of the microdevice, e.g. the diameter of a
capillary, the electroomsotic mobility µeo =
~v
~E
is given by [62]
µeo = −0bζ
η
. (2.10)
This formula is known as the Helmholtz-Smoluchowski equation. Thus, outside the
double layer, the flow profile is plug like. Only within the thin diffuse layer itself,
the velocity is not constant as the no slip boundary condition at the surface must be
retained.
A second electrokinetic phenomenon is electrophoresis and it describes the movement
of a charged surface with surface potential ζ relative to a stationary liquid by an applied
electric field. Thus, the electrophoretic mobility of a charged object is obtained from
the electroosmotic mobility by just changing the frame of reference [62]
µep = +
0bζ
η
. (2.11)
As a consequence, assuming a thin double layer compared to the particle size, the
electrophoretic velocity is independent of the particle size and shape for constant surface
potential. This especially applies to DNA, which always shows the same electrophoretic
velocity independent of its length (>100 bp). Only the assumption zkeζ  kBT might
be questionable for DNA or other highly charged objects [68], but the length independent
migration of DNA is experimentally well confirmed [10,45] (see Sec. 4.3.4).
Under many conditions of practical interest, the resulting electroosmotic fluid velocity
is proportional to the local electric field with the constant of proportionality everywhere
the same [69]. Consequently, electroosmosis and electrophoresis can be modeled as a
single effective force. The conditions for this similitude are a steady electric field, a
thin double layer compared to the particle and device dimensions and fluid velocities on
all inlet and outlet boundaries that satisfy the Helmholtz-Smoluchowski relation. These
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conditions are fulfilled under the given experimental conditions because the double layer
(≈ 3 nm) is much thinner than any characteristic length scale of the microfluidic device
(> 2µm), including in- and outlet boundaries or the particles in the device (for the
smallest DNA molecules used Rg > 100 nm). Moreover, the electric field is steady
in the device as electric fields are applied at the ends of the channel and the channel
consisting of an insulating polymer and filled with a conducting buffer.
Thus, the net particle velocity is given by the superposition of electrophoresis and
electroosmosis [70]
~v =
0B(ζ − ζ)
η
~E. (2.12)
This description is sufficient to model the mobilities observed in the experiments. How-
ever, there are more effects due to the finite thickness of the double layer. One conse-
quence is the electrophoretic retardation. The effect results from the fact that the ions
in the double layer move opposite to the particle. Because of the viscosity, a drag is
exerted on the particle by the electroosmotic flow at its surface. Another effect changing
the velocity is the relaxation. The motion of the ions because of the local electroosmotic
flow distorts the double layer from sphericity [62]. A review of ac electrokinetic effects
including scaling laws is given by [71]. In the following Sec., the main focus will be on
dielectrophoresis solely.
2.2.4 Dielectrophoresis
Dielectrophoresis (DEP) is the translation of neutral matter caused by polarization
effects in a nonuniform electric field [72]. Thus, DEP can be used to manipulate every
polarizable object [25], such as latex spheres [73–76], cells [77], viruses [27], proteins
[78,79] or carbon nanotubes [80].
The generation of a nonuniform electric field is possible with two different approaches
(see Fig. 2.6). The first one is based on microelectrodes, the other one on creating gradi-
ents with nonconducting obstacles (electrodeless dielectrophoresis [81], see also Fig. 2.7,
Secs. 4.3.1 and 4.2). The latter has the advantage of allowing a monolithic fabrication,
and more importantly, provides field gradients over the entire depth of the microchannel.
The dielectrophoretic force is given by [72]
~FDEP = (~p · ∇) ~E, (2.13)
where ~E is the electric field and ~p the induced dipole. The latter can be calculated
according to
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Figure 2.6: a) Side view of an inhomogeneous electric field created by microelectrodes. The maximum
electric gradient is found at the corners of the microelectrode and thus does not extend over the full
height of the channel. b) Top view of an inhomogeneous electric field created by two non-conducting
posts. The strongest electric gradient is found at the corners of the posts and the gradient is created
over the full post height.
~p = α(ω) ~E, (2.14)
where α(ω) is the frequency dependent polarizability.
The direction of the force does not depend on the polarity of the electric field and is
observed with ac as well as dc voltages. However, the direction depends on the difference
of the dielectric permittivity of the particle and the solvent. Objects are attracted to
regions of stronger electric fields when their permittivity p exceeds that of the medium
(positive dielectrophoresis) and vice versa (negative dielectrophoresis) [82]. The latter is
of great importance, because the polarizability depends on the medium. More precisely,
the net polarizability is given by the material of the particle itself, its ion cloud and the
surrounding solvent.
For a spherical particle the DEP force can be calculated with several assumptions. The
particle is a homogeneous dielectric particle with ohmic conductance but no dielectric
loss. This particle is suspended in a dielectric solvent, which also only shows ohmic
loss. Additionally, the electric field must be applied much longer than the time constant
associated with the accumulation of free charge at the surface of the sphere.
Then, the dipole moment of a sphere is given by [83]
~p = 4pimRe[K(ω)]R
3 ~E, (2.15)
where Re[K(ω)] is the real part of the so called Clausius-Mossotti factor K(ω) = p−m
p+2m
and p/m are the frequency dependent dielectric constants of the particle and the medium
respectively [71,84]. Thus, the DEP force for a spherical particle, with the assumptions
listed above and neglecting the polarization of the surrounding ion cloud, is given by
[72,82]
~FDEP = 2pi0mR
3Re[K]∇ ~E2 (2.16)
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and scales with the volume of the particle. For the experimental conditions used here,
the assumptions are valid, as the particles demonstrate negative dielectrophoresis, i.e.
the polarization of the particle itself dominates the total polarizability and not its sur-
rounding ion cloud (see Sec. 4.2).
In contrast, DNA is not a homogeneous dielectric sphere and the assumptions made
above do not apply, i.e. the scaling of ~FDEP with the volume fails for DNA molecules (see
Sec. 4.3.4). However, a more general description is possible. The underlying potential
to the dielectrophoretic force in Eq. 2.13 is given by W = −~p ~E . Hence, the application
of an electric field ~E(t) = ~E sinωt creates a dielectrophoretic potential landscape given
by (see Fig. 2.7)
W = −(1/2)α~E2, (2.17)
thereby using Eq. 2.14. In this description, adsorption effects are neglected so that
the polarizability α is real-valued. Moreover, a quasi-static response of the object to
the time dependent electric field is assumed, i.e. the object does not follow the time
dependent electric field and the factor (1/2) stems from the average of sin2 ωt (see Sec.
4.3.1).
Figure 2.7: Dielectrophoretic potential W = −(1/2)α~E2 in a gap between two posts (white rectangles)
in the case of positive dielectrophoresis (α > 0). The electric field is numerically calculated as described
in Sec. 2.5. The color code indicates the magnitude of the potential energy in arbitrary units. The
arrows indicate the direction of the resulting dielectrophoretic force field. Potential minima occur near
the edges of the posts.
There are two possible contributions to the polarizability of DNA, induced or per-
manent dipoles. It is widely assumed that DNA possess no permanent dipole [85, 86].
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However, DNA molecules with a length of 400-850 bp were reported to show a small
permanent dipole moment [85, 87]. This observation might depend on the base pair
sequence, which induces a permanent bending of the DNA strand, and on the buffer
conditions [88].
The major part of the DNA polarizability stems from the induced dipole [81,85,89,90].
The charged DNA strand accumulates an ion cloud in aqueous solution. The counterions
can be displaced by an electric field inducing a dipole. The magnitude of the latter
depends on the polarizability α(ω) of the molecule, which depends on the frequency of
the applied field. Although the exact mechanism is still not well understood [85], Chou
et al. [81] demonstrated that the polarizability decreases with increasing viscosity of the
surrounding buffer. Hence, it seems plausible that the induced dipole stems from the
mobile counterions (see Fig. 2.8). Depending on the thickness of the Debye layer, a
displacement of the ions along the DNA strand can be imagined in case of a thin double
layer and the DNA can be modeled as a random coiled charged cylinder. If the Debye
length is large, the DNA can be considered as a large spherical ion cloud. Hence, the
ions could be freely displaced in the vicinity of the DNA strand, as depicted in Fig.
2.8. Moreover, the ion displacement might be hindered by juxtaposition or kinks of the
DNA strand [81,91].
The time available to displace an ion along the DNA strand is determined by the
frequency of the ac electric field (see Sec. 4.3.5). The frequency dependence of the
polarizability is well documented and covers a wide frequency range from 10−1 to 107
Hz [90,92,93]. The ion displacement discussed so far is only possible in the low frequency
range below 200 kHz as otherwise the time is too short for the required charge transport.
In the higher frequency bands around 2 and 12 MHz, the mechanism is attributed to
concentration dependent interactions of DNA molecules and fluctuations in the double
layer [86, 94]. The polarization at 12 MHz is also attributed to a so called Maxwell-
Wagner interface polarization [91,95,96].
b)a)
E0=E
Figure 2.8: Cartoon of the DNA ion cloud polarization in an electric field for large λd.
However, the manipulation of DNA via DEP is not possible over the full frequency
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range. There are only a few narrow frequency bands, in which the polarization is strong
enough be be exploited for dielectrophoresis (see Sec. 4.3.5). For example, manipulation
has been reported in the range below 1 kHz [81] (see also Sec. 4.3.1) as well as in the
low MHz range [27, 78, 90, 97]. Especially in the low frequency range, there are several
more effects that contribute and complicate the analysis. There are hydrodynamic
effects, electroosmosis along the DNA strand and the electrophoretic motion of the DNA
molecule (see Sec. 4.3.1). Moreover, the capability of manipulating DNA depends on the
salt concentration. The polarizability decreases with increasing salt concentration and
especially divalent ions let the polarizability vanish already at very low concentrations
(see Sec. 4.3.6) [85, 89,90,95,98].
2.2.5 Coulomb Interaction between Colloids
The charges of particles and molecules in aqueous solution are screened through the
counterions of the buffer. Nevertheless, there still is a Coulomb interaction, which is
only reduced by the counterions. Accordingly, the resulting interaction between charged
colloids or molecules is short ranged, i.e. it decays exponentially with exp(−κr)/r. The
interaction can be described in detail with the theory of Derjaguin, Landau, Verweij
and Overbeek (DLVO) [99]
VDLVO(r) =
(
q exp(κR)
1 + κR
)2
exp(−κr)
b0r
, (2.18)
with r being the distance between two particles with charge q (without effects of the
solvent) and R the radius of the particles, also without solvent. The potential decays
on the length scale of the Debye length λd = κ
−1. Because of the Debye length of about
3 nm under the given experimental conditions, one can assume that the particles and
molecules in the experiment interact as hard walls (see Sec. 4.1).
2.3 Brownian Motion and Diffusion
The Brownian motion is named after the Scottish botanist R. Brown, who first discov-
ered the random thermal motion of pollen under the microscope. The origin of this
motion can be found in the omnipresent collisions with molecules of the surrounding
medium, which happen on a time scale of 10−14 s. The appropriate quantity to describe
the intensity of this motion for a particle is the diffusion coefficient, which is defined as
D := lim
t→∞
< ~R2(t) > − < ~R(t) >2
2dt
(2.19)
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with d being the dimensionality, t the time and ~R(t) the position of the particle in d
dimensions at time t. < · > denotes the ensemble average.
In 1905, A. Einstein was able to explain Brown’s observations with the molecular
kinetic theory of heat [100] and derived the diffusion coefficient as
D =
kBT
6piηR
, (2.20)
showing that D only depends on the temperature T , viscosity of the medium η and
particle size R. Hence, the radius of an object can be determined from diffusion coef-
ficients, when the temperature and the viscosity of the surrounding solvent are known.
In particular, it allows to measure the hydrodynamic radius of DNA molecules (see Sec.
4.3.4), which is related to its radius of gyration (see Sec. 2.1.1).
.
2.4 Paradoxical Brownian Migration Phenomena
Often, the Brownian motion or thermal noise is considered as a nuisance. However, the
unavoidable thermal fluctuations have found applications, for example in the transport
and sorting of colloidal particles [35, 101, 102]. Studying migration phenomena, the
observable of foremost interest is the average velocity or current
v ≡< x˙(t) >≡
〈
lim
t→∞
x(t)− x(0)
t
〉
, (2.21)
where x(t) is the position of the particle at time t. Here, the current is studied only in
one dimension because all phenomena are demonstrated in a linear channel, and only
the net velocity along the channel axis is of interest for the migration and separation.
Usually, if no force is applied to a system at rest, one expects zero current (v = 0)
(see Fig. 2.9(a)). And if a force is applied, the velocity should point in the same direction
as the applied force. This is totally in accordance with Newton’s second law and the
second law of thermodynamics.
However, there are several counterintuitive transport phenomena in spatially periodic
systems. The prerequisites are an interplay of nonlinear dynamics to reconcile the effect
with Newton’s second law and conditions far from thermal equilibrium in order not to
violate the second law of thermodynamics.
Absolute Negative Mobility (ANM) is such a counterintuitive phenomenon (see
Fig. 2.9(b)) and refers to the average motion against a (not too large) static force
of whatever direction. ANM has been demonstrated experimentally in semiconductor
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Figure 2.9: Illustration of several fundamentally different current force characteristics. a) ’Usual’
response; b) Absolute Negative Mobility (ANM); c) Differential Negative Mobility (DNM); d) ratchet
effect [103].
devices [104,105], termed absolute negative resistance or conductance in this context
(see [103] for a review and Refs. therein). In these experiments, ANM is based on
quantum mechanical effects. ANM can also be demonstrated for interacting Brownian
particles [106]. In this case, the mechanism is of classical character, but collective effects
are indispensable. The further reduction to a single particle was commonly assumed to
be impossible. Only quite recently, theoretical counterexamples were presented, demon-
strating the existence of ANM in classical, single particle models [107–110] (see also [103]
and Refs. therein). The experimental realization of single particle ANM, ANM based
separation and the acceleration of ANM are described and discussed in Sec. 4.1.
In distinction to ANM, the effect ofDifferential Negative Mobility (DNM) (see Fig. 2.9(c)
describes the decrease of the current with increasing force, i.e in DNM the motion slows
down with increasing static perturbation while the direction of motion remains always
that of the perturbation [103].
Finally, the ratchet effect is a third intriguing migration mechanism (see Fig. 2.9(d)).
It is characterized by directed average motion, although on average no force is applied
(see Sec. 4.2). The ratchet effect and ANM are different physical effects, as the ratchet
needs an asymmetry, while ANM only occurs in symmetric systems.
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2.5 Theoretical Modeling
A numerical simulation is based on an appropriate modeling of the system of interest.
All acting forces have to be analyzed and, accordingly, the theoretical model should
reduce the system to the physically crucial essentials.
Here, the system of interest is a colloidal Brownian particle driven by electric fields
through a microfluidic obstacle course. The obstacle course is arranged in a linear
channel, with x and y directions defining the horizontal plane and z the vertical direction.
The electric field is applied along the channel axis, i.e. the x-axis.
The model is based on the following assumptions: (a) forces in z direction are assumed
as isotropic and thus the system reduces to 2D. (b) The walls and particles have hard
walls and (c) interact as those (see Sec. 2.2.5). (d) The walls and obstacles are perfect
insulators and the buffer is an ideal conductor. (e) The noise is modeled as Gaussian
white noise.
The driving forces, namely electrophoresis and electroosmosis, are simulated as a
single effective force. This is allowed because under the given experimental conditions
the similitude of electroosmosis and electrophoresis is assured (see Sec. 2.2.3) [69].
Accordingly, we model the motion of a particle with coordinates ~r = (x, y) by the
stochastic Langevin dynamics
f~˙r = ~F (~r) + q ~E∗(~r, t)U(t)/U∗ −∇W (~r) + ξ(t) (2.22)
where ~r = ~r(t). Inertia effects are neglected because of the overdamped dynamics (see
Sec. 2.2.1), and f denotes the viscous friction coefficient [111, 112]. The force field
~F (~r) derives from an effective hardwall potential of the microstructure, and includes
the finite particle radius (see Fig. 2.10), while q ~E∗(~r) is the electrophoretic force on
the bead generated by a constant reference voltage U∗ = 1 V, and U(t) is the actual
applied voltage. The force given by −∇W (~r) allows the integration of further potentials,
e.g. dielectrophoretic potential landscapes. The thermal fluctuations are modeled by
ξ(t) = (ξx(t), ξy(t)), where i ∈ {x, y} are independent, unbiased Gaussian noise sources,
satisfying the fluctuation dissipation relation < ξi(t)ξi(t
′) >= 2fkBTδ(t− t′).
In order to calculate the electric field ~E∗(~r), the Laplace equation
∆φ = 0 (2.23)
is solved with periodic boundary conditions along the y axis. Along the x axis, a preset
potential difference over several spatial periods was imposed and the resulting ’central
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unit cell’ periodically continued. Assuming that the buffer solution is a perfect con-
ductor and the microstructure and channel walls perfect insulators, Neumann boundary
conditions are adopted at the borders between microstructure and buffer [70].
By this procedure, the relevant force field q ~E∗(~r) can be determined up to an unknown
gauge factor between the experimental and theoretical potential differences. In Eq. 2.22,
f represents the effective coupling to the thermal environment and q the coupling to the
electric field, quantifying the above mentioned gauge factor. Both factors depend in a
very complex way on the geometry and the chemical surface properties of microstructure
and particles, as well as on the electrohydrodynamic buffer properties. To determine
q and f quantitatively, the voltage dependent particle velocity as well as the diffusion
coefficient, known from experiments, are reproduced by the model dynamics Eq. 2.22
with fit parameters q and f [70] (see Sec. 4.1).
R
R
Figure 2.10: Idea of simulating a colloidal object as a point-shaped object by extending the obstacles
by the radius of the particle [70].
2.6 Thermal Diffusion in a Tilted Periodic Potential
Thermal diffusion in a tilted periodic potential provides a very general concept in order
to describe effects ranging from chemical reactions [113] to Josephson junctions [114]
and particle separation by electrophoresis [115,116].
2.6.1 Kramers Rate
The Kramers rate describes the rate of escape of a point like particle from a meta stable
potential well, as depicted in Fig. 2.11. The piecewise harmonic potential W (x) can be
described as [117,118]
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Figure 2.11: Meta stable potential.
W(x)−W(x0) =

1
2
Ω20 (x− x0)2 for x ≈ x0,
WB − 12Ω2B (x− xB)2 for x ≈ xB,
(2.24)
with x0 being the starting position of the particle, Ω
2
0 and Ω
2
B the curvatures at x0 and
xB, i.e. the second derivative of the potential
∂2W (x)
∂x2
at x0 and xB. The length scale,
on which the potential changes, is much larger than the dimensions of the particle. A
Langevin equation (cp. Eq. 2.22) can describe the dynamics in such a potential properly
in case of an overdamped system (see Sec. 2.2.1) [117,118].
A Brownian particle in a potential W (x), whose dynamics is given by Eq. 2.22, can
escape from such a potential by overcoming the potential barrier at xB through thermal
activation. If the potential barrier WB is in the order of thermal energies kBT and the
escape thus is a rare process, one can quantify the escape rate by the Kramers rate
RK = | Ω0ΩB |
2pif
exp
(
−WB
kBT
)
. (2.25)
The inverse of the Kramers rate is equivalent to the mean first-passage time [119].
Generally, this time is given by the average time of N independent realizations of an
object starting at an arbitrary but fixed position leaving some a priori prescribed domain
for the first time [119]. Thus, according to this definition, the first passage time is
equivalent to the time an object is trapped in the potential well, when the starting
position is given by x0 and the boundary of the domain by xB. In the following, the
first passage time is also called the trapping time.
Thus, taking the inverse of RK leads to the average trapping time (see Sec. 4.3.3)
τ ≡ 1RK ≡
2pif
| Ω0ΩB | exp
(
WB
kBT
)
. (2.26)
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2.6.2 Diffusion and the First Passage Time
The diffusion of a single force-free Brownian particle in an overdamped system at thermal
equilibrium is always reduced when an additional periodic potential is switched on [120].
Therefore, it might be tempting to conjecture this behavior to systems far from thermal
equilibrium. However, the effective diffusion coefficient of a Brownian particle in a
periodic potential can become arbitrarily much larger than in the presence of thermal
noise alone, if the system is driven away from equilibrium by a static tilting force [121,
122]. An experimental example will be discussed in Sec. 4.4.
The overdamped dynamics of a Brownian particle in a periodic potential W (x, y),
tilted along the x-axis, can be described by a Langevin Eq. 2.22 with W (x, y) fulfilling
W (x+ L, y) = W (x, y), (2.27)
where L is the length of the spatial period. The observables of foremost interest are the
diffusion coefficient in such a potential and the particle current. For the same reasons,
as the current of interest is the current along the channel axis (x axis) (see Sec. 2.4),
the diffusion in the tilted periodic potential is also only of interest along the x axis.
Hence, the description can be reduced to only one dimension. Moreover, it will be
discussed in Secs. 4.3 and 4.4, that the migration of the objects can be described in
good approximation along a one dimensional trajectory.
The current and diffusion are typically measured by calculating v and D from aver-
aging particle trajectories as described in Eq. 2.19 and Eq. 2.21. It is also possible,
however, to determine both quantities via the mean first passage time. The following
expressions are exact, if subsequent escape events are uncorrelated, i.e. if the migration
is a Markov process. In the experiments, this is indeed the fact, as the DNA molecules
have relaxation times much shorter than the migration time from potential minimum to
minimum. Moreover, every residence in a potential minimum is a ’reset’ to the initial
conditions. The details are discussed in Secs. 4.3 and 4.4.
In case of a Markov process, it can be proven that the current and the diffusion are
exactly given by [121,122]
< x˙(t) > =
L
< t(x0 → x0 + L) >, (2.28)
D =
L2
2
< t2(x0 → x0 + L) > − < t(x0 → x0 + L) >2
< t(x0 → x0 + L) >3 , (2.29)
where x0 is an arbitrary reference point, < t
n(xa → xb) > is the nth moment of the
first passage time distribution from xa to xb > xa for a stochastic trajectory obeying
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Eq. 2.22, and where it is assumed that the static tilt is positive, i.e. the potential
declines along the x axis.
2.7 Pitfalls in Particle Tracking
There are several microscopic imaging methods to detect single molecules and particles
[123, 124]. Video tracking allows the detailed analysis of their trajectories and thus
opens a possibility to quantitatively study migration and diffusion.
There are some obvious pitfalls in particle tracking. The concentration of the objects
should be low enough such that always the same molecule is tracked and it is not confused
with objects in the vicinity. Moreover, photocleavage of molecules during fluorescence
microscopy should be considered as well as the migration out of the focus.
However, there are some more constraints, which might not be so obvious, especially
if diffusion coefficients are calculated from trajectories obtained by particle tracking.
The position of the particle, determined from an image, e.g. microscopy image detected
with a CCD camera, has a statistical error, characterized by an average error σ. This
error is due to noise of the CCD chip of the camera and the electronics. In this case,
the average quadratic distance is given by (for the derivation see Appendix) [125,126]
< R2(t) >= 2dDt+ 2σ2, (2.30)
where d is the dimensionality. If the average quadratic distance is used to measure the
coefficient of diffusion, the additive factor leads to a correction. Some of the experi-
mental data, relevant to this study, was evaluated with and without the correction, and
only marginal differences were found, below the experimental uncertainty. Thus, the
correction was not taken into account (see Sec. 4.3.4).
Besides the camera noise, there is the frame rate or exposure time, which should be
considered when using video tracking. The exposure time is the time, in which photons
are detected and their intensity is summed up. Then the data is read out and the
cycle starts again with the exposure. From these images, the position of an object
is determined by the location of its center of mass, i.e. the center of averaged light
intensity. However, using these images for determining the diffusion coefficient leads to
an underestimation of the diffusion, especially for short observation times, as is shown
in the following.
Let us consider a freely diffusing Brownian particle. The mean square displacement
during one exposure and read out cycle of length tcycle is accordingly 2dDtcycle. Because
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of the exposure time τe, the center of mass position is averaged over a time τe < tcycle.
This leads to the fact that the center of mass does not diffuse the mean-square distance
2Dtcycle over one cycle. Instead, the mean square displacement of a particle is given
by [126,127]
< R2(Ntcycle) >= 2dD(Ntcycle − τe/3), (2.31)
where R(Ntcycle) is the location of the averaged center of mass of the Nth exposure
cycle, < R(Ntcycle) >= 0, because of the force-free diffusion, and N > 2. Hence, the
effect of the exposure time becomes negligible for Ntcycle  τe, which is fullfilled in the
tracking experiments conducted here (see Sec. 4.3.4).
29
3 Materials and Methods
3.1 Chemicals and Reagents
The negative photoresist SU-8 (50), SU-8 developer and thinner GBL were obtained
from Microresist, Germany. Poly(dimethylsiloxane) (PDMS), commercial name Syl-
gard 184, consisting of the base polymer and linker, were purchased from Spoerle
Electronic, Germany. Glass microscope slides were obtained from Menzel, Germany
and 0.4 mm Pt wire from VWR, Germany. Carboxylate modified polystyrene par-
ticles (CML) of 1.2 µm, 1.9 µm (fluorescently labeled), 2.0 µm and 2.9 µm diame-
ter were bought from Interfacial Dynamics Corporation, USA. Plasmid DNA (7, 10,
15 and 21 kbp) was a generous gift from PlasmidFactory, Germany. Linear 6 and
12 kbp DNA was obtained from MBBL, Germany, λ-DNA from Promega, USA, and
T2-DNA from Fluka, Germany. Disodium hydrogen phosphate dihydrate, sodium chlo-
ride, β-mercaptoethanol, N-hydroxysuccinimide (NHS), N-(3-dimethylaminopropyl)-N’-
ethyl-carbodiimide hydrochloride (EDC) and L-Histidine were also obtained from Fluka,
Germany. Ethylenediaminetetraacetic acid (EDTA) and Tween 20 were purchased from
Sigma, Germany. YOYO-1 for DNA staining was obtained from Molecular Probes,
USA. The bifunctional poly(ethylene glycol) (PEG) silane SIL-3400 was purchased from
Nektar, USA, tridecafluoro-1,1,2,2-tetrahydrooctyltrichlorosilane (TDTS) from ABCR,
USA, and performance-optimized polymer 6% (POP-6) from Applied Biosystems, USA.
The triblock copolymer Pluronic F-108 was a generous gift from BASF, Germany. For
all solutions deionized water from a Milli-Q biocel (Millipore, USA) was used. Acetone
was bought from Riedel-de-Haan, Germany, Ethanol from Roth, Germany, sulfuric acid,
2-propanol and hydrogenperoxide from Merck, Germany.
3.2 Production of SU-8 Masterwafer
The microfluidic chip production is realized according to the concept of softlithogra-
phy [2]. Therefore, a silicon wafer is microstructured via photolithography. A liquid
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wafer Us [rpm] τs [s] τd [s]
ANM original 1500 16.5 120
ANM acceleration 1400 12 130
DNA dielectrophoresis 2600 21 90
Table 3.1: Parameters of the masterwafer production, where Us is the spin coating frequency, τs the
exposure time to UV light, and τd the development time.
prepolymer is poured over the wafer having a relief structure on its surface. Then the
polymer is cured and peeled off.
A 5 inch silicon wafer, obtained from CrysTec, Germany, was cleaned for 10 minutes
in a mixture of 70 % sulfuric acid and 30 % hydrogenperoxid, followed by two times
5 minutes in a water bath. Spincoating at 4000 rpm for 30 seconds in a spin coater
(Delta10, Ble-Laboratory Equipment GmbH, Germany) removed the water. Afterwards,
the wafer was put onto a hotplate at 200 ◦C for 20 minutes.
Spin coating After the wafer had ambient temperature, it was placed in a spin coater
(spin coater 1001/ST147, Convac, USA) and about 2 ml of photoresist SU-8 (5) were
poured onto it. At 500 rpm the resist was spread and subsequently rotated for 30 s at
Us. The parameters are given in Tab. 3.1 for the different wafers produced.
Soft bake and exposure The coated wafer was put onto a hotplate for 3 minutes
at 65 ◦C and 5 minutes 95 ◦C. For the exposure, it could either be placed in a manual
contact unit (designed and home-built by T.T. Duong) or a pneumatic contact unit
(designed and home-built by the author, see Sec. 5). The wafer was placed in the unit
and the chromium mask (Delta Mask, the Netherlands) on top. The coated wafer and
the mask were brought into contact and exposed to the i-line of a Hg-high-pressure lamp
(Model 8011, Oriel Corporation, USA) for τs.
Post exposure bake Subsequently, the wafer was put onto a hotplate for 3 min at
65 ◦C and 20 min at 95 ◦C.
Developing After cooling down, the wafer was placed in a developer bath for τd,
followed by rinsing with acetone and 2-propanol. Residua were removed with nitrogen.
Hard bake In the end, the wafer was put onto a hotplate for 20 min at 200 ◦C.
After optical inspection, the wafer was silanized with TDTS. Therefore, the wafer and
a few µl of TDTS were placed in an exsikkator, and the pressure was reduced to about
10−1 mbar for 30 minutes.
31
3 Materials and Methods
3.3 Production of Microfluidic Chip
Figure 3.1: Chemical structure of PDMS and the linker. The crosslinking is catalyzed by a Pt-based
catalyst [128].
The microfluidic channels were made with poly(dimethylsiloxane) (PDMS). This poly-
mer consists of repeating units of −OSi(CH3)2O− (see Fig. 3.1). The base polymer
(15 g) was mixed with the linker (1.5 g) at a ratio of 10:1, poured over the masterwafer
and baked at 85 ◦C for 4h (see Fig. 3.2). The cured PDMS was removed from the wafer
and cut to the right dimensions with a scalpel. Reservoir holes were punched with a
home-built puncher integrated into a commercial microscope. This way a reproducible,
spatial accuracy of about 100 µm could be achieved. The PDMS slabs were then cleaned
in a ultrasonic bath in acetone, ethanol and water, and dried with nitrogen. As a sub-
strate, a glass slide was spincoated with about 1 ml PDMS (10:1 ratio polymer:linker)
for 30 s at 3000 rpm. Curing was performed on a hot plate at 85 ◦C for 30 min. Before
chip assembly, the glass slides were also cleaned in an ultrasonic bath in acetone, ethanol
and water.
The dimensions of the imprinted microstructures were checked in a scanning electron
microscope (JSM-880, Jeol, JP). Therefore, the PDMS was sputtered with ∼20 nm layer
of Pt (MCS 010, Bal-Tec, Liechtenstein). The pictures were evaluated with the software
WinDiss, point electronic GmbH, Germany.
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Figure 3.2: Microfluidic chip assembly: (a,b) PDMS was poured over the microstructured Si-wafer and
cured at 85 ◦C for 4 h. (c) The polymer was peeled off and reservoir holes were punched. (d) Oxidation
of the PDMS slab and the PDMS coated glass slide and assembly.
.
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3.4 Surface and Sample Preparation
Before chip assembly, the PDMS slab and the PDMS spincoated glass slide were oxidized
for 30 s in a home-built plasma chamber, with a pressure of 10−1 mbar, at 50 kV with a
frequency of 500 kHz and an electrode distance of 6.15 cm. The apparatus is comparable
to [129] and was built by W. Hellmich and T.T. Duong.
After oxidation, the PDMS surfaces were assembled and filled with the buffer contain-
ing the coating substance after 60 to 120 minutes. For experiments with beads, the chip
was filled with F108 (100 µM for the ANM proof of principle experiment and 500 µM
for all the other experiments) in 100 mM phosphate buffer (pH 8.2). After 2 to 20 h,
the coating was replaced by the working buffer. For the proof of principle experiment,
pure 100 mM pH 8.2 phosphate buffer was used (see Sec. 4.1). For the ANM separation
(see Sec. 4.1.2) and the ratchet experiment (see Sec. 4.2), the working buffer contained
200 µM Tween 20, 100 µM L-histidine and 100 mM phosphate buffer at an pH of 8.2.
For the ANM acceleration experiments (see Sec. 4.1.3) the working buffer consisted of
200 µM Tween 20 and 100 mM phosphate buffer pH 8.2. Prior to usage, the beads
were washed with water three times and resuspended in fresh buffer solution. Only
the 2.9 µm beads in the ANM separation experiment were chemically modified. They
were reacted with butylamine in a concentration of 89 mM for 90 min under continuous
shaking with a Vortex in 100 mM phosphate solution (pH 8.3) containing 2.2 mM NHS
and 44 mM EDC.
For the DNA experiments, the microchannels were coated with PEG-3400 (3 µM)
for 20 min. The working buffer, replacing the coating, contained 1 mM EDTA, 22 mM
NaCl, 0.1 % (v/v) POP-6 and 10 mM phosphate solution (pH 8.3). Additionally, the
DNA solutions contained 2 µl/ml β-mercaptoethanol and 1 YOYO-1 molecule per 10
base pairs.
Only for the salt and YOYO-1 dependence of the polarizability (see Secs. 4.3.6 and
4.3.7), the composition of the buffer was varied from the constitution given above.
The low ionic solutions for the dependence of the polarizability on ionic strength were
prepared with MilliQ water and the addition of NaCl, the other solutions were prepared
with phosphate buffer (10 mM, 20 mM NaCl) and the addition of NaCl (see Tab. 3.2).
The ionic strength of the MilliQ was estimated from the conductivity of 0.3 mS/cm with
the empiric relation I = 1.6 · 10−5× σc, where I is the ionic strength and σc the specific
conductance [130]. The solutions for the YOYO-1 dependence of the polarizability were
only varied concerning the YOYO-1 concentration.
Prior to each experiment, the reservoirs were emptied and a Plexiglas (PMMA) holder
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additional NaCl [mM] I [10−2 M]
water 0 0.48
water 5 0.74
water 10 0.99
water 20 1.48
10 mM phosphate buffer 22 2.21
10 mM phosphate buffer 50 3.73
10 mM phosphate buffer 80 4.74
Table 3.2: Buffer and salt concentrations used in the experiments to elucidate the ionic strength
dependence of the polarizability.
kbp ccc monomer [%] ccc dimer [%] oc [%] linear [%]
7,0 88.4 9.8 1.8 n.a.
10,3 85.7 12.8 1.5 n.a.
15,5 94.5 4.9 0.6 n.a.
21,0 92,1 7.4 0.5 n.a.
12,2 (PJP2) 82.8 13.3 n.a. 3.9
Table 3.3: Composition of the supercoiled plasmid DNA samples determined by capillary gel elec-
trophoresis [131].
with adequate reservoirs was placed on top of the chip. The PDMS adhered to the
PMMA tightly, but reversibel, thus increasing the reservoir volume and holding the Pt
electrodes in place. The PMMA block was 56 x 80 x 5 mm3, with 2 mm access holes and
0.5 mm drillings at each reservoir under an angle of 45 ◦ for holding the Pt electrodes,
which ended in the reservoir.
The supercoiled DNA samples were composed as shown in Tab. 3.3, quantified by
capillary gel electrophoresis. In order to study the spatial configuration, AFM images
of the plasmids were taken. Mica was silanized with APTES in an exsikkator. Sample
volumes of 2 µl were incubated on the surface for 4 minutes at a sample concentration
of 1 µg/ml. The images were taken in tapping mode with a NanoScope IIIa multimode
AFM, Digital Instruments, USA.
The PJP2 12,2 kbp plasmid was prepared by Rafael Szczepanowski (Genetics Depart-
ment, Bielefeld University). The DNA was isolated with the QIAprep Spin Miniprep
Kit, Qiagen, Germany, according to the protocol of the manufacturer, and linearized
if required with KpnI. The quality of the plasmid preparation was checked by agarose
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gel electrophoresis (1 % agarose, run time 1 h, 120 V, 40 mM Tris, 20 mM acetic acid,
1 mM EDTA) and capillary gel electrophoresis (parameters given in [132], see also Sec.
4.3.2 for an example of the original data).
3.5 Experimental Setup
The experimental setup is schematically shown in Fig. 3.3 and was based on an inverted
microscope (Axiovert 200, Zeiss, Germany) with a motorized x/y stage (99S008, Ludl
Electronic Products, USA) combined with a CCD camera (Imager 3L, LaVision techni-
cally identical with SensiCam, PCO) and a mercury arc lamp (HBO50). A SensiCam
PCI interface board (PCO, Germany) was used as a video grabber card together with
the Davis 6.2 software from LaVision for image acquisition. For the ANM experiments,
a 20 fold objective (Zeiss LD ACHRO PLAN 20x/0,40 Korr) was used, whereas a 40 fold
objective (Zeiss LD ACHRO PLAN 40x/0,40 Korr) was used to determine the diffusion
coefficient of the beads. For all DNA experiments, a 100 fold oil immersion objective
(PLAN Neofluar, NA 1.3, Zeiss) was used. The fluorescent filter set consisted of a BP
450-490, a FT 510 and a BP 515-565 filter, all from Zeiss, Germany. Additionally a gray
filter (25 % transmittance) was used for the migration and diffusion experiments with
DNA to avoid photocleavage.
emissionfilter
microfluidic chip
camera
U(t)
beam splitter
excitation−Hg−lamp
pinhole
tubus lense
mirror
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Figure 3.3: Standard optical fluorescence setup with voltage source connected to the microfluidic chip.
A second computer controlled the power supplies via Labview 6i programs. For the
36
3.6 Experimental Procedures
ANM experiments MCN 14-2000 and MCN 140-1250 power supplies from F.u.G., Ger-
many were used. The ac and dc electric fields in the DNA experiments were accom-
plished with a DAQ card 6036E (National Instruments, USA) combined with a high
voltage amplifier (600H, NanoTechTools, Switzerland). Additionally two power supplies
F.u.G. HCL 14 -12500 were used for generating dc voltages needed during injection. All
sinusoidal and square-wave voltages have to be read as peak-to-peak values.
3.6 Experimental Procedures
3.6.1 Polystyrene Particle Procedures
Diffusion The Brownian motion of about 20 non-interacting beads was recorded in the
microfluidic chip over 60 s with the 40 fold objective with 10 frames per second (fps)
and a binning of 2 by 2 pixels. The trajectories of the particles were then evaluated
with a particle tracking software (ImageJ with the plugin multiple tracker 2 by N.
Stuurman [133]). From the plot of the mean square distance traveled versus time, one
could calculate the linear regression and thus the free diffusion coefficient (see Sec. 2.3).
Mean free mobility For an applied voltage, the migration of particles between
two traps (narrow constrictions) in the microfluidic chip was recorded at 10 fps with a
binning of 2 by 2 pixels. With the known travelled distance, the mean free velocity was
calculated for an average of 40 particles per voltage value.
Measuring ANM For all ANM experiments a square wave voltage U(t) = Uac(t) + Udc
was applied with a period of 2τd to the microfluidic chip. Over four time periods, the
migration of about 40 particles was recorded with the 20 fold objective at 3 fps and a
binning of 2 by 2 pixels. Afterwards, the drift velocity was checked, balanced if needed,
and another Udc value applied. Finally, the image sequences were evaluated via particle
tracking.
Ratchet effect For the ratchet experiments, three different particles species (diame-
ters 1.2, 1.9 and 2.9 µm) were injected and the drift was balanced, if necessary. Then a
voltage U(t) = U fastac sinωfastt+U
slow
ac (t)+Udc was applied with an amplitude U
fast
ac = 150 V
of frequency ωfast = 60 Hz and a square-wave voltage of amplitude U
slow
ac = 12 V with a
frequency of ωslow = 0.25 Hz. The migration of the beads was recorded with a 20 fold
objective at 10 fps and a binning of 2 by 2 pixels. The average traveling velocity was
afterwards determined by manual tracking.
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3.6.2 DNA Procedures
Diffusion The DNA was injected into the channel via a pinched injection protocol [17].
The cross injector delivered defined sample volumes of ≈ 60 fl. The DNA was highly
diluted (≈ 10 pM) assuring single molecule diffusion without interactions with other
DNA molecules. The Brownian motion of 30 DNA molecules over 6 s was recorded with
the 100 fold objective at 10 fps at a binning of 4 by 4 pixels. The trajectories were
evaluated via particle tracking with ImageJ and the plugin multiple tracking 2 by N.
Stuurman. The mean square travelled distance was plotted versus time and the diffusion
coefficient calculated from the linear regression (see Sec. 2.3).
Mean free velocity For an applied voltage, the migration of DNA molecules between
two traps (narrow constrictions) was recorded at 10 fps with a binning of 8 by 8 pixels.
With the known travelled distance, the mean free velocity was calculated for an average
of 20 DNA molecules per voltage value.
DNA polarizability The field of observation was chosen 140 µm from the cross
injector. In order to obtain the polarizability of a DNA sample, the DNA solution
(≈ 20 pM) was injected with a constant Udc = 12 V. Then an image sequence of the
migrating DNA molecules was recorded for different Uac. Afterwards, the time needed
for 30 DNA molecules from entering one trap to entering the next was determined.
Subtracting the time needed for the free migration in between two traps, led to the
trapping time, the time a molecule spent localized in a trap. The trapping time plotted
logarithmically versus the applied U2ac allowed to calculate the polarizability from the
slope of the linear fit with logarithmic corrections (see Sec. 4.3.3).
DNA diffusion enhancement The DNA solution (≈ 20 pM) was injected with an
Udc = 6 V and a constant Uac = 240 V. After 70 s for the λ-DNA and after 30 s for the
T2-DNA, the Udc was increased to the target value. The region of interest (ROI) was
chosen such that the DNA, trapped during the Udc = 6 V period, was not in the ROI.
The image sequence of the migrating DNA molecules was recorded with 10 fps and a
binning of 8 by 8 pixels. Afterwards the first and second moment of the distribution of
mean first passage times, approximated by the average time 30 DNA molecules needed
from entering a trap to entering the next, was manually determined and the diffusion
coefficient calculated (see Sec. 4.4).
DNA separation The DNA sample consisting of two or three different DNA species
was injected via pinched injection with a constant Udc = 12 V. During the migration of
the DNA through the post array, the Uac was stepwise increased from Ustart every τinc
by Uinc up to Uend. Then the Udc was switched off and Ufinal = 420 V applied, thus
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creating a steady trapping state. Then the motorized stage was set into motion with
10 µm/s and the separation channel was scanned for fluorescence signals. The video
data was recorded with 3 fps and a binning of 8 by 8 pixels and evaluated with a script
in Davis own CL language.
Stroboscopic time series The ac field had a frequency of ω = 60 Hz. The camera
was set to record 59.4±0.05 frames per second. Thus, a beat could be observed because
of the slightly shifted frequencies of the electric field and the camera, if the DNA followed
the motion of the electric field.
3.7 Automated Evaluation of Trapping Times
As described in Sec. 3.6.2, so far, the trapping times were evaluated manually. Here, an
automated evaluation procedure is developed. The DNA is injected via pinched injection
and video sequences for a constant Udc but different Uac are recorded, especially one with
Uac = 0 V. The fluorescence intensity of the migrating DNA is measured in a narrow
ROI inbetween two rows of traps for every recorded image and results in a temporal
intensity distribution H(ti). As the intensity is directly proportional to the number of
DNA molecules, assuming that the DNA sample was homogeneously stained and all
DNA molecules had the same length, one can calculate the mean migration time of
DNA from a defined starting position to the position of the ROI
< t >=
∑
iH(ti) · ti∑
iH(ti)
. (3.1)
Here, this value is the average migration time of the DNA molecule ensemble from the
injector up to the ROI. It can be shown (see Appendix for its theoretical derivation)
that this time is equal to the sum of the free migration time of DNA molecules outside
the traps (tfree), and the time (τ) they spend in a trap times the number of traps (N)
passed,
< t >= τN + tfree. (3.2)
The time tfree can be measured from tfree =< t(Uac = 0) >. Thus, the trapping time
can be calculated with
τ =
< t > −tfree
N
. (3.3)
This procedure was programmed by L. Bogunovic [134] with a master script written in
Perl controlling the image operations in ImageJ and the calculations in a C-program. In
order to validate the automated analysis, several data sets were analysed manually and
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automatically, and the results are in very good agreement within the experimental error
bars, as, for example, shown in Fig. 3.4. Hence, it the section ’Results and Discussion’,
it is not differentiated between manually and automatically determined trapping times.
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Figure 3.4: Comparison of the trapping times analyzed manually (circles) and automatically (boxes).
The results agree very well within the error bars.
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The leitmotif of this work is to exploit thermal noise for bioanalysis in microfluidic sys-
tems operating far from thermal equilibrium. In this context, the results of four different
projects are presented and discussed. In Sec. 4.1, the fractionation of particles with the
paradoxical migration phenomenon Absolute Negative Mobility (ANM) and its accelera-
tion is demonstrated. ANM was theoretically predicted by Eichhorn et al. [107, 108]
for non-interacting Brownian particles. In Sec. 4.2, an Electrodeless Dielectrophoretic
Ratchet is presented and discussed concerning its ability to separate colloidal particles
with a ’tunable’ separation criterion. In Sec. 4.3 a new method is demonstrated for
separating DNA according to its polarizability. The DNA migration is studied in more
detail, following the theoretical work of Ajdari and Prost [115], who predicted DNA
separation in a tilted periodic potential. Based on this analysis, a new method for the
quantitative determination of DNA polarizability is developed. This new technique is
applied to study the dependence on various parameters, e.g. salt and dye concentration,
frequency, DNA conformation and scaling with length. Finally the giant diffusion of
DNA in a tilted periodic potential is demonstrated in Sec. 4.4, which was theoretically
predicted by Reimann et al. for point-like particles [121, 135] and possible applications
for mixing and purification are discussed.
4.1 Absolute Negative Mobility (ANM)
When applying a static force to a system at rest, a net motion opposite to that force
- termed Absolute Negative Mobility (ANM) - seems impossible due to Newton’s sec-
ond law. Yet, such a paradoxical response phenomenon has been observed experi-
mentally in semiconductor devices [104, 105] and has been predicted theoretically in
simplified stochastic model systems [107,136,137] (see also Sec. 2.4).
Here, the main focus is set on the acceleration and application of ANM for the frac-
tionation of colloids. First results have already been given in [138], but for a conclusive
view, all results concerning the ANM of single Brownian particles are presented.
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4.1.1 Proof of Principle
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Figure 4.1: Schematic top view of the experimental setup (not to scale). Electrodes are immersed
into the two reservoirs of 2 mm diameter. Those are connected by inlet and outlet channels of 2.5 mm
length and 24×9 µm2 cross section each and a central, microstructured part. It extends over 6000×400
µm2 in the x − y−plane and 9 µm in height and contains periodically arranged rows of posts. The
enlargement shows an optical micrograph of the posts (bright, rectangular) with particles (dark dots)
of 2 µm diameter. In each row of posts the gaps are alternately smaller and larger than the particle
diameter. Along the x-axis, the gaps are in line and again alternately large and small. An alternating
voltage Uac(t) switches periodically between ±U0 with period 2τd, resulting in an unbiased non-linear
particle dynamics far from thermal equilibrium. Superimposing a static dc voltage Udc gives rise to a
biased total voltage.
To provide a proof-of-principle for single Brownian particle ANM, a microfluidic device
was designed consisting of periodically arranged posts with alternating small and large
gaps (see Fig. 4.1, for methods see Sec. 3). Negatively charged particles of 2 µm
diameter are suspended in the buffer solution in low concentration so that particle-
particle interactions are negligible (see Sec. 2.2.5). The particle diameter and the
width of the small and large gaps have been chosen such that the particles can pass
through the large gaps but not through the small ones. Electric fields are generated by
applying a voltage along the x-axis so that a positive voltage induces a positive force
on the beads along the x-axis. Applying an alternating voltage Uac(t) that switches
periodically between ±U0, there is no net motion of the particles for symmetry reasons.
42
4.1 Absolute Negative Mobility (ANM)
This setup represents the unperturbed non-equilibrium system at rest. But what will be
the average migration velocity v in the x direction in response to a static perturbation
voltage Udc superimposed on Uac(t) (see Eq. 2.21)?
Figure 4.2: Absolute negative mobility of 2 µm particles in the microfluidic device specified by the
inset (a = 3.1 µm, b = 6.1 µm, c = 1.7 µm, d = 3.1 µm, and L = 22.5 µm) with U0 = 30 V and
switching time τd = 25 s of the ac voltage. Dots with error bars: experimentally observed average
migration velocity along the x axis. Solid black curve: theoretical response characteristics obtained
from numerical simulations (see Sec. 2.5).
In order to answer this question, the average velocity (Eq. 2.21) was approximated by
observing about 40 particles over 4 periods of the ac-driving for different values of the
static perturbation Udc (see Sec. 3.6.1). This yields the experimental response charac-
teristics in Fig. 4.2. The experimental uncertainty is mostly due to the limited number
of recorded particles, but also deviations from strictly spatially periodic conditions and
bead-to-bead variations of size and surface charge.
The key feature of the resulting response curve is the negative slope symmetrical
around the origin, a distinct and unambiguous signature of ANM (see Sec. 2.4 for
distinction from other non-intuitive transport phenomena). For not too large static
voltages Udc, the particle is always moving in the direction opposite to the corresponding
static force. Increasing Udc to large static forces, the velocity in this ’wrong’ direction
slows down, passes through zero and finally points in the ’normal’ direction.
To explain how ANM occurs, let us consider the small gaps as traps because the
electric field lines can pass through but the particles cannot. For 0 < Udc < U0, the
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alternating total voltages ±U0 + Udc yield a back and forth motion of the particles
along the x direction. For convenience, the direction of motion in case of +U0 + Udc
is called the ’fast’ direction, and in case of −U0 + Udc it is called the ’slow’ direction
(| −U0 + Udc |<| +U0 + Udc |).
Whenever a particle succeeds in passing through a large gap, it is trapped by the
adjacent small gap, unless it thermally diffuses sufficiently far in the y direction to
proceed through another large gap. The smaller the voltage, the more time it has to
diffuse and the farther it can travel before being trapped. As | +U0+Udc |>| −U0+Udc |,
the particle becomes trapped after moving forward a short distance when +U0+Udc > 0,
whereas it travels backwards for a longer distance when −U0+Udc < 0, resulting in ANM
(see also Fig. 4.3).
To theoretically model the experiment, it is simulated by numerically solving the
stochastic differential equations Eq. 2.22 withW ≡ 0 (see Sec. 2.5 for details). However,
for a quantitative comparison of the experiment and the simulation, two gauge factors
are necessary, q which sets the effective coupling of the particle to the electric field
and f the effective coupling to the thermal environment. These can be obtained by
reproducing the experimentally determined diffusion coefficient of D = 0.63 ·10−13 m2/s
and a voltage dependent velocity in x-direction of v0 = U · 2.3 · 10−7 m/Vs, where U
denotes the voltage applied to the electrodes (see Methods Sec. 3.6.1). The resulting
numerical velocities are shown as the solid curve in Fig. 4.2. Within the experimental
uncertainty, the agreement of experiment and simulation is very good.
4.1.2 Particle Separation by ANM
Having thus established the reliability of the model, the simulation is used to demon-
strate that ANM can coexist with the ’normal’ response under identical experimental
conditions in the experimental setup discussed in Sec. 4.1.1. Thus, two different particle
species can simultaneously be moved into opposite directions, i.e. they can be fraction-
ated. With this insight, the experiment is tackle with driving parameters U0 and τd
that demonstrated particle separation in the simulation. The experimental particles are
characterized in Tab. 4.1.
Simultaneously, the two particle species are hydrodynamically injected into the mi-
crofluidic device and thus are exposed to identical experimental conditions. The average
migration velocity for different values of Udc is shown in Fig. 4.4. The remarkable fea-
ture is the qualitatively different migration behavior of the two particle species. While
the 2.9 µm particles follow the direction of the average force, i.e. proceed farther in the
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a)
b) 0
dc
dc
0
U  +U > 0, U  > 0dc
dcU  −U < 0, U  > 0
Figure 4.3: Intuitive explanation of ANM for a positive static dc voltage Udc on top of the ac drive. (a)
Schematic motion of a particle during any half period of duration τd with total voltage Udc − U0 < 0.
The grey arrows indicate direction and magnitude of the corresponding force field. Although the field
lines can pass through the small gaps, the particle cannot. Hence, these gaps act as deterministic traps.
For one trap, the border of the attraction basin, also called separatrix, is indicated by dashed lines.
It is obtained from closer inspection of the electric field. Once the particle is trapped, the probability
to escape by thermal noise is negligible. In order to avoid such a trap, the particle has to diffuse over
the basin-boundary during its traveling time from one row of posts to the next. The probability of
doing so is indicated by the tails of the distribution (black colored). (b) Motion of the particle during
a subsequent half-period with total voltage Udc + U0. Since Udc > 0, the total voltage and hence the
forces are larger in modulus than in (a) and of opposite sign. Accordingly, the traveling time from
row to row is shorter and the diffusive dispersion in y-direction narrower than in (a). Likewise the
probability of avoiding a trap is smaller and hence the average traveling distance. The overall result is
a net motion in the negative x direction, i.e. opposite to the positive static voltage Udc.
Diameter [µm] v0 [µm/s] D [µm
2/s]
1.9 0.28± 0.03 0.131± 0.005
2.9 0.14± 0.01 0.082± 0.007
Table 4.1: Particle velocity v0 when applying a constant voltage U∗ = 1 V and diffusion coefficient D
of the particles.
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Figure 4.4: Simultaneously observed average particle velocities for the two particle species characterized
in Tab. 4.1 with driving parameters Uac = 5 V and 2τd = 140 s. The 1.9 µm particles (dots) show
ANM, whereas the 2.9 µm particles (stars) show ’normal’ behavior. The curves result from numerical
simulations of the two particle species, the symbols represent experimental measurements.
fast direction when U+ ≡ +U0+Udc with Udc > 0 is applied, the 1.9 µm particles at the
same time run into the direction opposite to that force, i.e. proceed farther in the slow
direction when U− ≡ −U0 + Udc with Udc > 0 is applied.
(D)
x
y
(C)
(B)(A)
Figure 4.5: Sketches of typical particle trajectories in the microstructure, where particles avoid just one
gap during the switching time τd (Udc > 0). The starting positions are marked by black dots. The solid
and dashed arrows correspond to the fast and slow migration direction during the application of Uac(t)
(see Fig. 4.1). (A),(B): The particle avoids the first large gap by entering the basin of attraction (gray
region) of an adjacent small gap due to lateral diffusion during the slow (A) or the fast (B) phase of the
driving. (C),(D): The particle goes through the large gap, but then avoids the small gap by leaving its
attraction basin during the fast (C) or the slow (D) phase of driving. The processes (A) and (C) yield
a net displacement of one row distance in the positive x direction, whereas in (B) and (D) the particle
moves by one row in the negative x direction, corresponding to ANM.
Further inspection identifies four different possible paths that lead to a net displace-
ment of one obstacle row in the positive or negative x direction during a driving period
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by avoiding just one gap. They are illustrated in Fig. 4.5. For a specific process to occur,
the particle must be able to pass at least the required number of post rows along the
x axis during the switching time τd. For instance, for process (D) the particle must be
able to proceed at least by two post rows in order to reach the second large gap within
the time τd in the slow direction (see the dashed arrows). This yields the condition
τd
>∼ (2LU∗)/(v0 | U− |) or
v0
U∗
>∼ 2L/τd| U− | , (4.1)
where U∗ is the reference voltage at which v0 has been measured. For the remaining three
processes in Fig. 4.5 either the minimal required traveling distance is smaller (processes
(A) and (B)) or this distance is travelled during the fast switching period (process (C)).
On the one hand, the condition given by Eq. 4.1 thus guarantees the occurrence also
of the less frequent processes (A), (B), (C), on the other hand, these three processes
still do occur if the condition 4.1 is violated. For the 1.9 µm particles condition 4.1
is fulfilled under the experimental conditions specified in Fig. 4.4 for | Udc |≤ 3 V.
Hence, process (D) is the most probable one, explaining the migration opposite to the
static force. In contrast, the 2.9 µm particles do not fulfill condition 4.1, such that the
dominating migration processes are (A) and (C) of Fig. 4.5, leading to a migration in
the direction of the static force.
The discussion above of the different migration processes is restricted to paths with
just one avoided gap per switching period τd. Processes that avoid more traps are
possible but unlikely. The probability of avoiding n traps in a row quickly decreases
with the probability for avoiding one trap to the power of n [107]. Moreover, for multiple
gap avoidances the particle must be able to travel the necessary distance in x direction
during the time τd, which would require larger τd than used here. Thus, the paths with
several avoided traps can safely be neglected in the above qualitative discussion.
4.1.3 ANM Acceleration
The so far observed maximum ANM velocities are typically in the range of 10-20 nm/s.
The reason for this slow average migration can be found in the small diffusive dispersion
leading to very small probabilities of avoiding a trap. Therefore, the first obvious way to
accelerate ANM is to use smaller particles. However, this requires a concomitant down-
scaling of the post array dimensions, such that the gaps keep their trapping properties
for the smaller particles. Moreover, the faster diffusion leads to a larger probability
of leaving the attraction basin of the trap also in the fast direction, thus diminishing
ANM. Hence, the driving parameters have to be adapted as well; in particular, a higher
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amplitude U0 has to be chosen. This higher amplitude allows using shorter driving
periods 2τd, leading again to enhanced ANM velocities because the frequency of heading
toward a trap is increased and thus the probability per time for avoiding a trap. Note,
that for the occurrence of ANM, the particle must be able to travel at least the distance
between two traps within the time τd specifying a lower limit for τd (see also previous
Sec.). This discussion shows that there are no simple scaling laws for the ANM velocity
(see also theoretical analysis in [107, 108, 139]), but that the ANM effect depends on
all the details of the setup. On the other hand, this complex interplay between system
properties is the basis for its flexibility to guide different particles into opposite direction
under identical driving conditions.
Another approach to accelerate ANM is to decrease the lateral size of the attraction
basin of the traps by an optimization of the geometry. As discussed before, the prob-
ability of avoiding a trap is given by the width of the basin of attraction and the time
the particle can diffuse in lateral direction during its motion from one row of posts to
the next. Given fixed driving parameters, this probability can be enhanced by, first, a
reduction of the diffusion distance necessary to leave the attraction basin and, second,
by guaranteeing that once a bead escapes from the attraction basin, the probability of
diffusing back is small.
The first point can be achieved by decreasing the width of the posts in y direction.
A closer analysis shows, however, that size reduction is limited: if the posts become too
small, pathways along the electric field lines arise that lead to deterministic meandering
through the post array, completely destroying the basic ANM mechanism. A similar
effect was found in a ratchet array by Huang et al. [140] and identified to be responsible
for the prevention of ratcheting of small molecules.
The second point is based on the observation that most of the particles diffusively
leave the attraction basin of the trap only shortly before they hit one of the posts
adjacent to the trap. Therefore, if in this region the motion toward the large gap is
favored by a suitable shape of the posts, a diffusion back into the basin is unlikely, and
ANM can be enhanced.
Thus, there are two concepts to enhance ANM: reducing the post width and changing
the post shape. Tab. 4.2 summarizes the dimensions of the original design (design-1)
and the newly developed designs (design-2 to -4) (see insets of Fig. 4.6).
Design-2 consists of square posts, whose width is reduced to 66 % of that of the
original design (design-1) with a post width of 6.1 µm. The square posts thus have a
width of 4 µm, representing the smallest width achievable with the lithography equip-
ment used here. Design-3 displays rhomb-like shaped posts. The width of those posts
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Layout Design-1 Design-2 Design-3 Design-4
(rectangles) (squares) (rhomb-like) (rhomb-like)
(sim and exp) (sim) (sim) (sim and exp)
Periodicity (L) 25.6 µm 26 µm 27 µm 27.0 µm
Post size (b× a) 6.1× 3.1 µm2 4× 4 µm2 6× 6 µm2 4.9× 3.8 µm2
Small gap (c) 1.7 µm 1 µm 1 µm 2.2 µm
Large gap (d) 3.1 µm 4 µm 3 µm 5.3 µm
Width of attraction basin 7.3 µm 4 µm 5 µm 5.1 µm
Table 4.2: Dimensions of the post designs used in simulations (sim) and experiments (exp). Posts in
all experimental designs are 9 µm high. The width of the attraction basin was determined by careful
inspection of the deterministic particle migration in the simulation.
(6 µm) is comparable to the width of design-1 (6.1 µm). Design-4 corresponds to the
experimentally realized post shape combining both concepts.
In these new designs-2 and -3, simulations are performed with 1.9 µm particles, which
were used and characterized in the ANM separation experiment (Sec. 4.1.2), to check if
the expected acceleration of ANM can be observed and to compare the velocities with
the previously obtained data from design-1. The results of the simulations are shown in
Fig. 4.6.
(a) (b)
Figure 4.6: (a) Simulation of the new design-2 with squared posts (U0 = 120 V, 2τd = 32 s). (b)
Simulation of the new design-3 with rhomb-like shaped posts (U0 = 90 V, 2τd = 20 s). In (a) and
(b), an increase in velocity by one order of magnitude is observed compared with Fig. 4.2 for beads of
similar size. For details on the geometry shown in the insets, refer to Tab. 4.2.
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Both new geometries demonstrate an increase in velocity of more than one order
of magnitude compared to the original design (see Fig. 4.2). For the square posts
(design-2), this is attributed to the reduced dimension of the basin of attraction. The
width is reduced from 7.3 µm in the original design to 4 µm in design-2 (see Fig. 4.7
and Tab. 4.2). On the other hand, the same enhancement occurs in design-3, where
only the shape of the posts is changed retaining the post width. As can be seen from
Fig. 4.7c and Tab. 4.2, the rhomb-like post structure with sharp apexes in design-3
results in a width of the attraction basin of 5 µm, which is 32 % smaller than in design-1.
This means that not only the post width and the resulting ratio of trap-to-gap width
determines the width of the attraction basin, but also the shape of the post.
Figure 4.7: Schematic drawings of geometric traps of design-1 to -4 representing 16 by 16 µm2. The
arrows indicate the strength and direction of the electric field. The dashed lines are the boundaries of
the deterministic attraction basin of the small gaps. The width of the attraction basin is determined
by careful inspection of the electric field lines.
With this insight, design-4 is experimentally realized, which incorporates both con-
cepts of enhancing ANM. The posts have a rhomb-like shape with truncated apexes
and a final width of 75 % compared to design-1. Due to limitations of the lithogra-
phy process, the trap width results in 2.2 µm, which is slightly larger than expected.
The experiment is thus carried out with 2.9 µm particles. Fig. 4.8 shows the ANM
response of about 160 driving periods for each data point. All determined velocities up
to Udc ≈ 60 V demonstrate ANM. The experimental error bars are due to the limited
number of particles and observation time. Fig. 4.8 also shows a simulation curve, for
which the actual dimensions of the experimental posts are approximated by the shape
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as shown in Fig. 4.7(d) and characterized in Tab. 4.2. The agreement of experiment
and simulation is very good. The comparison of design-1 with design-4 results in an
increase in the maximum velocity by a factor of 7. This is remarkable because the dif-
fusion of the 2.9 µm particles is lower by 37 % compared with the 1.9 µm particles used
in measurements of design-1.
It is interesting to note that the width of the attraction basin in design-3 and -4 results
in a similar value (5 and 5.1 µm respectively), although the post width is reduced in
design-4. This demonstrates that the width of the basin of attraction also depends on
the ratio of the trap-to-gap width.
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Figure 4.8: Experimental ANM velocity (dots with error bars) for different Udc in design-4 (U0 = 80
V, 2τd = 60 s). The velocity is increased by about one order of magnitude compared with Fig. 4.2,
although larger particles (2.9 µm compared to 1.9 µm) are used. The black line shows the results
obtained from numerical simulations. The fluctuations are due to the limited simulation time. The
inset shows a SEM image of the experimentally used design-4.
Aiming at a separation utilizing ANM, both directions should be accelerated, i.e. the
ANM direction as well as the ’normal’ direction. This is experimentally validated (see
Fig. 4.9) with the same particles (2.9 µm) as before, and a velocity enhancement is
observed by one order of magnitude in the normal direction. For a detailed analysis of
the migration modi, see Fig. 4.5.
4.1.4 Summary
In summary, absolute negative mobility could be demonstrated for non-interacting µm
sized particles for the first time. The numerical simulation showed quantitative agree-
ment, and allowed the prediction of parameters suitable for the fractionation of particles.
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Figure 4.9: Experimental velocity (dots with error bars) for different Udc in design-4 (U0 = 20 V,
2τd = 20 s). Migration in the normal direction is observed and the velocity is one order of magnitude
faster than obtained in Fig. 4.4. The dashed line is a guide to the eye.
Hence, the phenomenon could be used to separate differently sized particles by steering
them into opposite directions. Moreover, ANM could be accelerated by one order of
magnitude by optimizing post dimensions and shape. However, no simple scaling law
for the acceleration of ANM can be given, but this complexity represents the flexibility
of ANM to switch sign of the average migration velocity by simple adaptions of the
driving parameters (see Figs. 4.8 and 4.9) and to guide different particles into opposite
directions (see Sec. 4.1.2).
4.2 Electrodeless Dielectrophoretic Ratchet
The idea of extracting work out of unbiased random fluctuations, although all acting
forces and temperature gradients average out to zero, is tempting. A self-winding wrist-
watch is a macroscopical realization of the idea. Microscopically, however the situation
is more subtle as the following example shows. In a box of gas at a certain temperature,
there is an axle with vanes in it. Onto the other end of the axle, a ratchet and pawl
is hooked onto the axle (see Fig. 4.10) [141]. Because of the bombardment of the gas
molecules on the vane, the vane jiggles. Prima facie, it seems possible to extract work
out of this system, as the pawl only allows the motion in one direction. However, the
pawl itself is lifted randomly by Brownian motion, and consequently, the net motion is
zero despite the broken symmetry. This is the reason why this device does not work
in perpetual motion, and the fundamental law prohibiting this is the the second law of
thermodynamics ( [142] and Ref. therein). However, the law only applies to systems at
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thermal equilibrium, and the question arises what happens far from thermal equilibrium.
Figure 4.10: Ratchet and pawl [111, 141]. An axel connects the ratchet with the paddle. The system
is placed in a box of gas and random collisions of the surrounding gas cause a jiggeling motion of the
paddle, which is supposed to be rectified by the ratchet and pawl.
Several devices operating far from thermal equilibrium have demonstrated a net mo-
tion of particles although all forces average out to zero [32–36,73]. Typically, the condi-
tions far from thermal equilibrium are created by periodic driving. However, as already
demonstrated in the section before, the highly nonlinear response of a system to a per-
turbation opens novel perspectives for separation and bioanalysis, as also mentioned
in [36]. This nonlinear response is studied here in a highly parallelized dielectrophoretic
ratchet. Simultaneously, the response of three differently sized particle species to a static
perturbation is observed and discussed in the following.
The experimental setup is shown in Fig. 4.11. A time dependent voltage U(t) is
applied to the linear channel. An array of traingular posts is arranged in the channel
such that every second row is shifted. Hence, a particle passing through a constriction
directly heads towards another post.
In order to construct this dielectrophoretic ratchet with periodic back and forth
motion, three components are necessary, all realized by the time-dependent voltage
U(t) = U fastac sinωfast+U
slow
ac (ωslow)+Udc. A ’high’ frequency ac voltage (sinusoidal) U
fast
ac
of ωfast = 60 Hz induces a strong inhomogeneous electric field ~E. In Sec. 2.2.4, the
dielectrophoretic force of a spherical dielectric particle was given by
~FDEP = 2pi0mR
3Re[K]∇ ~E2, (4.2)
where R is the radius and K the Clausius-Mossotti factor. The sign of K determines the
direction whether a particle is attracted towards regions of large electric fields (positive
dielectrophoresis, K > 0), or repelled by those regions and attracted towards regions
of weak electric fields (negative dielectrophoresis, K < 0). The polystyrene particles
in the given buffer demonstrate negative dielectrophoresis, i.e. the particles are at-
tracted by regions of weak electric fields, in the following called traps (see Fig. 4.11(c)).
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Figure 4.11: a) Schematic setup of the dielectrophoretic ratchet. Simultaneously, three different particle
species are suspended in the channel, microstructured with triangular posts. A voltage U(t) is applied
along the x axis. The electrophoretic mobilities of the particles without a dielectrophoretic field is
given in Tab. 4.3). b) Computed electric field lines in the microstructured post array, for example
caused by U slowac for one direction of the driving period or Udc. The length of the arrows indicate the
strength of the field. Post dimensions h=7.8 µm, w=7.9 µm, p=5.5 µm and a period of 19 µm in x
direction; overall width and length of the linear channel 100 µm and 8 mm respectively. c) Calculated
dielectrophoretic force field (∇ ~E2) created by U fastac . The arrows indicate the direction of the force. The
red and blue circles indicate the regions of negative dielectrophoretic trapping.
The frequency of U fastac is so high that the particles cannot follow the electric field elec-
trophoretically. Hence, the potential created by U fastac is interpreted as quasi-static. A
’slow’ ac voltage U slowac = 12 V (square wave) with ωslow = 0.25 Hz drives the particles
periodically back and forth, i.e. creating conditions far from thermal equilibrium (see
Fig. 4.11(b)). Finally, a dc voltage Udc induces a static perturbation of the system (see
also Fig. 4.11(b)). Thus, the electrical driving is comparable to the ANM experiments,
except for the additional U fastac . Moreover, again the observable of interest is the current
of the particles along the x axis (see Eq. 2.21).
The response of three different particle species to different static perturbations is
shown in Fig. 4.12.
The following responses are observed. The smallest particles (1.2 µm) demonstrate
no net velocity in x direction at Udc = 0 V (see Sec. 2.4 for the definition of the
velocity) because they are not dielectrophoretically trapped due to their small volume
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Figure 4.12: Response curve of three different particle species (1.2 µm (red triangles), 1.9 µm black
dots), 2.9 µm (blue squares); the linear fits are guides to the eye). The smallest particles show no
ratchet response, whereas the larger two particles do. The dielectrophoretic traps are created with a
sinusoidal voltage of amplitude U fastac = 150 V and frequency ωfast = 60 Hz, the back and forth driving
by a square-wave voltage of amplitude U slowac = 12 V and a frequency of ωslow = 0.25 Hz. The migration
direction of the three particles can be selected by choosing the static perturbation Udc. The blue and
red ellipse indicate at which voltages the direction of migration of the particles change (blue ellipse:
1.9 and 2.9 µm particles to the right and 1.2 µm to the left; red ellipse: 1.9 µm particle to the right
and 1.2 and 2.9 µm particles to the left).
(FDEP ∼ R3). Moreover, the particles migrate less than one spatial period due to their
small electrophoretic mobility (see Tab. 4.3) before the polarity of the square wave
voltage U slowac changes, making a ratchet effect impossible (see Fig. 4.13(a)).
diameter [µm] v0 [µm/Vs]
1.2 0.46± 0.09
1.9 1.91± 0.18
2.9 1.73± 0.16
Table 4.3: Electrophoretic velocity of 1.2, 1.9 and 2.9 µm diameter particles.
The two larger particle species (1.9 µm and 2.9 µm) demonstrate a net current at
Udc = 0 V, i.e. although on average no force is applied, the particles demonstrate a
ratchet effect and perform directed transport. They are large enough to be dielec-
trophoretically trapped and can travel more than one spatial period in one direction of
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the ’slow’ ac driving (see Fig. 4.13(b) and (c)).
Phenomenologically, the effect can be understood as follows (see Fig. 4.11). As the
posts are nonconducting, the electric field lines avoid the posts and the result are two
regions of weak electric fields, i.e. two energetic traps for particles exhibiting negative
dielectrophoresis (see Sec. 2.2.4). In Fig. 4.11(c), the blue and red circles indicate
the dielectrophoretic traps. The particles are preferably trapped at the flat side of the
posts (red circle) because the electric field at the tip (blue circle) is stronger and the
particle transport faster compared to the region marked with the red circle. Thus,
thermal fluctuations are sufficient to move the particle away from the tip and to allow
a subsequent transport by the electric field away from the trap. At the flat side (red
circle), the transport by the electric field is much weaker, considerably increasing the
trapping probability. Consequently, particles exhibiting negative dielectrophoresis are
more easily trapped when migrating in the negative x direction, i.e. the average traveling
distance is smaller. Vice versa, the particles can migrate further when the electric field
points towards the positive x direction (see trajectories in Fig. 4.13).
The further interpretation of the data is difficult, as the particles possess different
electrophoretic mobilities (see Tab. 4.3), such that the obtained response curves in
Fig. 4.12 show the superposition of the different mobilities and polarizabilities. But
interestingly, there are first indications that the order of migration of the particles can
be controlled with a single parameter, the static perturbation Udc. At Udc = −1.2 V, the
1.9 and 2.9 µm particles migrate with a positive velocity, whereas the 1.2 µm particles
migrate with a negative velocity. At Udc = −2.4 V, only the 2.9 µm particles migrate
with a positive velocity, whereas the 1.2 and 1.9 µm particles show a negative velocity.
As mentioned above, these are first indications, especially concerning the error bars.
For higher Udc all particles have a positive velocity, and for lower Udc all have a negative
velocity.
In the literature, different realizations of ratchets have been demonstrated. In mas-
sively parallel asymmetric silicon pores, Matthias et al. achieved velocities of 1 µm/s
with colloidal particles [33]. Bader et al. demonstrated the ability of transporting DNA
with a dielectrophoretic ratchet and demonstrated velocities of 2.5 µm/s [36]. Gorre-
Talini et al. constructed a dielectrophoretic ratchet and achieved particle velocities of
100 µm/s [143].
The device presented here achieves velocities similar to most other devices. More
importantly, however, first evidence could be presented that the order of migration
of three differently sized particle species can be controlled by a single experimental
parameter, opening new perspectives for particle separation.
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Figure 4.13: a) Two typical trajectories of a 1.2 µm particle during the back-and-forth motion. Because
of the small electrophoretic mobility, the particles migrate less than one spatial period. And due to the
small volume, the particle is not dielectrophoretically trapped. b) & c) Typical trajectories of the 1.9
µm and 2.9 µm particles are shown. The particles are dielectrophoretically trapped in one direction of
the ’slow’ driving.
In the future, the ratchet should be tested with differently sized but equally fast
particles. Moreover, quantitative simulations should be performed in order to find op-
timized driving parameters that demonstrate unambiguous response curves validating
the evidence presented here.
4.3 Dielectrophoretic Manipulation of DNA
In 1991, the idea was proposed to separate polymers based on the combination of di-
electrophoretic trapping and electrophoretic forces [115]. For dielectrophoretic trapping,
one needs a polarizable object, in this case DNA, and an inhomogeneous electric field,
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which is usually generated by microelectrodes [144]. Alternatively, an inhomogeneous
electric field can also be obtained without microelectrodes (i.e. electrodeless) by the use
of nonconducting posts in microfluidic channels [76, 81], thereby reducing the complex-
ity of the fabrication process and, more importantly, providing field gradients over the
entire depth of the microchannel (see Sec. 2.2.4).
The dielectrophoretic manipulation of DNA has been increasingly studied over the
last years, including the investigation of DNA in microfluidic devices [78, 81, 90, 145].
Especially Chou et al. [81] paved the way for the present study by thoroughly discussing
the electrodeless dielectrophoretic trapping of single and double stranded DNA, demon-
strating size-dependent frequency response for DNA fragments from 368 bp to 39.9 kbp
below 1 kHz. Similarly, frequency dependent dielectrophoretic trapping using micro-
electrodes was reported in [90] for a frequency range below 1 kHz. It could be shown
that DNA polarizability strongly depends on the frequency range and buffer conditions
(e.g. ionic strength) and is quantitatively accessible usually in bulk measurements by
birefringence [146–148], conductivity dispersion [149] or time domain reflectometry [91].
However, the mechanism involved in DNA polarization as well as the dependence of the
dielectrophoretic response on the DNA length remains unclear [85,91] (see Sec. 2.2.4).
This section is organized as follows: first the setup and the ability to trap DNA
is demonstrated (see Sec. 4.3.1). Having proven these prerequisites, the feasibility of
separating DNA via electrodeless dielectrophoresis is demonstrated (see Sec. 4.3.2).
Based on a theoretical analysis of the size-dependent DNA migration (see Sec. 4.3.3), a
new method is developed for the quantitative deduction of the DNA polarizability (see
Sec. 4.3.4). The results are discussed in terms of a power law length dependence and
possible relations to the radius of gyration. This new method is then used to fathom
some basic dependencies of the polarizability, such as salt and dye concentration and
frequency (see Secs. 4.3.5, 4.3.6 and 4.3.7).
4.3.1 DNA Trapping
A scheme of the microfluidic setup is shown in Fig. 4.14. The DNA is injected via the
cross injector into the microstructured separation channel. First, it is verified that the
device is suitable for dielectrophoretic DNA manipulation. In Fig. 4.15(a), the typical
experimental situation is shown for T2 DNA (164 kbp) in the microstructure. The DNA
is subjected to a time-dependent voltage U(t) = Uac sinωt with frequency ω = 60 Hz
and amplitude Uac = 300 V. The DNA is permanently trapped within the gaps close
to the post walls, i.e. at locations of high electric fields, very similar to the positive
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Figure 4.14: Scheme of the microfluidic setup (not to scale). The device consists of a cross injector,
formed by the channels 1,3 and 4 (each 2 mm long). Channel 2 (5 mm long) contains the microstructure,
indicated by the gray region, in which dielectrophoretic trapping and separation is performed. The
depth of all channels is 6 µm; the channel width is 100 µm for channels 1 and 2 and 95 µm for channels
3 and 4. The enlargement shows that the microstructure consists of periodically arranged rows of
rectangular posts (180 rows) with a period of L=21.1 µm in x direction and a distance between the
posts of 2.3 µm in y direction. The base area of each post is 2.2× 7.4 µm2. After the DNA is injected
via a pinched injection scheme, the driving voltages U(t) are applied in reservoir 1, whereas all other
reservoirs are grounded.
dielectrophoretic trapping of DNA reported by Chou et al. [81]. Note, that this is in
contrast to the dielectrophoretic traps in Sec. 4.2, which consist of regions with low
electric fields due to the negative dielectrophoretic response of the polystyrene particles.
On the first glance, no DNA motion due to the ac voltage Uac can be observed (see
Fig. 4.15(a)). As the frame rate of the camera is not sufficient for a direct observation
of DNA motion in a trap, a stroboscopic time series is recorded with 59.4±0.05 fps (see
Fig. 4.16). The DNA motion is observed with a repetition after (1.52± 0.03) s, which
is within the time period of a beat of 1.43 ± 0.08 s caused by the different frequencies
of the electric field (ω = 60 Hz) and the frame rate of the camera (59.4± 0.05 fps) (see
Methods Sec. 3.6.2).
The trapping can be understood as follows. The applied time-dependent voltage U(t)
leads to an inhomogeneous electric field ~E sinωt in the structured region, with a field
strength ~E proportional to Uac and with the spatial periodicity of the structure. For
polarizable molecules with polarizability α = α(ω), this field creates a dielectrophoretic
potential landscape given by (see Sec. 2.2.4)
W = −(1/2)α~E2, (4.3)
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(a) (b)
Figure 4.15: (a) Fluorescence micrograph of fluorescently stained T2-DNA that is trapped by dielec-
trophoresis in the high field regions in the gaps between neighboring posts (Uac = 300 V, ω = 60 Hz).
(b) Dielectrophoretic potential W = −(1/2)αE2 in a gap between two posts (white rectangles) in the
case of positive dielectrophoresis (α > 0). The electric field is numerically calculated (see Sec. 2.5).
The color code indicates the magnitude of the potential energy in arbitrary units. The arrows indicate
the direction of the resulting dielectrophoretic force field. Potential minima occur near the edges of the
posts. Thus, the potential reproduces the experimentally observed trapping.
t=1.52 s
t=0 s
t=0.38 s
t=0.76 s
t=1.15 s
Figure 4.16: Stroboscopic time series of the
DNA motion in a trap. The λ-DNA is trapped
by an ac voltage Uac = 240 V of ω = 60 Hz.
The time series is recorded with a frame rate
of (59.4±0.05) fps, thus a full period of motion
should take (1.43±0.08) s. At t = 0, the DNA
is at the right side of the post, at t = 0.76 s at
the left side and after t = 1.52 ± 0.03 s again
on the right side. Thus, the DNA follows the
ac field in the trap with ω = 60 Hz.
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where the factor (1/2) stems from the time average of the sin2(ωt) function. In this de-
scription, adsorption effects are neglected so that the polarizability α is real-valued and a
quasi-static potential is assumed, i.e. the back and forth motion due to U(t) is neglected.
For α > 0, the molecule is driven towards the regions of the strongest field amplitudes,
which represent the minima of W (positive dielectrophoresis), while for α < 0, regions
with smallest field amplitudes form the potential minima (negative dielectrophoresis).
As illustrated in Fig. 4.15(b), the potential with α > 0 has deep minima within the
gaps in the regions close to the post walls where the DNA is observed to be trapped
(Fig. 4.15(a)), indicating that the trapping is due to positive dielectrophoresis.
The agreement of the experimentally observed trapping and the calculated potential
(see Fig. 4.15) indicates that the quasi-static dielectrophoretic potential constitutes an
appropriate model for the impact of the ac voltages U(t) on the DNA, although it is
neglecting the DNA motion in the trap.
4.3.2 Dielectrophoretic DNA Separation
Ajdari and Prost predicted size separation of DNA with length dependent polarizabilities
due to different average migration velocities in a simplified one-dimensional model, when
an appropriate static force is applied in addition to the dielectrophoretic traps [115].
Similarly, Chou et al. [81] suggested to selectively trap one sort of DNA while removing
another one. These ideas are reasonable because the depth of the potential depends on
the polarizability and the polarizability of short (< 5 kbp) DNA fragments is known to
increase with their lengths [85].
In order to impose an additional constant force on the DNA in the microstructure, a
static voltage component Udc is superimposed onto the oscillating signal U(t). For the
separation of two different DNA lengths, an optimal choice of Udc and Uac should perma-
nently trap one DNA species whereas the other one can migrate along the channel. This
requires precise knowledge of polarizabilities and electrophoretic mobilities of the DNA
molecules under the given experimental conditions. Because a priori such information
is usually inaccessible, it is difficult to find the right parameters. The situation becomes
even more complicated if more than two species should be separated.
Therefore, the following separation protocol was developed. The DNA is injected with
a constant Udc and during migration the different Uac values are probed by increasing
Uac from Ustart to Uend in discrete steps of size Uinc and duration τinc. When Uend is
reached, Uac is set to a value Ufinal and Udc is switched off to create steady-state trapping
conditions. Then the channel is scanned for fluorescence signal and an electropherogram
61
4 Results and Discussion
is recorded.
Such separation experiments are performed with three different samples: (a) a mix-
ture of linear λ- and T2-DNA at concentrations 41 and 6.1 pM respectively; (b) a
supercoiled ccc plasmid DNA sample, containing a 7 kbp plasmid and its 14 kbp dimer
in a concentration ratio 9:1; (c) a sample containing a 12 kbp ccc monomer, its 12 kbp
linearized monomer and the 24 kbp ccc dimer with approximate concentrations of 20
pM for both ccc forms together and 17 pM of the linear form. The observed steady-state
electropherograms are shown in Fig. 4.17.
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Figure 4.17: Steady-state electropherograms after application of the separation protocol for (a) a λ-
and T2-DNA sample; (b) a 7 kbp monomer and its 14 kbp ccc dimer plasmid; (c) (PJP2) 12 kbp ccc
monomer, 12 kbp linearized form and 24 kbp ccc dimer. The parameters of the separation protocols
are summarized in Tab. 4.4. For all samples, the different DNA species have been trapped at different
locations in the separation channel and could thus be separated with base line resolution within less
than 240 s. The peaks are fitted by Gaussian curves.
The different DNA fragments in the samples are attributed to the peaks by comparison
to control experiments with samples containing only a single DNA species and by spiking
experiments. The identification of different fragments due to their fluorescent brightness
is complicated by the fact that different conformations can gather different amounts of
dye, as formerly noticed for ethidium bromide [150].
The results demonstrate that the technique can be used for various kinds of samples.
The separation of long linear fragments is possible (Fig. 4.17(a)), as well as the sepa-
ration of differently long supercoiled fragments (Fig. 4.17(b)). Most interestingly, even
samples of the same length could be separated according to their conformation within
less than 240 s (Fig. 4.17(c)).
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In order to quantify the efficiency of the dielectrophoretic separation, the resolution
Res is calculated as usual for separations according to [151]
Res = (x2 − x1)/[2(σ1 − σ2)]. (4.4)
Here, x1 and x2 are the positions of the centers of Gaussian curves fitted to the
measured peaks and σ1 and σ2 are their width. Every separation experiment resulted
in base line resolution, with the calculated resolutions summarized in Tab. 4.4.
sample Udc [V] Ustart [V] Uinc [V] τinc [s] Uend [V] ω [Hz] t
a [s] Resb
λ-T2 12 150 0.6 3 189 60 200 2.95
7-14 kbp ccc 12 198 6 30 240 60 240 1.93
PJP2 12 270 6 13 360 60 210 0.94c;1.13d
Table 4.4: Tabular overview over the applied voltage ramps during DNA separation and the resulting
resolution (see Eq. 4.4). a total separation time; b resolution (Res); c resolution of the ccc monomer
(12kbp) separated from the linear monomer (12 kbp); d resolution of the ccc monomer (12 kbp) from
the ccc dimer (24 kbp).
Shortly after the first presentation of these results, Petersen et al. [152] also presented
the migration and separation of linear DNA in a dielectrophoretic microelectrode array
with a separation time of up to 100 min. This time is comparable to the time effort
needed to analyze DNA with agarose gel electrophoresis or capillary gel electrophoresis
(see Fig. 4.18) [132]. The quality control experiments with both techniques, for the
samples used in this study, lasted about 60 min each.
Compared to other artifical gel techniques, the method presented here achieves very
competitive separation times of less than 240 s. For example, Han et al. needed about
30 min to separate large DNA linear fragments in an array of entropic traps [20]. Doyle
et al. demonstrated the separation of linear DNA also within about 30 min an array
of magnetic beads [15]. Huang et al. used a DNA prism for linear DNA separation
and achieved separation times of 15 s [11]. All mentioned artifical gel techniques only
demonstrated the separation of DNA fragments of the same conformation.
Only very few studies focus on circular DNA and the separation of different confor-
mations with chip based approaches, although the separation of different DNA config-
urations with slab and capillary gel electrophoresis are established techniques for this
application. The only study, known to the author, was published by Li et al. and they
demonstrate the separation of different DNA conformations on a flat and on a nano-
structured silicon surface with separation times of about 60 min [22]. Furthermore,
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12 kbp (ccc)
12 kbp (linear)
24 kbp (ccc)
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12 kbp (ccc)
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Figure 4.18: (a) Fluorescent image on an agarose gel. (1) Original PJP2 sample (from top to bottom:
24 kbp ccc, 12 kbp linear, 12 kbp ccc), (2) PJP2 linearized with KpnI, (3) PJP2 linearized with EcoI,
(4) marker (original data, separation time 1 h, see also Sec. 3.4). (b) Electropherogram of the PJP2
sample (original data) obtained by capillary gel electrophoresis [131], parameters given in [132].
there is no general agreement among DNA separation techniques concerning the order
of migration of linear, supercoiled and relaxed circular DNA. This can also be observed
in the comparison of the agarose gel with the capillary gel electrophoresis (see Fig. 4.18).
The order of migration depends on type and concentration of the intercalating dye, the
surface coating, and the operating conditions [22,153].
Finally, from the follow up of the peaks in Fig. 4.17, one can conclude for the given
size range that longer linear DNA fragments are better polarizable than shorter linear
fragments. Furthermore longer supercoiled fragments are better polarizable than shorter
supercoiled fragments. Besides the length separation, the method presented here is also
sensitive to DNA conformation, i.e. the linear monomer is better polarizable than its
supercoiled monomer and the supercoiled dimer is better polarizable than the linear
monomer. The quantification of the polarizability is discussed in detail in the following
section.
In conclusion, the combination of electrodeless dielectrophoresis and electrophoresis
allows the separation of DNA according to length and conformation with a special
protocol. All samples could be separated with baseline resolution and within less than
240 s.
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4.3.3 Quantitative Description of DNA Migration
In order to understand the separation mechanism in more detail, an analysis of the DNA
migration is indispensable. Therefore, not a voltage ramp is considered, but just con-
stant amplitudes Uac of the ac voltage U(t). The amplitude creates a dielectrophoretic
potential for the DNA molecules with traps in between the constriction made up of
two posts. Only by ambient thermal noise, the DNA molecule can escape from such
a trap. For large Uac, the potential barrier that has to be surmounted is much larger
than the thermal energy kBT , so that an escape process can be considered as a rare
event. When the dc voltage Udc is applied in addition to U(t), the potential landscape
is tilted due to the induced electrokinetic force. As long as the dielectrophoretic force is
larger than the electrokinetic force, the DNA is trapped deterministically and can still
only escape by thermal noise. If a molecule escapes from a trap, it is driven along the
channel towards the next trap. For appropriate Uac values, the barrier heights of the
tilted dielectrophoretic potential are comparable to kBT . Thus, the escape process leads
to an average migration velocity in the range of µm per second.
Considering Eq. 4.3, the depth of the dielectrophoretic potential depends on the po-
larizability of the molecule. Hence, differently polarizable DNA molecules have different
migration velocities.
In good approximation, confirmed by observing the DNA molecule trajectories, the
migration of the DNA can be described as the motion in an one-dimensional tilted
quasi-static periodic potential with deep and narrow potential minima that represent
the dielectrophoretic traps (see Sec. 4.3.1). From an estimation of the curvatures Ω2
(see Eq. 2.25) of the dielectrophoretic potential in x direction, i.e. along the direction of
migration, it can be concluded that the deformation energy Ω2l2p at the length scale of
the persistence length lp ≈ 50 nm of the DNA is much smaller than the thermal energy
(Ω2l2p  kBT ), except for very small regions at the corners of the posts. Thus, the DNA
molecules remain through out the migration process in a globular configuration. In this
case, the trapping time of a DNA molecule, i.e. the time a molecule is trapped before
thermally induced escape, is given by the inverse Kramers rate [117,118] (see Sec. 2.6.1)
τ ∝ exp
(
∆W −∆Wdc
kBT
)
, (4.5)
where ∆W−∆Wdc denotes the dielectrophoretic potential barrier reduced by the energy
drop due to the static voltage Udc.
With the above given assumptions, the DNA migration can be described with the
one-dimensional model of Ajdari and Prost [115]. According to this model, the average
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migration velocity is given by
v = L/(τ + t0), (4.6)
where L is the periodicity of the microstructure in x direction, t0 the time needed from
trap to trap with no dielectrophoretic potential (Uac = 0), and τ the mean trapping
time according to Eq. 4.5.
In order to quantify the dielectrophoretic potential ∆W , the quantitative knowledge
of the potential drop within the microstructure is necessary and can be derived as
follows. The fluid is assumed as an ideal conductor, the PDMS as an ideal insulator.
Thus, the fluidic chip can be interpreted as an electric circuit [154]. Every segment of
the channels with constant cross section is represented by a resistor whose resistance
is proportional to the segment length and inversely proportional to the cross sectional
area. The unknown electric resistivity is not necessary, as only ratios of resistances are
needed. With Kirchhoff’s law the potential drop at a single row of posts and in between
two rows can be calculated. Recalling the dimensions of the device, a potential drop
at a single row of posts is 4.9 × 10−4U with U the applied voltage. By dividing the
potential drop by the size of the gaps in field direction (2.2 µm), the average electric
field is Egap ≈ 220U m−1. For comparison, a simple estimate of the electric field by
assuming that the voltage U is applied over the total channel length of channels 1 and
2 would yield a factor 140 instead of 220.
Thus, the potential barrier ∆W can be written, with the now accessible electric fields,
as ∆W = (1/2)α(E2gap−E2mid) = (1/2)αE2gap(1−E2mid/E2gap). The field strength Egap is
an approximation of the average field in a trap. Emid is the electric field in the middle
between two rows and can be considered as constant over the channel cross section
in good approximation. With the fulfilled condition ∇ ~E = 0, the field strengths are
related by Emid/Egap = Ygap/Ymid with Ygap and Ymid the widths of the fluid accessible
part of channel 2. For the here treated microstructure, one finds Ygap = 23 µm and
Ymid = 100 µm, so that Emid/Egap = 0.23. As stated before, Egap is proportional to Uac
with a proportionality factor obtained from the equivalent circuit diagram. Thus, the
dielectrophoretic potential barrier can be calculated in good approximation as
∆W = 22900αU2acm
−2. (4.7)
4.3.4 Polarizability of Linear and Supercoiled DNA
The gained insight into DNA migration in such a dielectrophoretic potential landscape
offers the possibility to determine the polarizability quantitatively. If the experimentally
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observed escapes are rare events, i.e. trapping times in the order of 100 ms, the rate
description Eq. 4.5 is valid. In this case, the mean trapping time τ depends linearly on
U2ac (see Eqs. 4.5 and 4.7), with logarithmic corrections of the form lnU
2
ac that are due
to the prefactors of Eq. 4.5, respectively Eq. 2.25. Evaluating the linear contribution in
the U2ac dependence, the polarizability α can be calculated according to Eq. 4.7. Thus,
just τ has to be observed for different Uac in order to determine the polarizability α.
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Figure 4.19: (a) Average velocities v versus the applied voltage Uac for 6 kbp (triangle), 12 kbp
(diamond), 48.5 kbp (bullet) and 164 kbp (box) linear DNA at ω = 60 Hz and Udc = 12 V. About 30
molecules are recorded per Uac value and species and evaluated to determine the average velocity. The
longer DNA fragments are retarded for smaller Uac values than the smaller fragments. At the end points
of each curve, the velocities become immeasurably small, as the molecules are permanently trapped
within the observation time. The lines are guides to the eye. (b) Mean trapping time τ plotted versus
the square of the Uac voltage amplitude (symbols as in (a)). The in (a) determined velocities are used
to calculate the trapping time τ according to Eq. 4.6 together with the determined free migration time
t0 = (1.0± 0.1) s. The solid lines are linear fits with logarithmic corrections where the rate description
is valid.
In Fig. 4.19(a), the average migration velocity for different Uac is shown. For small Uac,
all DNA species show very similar velocities, as expected for the length independent free
electrophoresis of DNA [45]. For larger Uac, the retarding effect of the dielectrophoretic
trapping induces significantly different velocities for the different DNA species. As
already expected from the separation experiments, longer fragments are trapped at
lower values of Uac than smaller fragments (see Sec. 4.3.1).
The average migration velocity is then used, to calculate the trapping time τ ac-
cording to Eq. 4.6. Therefore, the free migration time t0, i.e. Uac = 0, is deter-
mined between two successive rows of posts, with t0 = (1.0 ± 0.1) s at Udc = 12 V
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for all DNA species conforming the length independent free migration. The mobility
of µ0 = (3.5± 0.4)× 10−8 m2/Vs agrees very well with the values in the literature [10]
ranging from 3.0× 10−8 to 4.5× 10−8 m2/Vs.
Fig. 4.19(b) demonstrates the dependence of the mean trapping time τ on the applied
amplitude of Uac. The expected dominating dependence of ln τ on U
2
ac (see Eq. 4.7)
is confirmed for large enough values of Uac when the rate description becomes valid.
The measured data is fitted linearly with the above mentioned logarithmic corrections
and clearly different slopes for the different species become obvious. From those the
polarizability is calculated according to Eq. 4.7. Additionally, the polarizability of
supercoiled DNA fragments of length 7, 10, 15 and 21 kbp are measured and all results
are summarized in Tab. 4.5.
linear DNA (kbp) α (Fm2) ccc DNA (kbp) α (Fm2)
6 (1.5± 0.1)× 10−29
7 (0.5± 0.1)× 10−29
10,3 (1.7± 0.2)× 10−29
12 (2.5± 0.2)× 10−29
12,2 (2.8± 0.6)× 10−29 12,2 (2.3± 0.7)× 10−29
15,5 (2.8± 0.1)× 10−29
21 (2.9± 0.2)× 10−29
48,5 (3.3± 0.3)× 10−29
164 (5.8± 0.5)× 10−29
Table 4.5: Experimentally determined polarizabilities for different fragment lengths and conformations.
For all fragments of the same conformation, an increase in polarizability with length is observed with
exception of the 21 kbp ccc fragment . Additionally, the 12,2 kbp PJP2 plasmid is characterized in the
linear conformation as well as in the supercoiled conformation, demonstrating that the polarizability
not only depends on length but also on conformation. The order of migration observed in the separation
is also confirmed (see Sec. 4.3.2).
Before the obtained polarizabilities are compared to published data, the assumptions
and approximations are summarized, which are necessary to extract the polarizability
from the mean trapping time. The effect of the time-dependent ac voltage U(t) on the
molecule is completely described by the dielectrophoretic potential Eq. 4.3, i.e. the back
and forth motion of the DNA due to the ac voltage is neglected. During the migration,
the DNA molecules keep their globular configuration, in particular during the escape
process from the trap. Calculating the curvatures Ω2 of the dielectrophoretic potential,
the deformation energy Ω2l2p at the length of the persistence length is much smaller than
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the thermal energy. Thus, any deformation is compensated by thermal fluctuations.
Moreover, corrections to the Kramers formula Eq. 4.5 due to DNA deformations in the
traps would result in deviations from the observed linear dependence of ln τ on U2ac.
Moreover, it is assumed that the DNA escapes on a single one-dimensional path in the
x−y plane. This assumption is strongly supported by observations of the escape events.
Especially transitions in the y direction, which would prolong the migration from trap
to trap, are not included in the model and are observed experimentally only very rarely.
Finally, the amplitude of the electric field is approximated by the average field amplitude
in the traps as well as in the sections in between, as calculated in Sec. 4.3.3. The good
agreement of the observed mobility, based on the calculated electric field, indicates that
this method yields reliable approximations of the electric field amplitudes.
Discussion of the Polarizability of Linear DNA
The following discussion is restricted to linear DNA fragments, whereas the polariz-
ability of the supercoiled fragments is discussed in the next section. The determined
polarizabilities are comparable to values reported in the literature (see Tab. 4.6), con-
firming the validity of the assumptions just summarized. Nevertheless, a quantitative
comparison seems questionable because of the different techniques, conditions and fre-
quencies used to determine the polarizability. Moreover, for the method presented here,
a fluorescent staining is necessary and its influence on the polarizability is discussed later
(see Sec. 4.3.7). Interestingly, Tuukkanen et al. [155] recently published DNA polariz-
abilities determined from dielectrophoretic DNA trapping with an microelectrode array.
They determined the minimum necessary voltage to trap the DNA and calculated from
simulations the corresponding field strength. Then, they derived the polarizability by
assuming that the minimum trapping energy is equal to the thermal energy (3/2)kBT .
They found polarizabilities that are 1 to 2 orders in magnitude smaller than the values
determined here. The reasons are the different ways to quantify the potential barrier.
Tuukkanen et al. assume the thermal energy as the potential barrier, which has to be
overcome. The method presented here quantifies the potential barrier by determining
the trapping times.
The quantitative determination of α also allows the calculation of the acting force in
the trap, resulting in values from 3 to 12 fN for the different linear DNA fragments at
Uac = 140 V. Chou et al. [81] found comparable values ranging from 2 to 6 fN and thus
confirm the values obtained.
For short DNA fragments, the length dependence of the polarizability is often de-
69
4 Results and Discussion
Ref. DNA (kbp) α (Fm2) method buffer system
[146] 4.4 5.5× 10−31 TEBa Tris 0.2 mM, pH 8
[147] 5 2.3× 10−30 TEBa sodium phosphate 1 mM Na, pH 7.2
[149] 8 3.2× 10−28 CDb,e 1 mM NaCl
16 3× 10−27
[91] 12 (plasmid) 7.88× 10−30 TDRc,d dd H2O
[148] 40 (T7 DNA) 1.3× 10−28 TEBb sodium phosphate 0.5 mM Na, pH 6.9
[155] 8 2× 10−30 DEP trap 3 mM Hepes, 2mM NaOH, pH 6.9
Table 4.6: DNA Polarizabilities for various DNA lengths and buffer conditions as reported in the
literature together with the used techniques. The list does not claim completeness and is restricted
to DNA lengths comparabel to the ones studied here. a transient electric birefringence (TBE); Fre-
quency > 1 kHz. b Frequency < 1 kHz. c Frequency 137 kHz. d time domain reflectometry (TDR). e
conductivity dispersion (CD).
scribed by a scaling law α ∼ Nγ, although different exponents are discussed in the liter-
ature. For example, Stellwagen [146] reported γ = 2 for DNA lengths below ∼ 300 bp.
Elias and Eden [147] found γ = 3 in the range up to ∼ 120 bp lengths passing into
linear relation (γ = 1) above ∼ 300 bp up to 5 kbp. Furthermore, Porschke et al. [85]
showed evidence for a cubic dependence for DNA below ∼ 400 bp, whereas they reported
a saturation of the polarizability for longer DNA molecules. Although the fragments
studied here are much longer, the determined polarizabilities indicate an increase with
length. The log-log plot of the polarizability versus the number of base pairs shown in
Fig. 4.20(a) demonstrates an exponent of γ = 0.4± 0.1 for the linear DNA fragments.
Thus, there is no saturation observed, but the length dependence is much weaker, than
for the short fragments discussed in the literature.
In this context, it is interesting to note that the deduced value of γ is close to the
theoretical Flory exponent of ν = 0.5 without excluded volume [45]. The Flory expo-
nent describes the power law scaling of the radius of gyration with length (Rg ∼ N ν)
(see Sec. 2.1.1). This might suggest that the polarization is driven by a charge trans-
port along the DNA strand and results in an effective polarization that scales with
the end-to-end vector of the DNA molecules, as previously anticipated by Bowers and
Prud’homme [156]. Because of the very limited data (four DNA lengths), a more de-
tailed study is necessary, but some interesting findings concerning this scaling will be
discussed.
In Fig. 4.20(b), the diffusion coefficients determined for the four DNA species are
plotted versus the number of base pairs (for the method see Sec. 3.6.2 and for quanti-
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DNA [kbp] D [µm2/s] DNA [kbp] D [µm2/s]
linear supercoiled
6 1.71± 0.11 7 2.80± 0.15
12 1.36± 0.10 10.3 1.32± 0.05
48.5 0.68± 0.09 15.5 0.83± 0.03
164 0.39± 0.05 21 1.05± 0.06
Table 4.7: Diffusion coefficients for linear and supercoiled DNA fragments (the corrections due to the
particle tracking deduced in Sec. 2.7 give a negligible contribution)
tative data see Tab. 4.7). The slope of the plot results in ν = 0.45 ± 0.05 indicating a
scaling (within the experimental error) according to the scaling predicted for polymers
without excluded volume (see Sec. 2.1.1) (the negative sign is omitted, which is due to
plotting D instead of Rg as D ∼ 1/Rg). In the literature, different scaling behaviors
for DNA are reported. With light scattering methods, exponents from ν = 0.48 to 0.53
were reported [157,158], thus a scaling without excluded volume effects (see Sec. 2.1.1).
Recently, Robertson et al. reported ν = 0.571 ± 0.014 determined with video tracking
methods [48], and this scaling indicates a contribution of excluded volume effects [46]
(see Sec. 2.1.1). The difference might be due to the different buffer and salt concentra-
tions, different viscosities and the different techniques used (see Sec. 2.1.1).
Especially the salt concentration determines the electrostatic self-repulsion of charged
DNA molecules. It is often assumed that the effective diameter of DNA is rather given
by the Debye length λd than the actual helical diameter. Again, the persistence length lp
depends on the electrostatic repulsion [51] and thus on λd. Larger λd and lp imply a much
stronger excluded volume effect. Under the given experimental conditions, however,
λd = 3 nm can be assumed [47,48,159], which implies only a marginal excluded volume
effect [46].
Considering the polarizability and the diffusion determined for the four linear DNA
fragments, Fig. 4.20(c) encourages the scaling of the polarizability with the end-to-
end distance as proposed by Bowers et al. [156] because the polarizability scales nearly
linearly with the radius, in fact Rg ∼ α0.8±0.2.
Assuming that the polarizability scales with the end-to-end radius, i.e. there is a
dipole induced with length 2 × Rg, it is possible to give an estimate of the number of
charges making up this dipole. A classical dipole is defined as
~p = q ·~l (4.8)
where ~p is the dipole, q the charge separated by ~l. For an induced dipole, one can write
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(see Sec. 2.2.4)
~p = α~E. (4.9)
Combining these two equations, one can estimate the number of charges making up the
induced dipole. The length of the dipole is assumed as | ~l |= 2Rg, with Rg calculated
from the diffusion coefficients (see Sec. 2.1.1). The polarizability and electric field in a
trap are known (see Sec. 4.3.3). In consequence, only 10 elementary charges make up
the induced dipole at a voltage Uac = 100 V. Hogan et al. estimated 11 charges to be
displaced along a 230 bp (78 nm) DNA fragment [160]. A similar number of 18 charges
was derived by [148], but therein the charge displacement was assumed only along the
Kuhn length (2× lp). Although the agreement in the number of charges is interesting,
the comparison of the values gives no evidence, whether the charges are displaced along
the contour length or only the Kuhn length.
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Figure 4.20: (a) Log-log plot of the polarizability of linear DNA versus the number of base pairs with a
scaling exponent α ∼ Nγ with γ = 0.4± 0.1. (b) Log-log plot of the diffusion coefficient of linear DNA
versus the number of base pairs, with an experimentally determined Flory exponent of ν = 0.45± 0.05
(negative sign omitted, which is due to plotting D instead of Rg). (c) Log-log plot of the radius of
gyration calculated from the diffusion coefficient versus the polarizability, indicating a linear dependence
because of the determined scaling exponent of 0.8± 0.2.
Discussion of the Polarizability of Supercoiled DNA
So far, the polarizability of the supercoiled fragments have not be discussed (see Tab. 4.5).
From 7 to 15,5 kbp fragment length, the polarizability increases with the number of base
pairs. However, the 15,5 kbp DNA fragment has within the experimental error the same
polarizability as the 21 kbp fragment. Thus, there is no clear dependence on length for
these two fragments. A similar observation can be made, analyzing the coefficients of
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diffusion (Tab. 4.7). Here, the 21 kbp fragment diffuses slightly faster than the 15,5
kbp fragment. This gives first evidence, why the 15,5 kbp and 21 kbp fragments have
a similar polarizability, and supports the evidence presented for linear fragments, that
the polarizability depends on the radius of gyration.
AFM images of the different supercoiled DNA fragments are taken in order to charac-
terize the specific spatial configuration (for methods see Sec. 3.4). The images show (see
Fig. 4.21) that the three smaller fragments (7, 10,5 and 15,3 kbp) have a plectonemic
structure (see Sec. 2.1 and Ref. [161] for details), with clearly visible ’arms’, whereas
the 21 kbp plasmid shows a more ’random coil like’ configuration. A transition from a
plectonemic to a more random coil like structure is theoretically expected for supercoiled
fragments in the range of about 25 kbp [47] and might thus explain the qualitatively
different spatial configurations. These results indicate that the polarizability depends
on the length of the fragment and the spatial configuration.
Figure 4.21: AFM images of the four different supercoiled DNA fragments. The first three samples
show a clear plectonemic structure, looking more like a ’star’. The fourth sample is also supercoiled,
but has a more random coil like structure.
In Fig. 4.22, a log-log plot is shown of the polarizability of the supercoiled fragments
versus the radius of gyration. The polarizability of the ccc conformation scales with
the radius, but with an exponent of 1.9± 0.3. This indicates a fundamentally different
scaling of the polarizability compared to the scaling of the linear fragments (0.8 ± 0.2,
see Sec. 4.3.4). A possible explanation could be a deformation of the plectonemically
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conformed plasmids. If a dipole is induced in every plectonemic arm, the energetically
favorable conformation is an orientation of the induced dipole parallel to the applied
field, resulting in a ’cigare’ like geometry.
Robertson et al. also determined diffusion coefficients of linear and supercoiled DNA
fragments [48]. For a 11.1 kbp fragment, they found a diffusion coefficient of 1.17 µm2/s
for the linear fragment (corrected for the higher viscosity of 1.2 mPas) and 1.98 µm2/s
for the supercoiled fragment of equal length, with 50-80 % supercoiled DNA molecules
in the sample. Furthermore, they reported on a Flory exponent for supercoiled DNA of
ν = 0.571 ± 0.057. The diffusion coefficient for the linear DNA reported by Robertson
et al. compares very well with the diffusion coefficient of the 12 kbp linear fragment
(D = 1.36 ± 0.10 µm2/s) (see also Tab. 4.7). However, the diffusion coefficient of the
supercoiled sample of comparable size (10,3 kbp with D = 1.32 ± 0.05 µm2/s) shows
larger deviations and especially the observed Flory exponent shows very different scaling
behavior, as in this study a Flory exponent for the supercoiled samples of ν = 0.9± 0.1
was determined from the values given in Tab. 4.7.
The differences in diffusion and scaling behavior indicate that the diffusion sensitively
depends on the actual geometric configuration of the supercoiled DNAmolecules. Hence,
more experimental data is necessary to clarify the scaling and the actual geometric
configuration should be carefully characterized, e.g. by AFM or SEM.
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Figure 4.22: Log-log-plot of the radius of gyration versus the polarizability of supercoiled DNA frag-
ments characterized in Fig. 4.21 and Tab. 4.7. The polarizability scales with the radius as α ∼ R1.9±0.3g .
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Summary of the Polarizability of Linear and Supercoiled DNA
In summary, the new method to study the polarizability of DNA provides values com-
parabel to the literature. Moreover, the results of the linear DNA fragments clearly
demonstrate that the polarizability increases with length. First evidence is presented
that the polarizability of long DNA molecules might scale with the radius of gyration.
For supercoiled DNA molecules, the situation becomes more complicated. There is no
simple scaling of the polarizability. Instead, first indications are given that the spe-
cific configuration of a molecules determines the polarizability. For molecules of similar
configuration, the polarizability increases with the length of the fragment. Hence, in
order to compare the polarizability of supercoiled DNA molecules, the length and the
conformation must be known. Comparing equally long but differently conformed DNA
fragments, different polarizabilities were observed. All these results confirm the separa-
tions of DNA fragments presented in Sec. 4.3.2.
4.3.5 Frequency Dependence of DNA Polarizability
So far, all experiments concerning the dielectrophoretic manipulation are conducted at
ω = 60 Hz. Fig. 4.23 shows the dependence of the average migration velocity on the
frequency of the ac voltage for three different linear DNA fragments. A minimum in
velocity means a maximum in the dielectrophoretic trapping force.
All DNA fragments show a minimum of velocity in a certain frequency range. The
frequency, at which the minimum velocity is observed, seems to increase with decreasing
DNA length. The problem is that there is no amplitude Uac for which all fragments are
still moving, i.e. not trapped, but also retarded by the dielectrophoretic traps, so that
different amplitudes had to be chosen for every fragment. Thus, only a qualitative
discussion seems appropriate.
Chou et al. [81] also reported on a clear maximum in the trapping force for a 39.8 kbp
linear DNA fragment at 400 Hz, and a hint of a maximum for a 4.36 kbp fragment at
800 Hz. Thus, the here observed trend is confirmed that higher frequencies are necessary
to efficiently manipulate shorter fragments The differences in the observed frequencies
are attributed to the different buffer conditions. Furthermore, Chou et al. varied the
viscosity of the buffer and determined the frequency resulting in the maximum trapping
force. They found that an increase in viscosity leads to a decrease of the frequency
exerting the maximum force. Hence, they concluded that the DNA polarizability is due
to the motion of the ions in the double layer along the DNA strand.
Assuming this model, it is interesting to check how long an Na+ ion needs to migrate
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Figure 4.23: Frequency dependence of the migration velocity for 6 kbp measured at Uac = 234 V (blue
circles), for 48.5 kbp measured at Uac = 150 V (red squares) and for 164 kbp measured at Uac = 138 V
(black diamonds). Thus, a direct comparison seems questionable, but a frequency minimum is observed
for every fragment species. Additionally the frequency of the velocity minimum seems to shift towards
larger frequencies for decreasing fragment length.
along the full contour length of the DNA strand. With a given mobility of Na+ of
µ(Na+) = 5× 10−8 m2/Vs [162], the time needed for a displacement along the contour
length of the DNA strand can be estimated with the known field strength in a trap
(see Sec. 4.3.3). As the experiments are conducted with intercalated YOYO-1, the
contour length is stretched, e.g. λ DNA is elongated from 16.4 µm to ≈ 20 µm [50].
All DNA lengths are scaled with this factor and the time is calculated, which a Na+ ion
needs to travel along the DNA strand for the Uac used in the frequency measurement
(Tab. 4.8) [163]. The calculated times, respectively maximum frequencies allowing an
ion transport along the contour length of the DNA molecule, are found in the same
order of magnitude as the frequency resulting in the maximum dielectrophoretic force
and reflect the same trend. The frequency exerting the maximum force is smaller for
longer fragments. The observed deviation at low frequencies is probably due to the
dominating electrophoretic back and forth motion of DNA molecules below 40 Hz. Thus,
this frequency sets the lower limit under the given experimental conditions.
In summary, the polarizability is frequency dependent. Moreover, there is a frequency
for every fragment length that exerts a maximum trapping force. This frequency in-
creases with decreasing fragment length.
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N [kbp] contour length [µm ] Etrap [V/m] tion [ms] ω
theo
max [Hz] ω
exp
max [Hz]
6 2.4 49140 0.98 1023 ≈ 140
48.5 20 31500 12.7 79 ≈ 50
164 68 28980 47 21 ≈ 50
Table 4.8: Estimate of the time (tion) a Na+ ion needs to migrate along the contour length of a DNA
strand, stretched by the intercalation of YOYO-1 with a given ion mobility of 5 × 10−8 m/Vs. From
tion the maximum frequency ωtheomax is calculated that allows an ion transport along the contour length
and the observed frequency, that demonstrates the maximum trapping force, is given by ωexpmax.
4.3.6 Salt Dependence of DNA Polarizability
The influence of the ionic strength on the polarizability of DNA is well documented
and has been studied with several different techniques as birefringence and electric
dichroism [85,89,98,164], demonstrating that the polarizability decreases with increasing
ionic strength. The already known response of the polarizability on salt concentration
gives another possibility to validate the quantitative results and the found scaling laws
obtained with the new method presented here.
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Figure 4.24: Dependence of the polarizability of a 12 kbp linear DNA fragment on the ionic strength.
The polarizability decreases with increasing salt concentration. The linear fit results in a slope of
0.46± 0.02, which indicates a scaling similar to the scaling of the Debye length with the ionic strength.
The polarizability is determined as described in Sec. 3.6.2. The composition of all
samples studied is given in Sec. 3.4 and only the ionic strength is varied. In Fig. 4.24, the
polarizability of a linear 12 kbp DNA fragment is plot versus different ionic strengths
(see Tab. 3.2). The linear fit of the log-log-plot results in a slope of −0.46 ± 0.02.
Recalling the scaling of the Debye length with the ionic strength λd ∼ 1/
√
I ∼ I− 12 , the
same scaling is found within the experimental error, which was also reported by [98,148].
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Thus, the new method developed here reproduces and confirms the data obtained by
other techniques.
4.3.7 YOYO-1 Dependence of DNA Polarizability
The established techniques, which are used to measure polarizabilities of DNA, e.g.
electric dichroism or birefringence, need no fluorescent staining of the DNA. As the
method presented here, necessarily needs the staining, the question of the influence of
the dye on the polarizability arises. In aqueous solution, YOYO-1 carries four positive
charges. Thus, by intercalating, the charge density of the DNA fragment is changed.
Moreover, the intercalation process leads to an increase in persistence length. And to
my knowledge, there is no study addressing the dependence of the polarizability on
fluorescent staining of DNA.
Fig. 4.25 shows the polarizability of a linear 12 kbp DNA fragment for different
YOYO-1 concentrations, given in base pairs per dye molecule.
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Figure 4.25: Dependence of the polarizability α of a 12 kbp linear DNA fragment versus the dye
concentration (in base pairs per dye molecule). The polarizability changes nonmonotonic with the dye
concentration.
The response behavior is non monotonic. The polarizability shows a minimum in the
range of 15 to 20 base pairs per YOYO-1 molecule. Starting from low dye concentrations,
the polarizability decreases with increasing dye concentration. This could be explained
intuitively: with more intercalated dye, the total charge of the DNA-dye complex is
reduced because the DNA carries two negative charges per base pair and the YOYO-1
four positive charges per molecule. Thus, the number of counterions needed to neutralize
the DNA, which can in turn be polarized, is simply reduced. However, the increase
towards higher dye concentrations cannot be explained with this simple picture.
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A closer inspection of the binding process of YOYO-1 to DNA shows that at con-
centrations below 1 YOYO-1 per 8 base pairs, intercalation is the dominating binding
process. Above this concentration, Larsson et al. reported that groove binding might
also be possible. Thus, more YOYO-1 can bind to the DNA than there are intercalation
sites [54,55].
In a first approximation, the intercalated and otherwise bound YOYO-1 might be
regarded as tetravalent ions. This point of view allows another possible explanation of
the observed minimum in polarizability. Multivalent ions can induce a conformational
collapse and subsequent reexpansion of DNA with increasing concentration. For exam-
ple, Murayama et al. reported on a reduction followed by a reelongation of the radius of
the DNA molecule with increasing concentration of trivalent ions [165]. The reduction
of the radius can be understood as a better shielding of the charged DNA backbone.
Thus, the repulsive interactions are reduced and the molecule takes a more compact
conformation. So far, the reexpansion was often associated with the overcharging of
DNA, i.e. extra ions are attracted despite the fact that the molecule is already neu-
tralized [166]. However, overcharging goes along with a reversal of the electrophoretic
direction of migration and this effect was not observed here with increasing YOYO-1
concentration. Only a weak dependence of the electrophoretic mobility without reversal
was observed here. This is in accordance with results published by Carlsson et al. [57].
However, Hsiao et al. demonstrated in Monte Carlo simulations that a collapse and
subsequent reexpansion can occur without overcharging, i.e. also without mobility re-
versal, for small trivalent ions [167]. As the effect strongly depends on the size and the
geometry of the attracted ions [166], it seems possible that YOYO-1 might induce a
similar effect. One possibility to check the validity of the proposed idea would be to
measure the diffusion coefficient for various dye concentrations. Shimizu et al. made
such a study, but the accuracy is not sufficient for a conclusive answer [168].
On the first glance, the observed minimum of polarizability for YOYO-1 and regarding
the dye as a multivalent ion might contradict the observed dependence of the polariz-
ability on the concentration of NaCl (α ∼ I− 12 ), as only a monotone dependence was
observed . However, NaCl is a monovalent ion and, to my knowledge, no experimental
evidence has been presented that monovalent ions induce a reexpansion [167].
In summary, the fluorescent staining has an influence on the polarizability. But the
dependence is rather weak. Although the dye concentration was varied by a factor
of 30, the polarizability changed from an average over all dye concentrations only by
80 %. Moreover, a possible explanation of the observed minimum of polarizability with
increasing dye concentration was presented. It amends the evidenced dependence of
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the polarizability on the radius of gyration. The explanation should be confirmed by
determining the radius of gyration from the diffusion coefficients for different YOYO-1
concentrations.
4.3.8 Summary
The dielectrophoretic trapping of DNA is demonstrated and the migration of the DNA
in the trap visualized. With the developed separation protocol, the separation of linear
and supercoiled DNA according to polarizability is presented. Through the quanti-
tative description of the DNA migration, a new method is worked out, which allows
the quantitative determination of DNA polarizabilities quickly and with small sample
volumes. Although several assumptions are implied, the obtained values compare well
with the values found in the literature, considering the range of four orders of magni-
tude. Moreover, the reported scaling of the polarizability with the ionic strength could
be reproduced. The new method allows to compare the polarizability of DNA under
varying conditions and conformations. For linear DNA, an increase of the polarizability
with length and first evidence for a scaling with the radius of gyration is demonstrated.
For supercoiled DNA, the polarizability depends on length and the spatial configuration
of the fragments. Furthermore, DNA polarizability depends on the frequency of the
applied ac voltage, on the ionic strength and also in a non monotonic manner on the
concentration of YOYO-1.
4.4 Giant DNA Diffusion
Usually, diffusion is considered a nuisance, especially in separation science as it leads
to peak broadening. However, if there was a way to specifically control diffusion, this
might have important implications to microfluidic applications. Because of the very
small Reynolds number in microfluidic devices, mixing is difficult as there are no tur-
bulences (see Sec. 2.2.1). Consequently, mixing is mostly based on diffusion and if
the diffusion could be enhanced, this would lead to faster mixing. On the other hand,
let us consider a sample consisting of two species. The sample is injected as a small
plug into a microchannel. If the diffusion enhancement could be ’switched on’ only for
one species, the first species would spread out very quickly, while the other would only
undergo the ’normal’ diffusion. This would lead to a purification of the second species.
In this section, the specific control of diffusion of DNA is addressed in a microfluidic
environment.
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The diffusion of a single force-free Brownian particle in an overdamped system at
thermal equilibrium is always reduced when an additional periodic potential is switched
on [120]. However, as already demonstrated in the sections about ANM and the ratchet
(see Secs. 4.1 and 4.2), the response of a system far from thermal equilibrium to a
perturbation can be counterintuitive. Thus, the question arises how the diffusion coeffi-
cient of a Brownian particle in a periodic potential will respond to a static perturbation,
creating conditions far from thermal equilibrium. For a point-like particle, Reimann et
al. reported in a theoretical study that the effective diffusion coefficient of a Brownian
particle in a periodic potential can be greatly enhanced in case the system is far from
thermal equilibrium [121,122].
The idea of diffusion enhancement is the following. In case of a deterministic and
overdamped dynamics, a particle in a periodic potential landscape is confined to a
potential minimum. Tilting of this potential landscape leads to a decreasing potential
barrier, which the particle has to overcome, in order to migrate to the next minimum.
Hence, at some point, the so called critical tilt is reached, i.e. the potential minimum
has become a potential ’plateau’. At this tilt, any further tilting leads to a deterministic
migration of the particle ’downhill’. Now, taking into account the thermal noise, a
small thermal perturbation is enough to kick the object from the plateau. This small
fluctuation is greatly enhanced by the subsequent dynamical evolution and the result
is a huge dispersion, if an ensemble of particles is subjected to different realizations
of the thermal noise [121]. If the dynamics was not overdamped, the dynamics at the
plateau would be dominated by inertia, i.e. inertia forces would drive the particle over
all plateaus once it started to move, and the diffusion enhancement would vanish.
In order to realize such a tilted periodic potential landscape with overdamped dy-
namics, microfluidics again is a very suitable system (cp. Sec. 2.2.1) and the same
setup can be used as in Sec. 4.3. Briefly, an ac voltage Uac is applied to a microfluidic
chip, whose design is shown in Fig. 4.26. The positive dielectrophoretic trapping of
DNA in response to Uac is exploited in the microfluidic channel with a periodicity of the
structure L, to generate a spatially periodic potential landscape. Additionally, a static
voltage Udc is applied to tilt the potential (see Fig. 4.26).
The diffusion can be determined with Eqs. 2.19 and 2.29. The latter,
D =
L2
2
< t2(x0 → x0 + L) > − < t(x0 → x0 + L) >2
< t(x0 → x0 + L) >3 , (4.10)
has the advantage, that it converges faster [70], which is of importance because of the
finite number of objects that can be observed. However, the equation applies only to
a point particle and to a 1D Markov process [135], i.e. subsequent escape events have
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Figure 4.26: A schematic of the experimental setup is shown. It is the same as in Sec. 4.3 (see there
for specifications). The microfluidic device consists of a cross injector and a microstructured channel.
Voltages are applied as indicated for the observation of diffusion enhancement. The enlargement shows
an optical micrograph of the microstructure with two DNA molecules. The arrows indicate two typical
trajectories. Below, the 1D potential landscape along a typical trajectory (s(x, y), see also main text)
is depicted schematically, near the critical tilt.
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to be uncorrelated, and the dynamics has to be reduced to 1D. As we have already
omitted the z direction, because of the assumed isotropy (see Sec. 2.5), the system
reduces to 2D. A further reduction is possible because of the experimentally observed
dynamics. Every trapping event ’resets’ the molecule to some kind of initial condition,
i.e. the escape events are uncorrelated and a Markov process can be assumed in good
approximation. And because the dynamics of the objects is dominated by the escape
from a trap, and not by the motion from trap to trap, where different 2D paths are
possible, the system might be reduced to 1D. This is supported by the fact that it is
only rarely observed that a DNA molecule ’changes the lane’ in y direction. Hence, in
good approximation, the DNA migration can be described along a parameterized 1D
path s(x, y).
Furthermore, the DNA molecules have to be assumed as globular, without an internal
dynamics. As already discussed in Sec. 4.3.3, the deformation energy, which a DNA
molecule is subjected to in a trap, is smaller than kBT . Moreover, the relaxation time
from a deformation is only about 0.1 s for λ DNA and about 0.6 s for T2 DNA [169–171].
Thus, if the molecules were deformed, they could relax on their migration from trap to
trap.
In order to experimentally demonstrate Giant DNA Diffusion, the DNA migration is
observed for different tilts and the first passage time is determined, here given by the
time a molecule needs from entering one trap to entering the next ahead.
The results for two different DNA species under the same electrical conditions
(ω = 60 Hz and Uac = 240 V) are shown in Fig. 4.27. For both species a peak in
diffusion is observed, i.e. the diffusion of the λ-DNA is enhanced by a factor 180 and
the T2-DNA by even a factor of 700 compared to the free diffusion (D(λ) = (0.68±0.09)
µm2/s and D(T2) = (0.39 ± 0.05) µm2/s, see also Tab. 4.7). For the shorter λ DNA,
the critical tilt is found at a smaller Udc compared to the T2 DNA . This is in accor-
dance with the determined polarizabilities (see Sec. 4.3.4). The depth of the potential
for a polarizable object is given by W = −(1/2)α~E2 (see Sec. 2.2.4). Thus, a smaller
molecule is subjected to a less deep potential minimum and a smaller Udc already results
in a critical tilting.
There are several points to notice: the smallest Udc value, for which the diffusion
coefficient can be determined, is given by the fact that all injected DNA molecules have
to pass by the detector, i.e. they have to escape during the observation time, in order not
to distort the distribution of the ensemble. However, because of the finite observation
time, the tail of the distribution for very long first passage times is cut off and the
distribution is distorted. The impact is checked by removing very long trapping times
83
4 Results and Discussion
10 15 20 25 30
Udc [V]
0
100
200
300
400
D
 [µ
m
2 /s
]
Figure 4.27: DNA diffusion enhancement for λ-DNA (squares) and T2-DNA (dots). The diffusion is
enhanced by a factor of 180 and 700 respectively compared to the free diffusion coefficient (D(λ) =
(0.68 ± 0.09) µm2/s, (D(T2) = (0.39 ± 0.05) µm2/s). For both species an ac voltage of Uac = 240 V
and ω = 60 Hz is applied. The diffusion coefficient is determined according to the first passage time
(Eq. 4.10). The fluctuations are due to the limited number of recorded first passage times (about 30
per data point). The error bars are obtained from a boot strap, where only 75 % of the data points
were considered.
from the distribution of the observed first passage times and only a marginal change in
diffusion is found.
As can be seen in Fig. 4.27, even for strong tilts, the diffusion coefficient does not
approach the value of the free diffusion. Closer analysis of the video data reveals that
there is a potential saddle point at the center of each post, where the electric field
lines split up and lead around the post. If a molecule hits the post at its center, it is
hardly transported by the electric field because of its weakness at this point. Instead
the molecule has to diffuse away from this saddle point. Thus, there is already some
Uac independent dispersion due to microstructure and the dimensionality. Moreover,
the molecules could take different paths through the microstructure by diffusing in
y-direction. This process would increase the dispersion, but it is observed very rarely.
Despite these processes, which already shift the diffusion towards higher values, the
actual diffusion enhancement peak is only observed when the Udc field is applied near
the critical tilt.
This analysis also holds for the performed separation experiments (see Sec. 4.3.2).
The microstructure itself induces an increased diffusion, which leads to peak broaden-
ing. This implies that the distance on which the separation is performed should be
kept as short as possible, again improving the separation time. The phenomenon of the
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diffusion enhancement is also possible during the separation experiment. Physically, it
makes no difference if the potential is tilted until the critical tilt is reached by increasing
Udc, or if the potential minima are deepened by increasing Uac. However, the diffusion
enhancement is only observed right at the critical tilt. Hence, the probability of acci-
dentally creating a critical tilt with the separation protocol is rather small, especially if
the voltage ramp is ’coarse grained.’
Finally, the large fluctuations for strong tilting are due to the limited number of
recorded frames per second (10 fps, see Sec. 3.6.2). For strong tilting, the DNA migrates
from row to row within less than 5 frames. Thus, there is a deviation of 20 % in the
first passage time, whether the fragment migrates within 4 or 5 frames from row to row.
In summary, the critical tilt is found at different Udc-values, in accordance with the
different polarizabilities of the DNA species. The diffusion enhancement for two different
DNA species is demonstrated, with an enhancement up to a factor of 700 compared to
the free diffusion. The only other study concerning diffusion enhancement, which is
known to the author, was published by Lee and Grier [172]. They observed a diffusion
enhancement by a factor of 100 for a single size of colloidal spheres in corrugated optical
vortices with fluctuating potential barrier height.
The most interesting observation is that the diffusion can be controlled and can be
’switched on’ for specific species. This could be exploited for mixing and purification, as
stated at the beginning of this section. The experimental concept presented here, can
be extended to all polarizable objects, such as proteins or carbon nanotubes.
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The leitmotif of this thesis is to exploit Brownian motion for bioanalysis in microfluidic
systems operating far from thermal equilibrium.
For the first time, non-interacting micron sized particles moved opposite to a net
acting force, an effect termed Absolute Negative Mobility (ANM) (see Sec. 4.1). The
effect was realized in an array of microstructured geometric traps. ANM could then
be exploited to separate differently sized but alike charged particles by simultaneously
steering them into opposite directions (see Sec. 4.1.2). Interestingly, although the phe-
nomenon of ANM is based on the existence of noise, its main limiting factor concerning
the achievable velocities is the weakness of the thermal noise. Therefore, different possi-
bilities to accelerate ANM were discussed and a microstructure, optimized in computer
simulations was realized. An acceleration of ANM by one order of magnitude could be
demonstrated in the direction opposite to the force as well as in the ’normal’ direction
(see Sec. 4.1.3).
The possibility to separate colloids by steering them into opposite directions was fur-
ther explored in an electrodeless dielectrophoretic ratchet. The ratcheting of micron
sized particles could be demonstrated (see Sec. 4.2). More importantly, first evidence
was presented that with a single experimental parameter the separation criterion can
be ’tuned.’ The latter effect was demonstrated simultaneously for three different par-
ticle species. This result allows new perspectives and strategies for particle and cell
separation.
Turning to biomolecules, in 1991 Ajdari and Prost proposed to separate DNA accord-
ing to its polarizability and this idea was finally realized in an array of electrodeless
dielectrophoretic traps. Those were created with non-conducting posts under the appli-
cation of an ac voltage superimposed by a dc voltage. In order to find the right balance
of the trapping force, the thermal noise, responsible for the escape from a trap, and the
free migration velocity, the separation was performed while undergoing a special sepa-
ration protocol, i.e. the trapping force was discretely increased during the migration of
the DNA through the separation channel. Only this approach led to the successful sep-
arations of two long linear fragments and two supercoiled fragments. More importantly,
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especially concerning possible applications for quality control of plasmid DNA, the sep-
aration of differently conformed DNA fragments was demonstrated, namely supercoiled
DNA was separated from the equally long linear DNA fragment and the supercoiled
dimer. Baseline resolution was achieved within less than 240 s (see Sec. 4.3.2).
The same device was then used to develop a new method to quantify the polariz-
ability of DNA. The polarizability can be calculated by determining the DNA escape
time from a dielectrophoretic trap for different trapping forces (see Sec. 4.3.3). The
method was applied to four linear fragments (6 to 164 kbp) and four supercoiled frag-
ments (7 to 21 kbp) (see Sec. 4.3.4). An increase of the polarizability with length was
observed, except for the 21 kbp supercoiled fragment, which showed a different spa-
tial configuration (see Secs. 4.3.4 and 4.3.4). The length dependence for the linear
fragments, however, is quite weak. Evidence was presented that the polarizability of
the linear fragments scales with the end-to-end distance of the DNA molecule (see Sec.
4.3.4). Nevertheless, the separation is efficient because differences in polarizability are
amplified exponentially.
Results from the literature, concerning the salt dependence of the polarizability could
be reproduced (see Sec. 4.3.6) confirming the validity of the new method. To my
knowledge for the first time, the dependence on the fluorescent dye concentration was
studied (see Sec. 4.3.7). It was shown that the polarizability depends in a non monotonic
manner on the concentration and possible explanations were discussed. Furthermore,
the frequency dependence was studied and it was shown that higher frequencies allow
for the trapping of smaller molecules (see Sec. 4.3.5).
Last but not least, the diffusion of DNA in a tilted periodic potential was studied (see
Sec. 4.4). The potential landscape was designed with nonconducting posts and electric
ac and dc voltages. To my knowledge, only one example of diffusion enhancement
with a single particle size was demonstrated experimentally so far with an increase of
diffusion compared to the free diffusion by a factor 100. Here, the giant diffusion is
demonstrated for two different linear DNA fragments with the diffusion enhanced by
a factor 700 compared to the free diffusion. Furthermore, and much more relevant for
possible practical applications, the giant diffusion can specifically be ’switched on and
off’ for a one species, while another species undergoes ’normal’ diffusion. This allows
for novel approaches to fast mixing as well as for sample purification.
For ANM, the separation of cells seems a valuable next step. The trapping mecha-
nism needs no further modification, and even the surface chemistry is applicable to cell
handling. Thus, long-term objectives as the separation of stem or cancer cells might
be anticipated. More difficult is the application of ANM to biomolecules. Therefore,
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substantial modifications of the basic physical trapping mechanism will be necessary.
Concerning the ratchet, firstly, it is necessary to further study the fundamental
physics, with a combination of numerical simulations and experiments. The goals are
optimized geometries and driving parameters that allow a maximum of flexibility con-
cerning the adjustability of the separation criterion. Then, the concept should be applied
to the separation of cells or biomolecules, as already energetic traps are used, allowing
the manipulation of smaller objects.
The new concept of specific diffusion control should be used to experimentally demon-
strate the enhanced mixing. For the purification, substantial modifications to the setup
are necessary, as purification only makes sense, if the purified sample can be extracted
from the chip.
The simplicity of the newly developed measurement method for the DNA polariz-
ability may open the way to further systematic experimental studies including its de-
pendence on the ac driving frequency, buffer conditions and used dyes. However, the
method itself needs to be studied in more detail: the possible deformation of plectone-
mic molecules should be studied, and the influence of the DNA motion in the trap. The
first obtained results concerning the YOYO-1 influence on the polarizability, can be
checked by determining the radius of gyration for different YOYO-1 loads. Moreover,
the possible deformation of plectonemically shaped plasmids in an electric field might
be verified by AFM.
Both principles - dielectrophoretic separation and polarizability measurements - are
not restricted to DNA, but may be applied to any polarizable migrant, e.g. proteins. In
particular, a closer look at the polarizability of different topological conformations seems
promising, although care should be taken to characterize the actual spatial configuration.
Moreover, the separation of all three different conformations of DNA (ccc, oc linear)
should be addressed. This might have direct impact on the quality control of plasmid
samples for biotechnological applications like gene therapy and DNA vaccination.
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Appendix
Theoretical derivation of the automated determination
of average migration time
Here, it is demonstrated that the time < t > obtained in Sec. 3.7 is indeed the average
migration time of the ensemble [173]. Therefore some distributions are defined.
Ψesc(t) Distribution of trapping times
Ψ0(t) Distribution of migration times in between two traps
Ψ+(t) Distribution before entering the trap array
The distribution after N traps thus follows as
HN(t) =
∫
dt˜Ψ+(t˜)
∫ N∏
i=1
dtidt
′
iΨesc(ti)Ψ0(t
′
i) · δ
[
t−
(
t˜+
N∑
k=1
tk + t
′
k
)]
. (5.1)
Assuming the validity of a rate description for the escape process from a trap, i.e.
kBT  ∆W , Ψesc(t) can be written as
Ψesc(t) =
1
τ
exp
(
− t
τ
)
. (5.2)
Assuming further that the DNA plug at the time of the injection has the shape of a δ-
peak, which seems reasonable comparing the peak width at the injection and after several
passed traps, and that the dispersion is only due to trapping, not the free migration,
i.e. Ψ0(t) = δ(t− t0) and Ψ+(t) = δ(t− t+), with t0 the migration time from one row of
traps to next with Uac = 0 and t+ the time needed from the injector to the trap array,
with tfree = t+ +Nt0, one gets
HN(t) =
∫ N∏
i=1
dtiΨesc(ti) · δ
(
t− tfree −
N∑
k=1
tk
)
. (5.3)
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This equation can be solved with a Laplace Transformation and the final result is
HN(t) =
1
τ(N − 1)! ·
(
t− tfree
τ
)N−1
· exp
(
−t− tfree
τ
)
·Θ(t− tfree), (5.4)
with Θ(t − tfree) being the Heaviside function. Thus, one can calculate the average
migration time as
< t >=
∫
dt · t ·HN(t) = τN + tfree (5.5)
90
Tracking with camera noise
Equation 2.30 can be derived as follows [125]:
P (~r, t) is the probability to find the particle at the position ~r at the time t
P (~r, t) =
1
4piDt
exp
(
− r
2
4Dt
)
(5.6)
The probability P (~r, ~r ′) to find the particle due to camera noise at the position ~r ′
although it is at the position ~r is given by
P (~r, ~r ′) =
1
2piσ2
exp
(
−| ~r − ~r
′ |2
2σ2
)
(5.7)
with σ the average deviation of the position. The probability to find the particle at
~r ′ for time t can then be derived as
P ′(~r ′, t) =
∫ ∞
0
rdr
∫ 2pi
0
dΘP (~r, t)P (~r, ~r ′)
=
∫ ∞
0
rdr
∫ 2pi
0
dΘ
1
4piDt
1
2piσ2
exp
(
− r
2
4Dt
− | ~r − ~r
′ |2
2σ2
)
(5.8)
Expansion of the exponent with Θ, the angle between ~r and ~r ′, leads to
− r
′2
2σ2
− (2σ
2 + 4Dt)r2
2σ24Dt
+
2rr′ cosΘ
2σ2
(5.9)
The integral over the angle results in [174]∫ 2pi
0
dΘexp
(
rr′
σ2
cosΘ
)
= 2piJ0
(
i
rr′
σ2
)
(5.10)
with J0 the Bessel function. Integration over r gives without prefactors [174]∫ ∞
0
rdr exp
(
−2σ
2 + 4Dt
2σ24Dt
r2
)
J0
(
i
rr′
σ2
)
=
1
2
2σ24Dt
2σ2 + 4Dt
exp
(
4Dt
2σ2(2σ2 + 4Dt)
r′2
)
.
(5.11)
Thus
P ′(~r ′, t) =
1
4piDt
1
2piσ2
2pi
1
2
2σ24Dt
2σ2 + 4Dt
exp
((
4Dt
2σ2(2σ2 + 4Dt)
− 1
2σ2
)
r′2
)
=
1
pi(2σ2 + 4Dt)
exp
(
− r
′2
2σ2 + 4Dt
)
(5.12)
and finally the result is
< ~r 2 > =
∫ ∞
0
2pir′dr′r′2
1
pi(2σ2 + 4Dt)
exp
(
− r
′2
2σ2 + 4Dt
)
= 2σ2 + 4Dt (5.13)
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Contact unit for exposure during lithography process
9
8
7
3
4
5
1
2
6
Figure 5.1: Scheme of the pneumatic pressure unit. An aluminum frame (1) presses a gasket (2) onto
the chromium mask (3) and the outer frame of the unit (7). The wafer (4) lies on a aluminum plate (5),
which can be lifted with a pneumatic die (8), which is actuated through nitrogen via (6), and hence
presses the wafer against the mask. The remaining cavity inside the unit can be evacuated via a valve
(9).
The resolution of a contact lithography process is limited by the quality of the contact.
Ideally, there is no spacing between the photo resist and the chromium mask. In order to
obtain tighter contact, a pneumatic contact unit was constructed. After spin coating, the
wafer is placed in the unit. A pneumatically driven die, placed underneath the wafer,
presses the wafer against the mask. Simultaneously, the evacuation of the chamber
begins and the atmospheric pressure bears down the chromium mask. Thus the wafer
is pressed upwards and the mask downwards, assuring a good contact when both forces
cancel out each other.
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