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Abstract
Multiclass open queueing networks find wide applications in communication, computer and fabri-
cation networks. Often one is interested in steady-state performance measures associated with these
networks. Conceptually, under mild conditions, a regenerative structure exists in multiclass networks,
making them amenable to regenerative simulation for estimating the steady-state performance mea-
sures. However, typically, identification of a regenerative structure in these networks is difficult.
A well known exception is when all the interarrival times are exponentially distributed, where the
instants corresponding to customer arrivals to an empty network constitute a regenerative structure.
In this paper, we consider networks where the interarrival times are generally distributed but have
exponential or heavier tails. We show that these distributions can be decomposed into a mixture
of sums of independent random variables such that at least one of the components is exponentially
distributed. This allows an easily implementable embedded regenerative structure in the Markov
process. We show that under mild conditions on the network primitives, the regenerative mean and
standard deviation estimators are consistent and satisfy a joint central limit theorem useful for con-
structing asymptotically valid confidence intervals. We also show that amongst all such interarrival
time decompositions, the one with the largest mean exponential component minimizes the asymptotic
variance of the standard deviation estimator.
1 Introduction
As is well known, a regenerative process is a stochastic process with a sequence of random time instants
(known as regeneration times or an embedded renewal process) such that at these instants the process
probabilistically regenerates itself [[26]; [2]]. Regenerative simulation exploits this structure by generating
independent and identically distributed (i.i.d.) cycles via simulation and extracting consistent estimators
of the steady-state performance measures from them. For a detailed review of the regenerative simulation,
see [9] (also see, e.g, [[12]; [8]; [15]; [2]]).
A typical multiclass queueing network consists of a set of single server stations and it is populated
by customers of a finite number of classes. Every customer visits stations in a sequential order, receives
service at each station visited, possibly with a queueing delay, and then moves on. An open queueing
network is one in which customers arrive from the outside, each customer receives a finite number of
services possibly at different stations, and then leaves the network (see, e.g., [[5]; [7]; [6]]). In this pa-
per, we focus on multiclass open queueing networks and hereafter, refer to them as multiclass networks.
These models find wide applications in communication, computer and manufacturing networks (see, e.g.,
[[22]; [16]; [18]]). Typically, regenerative simulation is considered applicable to queueing networks when
the interarrival times are exponentially distributed, where for example, instants of arrivals to an empty
network denote a sequence of regeneration times. However, a-priori it is not clear whether implementable
regeneration schemes can be identified for a queueing network when the interarrival times are generally
distributed. In this paper, we construct an implementable regenerative simulation method to estimate
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the steady-state performance measures of multiclass networks when, roughly speaking, the interarrival
times are generally distributed and have exponential or heavier tails. Networks where the interarrival
times have exponential or heavier tails, e.g., Gamma or Hyper-exponential distributions, are common in
practice (e.g, see [17]; [13]). A preliminary version of this paper will appear in [20].
Typically, the performance measures of interest in such networks involve expectations of random vari-
ables in steady-state (e.g., steady-state expected queue length). These performance measures, aside from
the simple settings, do not have an analytical solution, and one needs to resort to numerical methods
to estimate them. If the underlying Markov process visits a particular set of states infinitely often with
probability one such that the process regenerates every time it leaves the set then that set can be used
to conduct regenerative simulation to estimate the steady-state performance measures. For example, in
a stable GI/G/1 queue, system becomes empty infinitely often and it regenerates every time an arrival
finds the system empty. However, in most queueing networks, such states are difficult to identify.
[6] establishes that under stability of the fluid limit model of a multiclass network, the associated
Markov process is positive Harris recurrent. [3] and [21] develop a splitting technique on the transition
kernel of a positive Harris recurrent Markov process that guarantees the existence of regenerations in the
process (also refer to [19] and [11]). However, identification of the regeneration instants involves explicit
knowledge of the transition kernel that is typically difficult to compute (see, e.g, [14]). A-priori it is
not clear if implementable regeneration schemes can be developed for multiclass networks without the
explicit knowledge of probability transition kernel. Our analysis relies on the observation that random
variables with exponential or heavier tails can be re-expressed as a mixture of sums of independent ran-
dom variables where at least one of the components is exponentially distributed. This allows us to embed
a regenerative structure in queuing networks where the interarrival times are generally distributed with
exponential or heavier tails. In particular, the instants when arrivals of a particular class of customers,
say Class 1, that find the system empty and all the other classes are in exponential phase, are regeneration
times. These regenerations typically exist even when Class 1 interarrival times have a super-exponential
distribution such as a uniform distribution. In addition to these regenerations, we also propose an al-
ternative regenerative structure that exists when Class 1 interarrival times also have an exponential or
heavier tail distribution. This corresponds to an arrival to an empty network just after all the classes are
in exponential phase.
[12] develop finite moment conditions on regenerative cycles under which the mean and the standard
deviation estimators from regenerative processes can be shown to be consistent and satisfy a joint central
limit theorem (CLT). From simulation viewpoint, the latter is crucially useful as it allows construction
of asymptotically valid error bounds or confidence intervals along with a point estimator for the perfor-
mance measure of interest. Our another contribution is to show that the existence of pth moments of the
interarrival and service times, under mild stability conditions, is sufficient to guarantee the existence of
pth moments of the regeneration intervals.
When there is more than one regenerative structure in a network, identifying the one with the best sta-
tistical properties becomes important. The numerical examples in [12] suggest that, in general, selection
of regenerative structure with minimum mean return time need not minimize the asymptotic variance of
the standard deviation estimator (AVSDE). As is well known, classical regenerative processes are stochas-
tic processes that can be viewed as concatenation of i.i.d. cycles. [4] shows that combining adjacent cycles
of classically regenerative process increases the AVSDE. [1] generalize this result by showing that if one
regenerative structure of a classically regenerative process is a subsequence of another, then the AVSDE
associated with the original structure is larger than that associated with the subsequence. We generalize
this result and show that, in our framework, the selection of interarrival time decomposition with the
largest mean exponential component results in minimum AVSDE.
A potential drawback of our approach is that regenerations in a large network maybe infrequent since
an arrival of a particular class not only needs to find the network empty but also that all the other
classes in the exponential phase, thus restricting its application to smaller networks. However, with the
advent of parallel computing it may be feasible to implement proposed ideas to somewhat larger networks
(see, e.g, [10]).
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The remaining paper is organized as follows: In Section 3, we review both the classical and general
regenerative simulation, and the associated CLTs. In Section 4, we show that under mild conditions,
a random variable with an exponential or heavier tail distribution can be re-expressed as a mixture of
sums of independent random variables where one of the constituent random variables has an exponential
distribution. Formal construction of multiclass network is presented in Section 5. Section 6 presents
a regenerative simulation methodology for these networks and establishes the finiteness of moments of
regeneration intervals under appropriate assumptions on network primitives. In Section 7, we establish
that if one regenerative structure is a subsequence of another then the AVSDE associated with the
former regenerative structure is at least as large as than that associated with the latter, and present two
important applications of this result. Section 8 illustrates the proposed simulation method using simple
numerical examples. Unless otherwise stated, all the proofs are presented in Section 10.
2 Notation and Terminology
We first introduce notation that will be used throughout the paper. Assume that all the random variables
and stochastic processes are defined on a common probability space (Ω,F , P ). For any metric space S,
BS denotes the Borel σ-algebra on it. The notation X ∼ F is used to denote that the distribution
of a random variable X is F . Exponential distribution with rate λ > 0 is denoted by Exp(λ). We
write X1
d
= X2 to denote the equivalence of distributions of random variables X1 and X2. The function
φX(t) :=
∫∞
−∞ e
ixtdF (x) denotes the characteristic function of a random variable X when X ∼ F , and we
say that φX is absolutely integrable if
∫∞
−∞ |φX(t)|dt <∞. A subprobability measure ν is a component of
the distribution of a S-valued random variable X if P (X ∈ A) ≥ ν(A) for every Borel set A ∈ BS (refer
to [28]). The indicator function is denoted by I(·), which is 1 if the argument is true and 0 otherwise. We
say that a probability distribution is lattice if it is concentrated on a set of points of the form a+nh, where
h > 0, a is a real value and n = 0,±1,±2, . . . . Any non-zero σ-finite measure pi is an invariant measure
of the process X = {X(t) : t ≥ 0} if pi(B) = ∫X P (X(t) ∈ B|X(0) = y)pi(dy), for all B ∈ BX , t ≥ 0,
where X is the state space of X. If every invariant measure is a positive scalar multiple of pi, then it is
well known that pi is the unique invariant probability measure of the process X. We assume that all the
processes considered in this paper are ca`dla`g (right continuous paths with left limits).
3 Regenerative Simulation
As is well known, a sequence of random variables 0 = T−1 ≤ T0 < T1 < T2 < · · · is called a renewal
process if the sequence of intervals {Tn − Tn−1;n ≥ 1} is an i.i.d. sequence and independent of T0. It
is said to be non-delayed renewal process if T0 = 0; otherwise, it is a delayed renewal process with delay T0.
The following definition of regenerative process is based on [2] (also refer to [27] where it is known as
wide-sense regenerative process).
Definition 3.1. A stochastic process Y = {Y (t) : t ≥ 0} is called regenerative if there exists a renewal
process 0 ≤ T0 < T1 < · · · such that (i) {Y (Tn + s) : s ≥ 0} is independent of {T0, . . . , Tn} and (ii)
{Y (Tn + s) : s ≥ 0} is stochastically equivalent to {Y (T0 + s) : s ≥ 0} for n ≥ 0.
The sequence T0, T1, . . . is referred to as a sequence of regeneration times. In addition, if the regener-
ation cycles, {{Y (s) : Tn−1 ≤ s < Tn} , n ≥ 0}, are independent then the process is known as classically
regenerative. We refer to Y as a delayed (respectively, non-delayed) regenerative process if the associated
renewal process is delayed (respectively, non-delayed). Conceptually, one may think of a non-delayed
classically regenerative process as a concatenation of i.i.d. cycles. As is well known, when T0 is a proper
random variable (that is, P (T0 <∞) ≡ 1), the steady-state behavior of the process does not depend on
the first cycle. To simplify the discussion, throughout this section, we assume that all the regenerative
processes are non-delayed.
The following theorem is important to our analysis. Refer, e.g., to Theorem 1.2 in Chapter VI of
[2]) for proof. Let Y be the state space of the process Y , and for any distribution ν on (Y,BY), let
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Eν(·) :=
∫
Y Ey(·)ν(dy), where Ey is the expectation operator associated with the probability measure Py
that represents the law of the process when it starts in state y, that is, Y (0) = y.
Theorem 3.1. Suppose that Y is a regenerative process with regeneration times 0 = T0 < T1 < · · ·
and the distribution of the first cycle length T1 is non-lattice with finite mean. Then, the steady-state
distribution pi exists and for any non-negative real valued function h,
Epi [h (Y (t))] =
1
Eϕ [T1]
Eϕ
[∫ T1
0
h (Y (s)) ds
]
,
where ϕ is the distribution of the initial state Y (0).
Example 3.1. Consider a simple queueing system consisting of a single server that serves two streams
of arrivals. The interarrival and service times of each stream are independent i.i.d. sequences. Let
Y (t) = (Q(t), U(t), V (t)) , t ≥ 0,
where Q(t) = [Q1(t), Q2(t)] is the queue length process with Qk(t) being the number of Stream k cus-
tomers in the system, U(t) = [U1(t), U2(t)] with Uk(t) being the remaining time until the next Stream k
arrival and V (t) = [V1(t), V2(t)] with Vk(t) being the remaining service time of Stream k that is under
service at time t.
Suppose that the Stream 2 has exponentially distributed interarrival times. Then every instant when
an arrival of Stream 1 finds the system empty is a regeneration time of Y . One can easily verify that
these regenerations are not classical regenerations.
Associated with every regenerative process there exists a classical regenerative process with the same
steady-state performance measures. To see this, suppose that Y is a regenerative process with regener-
ation times 0 = T0 < T1 < · · · . Now construct a classically regenerative process X with regeneration
times 0 = S0 < S1 < · · · by concatenating the sequence of i.i.d. cycles {X(t) : Sn−1 ≤ t < Sn} , n ≥ 1
such that each cycle is probabilistically equivalent to the cycle {Y (t) : 0 ≤ t < T1}. Then, under the
hypothesis of the above theorem,
Epi [h (Y (t))] =
1
Eϕ [T1]
Eϕ
[∫ T1
0
h (Y (s)) ds
]
=
1
Eϕ [S1]
Eϕ
[∫ S1
0
h (X(s)) ds
]
.
Thus, one can exploit the classical regenerative property of X to estimate the steady-state performance
measures associated with Y . A classically regenerative process that associated with the process Y in
Example 3.1 can be constructed by generating a new arrival clock of Stream 2 independently of the past
at every instant a Stream 1 customer arrival finds the system empty. This is possible because the inter-
arrival times of Stream 2 are exponentially distributed and at these instants, arrival and service clocks
of Stream 1 are generated independently of all previous history.
Often a steady-state performance measure of interest has the form r¯ :=
∫
Y h(y)pi(dy), where h is a non-
negative real valued function defined on Y. A natural simulation estimator for r¯ is r(t) := 1t
∫ t
0
h (X(s)) ds.
Under minimal conditions, it can be shown that r(t) −→ r¯, a.s. as t→∞.
Now define β(t) :=
∑N(t)
i=1 Ri∑N(t)
i=1 τi
and s(t) :=
√∑N(t)
i=1 (Ri−β(t)τi)2∑N(t)
i=1 τi
, for t ≥ 0, where the counting process
N(t) := max {n ≥ 0 : Sn ≤ t} which counts the number of regenerations that have occurred till time t,
and for each i ≥ 1, Ri :=
∫ Si
Si−1
h (X(s)) ds and τi := Si − Si−1. Set Wi = Ri − r¯τi for each i ≥ 1. For
the proof of Theorem 3.2, see, e.g, [12].
Theorem 3.2. Let X be a classically regenerative process with regeneration times 0 = S0 < S1 < · · ·
and invariant probability measure pi. Set ϕ(dy) := P (X(0) ∈ dy) and assume that h ≥ 0.
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(i) If Eϕτ1 <∞, then r¯ = EϕR1Eϕτ1 and as t→∞
r(t) −→ r¯, a.s., (3.1)
β(t) −→ r¯, a.s. (3.2)
(ii) If Eϕ
[
R21 + τ
2
1
]
<∞, then as t→∞,
s(t) −→ σ, a.s., (3.3)
t
1
2 (r(t)− r¯)⇒ σN (0, 1), (3.4)
t
1
2
(r(t)− r¯)
s(t)
⇒ N (0, 1), (3.5)
t
1
2
(β(t)− r¯)
s(t)
⇒ N (0, 1), (3.6)
where σ2 =
EϕW 21
Eϕτ1 is known as the time-average variance constant (TAVC) of h(X(·)).
(iii) If Eϕ
[
R41 + τ
4
1
]
<∞ and σ > 0, then as t→∞,
t
1
2 (r(t)− r¯, s(t)− σ)⇒ N (→0 ,K), (3.7)
t
1
2 (β(t)− r¯, s(t)− σ)⇒ N (→0 ,K), (3.8)
where
K = 1
Eϕτ1
[
Eϕ
(
W 21
) Eϕ[(A1−bW1)W1]
2σ
Eϕ[(A1−bW1)W1]
2σ
Eϕ[(A1−bW1)2]
4σ2
]
,
Ai = W
2
i − σ2τi, b = 2Eϕ (W1τ1) /Eϕτ1 and N (
→
0 ,K) represents a multivariate normal random
variable with the covariance matrix K.
In the above theorem, (i) constitutes the strong law of large numbers (SLLN) for point estimators
r(t) and β(t). As is well known, β(t) is the natural regenerative simulation estimator of r¯. Part (ii)
constitutes SLLN for the standard deviation estimator s(t) and the central limit theorems (CLTs) for
r(t) and β(t). From (3.3) and (3.8), it is clear that s(t) is an estimator of the asymptotic standard
deviation σ and it converges at rate
√
t. Notice from (3.4) that, associated with the estimator r(t), the
asymptotic 100(1 − δ)% confidence interval for r¯ is
[
r(t)− zσ√
t
, r(t) + zσ√
t
]
, where z solves the equation
P (−z ≤ N (0, 1) ≤ z) = 1− δ. On the other hand, from (3.2), β(t) is another point estimator for r¯ and
it depends on the regenerative structure. In this case, the associated 100(1 − δ)% confidence interval
is
[
β(t)− zσ√
t
, β(t) + zσ√
t
]
. In practice, σ is unknown and must be estimated. A natural regenerative
standard deviation estimator is s(t) and thus, replacing σ by s(t), the associated asymptotic 100(1 − δ)%
confidence interval is
[
β(t)− zs(t)√
t
, β(t) + zs(t)√
t
]
. Finally, part (iii) constitutes the joint CLT for both
(r(t), s(t)) and (β(t), s(t)) and describes the asymptotic variance of the standard deviation estimator
s(t). Now it is clear that, to construct valid confidence intervals, one sufficient condition is to ensure
that Eϕ
[
R41 + τ
4
1
]
<∞. To establish these moments, in Sections 6.2 and 6.3, we study sufficient moment
conditions on interarrival and service times in the context of multiclass networks.
4 Extracting Exponential Component in a Distribution
In this section, we show that under mild conditions any random variable with an exponential or heavier
tail distribution can be re-expressed as a mixture of sums of independent random variables such that one
of the constituent random variables has an exponential distribution. We then observe this decomposition
for well-known distributions such as Pareto, Weibull, Gamma, etc.
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Let f be the probability density function of a real valued random variable. We say that f ∈ H, if
there exists an a ∈ [−∞,∞) such that f(x) = 0, for all x < a (if a > −∞), f is differentiable on (a,∞)
and
λf := sup
y∈(a,∞)
(
−f
′(y)
f(y)
)
∈ (0,∞). (4.1)
Examples of densities in H are discussed later. For a density function f ∈ H, define
Gfλ(x) := F (x) +
f(x)
λ
, x ∈ R (4.2)
where the distribution function F (x) =
∫ x
−∞ f(y)dy, and λ > 0. Theorem 4.1 is one of our key results and
the proof primarily depends on the fact that any characteristic function uniquely identifies the associated
probability distribution.
Theorem 4.1. Suppose that ξ is a random variable with density f ∈ H and E ∼ Exp(λ) for λ ∈ (0,∞).
If λ ≥ λf then there exists a random variable Z independent of E such that
ξ
d
= E + Z. (4.3)
Conversely, if φξ is absolutely integrable, f
′ is continuous on (a,∞) and (4.3) holds for some Z indepen-
dent of E then λ ≥ λf . In this case Z ∼ Gfλ.
Remark 4.1. Theorem 4.1 ensures that if (4.1) is true then ξ must have an exponential or heavier tail
distribution.
Now we consider some practically important classes of distributions with exponential or heavier tails.
Example 4.1 (Lognormal). Suppose ξ = exp
[N (µ, σ2)], that is, ξ has a Lognormal distribution,
where N (µ, σ2) represents a normal random variable with mean µ and variance σ2 > 0. Then, its pdf
g(x) =
1
x
√
2piσ2
exp
[
− (log x− µ)
2
2σ2
]
, x > 0.
Therefore − g′(x)g(x) = 1x
[
1 + log x−µσ2
]
. It is easy to compute that λg =
exp
(
σ2 − (µ+ 1))
σ2
and it is achieved
at x = exp
(
µ+ 1− σ2). Thus, the mean of the maximum exponential component that can be extracted
in this manner equals σ2 exp((µ+ 1)− σ2). As is well known, E [ξ] = exp(µ+ σ2/2), so that the ratio of
the former to the latter equals σ2 exp(1−3/2σ2). Interestingly, this is independent of µ and is maximized
at 2/3 when σ2 = 2/3.
Example 4.2 (Gamma). Suppose ξ is Gamma(α, γ) distributed with pdf g(x) = γ
αxα−1 exp(−γx)
Γ(α) for
x ≥ 0 and g(x) = 0, otherwise, where γ > 0 and α ≥ 1. As is well known, Gamma distribution has
an exponential tail. It is easily seen that λg = sup
(
− g′(y)g(y)
)
= γ and hence, we achieve the desired
decomposition.
Example 4.3 (Log-Convex densities, Pareto). Let ξ be a random variable with log-convex den-
sity g that has support [a,∞) and is differentiable on (a,∞). Since − log g(x) is concave function of x,
−g′(x)
g(x) =
d
dx (− log g(x)) is a monotonically non-increasing function of x (because d
2
dx2 (− log g(x)) ≤ 0).
Furthermore, λg =
−g′(a)
g(a) and when λg ∈ (0,∞), we achieve the desired decomposition.
For instance, suppose that ξ has Pareto distribution with the shape parameter α > 0 and the scale
parameter γ > 0, that is, P (ξ > x) = 1(1+γx)α , for x ≥ 0. Then its pdf g(x) = αγ(1+γx)α+1 , x ≥ 0. Now
it is easy to see that E [ξ] = [(α − 1)γ]−1. Furthermore, λg = [(α + 1)γ] so that the maximum mean of
the extracted exponential component equals [(α+ 1)γ]−1. In particular, the ratio of this extracted mean
to the total mean equals α−1α+1 . It is independent of γ and increases from zero to 1 as α increases from 1
to ∞.
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Example 4.4 (Hyper-exponential). Suppose that ξ has the pdf
g(x) = p1λ1e
−λ1x + p2λ2e−λ2x, x ≥ 0,
where p1, p2 > 0, p1 + p2 = 1, and λ1 > λ2 > 0. In this case, any one of the two exponential components
can be used for regenerative simulation (described later). It is reasonable to consider a component with
the largest contribution to mean, that is, the one that maximizes { piλi } for i = 1, 2. Note that under certain
conditions it is possible to extract exponential distribution with mean greater than max
{
p1
λ1
, p2λ2
}
. Now
observe that
−g
′(x)
g(x)
=
p1λ
2
1e
−λ1x + p2λ22e
−λ2x
p1λ1e−λ1x + p2λ2e−λ2x
is a monotonically decreasing function that achieves maximum at x = 0 and reaches λ2 as x ↗ ∞.
Therefore λg =
p1λ
2
1+p2λ
2
2
p1λ1+p2λ2
and since p1 = 1 − p2, it is easy to verify that e(p1) := 1λg =
p1λ1+p2λ2
p1λ21+p2λ
2
2
is
a monotonically decreasing function of p1 ∈ [0, 1] and e(p1) ≥ p1λ1 for any value of p1. Using simple
analysis, we can find that e(p1) ≥ max
{
p1
λ1
, p2λ2
}
holds, if either (i) λ1λ2 > λ
2
1−λ22 or (ii) λ1λ2 ≤ λ21−λ22
and p1 ∈
[
1− λ1λ2
λ21−λ22 , 1
]
.
The example below illustrates the fact that there exist some distributions which may not have densities
that belong to the family H, but their components can be in H (with a scaling factor).
Example 4.5 (Weibull). Suppose ξ has a Weibull(α, γ) distribution with the shape parameter α < 1
and scale parameter γ > 0. Then its tail distribution
P (ξ > x) = exp (−(γx)α) , x > 0.
If g is the associated pdf, then −g
′(x)
g(x) = αγ
α 1
x1−α +
(1−α)
x . Since α < 1,
−g′(x)
g(x) is a decreasing function of x
that reaches∞ as x↘ 0 and reaches zero as x↗∞. Thus λg = supy∈(0,∞)
(
− g′(y)g(y)
)
=∞ and is achieved
at y = 0. Therefore, ξ may not be decomposed in the form (4.3). However, supy∈(aˆ,∞)
(
− g′(y)g(y)
)
< ∞,
for any aˆ > 0. Hence by fixing aˆ > 0, and letting f(x) = cg(x) for x ≥ aˆ and f(x) = 0 for x < aˆ, we have
f ∈ H and g ≥ f/c, where c = 1P (ξ>aˆ) .
Example 4.5 motivates a more general framework for extracting an exponential component. To see
this, suppose that G is the distribution of a real valued random variable ξ such that for some q ∈ (0, 1]
and f ∈ H and qf is a component of G, that is, G(dy) ≥ qf(y)dy. Let ξˆ ∼ f and fix λ ≥ λf , then from
Theorem 4.1, ξˆ
d
= E + Z, where E ∼ Exp(λ), Z ∼ Gfλ and they are independent. If q = 1 then f is the
density of G, hence ξ
d
= ξˆ
d
= E + Z. But if q < 1, then we can let H(x) =
G(x)−q ∫ x−∞ f(y)dy
1−q , x ∈ R.
Clearly, H is a probability distribution function and G(x) = (1 − q)H(x) + q ∫ x−∞ f(y)dy, x ∈ R. In
other words
ξ
d
= (1− β)ξ˜ + β(E + Z), (4.4)
where β is a Bernoulli random variable with P (β = 1) = q, ξ˜ ∼ H and ξ˜, E, β and Z are independent of
each other.
Example 4.6 (Log-Convex with λg =∞). Recall Example 4.3, where the density of the random
variable ξ is a log-convex function g that has support [a,∞) and is differentiable on (a,∞). Suppose that
λg = ∞ (for example, Weibull distribution). Since −g
′(x)
g(x) is a decreasing function of x, we can choose
aˆ such that −g
′(aˆ)
g(aˆ) < ∞. Let f(x) = 1q g(x) for x ≥ aˆ and f(x) = 0 for x < aˆ, where q = P (ξ ≥ aˆ).
Clearly f ∈ H and qf is a component of g. Hence ξ can have decomposition of the form (4.4).
Recall Example 4.5, that is, ξ ∼Weibull(α, γ) with α < 1 and γ > 0. It is reasonable to choose aˆ ≥ 0
that maximizes the exponential mean contribution, qλf . It turns out that this maximization is achieved at
aˆ = 1γαα (1− α)
1
2α and, in particular, it can be shown that the ratio of this extracted exponential mean
to the total mean is independent of γ (the expression is mathematically complex and is omitted).
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5 Multiclass Open Queueing Networks
The following notation is needed to characterize a multiclass open queueing network:
d: number of single server stations indexed with i = 1, 2, ...., d.
K: number of customer classes in the network.
{ξk,n : n ≥ 1}: sequence of exogenous interarrival times of Class k. If ξk,1 = ∞,
then we say that external arrival process of Class k is null or simply,
Class k is null exogenous.
s(k): station at which Class k customers take service.
{ηk,n : n ≥ 1}: sequence of service times of Class k at station s(k).
Pkl: probability of Class k customer becoming Class l customer upon
completion of service at station s(k), independent of all pre-
vious history; the customer exits the network with probability
1 − ∑l Pkl.
L: number of classes with non-null exogenous arrivals.
We assume that (I − P ′)−1 = (I + P + P 2 + . . . )′ exists, where P ′ is the transpose of the matrix P .
Since (k, j)-element of (I−P ′)−1 is the expected number of times a Class k customer visits Class l during
its stay in the network, every customer who enter into the network will leave it eventually. Hence, the
network described above is an open queueing network.
Like the GI/G/1 queue, any queueing network with a single non-null exogenous class regenerates at
every instant when a customer arrival finds the system empty. Hence a regenerative structure trivially
exists in these networks. So, without loss of generality we assume that L ≥ 2 and first L classes are
non-null exogenous.
5.1 Assumptions
Throughout the paper, we make the following assumptions on the network primitives.
(A1) ξ1, ξ2, . . . , ξL, η1, η2, . . . , ηK are i.i.d. sequences and mutually independent,
where ξi = {ξi,n : n ≥ 1} and ηi = {ηi,n : n ≥ 1}.
(A2) There exists p ≥ 1 such that
0 < E[(ξk,1)p] <∞ for k = 1, . . . , L and 0 < E[(ηk,1)p] <∞ for k = 1, . . . ,K.
(A3) For each k = 2, · · · , L, there exists fk ∈ H such that P (ξk,1 ∈ dx) ≥ q¯kfk(x)dx for some q¯k > 0,
where H is defined in Section 4.
(A4) Distribution of ξ1,1 is spreadout, that is, P (ξ1,1 + · · · + ξ1,j ∈ dx) ≥ q¯(x)dx for some non-negative
function q¯(x) and integer j such that
∫∞
0
q¯(x)dx > 0.
(A5) P (ξ1,1 ≥ x and
∑K
l=1 ηl,1 < x) > 0 for some x.
Assumption (A1) is standard. It is clear from Section 4 that (A3) holds only when the interarrival times
have either exponential or heavier tails. (A3) and (A4) are useful in establishing the ergodicity of the
network as well as identifying regenerative structures in it, while (A2) and (A5) are useful in establishing
finite moments of regeneration intervals as we see in the later sections. Notice that (A5) trivially holds
when the interarrival times of Class 1 are unbounded or the service time distribution of every class has
support in every neighborhood of 0.
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We denote the common distribution of the interarrival times of Class k by Fk with the average arrival
rate αk :=
1
E[ξk,1] , where k ∈ {1, 2, . . . L}. Similarly, the common distribution of the service times of
Class k is denoted by Hk with the average service rate µk :=
1
E[ηk,1] , where k ∈ {1, 2, . . .K}. Let
Ci := {k : s(k) = i} be the constituency for station i ∈ {1, 2, · · · , d}. By letting σ := (I − P ′)−1α, one
can interpret σk as the effective arrival rate to Class k. Then ρi :=
∑
k∈Ci
σk
µk
is the nominal load for
server i ∈ {1, 2, . . . , d} per unit time. From (A3) and (4.4), without loss of generality, we can write
ξk,n = (1− βk,n)ξ˜k,n + βk,n(Ek,n + Zk,n), k = 2, . . . , L, n ∈ Z+, (5.1)
where Ek,n ∼ Exp(λk) for some λk ≥ λfk , βk,n is a Bernoulli random variable with P (βk,n = 1) = q¯k,
Zk,n ∼ Gfkλk and ξ˜k,n ∼
Fk(x)− q¯k
∫ x
0
fk(y)dy
1− q¯k , x ≥ 0; and {ξ˜k,n : n ≥ 0}, {Ek,n : n ≥ 0}, {βk,n : n ≥ 0}
and {Zk,n : n ≥ 0} are i.i.d. sequences and independent of each other.
5.2 Markov Process
Now, to describe the network, we propose the following Markov process that splits the interarrival times
into two components:
Y (t) = (Q(t), U(t), V (t)), (5.2)
where Q(t) = [Q1(t), Q2(t), · · · , QK(t)]′ ∈ ZK+ . The process Qk(t) captures the number of Class k cus-
tomers in the network at time t or, more generally, it can capture positions of every Class k customer
present at station s(k) (in the later case Qk(t) is an infinite dimensional vector). Hereafter, the notations
‖Qk(t)‖ and ‖Q(t)‖ denotes, respectively, the number of Class k customers and the total number of cus-
tomers present in the network at time t. The vector valued process V (t) = [V1(t), . . . , VK(t)]
′ ∈ RK+ with
Vk(t) being the residual service time for Class k customer that is under service. We take Vk(t) = 0 when-
ever ‖Qk(t)‖ = 0. The vector valued process U(t) = [U1(t), U (e)2 (t), U (ne)2 (t), . . . , U (e)L (t), U (ne)L (t)]′ ∈
R2L−1+ such that U1(t) being the remaining time until the next Class 1 customer arrival, and at each
instant of a Class k ≥ 2 customer arrival, exponential and non-exponential components of the next in-
terarrival time are generated independently and captured by U
(e)
k and U
(ne)
k , respectively. Without loss
of generality, we can assume that the non-exponential clock U
(ne)
k decreases first linearly with rate 1
while exponential clock U
(e)
k stays at the same value until U
(ne)
k reaches zero. Thereafter, U
(e)
k decreases
linearly with rate 1 while other clock stays at zero. Next customer arrival happens when both the clocks
are zero. Clearly, at any time t, U
(ne)
k (t) + U
(e)
k (t) is the remaining time until the next Class k cus-
tomer arrival. We say that Class k is in exponential phase at time t if U
(ne)
k (t) = 0. In Section 6.1, we
see that this decomposition of the interarrival times play a crucial role in the construction of regenerations.
Let Y be the state space of the process Y and it is adapted to some filtration {Ft : t ≥ 0} that is
larger or equal to the natural filtration of the process Y . Hereafter, we assume that the state space Y is a
complete and separable metric space with the norm defined by ‖y‖ = ‖q‖+ ‖u‖+ ‖v‖, y = (q, u, v) ∈ Y,
where ‖q‖ = ∑Kk=1 ‖qk‖ with ‖qk‖ being the number of Class k customers in the network when the state
is y, ‖u‖ = ∑Lk=1 |uk| and ‖v‖ = ∑Kk=1 vk. Let {P t (y,B) : B ∈ BY , t ≥ 0} be the probability transition
kernel of Y , where P t (y,B) = Py (Y (t) ∈ B) and Py represents the law of the process when it started
initially in state y.
Throughout the paper, we assume that the server at each station is busy whenever there is work to
be done (work-conserving) and it stays idle whenever there is no work. Similar to Proposition 2.1 in [6],
we can establish the strong Markov property of Y for a wide class of queueing disciplines, such as FIFO
(First-In-First-Out), LIFO (Last-In-First-Out), priority discipline, processor sharing, etc.
6 Regenerative Simulation of Multiclass Networks
In this section, we identify a sequence of regeneration times and establish required finite moments on
the associated regeneration intervals that satisfy the joint CLT. Furthermore, we propose an alternative
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regenerative structure that exists when the interarrival times of Class 1 have an exponential or heavier
tail distribution.
6.1 Regenerations
For any set B ∈ BY , define the first hitting time τB := inf{t ≥ 0 : Y (t) ∈ B}, the first hitting time past
δ, τB(δ) := inf{t > δ : Y (t) ∈ B} and the first visiting time ΓB := inf{t > τBc : Y (t) ∈ B}.
Let D :=
{
(
→
0 , u,
→
0) ∈ Y : u1 < mink≥2
{
u
(e)
k
}
, u
(ne)
l = 0, l ∈ {2, . . . , L}
}
, where
→
0 is all zeros vector
of dimension K. The set D captures the states that Y can take when the network is empty and the next
transition is triggered by a Class 1 customer arrival while all the other non-null exogenous classes are in
exponential phase. Also let S−1 = 0 and the (n+1)th revisit instant on set D, Sn = θSn−1 ◦ΓD, where θ
is the shift operator on the sample paths of the process Y .
Let Tn = Sn +U1(Sn) be the first instant when an arrival of Class 1 finds the system empty past Sn.
Just after leaving the set D, the state of Y must belong to
D˜ :=
{
(q, u, v) ∈ Y : ‖q1‖ = 1, ‖qk‖ = 0,∀ k ∈ {2, . . . ,K}, u(ne)l = 0,∀ l ∈ {2, . . . , L}
}
,
that is, for each n ≥ 0, Y (Tn−) ∈ D and Y (Tn) ∈ D˜. Consider the bounded subsets of D˜ of the form
A(r, s) =
{
y ∈ D˜ : u1 ≤ r1, v1 ≤ s, u(e)k ≤ rk,∀ k ∈ {2, . . . , L}
}
, for r = (r1, . . . , rL) ∈ RL+, s ∈ R+, and
let ϕ be the probability measure on BY such that ϕ (A(r, s)) = F1(r1)H1(s)
∏L
k=2
(
1− e−λkrk), where
Fk, Hk are the distributions of Class k interarrival and service times (refer to Section 5.1). Then it is
clear that ϕ
(
D˜
)
= 1.
One can easily check that when Y (0) ∼ ϕ, the process Y is a non-delayed regenerative process with
regeneration times {Tn : n ≥ 0} and Y (Tn) ∼ ϕ for every n ≥ 0. In Section 7 and Section 8, we refer to
these regeneration times as the primary regenerative structure.
Remark 6.1 (Alternative regenerative structure). Suppose that Class 1 also satisfies Assump-
tion (A3) (that is, there exists f1 ∈ H such that P (ξ1,1 ∈ dx) ≥ q¯1f1(x)dx for some q¯1 > 0). Then an
exponential component can be extracted from the distribution of the interarrival times of Class 1 and
the arrival clock process can be written as a vector of exponential and non-exponential components.
Let
{
Sˆn : n ≥ 0
}
be the increasing sequence of times corresponding to customer departure that leaves
the network empty when all the interarrival clocks are in exponential phase. Due to the memoryless
property of exponential random variables, the underlying Markov process has regenerations at every
Tˆn = Sˆn+ min
1≤k≤L
{
U
(e)
k
(
Sˆn
)}
. In Section 7, we show that when Class 1 has exponential interarrival times,
the AVSDE associated with these alternative regenerative structure is smaller than that of previously
proposed primary regenerative structure. This is further illustrated with a simple numerical example in
Section 8.
6.2 Moments of Regeneration Intervals
In this section, we establish the finite pth moments of the regeneration intervals, where p is the parameter
used in (A2) that guarantees finite pth moments of the interarrival and service times. Hereafter, in
addition to (A1) - (A5), we make the following assumption on the Markov process.
(A6) There exists t0 > 1 such that lim‖y‖→∞
1
‖y‖pEy [‖Y (t‖y‖)‖
p] = 0, ∀ t ≥ t0.
Remark 6.2. [6] shows that, under mild conditions, (A6) holds when Assumptions (A1) and (A2) hold
and the fluid model of the network is stable. In particular, [6] considers some important networks like
re-entrant lines and generalized Jackson networks, and a wide variety of queueing disciplines; and shows
that the fluid model is stable if the nominal traffic condition (that is, ρi < 1, for each i = 1, . . . , d) holds.
Recent work of [24] shows that under certain conditions, fluid model is stable if and only if there exists
a Lyapunov function (also refer to [23]).
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Now we show that the pth moments of the regeneration intervals are finite. Let Cs := {y ∈ Y : ‖y‖ ≤ s},
for s ≥ 0. Lemma 6.1 below establishes that for any initial state, when the pth moments of the interarrival
and service times are finite, the time required for the queue length to become smaller than a certain level
has finite pth moment. Furthermore, it says that there exists a bounded set such that the process visits
the set infinitely often and the associated intervals have finite pth moments. The proof of Lemma 6.1
mainly depends on (A6).
Lemma 6.1. There exist constants c1, c2, s0 > 0 such that Ey [(τCs(δ))p] ≤ c1 +c2‖y‖p, y ∈ Y, s ≥ s0,
δ > 0. Furthermore, for any bounded set A, supy∈A Ey [(τCs(δ))p] < ∞, s ≥ s0.
Lemma 6.2. Suppose that Γ˜ is a stopping time with respect to the filtration {Ft : t ≥ 0} such that
inf
y∈Cs
Py(Γ˜ ≤ δ) > 0 for some δ > 0 and s > s0. Then, there exist constants c3, c4 such that Ey
[
Γ˜p
]
≤
c3 + c4‖y‖p for any y ∈ Y,
Using Lemma 6.2, Lemma 6.3 establishes that whenever the interarrival and service times exhibit
finite pth moments, then the pth moment of ΓD + U1(ΓD) is finite (recall that ΓD denotes the first
visiting time on set D and the process U1(·) captures the remaining time until the next Class 1 customer
arrival).
Lemma 6.3. There exists δ > 0 such that infy∈Cs Py(ΓD + U1(ΓD) ≤ δ) > 0. Furthermore, there exist
constants c3, c4 > 0, Ey [(ΓD + U1(ΓD))p] < c3 + c4‖y‖p, y ∈ Y.
From Lemma 6.1 and Lemma 6.3, we can argue that the first cycle length T0 is a proper random
variable for any initial state y ∈ Y. Hence, hereafter, we assume that the regenerative process Y is
non-delayed (that is, T0 = 0) and hence the initial state Y (0) ∼ ϕ. The proposition below establishes
finite moments of the regeneration intervals, τn = Tn − Tn−1, n ≥ 1. The non-lattice property of the
distribution of τ1 simply follows from the spreadout Assumption (A4) on interarrival times of Class 1.
From Lemma 6.3,
Eϕ [τp1 ] = Eϕ [(ΓD + U1(ΓD))
p
]
< c3 + c4E [‖Y (0)‖p]
<∞.
Hence, we have the following result.
Proposition 6.1. The distribution of τ1 is non-lattice and Eϕ[τp1 ] <∞.
6.3 Moments of R1
Let h be a non-negative real valued function defined on Y and Ri =
∫ Ti
Ti−1
h (Y (s)) ds, for i ≥ 1. When
h is bounded (e.g., h(x) = I(x > 10)), there exists a constant c such that h < c and
Eϕ [Rp1] = Eϕ
[(∫ τ1
0
h(Y (t))dt
)p]
≤ cpEϕ [τp1 ] <∞.
But, when h is unbounded, Eϕ [Rp1] can be infinite even though Eϕ[τ
p
1 ] <∞. However, we can guarantee
these moments even when h is unbounded under some additional conditions as shown in the following
proposition.
For each r > 0 and s ≥ s0, define
Jr,s(y) := Ey
[(∫ τCs (δ)
0
h(Y (t))dt
)r]
, y ∈ Y,
where δ is given by Lemma 6.3 and s0 is given by Lemma 6.1.
Proposition 6.2. Suppose that for a given r > 0, there exists s ≥ s0 such that Jr,s(·) is uniformly
bounded on Cs and E [Jr,s(Y (0))] <∞. Then Eϕ [Rr1] <∞.
The following example illustrates one possible application of Proposition 6.2.
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Example 6.1. Suppose that h(Y (t)) ≤ ‖Y (t)‖, where ‖ · ‖ denotes the norm on the state space Y (refer
to Section 5.2). For example, if goal is to estimate the steady-state expected number of customers in the
network then h(Y (t)) = ‖Q(t)‖ ≤ ‖Y (t)‖.
Now we show that if p ≥ 9 in (A2) then Eϕ
[
R41
]
< ∞ (this is needed for Theorem 3.2 (iii) to hold).
To see this, observe from Lemma 6.1 that Eϕ
[
τCs(δ)
8
] ≤ c1 + c2E [‖Y (0)‖8] <∞ for any s > s0. Similar
to Proposition 5.3 of [7], it can be shown that there exist s ≥ s0 and c <∞ such that
Ey
[∫ τCs (δ)
0
‖Y (t)‖pdt
]
≤ c(‖y‖p+1 + 1).
Since p ≥ 9, we have that E [‖Y (0)‖9] <∞, and hence
Eϕ
[∫ τCs (δ)
0
‖Y (t)‖8dt
]
≤ c (E [‖Y (0)‖9]+ 1) <∞.
Using Cauchy-Schwarz inequality, Jensen’s inequality and the fact that τCs(δ) ≥ 1, we can show that
E [J4,s(Y (0))] ≤
(
Eϕ
[
τCs(δ)
8
]
Eϕ
[∫ τCs (δ)
0
‖Y (t)‖8dt
]) 1
2
<∞.
Similarly, uniform boundedness of J4,s(y) on Cs can be established and from Proposition 6.2, it follows
that Eϕ [Rq1] <∞.
7 Choice of Optimal Regenerative Structure
In this section, we show that under certain assumptions, if one regenerative structure is a subsequence
of another then it is optimal to choose the original sequence over the subsequence (optimal in the sense
that the AVSDE associated with the subsequence is at least as large as that associated with the origi-
nal sequence). Using this result, we show that the selection of interarrival time decomposition with the
largest mean exponential component minimizes the AVSDE.
Suppose that X is a non-delayed regenerative process with the regeneration times {Tn : n ≥ 0} and
the initial state distribution ϕ. Let, for each i ≥ 1, τi = Ti − Ti−1, Ri =
∫ Ti
Ti−1
h (X(s)) ds, where
h is a non-negative, real valued function. Assume that there exists a filtration G := {Gn, n ≥ 0} and a
strictly increasing sequence of integer valued stopping times 0 = ν0 < ν1 < · · · adapted to G with
νn−νn−1 d= ν1, n ≥ 1 such that (i) {(Ri, τi) : i ≥ 1} is adapted to G, (ii) {(Ri, τi) : i ≥ n} is independent
of Gn−1 for all n ≥ 1 and (iii) the sequence {Sn = Tνn : n ≥ 0} is another regenerative structure of X.
Proposition 7.1. Under the above setup, if Eϕ
[(∫ S1
0
[h (X(s)) + 1] ds
)4]
<∞, then the AVSDE asso-
ciated with {Sn : n ≥ 0} is at least as large as that associated with {Tn : n ≥ 0}.
[1] establishes a similar result on classical regenerative processes and considers stopping times that
depend only on history of the process, and hence these stopping times turn out to be geometrically dis-
tributed due to the i.i.d. nature of classical regenerations. Our result is a mild extension of Theorem 1 in
[1] in the sense that the stopping time can be more general (hence, its distribution may not be geometric).
Now we consider two important applications of Proposition 7.1. In both the applications we assume
that the function h satisfies h (Y (t)) = hˆ (Q(t), V (t)) (a well known example is when h(Y (t)) = ‖Q(t)‖
to estimate the steady-state expected customers in the network). Then using Proposition 7.1 and path-
wise construction, first we show that the selection of interarrival time decomposition with the largest
mean exponential component (that is, λk = λfk) minimizes the AVSDE. In the second application, we
show that when Class 1 interarrival times have an exponential distribution, the alternative regenerative
structure proposed in Section 6.1 is optimal compared with the primary regenerative structure.
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(1) Recall that the arrival clock of each Class k ∈ {2, . . . , L} is updated based on the decomposi-
tion (5.1), that is,
ξk,n = (1− βk,n)ξ˜k,n + βk,n (Ek,n + Zk,n) , n ∈ Z+,
where ξk,n is the n
th interarrival time of class k, Ek,n ∼ Exp(λk) for some λk ≥ λfk , βk,n is a
Bernoulli random variable with P (βk,n = 1) = q¯k, Zk,n ∼ Gfkλk and ξ˜k,n ∼
Fk(x)− q¯k
∫ x
0
fk(y)dy
1− q¯k ,
x ≥ 0. Note that {ξ˜k,n : n ≥ 0}, {Ek,n : n ≥ 0}, {βk,n : n ≥ 0} and {Zk,n : n ≥ 0} are i.i.d.
sequences and independent of each other.
To see the first claim, fix k ∈ {2, . . . , L}, and let λ(1)k , λ(2)k ≥ λfk such that λ(1)k < λ(2)k . When
Ek,n ∼ Exp
(
λ
(1)
k
)
and E′k,n ∼ Exp
(
λ
(2)
k
)
, from Theorem 4.1, without loss of generality one can
write Ek,n = E
′
k,n +Z
′
k,n, n ≥ 1, for an i.i.d. sequence of positive random variables
{
Z ′k,n, n ≥ 1
}
independent of
{
E′k,n, n ≥ 1
}
. Suppose that Y (1) (respectively, Y (2)) represents the process Y
when {Ek,n : n ≥ 0} (respectively,
{
E′k,n : n ≥ 0
}
) is the sequence of exponential components and
{Zk,n : n ≥ 0} (respectively,
{
Z ′k,n + Zk,n : n ≥ 0
}
) is the sequence of non-exponential components
of interarrival times of class k.
Now it is clear that the regenerative structure (denote it by {Sn : n ≥ 0}) associated with Y (2) is
a subsequence of the regenerative structure (denote it by {Tn : n ≥ 0}) associated with Y (1). By
letting τi = Ti−Ti−1 and Ri =
∫ Ti
Ti−1
h
(
Y (1)(s)
)
ds
(
=
∫ Ti
Ti−1
h
(
Y (2)(s)
)
ds
)
for i ≥ 1, we can easily
see that {(Ri, τi) : i ≥ 1} is adapted to G = {Gn = σ ((Ri, τi),1i)} and {(Ri, τi) : i ≥ n} is indepen-
dent of Gn−1 for all n ≥ 1, where 1i is equal to one if Y (2) is in exponential phase at Ti, otherwise, it
is zero. If we assume that Eϕ
[(∫ S1
0
[h (X(s)) + 1]
)4]
<∞ (for example, if h(Y (t)) ≤ ‖Y (t)‖ then,
from Example 6.1, this is guaranteed when the 9th moments of the interarrival and service times
are finite) then from Proposition 7.1, it is optimum to choose λk = λfk for each k = 2, 3, . . . , L. It
is important to note that there exists a stopping time ν ≥ 1 adapted to G such that S1 = Tν . In
fact, I(ν = n) = I(1n = 1)
∏n−1
i=0 I(1i = 0). Since 1i’s are not mutually independent, ν is not a
geometric random variable.
(2) In addition to Assumption (A1) - (A6), assume that Class 1 interarrival times have exponential
distribution with rate λ1. Recall the primary regenerative structure that we proposed earlier:
Tn is the n
th instant when an arrival of Class 1 finds the system empty and all the other non-
null exogenous classes are in exponential phase. Now recall the alternative regenerative structure
proposed in Remark 6.1: Tˆn = Sˆn+ min
1≤k≤L
{
U
(e)
k
(
Sˆn
)}
, where Sˆn is the n
th instant when departure
of a customer leaves the network empty and all the interarrival clocks are in exponential phase.
Since the interarrival times of Class 1 are exponentially distributed, {Tn : n ≥ 0} is a subsequence of{
Tˆn : n ≥ 0
}
, and there exists ν ≥ 1 such that I(ν = n) = I(1n = 1)
∏n−1
i=0 I(1i = 0) and T1 = Tˆν ,
where 1n equals to one if the first arrival immediately after Sˆn is a Class 1 customer, otherwise,
it equals to zero; hence P (1n = 1) =
λ1
λ1+λ2+···+λL , n ≥ 1. If G = {Gn = σ ((Ri, τi),1i)} then from
Proposition 7.1,
{
Tˆn : n ≥ 0
}
is optimal compared with {Tn : n ≥ 0}.
8 Simulations
In this section, we present some simple numerical examples to illustrate the regenerative simulation
method proposed in the previous sections. In all the examples, our goal is to estimate the steady-state
expected number of customers in the network shown in Fig. 1 under the assumption that the queueing
discipline is FCFS.
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Figure 1: A queueing network with four stations and four classes of customers (three non-null exogenous and one null
exogenous).
In Example 8.1, we illustrate that the selection of interarrival time decomposition with the largest
mean exponential component minimizes the AVSDE. Example 8.2 illustrates the two applications pre-
sented in Section 7. In Example 8.3 and Example 8.4, we consider the case where both the primary and
alternative regenerative structures exist in the network and neither of them is a subsequence of the other.
The former example illustrates a scenario where the primary regenerative structure has lower estimated
AVSDE compared to the alternative structure, while the latter illustrates a scenario where the alternative
regenerative structure has lower estimated AVSDE compared to the primary structure.
To see how the estimators are constructed in the examples below, it would be useful to recall the
regenerative mean and the standard deviation estimators β(t) =
∑N(t)
i=1 Ri∑N(t)
i=1 τi
and s(t) =
√∑N(t)
i=1 (Ri−β(t)τi)2∑N(t)
i=1 τi
,
respectively, where N(t) = max {n ≥ 0 : Tn ≤ t}, τi = Ti − Ti−1, i ≥ 1, and Ri =
∫ Ti
Ti−1
h (X(s)) ds, i ≥ 1
for a non-negative function h. The associated asymptotic 95% confidence interval is β(t)± 1.96s(t)√
t
.
Also recall that the AVSDE K22 = 14σ2
Eϕ
[
(W 21−σ2τ1−bW1)
2
]
Eϕ(τ1) , where Wi = Ri − r¯τi, i ≥ 0, r =
EϕR1
Eϕτ1
and b = 2Eϕ (W1τ1) /Eϕτ1. For large t which guarantees small confidence interval, r¯ can be estimated by
β(t) and b can be estimated by b(t) = 2
∑N(t)
i=1 (Ri − β(t)τi) τi∑N(t)
i=1 τi
. Then the AVSDE K22 can be estimated
by
K(t) :=
∑N(t)
i=1
[(
(Ri − β(t)τi)2 − s2(t)τi − b(t) (Ri − β(t)τi)
)2]
4s2(t)
∑N(t)
i=1 τi
.
Example 8.1. This example corresponds to network specifications given in Table 1.
Table 1: Network specifications
Class
k
Interarrival
time
distribution Fk
Service time
distribution Hk
λfk
Effective
arrival
rate αk
Mean
service rate
µk
Work load
at Station
k (ρk)
1. Uniform(0, 40)
HyExp(3/4, 3/20, 1/20) — 1/20 1/10 0.5
2.
Pareto(10, 1/18)
HyExp(1/2, 2/3, 2)
11/18 2 1 0.5
3. Pareto(10, 1/9) Exp(4/3)
11/9 1 4/3 0.75
4.
—
Exp(5)
— 3.05 5 0.61
Uniform(a, b) denotes the uniform distribution over the interval [a, b], Pareto(a, b) represents Pareto
distribution with shape parameter a and scale parameter b, HyExp(q, a, b) represents hyper-exponential
distribution with pdf g(x) = qae−ax + (1− q)be−bx, x ≥ 0, and λfk is defined by (4.1).
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Observe that Assumptions (A1) - (A5) are trivially satisfied. Since the interarrival time distribution
of Class 1 is uniform, alternative regenerations are not possible under this set-up (see Remark 6.1). This
network is a special case of generalized Jackson networks and hence the fluid model is stable as the
nominal load ρi < 1, i = 1, . . . , 4 (see Remark 6.2). Thus Assumption (A6) holds and the primary
regenerative structure exists. Notice that the 9th moments of the interarrival and service times are finite.
Hence, from Example 6.1, Eϕ
[
R41 + τ
4
1
]
< ∞. This guarantees asymptotically valid confidence intervals
and also the finiteness of the AVSDE.
Table 2: Simulation results associated with Example 8.1
λk = λfk , k = 2, 3 λk = 1.5λfk , k = 2, 3 λk = 2λfk , k = 2, 3
No. of cycles generated
(
N(T˜ )
)
13144 3892 1663
Estimated expected queue
length
(
β(T˜ )
)
5.86 5.86 5.86
95% confidence interval 5.86± 6.2× 10−6 5.86± 6.2× 10−6 5.86± 6.3× 10−6
Estimated TAVC
(
s(T˜ )2
)
1.0× 103 1.0× 103 1.0× 103
Estimated AVSDE
(
K(T˜ )
)
1.8× 106 4.6× 106 6.0× 106
Total duration of the simulation T˜ = 107 time units.
Table 2 displays the simulation results. It can be observed that the estimated AVSDE is increasing
as the rates λk, k = 2, 3, of exponential components are increasing and is small when λk = λfk , k = 2, 3.
As expected, the estimated TAVC is not changing with λk.
Example 8.2. Network specifications are same as those given in Table 1 except that Class 1 interarrival
times have exponential distribution with rate 120 (hence, there is no change in the effective arrival rate of
Class 1). We estimate the required parameters associated with four cases shown in Table 3.
Table 3: Simulation results associated with Example 8.2
Alternative
regenerations
with
λk = λfk ,
k = 2, 3
Primary
regenerations
with
λk = λfk ,
k = 2, 3
Alternative
regenerations
with
λk = 2λfk ,
k = 2, 3
Primary
regenerations
with
λk = 2λfk ,
k = 2, 3
Alternative
regenerations
with
λk = 5λfk ,
k = 2, 3
No. of cycles
generated
(
N(T˜ )
)
393000 10226 98000 1315 15644
Estimated
expected queue
length
(
β(T˜ )
) 6.08 6.08 6.08 6.08 6.08
95% confidence
interval
6.08±7×10−6 6.08±7×10−6 6.08±7×10−6 6.08±7×10−6 6.08±7×10−6
Estimated TAVC(
s(T˜ )2
)
1.28× 103 1.28× 103 1.28× 103 1.27× 103 1.30× 103
Estimated AVSDE(
K(T˜ )
)
1.44× 106 2.95× 106 1.45× 106 1.25× 107 4.2× 106
Total duration of the simulation T˜ = 107 time units.
This example illustrates three important observations: First, we observe that whether it is the pri-
mary or the alternative regenerative structure, selection of λk = λfk , k = 2, 3 is always an optimal choice.
Second, since Class 1 has exponentially distributed interarrival times, the alternative regenerative struc-
ture associated with λk = λfk , k = 2, 3 is a super-sequence of all the other three regenerative structures
and as we expect, it has lower estimated AVSDE compared to the others. Last, it illustrates that the
alternative regenerative structure is optimal compare with the primary structure when λk is fixed for
each Class k = 2, 3.
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Example 8.3. In this example, as mentioned earlier, we illustrate a case where the primary structure
has lower estimated AVSDE compared to the alternative but neither of them is a subsequence of the
other.
We assume that the specifications are same as those given in Table 1 except that Class 1 interarrival
times ξ1,i ∼ E + W¯ , i ≥ 1, where E is an exponential random variable with rate 10 and W¯ is a Weibull
random variable with the shape parameter 2 and the scale parameter Γ(1.5)/19.9; here Γ(·) is the Gamma
function. Since the shape parameter is larger than 1, the distribution of W¯ is superexponential and the
distribution of ξ1,1 has an exponential tail. Notice that even under this setup, the effective arrival rate
of Class 1 is 120 .
Table 4: Simulation results associated with Example 8.3
Primary
regenerations
Alternative
regenerations
No. of cycles generated
(
N(T˜ )
)
11630 2604
Estimated expected queue length
(
β(T˜ )
)
5.8 5.8
95% confidence interval 5.8± 6.0× 10−6 5.8± 6.0× 10−6
Estimated TAVC
(
s(T˜ )2
)
945 950
Estimated AVSDE
(
K(T˜ )
)
1.47× 106 5.24× 106
Total duration of the simulation T˜ = 107 time units.
Table 4 shows the simulation results associated with the case where λk = λfk , k = 2, 3. The primary
regenerations are more frequent than the alternative because the ratio of the exponential mean to the
total mean E[E]E[E+W¯ ]
= 0.005, and the simulation results show that the primary regenerative structure has
lower estimated AVSDE compared to the other.
Example 8.4. This example provides the results associated with a case where the alternative regenerative
structure has lower estimated AVSDE compared to the primary but neither of them is a subsequence of
the other.
Network specifications are same as those in Example 8.3 except that the rate of the exponential
random variable E is 0.5, and the shape and scale parameters of Weibull random variable W¯ are 2 and
Γ(1.5)/18, respectively. Notice that the effective arrival rate of Class 1 is again 120 . Table 5 shows the
simulation results associated with the case where λk = λfk , k = 2, 3.
Table 5: Simulation results associated with Example 8.4
Primary
regenerations
Alternative
regenerations
No. of cycles generated
(
N(T˜ )
)
2841 53224
Estimated expected queue length
(
β(T˜ )
)
5.8 5.8
95% confidence interval 5.8± 6.3× 10−6 5.8± 6.3× 10−6
Estimated TAVC
(
s(T˜ )2
)
990 995
Estimated AVSDE
(
K(T˜ )
)
4.50× 106 1.08× 106
Total duration of the simulation T˜ = 107 time units.
In the present scenario, E[E]E[E+W¯ ]
= 0.1. The simulation results show that the alternative regenerations
are more frequent than the primary regenerations and the former has lower estimated AVSDE compared
to the latter.
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9 Summary
In this paper, first we showed that, under mild conditions, a random variable with an exponential or
heavier tail can be re-expressed as a mixture of sums of independent random variables where one of the
constituents is exponential distributed. This result was illustrated for several distributions, such as, hyper-
exponential, Gamma, log-normal, Pareto, Weibull, etc. Using this, we developed two implementable
regenerative simulation methods for multiclass open queueing networks where the interarrival times have
exponential or heavier tails. The first method is applicable even when one of the non-null exogenous classes
has interarrival times with superexponential distributions. We referred to the sequence of regeneration
times associated with this method as the primary regenerative structure. The second method is applicable
only when all the interarrival time distributions of non-null exogenous classes have exponential or heavier
tails, and the associated regeneration times are known as the alternative regenerative structure.
Under mild stability conditions, we established that the finite pth moments of the interarrival and
service times are sufficient to guarantee the finite pth moments of the regeneration cycle lengths τi, i ≥ 1.
Furthermore, we studied some sufficient conditions that guarantee finite 4th moments of Ri, i ≥ 1. These
moments are crucial as they guarantee asymptotically valid confidence intervals for steady-state perfor-
mance measures of interest. Finally, under certain assumptions, we showed that when one regenerative
structure is a subsequence of another, the AVSDE associated with the subsequence is at least as large as
that associated with the original sequence. One application of this result is to show that the selection
of interarrival time decomposition with the largest mean exponential component minimizes the AVSDE.
In another application, we showed that when at least one of the non-null exogenous classes has exponen-
tially distributed interarrival times, the AVSDE associated with the alternative regenerative structure is
smaller than that associated with the primary regenerative structure.
In [20], we briefly discuss a different regenerative simulation technique that can be applicable even
when the interarrival times of some (or all) non-null exogenous classes have superexponential tails. This
may be a fruitful direction for further research.
10 Proofs
Proof of Theorem 4.1. First notice that
Gfλ(x) =
f(a)
λ
+
∫ x
a
(f(y) +
1
λ
f
′
(y))dy, for x ≥ a. (10.1)
Suppose that λ ≥ λf . Then from (4.1), f(y) + 1λf
′
(y) ≥ 0 for every y ∈ R. Since λf is finite, it is not
difficult to show that lim
x→−∞ f(x) = limx→∞ f(x) = 0. Thus
∫∞
a
f ′(y)dy = − f(a) and it follows that,∫ ∞
a
(f(y) +
1
λ
f
′
(y))dy +
f(a)
λ
= 1.
Therefore, from (10.1), Gfλ is a probability distribution and it is clear that G
f
λ has a point mass
f(a)
λ at
a and the density f(·) + 1λf
′
(·) on (a,∞).
To see (4.3), observe that when a random variable Z is independent of E, the characteristic function
of E + Z
φE+Z(t) = φZ(t)φE(t) = φZ(t)
(
λ
λ− it
)
, t ∈ R. (10.2)
Suppose that Z ∼ Gfλ. Then
φZ(t) =
f(a)
λ
eiat +
∫ ∞
a
eizt
(
f(z) +
1
λ
f
′
(z)
)
dz
=
(λ− it)
λ
[∫ ∞
a
eiztf(z)dz
]
. (10.3)
By substituting (10.3) in (10.2), we have φE+Z(t) = φξ(t). Since characteristic function uniquely identifies
the probability distribution, it follows that (4.3) holds.
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To prove the converse, notice that when E and Z are independent, φZ(t) =
(λ−it)
λ φξ(t). When
φξ is absolutely integrable, from inversion formula (e.g, Theorem 12.3 in Chapter II of [25]), f(x) =
1
2pi
∫∞
−∞ e
−ixtφξ(t)dt and
P (Z ≤ x)− P (Z ≤ y) = lim
c→∞
1
2pi
∫ c
−c
e−ity − e−itx
it
φZ(t)dt
for every x and y (x > y) at which P (Z ≤ ·) is continuous. Then
P (Z ≤ x)− P (Z ≤ y) = F (x)− F (y)− lim
c→∞
1
2piλ
∫ c
−c
(
e−ity − e−itx)φξ(t)dt
= F (x)− F (y)− (f(y)− f(x))
λ
Let y → −∞ on both sides then it is clear that the probability distribution of Z should be of the
form (4.2). However, under continuity of f ′, it is easy to observe that Gfλ is a valid distribution only if
λ ≥ λf .
Proof of Lemma 6.1. From Assumption (A6), it follows that for any given δ > 0 there exist t0 > 1 and
s0 >
δ
t0
such that Ey [‖Y (t0‖y‖)‖p] ≤ 12‖y‖p for all y with ‖y‖ > s0. That means, for every y ∈ Y and
for any fixed s ≥ s0,
Ey [‖Y (t0‖y‖)‖pI(y /∈ Cs)] ≤ 1
2
‖y‖p. (10.4)
Let t(y) :=
{
δ + 1 if y ∈ Cs,
t0‖y‖ if y /∈ Cs and define the sequence of stopping times as follows: ζ0 = 0 and
ζi+1 = ζi + θζi ◦ t (Y (ζi)) for every i ≥ 0. Let Yˆi = Y (ζi), i ≥ 0 and Nˆ = inf
{
i ≥ 0 : Yˆi ∈ Cs
}
.
Then {Yˆi}i≥0 is a Markov chain with transition probability kernel defined by Pˆ (y,A) := Py(Y (t(y)) ∈
A) and Nˆ is the first hitting time on set Cs along the Markov chain Yˆ . Let Fˆn := σ(Yˆ0, Yˆ1, · · · , Yˆn),
n = 0, 1, . . . be the natural filtration generated by Yˆ . Then (10.4) can be expressed as
Ey
[
‖Yˆ1‖pI(y /∈ Cs)
]
≤ 1
2
‖y‖p, for all y ∈ Y (10.5)
Since τCs(δ) ≤ ζNˆ , it is enough to show that Ey(ζpNˆ ) <∞. Notice that,
ζNˆ =
Nˆ−1∑
i=0
t(Yˆi) = t0‖Yˆ0‖I(Y (0) /∈ Cs) + (δ + 1)I(Y (0) ∈ Cs) +
∞∑
i=1
t0‖Yˆi‖I(i ≤ Nˆ − 1),
and
Ey
[
‖Yˆi‖pI(i ≤ Nˆ − 1)
]
≤ Ey
[
‖Yˆi‖pI(i ≤ Nˆ)
]
= Ey
[
‖Yˆi‖pI(min(‖Yˆ1‖, · · · , ‖Yˆi−1‖) > s)
]
= Ey
[
I(min(‖Yˆ1‖, · · · , ‖Yˆi−2‖) > s)Ey
[
‖Yˆi‖pI(‖Yˆi−1‖ /∈ Cs)|Fˆi−1
]]
.
Under strong Markov property of Y and (10.5), we have
Ey
[
‖Yˆi‖pI(‖Yˆi−1‖ /∈ Cs)|Fˆi−1
]
≤ 1
2
‖Yˆi−1‖p and
Ey
[
‖Yˆi‖pI(i ≤ Nˆ − 1)
]
≤ 1
2
Ey
[
‖Yˆi−1‖pI(min(‖Yˆ1‖, · · · , ‖Yˆi−2‖) > s)
]
.
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Now using recursion, we have Ey
[
‖Yˆi‖pI(i ≤ Nˆ − 1)
]
≤ 12i ‖y‖p <∞, ∀ i = 1, 2, . . . Recursive applica-
tion of Minkowski’s inequality imply that for every y ∈ Y(
Ey
[
ζp
Nˆ
]) 1
p ≤ max(δ + 1, t0‖y‖) + t0
∞∑
i=1
(
Ey
[
‖Yˆi‖I(i ≤ Nˆ − 1)
]p) 1p
≤ max(δ + 1, t0‖y‖) + t0
∞∑
i=1
1(
2
1
p
)i ‖y‖
≤ δ + 1 + t0
(
1− 1
2
1
p
)−1
‖y‖.
Hence
Ey
[
ζp
Nˆ
]
≤ 2p−1
(
(δ + 1)p +
[
t0
(
1− 1
2
1
p
)−1
‖y‖
]p)
= c1 + c2‖y‖p,
where c1 = 2
p−1(δ + 1)p and c2 = 2p−1
[
t0
(
1− 1
2
1
p
)−1]p
. Therefore, for any bounded set A we have
supy∈A Ey [τCs(δ)p] <∞.
Proof of Lemma 6.2. From Lemma 6.1, Ey [τCs(δ)p] ≤ c1 + c2‖y‖p for some constants c1 and c2. Now
define ζ0 := 0 and ζi+1 := ζi + θζi ◦ τCs(δ), i ≥ 0. Let Nˆ = min
{
i ≥ 1 :
(
θζi ◦ Γ˜
)
≤ δ
}
, then it is clear
that
Γ˜ ≤ ζNˆ + δ
= ζNˆ−1 + θζNˆ−1 ◦ τCs(δ) + δ
=
Nˆ−1∑
i=0
θζi ◦ τCs(δ) + δ
=
∞∑
i=0
(θζi ◦ τCs(δ)) I
(
i < Nˆ
)
+ δ.
Using Minkowski’s inequality, for any y ∈ Y,(
Ey
[
Γ˜p
]) 1
p ≤ (Ey [τCs(δ)p])
1
p +
∞∑
i=1
(
Ey
[
(θζi ◦ τCs(δ))p I
(
i < Nˆ
)]) 1
p
+ δ. (10.6)
Now consider
Ey
[
(θζi ◦ τCs(δ))p I
(
i < Nˆ
)]
≤ Ey
[
(θζi ◦ τCs(δ))p I
(
i ≤ Nˆ
)]
= Ey
[
I
(
i ≤ Nˆ
)
Ey [(θζi ◦ τCs(δ))p |Fζi ]
]
= Ey
[
I
(
i ≤ Nˆ
)
EY (ζi) [(τCs(δ))
p]
]
≤MPy
(
i ≤ Nˆ
)
, (10.7)
where M = supy∈Cs Ey [(τCs(δ))
p], which is finite from Lemma 6.1.
Since I
(
i ≤ Nˆ
)
= I
((
θζj ◦ Γ˜
)
> δ, ∀j = 1, . . . , i− 1
)
and Y (ζi) ∈ Cs, i ≥ 1, we have
Py
(
i ≤ Nˆ
)
= Ey
[
Ey
[
I
(
i− 1 < Nˆ
)
|Fζi−1
]]
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= Ey
[
I
(
i− 2 < Nˆ
)
PY (ζi−1)
(
Γ˜ > δ
)]
≤ (1− )Py
(
i− 2 < Nˆ
)
,
where  := inf
y∈Cs
Py(Γ˜ ≤ δ) > 0. Using recursion,
Py
(
i ≤ Nˆ
)
≤ (1− )i−1. (10.8)
Hence from (10.6), (10.7) and Lemma 6.1,(
Ey
[
Γ˜p
]) 1
p ≤ (c1 + c2‖y‖p) 1p +M 1p
∞∑
i=1
(
(1− ) 1p
)i−1
+ δ = (c1 + c2‖y‖p) 1p + c,
where c = M
1
p 1
1−(1−)
1
p
+ δ. Thus Ey
[
Γ˜p
]
≤ 2p−1 (c1 + c2‖y‖p + cp). We can finish the proof by taking
c3 = 2
p−1(c1 + cp) and c4 = 2p−1c2.
Proof of Lemma 6.3. From Lemma 6.2, now it is sufficient to show that inf
y∈Cs
Py(ΓD + U1(ΓD) ≤ δ) > 0
for some δ > 0 and s > s0. This can be proved by finding times 0 < t1 < t2 <∞ such that, with positive
probability, by time t1 exactly one customer per each Class k ∈ {2, . . . , L} arrives into the network and
by time t2 system can hit the set D.
Fix any s ≥ s0 and choose t1 = s then by time t1 each Class k ∈ {2, . . . , L} can enter into exponential
phase immediately after the first arrival with probability q¯k for any initial state Y (0) ∈ Cs.
Since the network is open (in fact (I − P ′)−1 exists), there is a positive probability of any customer
leaving the network by making at most K distinct transitions, where the transition refers to customers’
class change upon completion of their service. Under (A5), there exists x′ > 0 such that P (ξ1,1 ≥
x and
∑K
l=1 ηl,1 ≤ x−x′) > 0. That is, the system can become empty, with a positive probability, within
a finite time, call it t′, when there are no more arrivals from any Class k ∈ {2, . . . , L}. We can choose
t2 > t
′ such that there is an arrival of Class 1 into empty system within t2 when all the other non-null
exogenous classes are in exponential phase.
By letting δ = max{t2, 1}, we can conclude that infy∈Cs Py(ΓD + U1(ΓD) ≤ δ) > 0.
Proof of Proposition 6.2. Recall the sequence of stopping times defined in Lemma 6.2, that is, ζ0 = 0
and ζi+1 = ζi + θζi ◦ τCs(δ), i ∈ Z+. Let Nˆ = min {i ≥ 1 : (θζi ◦ (ΓD + U1(ΓD))) ≤ δ}, then it is clear
that T1 = ΓD + U1(ΓD) ≤ ζNˆ+1 and, since h is a positive function,∫ T1
0
h (Y (t)) dt ≤
Nˆ∑
i=0
∫ ζi+1
ζi
h (Y (t)) dt.
Using Minkowski’s inequality,(
Eϕ
[(∫ T1
0
h (Y (t)) dt
)r]) 1r
≤
∞∑
i=0
(
Eϕ
[(∫ ζi+1
ζi
h (Y (t)) dt
)r
I
(
i ≤ Nˆ
)]) 1r
=
(
Eϕ
[(∫ ζ1
0
h (Y (t)) dt
)r]) 1r
+
∞∑
i=1
(
Eϕ
[(∫ ζi+1
ζi
h (Y (t)) dt
)r
I
(
i ≤ Nˆ
)]) 1r
.
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Observe that
Eϕ
[(∫ ζ1
0
h (Y (t)) dt
)r]
= Eϕ
[(∫ τCs (δ)
0
h (Y (t)) dt
)r]
= E [Jr,s (Y (0))] <∞.
Now consider,
Eϕ
[(∫ ζi+1
ζi
h (Y (t)) dt
)r
I
(
i ≤ Nˆ
)]
≤ Eϕ
[
I
(
i ≤ Nˆ
)
Eϕ
[(∫ ζi+1
ζi
h (Y (t)) dt
)r∣∣∣∣∣Fζi
]]
= Eϕ
[
I
(
i ≤ Nˆ
)
EY (ζi)
[(∫ τCs (δ)
0
h (Y (t)) dt
)r]]
= Eϕ
[
I
(
i ≤ Nˆ
)
Jr,s (Y (ζi))
]
.
Since Y (Y (ζi)) ∈ Cs, i ≥ 1,
Eϕ
[(∫ ζi+1
ζi
h (Y (t)) dt
)r
I
(
i ≤ Nˆ
)]
≤MPϕ
(
i ≤ Nˆ
)
,
where M = supy∈Cs Jr,s(y) and it is finite from the given hypothesis.
If we replace Γ˜ with ΓD +U1(ΓD) in Lemma 6.2 then from (10.8), we have Pϕ
(
i ≤ Nˆ
)
≤ (1− )i−1,
where  := inf
y∈Cs
Py(ΓD + U1(ΓD) ≤ δ) and it is positive from Lemma 6.3. Hence
(
Eϕ
[(∫ T1
0
h (Y (t)) dt
)r]) 1r
≤ (E [Jr,s (Y (0))])
1
r +M
1
r
∞∑
i=1
(
(1− ) 1r
)i−1
<∞.
This establishes Eϕ [Rr1] <∞.
Proof of Proposition 7.1. Let Wi = Ri − rτi, where r¯ = Eϕ[R1]Eϕ[τ1] . From Wald’s identity, Eϕ
[
W˜ 2ν1
]
=
Eϕ (ν1)Eϕ
[
W 21
]
and Eϕ [S1] = Eϕ (ν1)Eϕ [τ1], where W˜n =
∑n
i=0Wi, n ≥ 0 with W0 = 0. Hence,
σ2 =
Eϕ[W 21 ]
Eϕ[τ1] =
Eϕ[W˜ 2ν1 ]
Eϕ[S1] . From Theorem 3.2, the AVSDEs with respect to the regenerative structures
{Tn : n ≥ 0} and {Sn : n ≥ 0} areKT22 = 14σ2
Eϕ
[
(W 21−σ2τ1−bTW1)
2
]
Eϕ(τ1) andKS22 = 14σ2
Eϕ
[
(W˜ 2ν1−σ
2S1−bSW˜ν1)
2
]
Eϕ(S1) ,
respectively, where bT = 2
Eϕ[W1τ1]
Eϕ[τ1] and bS = 2
Eϕ[W˜ν1S1]
Eϕ[S1] .
It is now enough to prove that
Eϕ
[(
W˜ 2ν1 − σ2S1 − bSW˜ν1
)2]
≥ Eϕ(ν1)Eϕ
[(
W 21 − σ2τ1 − bTW1
)2]
.
Let ν = ν1 and Mn = W˜
2
n − σ2Tn − bSW˜n. Then clearly, {Mn : n ≥ 0} is a martingale with respect
to G, and Eϕ
[
M2n
]
< ∞, n ≥ 0 Then using the fact ν is a stopping time with respect to G, we have
Eϕ
[
M2ν
]
= Eϕ
[∑ν
n=1 (Mn −Mn−1)2
]
. Furthermore,
Eϕ
[
W˜νS1
]
= Eϕ
 ν∑
i=0
Wi
ν∑
j=0
τj

= Eϕ
[
ν∑
i=0
Wiτi
]
+ Eϕ
 ∑
0≤i<j≤ν
Wiτj
+ Eϕ
 ∑
0≤j<i≤ν
Wiτj

21
= Eϕ (ν)Eϕ [W1τ1] + Eϕ [τ1]Eϕ
 ν∑
j=1
j−1∑
i=0
Wi
+ Eϕ [W1]Eϕ
 ν∑
i=1
i−1∑
j=0
τj

= Eϕ (ν)Eϕ [W1τ1] + Eϕ [τ1]Eϕ
 ν∑
j=1
W˜j−1
 .
Then it is clear that bS = bT + 2
C
Eϕ(ν) , where C = Eϕ
[
ν∑
n=1
W˜n−1
]
. Now we can write
Mn = Mn−1 +
(
W 2n − σ2τn − bTWn
)
+ 2Wn
(
W˜n−1 − CEϕ (ν)
)
and
(Mn −Mn−1)2 =
(
W 2n − σ2τn − bTWn
)2
+ 4W 2n
(
W˜n−1 − CEϕ (ν)
)2
+ 4
(
W 3n − σ2τnWn − bTW 2n
)(
W˜n−1 − CEϕ (ν)
)
.
Then we have
Eϕ
[
M2ν
]
= Eϕ
[
ν∑
n=1
(Mn −Mn−1)2
]
=
∞∑
n=1
Eϕ
[
(Mn −Mn−1)2 I(ν ≥ n)
]
= Eϕ
[(
W 21 − σ2τ1 − bTW1
)2]Eϕ(ν)
+ 4Eϕ
(
W 21
){
Eϕ
[
ν∑
n=1
W˜ 2n−1
]
+
C2
(Eϕ(ν))2
Eϕ(ν)
− 2 C
Eϕ(ν)
Eϕ
[
ν∑
n=1
W˜n−1
]}
+ 4Eϕ
[
W 31 − σ2τ1W1 − bTW 21
](
Eϕ
[
ν∑
n=1
W˜n−1
]
− C
)
.
Cancellation of some terms will result in
Eϕ
[
M2ν
]
= Eϕ
[(
W 21 − σ2τ1 − bTW1
)2]Eϕ(ν) + 4Eϕ (W 21 )
(
Eϕ
[
ν∑
n=1
W˜ 2n−1
]
− C
2
Eϕ(ν)
)
.
To prove the proposition, now it is enough to show that Eϕ
[
ν∑
n=1
W˜ 2n−1
]
≥ C
2
Eϕ(ν)
. From Cauchy-Schwarz
inequality, Eϕ
[
W˜ 2n−1I(ν ≥ n)
]
Pϕ(ν ≥ n) ≥
(
Eϕ
[
W˜n−1I(ν ≥ n)
])2
. Hence,
Eϕ
[
ν∑
n=1
W˜ 2n−1
]
=
∞∑
n=1
Eϕ
[
W˜ 2n−1I(ν ≥ n)
]
≥
∞∑
n=1
(
Eϕ
[
W˜n−1I(ν ≥ n)
])2
Pϕ(ν ≥ n)
= Eϕ(ν)
∞∑
n=1

Eϕ
[
W˜n−1I(ν ≥ n)
]
Pϕ(ν ≥ n)
2 Pϕ(ν ≥ n)
Eϕ(ν)

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≥ Eϕ(ν)
 ∞∑
n=1
Eϕ
[
W˜n−1I(ν ≥ n)
]
Eϕ(ν)
2 ,
where the last inequality follows from Jensen’s inequality because qn :=
Pϕ(ν≥n)
Eϕ(ν) , n ≥ 0 is a probability
distribution on non-negative integers. Since Rn ≥ 0, n ≥ 0, it is easy to observe that
∞∑
n=1
Eϕ
[
W˜n−1I(ν ≥ n)
]
= C.
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