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Abstract
A sofic approximation to a countable group is a sequence of partial actions on
finite sets that asymptotically approximates the action of the group on itself by left-
translations. A group is sofic if it admits a sofic approximation. Sofic entropy theory
is a generalization of classical entropy theory in dynamics to actions by sofic groups.
However, the sofic entropy of an action may depend on a choice of sofic approximation.
All previously known examples showing this dependence rely on degenerate behavior.
This paper exhibits an explicit example of a mixing subshift of finite type with two dif-
ferent positive sofic entropies. The example is inspired by statistical physics literature
on 2-colorings of random hyper-graphs.
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1 Introduction
The topological entropy of a homeomorphism T : X → X of a compact Hausdorff space X
was introduced in [AKM65]. It was generalized to actions of amenable groups via Følner
sequences in the 1970s [MO85] and to certain non-amenable groups via sofic approximations
more recently [KL11]. It plays a major role in the classification and structure theory of
topological dynamical systems.
To explain further, suppose Γ is a countable group and σ : Γ→ Sym(V ) is a map where
V is a finite set and Sym(V ) is the group of permutations of V . It is not required that σ is
a homomorphism. Let D ⋐ Γ be finite and δ > 0. Then σ is called
• (D, δ)-multiplicative if
#{v ∈ V : σi(gh)v = σi(g)σi(h)v ∀g, h ∈ D} > (1− δ)|V |,
• (D, δ)-trace preserving if
#{v ∈ V : σi(f)v 6= v ∀f ∈ D \ {1Γ}} > (1− δ)|V |,
• (D, δ)-sofic if it is both (D, δ)-multiplicative and (D, δ)-trace preserving.
A sofic approximation to Γ consists of a sequence Σ = {σi}i∈N of maps σi : Γ→ Sym(Vi)
such that for all finite D ⊂ Γ, δ > 0 and all but finitely many i, σi is (D, δ)-sofic. A group
is sofic it admits a sofic approximation.
If Γ acts by homeomorphisms on a compact Hausdorff space X and a sofic approximation
Σ to Γ is given then the Σ-entropy of the action is a topological conjugacy invariant, denoted
by hΣ(ΓyX) ∈ {−∞} ∪ [0,∞]. It is also called sofic entropy if Σ is understood. It was
first defined in [KL11] where the authors obtain a variational principle connecting it with
the previously introduced notion of sofic measure entropy [Bow10]. It is monotone under
embeddings and additive under direct products but not monotone under factor maps. See
[Bow17] for a survey.
A curious feature of this new entropy is that it may depend on the choice of sofic ap-
proximation. This is not always the case; for example, if Γ is amenable then sofic entropy
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and classical entropy always agree. However, there are examples of actions ΓyX by non-
amenable groups Γ with sofic approximations Σ1,Σ2 satisfying
hΣ1(ΓyX) = −∞ < hΣ2(ΓyX).
See [Bow17]. The case hΣ1(ΓyX) = −∞ is considered degenerate: it implies that there
are no good models for the action with respect to the given sofic approximation. Until this
paper, it was an open problem whether a mixing action could have two different non-negative
values of sofic entropy. Our main result is:
Theorem 1.1. There exists a countable group Γ, a mixing action ΓyX by homeomorphisms
on a compact metrizable space X and two sofic approximations Σ1,Σ2 to Γ such that
0 < hΣ1(ΓyX) < hΣ2(ΓyX) <∞.
Remark 1. The range of sofic entropies for an action ΓyX is the set of all non-negative
numbers of the form hΣ(ΓyX) as Σ varies over all sofic approximations to Γ. By taking
disjoint unions of copies of sofic approximations, it is possible to show the range of sofic
entropies is an interval (which may be empty or a singleton). So for the example of Theorem
1.1, the range of sofic entropies is uncountable.
Remark 2. It remains an open problem whether there is a measure-preserving action Γy(X, µ)
with two different non-negative sofic entropies. Theorem 1.1 does not settle this problem
because it is entirely possible that any invariant measure µ on X with hΣ2(Γy(X, µ)) >
hΣ1(ΓyX) satisfies hΣ1(Γy(X, µ)) = −∞.
1.1 Random sofic approximations
We do not know of any explicit sofic approximations to Γ which are amenable to analysis.
Instead, we study random sofic approximations. For the purposes of this paper, these are
sequences {Pn}n of probability measures Pn on spaces of homomorphisms Hom(Γ, Sym(Vn))
such that, for any finite D ⊂ Γ and δ > 0 there is an ǫ > 0 such that
Pn(σ is (D, δ)-sofic) > 1− n−ǫn
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for all sufficiently large n. Because n−ǫn decays super-exponentially, if Ωn ⊂ Hom(Γ, Sym(n))
is any sequence with an exponential lower bound of the form Pn(Ωn) > e
−c|Vn| (for some
constant c > 0) then there exists a sofic approximation Σ = {σn} with σn ∈ Ωn for all n.
It is this non-constructive existence result that enables us to use random sofic approxi-
mations to prove Theorem 1.1.
1.2 Proper colorings of random hyper-graphs from a statistical
physics viewpoint
The idea for main construction comes from studies of proper colorings of random hyper-
graphs. Although these studies have very different motivations than those that inspired this
paper, the examples that they provide are roughly the same as the examples used to prove
Theorem 1.1. The relevant literature and an outline is presented next.
A hyper-graph is a pair G = (V,E) where E is a collection of subsets of V . Elements of
E are called hyper-edges but we will call them edges for brevity’s sake. G is k-uniform
if every edge e ∈ E has cardinality k.
A 2-coloring of G is a map χ : V → {0, 1}. An edge e ∈ E is monochromatic for χ if
|χ(e)| = 1. A coloring is proper if it has no monochromatic edges.
Let Hk(n,m) denote a hyper-graph chosen uniformly among all
((nk)
m
)
k-uniform hyper-
graphs with n vertices and m edges. We will consider the number of proper 2-colorings of
Hk(n,m) when k is large but fixed, and the ratio of edges to vertices r := m/n is bounded
above and below by constants.
This random hyper-graph model was studied in [AM06, COZ11, COZ12]. These works are
motivated by the satisfiability conjecture. To explain, the lower satisfiability threshold
r−sat = r
−
sat(k) is the supremum over all r such that
lim
n→∞
Pr[Hk(n, ⌈rn⌉) is properly 2-colorable] = 1.
The upper satisfiability threshold r+sat = r
+
sat(k) is the infimum over all r such that
lim
n→∞
Pr[Hk(n, ⌈rn⌉) is properly 2-colorable] = 0.
The satisfiability conjecture posits that r−sat = r
+
sat. It is still open.
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Bounds on these thresholds were first obtained in [AM06] as follows. Let Z(G) be the
number of proper 2-colorings of a hyper-graph G. A first moment computation shows that
fk(r) = lim
n→∞
n−1 logE[Z(Hk(n, ⌈rn⌉))]
where fk(r) := log(2) + r log(1 − 21−k). Let rfirst = rfirst(k) be such that fk(rfirst) = 0. If
r > rfirst then fk(r) < 0. Therefore r
+
sat ≤ rfirst.
Let rsecond be the supremum over numbers r ≥ 0 such that the second moment E[Z(Hk(n, ⌈rn⌉))2]
is equal to E[Z(Hk(n, ⌈rn⌉))]2 up to sub-exponential factors. The Paley-Zygmund inequality
gives the bound rsecond ≤ r−sat.
In [AM06], it is shown that
rfirst =
log(2)
2
2k − log(2)
2
+O(2−k),
rsecond =
log(2)
2
2k − log(2) + 1
2
+O(2−k).
So there is a constant-sized gap between the two thresholds.
A more detailed view of the second moment is illuminating. But before explaining, we
need some terminology. A coloring χ of [n] is equitable if |χ−1(0)| = |χ−1(1)|. We will
assume from now on that n is even so that equitable colorings of [n] exist. Let Ze(G) be
the number of equitable proper colorings of a hyper-graph G. A computation shows that
E[Z(Hk(n, ⌈rn⌉))] equals E[Ze(Hk(n, ⌈rn⌉))] up to sub-exponential factors. This enables us
to work with equitable proper colorings in place of all proper colorings. This reduces the
computations because there is only one equitable coloring up to the action of the symmetric
group Sym(n).
A computation shows that the second moment factorizes as
E[Ze(Hk(n,m))
2] = E[Ze(Hk(n,m))]E[Ze(Hk(n,m))|χ is proper]
where χ : [n]→ {0, 1} is any equitable 2-coloring. Let Hχk (n,m) be the random hyper-graph
chosen by conditioning Hk(n,m) on the event that χ is a proper 2-coloring. This is called
the planted model and χ is the planted coloring. So computing the second moment of
Ze(Hk(n,m)) reduces to computing the first moment of Ze(H
χ
k (n,m)).
The normalized Hamming distance between colorings χ, χ′ : [n]→ {0, 1} is
dn(χ, χ
′) = n−1#{v ∈ [n] : χ(v) 6= χ′(v)}.
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Let Zχ(δ) be the number of equitable proper colorings χ′ with dn(χ, χ
′) = δ. Then
Ze(H
χ
k (n,m)) =
∑
δ
Zχ(δ).
In [AM06], it is shown that E[Zχ(δ)|χ is proper] is equal to exp(nψ(δ)) (up to sub-exponential
factors) where ψ is an explicit function.
Note that ψ(δ) = ψ(1− δ) (since if χ′ is a proper equitable coloring then so is 1−χ′ and
dn(χ, 1−χ′) = 1− dn(χ, χ′)). A computation shows ψ(1/2) = fk(r). If r < rsecond then ψ(δ)
is uniquely maximized at δ = 1/2. However, if r > rsecond then the maximum of ψ is attained
in the interval δ ∈ [0, 2−k/2]. In fact, ψ(δ) is negative for δ ∈ [2−k/2, 1/2−2−k/2]. So with high
probability, there are no proper equitable colorings χ′ with dn(χ, χ
′) ∈ [2−k/2, 1/2 − 2−k/2].
This motivates defining the local cluster, denoted C(χ), to be the set of all proper equitable
2-colorings χ′ with dn(χ, χ
′) ≤ 2−k/2.
The papers [COZ11, COZ12] obtain a stronger lower bound on the lower satisfiability
threshold using an argument they call the enhanced second moment method. To explain, we
need some terminology. We say a proper equitable coloring χ is good if the size of the local
cluster |C(χ)| is bounded by E[Ze(Hk(n,m))]. One of the main results of [COZ11, COZ12]
is that Pr[χ is good|χ is proper] tends to 1 as n → ∞ with m = rn + O(1) and r <
rsecond +
1−log(2)
2
+ ok(1). An application of the Paley-Zygmund inequality to the number of
good colorings yields the improved lower bound
rsecond +
1− log(2)
2
+ ok(1) ≤ r−sat.
The argument showing Pr[χ is good|χ is proper] → 1 is combinatorial. It is shown that
(with high probability) there is a set R ⊂ [n] with cardinality |R| ≈ (1 − 2−k)n which is
rigid in the following sense: if χ′ : [n]→ {0, 1} is any proper equitable 2-coloring then either:
the restriction of χ′ to R is the same as the restriction of χ to R or dn(χ
′, χ) is at least
cn/kt for some constants c, t > 0. This rigid set is constructed explicitly in terms of local
combinatorial data of the coloring χ on Hχk (n,m).
In summary, these papers study two random models Hk(n,m) and H
χ
k (n,m). When
r = m/n is in the interval (rsecond, rsecond +
1−log(2)
2
), the typical number of proper colorings
of Hk(n,m) grows exponentially in n but is smaller (by an exponential factor) than the
expected number of proper colorings of Hχk (n,m). It is these facts that we will generalize,
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by replacing Hk(n,m), H
χ(n,m) with random sofic approximations to a group Γ so that the
exponential growth rate of the number of proper colorings roughly corresponds with sofic
entropy.
Although the models that we study in this paper are similar to the models in [AM06,
COZ11, COZ12], they are different enough that we develop all results from scratch. More-
over, although the strategies we employ are roughly same, the proof details differ substan-
tially. The reader need not be familiar with these papers to read this paper.
1.3 The action
In the rest of this introduction, we introduce the action ΓyX in Theorem 1.1 and outline
the first steps of its proof. So fix positive integers k, d. Let
Γ = 〈s1, . . . , sd : sk1 = sk2 = · · · = skd = 1〉
be the free product of d copies of Z/kZ.
The Cayley hyper-tree of Γ, denoted G = (V,E), has vertex set V = Γ. The edges
are the left-cosets of the generator subgroups. That is, each edge e ∈ E has the form
e = {gsji : 0 ≤ j ≤ k − 1} for some g ∈ Γ and 1 ≤ i ≤ d.
Remark 3. It can be shown by considering each element of Γ as a reduced word in the
generators s1, ..., sd that G is a hyper-tree in the sense that there exists a unique “hyper-
path” between any two vertices. More precisely, for any v, w ∈ V , there exists a unique
sequence of edges e1, .., ek such that v ∈ e1, w ∈ ek, and |ei ∩ ei+1| = 1.
The group Γ acts on {0, 1}Γ by (gx)f = xg−1f for g, f ∈ Γ, x ∈ {0, 1}Γ. Let X ⊂ {0, 1}Γ
be the subset of proper 2-colorings. It is a closed Γ-invariant subspace. Furthermore, ΓyX
is topologically mixing:
Claim 1. For any nonempty open sets A, B in X, there exists N such that for any g with
|g| > N , gA ∩B 6= ∅
Proof. It suffices to show the claim for A,B being cylinder sets. We make a further sim-
plification by assuming A, B are cylinder sets on a union of hyperedges. Informally, by
shifting the “coordinates” on which A depends so that they are far enough separated from
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the coordinates on which B depends, we can always fill in the rest of the graph to get a
proper coloring.
More precisely, suppose A = {x ∈ X : x ↾ FA = χA} for some finite FA ⊂ E, let
FA = ∪e∈FAe and χA : FA → {0, 1} and similarly B = {x ∈ X : x ↾ FB = χB}. χA and χB
must be bichromatic each edge in their respective domains since A and B are nonempty.
Let N = max{|h| : h ∈ FA} + max{|h| : h ∈ FB} + k. Then it can be shown for any g
with |g| > N , that g−1FA ∩ FB = ∅. It follows from our earlier remark that there exists a
unique nonempty hyper-path connecting g−1FA to FB. Thus for example one can recursively
fill in a coloring on the rest of Γ by levels of hyperedges - first the hyperedges adjacent to
g−1FA and FB, then the next layer of adjacent hyperedges, and so on. At each step, most
hyperedges only have one vertex whose color is determined, so it is always possible to color
another vertex of an edge to make it bichromatic. Only along the hyper-path connecting
g−1FA to FB at some step there will be a hyperedge with two vertices whose colors are
already determined, but since k is large there is still another vertex to color to make the
edge bichromatic.
We will show that for certain values of k, d, the action ΓyX satisfies the conclusion of
Theorem 1.1.
1.4 Sofic entropy of the shift action on proper colorings
Given a homomorphism σ : Γ→ Sym(V ), let Gσ = (V,Eσ) be the hyper-graph with vertices
V and edges equal to the orbits of the generator subgroups. That is, a subset e ⊂ V is an
edge if and only if e = {σ(sji )v}k−1j=0 for some 1 ≤ i ≤ d and v ∈ V .
A hyper-graph is k-uniform if every edge has cardinality k. We will say that a homo-
morphism σ : Γ → Sym(V ) is uniform if Gσ is k-uniform. Equivalently, this occurs if for
all 1 ≤ i ≤ d, σ(si) decomposes into a disjoint union of k-cycles.
A 2-coloring χ : V → {0, 1} of a hyper-graph G is ǫ-proper if the number of monochro-
matic edges is ≤ ǫ|V |. Using the formulation of sofic entropy in [Bow17] (which was inspired
by [Aus16]), we show in §2 that if Σ = {σn}n≥1 is a sofic approximation to Γ by uniform
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homomorphisms then the Σ-entropy of ΓyX is:
hΣ(ΓyX) := inf
ǫ>0
lim sup
i→∞
|Vi|−1 log#{ǫ-proper 2-colorings of Gσi}.
1.5 Random hyper-graph models
Definition 1. Let Homunif(Γ, Sym(n)) denote the set of all uniform homomorphisms from
Γ to Sym(n). Let Pun be the uniform probability measure on Homunif(Γ, Sym(n)) and let E
u
n
be its expectation operator. The measure Pun is called the uniform model. We will always
assume n ∈ kZ so that Homunif(Γ, Sym(n)) is non-empty. In §3 we show that {Pun}n≥1 is a
random sofic approximation. We will use the uniform model to obtain the sofic approximation
Σ1 which appears in Theorem 1.1.
If V is a finite set, then a 2-coloring χ : V → {0, 1} is equitable if |χ−1(0)| = |χ−1(1)|.
We will assume from now on that n is even so that equitable colorings of [n] exist.
Definition 2. Fix an equitable coloring χ : [n]→ {0, 1}. Let Homχ(Γ, Sym(n)) be the set of
all uniform homomorphisms σ : Γ→ Sym(n) such that χ is proper as a coloring on Gσ. Let
P
χ
n be the uniform probability measure on Homχ(Γ, Sym(n)) and let E
χ
n be its expectation
operator. The measure Pχn is called the planted model and χ is the planted coloring.
When χ is understood, we will write Ppn and E
p
n instead of P
χ
n and E
χ
n. In §3 we show that
{Ppn}n≥1 is a random sofic approximation. We will use the planted model to obtain the sofic
approximation Σ2 which appears in Theorem 1.1.
Remark 4. If χ and χ′ are both equitable 2-colorings then there are natural bijections from
Homχ(Γ, Sym(n)) to Homχ′(Γ, Sym(n)) as follows. Given a permutation π ∈ Sym(n) and
σ : Γ → Sym(n), define σπ : Γ → Sym(n) by σπ(g) = πσ(g)π−1. Because χ and χ′
are equitable, there exists π ∈ Sym(n) such that χ = χ′ ◦ π. The map σ 7→ σπ defines
a bijection from Homχ(Γ, Sym(n)) to Homχ′(Γ, Sym(n)). Moreover π defines an hyper-
graph-isomorphism from Gσ to Gσpi . Therefore, any random variable on Hom(Γ, Sym(n))
that depends only on the hyper-graph Gσ up to hyper-graph-isomorphism has the same
distribution under Pχn as under P
χ′
n . This justifies calling P
χ
n the planted model.
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1.6 The strategy and a key lemma
The idea behind the proof of Theorem 1.1 is to show that for some choices of (k, d), the
uniform model admits an exponential number of proper 2-colorings, but it has exponentially
fewer proper 2-colorings than the expected number of proper colorings of the planted model
(with probability that decays at most sub-exponentially in n).
To make this strategy more precise, we introduce the following notation. Let Z(ǫ; σ)
denote the number of ǫ-proper 2-colorings of Gσ. A coloring is σ-proper if it is (0, σ)-
proper. Let Z(σ) = Z(0; σ) be the number of σ-proper 2-colorings.
In §3, the proof of Theorem 1.1 is reduced to the Key Lemma:
Lemma 1.2 (Key Lemma). Let f(d, k) := log(2) + d
k
log(1− 21−k). Also let r = d/k. Then
f(d, k) = lim
n→∞
n−1 logEun[Z(σ)] = inf
ǫ>0
lim sup
n→∞
n−1 logEun[Z(ǫ; σ)]. (1)
Moreover, for any
0 < η0 < η1 < (1− log 2)/2
there exists k0 (depending on η0, η1) such that for all k ≥ k0 if
r = d/k =
log(2)
2
· 2k − (1 + log(2))/2 + η
for some η ∈ [η0, η1] then
f(d, k) < lim inf
n→∞
n−1 logEpn[Z(σ)]. (2)
Also,
0 = inf
ǫ>0
lim inf
n→∞
n−1 log
(
P
u
n
(∣∣n−1 logZ(σ)− f(d, k)∣∣ < ǫ)) . (3)
In all cases above, the limits are over n ∈ 2Z ∩ kZ.
Equations (1) and (2) are proven in §4 and §5 using first and second moment arguments
respectively. This part of the paper is similar to the arguments used in [AM06].
Given σ : Γ → Sym(n) and χ : [n] → {0, 1}, let Cσ(χ) be the set of all proper equitable
colorings χ′ : [n]→ {0, 1} with dn(χ, χ′) ≤ 2−k/2. In section §5.2, second moment arguments
are used to reduce equation (3) to the following:
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Proposition 5.9. Let 0 < η0 < (1 − log 2)/2. Then for all sufficiently large k (depending
on η0), if
r := d/k =
log(2)
2
· 2k − (1 + log(2))/2 + η
for some η with η0 ≤ η < (1 − log 2)/2 then with high probability in the planted model,
|Cσ(χ)| ≤ Eun(Ze). In symbols,
lim
n→∞
P
χ
n
(|Cσ(χ)| ≤ Eun(Ze)) = 1.
In §6, Proposition 5.9 is reduced as follows. First, certain subsets of vertices are defined
through local combinatorial constraints. There are two main lemmas concerning these sub-
sets; one of which bounds their density and the other proves they are ‘rigid’. Proposition
5.9 is proven in §6 assuming these lemmas.
The density lemma is proven in §7 using a natural Markov model on the space of proper
colorings that is the local-on-average limit of the planted model. Rigidity is proven in §8
using an expansitivity argument similar to the way random regular graphs are proven to be
good expanders. This completes the last step of the proof of Theorem 1.1.
Acknowledgements. L.B. would like to thank Tim Austin and Allan Sly for helpful
conversations.
2 Topological sofic entropy
This section defines topological sofic entropy for subshifts using the formulation from [Aus16].
The main result is:
Lemma 2.1. For any sofic approximation Σ = {σn} with σn ∈ Homunif(Γ, Sym(n)),
hΣ(ΓyX) = inf
ǫ>0
lim sup
n→∞
n−1 logZ(ǫ; σn).
Let Γ denote a countable group, A a finite set (called the alphabet). Let T = (T g)g∈Γ
be the shift action on AΓ defined by T gx(f) = x(g−1f) for x ∈ AΓ. Let X ⊂ AΓ be a
closed Γ-invariant subspace. We denote the restriction of the action to X by ΓyX . Also let
Σ = {σi : Γ→ Sym(Vi)}i∈N be a sofic approximation to Γ.
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Given σ : Γ→ Sym(V ), v ∈ V and x : V → A the pullback name of x at v is defined
by
Πσv (x) ∈ AΓ, Πσv (x)(g) = xσ(g−1)v ∀g ∈ Γ.
For the sake of building some intuition, note that when σ is a homomorphism, the map
v 7→ Πσv (x) is Γ-equivariant (in the sense that Πσσ(g)v(x) = gΠσv (x)). In particular Πσv (x) ∈ AΓ
is periodic. In general, we think of Πσv (x) as an approximate periodic point.
Given an open set O ⊂ AΓ containing X and an ǫ > 0, a map x : V → A is called an
(O, ǫ, σ)-microstate if
#{v ∈ V : Πσv (x) ∈ O} ≥ (1− ǫ)|V |.
Let Ω(O, ǫ, σ) ⊂ AV denote the set of all (O, ǫ, σ)-microstates. Finally, the Σ-entropy of
the action is defined by
hΣ(ΓyX) := inf
O
inf
ǫ>0
lim sup
i→∞
|Vi|−1 log#Ω(O, ǫ, σi)
where the infimum is over all open neighborhoods of X in AΓ. This number depends on
the action ΓyX only up to topological conjugacy. It is an exercise in [Bow17] to show that
this definition agrees with the definition in [KL13]. We include a proof in Appendix A for
completeness.
Proof of Lemma 2.1. Let ǫ > 0 be given. Let S(ǫ; σn) ⊂ 2Vn be the set of (ǫ, σn)-proper
2-colorings. Let O0 ⊂ 2Γ be the set of all 2-colorings χ : Γ → {0, 1} such that for each
generator hyper-edge e ⊂ Γ, χ(e) = {0, 1}. A generator hyper-edge is a subgroup of the
form {sji : 0 ≤ j < k} for some i. Note O0 is an open superset of X .
We claim that Ω(O0, kǫ/d, σn) ⊂ S(ǫ; σn). To see this, let χ ∈ Ω(O0, ǫ/d, σn). Then
Πσnv (χ) ∈ O0 if and only if all hyper-edges ofGσ containing v are bi-chromatic (with respect to
χ). It follows that χ ∈ S(ǫ; σn). This implies hΣ(ΓyX) ≤ infǫ>0 lim supn→∞ n−1 logZ(ǫ; σn).
Given a finite subset F of hyper-edges of the Cayley hyper-tree, let OF be the set of all
χ ∈ 2Γ with the property that χ(e) = {0, 1} for all e ∈ F. If O′ is any open neighborhood
of X in 2Γ then O′ contains OF for some F. To see this, suppose that there exist elements
χF ∈ OF \ O′ for every finite F. Let χ be a cluster point of {χF} as F increases to the set E
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of all hyper-edges. Then χ ∈ X \ O′, a contradiction. It follows that
hΣ(ΓyX) = inf
F
inf
ǫ>0
lim sup
i→∞
|Vi|−1 log#Ω(OF, ǫ, σi).
Next, fix a finite subset F of hyper-edges of the Cayley hyper-tree. We claim that
S
(
ǫ
k|F|
; σn
)
⊂ Ω(OF, ǫ, σn). To see this, let χ ∈ S
(
ǫ
k|F|
; σn
)
and B(χ, σn) ⊂ Vn be the set of
vertices contained in a monochromatic edge of χ. Now for v ∈ [n], Πσnv (χ) /∈ OF if and only
if Πσnv (χ) is monochromatic on some edge in F. This occurs if and only if there is an element
f ∈ Γ in the union of F such that σn(f−1)v ∈ B(χ, σn). There are at most k|F|B(χ, σn)
such vertices. But |B(χ, σn)| ≤ ( ǫk|F |)n, so there are at most ǫn such vertices. It follows that
χ ∈ Ω(OF, ǫ, σn). Therefore,
inf
ǫ>0
lim sup
n→∞
n−1 logZ(ǫ; σn) ≤ inf
F
inf
ǫ>0
lim sup
i→∞
|Vi|−1 log#Ω(OF, ǫ, σi) = hΣ(ΓyX).
3 Reduction to the key lemma
The purpose of this section is to show how Lemma 1.2 implies Theorem 1.1. This requires re-
placing the (random) uniform and planted models with (deterministic) sofic approximations.
The next lemma facilitates this replacement.
Lemma 3.1. Let D ⊂ Γ be finite and δ > 0. Then there are constants ǫ, N0 > 0 such that
for all n > N0 with n ∈ 2Z ∩ kZ,
P
u
n{σ : σ is not (D, δ)−sofic} ≤ n−ǫn,
P
p
n{σ : σ is not (D, δ)−sofic} ≤ n−ǫn.
Proof. The proof given here is for the uniform model. The planted model is similar.
The proof begins with a series of four reductions. By taking a union bound, it suffices to
prove the special case in which D = {w} for w ∈ Γ nontrivial. (This is the first reduction).
Let w = srlil · · · sr1i1 be the reduced form of w. This means that ij ∈ {1, . . . , d}, ij 6= ij+1
for all j with indices mod l and 1 ≤ rj < k for all j. Let |w| = r1 + · · ·+ rl be the length
of w.
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For any g ∈ Γ, the fixed point sets of σ(gwg−1) and σ(w) have the same size. So after
conjugating if necessary, we may assume that either l = 1 or i1 6= il.
For 1 ≤ j ≤ l, the j-th beginning subword of w is the element wj = srjij · · · sr1i1 . Given
a vertex v ∈ Vn and σ ∈ Homunif(Γ, Sym(n)), let p(v, σ) = (e1, . . . , el) be the path defined
by: for each j, ej is the unique hyper-edge of Gσ labeled ij containing σ(wj)v. A vertex
v ∈ Vn represents a (σ, w)-simple cycle if σ(w)v = v and for every 1 ≤ a < b ≤ l, either
• ea ∩ eb = ∅,
• b = a+ 1 and |ea ∩ eb| = 1,
• or (a, b) = (1, l) and |ea ∩ eb| = 1.
If σ(w)v = v then either v represents a (σ, w)-simple cycle or there exists nontrivial
w′ ∈ Γ with |w′| ≤ |w|+ k such that some vertex v0 ∈ ∪jej represents a (σ, w′)-simple cycle.
So it suffices to prove there are constants ǫ, N0 > 0 such that for all n > N0,
P
u
n
{
σ : #{v ∈ [n] : v represents a (σ, w)-simple cycle} ≥ δn} ≤ n−ǫn.
(This is the second reduction).
Two vertices v, v′ ∈ Vn represent vertex-disjoint (σ, w)-cycles if p(v, σ) = (e1, . . . , el), p(v′, σ) =
(e′1, . . . , e
′
l) and ei ∩ e′j = ∅ for all i, j.
Let Gn(δ, w) be the set of all σ ∈ Homunif(Γ, Sym(n)) such that there exists a subset
S ⊂ [n] satisfying
1. |S| ≥ δn,
2. every v ∈ S represents a (σ, w)-simple cycle,
3. the cycles p(v, σ) for v ∈ S are pairwise vertex-disjoint.
If v represents a simple (σ, w)-cycle then there are at most kl|w| vertices v′ such that v′
also represents a simple (σ, w)-cycle but the two cycles are not vertex-disjoint. Since this
bound does not depend on n, it suffices to prove there exist ǫ > 0 and N0 such that
P
u
n(Gn(δ, w)) ≤ n−ǫn
15
for all n ≥ N0. (This is the third reduction).
Let m = ⌈δn⌉ and v1, . . . , vm be distinct vertices in [n] = Vn. For 1 ≤ i ≤ m, let Fi be
the set of all σ ∈ Homunif(Γ, Sym(n)) such that for all 1 ≤ j ≤ i
1. vj represents a (σ, w)-simple cycle,
2. the cycles p(v1, σ), . . . , p(vi, σ) are pairwise vertex-disjoint.
By summing over all subsets of size m, we obtain
P
u
n(Gn(δ, w)) ≤
(
n
m
)
P
u
n(Fm).
Since
(
n
m
) ≈ eH(δ,1−δ)n grows at most exponentially, it suffices to show there exist ǫ > 0 and
N0 such that P
u
n(Fm) ≤ n−ǫn for all n ≥ N0. (This is the fourth reduction).
Set F0 = Homunif(Γ, Sym(n)). By the chain rule
P
u
n(Fm) =
m−1∏
i=0
P
u
n(Fi+1|Fi).
In order to estimate Pun(Fi+1|Fi), Fi can be expressed a disjoint union over the cycles
involved in its definition. To be precise, define an equivalence relation Ri on Fi by: σ, σ
′ are
Ri-equivalent if for every 1 ≤ j ≤ i, 1 ≤ q ≤ l and r > 0
σ(srqwq)vj = σ
′(srqwq)vj .
In other words, σ, σ′ are Ri-equivalent if they define the same paths (so p(vj , σ) = p(vj, σ
′))
and their restrictions to every edge in these paths are agree. Of course, Fi is the disjoint
union of the Ri-classes.
In general, if A,B1, . . . , Bm are measurable sets and the Bi’s are pairwise disjoint then
P(A| ∪i Bi) is a convex combination of P(A|Bi) (for any probability measure P). Therefore,
P
u
n(Fi+1|Fi) is a convex combination of probabilities of the form Pun(Fi+1|Bi) where Bi is an
Ri-class.
Now fix a Ri-class Bi (for some i with 1 ≤ i < m). Let K be the set of all vertices
covered by the cycles defining Bi. To be precise, this means K is the set of all u ∈ [n] = Vn
such that there exists an edge e with u ∈ e such that e is contained in a path p(vj , σ) with
1 ≤ j ≤ i and σ ∈ Bi. Since each path covers at kl vertices, |K| ≤ ikl.
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Also fix subsets e1, . . . , el−1 ⊂ [n] of size k. Conditioned on Bi and the event that the first
(l − 1) edges of p(vi+1, σ) are e1, . . . , el−1, the Pun-probability that vi+1 represents a simple
(σ, w)-cycle vertex-disjoint from K is bounded by the probability that a uniformly random
k-element subset of
[n] \
( ⋃
1≤j≤l−1
ej ∪K
)
conditioned to intersect el−1 nontrivially contains vi+1. Since∣∣∣∣∣ ⋃
1≤j≤l−1
ej ∪K
∣∣∣∣∣ ≤ (i+ 1)kl ≤ mkl = kl⌈δn⌉,
this probability is bounded by C/n where C = C(w, d, k, δ) is a constant not depending on
n or the choice of Bi. It follows that P
u
n(Fi+1|Fi) ≤ C/n for all 1 ≤ i ≤ m and therefore
P
u
n(Fm) ≤ (C/n)m ≤ (C/n)δn.
This implies the lemma.
Proof of Theorem 1.1 from Lemma 1.2. Let ǫ, δ > 0 and D ⊂ Γ be finite. Then there exists
N1 such that if n > N1, n ∈ 2Z ∩ kZ and σn is chosen at random with law Pun, then with
positive probability,
1. σn is (D, δ)-sofic,
2. |n−1 log(Z(ǫ; σn))− f(d, k)| < ǫ.
This is implied by Lemma 3.1 and Lemma 1.2 equations (1) and (3) respectively. So there
exists a sofic approximation Σ1 = {σn} to Γ such that
inf
ǫ>0
lim sup
n→∞
n−1 logZ(ǫ; σn) = f(d, k).
By Lemma 2.1, this implies hΣ1(ΓyX) = f(d, k) > 0.
Equation (2) of Lemma 1.2 implies the existence of a number fp with
f(d, k) < fp < lim
n→∞
n−1 logEpn[Z(σ)].
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Since Z(σ) ≤ 2n for every σ, there exist constants c, N0 > 0 such that
P
p
n{σ : Z(σ) ≥ exp(nfp)} ≥ exp(−cn) (4)
for all n ≥ N0.
Now let δ > 0 and D ⊂ Γ be finite. Then there exists N2 such that if n > N2, n ∈ 2Z∩kZ
and σn is chosen at random with law P
p
n, then with positive probability,
1. σn is (D, δ)-sofic,
2. n−1 logZ(σn) ≥ fp.
This is implied by Lemma 3.1 and equation (4). So there exists a sofic approximation
Σ2 = {σ′n} to Γ such that
lim sup
n→∞
n−1 logZ(σ′n) ≥ fp.
Since Z(σ′n) ≤ Z(ǫ; σ′n), Lemma 2.1 implies hΣ2(ΓyX) ≥ fp > f(d, k) = hΣ1(ΓyX).
4 The first moment
To simplify notation, we assume throughout the paper that n ∈ 2Z ∩ kZ without further
mention. This section proves (1) of Lemma 1.2. The proof is in two parts. Part 1, in §4.1,
establishes:
Theorem 4.1.
lim
ǫց0
lim sup
n→∞
(1/n) logEun[Z(ǫ; σ)] = lim sup
n→∞
(1/n) logEun[Z(σ)].
Part 2 has to do with equitable colorings, where a 2-coloring χ : [n]→ {0, 1} is equitable
if
|χ−1(0)| = |χ−1(1)| = n/2.
Let Ze(σ) be the number of proper equitable colorings of Gσ. §4.2 establishes
Theorem 4.2.
lim
n→∞
1
n
logEun[Z(σ)] = lim
n→∞
1
n
logEun[Ze(σ)].
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Moreover,
1
n
logEun[Ze(σ)] = f(d, k) +O(n
−1 log(n))
where f(d, k) = log(2) + d
k
log(1− 21−k).
Combined, Theorems 4.1 and 4.2 imply (1) of Lemma 1.2.
Remark 5. If r := (d/k) then the formula limn→∞
1
n
logE[Z(σ)] above is the same as the
formula found in [AM06, COZ11, COZ12] for the exponential growth rate of the number of
proper 2-colorings of Hk(n,m).
Remark 6. When we write an error term, such as O(n−1 log(n)), we always assume that
n ≥ 2 and the implicit constant is allowed to depend on k or d.
4.1 Almost proper 2-colorings
For 0 < x ≤ 1, let η(x) = −x log(x). Also let η(0) = 0. If ~T = (Ti)i∈I is a collection of
numbers with 0 ≤ Ti ≤ 1, then let
H(~T ) :=
∑
i∈I
η(Ti)
be the Shannon entropy of ~T .
Definition 3. A k-partition of [n] is an unordered partition of [n] into sets of size k. Of
course, such a partition exists if and only if n/k ∈ N in which case there are
n!
k!n/k(n/k)!
(5)
such partitions. By Stirling’s formula,
1
n
log(#{k-partitions}) = (1− 1/k)(log(n)− 1)− (1/k) log(k − 1)! +O(n−1 log(n)). (6)
Definition 4. The orbit-partition of a permutation ρ ∈ Sym(n) is the partition of [n] into
orbits of ρ. Fix a k-partition π. Then the number of permutations ρ whose orbit partition
is π equals (k − 1)!n/k.
Given σ ∈ Homunif(Γ, Sym(n)), define the d-tuple (πσ1 , . . . , πσd ) of k-partitions by: πσi is
the orbit-partition of σ(si). Fix a d-tuple of k-partitions (π1, . . . , πd). Then the number of
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uniform homomorphisms σ such that πσi = πi for all i is [(k − 1)!n/k]d. Combined with (5),
this shows the number of uniform homomorphisms into Sym(n) is[
n!(k − 1)!n/k
k!n/k(n/k)!
]d
.
By Stirling’s formula,
1
n
log#Homunif(Γ, Sym(n)) = d(1− 1/k)(logn− 1) +O(n−1 log(n)). (7)
Definition 5. Let π be a k-partition, χ : [n]→ {0, 1} a 2-coloring and ~t = (tj)kj=0 ∈ [0, 1]k+1
a vector with
∑
j tj = 1/k. The pair (π, χ) has type ~t if for all j,
#
{
e ∈ π : |e ∩ χ−1(1)| = j} = ntj .
Lemma 4.3. Let ~t = (t0, t1, . . . , tk) ∈ [0, 1]k+1 be such that
∑
j tj = 1/k. Let p =
∑
j jtj.
Let χ : [n]→ {0, 1} be a map such that |χ−1(1)| = pn. Let f(~t) be the number of k-partitions
π of [n] such that (π, χ) has type ~t. Then
(1/n) log f(~t) = (1−1/k)(log(n)−1)−H(p, 1−p)+H(~t)−
k∑
j=0
tj log(j!(k−j)!)+O(n−1 log(n)).
Proof. The following algorithm constructs all such partitions with no duplications:
Step 1. Choose an unordered partition of the set χ−1(1) into tjn sets of size j (j = 0, . . . , k).
Step 2. Choose an unordered partition of the set χ−1(0) into tjn sets of size k−j (j = 0, . . . , k).
Step 3. Choose a bijection between the collection of subsets of size j constructed in part 1 with
the collection of subsets of size k − j constructed in part 2.
Step 4. The partition consists of all sets of the form α ∪ β where α ⊂ χ−1(1) is a set of size j
constructed in Step 1 and β ⊂ χ−1(0) is a set of size (k− j) constructed in Step 2 that
it is paired with under Step 3.
The number of choices in Step 1 is (pn)!∏k
j=1(j)!
tjn(tjn)!
. The number of choices in Step 2 is
((1−p)n)!∏k−1
j=0 (k−j)!
tjn(tjn)!
. The number of choices in Step 3 is
∏k−1
j=1(tjn)!. So
f(~t) =
(pn)!((1− p)n)!∏k
j=0 j!
tjn(k − j)!tjn(tjn)!
.
The lemma follows from this and Stirling’s formula.
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Let M be the set of all matrices ~T = (Tij)1≤i≤d,0≤j≤k such that
1. Tij ≥ 0 for all i, j,
2.
∑k
j=0 Tij = 1/k for all i,
3. there exists a number, denoted p(~T ), such that p(~T ) =
∑k
j=0 jTij for all i.
Lemma 4.4. Given a matrix ~T ∈ M define
F (~T ) := H(~T ) + (1− d)H(p, 1− p)− (d/k) log k +
d∑
i=1
k∑
j=0
Tij log
(
k
j
)
where p = p(~T ). Then for any ǫ ≥ 0,
(1/n) logEun[Zσ(ǫ)] = sup
{
F (~T ) : ~T ∈ M and
d∑
i=1
∑
j=0,k
Tij ≤ ǫ
}
+O(n−1 log(n))
where the constant implicit in the error term does not depend on ǫ.
Proof. Given σ ∈ Homunif(Γ, Sym(n)) and 1 ≤ i ≤ d, let πσi be the orbit-partition of σ(si).
For ~T as above, let Zσ(~T ) be the number of ǫ-proper colorings χ : [n] → {0, 1} such that
(πσi , χ) has type
~Ti = (Ti,0, . . . , Ti,k). It suffices to show that
(1/n) logEun[Zσ(
~T )] = F (~T ) +O(n−1 log(n))
for all n ≥ 2 such that n~T is integer-valued.
To prove this, fix a ~T as above and let n be such that n~T is integer-valued. Fix a coloring
χ : [n]→ {0, 1} such that |χ−1(1)| = pn. By symmetry,
E
u
n[Zσ(
~T )] =
(
n
pn
)
P
u
n[(π
σ
i , χ) has type
~Ti ∀i].
The events {(πσi , χ) has type ~Ti}di=1 are jointly independent. So
E
u
n[Zσ(
~T )] =
(
n
pn
) d∏
i=1
P
u
n[(π
σ
i , χ) has type
~Ti]. (8)
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By symmetry, Pun[(π
σ
i , χ) has type
~Ti] is the number of k-partitions π such that (π, χ) has
type ~Ti divided by the number of k-partitions. By Lemma 4.3 and (6),
1
n
logPun[(π
σ
i , χ) has type ~Ti]
= −H(p, 1− p) +H(~Ti)−
k∑
j=0
Tij log(j!(k − j)!) + (1/k) log(k − 1)! +O(n−1 log(n)).
Combine this with (8) to obtain
(1/n) logEun[Zσ(~T )]
= (d− 1)H(p, 1− p) +H(~T )−
d∑
i=1
k∑
j=0
Tij log(j!(k − j)!) + (d/k) log(k − 1)! +O(n−1 log(n)).
This simplifies to the formula for F (~T ) using the assumption that
∑k
j=0 Tij = 1/k for all i.
Theorem 4.1 follows from Lemma 4.4 because F is continuous and the space of vectors
~T satisfying the constraints of the Lemma is compact.
4.2 Equitable colorings
Proof of Theorem 4.2. Let M0 be the set of all ~T ∈ M such that Tij = 0 whenever j ∈ {0, k}.
By Lemma 4.4, it suffices to show that F admits a unique global maximum on M0 and
moreover if ~T ∈ M0 is the global maximum then p(~T ) = 1/2 and F (~T ) = f(d, k).
The function F is symmetric in the index i. To exploit this, let M ′ be the set of all
vectors ~t = (tj)
k−1
j=1 such that tj ≥ 0 for all j and
∑k−1
j=1 tj = 1/k. Let
p(~t) =
k−1∑
j=1
jtj
F (~t) = dH(~t) + (1− d)H(p, 1− p)− (d/k) log k + d
k−1∑
j=1
tj log
(
k
j
)
.
Note that F (~t) = F (~T ) if ~T is defined by ~Tij = ~tj for all i, j. Moreover, since Shannon entropy
is strictly concave, for any ~T ∈ M0, if ~t is defined to be the average: ~tj = d−1
∑d
i=1
~Tij then
F (~t) ≥ F (~T ) with equality if and only if ~tj = ~Tij for all i, j. So it suffices to show that F
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admits a unique global maximum on M ′ and moreover if ~t ∈ M ′ is the global maximum
then p(~t) = 1/2 and F (~t) = f(d, k).
Because ∂H(
~t)
∂tj
= −[log(tj) + 1], ∂p∂tj = j, and
∂H(p,1−p)
∂tj
= j log
(
1−p
p
)
,
∂F
∂tj
= −d[log(tj) + 1] + (1− d)j log
(
1− p
p
)
+ d log
(
k
j
)
.
Since this is positive infinity whenever tj = 0, it follows that every maximum of F occurs
in the interior of M ′. The method of Lagrange multipliers implies that, at a critical point,
there exists λ ∈ R such that
∇F = λ∇
(
~t 7→
∑
j
tj
)
= (λ, λ, . . . , λ).
So at a critical point,
∂F
∂tj
= −d[log(tj) + 1] + (1− d)j log
(
1− p
p
)
+ d log
(
k
j
)
= λ.
Solve for tj to obtain
tj = exp(−λ/d− 1)
(
k
j
)(
1− p
p
)j(1−d)/d
.
Note
1 = k
k−1∑
j=1
tj
1 = 1/p
k−1∑
j=1
jtj
implies
0 =
k−1∑
j=1
(k − j/p)tj =
k−1∑
j=1
(pk − j)
(
k
j
)(
1− p
p
)j(1−d)/d
.
So define
g(x) :=
k−1∑
j=1
(kx− j)
(
k
j
)(
1− x
x
)j(1−d)/d
.
It follows from the above that g(p(~t)) = 0 whenever ~t is a critical point.
We claim that g(x) = 0 if and only if x = 1/2 (for x ∈ [0, 1]). The change of variables
j 7→ k − j in the formula for g shows that g(1 − x) = − ( x
1−x
)k(1−d)/d
g(x). So it is enough
to prove that g(x) < 0 for x ∈ [0, 1/2).
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To obtain a simpler formula for g, set y(x) =
(
1−x
x
)(1−d)/d
. The binomial formula implies
g(x) =
k−1∑
j=1
(kx− j)
(
k
j
)
yj
= kx[(1 + y)k − 1− yk]− ky[(1 + y)k−1 − yk−1]
= k[(x(1 + y)− y)(1 + y)k−1 − x+ (−x+ 1)yk].
Because 0 < x < 1/2, y >
(
x
1−x
)
which implies that the middle coefficient (x(1 + y)− y) =
x− y(1− x) < 0. So
g(x)/k < (1− x)yk − x < 0
where the last inequality holds because
yk =
(
x
1− x
)k(d−1)/d
<
x
1− x
assuming k(d− 1)/d > 1. This proves the claim.
So if ~t is a critical point then p(~t) = 1/2. Put this into the equation above for tj to obtain
tj = C
(
k
j
)
where C = exp(−λ/d− 1). Because
1/k =
k−1∑
j=1
tj = C
k−1∑
j=1
(
k
j
)
= C(2k − 2)
it must be that
tj =
1
k(2k − 2)
(
k
j
)
. (9)
The formula F (~t) = f(d, k) now follows from a straightforward computation.
5 The second moment
This section gives an estimate on the expected number of proper colorings at a given Ham-
ming distance from the planted coloring. This computation yields (2) of Lemma 1.2 as a
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corollary. It also reduces the proof of (3) to obtaining an estimate on the typical number of
proper colorings near the planted coloring.
Before stating the main result, it seems worthwhile to review notation. Fix n > 0 with
n ∈ 2Z ∩ kZ. Fix an equitable 2-coloring χ : [n] → {0, 1}. This is the planted coloring.
The planted model Ppn is the uniform probability measure on the set Homχ(Γ, Sym(n)) of all
uniform homomorphisms σ such that χ is σ-proper. Also let Ze : Homχ(Γ, Sym(n))→ N be
the number of equitable proper 2-colorings. For δ ∈ [0, 1], let Zχ(δ; ·) : Homχ(Γ, Sym(n))→
N be the number of equitable proper 2-colorings χ˜ such that |dn(χ, χ˜)− δ| < 1/2n where dn
is the normalized Hamming distance defined by
dn(χ, χ˜) = n
−1#{v ∈ [n] : χ(v) 6= χ˜(v)}.
We will also write Zχ(δ; σ) = Zχ(δ) = Z(δ) when χ and/or σ are understood.
The main result of this section is:
Theorem 5.1. With notation as above, for any 0 ≤ δ ≤ 1 such that δn/2 is an integer,
1
n
logEpn[Z(δ)] = ψ0(δ) +O(n
−1 log(n))
(for n ≥ 2) where
ψ0(δ) = (1− d)H(δ, 1− δ) + dH0(δ, 1− δ) + d
k
log
(
1− 1− δ
k
0 − (1− δ0)k
2k−1 − 1
)
,
δ0 is defined to be the unique solution to
δ0
1− 22−k + (δ0/2)k−1
1− 22−k + 2(δ0/2)k + 2((1− δ0)/2)k = δ
and
H(δ, 1− δ) := −δ log δ − (1− δ) log(1− δ),
H0(δ, 1− δ) := −δ log δ0 − (1− δ) log(1− δ0).
Moreover, the constant implicit in the error term O(n−1 log(n)) may depend on k but not on
δ.
Remark 7. If δ0 = δ then δ = 1/2. In the general case, δ0 = δ + O(2
−k). Theorem 5.1
parallels similar results in [AM06, COZ11] for the random hyper-graph Hk(n,m). This is
explained in more detail in the next subsection.
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The strategy behind the proof of Theorem 5.1 is as follows. We need to estimate the
expected number of equitable colorings at distance δ from the planted coloring. By symmetry,
it suffices to fix another coloring χ˜ that is at distance δ from the planted coloring and count
the number of uniform homomorphisms σ such that both χ and χ˜ are proper with respect
to Gσ. This can be handled one generator at a time. Moreover, only the orbit-partition
induced by a generator is used in this computation. So, for fixed χ, χ˜, we need to estimate
the number of k-partitions of [n] that are bi-chromatic under both χ and χ˜. To make this
strategy precise, we need the next definitions.
Definition 6. Let χ˜ be an equitable 2-coloring of [n]. An edge P ⊂ [n] is (χ, χ˜)-bichromatic
if χ(P ) = χ˜(P ) = {0, 1}. Recall that a k-partition is a partition π = {P1, . . . , Pn/k} of [n]
such that every part P ∈ π has cardinality k. A k-partition π is (χ, χ˜)-bichromatic if every
part P ∈ π is (χ, χ˜)-bichromatic.
Given a (χ, χ˜)-bichromatic edge P ⊂ [n] of size k, there is a 2× 2 matrix ~e(χ˜, P ) defined
by
~ei,j(χ˜, P ) = |P ∩ χ−1(i) ∩ χ˜−1(j)|.
Let E denote the set of all such matrices (over all P, χ˜). This is a finite set. To be precise,
E is the set of all 2× 2 matrices ~e = (eij)i,j=0,1 such that
• eij ∈ {0, 1, . . . , k} for all i, j
• 0 < e10 + e11 < k
• 0 < e01 + e11 < k
• ∑i,j eij = k.
If π is a (χ, χ˜)-bichromatic k-partition then it induces a function tχ˜,π : E→ [0, 1] by
tχ˜,π(~e) = n
−1# {P ∈ π : ~e = ~e(χ˜, P )} .
Let T denote the set of all such functions. To be precise, T is the set of all functions
t : E→ [0, 1] satisfying
• ∑~e∈E t(~e) = 1/k,
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• ∑~e∈E(e10 + e11)t(~e) = 1/2,
• ∑~e∈E(e01 + e11)t(~e) = 1/2.
A k-partition π has type (χ, χ˜, t) if t = tχ˜,π.
Lemma 5.2. Given an equitable 2-coloring χ˜ : [n] → {0, 1}, let pχ˜ = (pχ˜ij) be the 2 × 2
matrix
pχ˜ij = (1/n)|χ−1(i) ∩ χ˜−1(j)|.
Then
pχ˜ =
 1/2− dn(χ, χ˜)/2 dn(χ, χ˜)/2
dn(χ, χ˜)/2 1/2− dn(χ, χ˜)/2

In particular, pχ˜ is determined by the Hamming distance dn(χ, χ˜).
Proof. Let p = pχ˜. The lemma follows from this system of linear equations:
1/2 = p01 + p11
1/2 = p10 + p11
dn(χ, χ˜) = p01 + p10
1 = p00 + p01 + p10 + p11.
The first two occur because both χ and χ˜ are equitable. The third follows from the defini-
tion of normalized Hamming distance and the last holds because {χ−1(i) ∩ χ˜−1(j)}i,j∈{0,1}
partitions [n].
For t ∈ T, define the 2× 2 matrix pt = (ptij) by
ptij :=
∑
~e∈E
eijt(~e).
If π is a k-partition that has type (χ, χ˜, t) (for some equitable χ˜) then pχ˜ = pt. This motivates
the definition.
The main combinatorial estimate we will need is:
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Lemma 5.3. Let t ∈ T and χ˜ : [n] → {0, 1} be equitable. Suppose nt is integer-valued and
pt = pχ˜. Let g(χ˜, t) be the number of k-partitions of type (χ, χ˜, t). Also let
G(t) := (1− 1/k)(log(n)− 1)−H(pt)− (1/k) log(k!) +H(t) +
∑
~e
t(~e) log
(
k
~e
)
where
(
k
~e
)
is the multinomial k!
e00!e01!e10!e11!
. Then
(1/n) log g(χ˜, t) = G(t) +O(n−1 log(n))
(for n ≥ 2) where the constant implicit in the error term depends on k but not on χ˜ or t.
Proof. The following algorithm constructs all such partitions with no duplications:
Step 1. Choose a partition {Q~eij : i, j ∈ {0, 1}, ~e ∈ E} of χ−1(i) ∩ χ˜−1(j) such that
|Q~eij | = eijt(~e)n.
Step 2. For i, j ∈ {0, 1} and ~e ∈ E, choose an unordered partition π~eij of Q~eij into t(~e)n sets of
size eij.
Step 3. For i, j ∈ {0, 1} with (i, j) 6= (0, 0) and ~e ∈ E, choose a bijection α~eij : π~e00 → π~eij.
Step 4. The k-partition consists of all sets of the form
⋃
i,j∈{0,1},(i,j)6=(0,0) α
~e
ij(P ) over all P ∈ π~e00
and ~e ∈ E.
The number of choices in Step 1 is∏
i,j∈{0,1}
|χ−1(i) ∩ χ˜−1(j)|!
∏
~e∈E
(eijt(~e)n)!
−1.
The combined number of choices in Steps 1 and 2 is
∏
i,j∈{0,1}
|χ−1(i)∩χ˜−1(j)|!
∏
~e∈E
eij!
−t(~e)n(t(~e)n)!−1 =
(∏
~e∈E
(t(~e)n)!
)−4 ∏
i,j∈{0,1}
|χ−1(i)∩χ˜−1(j)|!
∏
~e∈E
eij!
−t(~e)n.
The number of choices in Step 3 is
∏
~e∈E(t(~e)n)!
3. So
g(χ˜, t) =
 ∏
i,j∈{0,1}
|χ−1(i) ∩ χ˜−1(j)|!
(∏
~e∈E
(t(~e)n)!
)−1 ∏
i,j∈{0,1}
∏
~e∈E
eij !
−t(~e)n
 .
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An application of Stirling’s formula gives
(1/n) log g(χ˜, t) = (1− 1/k)(log(n)− 1)−H(pt) +H(t)−
∑
~e,i,j
t(~e) log(eij!) +O(n
−1 log(n))
(for n ≥ 2) where the constant implicit in the error term depends on k but not on χ˜ or t.
Since
∑
~e t(~e) = 1/k,∑
~e
t(~e) log
(
k
~e
)
= (1/k) log(k!)−
∑
~e,i,j
t(~e) log(eij !).
Substitute this into the formula above to finish the lemma.
Next we use Lagrange multipliers to maximize G(t). To be precise, for δ ∈ [0, 1], let T(δ)
be the set of all t ∈ T such that pt01 = δ/2. To motivate this definition, observe that if χ˜ is
an equitable 2-coloring and δ = dn(χ, χ˜) then p
χ˜
01 = δ/2. So if π is a k-partition with type
(χ, χ˜, t) then pt01 = δ/2.
Lemma 5.4. Let δ ∈ [0, 1]. Then there exists a unique sδ ∈ T(δ) such that
max
t∈T(δ)
G(t) = G(sδ).
Moreover, if δ0, C > 0 and tδ ∈ T(δ) are defined by
δ
2
=
δ0
2
1− 22−k + (δ0/2)k−1
1− 22−k + 2(δ0/2)k + 2((1− δ0)/2)k
C =
1
k[1− 22−k + 2(δ0/2)k + 2((1− δ0)/2)k]
tδ(~e) = C
(
1− δ0
2
)e00+e11 (δ0
2
)e01+e10 (k
~e
)
then sδ = tδ.
Proof. Define F : T → R by
F (t) = H(t) +
∑
~e
t(~e) log
(
k
~e
)
.
For all t ∈ T(δ), G(t)− F (t) is constant in t. Therefore, it suffices to prove the lemma with
F in place of G.
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The function F is concave over t ∈ T(δ). This implies the existence of a unique sδ ∈ T(δ)
such that
max
t∈T(δ)
F (t) = F (sδ).
By definition, T(δ) is the set of all functions t : E→ [0, 1] satisfying
1/k =
∑
~e∈E
t(~e)
pij =
∑
~e∈E
eijt(~e).
where p = (pij) is the matrix
p =
 1/2− δ/2 δ/2
δ/2 1/2− δ/2

For any ~e ∈ E,
∂F
∂t(~e)
= − log t(~e)− 1 + log
(
k
~e
)
. (10)
Since this is positive infinity when t(~e) = 0, sδ must lie in the interior of T(δ). By the method
of Lagrange multipliers there exists λ ∈ R and a 2× 2 matrix ~µ such that
∂F
∂t(~e)
(sδ) = λ+ ~µ · ~e. (11)
Evaluate (10) at sδ, use (11) and solve for sδ(~e) to obtain
sδ(~e) = C0
(
k
~e
)
xe0000 x
e01
01 x
e10
10 x
e11
11
for some constants C0, xij . In fact, since F is concave, sδ is the unique critical point and so
it is the only element of T(δ) of this form. So it suffices to check that the purported tδ given
in the statement of the lemma has this form and that it is in T(δ) as claimed. The former
is immediate while the latter is a tedious but straightforward computation. For example, to
check that
∑
~e tδ(~e) = 1/k, observe that, by the multinomial formula for any (xij)i,j∈{0,1},∑
~e∈E
(
k
~e
)
xe0000 x
e01
01 x
e10
10 x
e11
11
=
[
(x00 + x01 + x10 + x11)
k
−(x00 + x01)k − (x00 + x10)k − (x11 + x01)k − (x11 + x10)k + xk00 + xk01 + xk10 + xk11
]
.
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Substitute x00 = x11 =
1−δ0
2
and x01 = x10 = δ/2 to obtain
∑
~e∈E
tδ(~e) = C
[
−1 + 4(1/2)k + 2
(
1− δ0
2
)k
+ 2
(
δ0
2
)k]
= 1/k.
The rest of the verification that tδ ∈ T(δ) is left to the reader.
Proof of Theorem 5.1. Let E (δ) be the set of all equitable 2-colorings χ˜ : [n] → {0, 1} such
that dn(χ˜, χ) = δ. Also let Fχ˜ ⊂ Homunif(Γ, Sym(n)) be the set of all σ such that χ˜ is a
proper 2-coloring of the hyper-graph Gσ. By linearity of expectation,
E
p
n[Ze(δ)] =
∑
χ˜∈E (δ)
P
u
n(Fχ˜|Fχ).
The cardinality of E (δ) is
(
n/2
δn/2
)2
. By Stirling’s formula
n−1 log
(
n/2
δn/2
)2
= exp(H(δ, 1− δ)) +O(n−1 log(n)). (12)
We have Pun(Fχ˜|Fχ) is the same for all χ˜ ∈ E (δ). This follows by noting that the distribution
of hyper-graphs in the planted model is invariant under any permutation which fixes χ.
If η, η′ are two configurations with dn(η, χ) = dn(η
′, χ) = δ then there is a permutation
π ∈ Sym(n) which fixes χ and such that η ◦ π = η′. To see this note that we simply need to
find a π ∈ Sym(n) which maps the sets χ−1(i)∩η−1(j) to χ−1(i)∩η′−1(j) for each i, j ∈ {0, 1}.
Such a map exists since for each i, j the two sets have the same size. It follows that
n−1 logEpn[Ze(δ)] = H(δ, 1− δ) + n−1 log Pun(Fχ˜|Fχ) +O(n−1 log(n)) (13)
for any fixed χ˜ ∈ E (δ).
For 1 ≤ i ≤ d, let Fχ,i be the set of uniform homomorphisms σ such that the orbit-
partition of σ(si) is χ-bichromatic in the sense that χ(P ) = {0, 1} for every P in the orbit-
partition of σ(si). Then the events {Fχ,i ∩ Fχ˜,i}di=1 are i.i.d. and
Fχ ∩ Fχ˜ =
d⋂
i=1
Fχ,i ∩ Fχ˜,i.
Therefore,
P
u
n(Fχ˜|Fχ) =
P
u
n(Fχ˜,1 ∩ Fχ,1)d
Pun(Fχ)
. (14)
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Note Pun(Fχ,1∩Fχ˜,1) is, up to sub-exponential factors, equal to the maximum of g(χ, χ˜, t)
over t ∈ T(δ) divided by the number of k-partitions of [n]. So Lemmas 5.3, 5.4 and equation
(6) imply
1
n
logPun(Fχ˜,1 ∩ Fχ,1) = −H(~p) +H(tδ)−
∑
i,j,~e
tδ(~e) log(eij!) + (1/k) log(k − 1)! +O(n−1 log(n)).
Since ~p = (δ/2, δ/2, (1− δ)/2, (1− δ)/2), H(~p) = H(δ, 1− δ) + log(2). So
1
n
log Pun(Fχ˜,1 ∩ Fχ,1) = −H(δ, 1− δ)− log(2) +H(tδ) (15)
−
∑
i,j,~e
tδ(~e) log(eij !) + (1/k) log(k − 1)! +O(n−1 log(n)). (16)
On the other hand, Theorem 4.2 implies
1
n
logPun(Fχ) =
1
n
log
((
n
n/2
)−1
E[Ze(σ)]
)
= (d/k) log(1− 21−k) +O(n−1 log(n)).
Combine this result with (13), (14) and (15) to obtain
n−1 logEpn[Ze(δ)] = (1− d)H(δ, 1− δ)− d log(2) + dH(tδ)− d
∑
i,j,~e
tδ(~e) log(eij!)
+(d/k) log(k − 1)!− (d/k) log(1− 21−k) +O(n−1 log(n)).
Since
∑
~e tδ(~e) = 1/k,∑
~e
tδ(~e) log
(
k
~e
)
= (1/k) log k!−
∑
i,j,~e
tδ(~e) log(eij !).
Substitute this into the previous equation to obtain
lim
n→∞
n−1 logEpn[Ze(δ)] = ψ0(δ) + O(n
−1 log(n))
where
ψ0(δ) = (1− d)H(δ, 1− δ)− d log(2) + dH(tδ) + d
∑
~e∈E
tδ(~e) log
(
k
~e
)
−(d/k) log k − (d/k) log(1− 21−k).
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Observe that in every estimate above, the constant implicit in the error term does not depend
on δ. To finish the lemma, we need only simplify the expression for ψ0.
By Lemma 5.4,
H(tδ) = −
∑
~e
tδ(~e) log tδ(~e)
= −
∑
~e
tδ(~e)
(
logC + (e00 + e11) log
(
1− δ0
2
)
+ (e01 + e10) log
(
δ0
2
)
+ log
(
k
~e
))
= −(1/k)(logC)− (1− δ) log(1− δ0)− δ log(δ0) + log 2−
∑
~e
tδ(~e) log
(
k
~e
)
= −(1/k)(logC) +H0(δ, 1− δ) + log 2−
∑
~e
tδ(~e) log
(
k
~e
)
.
Combined with the previous formula for ψ0, this implies
ψ0(δ) = (1− d)H(δ, 1− δ)− (d/k) logC + dH0(δ, 1− δ)− (d/k) log k − (d/k) log(1− 21−k).
To simplify further, use the formula for C in Lemma 5.4 to obtain
−(d/k) (logC + log k + log(1− 21−k)) = (d/k) log 1− 22−k + 2(δ0/2)k + 2((1− δ0)/2)k
1− 21−k
= (d/k) log
(
1− 1− δ
k
0 − (1− δ0)k
2k−1 − 1
)
.
Thus ψ0(δ) = (1− d)H(δ, 1− d) + dH0(δ, 1− δ) + dk log(1− 1−δ
k
0−(1−δ0)
k
2k−1−1
).
5.1 Analysis of ψ0 and the proof of Lemma 1.2 inequality (2)
Theorem 5.1 reduces inequality (2) to analyzing the function ψ0. A related function ψ,
defined by
ψ(x) := H(x, 1− x) + d
k
log
(
1− 1− x
k − (1− x)k
2k−1 − 1
)
has been analyzed in [AM06, COZ11]. It is shown there ψ(x) is the exponential rate of growth
of the number of proper colorings at normalized distance x from the planted coloring in the
model Hk(n,m). Moreover, if r = d/k is close to
log(2)
2
· 2k − (1 + log(2))/2 then the global
maximum of ψ(x) is attained at some x ∈ (0, 2−k/2). Moreover, ψ has a local maximum at
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x = 1/2 and is symmetric around x = 1/2. It is negative in the region (2−k/2, 1/2− 2−k/2).
We will not need these facts directly, and mention them only for context, especially because
we will obtain similar results for ψ0.
The relevance of ψ to ψ0 lies in the fact that
ψ0(δ) = ψ(δ0)− (H(δ0, 1− δ0)−H0(δ, 1− δ)) + (d− 1) [H0(δ, 1− δ)−H(δ, 1− δ)] . (17)
As an aside, note that H0(δ, 1 − δ) − H(δ, 1 − δ) is the Kullback-Leibler divergence of the
distribution (δ, 1− δ) with respect to (δ0, 1− δ0).
To prove inequality (2), we first estimate the difference ψ0(δ)− ψ(δ0) and then estimate
ψ(δ0). Because the estimates we obtain are useful in the next subsection, we prove more
than what is required for just inequality (2).
Lemma 5.5. Suppose 0 ≤ δ0 ≤ 1/2. Define ε ≥ 0 by δ = δ0(1− ε). Then
H(δ0, 1− δ0)−H0(δ, 1 − δ) = δ0ε log
(
1− δ0
δ0
)
≥ 0,
H0(δ, 1− δ)−H(δ, 1− δ) = O(δ0ε2),
ε = O(2−k),
(1− δ)0 = 1− δ0.
The last equation implies ψ0(1− δ) = ψ0(δ).
Proof. The first equality follows from:
H(δ0, 1− δ0)−H0(δ, 1− δ) = −δ0 log δ0 − (1− δ0) log(1− δ0) + δ log δ0 + (1− δ) log(1− δ0)
= (δ0 − δ) log(1/δ0) + (δ0 − δ) log(1− δ0)
= δ0ε log
(
1− δ0
δ0
)
.
The second estimate follows from:
H0(δ, 1− δ)−H(δ, 1− δ) = δ (log δ − log δ0) + (1− δ) (log(1− δ)− log(1− δ0))
= δ log(1− ε) + (1− δ) log
(
1− δ
1− δ0
)
= −δε + (1− δ) log
(
1 +
δ0ε
1− δ0
)
+O(δ0ε
2)
= −δε + δ0ε+O(δ0ε2) = O(δ0ε2).
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The third estimate follows from:
ε = 1− δ
δ0
(18)
= 1− 1− 2
2−k + (δ0/2)
k−1
1− 22−k + 2(δ0/2)k + 2((1− δ0)/2))k (19)
= 1− 2(δ0/2)
k − (δ0/2)k−1 + 2((1− δ0)/2)k
1− 22−k + 2(δ0/2)k + 2((1− δ0)/2))k (20)
=
(δ0/2)
k−1(δ0 − 1) + 2((1− δ0)/2)k
1− 22−k + 2(δ0/2)k + 2((1− δ0)/2))k (21)
= 21−k · (1− δ0) · (1− δ0)
k−1 − δk−10
1− 22−k + 2(δ0/2)k + 2((1− δ0)/2))k . (22)
The denominator is 1 +O(2−k) and the numerator is O(2−k). The result follows.
The last equation follows from:
1− δ = 1− δ0
(
1− 22−k + (δ0/2)k−1
1− 22−k + 2(δ0/2)k + 2((1− δ0)/2)k
)
=
1− 22−k + 2(δ0/2)k + 2
(
(1− δ0)/2)k − δ0(1− 22−k + (δ0/2)k−1
)
1− 22−k + 2(δ0/2)k + 2((1− δ0)/2)k
=
(1− δ0)
(
1− 22−k + ((1− δ0)/2)k−1
)
1− 22−k + 2(δ0/2)k + 2((1− δ0)/2)k .
The last expression shows that (1− δ)0 = 1− δ0.
Lemma 5.6. Let 0 ≤ η. If
r = d/k =
log(2)
2
· 2k − (1 + log(2))/2 + η
then
f(d, k) = ψ(1/2) = ψ0(1/2) = (1− 2η)2−k +O(2−2k)
ψ(2−k) = 2−k +O(2−2k).
In particular, if k is sufficiently large then ψ(2−k) > f(d, k).
Proof. By direct inspection f(d, k) = ψ(1/2) = ψ0(1/2). By Taylor series expansion, log(1−
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21−k) = −21−k − 21−2k +O(2−3k). So
f(d, k) = log(2) + r log(1− 21−k)
= log(2) +
(
log(2)
2
· 2k − (1 + log(2))/2 + η
)(−21−k − 21−2k)+O(r2−3k)
= (1− 2η)2−k +O(2−2k).
Next we estimate ψ(2−k). For convenience, let x = 2−k. Then
1− xk − (1− x)k = k · 2−k +O(k22−2k).
Since log(1− x) = −x− x2/2 +O(x3),
log
(
1− 1− x
k − (1− x)k
2k−1 − 1
)
= −2k · 2−2k +O(k22−4k).
So
r log
(
1− 1− x
k − (1− x)k
2k−1 − 1
)
= −k log(2) · 2−k +O(k22−3k).
Also,
H(x, 1− x) = (k log(2) + 1) · 2−k +O(2−2k).
Add these together to obtain
ψ(2−k) = 2−k +O(2−2k).
Corollary 5.7. Inequality (2) of Lemma 1.2 is true. To be precise, let 0 < η0. Then for all
sufficiently large k (depending on η0), if
r = d/k =
log(2)
2
· 2k − (1 + log(2))/2 + η
for some η ≥ η0 then
f(d, k) < lim inf
n→∞
n−1 logEpn[Z(σ)].
Proof. By definition,
n−1 logEpn[Z(σ)] ≥ max
δ∈[0,1/2]
n−1 logEpn[Z(δ)].
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By Theorem 5.1,
lim inf
n→∞
n−1 logEpn[Z(σ)] ≥ max
δ∈[0,1/2]
ψ0(δ). (23)
Because H0(δ, 1 − δ) − H(δ, 1 − δ) ≥ 0 (since it is a Kullback-Liebler divergence), the first
equality of Lemma 5.5 imply
ψ0(δ) = ψ(δ0)− (H(δ0, 1− δ0)−H0(δ, 1− δ)) + (d− 1) [H0(δ, 1 − δ)−H(δ, 1− δ)]
≥ ψ(δ0)− δ0ε log
(
1− δ0
δ0
)
.
By Lemma 5.6, ψ(2−k) = f(d, k)+2η2−k+O(2−2k). By Lemma 5.5, ε = O(2−k). As δ varies
over [0, 1/2], δ0 also varies over [0, 1/2], so there exists δ such that δ0 = 2
−k. For this value
of δ,
ψ0(δ) ≥ ψ(2−k)− 2−kε log
(
1− 2−k
2−k
)
≥ f(d, k) + 2η2−k +O(k2−2k).
Combined with (23) this implies the Corollary.
In the next subsection, we will need the following result.
Proposition 5.8. Let
0 < η0 < η1 < (1− log 2)/2.
Then there exists k0 (depending on η0, η1) such that for all k ≥ k0 if
r = d/k =
log(2)
2
· 2k − (1 + log(2))/2 + η
for some η ∈ [η0, η1] then in the interval [2−k/2, 1 − 2−k/2], ψ0 attains its unique maximum
at 1/2. That is,
max{ψ0(δ) : 2−k/2 ≤ δ ≤ 1− 2−k/2} = ψ0(1/2) = f(d, k) = log(2) + r log(1− 21−k)
and if δ ∈ [2−k/2, 1− 2−k/2] and δ 6= 1/2 then ψ0(δ) < ψ0(1/2).
Proof. By Lemma 5.5, it suffices to restrict δ to the interval [2−k/2, 1/2] (because ψ0(δ) =
ψ0(1− δ)). So we will assume δ ∈ [2−k/2, 1/2] without further mention.
Define ψ1 by
ψ1(δ0) =
d
k
log
(
1− 1− δ
k
0 − (1− δ0)k
2k−1 − 1
)
.
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Observe
ψ1(δ0) = r
(
−1− δ
k
0 − (1− δ0)k
2k−1 − 1 +O(4
−k)
)
(24)
= − log(2)[1− (1− δ0)k] +O(2−k). (25)
By (17) and the first inequality of Lemma 5.5,
ψ0(δ) ≤ ψ(δ0) + (d− 1)[H0(δ, 1− δ)−H(δ, 1− δ)] (26)
= H(δ0, 1− δ0) + ψ1(δ0) + (d− 1)[H0(δ, 1− δ)−H(δ, 1− δ)]. (27)
Moreover, (d − 1) = O(k2k) and, by Lemma 5.5, H0(δ, 1 − δ) − H(δ, 1 − δ) = O(δ04−k).
Therefore,
ψ0(δ) ≤ H(δ0, 1− δ0) + ψ1(δ0) +O(δ0k2−k) (28)
≤ H(δ0, 1− δ0)− log(2)[1− (1− δ0)k] +O((δ0k + 1)2−k). (29)
Observe that δ0 ≥ δ. We divide the rest of the proof into five cases depending on where
δ0 lies in the interval [2
−k/2, 1/2].
Case 1. Suppose 2−k/2 ≤ δ0 ≤ 12k . We claim that ψ0(δ) < 0. Note − log(δ0) ≤
(k/2) log(2) and −(1− δ0) log(1− δ0) = δ0 +O(δ20) = δ0 +O(k−2). So
H(δ0, 1− δ0) = −δ0 log δ0 − (1− δ0) log(1− δ0)
≤ δ0(k/2) log(2) + δ0 +O(k−2).
By Taylor series expansion,
1− (1− δ0)k ≥ kδ0 −
(
k
2
)
δ20 ≥ 3kδ0/4.
So by (29)
ψ0(δ) ≤ δ0(k/2) log(2) + δ0 − 3kδ0 log(2)/4 +O(k−2)
= δ0[1− k log(2)/4] +O(k−2).
Thus ψ0(δ) < 0 if k is sufficiently large.
Case 2. Let 0 < η0 < 1/2 be a constant such that H(η0, 1 − η0) < log(2)(1 − e−1/2).
Suppose 1
2k
≤ δ0 ≤ η0. We claim that ψ0(δ) < 0 if k is sufficiently large.
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By monotonicity, H(δ0, 1− δ0) ≤ H(η0, 1− η0). Since 1− x ≤ e−x (for x > 0),
[1− (1− δ0)k] ≥ 1− e−kδ0 ≥ 1− e−1/2.
By (29),
ψ0(δ) ≤ H(η0, 1− η0)− log(2)(1− e−1/2) +O(k2−k).
This implies the claim.
Case 3. Let η1 be a constant such that max(η0, 1/3) < η1 < 1/2. Suppose η0 ≤ δ0 ≤ η1.
We claim that ψ0(δ) < 0 for all sufficiently large k (depending on η1).
By (29),
ψ0(δ) ≤ H(η1, 1− η1)− log(2)[1− (1− δ0)k] +O(k2−k) ≤ H(η1, 1− η1)− log(2) +O((1− η0)k).
This proves the claim.
Case 4. We claim that if η1 ≤ δ0 ≤ 0.5 − 2−k then ψ0(δ) < f(d, k) for all sufficiently
large k (independent of the choice of η1).
Recall that we define ε by δ = δ0(1− ε). By (22),
ε = 21−k · (1− δ0) · (1− δ0)
k−1 − δk−10
1− 22−k + 2(δ0/2)k + 2((1− δ0)/2))k
≤ 21−k(1− η1)k +O
(
4−k
) ≤ 2 · 3−k
since η1 > 1/3, assuming k is sufficiently large.
The assumption on r implies d = O
(
k2k
)
. So the second equality of Lemma 5.5 implies
(d− 1)[H0(δ, 1− δ)−H(δ, 1− δ)] = O
(
4.5−k
)
.
By equation (32) on page 19 of [COZ11],
ψ(δ0) = ψ(1/2)− (4 + ok(1))(0.5− δ0)2 +O
(
(0.5− δ0)3
)
. (30)
Since ψ(1/2) = f(d, k), (26) implies
ψ0(δ) ≤ f(d, k)− (4 + ok(1))(0.5− δ0)2 +O
(
(0.5− δ0)3 + 4.5−k
)
is strictly less than f(d, k) if k is sufficiently large. This implies the claim.
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Case 5. Suppose 0.5− 2−k ≤ δ0 ≤ 0.5. Let γ = 0.5− δ0. By (22),
ε = O
([
(1/2 + γ)k−1 − (1/2− γ)k−1] 2−k) .
Define L(x) := (1/2 + x)k−1 − (1/2 − x)k−1. We claim that L(γ) ≤ γ. Since L(0) = 0, it
suffices to show that L′(x) ≤ 1 for all x with |x| ≤ 0.01. An elementary calculation shows
L′(x) = (k − 1) [(1/2 + x)k−2 + (1/2− x)k−2] .
So L′(x) ≤ 1 if |x| ≤ 0.01 and k is sufficiently large. Altogether this proves ε = O (γ2−k).
So the second equality of Lemma 5.5 implies
(d− 1) [H0(δ, 1− δ)−H(δ, 1− δ)] = O
(
k2−kγ2
)
.
By (30) and (26),
ψ0(δ) ≤ f(d, k)− (4 + ok(1))γ2 +O
(
k2−kγ2
)
.
This is strictly less than f(d, k) if k is sufficiently large.
5.2 Reducing Lemma 1.2 inequality (3) to estimating the local
cluster
As in the previous section, fix an equitable coloring χ : Vn → {0, 1}. Given a uniform
homomorphism σ ∈ Homunif(Γ, Sym(n)), the cluster around χ is the set
Cσ(χ) :=
{
χ˜ ∈ Ze(σ) : dn(χ, χ˜) ≤ 2−k/2
}
.
We also call this the local cluster if χ is understood.
In §6 we prove:
Proposition 5.9. Let 0 < η0 < (1 − log 2)/2. Then for all sufficiently large k (depending
on η0), if
r := d/k =
log(2)
2
· 2k − (1 + log(2))/2 + η
for some η with η0 ≤ η < (1 − log 2)/2 then with high probability in the planted model,
|Cσ(χ)| ≤ Eun(Ze). In symbols,
lim
n→∞
P
χ
n
(|Cσ(χ)| ≤ Eun(Ze)) = 1.
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The rest of this section proves Lemma 1.2 inequality (3) from Proposition 5.9 and the
second moment estimates from earlier in this section. So we assume the hypotheses of
Proposition 5.9 without further mention.
We say that a coloring χ is σ-good if it is equitable and |Cσ(χ)| ≤ Eun(Ze(σ)). Let Sg(σ)
be the set of all σ-good proper colorings and let Zg(σ) = |Sg(σ)| be the number of σ-good
proper colorings.
We will say a positive functionG(n) is sub-exponential in n if limn→∞ n
−1 logG(n) = 0.
Also we say functionG andH are asymptotic, denoted byG(n) ∼ H(n), if limn→∞G(n)/H(n) =
1. Similarly, G(n) . H(n) if lim supn→∞G(n)/H(n) ≤ 1.
Lemma 5.10. Eun(Zg) ∼ Eun(Ze) = F (n)Eun(Z) where F (n) is sub-exponential in n.
Proof. For brevity, let H = Homunif(Γ, Sym(n)). Let P
χ
n be the probability operator in the
planted model of χ. By definition,
E
u
n(Zg) = |H|−1
∑
σ∈H
Zg(σ) = |H|−1
∑
σ∈H
∑
χ:V→{0,1}
1Sg(σ)(χ)
=
∑
χ
P
u
n(χ ∈ Sg(σ))
=
∑
χ equitable
P
u
n (|Cσ(χ)| ≤ Eu(Ze)|χ proper)Pun(χ proper)
=
∑
χ equitable
P
χ
n (|Cσ(χ)| ≤ Eu(Ze))Pun(χ proper)
∼
∑
χ equitable
P
u
n (χ proper) = E
u
n(Ze)
where the asymptotic equality ∼ follows from Proposition 5.9. The equality Eun(Ze) =
F (n)Eun(Z) holds by Theorem 4.2.
Lemma 5.11. Eun(Z
2
g ) ≤ C(n)Eun(Zg)2, where C(n) = C(n, k, r) is sub-exponential in n.
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Proof.
E
u
n(Z
2
g ) = |H|−1
∑
σ∈H
(∑
χ
1Sg(σ)(χ)
)2
(31)
= |H|−1
∑
σ∈H
∑
χ,χ˜
1Sg(σ)(χ)1Sg(σ)(χ˜) (32)
=
∑
χ,χ˜
P
u
n (χ ∈ Sg and χ˜ ∈ Sg) (33)
=
∑
χ,χ˜
P
u
n(χ ∈ Sg)Pun(χ˜ ∈ Sg|χ ∈ Sg) (34)
=
∑
χ
P
u
n(χ ∈ Sg)Eun(Zg|χ ∈ Sg). (35)
For a fixed χ ∈ Sg(σ) we analyze Eun(Zg|χ ∈ Sg) by breaking the colorings into those that are
close (i.e. in the local cluster) and those that are far. So let Zg(δ) : Homχ(Γ, Sym(n)) → N
be the number of good colorings such that dn(χ, χ˜) = δ. Then
E
u
n(Zg|χ ∈ Sg) = 2Eun
 ∑
0≤δ≤2−k/2
Zg(δ)
∣∣∣χ ∈ Sg
+ 2Eun
 ∑
2−k/2<δ≤1/2
Zg(δ)
∣∣∣χ ∈ Sg
 . (36)
The coefficient 2 above accounts for the following symmetry: if χ˜ is a good coloring with
dn(χ, χ˜) = δ then 1− χ˜ is a good coloring with dn(χ, 1− χ˜) = 1− δ. Note that
E
u
n
 ∑
0≤δ≤2−k/2
Zg(δ)
∣∣∣χ ∈ Sg
 ≤ Eun(#Cσ(χ)|χ ∈ Sg) ≤ Eun(Ze) (37)
where the last inequality holds by definition of Sg.
For colorings not in the local cluster,
E
u
n
 ∑
2−k/2<δ≤1/2
Zg(δ)
∣∣∣χ ∈ Sg
 ≤ Eun
 ∑
2−k/2<δ≤1/2
Ze(δ)
∣∣∣χ ∈ Sg

≤ Eun
 ∑
2−k/2<δ≤1/2
Ze(δ)
∣∣∣χ proper
 Pun(χ proper)
Pun(χ ∈ Sg)
where the sum is over all δ ∈ Z[1/n] in the given range. By definition and Proposition 5.9,
P
u
n(χ proper)
Pun(χ ∈ Sg)
=
1
Pun(χ ∈ Sg|χ proper)
=
1
P
χ
n
(|Cσ(χ)| ≤ Eun(Ze)) → 1
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as n→∞. Since Eun(·|χ proper) = Eχn(·), the above inequality now implies
E
u
n
 ∑
2−k/2<δ≤1/2
Zg(δ)
∣∣∣χ ∈ Sg
 . ∑
2−k/2<δ≤1/2
E
χ
n(Ze(δ)) ≤ C1
∑
2−k/2<δ≤1/2
enψ0(δ) (38)
≤ C1nenf(d,k) ≤ C2Eun(Ze) (39)
where the second inequality holds by Theorem 5.1 for some function C1 = C1(n, k, r) which is
sub-exponential in n. The second-to-last inequality holds because the number of summands
is bounded by n since δ is constrained to lie in Z[1/n] and by Proposition 5.8, ψ0(δ) ≤ f(d, k).
The last inequality holds for some function C2 = C2(n, k, r) that is sub-exponential in n since
by Theorem 4.2, n−1 logEun(Ze) converges to f(d, k).
Combine (36), (37) and (39) to obtain
E
u
n(Zg|χ ∈ Sg) ≤ 2(1 + C2)Eun(Ze).
Plug this into (35) to obtain
E
u
n(Z
2
g ) ≤ 2(1 + C2)Eun(Ze)2 ∼ 2(1 + C2)Eun(Zg)2
where the asymptotic ∼ holds by Lemma 5.10. This proves the lemma.
Corollary 5.12. Lemma 1.2 inequality (3) is true. That is:
0 = inf
ǫ>0
lim inf
n→∞
n−1 log
(
P
u
n
(∣∣n−1 logZ(σ)− f(d, k)∣∣ < ǫ)) .
Proof. By Jensen’s inequality and Theorem 4.2,
E
u
n
(
n−1 logZ(σ)
) ≤ n−1 logEun(Z(σ))→ f(d, k)
as n→∞. So it suffices to prove
0 = inf
ǫ>0
lim inf
n→∞
n−1 log
(
P
u
n
(
n−1 logZ(σ) ≥ f(d, k)− ǫ)) .
Since Z(σ) ≥ Zg(σ), it suffices to prove the same statement with Zg(σ) in place of Z(σ). By
Lemma 5.10 and Theorem 4.2, n−1 log (Eun[Zg(σ)]) converges to f(d, k) as n → ∞. So we
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may replace f(d, k) in the statement above with n−1 log (Eun[Zg(σ)]). Then we may multiply
by n both sides and exponentiate inside the probability. So it suffices to prove
0 = inf
ǫ>0
lim inf
n→∞
n−1 log
(
P
u
n
(
Zg(σ) ≥ Eun[Zg(σ)]e−nǫ
))
. (40)
By the Paley-Zygmund inequality and Lemma 5.11
P
u
n
(
Zg(σ) > E
u
n[Zg(σ)]e
−nǫ
) ≥ (1− e−nǫ)2Eun[Zg(σ)]2
Eun[Zg(σ)
2]
≥ 1
C
where C = C(n) is sub-exponential in n. This implies (40).
6 The local cluster
To prove Proposition 5.9, we show that with high probability in the planted model, there
is a ‘rigid’ set of vertices with density approximately 1 − 2−k. Rigidity here means that
any proper coloring either mostly agrees with the planted coloring on the rigid set or it
must disagree on a large density subset. Before making these notions precise, we introduce
the various subsets, state precise lemmas about them and prove Proposition 5.9 from these
lemmas which are proven in the next two sections.
So suppose G = (V,E) is a k-uniform d-regular hyper-graph and χ : V → {0, 1} is a
proper coloring. An edge e ∈ E is χ-critical if there is a vertex v ∈ e such that χ(v) /∈
χ(e \ {v}). If this is the case, then we say v supports e with respect to χ. If χ is
understood then we will omit mention of it. We will apply these notions both to the case
when G is the Cayley hyper-tree of Γ and when G = Gσ is a finite hyper-graph.
For l ∈ {0, 1, 2, . . .}, define the depth l-core of χ to be the subset Cl(χ) ⊂ V satisfying
C0(χ) = V,
Cl+1(χ) = {v ∈ Cl(χ) : v supports at least 3 edges which are contained in Cl}.
Also let C∞(χ) = ∩lCl(χ).
The set Cl(χ) is defined to consist of vertices v so that if v is re-colored (in some proper
coloring) then this re-coloring forces a sequence of re-colorings in the shape of an immersed
hyper-tree of degree at least 3 and depth l. Re-coloring a vertex of C∞(χ) would force
re-coloring an infinite immersed tree of degree at least 3.
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Also define the attached vertices Al(χ) ⊂ V by: v ∈ Al(χ) if v /∈ Cl(χ) but there exists
an edge e, supported by v such that e \ {v} ⊂ Cl(χ). Thus if v ∈ Al(χ) is re-colored then it
forces a re-coloring of some vertex in Cl(χ).
In order to avoid over-counting, we also need to define the subset A′l(χ) of vertices
v ∈ Al(χ) such that there exists a vertex w ∈ Al(χ), w 6= v and edges ev, ew supported by
v, w respectively such that ev ∩ ew 6= ∅.
We will need the following constants:
λ0 =
1
2k−1 − 1 , λ := dλ0 =
d
2k−1 − 1 .
The significance of λ0 is: if e is an edge and v ∈ e a vertex then λ0 is the probability v supports
e in a uniformly random proper coloring of e. So λ = dλ0 is the expected number of edges
that v supports. For the values of d and k used in the Key Lemma 1.2, λ = log(2)k+O(2−k).
For the next two lemmas, we assume the hypotheses of Proposition 5.9.
Lemma 6.1. For any δ > 0 there exists k0 such that k ≥ k0 implies
lim
l→∞
lim inf
n→∞
P
χ
n
( |Cl(χ) ∪Al(χ) \ A′l(χ)|
n
> 1− e−λ(1 + δ)
)
= 1.
Lemma 6.1 is proven in §7.
Definition 7. Fix a proper 2-coloring χ : V → {0, 1}. Let ρ > 0. A subset R ⊂ V is ρ-rigid
(with respect to χ) if for every proper coloring χ′ : V → {0, 1}, |{v ∈ R : χ(v) 6= χ′(v)}| is
either less than ρ|V | or greater than 2−k/2|V |.
Lemma 6.2. For any ρ > 0,
lim
l→∞
lim inf
n→∞
P
χ
n (Cl(χ) ∪ Al(χ) \ A′l(χ) is ρ-rigid) = 1.
Lemma 6.2 is proven in §8. We can now prove Proposition 5.9:
Proposition 5.9. Let 0 < η0 < (1 − log 2)/2. Then for all sufficiently large k (depending
on η0), if
r := d/k =
log(2)
2
· 2k − (1 + log(2))/2 + η
for some η with η0 ≤ η < (1 − log 2)/2 then with high probability in the planted model,
|Cσ(χ)| ≤ Eun(Ze). In symbols,
lim
n→∞
P
χ
n
(|Cσ(χ)| ≤ Eun(Ze)) = 1.
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Proof. Let 0 < ρ, δ be small constants satisfying
log(2)δ +H(ρ, 1− ρ) + log(2)ρ < (1− 2η − log(2))2−k. (41)
Let l be a natural number. Also let σ : Γ → Sym(n) be a uniform homomorphism and
χ : [n]→ {0, 1} a proper coloring. To simplify notation, let
R = Cl(χ) ∪Al(χ) \ A′l(χ).
By Lemmas 6.1 and 6.2 it suffices to show that if |R|/n > 1− e−λ − δ and R is ρ-rigid then
|Cσ(χ)| ≤ Eun(Ze) (for all sufficiently large n). So assume |R|/n > 1 − e−λ − δ and R is
ρ-rigid.
Let χ′ ∈ Cσ(χ). By definition, this means dn(χ′, χ) ≤ 2−k/2. Since R is ρ-rigid, this
implies
|{v ∈ R : χ(v) 6= χ′(v)}| ≤ ρn.
Since this holds for all χ′ ∈ Cσ(χ), it follows that
|Cσ(χ)| ≤
(|R|
ρn
)
2ρn2n−|R|.
By Stirling’s formula
n−1 log
(|R|
ρn
)
≤ n−1 log
(
n
ρn
)
≤ H(ρ, 1− ρ) +O(n−1 log(n)).
Since |R|/n > 1− e−λ − δ = 1− 2−k − δ +O(2−2k),
n−1 log(2n−|R|) ≤ log(2)[2−k + δ] +O(2−2k).
Thus,
n−1 log |Cσ(χ)| ≤ log(2)2−k + log(2)δ +H(ρ, 1− ρ) + log(2)ρ+O(2−2k + n−1 log(n)).
On the other hand,
n−1 logEun(Ze) = f(d, k) = (1− 2η)2−k +O(2−2k) +O(n−1 log(n))
by Lemma 5.6 and Theorem 4.2.
Therefore, the choice of ρ, δ in (41) implies |Cσ(χ)| ≤ Eun(Ze) for all sufficiently large n.
This also depends on k being sufficiently large, but the lower bound on k is uniform in n.
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7 A Markov process on the Cayley hyper-tree
Let (xg)g∈Γ be a family of random variables satisfying the following conditions:
• For each g ∈ Γ, xg is uniformly distributed on {0, 1},
• Let v ∈ Γ and let e ⊂ Γ be a hyperedge containing v. Let Past(e, v) be the set of all
g ∈ Γ such that every path in the Cayley hyper-tree from g to an element of e passes
through v. In particular, e ∩ Past(e, v) = {v}. Then the distribution of (xg)g∈e\{v}
conditioned on {xg : g ∈ Past(e, v)} is uniformly distributed on the set of all colorings
y : (e \ {v})→ {0, 1} such that there exists some h ∈ e \ {v} with y(h) 6= x(v).
By definition, the latter condition means that (xg)g∈Γ is a Markov random field on the Cayley
hyper-tree. Let µ be the law of (xg)g∈Γ. So µ is a Γ-invariant Borel probability measure on
X .
7.1 Local convergence
We will prove the following lemma.
Lemma 7.1. Let χ : V → {0, 1} be an equitable coloring with |V | = n. If B ⊆ X is clopen,
then for every ǫ > 0
lim
n→∞
P
χ
n
(∣∣∣∣∣ 1n∑
v∈V
1B(Π
σn
v (χ))− µ(B)
∣∣∣∣∣ > ǫ
)
= 0.
To prove this lemma we will first show that if f : Homχ(Γ, Sym(n))→ R is the function
f(σn) :=
1
n
∑
v∈V
1B(Π
σn
v (χ))
then f concentrates about its expectation using Theorem B.1, and then we will show that
this expectation is given by µ(B).
Proposition 7.2. We have
lim
n→∞
P
χ
n (|f − Eχn[f ]| > ǫ) = 0.
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Proof. For g ∈ Γ, let prg : X → {0, 1} be the projection map prg(x) = xg. For D ⊂ Γ, let
FD be the smallest Borel sigma-algebra such that prg is FD-measurable for every g ∈ D.
Note that every clopen subset B of X is a finite union of cylinder sets. Thus the function
1B is FD-measurable for some finite set D ⊂ Γ.
We will use the normalized Hamming metrics dSym(n) and dHom on Sym(n) and Homχ(Γ, Sym(n))
respectively. These are defined in the beginning of Appendix B. We claim f is L-Lipschitz
for some L <∞. Let σ, σ′ ∈ Homχ(Γ, Sym(n)). Because f is FD-measurable,
|f(σ)− f(σ′)| ≤ n−1#{v ∈ [n] : χ(σ(γ)(v)) 6= χ(σ′(γ)(v)) for some γ ∈ D}
≤ n−1#{v ∈ [n] : σ(γ)(v) 6= σ′(γ)(v) for some γ ∈ D}
≤
∑
γ∈D
dSym(n)(σ(γ), σ
′(γ)).
Now dSym(n) is both left and right invariant. So
dSym(n)(gh, g
′h′) ≤ dSym(n)(gh, gh′) + dSym(n)(gh′, g′h′) = dSym(n)(h, h′) + dSym(n)(g, g′)
for any g, g′, h, h′ ∈ Sym(n). By induction, this implies dSym(n)(σ(γ), σ′(γ)) ≤ |γ|dHom(σ, σ′)
for any γ ∈ Γ where |γ| is the distance from γ to the identity in the word metric on Γ. Thus
if we take L =
∑
γ∈D |γ| <∞ we see that |f(σ)− f(σ′)| ≤ LdHom(σ, σ′) as desired.
The Proposition now follows from Theorem B.1.
To finish the proof of Lemma 7.1, it now suffices to show the expectation of f with
respect to the planted model converges to µ(B) as n → ∞. We will prove this by an
inductive argument, the inductive step of which is covered in the next lemma. In general, if
F is a function and D is a subset of the domain of F then we denote the restriction of F to
D by F ↾ D.
Lemma 7.3. Let h ∈ Γ and e be a hyperedge containing h. Let D ⊂ Past(e, h) be either
the singleton {h} or a connected finite union of hyperedges containing h. Let e˜ = e \ h and
ξ ∈ {0, 1}D∪e˜ be a proper coloring. Let FD,ξ be the event that Πσnvn (χ) ↾ D = ξ ↾ D and define
Fe˜,ξ similarly. Then for every fixed vn ∈ V ,
P
χ
n
(
Fe˜,ξ
∣∣∣∣FD,ξ) = 1 + on(1)2k−1 − 1
where for fixed n, on(1) does not depend on the choice of vn ∈ V
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Proof. Let Evn be the event that that σn(g
−1)(vn) 6= σn(g′−1)(vn) for any g, g′ ∈ D ∪ e˜,
g 6= g′. Since the planted model is a random sofic approximation, further conditioning on
Evn changes the left hand side by at most a factor of 1 + on(1). Let m = |(ξ ↾ e˜)−1(1)|. We
claim that(
n/2−|D|
m
)(
n/2−|D|
k−1−m
)
m!(k − 1−m)!
(
(
n−|D|
k−1
)− (n/2
k−1
)
)(k − 1)! ≤ P
χ
n
(
Fe˜,ξ
∣∣∣∣FD,ξ, Evn) ≤
(
n/2
m
)(
n/2
k−1−m
)
m!(k − 1−m)!
(
(
n−|D|
k−1
)− (n/2−|D|
k−1
)
)(k − 1)! .(42)
Since |D|, m, and k are constants we have for example (n−|D|
k
)
= (n−|D|)
k
k!
+ O(nk−1) =
(1 + on(1))
nk
k!
+ O(nk−1). From this and similar computations the desired equality follows
from (42).
We justify (42) as follows:
Since we are conditioning on Evn and FD,ξ, after σn(D
−1)(vn) has been chosen, the total
number of choices for σn((e˜
−1))(vn) to form any bichromatic edge is between
((
n−|D|
k−1
)− (n/2−|D|
k−1
))
(k − 1)! and
((
n−|D|
k−1
)− (n/2
k−1
))
(k − 1)!, depending on the color distribution of ξ.
On the other hand, the number of choices for σn((e˜
−1))(vn) to form an edge with colors
matching ξ on e˜, so that Fe˜,ξ occurs, is calculated by counting the number of ways to choose
m vertices from χ−1(1) and k− 1−m vertices from χ−1(0) that have not already been fixed
by conditioning on FD,ξ. There are at least
(
n/2−|D|
m
)(
n/2−|D|
k−1−m
)
m!(k − 1 − m)! and at most(
n/2
m
)(
n/2
k−1−m
)
m!(k − 1 −m)! ways to choose our vertices with these restrictions, depending
again on the color distribution of ξ.
Since the hyperedges in V are chosen uniformly at random, the result follows.
Proof of Lemma 7.1. Let µχn be the Borel probability measure on X defined by
µχn(B) = E
χ
n
(
1
#V
∑
v∈V
1B (Π
σn
v (χ))
)
for any Borel set B ⊂ X . By Proposition 7.2, it suffices to show that µχn(B) → µ(B) as
n → ∞ for any clopen set B ⊂ X . Because clopen sets are finite unions of cylinder sets, it
suffices to show that if D ⊂ Γ is a finite subset and ξ ∈ {0, 1}D then limn→∞ µχn([ξ]) = µ([ξ])
where [ξ] is the cylinder set {x ∈ X : x ↾ D = ξ}. We can further assume D to be a
connected finite union of hyperedge, since such objects contain all finite subsets of Γ
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Let D be a connected finite union of L hyperedges. By properties of Γ as a Cayley
hyper-tree, D is also a “finite hyper-tree”: there exists a sequence D1, ..., DL of hyperedges
satisfying the following.
1. ∪Li=1Di = D.
2. Let Fi = ∪ij=1Dj for 1 ≤ i ≤ L − 1. Let F0 be a fixed singleton in D1. Then there
exists a unique vi ∈ Di+1 ∩ Fi.
3. Fi ⊂ Past(Di+1, vi).
It follows that if ξ ∈ {0, 1}D is a proper coloring, then
µ([ξ]) =
1
2
L∏
i=1
µ
(
[ξ ↾ Di]
∣∣∣∣[ξ ↾ Fi−1]) = 12(2k−1 − 1)−L.
Similarly, along with linearity of expectation, Lemma 7.3 implies that
µχn([ξ]) = (1 + on(1))
1
2
(2k−1 − 1)−L.
7.2 The density of the rigid set
This subsection proves Lemma 6.1. So we assume the hypotheses of Proposition 5.9. An ele-
ment x ∈ X is a 2-coloring of the Cayley hyper-tree of Γ. Interpreted as such, Cl(x), Al(x), A′l(x)
are well-defined subsets of Γ (see §6 to recall the definitions). Let
C˜l = {x ∈ X : 1Γ ∈ Cl(x)},
A˜l = {x ∈ X : 1Γ ∈ Al(x)},
A˜′l = {x ∈ X : 1Γ ∈ A′l(x)}.
Recall that λ0 =
1
2k−1−1
and λ = dλ0. Since we assume the hypothesis of Prop. 5.9, λ is
asymptotic to log(2)k as k →∞.
Proposition 7.4.
µ(C˜∞) ≥ 1− λ2e−λ +O(k62−2k),
µ(C˜∞ ∪ A˜∞) ≥ 1− e−λ +O(k42−2k).
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Proof. For brevity, let ei ⊂ Γ be the subgroup generated by si. So ei is a hyper-edge of the
Cayley hyper-tree. Let F il ⊂ X be the set of all x such that
1. 1Γ supports the edge ei with respect to x and
2. ei \ {1Γ} ⊂ Cl(x).
Since Cl+1(x) ⊂ Cl(x), it follows that F il+1 ⊂ F il . The events F il for i = 1, . . . , d are i.i.d. Let
pl = µ(F
i
l ) be their common probability.
We write Pr(Bin(n, p) = m) =
(
n
m
)
pm(1− p)n−m for the probability that a binomial ran-
dom variable with n trials and success probability p equals m. Since the events F 1l−1, . . . , F
d
l−1
are i.i.d., A˜l is the event that either 1 or 2 of these events occur and C˜l is the event that at
least 3 of these events occur, it follows that
µ(A˜l) = Pr(Bin(d, pl−1) ∈ {1, 2}).
µ(C˜l) = Pr(Bin(d, pl−1) ≥ 3).
Because the sets A˜l, C˜l are disjoint,
µ(C˜l ∪ A˜l) = Pr(Bin(d, pl−1) > 0).
Claim 2. p0 = λ0 and for l ≥ 0, pl+1 = f(pl) where
f(t) = λ0 Pr(Bin(d− 1, t) ≥ 3)k−1.
Proof. To reduce notational clutter, let Fl = F
1
l . Note that p0 = µ(F0) = λ0 is the probability
that the edge e1 is critical. So
pl+1 = µ(F0)µ(Fl+1 | F0) = λ0µ(Fl+1 | F0).
Conditioned on F0, Fl+1 is the event that e1 \{1Γ} ∈ Cl+1(x). By symmetry and the Markov
property µ(Fl+1 | F0) is the (k − 1)-st power of the probability that s1 ∈ Cl+1(x) given that
1Γ supports e1. By translation invariance, that probability is the same as the probability
that 1Γ ∈ Cl+1(x) given that 1Γ does not support the edge e1. By definition of Cl+1(x) and
the Markov property, this is the same as the probability that a binomial random variable
with (d− 1) trials and success probability pl is at least 3. This implies the claim.
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The next step is to bound Pr(Bin(d− 1, t) ≥ 3) from below:
Pr(Bin(d− 1, t) ≥ 3) = 1− (1− t)d−1 − (d− 1)t(1− t)d−2 −
(
d− 1
2
)
t2(1− t)d−3
≥ 1− e−(d−1)t
(
1 +
(d− 1)t
1− t +
(d− 1)2t2
2(1− t)2
)
. (43)
The last inequality follows from the fact that (1− t)d−1 ≤ e−(d−1)t. This motivates the next
claim:
Claim 3. Suppose t is a number satisfying λ0
(
1− λ2e1−λ)k−1 ≤ t ≤ λ0. Then for all
sufficiently large k,
0 ≤ λ− (d− 1)t ≤ 1
1 +
(d− 1)t
1− t +
(d− 1)2t2
2(1− t)2 ≤ (d− 1)
2t2.
Proof. The first inequality follows from:
λ− (d− 1)t ≥ λ− (d− 1)λ0 = λ0 > 0.
The second inequality follows from:
λ− (d− 1)t ≤ λ− (d− 1)λ0
(
1− λ2e1−λ)k−1
= dλ0 − (d− 1)λ0
(
1− λ2e1−λ)k−1
≤ dλ0 − (d− 1)λ0(1− (k − 1)λ2e1−λ)
≤ λ0 + (d− 1)λ0(k − 1)λ2e1−λ ≤ λ0 + kλ3e1−λ →k→∞ 0.
The third line follows from the general inequality (1 − x)k−1 ≥ 1 − (k − 1)x valid for all
x ∈ [0, 1]. To see the limit, observe that under the hypotheses of Proposition 5.9, d ∼
(log(2)/2)k2k. So λ ∼ log(2)k. In particular, kλ3e1−λ → 0 and λ0 → 0 as k → ∞. The
implies the limit. Thus if k is large enough then the second inequality holds.
To see the last inequality, observe that since t ≤ λ0, t → 0 as k → ∞. On the other
hand, (d − 1)t ∼ λ ∼ log(2)k. Thus (d−1)t
1−t
and (d − 1)t are asymptotic to log(2)k. Since
1 + log(2)k + log(2)
2k2
2
≤ log(2)2k2 for all sufficiently large k, this proves the last inequality
assuming k is sufficiently large.
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Now suppose that t is as in Claim 2. Then
f(t) ≥ λ0
(
1− e−(d−1)t
(
1 +
(d− 1)t
1− t +
(d− 1)2t2
2(1− t)2
))k−1
≥ λ0
(
1− e1−λ(d− 1)2t2)k−1 ≥ λ0 (1− λ2e1−λ)k−1 .
The first inequality is implied by (43). The second and third inequalities follow from Claim
2. For example, since λ− (d− 1)t ≤ 1, e−(d−1)t ≤ e1−λ.
Therefore, if pl satisfies the bounds λ0
(
1− λ2e1−λ)k−1 ≤ pl ≤ λ0 then f(pl) = pl+1
satisfies the same bounds. Since p∞ = liml→∞ f
l(λ0), it follows that
λ0 ≥ p∞ ≥ λ0
(
1− λ2e1−λ)k−1 = λ0 +O(k32−2k).
Because (1− t
n
)n ≤ e−t for any t, n > 0,
µ(C˜∞ ∪ A˜∞) = Pr(Bin(d, p∞) > 0) = 1− (1− p∞)d
≥ 1− exp(−p∞d) = 1− e−λ +O(k42−2k).
By (43) and Claim 3 (with d in place of d− 1),
µ(C˜∞) = Pr(Bin(d, p∞) ≥ 3) ≥ Pr(Bin(d, λ0 +O(k32−2k)) ≥ 3)
≥ 1− exp(−λ0d)
(
1 +
dλ0
1− λ0 +
d2λ20
2(1− λ0)2
)
+O(k62−2k)
≥ 1− λ2e−λ +O(k62−2k).
Lemma 7.5. µ(A˜′∞) = o(e
−λ) where the implied limit is as k →∞ and r is held fixed.
Proof. As in the previous proof, let ei ⊂ Γ be the subgroup generated by si. So ei is a
hyper-edge of the Cayley hyper-tree.
Let x ∈ X . We say that an edge e is attaching (for x) if it supported by a vertex
v ∈ A∞(x) and e \ {v} ⊂ C∞(x). Let F (x) = 0 if 1Γ /∈ C∞(x). Otherwise, let F (x) be the
number of attaching edges containing 1Γ. Then by translation invariance,
µ(A˜′∞) ≤
d∑
m=2
mµ(F (x) = m). (44)
Let G ⊂ X be the set of all x such that
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1. e1 is a critical edge supported by some vertex v 6= 1Γ,
2. e1 \ {v, 1Γ} ⊂ C∞(x),
3. v ∈ A∞(x).
By the Markov property and symmetry,
µ(F (x) = m) ≤
(
d
m
)
µ(G)m(1− µ(G))d−m. (45)
Let
• G1 ⊂ X be the set of all x such that e1 is supported by s1,
• G2 ⊂ X be the set of all x such that e1 \ {s1, 1Γ} ⊂ C∞(x),
• G3 ⊂ X be the set of all x such that s1 ∈ A∞(x).
By symmetry
µ(G) = (k − 1)µ(G3|G2 ∩G1)µ(G2|G1)µ(G1).
Conditioned on G1 ∩ G2, if G3 occurs then there are no more than 2 attaching edges e
supported by s1 with e 6= e1. By the Markov property and symmetry,
µ(G3|G2 ∩G1) ≤ Pr(Bin(d− 1, p∞) ≤ 2) = O(λ2e−λ).
Also µ(G1) = λ0. Thus µ(G) ≤ O(k3e−2λ). So (44) and (45) along with straightforward
estimates imply µ(A˜′∞) = o(e
−λ).
We can now prove Lemma 6.1:
Proof of Lemma 6.1. Observe that the sets C˜l, A˜l, A˜
′
l are clopen for finite l. By Lemma 7.1,
lim
δց0
lim inf
n→∞
P
χ
n
(∣∣∣∣ |Cl(χ) ∪ Al(χ) \ A′l(χ)|n − µ(C˜l ∪ A˜l \ A˜′l)
∣∣∣∣ < δ) = 1. (46)
for any finite l. Since C˜∞ is the decreasing limit of C˜l, A˜∞ is the decreasing limit of A˜l and
A˜′∞ is the decreasing limit of A˜
′
l,
lim
l→∞
µ(C˜l ∪ A˜l \ A˜′l) = µ(C˜∞ ∪ A˜∞ \ A˜′∞).
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By Proposition 7.4 and Lemma 7.5,
µ(C˜∞ ∪ A˜∞ \ A˜′∞) = 1− e−λ +O(k2e−2λ).
Together with (46), this implies the lemma.
8 Rigid vertices
This section proves Lemma 6.2. So we assume the hypotheses of Proposition 5.9.
As in the previous section, fix an equitable coloring χ : V → {0, 1}. We assume |V | = n
and let σ : Γ→ Sym(V ) be a uniformly random uniform homomorphism conditioned on the
event that χ is proper with respect to σ.
Lemma 8.1 (Expansivity Lemma). There is a constant k0 > 0 such that the following holds.
If k ≥ k0 then with high probability (with respect to the planted model), as n → ∞, for any
T ⊂ V with |T | ≤ 2−k/2n the following is true. Let ET be the set of all edges e ∈ ∪v∈TEv
such that |e ∩ T | ≥ 2. Then
#ET ≤ 2#T.
Proof.
Claim 4. There exists k0 ∈ N such that k ≥ k0 implies
• k/2 ≤ λ ≤ k,
• 2−k/2 ≤ 1/(8k),
• and for any 0 < t ≤ 2−k/2 and k/2 ≤ λ′ ≤ k
H(t, 1− t) + λ′H(2t/λ′, 1− 2t/λ′) + 2t log(4k) + 4t log(t) ≤ t log(t)/2.
Proof. Recall that λ = log(2)k+O(2−k). So the first two requirements are immediate for k0
sufficiently enough.
We estimate each of the first three terms on the left as follows. Because 1 = limtց0
H(t,1−t)
−t log(t)
,
there exists k0 ∈ N such that k ≥ k0 implies H(t,1−t)−t log(t) ≤ 1.1.
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Note,
λ′H(2t/λ′, 1− 2t/λ′) = −2t log(2t/λ′)− (λ′ − 2t) log(1− 2t/λ′)
= −2t log(2t/λ′) +O(2−k/2) ≤ −2t log(t) + 2t log(λ′) +O(2−k/2)
≤ −2t log(t) + 21−k/2 log(k) +O(2−k/2).
So by making k0 larger if necessary, we may assume
λ′H(2t/λ′, 1− 2t/λ′)
−t log(t) ≤ 2.1.
Since
2t log(4k)
−t log(t) ≤
2 log(4k)
(k/2) log(2)
we may also assume 2t log(4k)
−t log(t)
≤ 0.1. Combining these inequalities, we obtain
H(t, 1−t)+λ′H(2t/λ′, 1−2t/λ′)+2t log(4k)+4t log(t) ≤ (1.1+2.1+0.1−4)(−t log(t)) ≤ t log(t)/2.
From now on, we assume k ≥ k0 with k0 as above. To simplify notation, let ζ = 2−k/2.
For 1 ≤ l ≤ n, let Tl be the collection of all subsets T ⊂ V = [n] such that |T | = l and
|ET | > 2|T |. To prove the lemma, by a first moment argument, it suffices to show that the
expected value of |Tl| tends to zero exponentially in n (with respect to the planted model).
Given a d-tuple c = (c1, . . . , cd) of natural numbers, let Ec be the event that there are
exactly ci critical edges of type i. Let P
χ
c,n be the planted model conditioned on Ec.
Claim 5. If n is sufficiently large (depending only on k, d), l ≤ ζn and kn/2 ≤ |c| ≤ kn
then
E
χ
c,n[#Tl] ≤ ζζn/2.
Before proving this claim, we show how it implies the lemma. By Lemma 7.1, with high
probability, the total number of critical edges is asymptotic to λn as n → ∞. Let E ′n be
the event that the number of critical edges is between (k/2)n and kn. So Pχn(E
′
n) → 1 as
n→∞.
By Claim 5, ∑
1≤l≤ζn
E
χ
n[#Tl|E ′n] ≤
∑
1≤l≤ζn
∑
kn/2≤|c|≤kn
E
χ
c,n[#Tl] ≤ kn2ζζn/2.
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Since this decays exponentially in n, it implies the lemma.
To prove the claim, we first need to introduce the planted model conditioned on Ec which
we denote by Pχc,n. This measure can be constructed as follows. Let Ic be the set of pairs
(i, j) with 1 ≤ i ≤ d and 1 ≤ j ≤ ci. First choose edges {ei,j}(i,j)∈Ic uniformly at random
subject to the conditions:
1. each ei,j ⊂ [n] has cardinality k and ei,j ∩ ei,j′ = ∅ for j 6= j′,
2. each ei,j is critical with respect to χ.
Next choose a uniformly random uniform homomorphism σ subject to:
1. χ is a proper coloring with respect to σ,
2. each ei,j is a type i-edge with respect to σ,
3. the edges {ei,j}(i,j)∈Ic are precisely the critical edges of χ with respect to σ.
Then σ is distributed according to Pχc,n.
For s ∈ Ic and T ⊂ V , let FT,s be the event that es is supported by a vertex in T and
|es ∩ T | ≥ 2. For S ⊂ Ic, let FT,S = ∩s∈SFT,S.
Before proving the claim above, we need to prove:
Claim 6. For any T ⊂ V with cardinality |T | = l, S ⊂ Ic with |S| ≤ 2l− 1 and s0 ∈ Ic \ S,
Then Pχc,n(FT,s|FT,S) ≤ 4kl
2
n2
.
Proof of Claim 6. For s ∈ S, let es be a random edge in [n] with cardinality k satisfying the
conditions above. Let s0 = (i0, j0). Let V0 be the union of all type i0-edges in {es}s∈S. That
is, v ∈ V0 if and only if there is s ∈ S with es ∋ v and s = (i0, j) for some j.
We will condition on FT,S and {es}s∈S. For i = 0, 1, let
• ni be the number of vertices v ∈ [n] \ V0 such that χ(v) = i;
• li be the number of vertices v ∈ T \ V0 such that χ(v) = i.
The probability that es0 is supported by a vertex in T given {es}s∈S and FT,S is the same as
the probability that a randomly chosen vertex in [n] \ V0 lies in T :
l0 + l1
n0 + n1
.
57
Given that es0 is supported by a vertex in T (and given {es}s∈S and FT,S) the probability
that |es0 ∩ T | = 1 is
l0
l0 + l1
(
n1−l1
k−1
)(
n1
k−1
) + l1
l0 + l1
(
n0−l0
k−1
)(
n0
k−1
) .
The reason for this expression is that l0
l0+l1
is the probability that the vertex v that supports
es0 has χ(v) = 0. Conditioned on this event, there are k − 1 non-supporting vertices of es0
that must be chosen amongst the n1 vertices in [n] \ V0. The probability that these vertices
are chosen are all chosen in the complement of T is
(n1−l1k−1 )
( n1k−1)
. This explains the first summand;
the second is justified similarly.
It follows that
P
χ
c,n(FT,s|FT,S, {es}s∈S) =
l0 + l1
n0 + n1
[
1− l0
l0 + l1
(
n1−l1
k−1
)(
n1
k−1
) − l1
l0 + l1
(
n0−l0
k−1
)(
n0
k−1
) ] .
In order to bound this expression, consider(
n1−l1
k−1
)(
n1
k−1
) = (n1 − l1
n1
)
· · ·
(
n1 − l1 − k + 2
n1 − k + 2
)
≥
(
n1 − l1 − k + 2
n1 − k + 2
)k−1
=
(
1− l1
n1 − k + 2
)k−1
≥ 1− (k − 1)l1
n1 − k + 2 ≥ 1−
kl1
n1
.
Thus,
P
χ
c,n(FT,s|FT,S, {es}s∈S) ≤
l0 + l1
n0 + n1
[
1− l0
l0 + l1
(
1− kl1
n1
)
− l1
l0 + l1
(
1− kl0
n0
)]
=
kl0l1
n0n1
.
Because l0 + l1 ≤ |T | = l, the product satisfies l0l1 ≤ l2/4. Note n0 ≥ n/2 − 2kl ≥ n/4.
Similarly, n1 ≥ n/4. Substitute these inequalities above to obtain,
P
χ
c,n(FT,s|FT,S, {es}s∈S) ≤
4kl2
n2
.
Since Pχc,n(FT,s|FT,S) is a convex sum of such expressions, it follows that Pχc,n(FT,s|FT,S) ≤ 4kl
2
n2
.
This proves the claim.
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Apply the chain rule and Claim 6 to obtain: if S ⊂ Ic has |S| = 2l then
P
χ
c,n(FT,S) ≤
(
4kl2
n2
)2l
.
Note
E
χ
c,n[#Tl] ≤
∑
S,T
P
χ
c,n(FT,S). (47)
where the sum is over all T ⊂ [n] and S ⊂ Ic with |T | = l and |S| = 2l. Therefore,
E
χ
c,n[#Tl] ≤
(
n
l
)(|c|
2l
)(
4kl2
n2
)2l
.
Define t, λ′ by tn = l and |c| = λ′n. By hypothesis k/2 ≤ λ′ ≤ k. We make the following
estimates: (
n
l
)
= exp(nH(t, 1− t) + o(n)),(|c|
2l
)
= exp(λ′nH(2t/λ′, 1− 2t/λ′) + o(n))
so that
E
χ
c,n[#Tl] ≤ exp(n(H(t, 1− t) + λ′H(2t/λ′, 1− 2t/λ′) + 2t log(4k) + 4t log(t)) + o(n)).
For n sufficiently large and t ≤ 2−k/2, this is bounded above by exp(nt log(t)/2) = ttn/2 by
the choice of k0.
This proves Claim 5 and finishes the lemma.
Lemma 8.2. Let ρ > 0. Then there exists L such that l > L implies Cl(χ) ⊂ [n] is ρ-rigid
(with high probability in the planted model as n→∞).
Proof. Without loss of generality, we may assume that 0 < ρ < µ(C˜∞).
Observe that the sets C˜l are clopen for finite l. By Lemma 7.1,
lim
ηց0
lim inf
n→∞
P
χ
n
(∣∣∣∣ |Cl(χ)|n − µ(C˜l)
∣∣∣∣ < η) = 1.
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Since the sets Cl(χ) are decreasing with l, this implies the existence of L such that l > L
implies
lim inf
n→∞
P
χ
n
(∣∣∣∣ |Cl(χ)|n − |Cl+1(χ)|n
∣∣∣∣ < ρ/3) = 1
Choose l > L. Let ψ : V → {0, 1} be a σ-proper coloring. Let
Tl = {v ∈ Cl(χ) : χ(v) 6= ψ(v)}.
Define Tl+1 similarly. Since |Cl(χ) \Cl+1(χ)| ≤ ρn/3 (with high probability) and Tl \ Tl+1 ⊂
Cl(χ) \ Cl+1(χ), it follows that |Tl \ Tl+1| < ρn/3 (with high probability).
For every v ∈ Tl+1, let Fv ⊂ Ev be the subset of χ-critical edges e such that e ⊂ Cl(χ).
We claim that if v ∈ Tl+1 then Fv ⊂ ETl where
ETl = {e ∈ ∪v∈TlEv : |e ∩ Tl| ≥ 2}.
Because ψ : [n] → {0, 1} is a proper coloring and v ∈ Tl+1, ψ(v) 6= χ(v). So if e ∈ Fv then
v supports e with respect to χ. Therefore, there must exist a vertex w ∈ e \ {v} such that
ψ(v) 6= χ(v). Since {v, w} ⊂ e ⊂ Cl(χ), this means that |e ∩ Tl| ≥ 2 and therefore e ∈ ETl ,
which proves the claim.
For every v ∈ Tl+1, |Fv| ≥ 3. Since edges can only be supported by one vertex, the sets
Fv are pairwise disjoint. So
|ETl| ≥
∣∣∣∣∣∣
⋃
v∈Tl+1
Fv
∣∣∣∣∣∣ ≥ 3|Tl+1| ≥ 3|Tl| − ρn.
If |Tl| > ρn then |ETl| ≥ 3|Tl| − ρn > 2|Tl|. So it follows from Lemma 8.1 that (with high
probability), |Tl| > 2−k/2n. Thus Cl is ρ-rigid.
We can now prove Lemma 6.2.
Proof of Lemma 6.2. Let ρ > 0. By Lemma 8.2, there exists L such that l > L implies
Cl(χ) is (ρ/2)-rigid with high probability in the planted model as n → ∞. So without loss
of generality we condition on the event that Cl(χ) is (ρ/2)-rigid.
Now let l > L. Let ψ : V → {0, 1} be a σ-proper coloring. Let
T = {v ∈ Cl(χ) : χ(v) 6= ψ(v)}.
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T ′ = {v ∈ Al(χ) \ A′l(χ) : χ(v) 6= ψ(v)}.
We claim that |T | ≥ |T ′|. To see this, let v ∈ T ′. Then there exists an edge e supported by
v (with respect to χ) with e \ {v} ⊂ Cl(χ). Since ψ is proper and ψ(v) 6= χ(v), there must
exist a vertex w ∈ e \ {v} with ψ(w) 6= ψ(v). Necessarily, w ∈ T . So there exists a function
f : T ′ → T such that f(v) is contained in an edge e supported by v with e \ {v} ⊂ Cl(χ).
Because v /∈ A′l(χ), f is injective. This proves the claim.
Now suppose that |T ∪ T ′| > ρn. Since T and T ′ are disjoint, either |T | > (ρ/2)n or
|T ′| > (ρ/2)n. So the claim implies |T | > (ρ/2)n. Since Cl(χ) is (ρ/2)-rigid,
|T ∪ T ′| > 2−k/2n.
This proves the lemma.
A Topological sofic entropy notions
In this appendix, we recall the notion of topological sofic entropy from [KL13] and prove
that it coincides with the definition given in §2.
Let T be an action of Γ on a compact metrizable space X . So for g ∈ Γ, T g : X → X
is a homeomorphism and T gh = T gT h. We will also denote this action by ΓyX . Let
σ : Γ → Sym(n) be a map, ρ be a pseudo-metric on X , F ⋐ Γ be finite and δ > 0. For
x ∈ Xn, let
ρ∞(x, y) = max
i
ρ(xi, yi), ρ2(x, y) =
(
1
n
∑
i
ρ(xi, yi)
2
)1/2
be pseudo-metrics on Xn. Also let
Map(T, ρ, F, δ, σ) = {x ∈ Xn : ∀f ∈ F, ρ2(T fx, x ◦ σ(f)) < δ}
Informally, elements of Map(T, ρ, F, δ, σ) are “good models” that approximate partial peri-
odic orbits with respect to the chosen sofic approximation.
For a pseudo-metric space (Y, ρ), a subset S ⊂ Y is (ρ, ǫ)-separated if for all s1 6= s2 ∈ S,
ρ(s1, s2) ≥ ǫ. Let Nǫ(Y, ρ) = max{|S| : S ⊂ Y, S is (ρ, ǫ)-separated} be the maximum
cardinality over all (ρ, ǫ)-separated subsets of Y .
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Given a sofic approximation Σ to Γ, we define
h˜Σ(ΓyX, ρ) = sup
ǫ>0
inf
F⋐Γ
inf
δ>0
lim sup
i→∞
|Vi|−1 log(Nǫ(Map(T, ρ, F, δ, σi), ρ∞))
where the symbol F ⋐ Γ means that F varies over all finite subsets of Γ.
We say that a pseudo-metric ρ on X is generating if for every x 6= y there exists g ∈ Γ
such that ρ(gx, gy) > 0. By [KL13, Proposition 3.4], if ρ is continuous and generating,
h˜Σ(T, ρ) is invariant under topological conjugacy and does not depend on the choice of ρ.
So we define h˜Σ(T ) = h˜Σ(T, ρ) where ρ is any continuous generating pseudo-metric. The
authors of [KL13] define the topological sofic entropy of ΓyX to be h˜Σ(T ). The main result
of this appendix is:
Proposition A.1. Let A be a finite set and X ⊂ AΓ a closed shift-invariant subspace. Let
T be the shift action of Γ on X. Then hΣ(ΓyX) = h˜Σ(T ) where hΣ(ΓyX) is as defined in
§2.
Proof. To begin, we choose a pseudo-metric on AΓ as follows. For x, y ∈ AΓ, let ρ(x, y) =
1xe 6=ye. Then ρ is continuous and generating. So h˜Σ(ΓyX) = h˜Σ(ΓyX, ρ).
Let ǫ > 0, O ⊂ AΓ be an open set. We first analyze Ω(O, ǫ, σ) from the definition
of hΣ(ΓyX). Note that the topology for A
Γ is generated by the base B = {[a] : a ∈
A
F , F ⋐ Γ} where if a ∈ AF then [a] = {x ∈ AΓ : x|F = a}. In other words, open sets of
B are those that specify a configuration on a finite subset of coordinates. For F ⋐ Γ let
O(F ) = {y ∈ AΓ : ∃x ∈ X, y|F = x|F} = ∪a∈AF [a] be the open set containing all elements
containing some configuration that appears in X in the finite window F .
Claim 7. Every open superset O ⊃ X contains some open set of the form O(F ).
Because Ω(O, ǫ, σ) decreases as O decreases, it suffices to only consider open sets of the
form O(F ) in the definition of hΣ(ΓyX).
Proof. O is a union of elements in B and X is compact, so that there exists X ⊂ O′ ⊂ O
with O′ containing only finitely many base elements. Let F be the union of all coordinates
specified by base elements in O′. It follows that O′ contains O(F ).
Without loss of generality and for convenience we can assume that F is symmetric, i.e.
F = F−1, and contains the identity. This is because we can replace any F with the larger
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set F ∪ F−1 ∪ e, and both Map(T, ρ, F, δ, σi) and Ω(O(F ), ǫ, σi) are monotone decreasing in
F .
Let n = |Vi|. Now for each x ∈ Ω(O(F ), ǫ, σi) we obtain an element x˜ ∈ Xn and then show
that these partial orbits form a good estimate for h˜Σ. Let G(x) = {v ∈ Vi : Πσi(x)v ∈ O(F )}.
For every v ∈ G(x), choose some x˜v ∈ X that agrees with Πσiv (x) on F . For v /∈ G(x) choose
an arbitrarily element x˜v ∈ X . Thus x˜ ∈ Xn .
Now for v ∈ G(x), f ∈ F , T f x˜v(e) = x˜v(f−1) = xσi(f)v. On the other hand we also want
x˜σi(f)v(e) = xσi(f)v, which is true for v ∈ σi(f)−1G(x). It follows that ρ2(T f x˜, x˜ ◦ σi(f)) <√
2ǫ.
Now consider separation of {x˜ : x ∈ Ω(O(F ), ǫ, σi)}. We will show that a slightly smaller
subset is (ρ∞, 1)-separated. By the pigeonhole principle there exists a subset V¯i of size at
least (1−ǫ)n such that #{x ∈ Ω(O(F ), ǫ, σi) : G(x) = V¯i} ≥ e−n(H(ǫ,1−ǫ)+o(1))#Ω(O(F ), ǫ, σi).
Furthermore, if x, y ∈ Ω(O(F ), ǫ, σi, V¯i) then ρ∞(x˜, y˜) = 1 if x(v) 6= y(v) for some v ∈
V¯i ∩ Fix(e), where Fix(e) = {v ∈ Vi : σi(e)v = v}. Since there are at most |A|(ǫ+o(1))n
configurations in AVi with some fixed configuration on V¯i, there exists a (ρ∞, 1) separated
subset of Ω(O(F ), ǫ, σi, V¯i) of size at least |A|−(ǫ+o(1))n#Ω(O(F )), ǫ, σi, V¯i). It follows that
N1(Map(T, ρ, F,
√
ǫ, σi), ρ∞) ≥ |A|−(ǫ+o(1))ne−n(H(ǫ,1−ǫ)+o(1))#Ω(O(F ), ǫ, σi).
On the other hand, suppose we have some x˜ ∈ Map(T, ρ, F, δ, σi). This means that
for every f ∈ F , there exists a set V˜i(f) of size > (1 − δ2)n such that for v ∈ V˜i(f),
x˜σi(f)v(e) = T
f x˜v(e) = x˜v(f
−1). Let V˜i = ∩f∈F V˜i(f). Then |V˜i| > (1 − |F |δ2)n and for
v ∈ V˜i, for every f ∈ F , x˜σi(f)v(e) = T f x˜v(e) = x˜v(f−1).
Define x ∈ AVi by xv = x˜v(e). Then for any fixed v ∈ V˜i, for every f ∈ F , Πσiv (x)(f) =
xσi(f−1)v = x˜σi(f−1)v(e) = T
f−1 x˜v(e) = x˜v(f). Since x˜v ∈ X , it follows that x ∈ Ω(O(F ), δ2|F |, σi).
Also note that x˜, y˜ ∈ Map(T, ρ, F, δ, σi) are (ρ, ǫ)-separated for any ǫ ≤ 1 if and only if
x˜v(e) 6= y˜v(e) for some v ∈ Vi, so that x 6= y. It follows that
Nǫ(Map(T, ρ, F, δ, σi), ρ∞) ≤ #Ω(O(F ), δ2|F |, σi)
Note that in the definitions of hΣ and h˜Σ, F is fixed with respect to δ.
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B Concentration for the planted model
Definition 8 (Hamming metrics). Define the normalized Hamming metric dSym(n) on
Sym(n) by
dSym(n)(σ1, σ2) = n
−1#{i ∈ [n] : σ1(i) 6= σ2(i)}.
Define the normalized Hamming metric dHom on Hom(Γ, Sym(n)) by
dHom(σ1, σ2) =
d∑
i=1
dSym(n)(σ1(si), σ2(si)).
The purpose of this section is to prove:
Theorem B.1. There exist constants c, λ > 0 (depending only on k, d) such that for every
δ > 0 there exists Nδ such that for all n > Nδ, for every 1-Lipschitz f : Homχ(Γ, Sym(n))→
R,
µ (|f − Eχn[f ]| > δ) ≤ c exp(−λδ2n).
B.1 General considerations
To begin the proof we first introduce some general-purpose tools.
Definition 9. A metric measure space is a triple (X, dX , µ) where (X, dX) is a met-
ric space and µ is a Borel probability measure on X . We will say (X, dX , µ) is (c, λ)-
concentrated if for any 1-Lipschitz function f : X → R,
µ
(∣∣∣∣f − ∫ f dµ∣∣∣∣ > ǫ) < ce−λǫ2.
If (X, dX , µ) is (c, λ)-concentrated and f : X → R is L-Lipschitz, then since f/L is
1-Lipschitz
µ
(∣∣∣∣f − ∫ f dµ∣∣∣∣ > ǫ) = µ(∣∣∣∣f/L− ∫ f/L dµ∣∣∣∣ > ǫ/L) < c exp(−λǫ2/L2). (48)
Lemma B.2. Let (X, dX , µ) be (c, λ)-concentrated. If φ : X → Y is an L-Lipschitz map onto
a measure metric space (Y, dY , ν) and ν = φ∗µ is the push-forward measure, then (Y, dY , ν)
is (c, λ/L2)-concentrated.
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Proof. This follows from the observation that if f : Y → R is 1-Lipschitz, then the pullback
f ◦ φ : X → R is L-Lipschitz. So equation (48) implies
ν
(∣∣∣∣f − ∫ f dµ∣∣∣∣ > ǫ) = µ(∣∣∣∣f ◦ φ− ∫ f ◦ φ dµ∣∣∣∣ > ǫ) < c exp(−λǫ2/L2).
The next lemma is concerned with the following situation. Suppose X = ⊔i∈IXi is a
finite disjoint union of spaces Xi. Even if we have good concentration bounds on the spaces
Xi, this does not imply concentration on X because it is possible that a 1-Lipschitz function
f will have different means when restricted to the Xi’s. However, if most of the mass of X
is concentrated on a sub-union ∪j∈JXi (for some J ⊂ I) and the sets Xi are all very close
to each other, then there is a weak concentration inequality on X .
Lemma B.3. Let (X, dX , µ) be a measure metric space with diameter ≤ 1. Suppose X =
⊔i∈IXi is a finite disjoint union of spaces Xi, each with positive measure (µ(Xi) > 0).
Let µi be the induced probability measure on Xi. Suppose there exist J ⊂ I and constants
η, δ, λ, c > 0 satisfying:
1. µ(∪j∈JXj) ≥ 1− η ≥ 1/2.
2. For every j, k ∈ J , there exists a measure µj,k on Xj × Xk with marginals µj, µk
respectively such that
µj,k({(xj , xk) : dX(xj , xk) ≤ δ}) = 1.
3. For each j ∈ J , (Xj, dX , µj) is (c, λ)-concentrated.
Then for every 1-Lipschitz function f : X → R and every ǫ > δ + 2η,
µ
(∣∣∣∣f − ∫ f dµ∣∣∣∣ > ǫ) ≤ η + c exp (−λ (ǫ− δ − 2η)2) .
Proof. Let f : X → R be a 1-Lipschitz function. After adding a constant to f if necessary, we
may assume
∫
f dµ = 0. Note that the mean of f is a convex combination of its restrictions
to the Xi’s:
0 =
∫
f(x) dµ(x) =
∑
i∈I
µ(Xi)
∫
f(xi) dµi(xi)
=
∑
i∈I\J
µ(Xi)
∫
f(xi) dµi(xi) +
∑
j∈J
µ(Xj)
∫
f(xj)dµj(xj).
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Since f is 1-Lipschitz with zero mean, |f | ≤ diam(X) ≤ 1. So∣∣∣∣∣µ(∪j∈JXj)−1∑
j∈J
µ(Xj)
∫
f(xj) dµj(xj)
∣∣∣∣∣ =
∣∣∣∣∣∣µ(∪j∈JXj)−1
∑
i∈I\J
µ(Xi)
∫
f(xi) dµi(xi)
∣∣∣∣∣∣
≤ η
1− η ≤ 2η
where the last inequality uses that µ(∪j∈JXj) ≥ 1− η and η ≤ 1/2.
For any j, k ∈ J , the µj and µk-means of f are δ-close:∣∣∣∣∫ f(xj) dµj(xj)− ∫ f(xk) dµk(xk)∣∣∣∣ = ∣∣∣∣∫ f(xj)− f(xk) dµj,k(xj , xk)∣∣∣∣
≤
∫
|f(xj)− f(xk)| dµj,k(xj , xk) ≤ δ.
So for any j0 ∈ J ,∣∣∣∣∣
∫
f(xj0) dµj0(xj0)− µ(∪j∈JXj)−1
∑
j∈J
µ(Xj)
∫
f(xj) dµj(xj)
∣∣∣∣∣ ≤ δ.
Combined with the previous estimate, this gives∣∣∣∣∫ f(xj0) dµj0(xj0)∣∣∣∣ ≤ δ + 2η.
Now we estimate the µ-probability that f is > ǫ (assuming ǫ > δ + 2η):
µ
(∣∣∣∣f − ∫ f dµ∣∣∣∣ > ǫ) = µ(|f | > ǫ)
≤ η +
∑
j∈J
µj(|f | > ǫ)µ(Xj)
≤ η +
∑
j∈J
µj
(∣∣∣∣f − ∫ f(xj) dµj(xj)∣∣∣∣ > ǫ− ∣∣∣∣∫ f(xj) dµj(xj)∣∣∣∣)µ(Xj)
≤ η +
∑
j∈J
µj
(∣∣∣∣f − ∫ f(xj) dµj(xj)∣∣∣∣ > ǫ− δ − 2η)µ(Xj)
≤ η + c exp (−λ (ǫ− δ − 2η)2) .
The next lemma is essentially the same as [Led01, Proposition 1.11]. We include a proof
for convenience.
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Lemma B.4. [Led01] Suppose (X, dX , µ) is (c1, λ1)-concentrated and (Y, dY , ν) is (c2, λ2)-
concentrated. Define a metric on X×Y by dX×Y ((x1, y1), (x2, y2)) = dX(x1, x2)+dY (y1, y2).
Then (X × Y, dX×Y , µ× ν) is (c1 + c2,min(λ1, λ2)/4)-concentrated.
Proof. Let F : X×Y → R be 1-Lipschitz. For y ∈ Y , define F y : X → R by F y(x) = F (x, y).
Define G : Y → R by G(y) = ∫ F y(x) dµ(x). Then F y and G are 1-Lipschitz.
If |F (x, y)−∫ F dµ×ν| > ǫ then either |F y(x)−∫ F y dµ| > ǫ/2 or |G(y)−∫ G dν| > ǫ/2.
Thus
µ× ν
({
(x, y) :
∣∣∣∣F (x, y)− ∫ F dµ× ν∣∣∣∣ > ǫ})
≤ µ× ν
({
(x, y) :
∣∣∣∣F y(x)− ∫ F y dµ∣∣∣∣ > ǫ/2})+ ν ({y : ∣∣∣∣G(y)− ∫ G dν∣∣∣∣ > ǫ/2})
≤ c1e−λ1ǫ2/4 + c2e−λ2ǫ2/4 ≤ (c1 + c2) exp(−min(λ1, λ2)ǫ2/4).
B.2 Specific considerations
We need to show that certain subsets of the group Sym(n) are concentrated. To define these
subsets, we need the following terminology.
Recall that a k-partition of [n] is an unordered partition π = {P1, . . . , Pn/k} of [n] such
that each Pi has cardinality k. Let Part(n, k) be the set of all k-partitions of [n]. The
group Sym(n) acts on Part(n, k) by gπ = {gP1, . . . , gPn/k}. Given a k-partition π of [n], let
Gπ ≤ Sym(n) be the point-wise stabilizer of π. This means σ ∈ Gπ if and only if σPi = Pi
for all 1 ≤ i ≤ n/k.
Lemma B.5. The group Gπ is (1, n/2k)-concentrated (when equipped with the uniform prob-
ability measure and the restriction of the normalized Hamming metric dSym(n)).
Proof. The group Gπ is isomorphic to the direct product Sym(P1)× · · · × Sym(Pn/k) which
is isomorphic to Sym(k)n/k. The diameter of Sym(Pi), viewed as a subgroup of Sym(n) with
the normalized Hamming metric on Sym(n), is k/n. So the lemma follows from [Led01,
Corollary 1.17].
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Given an equitable coloring χ : [n]→ {0, 1}, let Hχ be the stabilizer of χ:
Hχ = {g ∈ Sym(n) : χ(gv) = χ(v) ∀v ∈ [n]}.
Lemma B.6. The group Hχ is (2, n/16)-concentrated (when equipped with the uniform prob-
ability measure and the restriction of the normalized Hamming metric dSym(n)).
Proof. The group Hχ is isomorphic to the direct product Sym(χ
−1(0))×Sym(χ−1(1)) which
is isomorphic to Sym(n/2)2. By [Led01, Corollary 4.3], Sym(n/2) is (1, n/16)-concentrated.
So the result follows from Lemmas B.4 and B.2. This uses that the inclusion map from
Sym(n/2)2 to itself is (1/2)-Lipschitz when the source is equipped with the sum of the
dSym(n/2)-metrics and the target equipped with the dSym(n) metric.
Let σ ∈ Sym(n). The orbit-partition of σ is the partition πσ of [n] into orbits of σ.
For example, for any v ∈ [n] the element of πσ containing v is {σiv : i ∈ Z} ⊂ [n]. Let
Sym(n, k) ⊂ Sym(n) be the set of all permutations σ ∈ Sym(n) such that the orbit-partition
of σ is a k-partition.
Recall from §4.1 that a k-partition π has type ~t = (tj)kj=0 ∈ [0, 1]k+1 with respect to a
coloring χ if the number of partition elements P of π with |P ∩ χ−1(1)| = j is tjn. We will
also say that a permutation σ ∈ Sym(n, k) has type ~t = (tj)kj=0 ∈ [0, 1]k+1 with respect
to a coloring χ if its orbit-partition πσ has type ~t with respect to χ.
Let Sym(n, χ,~t) be the set of all permutations σ ∈ Sym(n, k) such that σ has type
~t with respect to χ. Also, if π is a k-partition with type ~t (with respect to χ) then let
Symπ(n, χ,~t) = {σ ∈ Sym(n, χ,~t) : πσ = π}.
Lemma B.7. Let χ : [n] → {0, 1} be an equitable coloring and π be a k-partition with
type ~t with respect to χ. Then Hχ acts on Sym(n, χ,~t) by conjugation. Moreover, for any
σ ∈ Sym(n, χ,~t) there exists h ∈ Hχ such that hσh−1 ∈ Symπ(n, χ,~t).
Proof. The action of Hχ on [n] preserves χ. Therefore the action of Hχ on Sym(n) preserves
Sym(n, χ,~t). Suppose π = {P1, . . . , Pn/k} is a k-partition with type ~t with respect to χ. Let
σ ∈ Sym(n, χ,~t) and write πσ = {Q1, . . . , Qn/k}. Since π and πσ have the same type, after
re-ordering if necessary, we may assume |Qi ∩ χ−1(1)| = |Pi ∩ χ−1(1)| for all i. Thus there
exists h ∈ Sym(n) such h(Qi ∩χ−1(1)) = Pi ∩ χ−1(1) and h(Qi) = Pi for all i. In particular,
h preserves χ so h ∈ Hχ and π is the orbit-partition of hσh−1.
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Lemma B.8. The group Gπ acts on Symπ(n, χ,~t) by conjugation. Moreover this action is
transitive.
Proof. Let σ ∈ Symπ(n, χ,~t) and g ∈ Gπ. Since σ has orbit-partition π, the orbit-partition
of gσg−1 is gπ = π. The type of σ is determined by its orbit-partition. In particular, gσg−1
also has type ~t. So gσg−1 ∈ Symπ(n, χ,~t), which proves the first claim.
To see the second claim, suppose π = {P1, . . . , Pn/k}. Then Gπ = Sym(P1) × · · · ×
Sym(Pn/k). If Ci is the set of all k-cycles in Sym(Pi) then Symπ(n, χ,~t) is naturally bijective
with C1 × · · · × Cn/k since every σ ∈ Symπ(n, χ,~t) splits as a product σ = σ1 · · ·σn/k with
σi ∈ Ci. For each i, the action of Sym(Pi) on Ci by conjugation is transitive. This implies
transitivity of the action of Gπ.
Lemma B.9. Let σ, σ′, g, h ∈ Sym(n). Then
dSym(n)(gσg
−1, hσ′h−1) ≤ 2dSym(n)(g, h) + dSym(n)(σ, σ′).
Proof. By the triangle inequality and invariance of the Hamming metric under left transla-
tion, right translation and inverses,
dSym(n)(gσg
−1, hσ′h−1) ≤ dSym(n)(gσg−1, gσh−1) + dSym(n)(gσh−1, gσ′h−1) + dSym(n)(gσ′h−1, hσ′h−1)
= dSym(n)(g
−1, h−1) + dSym(n)(σ, σ
′) + dSym(n)(g, h)
= 2dSym(n)(g, h) + dSym(n)(σ, σ
′).
Lemma B.10. The subset Sym(n, χ,~t) is either empty or (3, λn)-concentrated (when equipped
with the normalized Hamming metric dSym(n) and the uniform probability measure) where
λ0 > 0 is a constant depending only on k.
Proof. Assume that σ ∈ Sym(n, χ,~t). Let π = πσ be the orbit-partition of σ. Define a map
Φ : Hχ ×Gπ → Sym(n, χ,~t)
by Φ(h, g) = hgσg−1h−1.
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We claim that Φ is surjective. To see this, let σ′ ∈ Sym(n, χ,~t). By Lemma B.7, there
exists h ∈ Hχ such that hσ′h−1 ∈ Symπ(n, χ,~t). By Lemma B.8, there exists g ∈ Gπ such
that ghσ′h−1g−1 = σ. Thus Φ(h−1, g−1) = σ′. This proves surjectivity.
We claim that Φ is 2-Lipschitz when Sym(n, χ,~t), Hχ, Gπ are equipped with the normal-
ized Hamming metric dSym(n) metrics and the metric dχ,π on Hχ ×Gπ is defined by
dχ,π((g1, h1), (g2, h2)) = dSym(n)(g1, g2) + dSym(n)(h1, h2).
By two applications of Lemma B.9,
dSym(n)(Φ(h1, g1),Φ(h2, g2)) = dSym(n)(h1g1σg
−1
1 h
−1
1 , h2g2σg
−1
2 h
−1
2 )
≤ 2dSym(n)(h1, h2) + 2dSym(n)(g1, g2) = 2dχ,π((g1, h1), (g2, h2)).
This proves Φ is 2-Lipschitz.
By Lemmas B.5, B.6 and B.4, Hχ×Gπ is (3, λ0n)-concentrated where λ0 = min(2/k, 1/16)
depends only on k. So this Lemma is implied by Lemma B.2.
Let Sym(n; k, χ) be the set of all σ ∈ Sym(n, k) such that if ~t = (tj)kj=0 is the type of
σ with respect to χ then t0 = tk = 0. In other words, σ ∈ Sym(n; k, χ) if and only if the
orbit-partition π of χ is proper with respect to π (where we think of π as a collection of
hyper-edges).
Let ~s = (sj) with sj =
1
k(2k−2)
(
k
j
)
. For δ > 0 let Symδ(n; k, χ) be the set of all σ ∈
Sym(n; k, χ) such that if ~t = (ti)
k
i=0 is the type of σ (with respect to χ) then
k∑
i=0
|si − ti|2 < δ2.
Lemma B.11. With notation as above,
|Symδ(n; k, χ)|
|Sym(n; k, χ)| ≥ 1− e
−λ1δ2n
where λ1 > 0 is a constant depending only on k.
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Proof. Let
Part(n, χ,~t) = {π ∈ Part(n, k) : π has type ~t with respect to χ},
Part(n, χ) = {π ∈ Part(n, k) : χ is proper with respect to π},
Partδ(n, χ) =
{
π ∈ Part(n, χ) : if ~t is the type of π with respect to χ then
k∑
i=0
|ti − si|2 < δ2
}
.
The orbit-partition map from Sym(n, k)→ Part(n, k) is constant-to-1 and maps Sym(n; k, χ)
onto Part(n, χ) and Symδ(n; k, χ) onto Partδ(n, χ). Therefore, it suffices to prove
|Partδ(n; k, χ)|
|Part(n; k, χ)| ≥ 1− e
−λδ2n
where λ > 0 is a constant depending only on k.
Recall from Lemma 4.3 that
(1/n) log |Part(n, χ,~t)| = (1− 1/k)(log(n)− 1)− log(2) + J(~t) +O(n−1 log(n)).
where J(~t) = H(~t)−∑kj=0 tj log(j!(k − j)!).
Let M˜ be the set of all vectors ~t = (ti)
k
i=0 ∈ [0, 1]k+1 such that t0 = tk = 0,
∑
i ti = 1/k
and
∑
j jtj = 1/2. By the proof of Theorem 4.2 (specifically equation (9)), J is uniquely
maximized in M˜ by the vector ~s.
We claim that the Hessian of J is negative definite. To see this, one can consider J to
be a function of [0, 1]k+1. The linear terms in J do not contribute to its Hessian. Since the
second derivative of x 7→ −x log x is −1/x,
∂2J
∂ti∂tj
=
 0 i 6= j−1/ti i = j
Thus the Hessian is diagonal and every eigenvalue is negative; so it is negative definite.
Thus if ~t ∈ M˜ is such that ∑i |ti − si|2 ≥ δ2 then
(1/n) log |Part(n, χ,~t)| ≤ (1− 1/k)(log(n)− 1)− log(2) + J(~s)− δ2λ+O(n−1 log(n))
where λ′1 = min1≤i≤k−1 1/si is the smallest absolute value of an eigenvalue of the Hessian of
J at ~s.
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If ~t is the type of a k-partition π of n then ti ∈ {0, 1/n, 2/n, . . . , 1}. Thus the number of
different types of k-partitions of [n] is bounded by a polynomial in n (namely (n + 1)k+1).
Thus
|Partδ(n; k, χ)|
|Part(n; k, χ)| ≥ 1− (n+ 1)
k+1 exp(n[(1− 1/k)(log(n)− 1)− log(2) + J(~s)− δ2λ+O(n−1 log(n))])
exp(n[(1− 1/k)(log(n)− 1)− log(2) + J(~s) +O(n−1 log(n))])
= 1− nc exp(−δ2λ′1n)
where c > 0 is a constant. This implies the lemma.
Recall that a k-cycle is a permutation π ∈ Sym(n) of the form π = (v1, . . . , vk) for some
v1, . . . , vk ∈ [n]. In other words, π has n−k fixed points and one orbit of size k. The support
of π ∈ Sym(n) is the complement of the set of π-fixed points. It is denoted by supp(π). Two
permutations are disjoint if their supports are disjoint. A permutation π ∈ Sym(n) is a
disjoint product of k-cycles if there exist pairwise disjoint k-cycles π1, . . . , πm such that
π = π1 · · ·πm. In this case we say that each πi is contained in π.
Lemma B.12. Let ~t, ~u ∈ [0, 1]k+1. Suppose
k∑
i=0
|ti − ui| < δ.
Suppose Sym(n, χ,~t) and Sym(n, χ, ~u) are non-empty (for some integer n and equitable col-
oring χ).
For σ, σ′ ∈ Sym(n, k), let |σ △ σ′| be the number of k-cycles τ that are either in σ or in
σ′ but not in both. Let
Z = {(σ, σ′) ∈ Sym(n, χ,~t)× Sym(n, χ, ~u) : |σ △ σ′| ≤ δn}.
Then Z is non-empty and there exists a probability measure µ on Z with marginals equal to
the uniform probability measures on Sym(n, χ,~t) and Sym(n, χ, ~u) respectively.
Proof. Let ρ ∈ Sym(n) be a disjoint product of k-cycles. The type of ρ with respect to
χ is the vector ~r = (ri)
k
i=0 defined by: ri is 1/n times the number of k-cycles ρ
′ contained in
ρ such that | supp(ρ′) ∩ χ−1(1)| = i.
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Let σ ∈ Sym(n, χ,~t). Then there exists disjoint k-cycles σ′1, . . . , σ′m in σ such that if
ρ = σ′1 · · ·σ′m and ~r = (ri)ki=0 is the type of ρ then ri = min(ti, ui). Note m ≥ n(1/k − δ)
by assumption on ~t and ~u. Moreover, there exist k-cycles σ′m+1, · · · , σ′n/k such that the
collection σ′1, . . . , σ
′
n/k is pairwise disjoint and the type of σ
′ = σ′1 · · ·σ′n/k is ~u. Then |σ △
σ′| = n/k −m ≤ δn. So (σ, σ′) ∈ Z which proves Z is non-empty.
We claim that there is a constant C1 > 0 such that for every σ ∈ Sym(n, χ,~t) the number
of σ′ ∈ Sym(n, χ, ~u) with (σ, σ′) ∈ Z is C1. Indeed the following algorithm constructs all
such σ′ with no duplications:
Step 1. Let σ = σ1 · · ·σn/k be a representation of σ as a disjoint product of k-cycles.
Choose a subset S ⊂ [n/k] with cardinality |S| ≥ n(1/k − δ) such that if ρ = ∏i∈S σi and
~r = (ri)
k
i=0 is the type of ρ then ri ≤ ui for all i.
Step 2. Choose pairwise disjoint k-cycles σ′1, . . . , σ
′
n/k−|S| such that
1. supp(σ′i) ∩ supp(σj) = ∅ for all 1 ≤ i ≤ n/k − |S| and j ∈ S;
2. if σ′ = ρ
∏
j σ
′
j then σ
′ has type ~u;
The number of choices in these steps do not depend on the choice of σ (although they
do depend on k, n,~t, ~u). This proves the claim.
Similarly, there is a constant C2 > 0 such that for every σ
′ ∈ Sym(n, χ, ~u) the number of
σ ∈ Sym(n, χ,~t) with (σ, σ′) ∈ Z is C2. It follows that the uniform probability measure on Z
has marginals equals to the uniform probability measures on Sym(n, χ,~t) and Sym(n, χ, ~u)
respectively.
Corollary B.13. There are constants c, λ > 0 (depending only on k) such that for every
δ > 0, there exists Nδ such that for all n > Nδ, for every 1-Lipschitz f : Sym(n; k, χ)→ R,
µ
(∣∣f − ESym(n;k,χ)[f ]∣∣ > δ) ≤ c exp(−λδ2n)
where ESym(n;k,χ)[f ] = |Sym(n; k, χ)|−1
∑
σ∈Sym(n;k,χ) f(σ) is the average of f . Moreover δ 7→
Nδ is monotone decreasing.
Proof. The set Sym(n; k, χ) is the disjoint union of Sym(n, χ,~t) over ~t ∈ [0, 1]k+1. Let
δ > 0. Lemmas B.10, B.11 and B.12 imply that this decomposition of Sym(n; k, χ) satisfies
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the criterion in Lemma B.3 where we set c = 3, η = exp(−λ1δ2n) and λ = λ0n where
λ0, λ1 > 0 depend only on k. So for every 1-Lipschitz function f : Sym(n; k, χ) → R and
every ǫ > δ + 2η,
µ
(∣∣f − ESym(n;k,χ)[f ]∣∣ > ǫ) ≤ exp(−λ1δ2n) + c exp (−λ0n (ǫ− δ − 2η)2) .
In particular, there exist Nδ such that if n > Nδ then 2η < δ. By choosing Nδ to satisfy the
equation 2 exp(−λ1δ2Nδ) = δ, we can ensure that δ 7→ Nδ is decreasing.
Set ǫ = 3δ to obtain
µ
(∣∣f − ESym(n;k,χ)[f ]∣∣ > 3δ) ≤ exp(−λ1δ2n) + c exp (−λ0n (δ)2) ≤ (1 + c) exp(−λδ2n)
where λ = min(λ0, λ1). The corollary is now finished by changing variables.
Proof of Theorem B.1. The space of homomorphisms Homχ(Γ, Sym(n)) is the d-fold direct
power of the spaces Sym(n; k, χ). So the Theorem follows from Corollary B.13 and the proof
of Lemma B.4.
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