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RESUMEN
Solucio´n a un Sistema No Lineal V´ıa el
Teorema de Weierstrass Generalizado
KARINA DENGSE ESCALANTE ZEGARRA
Diciembre - 2019
Orientador: Dr. Eugenio Cabanillas Lapa
T´ıtulo Obtenido: Licenciada en Computacio´n Cient´ıfica
——————————————————————————————–
En este trabajo, estudiamos la existencia de soluciones reales no nulas para un
sistema de ecuaciones no lineales de la forma
Au = λF (u)
donde u es un vector columna en Rn, A es una matriz definida positiva de orden
n×n y F es una funcio´n no lineal en Rn. Mediante el uso del Teorema Generalizado
de Weierstrass obtenemos el resultado de existencia.
Palabras claves: Teorema Generalizado de Weierstrass, Sistemas de ecuaciones
No Lineales, Matriz definida positiva
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ABSTRACT
Solution to a Nonlinear System Via
the Generalized Weierstrass Theorem
KARINA DENGSE ESCALANTE ZEGARRA
December - 2019
Advisor: Dr. Eugenio Cabanillas Lapa
Obtained Title: Degree in Scientific Computing
——————————————————————————————–
In this work, we study the existence of nonzero real solutions for a system of
nonlinear equations of the form
Au = λF (u)
Where u is a column vector in Rn, A is a given n × n positive definite matrix and
F is a nonlinear function in Rn. By using the Generalized Weierstrass Theorem we
get our result of existences.
Keywords: Generalized Weierstrass Theorem, System of nonlinear equations,
Positive definite matrix
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Introduccio´n
Esta investigacio´n es motivada por el siguiente problema f´ısico, donde suponemos
que los cuerpos u1, u2, . . ., un se ubican en las posiciones 1, 2, . . ., n del eje real
respectivamente. Sea utk la temperatura del cuerpo en la posicio´n k y en el tiempo t.
En el momento t, si la temperatura utk−1 es superior a u
t
k, el calor fluira´ del cuerpo
k − 1 a k. El incremento de temperatura es ut+1k − u
t
k, y es razonable postular que
el incremento es proporcional a utk−1 − u
t
k, es decir, r
(
utk−1 − u
t
k
)
donde r es la
constante positiva de la velocidad de difusio´n. De manera similar, si la temperatura
utk+1 es mayor que u
t
k, el calor fluira´ desde el cuerpo k+1 a k. Por otro lado, tambie´n
suponemos que los cuerpos u0 y un+1 mantienen siempre la temperatura 0. Por lo
tanto, es razonable postular que el efecto total corresponde a una Ley Discreta del
Enfriamiento de Newton de la forma:
∆1u
t
k = r∆
2
2u
t
k−1, k = 1, 2, . . . , n, t ∈ N (1)
Con la condicio´n de valor de frontera:
ut0 = 0 = u
t
n+1, t ∈ N (2)
Donde ∆1u
t
k = u
t+1
k − u
t
k y ∆
2
2u
t
k−1 = u
t
k+1 − 2u
t
k + u
t
k−1. Cuando la tempe-
ratura inicial esta´ dado por {u0k}
n+1
k=0 , la ecuacio´n (1) es fa´cil de resolver por iteracio´n.
Observamos que las fuentes de calor no han sido considerados en la anterior
reaccio´n de difusio´n. Asumimos que hay una fuente de calor para cada cuerpo uk
y que es una funcio´n fk de u
(t)
k . En este caso, la reaccio´n de difusio´n puede ser
expresada en la forma:
∆1u
t
k = r∆
2
2u
t
k−1 + fk
(
utk
)
, k = 1, 2, . . . , n, t ∈ N (3)
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Si el sistema esta´ lateralmente aislado, la temperatura constante en el sistema
puede satisfacer la siguiente ecuacio´n:
r∆2uk−1 + fk (uk) = 0, k = 1, 2, . . . , n, (4)
O
∆2uk−1 + λfk (uk) = 0, k = 1, 2, . . . , n, (5)
Con la condicio´n de frontera:
u0 = 0 = un+1 (6)
En este trabajo, consideramos la existencia de soluciones para (5) - (6) mediante
un me´todo variacional. En general, notamos que (5) no puede considerarse como el
ana´logo discreto de la ecuacio´n diferencial
x′′ (t) + f (t, x (t)) = 0, 0 < t < 1 (7)
Ya que en (5) las fuentes de calor f1, f2,. . ., fn pueden ser diferentes funciones.
Usualmente, en (7) se supone que satisface que la funcio´n f es continua. Natu-
ralmente, en el ana´logo discreto:
∆2uk−1 + f (k, uk) = 0, (8)
La funcio´n f satisface una condicio´n similar, que ya ha sido estudiada
(ver [9,15]). Este trabajo ha sido motivado por [16]. En [16], Zhang y Yang estudian
la existencia de soluciones perio´dicas y soluciones subarmo´nicas de las ecuaciones
diferenciales superlineales de 2do orden. Se ha observado resultados similares para
ecuaciones en diferencias finitas.
Este trabajo esta´ escrito como sigue:
En el Cap´ıtulo 1 presentamos los preliminares y resultados teo´ricos usados a los
largo de esta tesis, tomando como referencia [1], [2], [6], [10], [11].
En el Cap´ıtulo 2, con la finalidad de aplicar nuestra metodolog´ıa de trabajo
a una gran variedad de problemas, colocamos el problema (5)-(6) en un contexto
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operacional abstracto. As´ı el problema puede ser expresado en la forma matricial
siguiente:
Au = λF (u) (9)
donde: u =

u1
u2
...
un
 , F (u) =

f1 (u1)
f2 (u2)
...
fn (un)
 y A =

2 −1 0 . . . 0
−1 2 −1 . . . 0
... . . . . . . . . .
...
0 . . . −1 2 −1
0 . . . 0 −1 2

Aqu´ı se encuentra el resultado principal de esta Tesis, que consiste en aplicar
las te´cnicas del Ca´lculo Variacional, en particular el Teorema de Weierstrass
Generalizado, para mostrar la existencia de soluciones al problema (9), y en
consecuencia al problema (5)-(6).
En el Cap´ıtulo 3, mostramos un algoritmo nume´rico implementando los me´todos
de Newton y Broyden para sistemas de ecuaciones no lineales a trave´s de MATLAB,
tambie´n realizamos el ana´lisis nume´rico de tres sistemas de ecuaciones no lineales
aplicando el resultado principal, adema´s realizamos una aplicacio´n a un feno´meno
f´ısico considerando las ecuaciones 4, 5 y 6.
Finalmente tenemos las conclusiones con sugerencias para trabajos futuros. En
los anexos presentamos los algoritmos de Newton y Broyden, as´ı como tambie´n
encontramos el co´digo de implementacio´n en MATLAB que aproxima las soluciones
de los sistemas de ecuaciones no lineales .
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Cap´ıtulo 1
Resultados y Preliminares
A continuacio´n, en el presente cap´ıtulo se enunciara´n conceptos de mucha impor-
tancia para el desarrollo del Cap´ıtulo 2 y Cap´ıtulo 3, dichos conceptos se encuentran
en las referencias [1], [2], [6], [10], [11], [12]
Definicio´n 1.1 (Distancia). Dado un conjunto X, una distancia es una aplicacio´n
d : X ×X → R que a cada par (x, y) ∈ X ×X se le asocia un nu´mero real d(x, y)
y que cumple las siguientes condiciones:
1. d(x, y) ≥ 0
2. d(x, y) = 0 si, y so´lo si x = y (Separacio´n)
3. d(x, y) = d(y, x) para todo x, y ∈ X (Simetr´ıa)
4. d(x, z) ≤ d(x, y) + d(y, z) para todo x, y ∈ X (Desigualdad Triangular)
En estas condiciones, se dice que el par (X, d) es un espacio me´trico
Ejemplo 1. El espacio me´trico de los nu´meros reales con la me´trica del valor
absoluto de la diferencia, es decir d : R× R→ R definida como d (x, y) = |x− y|
Definicio´n 1.2 (Espacio completo). Un espacio me´trico es completo cuando toda
sucesio´n de Cauchy en este espacio es convergente.
Definicio´n 1.3 (Espacio de Banach). Un espacio vectorial normado que es comple-
to, para la me´trica inducida por la norma, se llama espacio de Banach.
Definicio´n 1.4 (Espacio separable). Un espacio me´trico E se dice que es separable
si existe un subconjunto D ⊂ E, tal que D es numerable y denso en E.
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Definicio´n 1.5 (Espacio de Hilbert). Un espacio vectorial con producto interno V ,
se denomina un espacio de Hilbert V , si V es un espacio de Banach con la norma
inducida por el producto interno.
Sea E un espacio de Banach y f ∈ E ′. La notacio´n 〈f, x〉 indica la funcional
f calculado en x es decir f(x) ≡ 〈f, x〉, f ∈ E ′, x ∈ E. Aqu´ı E ′ es el dual de
E dado por E ′ = {f : E → R; f es lineal y continua}. Provisto de la norma
‖f‖ = sup
‖x‖≤1
|f(x)| y E ′′ bidual provisto de la norma ‖ξ‖ = sup
f∈E′;‖f‖≤1
| < ξ, f > |.
Si E es un espacio normado, se dice que xn → x fuerte en E si ‖xn − x‖E → 0.
Dada una sucesio´n (xn)n≥1 en E, E es un espacio normado, diremos que (xn)n≥1
converge de´bilmente a x (en E), denotado por xn ⇀ x, si 〈f, xn〉 → 〈f, x〉, ∀f ∈ E
′.
1.1. Propiedades de la Convergencia De´bil
Proposicio´n 1.1. Sean (xn) e (yn) sucesiones en un espacio normado E:
Si xn ⇀ x y xn ⇀ y, entonces x = y.
Si xn → x, entonces xn ⇀ x.
Si xn ⇀ x y yn ⇀ y, entonces xn + yn ⇀ x+ y.
Si α es un escalar y xn ⇀ x, entonces αxn ⇀ αx.
Si xn ⇀ x, entonces existe alguna constante positiva M tal que ‖xn‖ ≤ M
para todo n.
Para que xn ⇀ x es necesario y suficiente que la sucesio´n ‖xn‖ sea acotada y
f(xn)→ f(x), para todo f en E
′
Definicio´n 1.6. Sea E un espacio de Banach y sea J la inyecio´n cano´nica de E en
E ′′. Se dice que E es reflexivo si J(E) = E ′′
Proposicio´n 1.2. Todo espacio de Hilbert es reflexivo.
Demostracio´n: Ver [1], pa´gina 128. 
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Teorema 1.1. Sea E un espacio de Banach. Entonces E es reflexivo si y so´lo si
BE = {x ∈ E, ‖x‖ ≤ 1}
Demostracio´n: Ver [2], pa´gina 44. 
Teorema 1.2. Sea H un espacio de Hilbert y (un)n∈N una secuencia acotada en H.
Entonces existe una subsucesio´n (unk)k∈N de (un)n∈N de´bilmente convergente en H.
Demostracio´n: Ver [2], pa´gina 50. 
Definicio´n 1.7. Sea X un espacio de Banach y Φ : X → R un funcional acotado
inferiormente i.e.
ı´nf Φ > −∞
Decimos que la sucesio´n (xj)j∈N es una sucesio´n minimizante si
l´ım
j→+∞
Φ (xj) = ı´nf
x∈X
Φ (x) (1.1)
El funcional Φ : X → R es semicontinuo inferiormente (o s.c.i) si xj → x,
implica:
Φ(x) ≤ l´ım
j→∞
ı´nf Φ (xj) (1.2)
Por otra parte, decimos que el funcional Φ : X → R es de´bilmente semicont´ınuo
inferiormente (o d.s.c.i) si xj ⇀ x, implica:
Φ(x) ≤ l´ım
j→+∞
Φ (xj) (1.3)
Definicio´n 1.8. Un espacio topolo´gico es un par (X, τ), donde X es un conjunto,
y τ es una familia de subconjuntos de X que verifica las siguientes condiciones:
1. X ∈ τ y ∅ ∈ τ
2. Dada una familia {Ai ∈ τ, i ∈ I} de elementos de τ , su unio´n
⋃
i∈I Ai ∈ τ
tambie´n esta´ en τ .
3. Si A1, A2 ∈ τ , entonces A1 ∩ A2 ∈ τ (la interseccio´n de dos elementos de la
familia τ tambie´n es un elemento de la familia).
Diremos entonces, que la familia τ es una topolog´ıa sobre X, y a sus elementos
les llamaremos conjuntos abiertos de (X, τ).
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Ejemplo 2 (Topolog´ıa asociada a una me´trica). Todo espacio me´trico (X, d) tie-
ne asociado un espacio topolo´gico (X, τd), donde τd es la familia de los conjuntos
abiertos de X para la distancia d tal y como esta´ definido.
Definicio´n 1.9 (Cubrimiento). Sea X un conjunto y sea S ⊂ X. Un cubrimiento
de S es una familia A = {Ai}i∈I de subconjuntos de X tales que S =
⋃
i∈I Ai.
Un subcubrimiento es una subfamilia B ⊂ A que es tambie´n un cubrimiento de
S. Un cubrimiento se dice que es finito si esta´ formado por una cantidad finita de
conjuntos. En el caso de que (X, τ) sea un espacio topolo´gico, S ⊂ X y A = {Ai}i∈I
sea un cubrimiento de S tal que cada Ai sea un abierto de (X, τ), se dice que A es
un cubrimiento abierto de S.
Definicio´n 1.10 (Espacio Compacto). Diremos que un espacio topolo´gico (X, τ) es
compacto si todo cubrimiento abierto de X admite un subrecubrimiento finito.
El Teorema de Existencia de Weierstrass Cla´sico nos dice, en resumen, que el
problema de minimizacio´n: hallar u0 ∈ U ⊆ X tal que
J (u0) = ı´nf
u∈U
J (u) (1.4)
tiene solucio´n si J : U ⊆ X → R es cont´ınuo, U es un conjunto compacto y
dimX <∞
Ejemplo 3. Si U = [a, b] y J : [a, b] ⊆ R→ R es continuo, existe un ma´ximo y un
mı´nimo en [a, b]. Ma´s au´n, J es acotado.
Observamos que hay funciones continuas en R que no tienen esta propiedad.
Ejemplo 4. J : R → R, J (u) = −u2 + 1, U ∈ R. J es continua, no esta´
acotada inferiormente ni alcanza su mı´nimo en R
As´ı no basta la continuidad del funcional J para resolver el problema de hallar
u0 ∈ U tal que:
J (u0) = ı´nf
u0∈U
J (u) (1.5)
Necesitamos una condicio´n ma´s relacionada con el comportamiento de la funcio´n,
tal como la compacidad en X. En efecto, el ejemplo 2 muestra que si J : R→ R es
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continua, al ser restringida sobre un intervalo compacto I (cerrado y acotado) tiene
un mı´nimo en I (y tambie´n un ma´ximo).
El siguiente teorema del Ana´lisis Real, nos ofrece, si embargo un resultado de
minimizacio´n, sin la exigencia de compacidad en el dominio, en espacios Eucl´ıdeos.
Teorema 1.3. Si J : R→ R es una funcio´n continua tal que
l´ım
u→+∞
J (u) = +∞ = l´ım
u→−∞
J (u) (1.6)
Entonces J alcanza un mı´nimo.
El Teorema 1.3, sera´ demostrado en un contexto ma´s general (Ver Corolario
1.5.2).
Similarmente si X = Rn y J : Rn → R continuo, se restringe a una bola cerrada,
el problema 1.4 tiene solucio´n, como veremos ma´s adelante.
Desafortunadamente el Teorema de Weierstrass cla´sico no es u´til cuando se tra-
ta de espacios de Banach de dimesio´n infinita, ya que las bolas cerradas no son
compactas (en la topolog´ıa de la norma)
Definicio´n 1.11. Sea A ∈ Rn×n una matriz sime´trica, diremos que:
(a) Es semidefinida positiva si xtAx ≥ 0 para todo x ∈ Rn;
(b) Es definida positiva si xtAx > 0 para todo x ∈ Rn, x 6= 0;
(c) Es semidefinida negativa si xtAx ≤ 0 para todo x ∈ Rn;
(d) Es definida negativa si xtAx < 0 para todo x ∈ Rn, x 6= 0;
(e) Es indefinida si xtAx > 0 para algu´n x ∈ Rn y xtAx < 0 para otro x ∈ Rn.
Teorema 1.4. Sea A ∈ Rn×n una matriz sime´trica, entonces:
(a) La matriz A es definida positiva si y so´lo si todos sus autovalores de A son
positivos;
(b) La matriz A es semidefinida positiva si y so´lo si todos sus autovalores de A son
no negativos;
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(c) La matriz A es definida negativa si y so´lo si todos sus autovalores de A son
negativos;
(d) La matriz A es semidefinida negativa si y so´lo si todos sus autovalores de A son
no positivos;
(e) La matriz A es indefinida si y so´lo si tiene dos autovalores con signos opuestos.
Demostracio´n: Ver [13], pa´gina 425. 
1.2. Minimizacio´n en Rn
Teorema 1.5 (Teorema de Weiersstrass Generalizado). Sea X un espacio topolo´gico
compacto, J : X → R un funcional s.c.i. Entonces J es acotado inferiormente y
∃u0 ∈ X tal que
J (u0) = ı´nf
u∈X
J (u) (1.7)
Demostracio´n: Observamos que
R =
+∞⋃
ν=1
]−ν,+∞[ (1.8)
Ahora como J es s.c.i. entonces J−1 (]−ν,+∞[) es abierto, ∀ν ∈ N.
Adema´s nada dif´ıcil probar que
X =
+∞⋃
ν=1
J−1 (]−ν,+∞[) (1.9)
Como X es compacto existen ν1, ν2, · · · , νn tal que
X =
h⋃
i=1
J−1 (]−νi,+∞[) (1.10)
Sea ν0 = max {νi : 1 ≤ i ≤ h} ≥ νi ⇒ −ν0 ≤ −νi, ∀iupslope1 ≤ i ≤ h
⇒ ]−ν0,+∞[ ⊇ ]−νi,+∞[
Sea ahora u ∈ X ⇒ u ∈ J−1 (]−νi,+∞[) para algu´n i, 1 ≤ i ≤ h
⇒ J (u) ∈ ]−νi,+∞[ ⊆ ]−ν0,+∞[
⇒ J (u) ≥ −ν0.
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As´ı J esta´ acotado inferiormente.
Sea
c = ı´nf
u∈X
J (u) > −∞
.
Supongamos, que ∄u0 ∈ X tal que
J (u0) = c = ı´nf
u∈X
J (u) ≤ J (u) , ∀u ∈ X (1.11)
Luego
J (u) > c, ∀u ∈ X (1.12)
De (1.12) tambie´n podemos expresar:
X =
+∞⋃
ν=1
J−1
(]
c+
1
ν
,+∞
[)
,
(
J−1
(]
c+
1
ν
,+∞
[)
es abierto pues J es s.c.i.
)
(1.13)
Ahora, como X es compacto, ∃ ν1, ν2, · · · , νℓ tal que
X =
ℓ⋃
i=1
J−1
(]
c+
1
νi
,+∞
[)
(1.14)
En consecuencia, si u ∈ X ⇒ ∃νi, 1 ≤ i ≤ ℓ, u ∈ J
−1
(]
c+
1
νi
,+∞
[)
Es decir,
J (u) > c+
1
νi
⇒ c = ı´nf J (u) ≥ c+
1
νi
> c · · · (⇒⇐) (1.15)
Esta contradiccio´n demuestra que ∃u0 ∈ X tal que
J (u0) = c = ı´nf
u∈X
J (u) (1.16)

Corolario 1.5.1. Sea (A, d) un espacio me´trico compacto, J : A → R continua.
Entonces J alcanza un mı´nimo en A, es decir:
∃u0 ∈ A tal que J (u0) = mı´n
u∈A
J (u) = ı´nf J (u) , ∀u ∈ A (1.17)
Demostracio´n: Bastara´ aplicar el Teorema 1.5, con X = A y τ : Topolog´ıa
inducida por la me´trica. 
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Corolario 1.5.2. Sea X un espacio de Hilbert y suponga que J : X → R es:
i) De´bilmente semicontinua inferiormente, esto es
uν ⇀ u =⇒ J(u) ≤ l´ım
ν→+∞
infJ(uν)
ii) Coercivo, esto es:
l´ım
|u|→+∞
J (u) = +∞
Entonces J es acotado inferiormente y existe u0 ∈ X tal que
J (u0) = ı´nf
u∈X
J (u)
Demostracio´n: Como J es coercivo, escogeremos R > 0 tal que
J(u) ≥ |J(0)| > J(0) (1.18)
para u ∈ X, tal que |u| > R
Por ser X de Hilbert, es reflexivo, luego la bola B (0, R) es de´bilmente compacta
(esto es, compacta pero con la topolog´ıa de´bil). As´ı:
J |B(0,R) :
(
B (0, R) , τω
)
→ R
es semicont´ınuo inferiormente en un espacio topolo´gico compacto (con la topo-
log´ıa de´bil τω).
Por el Teorema de Weierstrass, J |B(0,R) es acotado inferiormente y existe u0 ∈
B (0, R) tal que
J (u0) = ı´nf
u∈B(0,R)
J (u) (1.19)
Como 0 ∈ B (0, R), se tiene J (u0) ≤ J (0), y por (1.18) se sigue que:
J (u0) ≤ J (u) , ∀|u| > R (1.20)
De (1.19) y (1.20), J (u0) ≤ J (u), ∀u ∈ X. As´ı J es acotado inferiormente y
existe u0 ∈ X tal que
J (u0) = ı´nf
u∈X
J (u)

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Observacio´n 1. En particular para X = Rm, la topolog´ıa de´bil coincide con la
topolog´ıa fuerte, por lo que la semicontinuidad de´bil coincide con la semicontinuidad.
As´ı podemos enunciar el siguiente resultado de minimizacio´n en Rm.
Corolario 1.5.3. Sea J : Rm → R cont´ınua y coerciva. Entonces existe u0 ∈ Rm
tal que
J (u0) = ı´nf
u∈Rm
J (u)
Ejemplo 5. f(x, y) = x2 + y2, (x, y) ∈ R2 es una funcio´n coerciva, pues
l´ım
‖(x,y)‖→+∞
f(x, y) = l´ım
‖(x,y)‖→+∞
√
x2 + y2 = +∞ (1.21)
Ejemplo 6. La funcio´n f(x, y) = x4+y4−3xy = (x4 + y4)
(
1− 3xy
x4+y4
)
es coerciva,
pues |x|, |y| > 1:(
x4 + y4
)(
1−
3xy
x4 + y4
)
≥
(
x4 + y4
)(
1−
3xy
2x2y2
)
→ +∞ (1.22)
Ejemplo 7. La funcio´n f(x, y, z) = ex
2
+ ey
2
+ ez
2
− x100 − y100 − z100 es coerciva
ya que ex crece ma´s ra´pido que xn.
Ejemplo 8. La funcio´n f(x, y) = ax+ by + c, (ab 6= 0) no es coerciva.
Demostracio´n: Sea (x, y) tal que ax+ by = 0. Entonces
l´ım
‖(x,y)‖→∞
f (x, y) = c
Lo que contradice la definicio´n de coercividad. 
Ejemplo 9. f(x, y, z) = x4+ y4+ z4− 3xyz−x2− y2− z2 es una funcio´n coerciva,
pues x4 + y4 + z4 es un factor dominante.
Ejemplo 10. La funcio´n f(x, y) = x2 − 2xy + y2 no es coerciva.
Demostracio´n: Tomemos x = y y ‖(x, y)‖ → ∞. Entonces
l´ım
‖(x,y)‖→+∞
f (x, y) = 0
Por tanto no es coerciva. 
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Definicio´n 1.12 (Derivada segu´n Fre´chet). Sean X e Y dos espacios normados y U
un subconjunto abierto de X. Se dice que J : U ⊆ X → Y es Fre´chet-diferenciable
en u0 ∈ U si existe un operador lineal y continuo L : X → Y tal que:
l´ım
h→0
‖J(u0 + h)− J(u0)− L (h)‖Y
‖h‖X
= 0 (1.23)
Si existe tal operador L, es u´nico, y denotamos DFJ (u0) ≡ DJ (u0) ≡ L ≡
J ′ (u0) y se llama derivada (segu´n Fre´chet) de J en u0 o simplemente F-derivada
de J en u0.
Si J es Fre´chet-diferenciable en cada punto u ∈ U , diremos que J es F-
diferenciable (o que J es diferenciable, simplemente)
Si la aplicacio´n:
DJ : U → L (X, Y )
u→ (DJ)(u) = J ′(u)
es continua, se dice que J ∈ C ′, donde L (X, Y ) =
{L : X → Y/L es lineal y continua}
Observacio´n 2. Si J : U ⊆ Rn → Rm es F-diferenciable, se puede probar que:
(DJ) (x0) : R
n → Rm
coincide con la matriz jacobiana de J, en x0, denotada por Jac (x0), esto es
(DJ) (x0) (h) = Jac(x0) · h
Definicio´n 1.13 (Derivada segu´n Gâteaux). La aplicacio´n J : U ⊆ X → Y es
Gateaux-diferenciable (o G-diferenciable) en u0 ∈ U , si existe L ∈ L (X, Y ) tal que:
l´ım
t→0
∥∥∥∥J(u0 + th)− J(u0)t − L(h)
∥∥∥∥
Y
= 0 (1.24)
para cada h ∈ X, donde t → 0 en R. La aplicacio´n L se llama Derivada de
J , segu´n Gâteaux (o simplemente G-derivada de J) en u0. En este caso escribimos
(DGJ) (u0) ≡ L
Observacio´n 3.
1. Se demuestra que si J es F-diferenciable entonces J es G-diferenciable.
2. Si J es G-diferenciable en U , con derivada de Gâteaux cont´ınua, entonces
J ∈ C ′
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1.3. Soluciones Nume´ricas de Sistemas de Ecua-
ciones No Lineales
En esta seccio´n presentamos las definiciones y teoremas para implementar los
Me´todos de Newton y Broyden, y resolver tres sistemas que ilustran el algoritmo
nume´rico aplicado (Ver [3]).
Definicio´n 1.14. Un sistema de ecuaciones no lineales tiene la siguiente forma:
f1 (x1, x2, . . . , xn) = 0,
f2 (x1, x2, . . . , xn) = 0,
...
...
fn (x1, x2, . . . , xn) = 0,
(1.25)
donde (x1, x2, · · · , xn) ∈ Rn y fi es una funcio´n real nolineal para cada i =
1, 2, · · · , n.
Del sistema anterior, mediante la definicio´n de una funcio´n F que mapea Rn en
Rn como:
F (x1, x2, · · · , xn) = (f1 (x1, x2, · · · , xn) , f2 (x1, x2, · · · , xn) , · · · , fn (x1, x2, · · · , xn))
t
El sistema 1.25 tambien puede representarse de manera vectorial:
F(x) = 0 (1.26)
Las funciones f1, f2, · · · , fn se denominan las funciones coordenadas de F .
1.3.1. Me´todo del Punto Fijo en Rn
Definicio´n 1.15. Una funcio´n real G donde D ⊂ Rn en Rn tiene un punto fijo
en p ∈ D si G(p) = p
Teorema 1.6. Sea D = {(x1, x2, · · · , xn)
t | ai ≤ xi ≤ bi para toda i = 1, 2, · · · , n}
para algu´n conjunto de constantes a1, a2, . . . , an y b1, b2, . . . , bn. Supongamos que
G es una funcio´n continua de D ⊂ Rn en Rn con la propiedad de que G(x) ∈ D
siempre que x ∈ D. Entonces G tiene un punto fijo en D.
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Supongamos, adema´s, que todas las funciones componentes de G tienen deriva-
das parciales continuas y que existe una constante K < 1 con∣∣∣∣∂gi (x)∂xj
∣∣∣∣ ≤ Kn , de modo que x ∈ D
para cada j = 1, 2, . . . , n y cada funcio´n componente gi. Entonces la sucesio´n(
x(k)
)∞
k=0
definida por una x(0) seleccionada arbitrariamente en D y generada por
x(k) = G
(
x(k−1)
)
, para cada k ≥ 1
converge en el u´nico punto fijo p ∈ D y
∥∥x(k) − p∥∥
∞
≤
Kk
1−K
∥∥x(1) − x(0)∥∥
∞
1.3.2. Me´todo de Newton para Sistemas No Lineales
Para aplicar el Me´todo de Newton, se requiere obtener una matriz
A(x) =

a11(x) a12(x) · · · a1n(x)
a21(x) a22(x) · · · a2n(x)
...
...
...
an1(x) an2(x) · · · ann(x)
 (1.27)
donde todos los elementos aij(x) son una funcio´n de Rn en R, de modo que
G(x) = x− A(x)−1F (x)
converja cuadra´ticamente a la solucio´n de F (x) = 0, suponiendo que A(x) es no
singular en el punto fijo p de G.
Teorema 1.7. Sea p una solucio´n deG(x)=x. Suponga que existe un nu´mero δ > 0
con
(i)
∂gi
∂xj
es continua en Nδ = {x : ‖x− p‖ < δ}, para cada i = 1, 2, · · · , n y j =
1, 2, · · · , n;
(ii)
∂2gi
∂xj∂xk
es continua y
∣∣∣∣∂2gi (x)∂xj∂xk
∣∣∣∣ ≤ M para alguna constante M , siempre que
x ∈ Nδ, para cada i = 1, 2, · · · , n; j = 1, 2, · · · , n y k = 1, 2, · · · , n;
(iii)
∂gi(p)
∂xk
= 0, para cada i = 1, 2, · · · , n y k = 1, 2, · · · , n.
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Entonces existe un nu´mero δˆ ≤ δ tal que la sucesio´n generada por x(k) =
G
(
x(k−1)
)
converge cuadra´ticamente a p para cualquier eleccio´n de x(0) a condicio´n
de que ‖x(0) − p‖ < δˆ. Ma´s au´n,
‖x(k)−p‖∞ ≤
n2M
2
‖x(k−1) − p‖2∞, para cada k ≥ 1 (1.28)
Para utilizar el teorema 1.7 supongamos que A(x) es una matriz de funciones
de n× n de Rn a R en la forma de la ecuacio´n (1.27), cuyas entradas espec´ıficas se
escogera´n ma´s adelante. Supongamos adema´s que A(x) es no singular cerca de una
solucio´n p de F(x)=0 y denotemos con bij(x) la entrada de A(x)
−1 en el i-e´simo
renglo´n y en la j-e´sima columna.
Para G(x) = x− A(x)−1F (x), tenemos
gi(x) = xi −
n∑
j=1
bij (x) fj (x)
Entonces:
∂gi
∂xk
(x) =

1−
n∑
j=1
(
bij(x)
∂fj
∂xk
(x) +
∂bij
∂xk
(x)fj(x)
)
, si i = k
−
n∑
j=1
(
bij(x)
∂fj
∂xk
(x) +
∂bij
∂xk
(x)fj(x)
)
, si i 6= k
El teorema 1.7 implica que necesitamos
∂gi(p)
∂xk
= 0, para cada i = 1, 2, · · · , n y
k = 1, 2, · · · , n.
Esto significa que:
(i) Para i = k,
0 = 1−
n∑
j=1
bij (p)
∂fj
∂xi
(p)
esto es,
n∑
j=1
bij (p)
∂fj
∂xi
(p) = 1 (1.29)
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(ii) Para i 6= k,
0 = −
n∑
j=1
bij (p)
∂fj
∂xi
(p)
por lo que,
n∑
j=1
bij (p)
∂fj
∂xi
(p) = 0 (1.30)
Definicio´n 1.16. La matriz Jacobiana, J(x), es una matriz formada por las deri-
vadas parciales de primer orden de una funcio´n.
As´ı pues, la matriz Jacobiana de f viene dada por:
J(x) =

∂f1
∂x1
(x)
∂f1
∂x2
(x) · · ·
∂f1
∂xn
(x)
∂f2
∂x1
(x)
∂f2
∂x2
(x) · · ·
∂f2
∂xn
(x)
...
...
...
∂fn
∂x1
(x)
∂fn
∂x2
(x) · · ·
∂fn
∂xn
(x)

(1.31)
Las condiciones (1.29) y (1.30) requieren que A(p)−1J(p) = I, la matriz identidad,
por lo que A(p) = J(p).
En consecuencia, una eleccio´n apropiada de A(x) es A(x) = J(x), dado que
cumple la condicio´n (iii) del teorema 1.7. La funcio´n G esta´ definida por
G(x) = x − J(x)−1F (x), y el procedimiento de iteracio´n funcional es consecuen-
cia de seleccionar x(0) y generar, para k = 1, 2, · · · , n, con la inversa de la matriz
Jacobiana J(x)−1
x(k) = G
(
x(k−1)
)
= x(k−1) − J
(
x(k−1)
)−1
F
(
x(k−1)
)
(1.32)
Esta ecuacio´n representa el procedimiento del Me´todo de Newton para resolver
sistemas no lineales. Sin embargo, en lugar de resolver la ecuacio´n f(x) = 0, se esta´
resolviendo el sistema no lineal F (x) = 0.
Observacio´n 4. La debilidad del me´todo de Newton se debe a la necesidad de cal-
cular e invertir la matriz J(x) en cada paso.
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1.3.3. Me´todo de Broyden
Aqu´ı estudiaremos una generalizacio´n del me´todo de la secante para sistemas
de ecuaciones no lineales. Como se sabe, en el me´todo de la secante utilizamos la
aproximacio´n
f ′(x1) ≈
f(x1)− f(x0)
x1 − x0
como sustituto de f ′(x1) en el me´todo de Newton de una sola variable.
En el caso de los sistemas no lineales, x(1)− x(0) es un vector, as´ı que el cociente
correspondiente esta´ indefinido. Sin embargo, el me´todo procede de manera seme-
jante en que reemplazamos la matriz J
(
x(1)
)
en el me´todo de Newton para sistemas
por una matriz A1 que tiene la siguiente propiedad
A1
(
x(1) − x(0)
)
= F
(
x(1)
)
− F
(
x(0)
)
(1.33)
Cualquier vector distinto de cero en Rn puede escribirse como la suma de un
mu´ltiplo de x(1)−x(0) y de un mu´ltiplo de un vector en el complemento ortogonal de
x(1)− x(0). Por tanto, si queremos definir espec´ıficamente la matriz A1, necesitamos
determinar co´mo actu´a sobre el complemento ortogonal de x(1) − x(0). Dado que no
se tiene informacio´n sobre el cambio de F en una direccio´n ortogonal a x(1) − x(0)
requerimos especificar que no hay cambio en esta direccio´n, es decir
A1z = J
(
x(0)
)
z, cuando
(
x(1) − x(0)
)t
z = 0 (1.34)
As´ı, cualquier vector ortogonal a x(1)−x(0) no se ve afectado por la actualizacio´n
de J
(
x(0)
)
, que sirvio´ para calcular x(1), a A1, que se usa para determinar x
(2).
Las condiciones (1.33) y (1.34) definen de manera u´nica a A1 como
A1 = J
(
x(0)
)
+
[
F
(
x(1)
)
− F
(
x(0)
)
− J
(
x(0)
) (
x(1) − x(0)
)] (
x(1) − x(0)
)t
‖x(1) − x(0)‖
2
2
Esta matriz es la que se usa en lugar de J
(
x(1)
)
para determinar x(2) como
x(2) = x(1) − A−11 F
(
x(1)
)
Una vez determinada x(2), el me´todo se repite para determinar x(3), usando A1
en lugar de A0 = J
(
x(0)
)
y con x(2) y x(1) en lugar de x(1) y x(0).
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En general, una vez que hemos determinado x(i), calculamos x(i+1) por medio de
Ai = Ai−1 +
yi − Ai−1Si
‖si‖
2
2
sit (1.35)
y
x(i+1) = x(i) − A−1i F
(
x(i)
)
(1.36)
donde la notacio´n yi = F
(
x(i)
)
−F
(
x(i−1)
)
y si = x
(i)− x(i−1) se introduce para
simplificar las ecuaciones.
Si el me´todo se aplica como se describe en las ecuaciones (1.35) y (1.36), el
nu´mero de evaluaciones de funciones escalares disminuye de n2+n a n, pero todav´ıa
se requieren O (n3) ca´lculos para resolver el sistema lineal de n× n asociado
Aisi+1 = −F
(
x(i)
)
(1.37)
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Cap´ıtulo 2
El Resultado Principal
Es este cap´ıtulo abordaremos la solucio´n del problema operacional
Au = λF (u) (2.1)
que fue presentado en la introduccio´n, donde: u = (u1, u2, . . . , un)
t ∈ Rn,
F : Rn → Rn es una funcio´n vectorial dada por F (u) = (f1(u1), f2(u2), · · · fn(un))t ,
fi : R→ R, i = 1, 2, . . . , n y son cont´ınuas.
A =

2 −1 0 . . . 0
−1 2 −1 . . . 0
... . . . . . . . . .
...
0 . . . −1 2 −1
0 . . . 0 −1 2

n×n
Para resolver (2.1), primero consideramos el problema del autovalor:
Au = λu; λ ∈ R+ (2.2)
Cuyas soluciones no triviales, gracias a Gregory-Karney [7] pueden ser halladas
cuando λ es igual a uno de los autovalores
λh = 4sen
2
(
hπ
2 (n+ 1)
)
, h = 1, 2, . . . n (2.3)
de A, y son los mu´ltiplos no triviales de los correspondientes autovectores
eh =
√
2
n+ 1
(
sen
(
hπ
n+ 1
)
, sen
(
2hπ
n+ 1
)
, . . . , sen
(
nhπ
n+ 1
))
, h = 1, 2, . . . , n
(2.4)
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Los cua´les satisfacen:
〈ei, ej〉 =
0 , i 6= j,1 , i = j, i, j,= 1, 2, . . . , n
En general la funcio´n F satisface determinadas condiciones, que provienen de la
naturaleza del feno´meno observado. En nuestro caso estudiaremos un caso t´ıpico.
(H1) Para cualquier z y h = 1, 2, . . . , n∫ z
0
fh(s)ds ≥ 0 y fh(z) = θ(z) cuando z → 0
Observe que esta condicio´n implica:
l´ım
z→0
fh(z)
z
= 0
Por lo que fh es superlineal en cero.
(H2) Existen constantes a1, a2 > 0 y α > 2 tal que:∫ z
0
fh(s)ds ≥ a1|z|
α − a2 (2.5)
Observacio´n 5. Un ejemplo de funcio´n fh que satisface (H1) y (H2) es fh(z) = z
2
Con la finalidad de resolver (2.1) aplicando nuestro me´todo introducimos la fun-
cio´n J : Rn → R dada por: (funcional asociada al problema 2.1)
J (u) =
1
2
utAu− λ
n∑
h=1
∫ uh
0
fh(s)ds ∀u ∈ R
n (2.6)
Obviamente J ∈ C ′ (Rn,R) (pues el primer sumando es una forma cuadra´tica,
y el segundo es la suma de funciones derivables continuas). Adema´s la derivada de
Fre´chet de J esta´ dado por:
J ′ (u) ≡ ∇J (u) = Au− λF (u)
Por lo que:
u es solucio´n de (2.1)⇐⇒ J ′(u) = 0
(
i.e.
∂J
∂un
(u) = 0; h = 1, 2, . . . , n
)
(2.7)
esto es, los puntos cr´ıticos de (2.6) corresponden a las soluciones de (2.1).
El siguiente teorema nos dice que (2.1) posee una solucio´n no trivial.
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Teorema 2.1. Suponga que fh ∈ C (R), h = 1, 2, . . . n y que satisfacen las condi-
ciones (H1) y (H2). Entonces, para λ > 0, el sistema (2.1) tiene una solucio´n no
trivial.
Demostracio´n: Para u ∈ Rn, definimos
‖u‖p =
(
n∑
h=1
|uh|
p
) 1
p
, para p > 1 (2.8)
que resulta ser una norma en Rn . Como todas las normas en espacios de dimen-
sio´n finita son equivalentes, existen C1, C2 > 0 con C1 ≤ C2 tal que
C1‖u‖p ≤ ‖u‖2 ≤ C2‖u‖p ∀u ∈ R
n (2.9)
Consideremos ahora los autovalores definidos por (2.3) y denotemos con
λmax = max {λ1, λ2, . . . , λn}
y
λmin = min {λ1, λ2, . . . , λn}
Ahora, gracias a (H2) y la equivalencia de normas se tiene:
J(u) =
1
2
utAu− λ
n∑
h=1
∫ uh
0
fh(s)ds
≤
1
2
|ut||Au| − λa1
n∑
h=1
|uh|
α + λa2n
≤
1
2
|λ||u|22 − λa1
(
1
C2
)α
|u|α2 + λa2n
≤
1
2
λmax|u|
2
2 − λa1
(
1
C2
)α
|u|α2 + λa2n = P
De donde se sigue que existe P > 0 tal que
J(u) ≤ P , ∀u ∈ Rn
Esto es J es acotado superiormente.
Sea ahora
C0 = sup
u∈Rn
J(u)
22
Observemos que, como α > 2 entonces
J(u) ≤ |u|22
(
1
2
λmax − λa1
(
1
C2
)α
|u|α−22
)
+ λmaxa2n→ −∞
Si |u|2 → +∞, donde
|u|2 =
(
n∑
i=1
|ui|
2
) 1
2
Luego:
l´ım
|u|2→+∞
J(u) = −∞
Lo que significa que −J(u) es coercivo.
Como −J(u) es continuo, se sigue del corolario 1.5.3 que existe un punto u0 ∈ Rn
tal que:
−J (u0) = ı´nf
u∈Rn
(−J (u))
Esto es que existe u0 ∈ Rn tal que:
J (u0) = ma´x
u∈Rn
J (u)
Es conocido que u0 corresponde a un punto cr´ıtico de J , esto es
J ′ (u0) = 0
Por lo tanto, de lo observado en (2.7), la ecuacio´n (2.1) admite solucio´n, adema´s:
J (u0) = C0
es el ma´ximo global.
Probaremos ahora que C0 > 0 (luego la solucio´n u0 es no trivial). En efecto, en
virtud de (H1) se tiene:
l´ım
z→0
∫ z
0
fh(s)ds
z2
= l´ım
z→0
fh(z)
2z
= 0 , h = 1, 2, . . . , n
por la regla de L′Hoˆpital. Luego para ǫ =
1
4
λmin
λ
> 0 existe δ > 0 tal que∣∣∣∣∫ z
0
fh(s)ds
∣∣∣∣ ≤ 14λmin |z|2λ , para |z| ≤ δ
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lo que implica
J(u) =
1
2
uTAu− λ
n∑
h=1
∫ uh
0
fh(s)ds ≥
1
2
λmin|u|
2
2 −
1
4
λmin|u|
2
2
=
1
4
λmin|u|
2
2 , para |u|2 ≤ δ
Por tanto
C0 ≥ J(u) ≥
1
4
λmin|u|
2
2 =
1
4
λminδ
2 > 0
Esto concluye la prueba del teorema. 
2.1. Aplicacio´n
Consideremos nuestro problema modelo
∆2uh−1 + λ|uh|
αhsignuh = 0 , h = 1, 2, . . . , n (2.10)
con la condicio´n de frontera u0 = 0 = un+1 y λ > 0, αh > 1, h = 1, 2, . . . , n.
Se tiene:
(H1)
∫ z
0
|s|αh signsds =
|z|αh+1
αh + 1
≥ 0
l´ım
z→0
|z|αhsignz
z
= l´ım
z→0
|z|αh−1 = 0
y
(H2)
∫ z
0
|s|αh signsds =
|z|αh+1
αh + 1
≥ a1|z|
α − a2 donde a1 =
1
αh + 1
, a2 = 1 , α = αh + 1 > 2
Por lo que todas las condiciones del teorema esta´n satisfechas. Luego la ecuacio´n
(2.10) posee una solucio´n no trivial.
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Cap´ıtulo 3
Simulacio´n Nu´merica
Es este cap´ıtulo, realizaremos el ana´lisis de tres sistemas de ecuaciones no lineales
aplicando los resultados del teorema 2.1 y obteniendo la aproximacio´n nume´rica de
la solucio´n no trivial utilizando MATLAB.
Ejemplo 3.1
Se considera el sistema (3.1) que se encuentra en la condicio´n del Teorema 2.1,
probando la existencia de la solucio´n no trivial.
2x1 − x2 = x
2
1
−x1 + 2x2 − x3 = x
2
2
−x1 + 2x3 − x4 = x
2
3
−x3 + 2x4 = x
2
4
(3.1)
Este sistema puede ser escrito en la forma (2.1) con
A =

−2 −1 0 0
−1 2 −1 0
0 −1 2 −1
0 0 −1 2
 ; X =

x1
x2
x3
x4
 ; λ = 1; F (x) =

x21
x22
x23
x24
 ( con x ≡ u ∈ R
4)
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La funcio´n F : R4 → R4 dada aqu´ı, satisface (H1) y (H2), en efecto:
(H1)
∫ z
0
s2ds =
|z|3
3
≥ 0
l´ım
z→0
z2
z
= 0
y
(H2)
∫ z
0
s2ds =
|z|3
3
≥
1
3
|z|3 − 1
Entonces, por el teorema 2.1, admite solucio´n no trivial.
Introducimos los Me´todos de Newton y Broyden para obtener una aproximacio´n
nume´rica de la solucio´n no trivial del sistema (3.1), y luego utilizando MATLAB
comparamos dichos me´todos. (Ver Figura 3.1)
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Figura 3.1: Solucio´n No Trivial del Ejemplo 3.1
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Ejemplo 3.2
Ahora consideraremos el sistema en R2, que cumple las condiciones del Teorema
2.1, adema´s probando la existencia de la solucio´n no trivial.
 2x1 − x2 = sign (x1) [ex1 + e−x1 − 2]−x1 + 2x2 = sign (x2) [ex2 + e−x2 − 2] (3.2)
Este sistema puede ser escrito en la forma (2.1) con
A =
 2 −1
−1 2
 ; X =
x1
x2
 ; λ = 1;
F (x) =
sign(x1) [ex1 + e−x1 − 2]
sign(x2) [e
x2 + e−x2 − 2]
 ( con x ≡ u ∈ R2)
La funcio´n F : R2 → R2 dada aqu´ı, satisface (H1) y (H2), en efecto:
(H1)
∫ z
0
sign(s)
[
es + e−s − 2
]
ds = e|z| − e−|z| − 2 |z| ≥ 0
l´ım
z→0
sign(z) [ez + e−z − 2]
z
= 0
y
(H2)
∫ z
0
sign(s)
[
es + e−s − 2
]
ds = e|z| − e−|z| − 2 |z| =
|z|3
3
+ · · · ≥
1
3
|z|3 − 1
Entonces, por el teorema 2.1, admite solucio´n no trivial.
Similar al Ejemplo 3.1, utilizando MATLAB se obtiene dos aproximaciones
nume´ricas de la solucio´n no trivial del sistema (3.2).
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Figura 3.2: Primera Solucio´n No Trivial del Ejemplo 3.2
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Figura 3.3: Segunda Solucio´n No Trivial del Ejemplo 3.2
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Ejemplo 3.3
Tomando como referencia los ejemplos anteriores, se tiene el sistema (3.3), con
las condiciones del Teorema 2.1 y probando la existencia de la solucio´n no trivial.
 2x1 − x2 = sign (x1) [ex1 + e−x1 − 2]−x1 + 2x2 = x22 (3.3)
Este sistema puede ser escrito en la forma (2.1) con
A =
 2 −1
−1 2
 ; X =
x1
x2
 ; λ = 1
F (x) =
sign(x1) [ex1 + e−x1 − 2]
x22
 ( con x ≡ u ∈ R2)
La funcio´n F : R2 → R2 dada aqu´ı, satisface (H1) (Ver Ejemplo 3.2) y (H2) (Ver
Ejemplo 3.1).
Entonces, por el teorema 2.1, admite solucio´n no trivial.
Utilizando MATLAB se tiene dos aproximaciones nume´ricas de la solucio´n no
trivial del sistema anterior (Ver Figuras 3.4 y 3.5).
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Figura 3.4: Primera Solucio´n No Trivial del Ejemplo 3.3
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Figura 3.5: Segunda Solucio´n No Trivial del Ejemplo 3.3
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Ejemplo 3.4 [Aplicacio´n feno´meno f´ısico]
Tenemos las ecuaciones (4), (5) y (6) provenientes del feno´meno f´ısico de enfria-
miento, considerando el siguiente sistema:

−2 −1 0 0
−1 2 −1 0
0 −1 2 −1
0 0 −1 2


u1
u2
u3
u4
 = 1

sign (x1) (e
x1 + e−x1 − 2)
sign (x2) (e
x2 + e−x2 − 2)
sign (x3) (e
x3 + e−x3 − 2)
sign (x4) (e
x4 + e−x4 − 2)

con u0 = u5.
Los fn satisface (H1) y (H2), y por el teorema 2.1 tiene una solucio´n no trivial.
Utilizando MATLAB se tiene dos aproximaciones nume´ricas de la solucio´n no
trivial del sistema anterior (Ver Figuras 3.6 y 3.7).
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Figura 3.6: Primera Solucio´n No Trivial del Ejemplo 3.4
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Figura 3.7: Segunda Solucio´n No Trivial del Ejemplo 3.4
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Anexos
Algoritmo de Newton
Algoritmo 1: Me´todo de Newton para sistemas
Entrada: Nu´mero n de ecuaciones e inco´gnitas; aproximacio´n inicial
x = (x1, · · · , xn)
t, tolerancia TOL; nu´mero ma´ximo de
iteraciones N
Salida: Solucio´n aproximada x = (x1, · · · , xn)
t o un mensaje de que se
rebaso´ el nu´mero de iteraciones
1 inicio
2 k = 1
3 mientras (k ≤ N) hacer
4 Calcule F (X) y J(x), donde J(x)ij = (∂fi(x)upslope∂xj) para
i ≤ i, j ≤ n
5 Resuelva el sistema lineal J(x)y = −F (x), de n× n
6 Haga x = x+ y
7 Si ‖y‖ < TOL entonces Salida Procedimiento terminado con e´xito
8 Haga k = k + 1
9 fin
10 fin
Salida: Procedimiento terminado sin e´xito
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Algoritmo de Broyden
Algoritmo 2: Me´todo de Broyden para sistemas
Entrada: Nu´mero n de ecuaciones e inco´gnitas; aproximacio´n inicial
x = (x1, · · · , xn)
t, tolerancia TOL; nu´mero ma´ximo de
iteraciones N
Salida: Solucio´n aproximada x = (x1, · · · , xn)
t o un mensaje de que excedio´
el nu´mero de iteraciones
1 inicio
2 Tomar A0 = J(x), donde J(x)ij =
∂fi
∂xj
(x) para 1 ≤ i, j ≤ n, v = F (x)
3 Tomar A = A−10 (eliminacio´n Gaussiana)
4 Tomar s = −Av; x = x+ s; k = 2
5 mientras (k ≤ N) hacer
6 Tomar w = v; v = F (x); y = v − w
7 Tomar z = −Ay
8 Tomar p = −stz
9 Tomar ut = stA
10 Tomar A = A+ 1
p
(s+ z)ut
11 Tomar s = −Av
12 Tomar x = x+ s
13 Si ‖s‖ < TOL entonces Salida Procedimiento terminado con e´xito
14 Haga k = k + 1
15 fin
16 fin
Salida: Procedimiento terminado sin e´xito
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Co´digos de la Implementacio´n en MATLAB
1 Xini=get(handles.aproxini ,’string ’);
2 xo=str2num(Xini);
3
4 syms x y z w;
5
6 f1=get(handles.fun1 ,’string ’);
7 f2=get(handles.fun2 ,’string ’);
8 f3=get(handles.fun3 ,’string ’);
9 f4=get(handles.fun4 ,’string ’);
10
11 tol=get(handles.tolerancia ,’string ’);
12 tolerancia=str2num(tol);
13
14 itermax=get(handles.itermax ,’string ’);
15 maxiter=str2num(itermax);
16
17 f1=sym(f1);
18 f2=sym(f2);
19 f3=sym(f3);
20 f4=sym(f4);
21 X=[x y z w];
22 ffname =[f1;f2;f3;f4];
Co´digo 3.1: Declaracio´n de las funciones
1 fprima=jacobian(ffname , [x; y; z;w]);
2 iter = 1;
3 f=ffname;
4 jf=fprima;
5 error=double(norm(subs(f,X,xo ’) ,2));
6 datos1 =[];
7 while (error >= tolerancia)
8 fxo=double(subs(f,X,xo ’));
9 fpxo=double(subs(jf ,X,xo ’));
10 x1=xo-inv(fpxo)*fxo ;
11 fx1=double(subs(f,X,x1 ’));
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12 error =norm((fx1) ,2);
13 datos1 =[ datos1 ; x1 ’ fx1 ’];
14 set(handles.tabla1 ,’data’,datos1);
15 if (iter > maxiter)
16 fprintf(’ Numero maximo de iteraciones excedido \n’);
17 return;
18 end
19 xo=x1;
20 iter=iter +1;
21 end
Co´digo 3.2: Implementacio´n Me´todo de Newton
1 x0=str2num(Xini);
2 iter = 1;
3 f=ffname;
4 jf=fprima;
5 error=double(norm(subs(f,X,x0 ’) ,2));
6 A=double(subs(jf,X,x0 ’));
7 v=double(subs(f,X,x0 ’));
8 A=inv(A);
9 s=-A*v;
10 x0=x0+s;
11 datos2 =[];
12 datos2 =[ datos2 ; x0 ’ v’];
13 set(handles.tabla2 ,’data’,datos2);
14 iter=iter +1;
15 while (error >= tolerancia)
16 w=v;
17 v=double(subs(f,X,x0 ’));
18 y=v-w;
19 z=-A*y;
20 p=-s’*z;
21 u=s’*A;
22 A=A+(1/p)*(s+z)*u;
23 s=-A*v;
24 x0=x0+s;
25 x1=x0;
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26 fx1=double(subs(f,X,x1 ’));
27 error =double(norm((fx1) ,2));
28 datos2 =[ datos2 ; x0 ’ v’];
29 set(handles.tabla2 ,’data’,datos2);
30 if (iter > maxiter)
31 fprintf(’ Numero maximo de iteraciones excedido \n’);
32 return;
33 end
34 iter=iter +1;
35 end
Co´digo 3.3: Implementacio´n Me´todo de Broyden
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Conclusiones
1) El problema (2.1) con las condiciones dadas admite solucio´n no trivial. Para
obtener dicha solucio´n se aplico´ el Corolario (1.5.3) del Teorema de Weierstrass
Generalizado, donde la solucio´n es un punto cr´ıtico de la funcional J : Rn → R
asociada al problema (2.1).
2) Usualmente el Teorema de Weierstrass Generalizado se aplica a sistemas con-
tinuos, pero en este trabajo de investigacio´n se implemento´ para un sistema
discreto.
3) Para encontrar la solucio´n aproximada no trivial del problema (2.1) se puede
adaptar un algoritmo nume´rico coherente como los Me´todos de Newton y
Broyden, teniendo en cuenta que se pueden encontrar varias soluciones no
triviales, dependiendo de las condiciones iniciales dadas, tales como el ejemplo
3.2 y ejemplo 3.3.
4) Para investigaciones futuras se puede utilizar otro me´todo variacional, como
por ejemplo el Teorema del Paso de la Montan˜a, donde tambie´n se podr´ıa
considerar otras condiciones del problema.
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