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Abstract
Moisil logic, having as algebraic counterpart  Lukasiewicz-Moisil alge-
bras, provide an alternative way to reason about vague information based
on the following principle: a many-valued event is characterized by a family
of Boolean events. However, using the original definition of  Lukasiewicz-
Moisil algebra, the principle does not apply for subalgebras. In this pa-
per we identify an alternative and equivalent definition for the n-valued
 Lukasiewicz-Moisil algebras, in which the determination principle is also
saved for arbitrary subalgebras, which are characterized by a Boolean alge-
bra and a family of Boolean ideals. As a consequence, we prove a duality
result for the n-valued  Lukasiewicz-Moisil algebras, starting from the dual
space of their Boolean center. This leads us to a duality for MVn-algebras,
since are equivalent to a subclass of n-valued  Lukasiewicz-Moisil algebras.
Introduction
The first systems of many-valued logic are the 3-valued and the n-valued  Lukasiewicz
logic introduced by J.  Lukasiewicz in the 1920’s, while the infinite valued  Lukasiewicz
logic was defined by J.  Lukasiewicz and A. Tarski in 1930 [13, 14]. The investiga-
tion of the corresponding algebraic structures was a natural problem. The first
who studied such an algebrization was Gr. C. Moisil who in 1941 introduced 3
and 4-valued  Lukasiewicz algebras [15], and generalized later to the n-valued case
[16] and the infinite case [17]. On the other hand, in 1958, C. C. Chang defined
MV-algebras [2] as algebraic structures for  Lukasiewicz logic. As an example of
A. Rose showed in 1965 that for n ≥ 5 the  Lukasiewicz implication cannot be de-
fined in an n-valued  Lukasiewicz algebra, the structures introduced by Moisil are
not appropriate algebraic counterpart for  Lukasiewicz logic. In consequence, we
are dealing with two different logical systems with different flavour:  Lukasiewicz
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logic, from one side, having MV-algebras as algebraic counterpart, and Moisil
logic, from another side, having  Lukasiewicz algebras as corresponding algebras.
Nowadays, we call  Lukasiewicz algebras by  Lukasiewicz-Moisil algebras and the
standard monograph on these structures is [1].
The proper subclass of  Lukasiewicz-Moisil algebras that correspond to n-
valued  Lukasiewicz logic, i.e. proper  Lukasiewicz-Moisil algebras are character-
ized in [4]. Since MVn-algebras [8] are the algebraic correspondent of the finite
valued  Lukasiewicz logic, proper  Lukasiewicz-Moisil algebras and MVn-algebras
are categorical equivalent. The complex connections between  Lukasiewicz-Moisil
algebras and MV-algebras are deeply investigated in [9, 10, 11].
The main idea behind Moisil logic is that of nuancing: to a many-valued
object we associate some Boolean objects, its Boolean nuances. We do not define
an many-valued object by its Boolean nuances, but we characterize it through
the nuances, we investigate its properties by reducing them to the study of some
Boolean ones. Moisil logic is therefore derived from the classical logic by the
idea of nuancing, mathematically expressed by a categorical adjunction. This is
a general idea, that can be applied to any logical system, as pointed out in [7].
Moisil’s determination principle plays a central role in the study of  Lukasiewicz-
Moisil algebras and Moisil logic. At algebraic level it gives an efficient method for
obtaining important results, lifting properties of Boolean algebras to the level
of  Lukasiewicz-Moisil algebras (see Moisil’s representation theorem, for exam-
ple), while at logical level it gives an alternative way to reason about non-crisp
objects, by evaluating some crisp ones.
The determination principle from the initial definition of  Lukasiewicz-Moisil
algebras does not hold in general for subalgebras. The initial definition for
 Lukasiewicz-Moisil algebras is given in terms of some lattice endomorphisms,
called the Chrysippian endomorphisms by Moisil, i.e. the ϕ’s. Using another
family of unary operations, i.e. the J’s introduced in [4], the determination
principle for subalgebras can be proved [12], leading to the idea that the Boolean
nuances of a subalgebra are Boolean ideals. Moreover, the alternative nuances
J’s are mutually exclusive, or simply disjoint.
In this paper we introduce an equivalent definition for  Lukasiewicz-Moisil al-
gebras using the J’s and we further investigate the properties of these operations.
We obtain a categorical equivalence that allow us to represent any  Lukasiewicz-
Moisil algebra as a Boolean algebra and a finite family of Boolean ideals. As a
consequnece, we develop a duality for  Lukasiewicz-Moisil algebras starting from
Boolean spaces and adding a family of open sets. As a corollary, we obtain a
duality for MVn-algebras.
The paper is organized as follows. In Section 1 we recall the basic definitions
and properties on Lukasiewicz-Moisil algebras. In particular in 1.1 we present
the adjunction between  Lukasiewicz-Moisil algebras and Boolean algebra, the
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fundamental idea behind Moisil logic, while in 1.2 we recall the Stone-type dual-
ity for  Lukasiewicz-Moisil algebras [3], which is developed starting from the dual
space of a bounded distributive lattice. In Section 2 we introduce an alternative
definition for  Lukasiewicz-Moisil algebras using the J’s. In Subsection 2.2 we
prove the fundamental logic adjunction theorem via the J’s, while in Subsection
2.3 we prove a categorical equivalence for  Lukasiewicz-Moisil algebras. Sections
3 and 4 are devoted for Stone-type dualities for  Lukasiewicz-Moisil algebras and
MV-algebras, respectively, starting from the simple dual space of Boolean alge-
bras.
1  Lukasiewicz-Moisil algebras
In the sequel n is a natural number and we use the notation [n] := {1, . . . , n}.
Definition 1. A  Lukasiewicz-Moisil algebra of order n+1 (LMn+1-algebra, for
short) is a structure of the form
(L,∨,∧,∗ , ϕ1, . . . , ϕn, 0, 1)
such that (L,∨,∧,∗ , 0, 1) is a De Morgan algebra, i.e. a bounded distributive
lattice with a decreasing involution ∗ satisfying the De Morgan property, and
ϕ1, . . . , ϕn
1 are unary operations on L such that the following hold:
(L1) ϕi(x ∨ y) = ϕi(x) ∨ ϕi(y),
(L2) ϕi(x) ∨ ϕi(x)
∗ = 1,
(L3) ϕi ◦ ϕj = ϕj,
(L4) ϕi(x
∗) = ϕn+1−i(x)
∗,
(L5) if i ≤ j then ϕi(x) ≤ ϕj(x),
(L6) if ϕi(x) = ϕi(y), for all i ∈ [n], then x = y,
for any i, j ∈ [n] and x, y ∈ L.
Property (L6) is called the determination principle and the system (L1)-(L6)
is equivalent to (L1)-(L5), (L7) and (L8), where
(L7) x ≤ ϕn(x),
(L8) x ∧ ϕi(x)∗ ∧ ϕi+1(y) ≤ y, for any i ∈ [n− 1].
Therefore, the class of LMn+1-algebras is equational.
1These operations are called the Chrysippian endomorphisms.
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Example 1. The canonical LMn+1-algebra is the structure
(Ln+1,∨,∧, ∗, ϕ1, . . . , ϕn, 0, 1),
where Ln+1 := {0,
1
n
, . . . , n−1
n
, 1}, the lattice order is the natural one,
j
n
∗
:= n−j
n
and ϕi(
j
n
) :=
{
0, if i+ j < n+ 1,
1, if i+ j ≥ n+ 1
,
for any 0 ≤ j ≤ n and i ∈ [n].
The canonical LM2-algebra has only one Chrysippian endomophism which,
by the determination principle, it forced to be a bijection, making the canonical
LM2-algebra a Boolean algebra. Therefore the ”overloaded” notation L2 for
Boolean algebras and LM2-algebra is consistent.
By Moisil’s representation theorem, any LMn+1-algebra is isomorphic to a
subdirect product of LMn+1-subalgebras of Ln+1.
Lemma 1. In any LMn+1-algebra L, the following hold, for any x, y ∈ L and
any i, j ∈ [n]:
(1) ϕi(x ∧ y) = ϕi(x) ∧ ϕi(y),
(2) ϕi(x) ∧ ϕi(x)∗ = 0,
(3) ϕi(ϕj(x)
∗) = ϕj(x)
∗,
(4) x ≤ y iff ϕi(x) ≤ ϕj(x),
(5) ϕ1(x) ≤ x ≤ ϕn(x).
For each LMn+1-algebra L, we define its Boolean center C(L) as the set of
all complemented elements of L, i.e. C(L) = {x ∈ L | x ∨ x∗ = 1}. We can
easily see that, for each x ∈ L, the following equivalences hold:
x ∈ C(L) iff there exists i ∈ [n] such that ϕi(x) = x,
iff for all i ∈ [n], ϕi(x) = x,
iff there exist i ∈ [n] and y ∈ L such that ϕi(y) = x.
Note that the determination principle can be represented as in Figure 1.
1.1 The Fundamental Logic Adjunction Theorem
The logic having as algebraic semantics LMn+1-algebras is called nowadays
Moisil logic. Moisil logic is derived from the classical logic by the idea of nuanc-
ing, mathematically expressed by a categorial adjunction.
Let (B,∨,∧,− , 0, 1) be a Boolean algebra. Let us consider the set
T (B) := {(x1, . . . , xn) | x1 ≤ . . . ≤ xn}.
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C(L)
L
x
ϕ1(x)
ϕ2(x)
ϕn(x)
(n+ 1)-valued sentences
boolean sentences
Figure 1: The determination principle for LMn+1-algebras.
On the set T (B) we can define an LMn+1-algebra structure as follows: the
lattice operations, as well as 0 and 1, are defined componentwise, and for each
(x1, . . . , xn) ∈ T (B) and i ∈ [n], we consider
(x1, . . . , xn)
∗ := (xn, . . . , x1) and ϕi(x1, . . . , xn) := (xi, . . . , xi).
Remark that the LMn+1-algebras Ln+1 and T (L2) are isomorphic.
Let LMn+1 be the category of (n + 1)-valued  Lukasiewicz-Moisil algebras
and BoolA be the category of Boolean algebras. Let
C : LMn+1 → BoolA and T : BoolA→ LMn+1
be two functors defined as follows: for each LMn+1-algebra, C(L) is the Boolean
center of L, and for each LMn+1-morphism f : L → L′, C(f) : C(L) → C(L′)
is the restriction and co-restriction of f to C(L) and C(L′); for each Boolean
algebra B, T (B) is the above LMn+1-algebra, and for each Boolean morphism
g : B → B′, T (g) : T (B) → T (B′) is defined by applying g on each component
of any u ∈ T (B).
Theorem 1 (The Fundamental Logic Adjunction Theorem). The above functors
C and T satisfy the following:
(1) C is faithful and T is full and faithful,
(2) C is a left adjoint of T , where the unit and the counit are given by
ηL : L→ TC(L), ηL(x)(i) = ϕi(x), for any x ∈ L and any i ∈ [n],
ǫB : CT (B)→ B, ǫB(u) = u(1), for all u ∈ CT (B).
(3) ηL is an LMn+1 embedding and ǫB is a Boolean isomorphism.
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1.2 Stone duality using the Chrysippian endomorphisms
Two categories C and D are dually equivalent if there exists a pair of contravari-
ant functors F : C→ D andG : D→ C such that both FG andGF are naturally
isomorphic with the corresponding identity functors, i.e. for each object C in
C and D in D there are isomorphisms ηC : GF (C) → C and κD : FG(D) → D
such that
GF (C1)
ηC1

GF (f)
// GF (C2)
ηC2

C1
f
// C2
FG(D1)
κD1

FG(g)
// FG(D2)
κD2

D1 g
// D2
for each f : C1 → C2 in C and g : D1 → D2 in D.
A Stone space is a topological space X such that: (i) X is a compact T0
space, (ii) the set KX of compact open subsets of X is closed with respect to
finite intersections and unions, and is a basis for the topology of X , and (iii)
if C ⊆ KX is closed with respect to finite intersections and F ⊆ X is a closed
set such that F ∩ Y 6= ∅, for every Y ∈ C, then F ∩
⋂
Y ∈C Y 6= ∅. A map
f : X → Y between two Stone spaces X and Y is called strongly continuous if
f−1(A) ∈ KX , for every A ∈ KX . We denote by BoolS the category of Stone
spaces and strongly continuous functions. The category of bounded distributive
lattices is dually equivalent with the category BoolS.
A Stone space with involution is a couple (X,h) such that: (i) X is a Stone
space, and (ii) h : X → X is a function satisfying h2 = idX and X \h(A) ∈ KX ,
for every A ∈ KX . We denote by St(I) the category of Stone spaces with
involution, where the morphisms between (X, g) and (X ′, g′) are the arrows
f : X → X ′ in BoolS such that g′ ◦ f = f ◦ g. The category of De Morgan
algebras is dually equivalent with the category St(I).
An (n+1)-valued  Lukasiewicz-Moisil space (an LMn+1-space, for short) is a
tuple (X,h, h1, . . . , hn) such that
i) (X,h) is a Stone space with involution,
ii) {hi : X → X}i∈[n] is a family of functions satisfying the conditions:
(1) hi is strongly continuous,
(2) X \ h−1i (A) ∈ KX ,
(3) hi ◦ hj = hi,
(4) if i ≤ j then h−1i (A) ⊆ h
−1
j (A),
(5) if h−1i (A) = h
−1
i (B), for all i ∈ [n], then A = B,
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for any i, j ∈ [n] and any A,B ∈ KX ,
iii) h ◦ hi = hn+1−i and hi ◦ h = hi, for any i ∈ [n],
A morphism between two LMn+1-spaces (Xh, h1, . . . , hn) and (X
′, h′, h′1, . . . , h
′
n)
is an arrow f : (X,h)→ (X ′, h′) in St(I) such that f ◦ gi = g′i ◦ f , for any i ∈ [n].
We denote by St(LMn+1) the category of LMn+1-spaces.
Theorem 2. [3] LMn+1 and St(LMn+1) are dually equivalent.
2 Mutually exclusive nuances of truth
2.1 Alternative definition
Definition 2. An LMn+1-algebra is a structure of the form
(L,∨,∧,∗ , J1, . . . , Jn, 0, 1)
such that (L,∨,∧,∗ , 0, 1) is a De Morgan algebra and J1, . . . , Jn are unary oper-
ations on L such that the following hold:
(J1)
∨n
k=n−i+1 Jk(x ∨ y) =
∨n
k=n−i+1(Jk(x) ∨ Jk(y)),
(J2) Ji(x) ∨ Ji(x)∗ = 1,
(J3) Jk(Ji(x)) = 0 and Jn(Ji(x)) = Ji(x),
(J4) Jk(x
∗) = Jn−k(x) and Jn(x
∗) =
∧n
i=1 Ji(x)
∗,
(J5) Jl(x) ≤ (J1(x) ∨ . . . ∨ Jl−1(x))∗,
(J6) if Ji(x) = Ji(y), for all i ∈ [n], then x = y,
for any i, j ∈ [n], k ∈ [n− 1], 1 < l ≤ n and x, y ∈ L.
Note that for any i, j ∈ [n] such that i 6= j, Ji(x) and Jj(x) are mutually
exclusive (or disjoint, for short), i.e. Ji(x) ∧ Jj(x) = 0, for any x ∈ L. Indeed,
assuming that i < j and using (J5) and (J2), we have
Ji(x) ∧ Jj(x) = Ji(x) ∧ Jj(x) ∧ Jj−1(x)
∗ ∧ . . . ∧ J1(x)
∗ = 0.
The two alternative definitions for LMn+1-algebras are equivalent. Let (L,∨,∧,∗ , ϕ1, . . . , ϕn, 0, 1)
be a structure as in Definition 1. As in [12], we define the unary operations
Jn(x) := ϕ1(x) and Ji(x) := ϕn−i+1(x) ∧ ϕn−i(x)
∗, for i ∈ [n− 1], (1)
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for any x ∈ L. Conditions (J2), (J3) and (J6) are already proved in [12]. Notice
that, for any i, k ∈ [n− 1], we have
k∨
j=i
Jj(x) = [ϕn−i+1(x) ∧ ϕn−i(x)
∗] ∨ [ϕn−i(x) ∧ ϕn−i−1(x)
∗] ∨
k∨
j=i+2
Jj(x)
= [ϕn−i+1(x) ∧ ϕn−i−1(x)
∗] ∨ [ϕn−i−1(x) ∧ ϕn−i−2(x)
∗] ∨
k∨
j=i+3
Jj(x)
= [ϕn−i+1(x) ∧ (ϕn−i+1(x) ∨ ϕn−i−2(x)
∗) ∧ ϕn−i−2(x)
∗] ∨
k∨
j=i+3
Jj(x)
= [ϕn−i+1(x) ∧ ϕn−i−2(x)
∗] ∨
k∨
j=i+3
Jj(x) = . . .
= ϕn−i+1(x) ∧ ϕn−k(x)
∗
Therefore, for any i, k ∈ [n− 1], we also have
k∧
j=i
Jj(x)
∗ = ϕn−i+1(x)
∗ ∨ ϕn−k(x).
Using the above equality, (J5) is obtained as follows, for any 1 < l ≤ n:
Jl(x) ∧
l−1∧
j=1
Jj(x)
∗ = ϕn−l+1(x) ∧ ϕn−l(x)
∗ ∧ (ϕn(x)
∗ ∨ ϕn−l+1(x))
= ϕn−l+1(x) ∧ ϕn−l(x)
∗ = Jl(x)
The first part of condition (J4) follows from [12], while for the second part we
have
n∧
j=1
Jj(x)
∗ =
n−1∧
j=1
Jj(x)
∗ ∧ Jn(x)
∗ = (ϕn(x)
∗ ∨ ϕ1(x)) ∧ ϕ1(x)
∗
= ϕn(x)
∗ ∧ ϕ1(x)
∗ = ϕn(x)
∗ = ϕ1(x
∗) = Jn(x
∗)
Now let us show condition (J1) by induction over i. For i = 1, the conclusion
follows from (L1). Assume that (J1) holds for i and let us prove it for i + 1.
First notice that, for any 2 ≤ i ≤ n, we have ϕi(x)∗∨Jn−i+1(x) = ϕi−1(x)∗. We
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have the following chain of equalities:
n∨
k=n−(i+1)+1
Jk(x ∨ y) = Jn−i(x ∨ y) ∨
n∨
k=n−i+1
Jk(x ∨ y)
= [Jn−i(x) ∧ ϕi(y)
∗] ∨ [Jn−i(y) ∧ ϕi(x)
∗] ∨
n∨
k=n−i+1
(Jk(x) ∨ Jk(y))
= [Jn−i(x) ∧ ϕi(y)
∗] ∨ [Jn−i(y) ∧ ϕi(x)
∗] ∨ [Jn−i+1(x) ∨ Jn−i+1(y)] ∨
n∨
k=n−i+2
(Jk(x) ∨ Jk(y))
= [(Jn−i(x) ∨ Jn−i+1(y)) ∧ ϕi−1(y)
∗] ∨ [(Jn−i(y) ∨ Jn−i+1(x)) ∧ ϕi−1(x)
∗] ∨
n∨
k=n−i+2
(Jk(x) ∨ Jk(y))
= . . .
= [(Jn−i(x) ∨ Jn−i+1(y) ∨ . . . ∨ Jn−1(y)) ∧ ϕ1(y)
∗] ∨
[(Jn−i(y) ∨ Jn−i+1(x) ∨ . . . ∨ Jn−1(x)) ∧ ϕ1(x)
∗] ∨ Jn(x) ∨ Jn(y)
= [Jn−i(x) ∨ . . . ∨ Jn(x)] ∨ [Jn−i(y) ∨ . . . ∨ Jn(y)]
=
n∨
k=n−(i+1)+1
(Jk(x) ∨ Jk(y)).
Conversely, let (L,∨,∧,∗ , J1, . . . , Jn, 0, 1) be a structure as in Definition 2. Again
as in [12], we define
ϕi(x) :=
n∨
k=n−i+1
Jk(x), (2)
for any i ∈ [n] and x ∈ L. Condition (L5) follows immediately from the definition
of ϕi’s, (L1) follows directly from (J1), while (L6) follows from (J6) noticing that
Ji(x) = ϕn−i+1(x) ∧ ϕn−i(x)
∗, for any i ∈ [n − 1], and Jn(x) = ϕ1(x). Using
(J2), condition (L2) is obtained as follows:
ϕi(x) ∨ ϕi(x)
∗ =
n∨
k=n−i+1
Jk(x) ∨
n∧
j=n−i+1
Jj(x)
∗
=
n∧
j=n−i+1
(
n∨
k=n−i+1
Jk(x) ∨ Jj(x)
∗) = 1
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Since for any j 6= k and any x ∈ L, Jj(x) and Jk(x) are disjoint, it follows that
Jj(x) ∨ Jk(x)∗ = Jk(x)∗. Therefore, using (J2) and (J4), we get (L4):
ϕi(x
∗) =
n∨
k=n−i+1
Jk(x
∗) =
n−1∨
k=n−i+1
Jk(x
∗) ∨ Jn(x
∗)
=
n−1∨
k=n−i+1
Jn−k(x) ∨ Jn(x
∗) =
i−1∨
j=1
Jj(x) ∨
n∧
k=1
Jk(x)
∗
=
n∧
k=1
(
i−1∨
j=1
Jj(x) ∨ Jk(x)
∗) =
n∧
k=i
(
i−1∨
j=1
Jj(x) ∨ Jk(x)
∗)
=
n∧
k=i
Jk(x)
∗ = (
n∨
k=i
Jk(x))
∗ = ϕn−i+1(x)
∗
Finally, let us prove condition (L3) by induction over j. For j = 1, using (J3)
we have
ϕi(ϕ1(x)) =
n∨
k=n−i+1
Jk(Jn(x)) = Jn(x) = ϕ1(x).
Assume that (L3) holds for j and let us prove it for j+1. Noticing that ϕj+1(x) =
ϕj(x) ∨ Jn−j(x) and using (J1) and (J3), we have
ϕi(ϕj+1(x)) =
n∨
k=n−i+1
Jk(ϕj+1(x)) =
n∨
k=n−i+1
Jk(ϕj(x) ∨ Jn−j(x))
=
n∨
k=n−i+1
Jk(ϕj(x)) ∨
n∨
k=n−i+1
Jk(Jn−j(x))
= ϕj(x) ∨ Jn−j(x) = ϕj+1(x).
2.2 The Fundamental Logic Adjunction Theorem via J’s
Let (B,∨,∧,− , 0, 1) be a Boolean algebra. For any family of elements {y1, . . . , yn}
from B we have
yi ∧ yj = 0, i 6= j iff yi ≤ y1 ∧ . . . ∧ yi−1, 1 < i ≤ n,
We call a family of elements {y1, . . . , yn} with the above property disjoint. Let
us define the set
J(B) := {(y1, . . . , yn) ∈ Bn | {y1, . . . , yn} disjoint family of elements }.
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Lemma 2. There exists a bijective correspondence between the sets J(B) and
T (B).
Proof. It is straightforward to check that the functions
f : J(B)→ T (B), f(y1, . . . , yn) = (y1, y1 ∨ y2, . . . , y1 ∨ . . . ∨ yn),
g : T (B)→ J(B), g(x1, . . . , xn) = (x1, x2 ∧ x1, . . . , xn ∧ xn−1)
define a bijective correspondence between the sets J(B) and T (B).
As a consequence of Lemma 2, J(B) can be endowed with a structure of an
LMn+1-algebra (J(B),∨,∧,∗ , J1, . . . , Jn, 0, 1). Consider the LMn+1-structure
on T (B) defined in Subsection 1.1, (T (B),∨,∧,∗ , ϕ1, . . . , ϕn, 0, 1). Using 1, the
J’s on the set J(B) are defined as follows:
Ji(y1, . . . , yn) := g(ϕn−i+1(f(y1, . . . , yn)) ∧ ϕn−i(f(y1, . . . , yn))
∗)
Jn(y1, . . . , yn) := g(ϕ1(f(y1, . . . , yn)))
for any i ∈ [n− 1]. By simple computation, we obtain that
Ji(y1, . . . , yn) = (yn−i+1, 0, . . . , 0) and Jn(y1, . . . , yn) = (y1, 0, . . . , 0),
for i ∈ [n− 1]. In a similar way we get:
(y1, . . . , yn)
∗ = (
n∧
i=1
y∗i , y
∗
n, . . . , y
∗
2)
(y1, . . . , yn) ∨ (z1, . . . , zn) = (w1, . . . , wn)
where w1 = y1 ∨ z1, wi = (yi ∨ zi) ∧ (yi−1 ∨ zi−1)∗ ∧ · · · ∧ (y1 ∨ z1)∗, for i > 1.
Remark 1. The Fundamental Logic Adjunction Theorem from Subsection 1.1
can also be expressed in terms of the functor J defined in the obvious way.
2.3 A categorical equivalence for LMn+1-algebras
We shall call a finite set {I1, . . . , In−1} of ideals on a Boolean algebra B with
the property Ii = In−i, for any i ∈ [n− 1], an n symmetric sequence of Boolean
ideals. Consider the category BoolIn+1 in which objects are tuples of the form
(B, In−1, . . . , I1),
where B is a Boolean algebra and {I1, . . . , In−1} is an n symmetric sequence
of Boolean ideals on B, and arrows are of the form g : (B, In−1, . . . , I1) →
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(B′, I ′n−1, . . . , I
′
1), where g : B → B
′ is a Boolean morphism and g(Ii) ⊆ I ′i, for
any i ∈ [n− 1].
Let us define the functor
Λ : LMn+1 → BoolIn+1
as follows: for any LMn+1-algebra (L,∨,∧,
∗ , J1, . . . , Jn, 0, 1), set
Λ(L) = (C(L), Jn−1(L), . . . , J1(L)),
while for any LMn+1-morphism f : L → L′, set Λ(f) : Λ(L) → Λ(L′) to be
the co-restriction of f to C(L) and C(L′). The fact that Λ(L) is an object in
BoolIn+1 follows from [12, Proposition 5.2].
Moreover, let us define the functor
Σ : BoolIn+1 → LMn+1
as follows: for any object (B, In−1, . . . , I1) in BoolIn+1, set
Σ(B) = {(y1, . . . , yn) ∈ B
n | yi ∈ In−i+1, {y1, . . . , yn} disjoint elements},
and for each arrow g : (B, In−1, . . . , I1)→ (B′, I ′n−1, . . . , I
′
1) in BoolIn+1, Σ(g) is
defined by applying g on each component of any u ∈ Σ(B). Applying [12, Propo-
sition 5.3] for the LMn+1-algebra J(B) defined in Subsection 2.2, we obtain that
Σ(B) is an LMn+1-algebra.
The functors Λ and Σ yield a categorical equivalence:
Theorem 3. The categories LMn+1 and BoolIn+1 are equivalent.
3 Duality for LMn+1-algebras using Boolean spaces
Let us recall the Stone duality for Boolean algebras. Let BoolA be the category
of Boolean algebras and Boolean homomorphisms and BoolS the category of
Boolean spaces (i.e. topological spaces that are Hausdorff and compact, and
have a basis of clopen subsets) and continuous maps. The category BoolS and
BoolA are dually equivalent via the functors
Sa : BoolA→ BoolS and St : BoolS→ BoolA.
The Boolean space Sa(B) of a Boolean algebra B is the topological space whose
underlying set is the collection X := Ult(B) of ultrafilters of B, and whose
topology has a basis consisting of all sets of the form
Nb = {U ∈ X | b ∈ U},
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for any b ∈ B. For every Boolean homomorphism h : A→ B, Sa(f) : Sa(B) →
Sa(A) is defined as Sa(f)(u) = h−1(u), for every u ∈ Sa(B). Conversely, if X
is a Boolean space, we consider St(X) = co(X), the set of all clopen subsets
of X , and for every continuous map f : X → Y , ϕ = St(f) : co(Y ) → co(X),
ϕ(N) = f−1(N), for every N ∈ co(Y ).
Note that for any a, b ∈ B, Na∨b = Na ∪Nb, Na∧b = Na ∩Nb and
if a ≤ b then Na ⊆ Nb
Via the Stone duality, for every ideal of a Boolean algebra we can associate an
open set: if I is an ideal of a Boolean algebra B, consider the open set in Sa(B)
NI =
⋃
{Na | a ∈ I} = {U ∈ X | U ∩ I 6= ∅}. (3)
For every b ∈ B, we have b ∈ I iff Nb ⊆ NI . Conversely, for every open set of
a Boolean space we can associate a Boolean ideal: if O is an open subset of a
Boolean space X , consider the ideal in St(X)
IO = {b ∈ S
t(X) | Nb ⊆ O}. (4)
In the following we provide a Stone-type duality for LMn+1-algebras us-
ing Boolean spaces. As we have seen in Subsection 2.3 we can represent any
LMn+1-algebra L as a Boolean algebra endowed with an n symmetric sequence
of Boolean ideals on it,
(C(L), Jn−1(L), . . . , J1(L)),
the categories LMn+1 and BoolIn+1 being equivalent. Therefore we shall con-
struct a Stone-type duality for the category BoolIn+1.
Definition 3. A Boolean space with n symmetric open sets is a tuple
(X,O1, . . . , On−1),
where X is a Boolean space and O1, . . . , On−1 are open sets in X such that
Oi = On−i, for any i ∈ [n− 1].
Denote by BoolSOn the category of Boolean spaces with n symmetric open
sets with continuous maps f : (X,O1, . . . , On−1) → (Y, U1, . . . , Un−1) such that
f−1(Ui) ⊆ Oi, for any i ∈ [n− 1].
Theorem 4. The categories BoolIn+1 and BoolSOn are dually equivalent.
Proof. We let define the functors
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Θa : BoolIn+1 → BoolSOn and Θt : BoolSOn → BoolIn+1.
For every object (B, In−1, . . . , I1) in BoolIn+1, define using (3),
Θa(B, In−1, . . . , I1) = (S
a(B), NI1 , . . . , NIn−1),
and for every arrow g : (B, In−1, . . . , I1) → (B′, I ′n−1, . . . , I
′
1) in BoolIn+1, con-
sider Θa(g) = Sa(g), i.e. Θa(g)(u) = g−1(u), for any u ∈ Sa(B′). It is easy to
check that Θa(g)−1(NIi) ⊆ N
′
I′
i
, for every i ∈ [n− 1], and therefore Θa(g) is an
arrow in BoolSOn. Conversely, for every Boolean space with n symmetric open
sets (X,O1, . . . , On−1), define using (4)
Θt(X,O1, . . . , On−1) = (S
t(X), IOn−1 , . . . , IO1 ),
and for every arrow f : (X,O1, . . . , On−1) → (Y, U1, . . . , Un−1), define Θt(f) =
St(f). Since Θt(f)(IUi ) ⊆ IOi , for any i ∈ [n−1], Θ
t(f) is an arrow inBoolIn+1.
4 Duality for MVn-algebras using Boolean spaces
An MV-algebra is an algebraic stucture (A,⊕,∗ , 0) of type (2, 1, 0) such that
(A,⊕, 0) is an abelian monoid (x∗)∗ = x and x ⊕ (y ⊕ z) = (x ⊕ y) ⊕ z. MV-
algebras were defined by [2] and they stay to  Lukasiewicz ∞-valued logic as
Boolean algebras stay to classical logic. We refer to [5] for an introduction in
the theory of MV-algebras.
If A is an MV-algebra and x, y ∈ A we set x ⊙ y = (x∗ ⊕ y∗)∗ and 1 = 0∗.
For any natural number n we define
0x = 0, x0 = 1,
(n+ 1)x = (nx)⊕ x, xn+1 = (xn)⊙ x.
The structures corresponding to the n + 1-valued  Lukasiewicz logic were
defined in [8] under the name of MVn-algebras and they satisfy the following
additional properties for any x ∈ A and 1 < j < n such that j does not divide
n:
(n+ 1)x = nx,
[(jx) ⊙ (x∗ ⊕ ((j1)x)∗)]n = 0.
In [4] the proper LMn+1-algebras are defined and they are those LMn+1-
algebras adequate for the n + 1-valued  Lukasiewicz logic. Moreover, LMn+1-
algebras are term equivalent with MVn+1-algebras [?, 10]. As in [12], we call
these structures -proper, in order to avoid the confusion with the usual terminol-
ogy from universal algebra. The  L-proper LMn+1-algebras are a full subcategory
of LMn+1.
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Remark 2. In [6, Section 3] the category MVn+1 is proved to be equiva-
lent with a category BMn+1 whose objects are pairs (B,R) such that B is
a Boolean algebra and R ⊂ Bn satisfies some particular properties; the mor-
phisms form (B1, R1) to (B2, R2) in BMn+1 is a morphism of Boolean algebras
f : B1 → B2 such that (x1, . . . , xn) ∈ B1 implies (f(x1), . . . , f(xn)) ∈ B2.
Moreover, it is proved that an object (B,R) can be characterized by a sequence
I1(R), . . . , In−1(R) of Boolean ideals such that Ji(L) ∩ Ji−k(L) ⊆ Ji(L) for
2 ≤ i ≤ n − 2 and j < i. In [12] this result is stated in the context of LMn+1-
algebras.
Lemma 3. For an LMn+1-algebra L the following are equivalent:
(a) L is  L-proper,
(b) Ji(L)∩ Jk(L) ⊆ Jn−i+k−1(L), for any 3 ≤ i ≤ n− 2, 1 ≤ k ≤ n− 4, k < i.
Proof. It is straightforward by [12, Proposition 5.11].
Denote by MVn+1 the category of MVn+1-algebras and by BoolIMVn+1
the full subcategory of BoolIn+1 whose objects are tuples of the form
(B, In−1, . . . , I1) such that Ii ∩ Ik ⊆ In−i+k−1,
for any 3 ≤ i ≤ n− 2, 1 ≤ k ≤ n− 4, k < i.
From Theorem 3 and Lemma 3 we immediately infer the following result, which
was proved directly in [6, Section 3].
Corollary 1. The categories MVn+1 and BoolIMVn+1 are equivalent.
The duality result for MVn+1-algebras is now straightforward. Denote by
BoolSOMVn the full subcategory of category BoolSOn whose objects are
Boolean spaces with n symmetric open sets
(X,O1, . . . , On−1) such that Oi ∩Ok ⊆ On−i+k−1,
for any 3 ≤ i ≤ n− 2, 1 ≤ k ≤ n− 4, k < i.
Theorem 5. The categories MVn+1 and BoolSOMVn are dually equivalent.
Proof. It is a direct consequence of Theorem 4 and Corollary 1.
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5 Conclusion
Nuances of truth provide an alternative and robust way to reason about vague
information: a many-valued object is uniquely determined by some Boolean
objects, its nuances. However, a many-valued object cannot be recovered only
from its Boolean nuances. This idea is mathematically expressed by a categorical
adjunction between Boolean algebras and  Lukasiewicz-Moisil algebras.
Since the initial nuances of truth proposed by Moisil do not allow us to
distinguish the subalgebras, in this paper we explored a more expressible notion
of nuances, namely mutually exclusive nuances of truth (or disjoint nuances of
truth, for short). Apart from saving the determination principle for subalgebras,
they led us to a new Stone-type duality for  Lukasiewicz-Moisil algebras.
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