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We present here a model of the exchange-correlation hole for strongly correlated systems using
a simple nonlocal generalization of the Wigner–Seitz radius. The model behaves similarly to the
strictly correlated electron approach, which gives the infinitely correlated limit of density functional
theory. Unlike the strictly correlated method, however, the energies and potentials of this model can
be presently calculated for arbitrary geometries in three dimensions. We discuss how to evaluate
the energies and potentials of the nonlocal model, and provide results for many systems where it is
also possible to compare to the strictly correlated electron treatment.
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I. INTRODUCTION
Treating strong electronic correlation at an afford-
able computational cost is an important missing building
block for a truly predictive computational material sci-
ence, chemistry, and biochemistry [1, 2]. Though each
strongly correlated system seems to require a new model
and method, there are some powerful tools for prob-
ing these systems. Smart wave function methods such
as the density matrix renormalization group [3, 4] yield
impressive results for lattice models [5] and enjoy some
success in describing real continuum systems [6–8], but
they are still computationally expensive, and thus lim-
ited as far as system size is concerned. On the other
hand, the much cheaper Kohn–Sham density functional
theory (KS-DFT) [9] is often considered a method suited
only for weakly correlated systems. The very first ap-
proximation in KS-DFT, the local density approxima-
tion (LDA) [9], describes well the physics and energies
of weakly correlated electrons, but can fail spectacularly
for strongly correlated systems, where the wavefunction
is radically different than that of the KS non-interacting
reference system. (In some communities, failure of KS-
LDA is taken as the definition of strong correlation.) All
standard KS-DFT approximations build upon LDA in
one way or another [10–13], achieving greater accuracy
in weakly correlated systems. In systems where KS-LDA
is qualitatively wrong, however, fine-tuned improvements
seem to have little hope of succeeding. The situation ap-
pears rather dire then to describe strong correlation with
KS-DFT.
Despite this bleak situation, recent work has uncov-
ered a functional which is correct in the strongly corre-
lated limit – the strictly correlated electron (SCE) func-
tional [14–16], defined as the minimum possible expec-
tation value of the electron-electron repulsion in a given
electron density. The SCE functional depends in a highly
nonlocal way on the density [17, 18]. This nonlocality is
a new rung in the Jacob’s ladder strategy [19, 20] for
constructing more accurate approximate functionals, by
using information of increasing complexity. Tradition-
ally, the rungs include: local information (the value of
the density at each point in space, yielding e.g., LDA,
LSDA [9, 21]), semilocal information (density gradients,
giving GGA’s [10, 11, 22]), the local KS kinetic energy
density (metaGGA’s [23]), the occupied KS orbitals (hy-
brids [12, 24], self-interaction corrections [25, 26], etc.),
up to the KS virtuals (double hybrids [27], random-phase
approximation in different flavours [28], etc.). As we will
see, the nonlocal rung utilizes information about certain
integrals of the density; there are other such functionals
(e.g., the weighted density approximation [29–33]), and
we will introduce another in this work.
When applied in the self-consistent KS-DFT frame-
work [17], the KS-SCE method correctly describes strong
correlation phenomena such as bond dissociation [34]
and charge localization in one-dimensional (1d) and two-
dimensional (2d) traps with weak confinement [18, 35],
without introducing any artificial symmetry breaking.
There are still challenges to meet before KS-SCE is ready
for practical applications, however. In the three dimen-
sional (3d) case, algorithms to compute the SCE func-
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2tional are currently applicable only to spherically sym-
metric systems, although progress is being made by sev-
eral groups exploiting the formal similarity between the
SCE problem and optimal transport (or mass transporta-
tion) theory [36–41], a field of mathematics and eco-
nomics [42]. Another crucial point is that SCE requires
suitable corrections [34, 43] (e.g., local or semilocal) to
make it useful for chemistry and solid state physics,
where both the strong and the weak correlation regimes
need to be treated accurately by the same methodology.
Despite these challenges, hybridizing with the SCE func-
tional (or an approximation thereof) holds the promise of
remedying strong correlation failures in present KS-DFT
functionals.
In this work, we present an approximation to the SCE
functional, which is easier to implement for arbitrary ge-
ometries and may more readily accept corrections. The
primary ingredient for this functional is a nonlocal gen-
eralization of the Wigner–Seitz radius. With this nonlo-
cal Wigner–Seitz radius, we build a very natural (and
nonlocal) model of the strong-interaction limit of the
exchange-correlation hole. We call the resulting func-
tional the nonlocal radius (NLR) functional. Previous
attempts to build approximations for the SCE limit were
based on local or semilocal information [44, 45]. These
models can be energetically accurate, but they miss non-
locality in the functional derivative; nonlocality which is
necessary to self-consistently build features such as barri-
ers that localize the charge density [17, 18, 35]. With the
nonlocal Wigner–Seitz radius, our functional captures,
self-consistently, some of the physics of strong correla-
tion.
The paper is organized as follows. Since the exchange-
correlation hole [46, 47] and the strictly correlated elec-
tron approach are both useful in understanding our
model, we discuss some relevant background on KS-DFT,
SCE, and the exchange-correlation hole in Section II. We
then present the new nonlocal KS-NLR functional and its
properties in Section III. The KS-NLR method is simi-
lar to some other nonlocal approximations, such as the
weighted density approximation [29–33], and may be con-
sidered as a (nonlocal) simplification of the point-charge
plus continuum (PC) model [44, 48], so we discuss these
relationships also in Section III. Finally, we compare self-
consistent KS-SCE and KS-NLR calculations for a few
systems in Section IV, where it becomes clear that these
two methods behave quite similarly.
Though the nonlocal aspect of the KS-NLR func-
tional offers its own set of integration challenges, eval-
uating the functional and its functional derivative with
respect to the electron density is straightforward. To
show this, we calculate the nonlocal functional for real 3d
atoms—self-consistently for two electrons, and non-self-
consistently for more—where the KS-SCE functional has
also been evaluated [49]. We also treat the 3d hydrogen
molecule non-self-consistently, which has only recently
been treated by the exact KS-SCE functional [40, 50].
In comparing the KS-NLR and KS-SCE methods, we
also consider a simplified 1d universe, as in Ref. [51],
where self-consistent calculations can be carried out very
rapidly. There we discover that the nonlocal functional
is capable of dissociating a single bond (such as in H2
or LiH) correctly, as well as localizing charge density in
1d parabolic traps without symmetry breaking, just like
the KS-SCE method [18]. We therefore consider the KS-
NLR approach a presently viable alternative to KS-SCE
that opens many doors in the development of strongly
correlated KS-DFT methods.
II. BACKGROUND
Most investigations into electronic structure begin with
the Born–Oppenheimer approximation. This allows the
quantum electronic problem to be solved first, and then
any quantum (or classical) nuclear effects to be added in
later. The electronic Hamiltonian is:
Hˆ = Tˆ + Wˆ + Vˆ , (1)
with operators for the kinetic energy, Tˆ , electron-electron
interaction, Wˆ , and potential energy, Vˆ . For a system
of N electrons, these quantities may be written in the
position representation as (using atomic units):
Tˆ ≡ −
N∑
i=1
1
2
∇2i
Wˆ ≡
N∑
j>i
1
|ri − rj |
Vˆ ≡
N∑
i=1
v(ri)

(2)
where v(r) is the external potential usually coming from
classical nuclei:
v(r) = −
∑
α
Zα
|r−Rα| (3)
where Zα (Rα) is the charge (position) of the αth nu-
cleus. Minimizing Eq. (1) over properly antisymmetrized
wavefunctions yields the ground-state electron wavefunc-
tion Ψ, which is the key to many properties of the system.
Due to theorems by Hohenberg and Kohn [52], we can
write the expectation values of all the operators in Eq. (2)
as functionals of the electron density n(r). For Tˆ and Wˆ ,
this is accomplished by the constrained search formalism
[53, 54], where the internal energy of the system (kinetic
plus electron-electron repulsion) is minimized over wave-
functions Ψ constrained to yield the density n(r):
F [n] ≡ T [n] +W [n] ≡ min
Ψ→n
〈Ψ|Tˆ + Wˆ |Ψ〉, (4)
where the minimizing Ψ is denoted Ψ[n]. For systems
with degeneracy, a suitable generalization to mixed states
3Ψ[n] → Γ[n] is required, with a trace replacing the bra-
ket in Eq. (4) [55–59]. The ground-state energy and
density are then obtained through a minimization over
reasonable densities [54] integrating to a certain desired
particle number N :
Ev[n] ≡ T [n] +W [n] +
∫
d3r n(r) v(r) (5)
Ev(N) ≡ min
n→N
Ev[n]. (6)
Kohn–Sham DFT: The most widely applied DFT
is Kohn–Sham DFT (KS-DFT) [9], which uses a set of
fictictious non-interacting electrons to capture (in part)
the Fermi statistics of the real system. In Kohn–Sham
theory, the energy of Eq. (5) is partitioned as
Ev[n] ≡ TS[n] +
∫
d3r n(r) v(r) + EHXC[n], (7)
where TS[n] is the kinetic energy of a set of non-
interacting electrons with density n(r), and EHXC[n] is
the Hartree-exchange-correlation energy which incorpo-
rates all effects due to electron interaction.
The functional derivative of Eq. (7) reveals a gradient-
descent procedure for minimizing Ev[n] [59], and leads to
a set of equations which must be solved self consistently
for the electron density n(r):
v(r) + vHXC[n](r) = vS(r) (8){
−1
2
∇2 + vS(r)
}
φj(r) = j φj(r) (9)
2
N/2∑
j=1
|φj(r)|2 = n(r), (10)
where vHXC[n](r) is the Hartree-exchange-correlation
(HXC) potential, the functional derivative of EHXC[n]:
vHXC[n](r) ≡ δEHXC[n]
δn(r)
, (11)
and, for simplicity, we have considered a spin-unpolarized
system (equal numbers of spin-up and spin-down elec-
trons: N↑ = N↓ = N/2). In the KS scheme, one solves
the above KS equations iteratively, until self-consistency
is achieved [33]. The ground-state energy may then be
computed by evaluating EHXC[n] with the converged den-
sity and the KS kinetic energy TS[n] using the converged
KS orbitals:
TS[n] = −
N/2∑
j=1
∫
d3r φ∗j (r)∇2φj(r). (12)
For non-self-consistent densities, TS[n] must be evaluated
using some other approach, e.g. via inversions [60–67].
So far we have only rewritten the original electronic
structure problem; with the exact EHXC[n] functional,
KS calculations are even more difficult than solving the
electronic Hamiltonian in Eq. (1) directly [59]. The over-
whelming practical success of KS-DFT is that EHXC[n]
breaks up into pieces which can be more easily modeled.
One can split W [n] and T [n] into pieces, which can be
reassembled into EHXC[n]:
W [n] ≡ WH[n] +WXC[n]
T [n] ≡ TS[n] + TC[n]
}
(13)
where WH[n] is the Hartree energy of a density n(r), often
denoted by EH[n] or U [n], WXC[n] is the interaction XC
energy, composed of the exchange energy EX[n] = WX[n]
and the interaction correlation energy WC[n], and TC[n]
is the kinetic correlation energy [68]. The full correla-
tion energy EC[n] contains both kinetic and interaction
contributions:
EC[n] = WC[n] + TC[n], (14)
but no simple explicit expression exists for either (or
both) of these terms. Finally, one obtains EHXC[n] =
EH[n] + EXC[n], with EXC[n] = EX[n] + EC[n].
Energies from the XC hole: All of the interaction
terms in Eq. (13) can be naturally written as Coulomb
integrals. The true W [n] can be found using the pair
density P (r, r′) of the interacting system:
P (r, r′) = N(N − 1)× (15)∑
σ1,...,σN
∫
d3r3 · · · d3rN |Ψ(rσ1, r′σ2, r3σ3, . . . , rNσN )|2,
with the full interaction energy being:
W [n] =
1
2
∫
d3r
∫
d3r′
P (r, r′)
|r− r′| . (16)
Unfortunately, P (r, r′) cannot be varied directly to de-
termine W [n] (though see Ref. [69] for an excellent dis-
cussion). Instead, the pair density must be modeled in
some way, and in KS-DFT this is done through the den-
sity. The pair density is thus broken up into the following
terms which are easier to model:
P (r, r′) = n(r)
[
n(r′) + hXC(r, r′)
]
(17)
where hXC(r, r
′) is the exchange-correlation hole, which
has some simple properties summarized below.
Plugging P (r, r′) (17) into W [n] (16), we can obtain
the various interaction energies of Eq. (13). The Hartree
piece is
WH[n] ≡ 1
2
∫
d3r
∫
d3r′
n(r)n(r′)
|r− r′| , (18)
while the exchange-correlation piece is:
WXC[n] ≡ 1
2
∫
d3r n(r)
∫
d3r′
hXC(r, r
′)
|r− r′| . (19)
4Some approximations consider exchange and correlation
separately, often when hybridizing with Hartree–Fock
[12, 13, 24]. These approximations use the exact ex-
change hole in whole or in part:
hX(r, r
′) ≡ −1
2
|γS(r, r′)|2
n(r)
(20)
where γS(r, r
′) is the one-body reduced density matrix of
the KS system:
γS(r, r
′) = 2
N/2∑
j=1
φ∗j (r)φj(r
′). (21)
While the foregoing allows one to evaluate the interac-
tion XC energy WXC[n] for some given XC hole hXC(r, r
′),
the kinetic correlation energy TC[n] cannot directly be
found through the XC hole. This is a consequence of us-
ing a non-interacting reference (i.e. the KS reference) and
its kinetic energy TS[n]. To get both TC[n] and WXC[n],
one must integrate from the KS system to the fully inter-
acting system using the adiabatic connection formalism
[70, 71]. This requires an infinite number of fictitious sys-
tems, all with density n(r), but whose electron-electron
repulsion is scaled by a factor of λ called the coupling
constant. The ground-state wavefunctions Ψλ[n] thus
minimize the expectation value of Tˆ + λWˆ under the
constraint of giving the density n(r), as in Eq. (4). Then
Ψ0[n] is the KS wavefunction (likely a Slater determi-
nant of the occupied KS orbitals φj(r)), and Ψ
1[n] is the
true wavefunction of the system [72]. The full XC energy
can then be found by an average of the XC holes from
coupling constant λ = 0 to 1:
EXC[n] =
1
2
∫
d3r n(r)
∫
d3r′
h¯XC(r, r
′)
|r− r′| , (22)
where the coupling-constant averaged XC hole is:
h¯XC(r, r
′) =
∫ 1
0
dλhλXC(r, r
′). (23)
The XC hole at coupling constant λ, hλXC(r, r
′), comes
from the pair density Pλ(r, r′) of the wavefunction Ψλ[n],
as in Eq. (17). Because hλX(r, r
′) comes from the KS
orbitals (which are the same for all λ), h¯X(r, r
′) =
hX(r, r
′) = hλX(r, r
′).
Properties of the XC hole: The XC hole has some
simple properties due to the properties of Pλ(r, r′) [46].
The pair density is non-negative, so
hλXC(r, r
′) ≥ −n(r′) ∀ r, r′; (24)
the pair density integrates over r′ to yield (N − 1)n(r),
which means that∫
d3r′ hλXC(r, r
′) = −1 ∀ r; (25)
and utilizing the symmetry of the pair density (invariance
under r↔ r′), one can show:∫
d3r′ n(r′)hλXC(r
′, r) = −n(r) ∀ r. (26)
These properties are ideal to build into models for
hXC(r, r
′), but many approximate functionals have XC
holes which do not satisfy them. For example, the lo-
cal density approximation (LDA) [9] corresponds to the
XC hole of the uniform electron gas [73]. The LDA
XC hole is properly normalized (25), but does not al-
ways satisfy Eq. (24) (e.g. in certain circumstances when
n(r) > n(r′)). The spherical average h¯XC(r;u) of the XC
hole is defined as
h¯XC(r;u) ≡ 1
4pi
∫
4pi
dΩuˆ h¯XC(r, r+ uuˆ). (27)
The LDA usually provides a good approximation of
the short-range part (small u) of the system average of
Eq. (27), i.e. n(r) h¯XC(r;u) integrated over all space [74–
76]. If an XC hole is considered as a model of this spher-
ical average, then Eq. (26) cannot be directly assessed
[47]; whether one thinks of LDA as an approximation
to hXC(r, r
′) or hXC(r;u) , therefore, informs on whether
LDA should satisfy Eq. (26) or not. Regardless, the cor-
rect normalization of the LDA XC hole (as in Eq. (25))
is a significant factor in the robustness of LDA [77]. The
forerunner to PBE [10, 78] forced normalization of the
XC hole to cure problems with the gradient expansion
of the density [79], giving insight into the need for the
generalized gradient approximation (GGA).
Strictly correlated electrons: The strictly corre-
lated electron (SCE) functional [15–18, 80], corresponds
to the λ → ∞ limit of the adiabatic connection formal-
ism, completely opposite to the Kohn–Sham system at
λ = 0. The basic building blocks of the SCE method
are called co-motion functions, and are analogous to KS
orbitals in KS-DFT. Instead of minimizing the kinetic en-
ergy, however, the co-motion functions minimize the in-
teraction energy for a given density [14, 15, 17, 18]. The
co-motion functions fj(r) with j = 1, . . . , N thus pinpoint
classical locations of the electrons. Setting f1(r) = r to
be the position of one electron, we can write the interac-
tion energy of the SCE method as [15, 81, 82]:
WSCE[n] ≡ 1
2
∫
d3r
N∑
i=2
n(r)
|r− fi(r)| , (28)
where the co-motion functions minimize this expression
and satisfy the two following physical constraints.
Because of the indistinguishability of electrons, the co-
motion functions must satisfy cyclic group properties.
Therefore knowledge of any non-trivial co-motion func-
5tion fi(r) is enough to generate all others:
f1(r) ≡ r
f2(r) ≡ f(r)
f3(r) = f(f(r))
...
fN+1(r) = f(f(. . . f(f(r))))︸ ︷︷ ︸
N times
= r

. (29)
Here we used f2(r) as the co-motion generator f(r) to
produce the entire set.
In the SCE method, measuring the position of one elec-
tron also determines all others; therefore the probability
of finding an electron at position r must be the same as
finding an electron at any fi(r) for i = 2, . . . , N . Thus
the co-motion generator f(r) must satisfy the nonlocal
differential equation [15]:
n(r) = |J(r)|n(f(r)), (30)
where Jµν(r) = ∂fµ(r)/∂rν are the Jacobian matrix el-
ements of f(r), and |J(r)| is the determinant. Alterna-
tively, Eq. (30) can be expressed as an integral equation:∫
Ω
d3r n(r) =
∫
f(Ω)
d3r n(r), (31)
where Ω is an arbitrary volume, and f maps Ω to the
volume f(Ω), i.e. f(Ω) ≡ {f(r) ∀ r ∈ Ω}.
In 1d, we can find the co-motion functions as explicit
functionals of the density, without performing the min-
imization implicit in Eq. (28) [17, 83]. For spherically
symmetric 2d and 3d problems, the radial components
of the co-motion functions can also be found quite eas-
ily, while the angular components require minimizing the
interaction energy over the electronic angles [15, 35, 82].
But for a general 3d geometry, determining the co-motion
functions is not as simple. There is no shortcut; the co-
motion functions come out of WSCE[n] being minimized
subject to constraints (29) and (30). There is an alter-
native approach to evaluate WSCE[n], the Kantorovich
dual formulation [36, 39], which bypasses the co-motion
functions, and proves feasible for non-spherical systems.
It seems promising to develop approximations for the
co-motion functions, since they have a physically trans-
parent meaning and role. However, we proceed along
somewhat different lines to develop our functional for
strongly correlated systems.
III. A NONLOCAL MODEL OF THE XC HOLE
FOR STRONG CORRELATION
In this section we present our model for the XC hole in
the strong-interaction limit, the nonlocal radius (NLR)
XC hole, and describe the properties of the resulting
NLR energy functional and its functional derivative. We
present some non-self-consistent results with the NLR
functional on exact atomic densities, both real atoms and
1d pseudo-atoms, and compare to the SCE functional.
The NLR model can be thought of as a real-space ver-
sion of self-interaction correction [25, 26], and it may be
a descendant of the weighted density approximation [29–
33] on one side and the PC model [44, 48] on the other;
we discuss this likely ancestry after introducing the con-
cepts of the nonlocal NLR functional. For further com-
parisons, we evaluate the NLR functional and others on
the uniform electron gas.
The key ingredient for our NLR XC functional is a
nonlocal generalization of the Wigner–Seitz radius, in-
spired by work on orbital-free kinetic energy functionals
[84]. We define this nonlocal Wigner–Seitz radius R(r)
implicitly as the radius of the sphere centered at r which
encloses one electron:∫
d3r′ n(r′) θ
(
R(r)− |r′ − r|) ≡ 1, (32)
where θ(x) is the Heaviside step function, equal to 0 for
x < 0 and 1 otherwise. This is a simple generalization of
the usual Wigner–Seitz radius, rS, which can be similarly
defined in the uniform gas, using u = r′ − r, u = |u|:∫
d3un θ
(
rS − u) ≡ 1, (33)
and which for non-uniform systems is typically general-
ized in a local way: rS(r) ≡ (3/(4pin(r))1/3. The Wigner–
Seitz radius has been used to characterize the uniform
electron gas from the beginning [85], since it quantifies an
effective distance between electrons. The nonlocal gen-
eralization R(r) reduces to the local radius rS(r) for uni-
form systems, but it offers greater physical insight about
the average number of electrons near each point in a non-
uniform system.
We now use the nonlocal information contained within
the nonlocal Wigner–Seitz radius R(r) to design a model
XC hole which is correct for one-electron-like systems,
e.g. in dissociating H2, as well as one-electron systems.
Our XC hole sets the pair density to zero for electron
coordinates within the nonlocal radius:
hNLRXC (r, r
′) = −n(r′) θ(R(r)− |r′ − r|). (34)
This NLR XC hole models systems in which the electron
wavefunction allows no two electrons to get close to each
other, i.e., systems which are strongly correlated. This
means that hNLRXC (r, r
′) is an approximation for the λ→
∞ limit of the XC hole – the SCE hole – and not the
coupling constant averaged hole h¯XC(r, r
′). In much the
same way, SCE physics describes the situation in which
each electron excludes the others from a volume in which
the density integrates to 1. Therefore, if we approximate
h¯XC(r, r
′) by hNLRXC (r, r
′), we expect to obtain energies far
too low for most chemical systems, just like in KS-SCE
[17, 34].
For efficiency of notation, it is convenient to define
the volume Ω(r) over which the Heaviside step function
of (32) is non-zero. The volume Ω(r) is defined as the
60 1 2 3 4 5
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FIG. 1. Nonlocal radius R(r) (32) for the exact densities
of the spherically symmetric atoms helium, beryllium, and
neon; exact data from Refs. [86–88]. To see the asymptotic
behavior, the y = x line is also plotted.
sphere centered at r with radius R(r), so that we can
rewrite Eq. (32) as:∫
Ω(r)
d3r′ n(r′) ≡ 1. (35)
Now plugging Eq. (34) into Eq. (19), we find the NLR
interaction XC energy to be:
WNLRXC [n] ≡ −
1
2
∫
d3r
∫
Ω(r)
d3r′
n(r)n(r′)
|r− r′| , (36)
where the r′ integral only integrates over the nonlocal vol-
ume Ω(r). Thus the hole of Eq. (34) completely removes
the Hartree interaction between the density at n(r) and
n(r′) if r′ is within the sphere Ω(r) centered at r.
To give an idea of what is going on inside the NLR XC
model, we discuss some properties of the nonlocal (NL)
radius R(r). For N ≤ 1 systems, R(r)→∞, so that the
NLR interaction XC energy cancels the Hartree energy,
i.e. WNLRXC [n] = −WH[n]. For all other (finite) systems,
the NL radius asymptotically goes like R(r)→ r−c(rˆ) as
r →∞, where c(rˆ) depends on how many electrons there
are, as well as the direction of r for non-spherical systems.
We can easily calculate R(r) for any given density by fit-
ting the density to a sum of exponentials or Gaussians,
and this is explained in Appendix A. In Fig. 1, we show
R(r) for a few atoms. The NL radius has bumps and
curves due to shell structure, but these are rather gen-
tle since R(r) is defined by an integral over the density.
Asymptotically, c(rˆ) = 0 for helium, and more generally
c(rˆ) = 0 for any spherically symmetric N = 2 system.
The next leading term in R(r), a 1/r term with some
small coefficient, explains why R(r) for helium does not
look yet like r for the larger r values in Fig. 1. In Fig. 2
we show a contour plot of R(r) for the hydrogen molecule
at bond length R = 6. Due to a lack of shell structure in
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FIG. 2. Nonlocal radius R(r) (32) for the exact density of
the H2 molecule with bond length R = 6, in cylindrical
coordinates (z, ρ). Exact density is the Full-CI result from
GAMESS-US [89] within the aug-cc-pV6Z [90] basis set. The
bond-axis is along the z coordinate, and the nuclei are at
z = ±3.
H2, R(r) is rather bland and featureless. Its contours in
the (z, ρ) plane are roughly ellipses which tend towards
circles at large distances.
Functional derivatives: We can put WNLRXC [n] into
a symmetric form:
WNLRXC [n] =
1
2
∫
d3r
∫
d3r′
n(r)n(r′)
|r− r′| g
NLR
XC (r, r
′) (37)
where the NLR pair XC function is:
gNLRXC (r1, r2) ≡ −
1
2
(
θ
(
R(r1)− r12
)
+ θ
(
R(r2)− r12
))
,
(38)
with r12 ≡ |r1 − r2|. The functional derivative can then
be written with this pair XC function as:
vNLRXC [n](r) =
∫
d3r′
n(r′)
|r− r′| g
NLR
XC (r, r
′)
+
1
2
∫
d3r′
n(r′)
R(r′)
θ
(
R(r′)− |r− r′|), (39)
and see Appendix B for a full derivation. The second
term integrates over all points r′ which are within their
own Wigner–Seitz radius R(r′) of the point r. We call
this region the NL reflection volume Ω˜(r), and its defini-
tion is similar to the NL volume Ω(r):
Ω(r) ≡ {r′ : R(r) > |r− r′|}
Ω˜(r) ≡ {r′ : R(r′) > |r− r′|}
}
. (40)
7There is another such Ω˜(r) integration region in the first
term of Eq. (39) due to the NLR pair XC function. These
integrals are straightforward, albeit numerically challeng-
ing, to evaluate.
By construction, the NLR XC hole satisfies the cor-
rect XC hole normalization in Eq. (25), in a nonlo-
cal and physically meaningful way. In addition, the
nonlocal XC hole satisfies another constraint on the
exchange-correlation hole: Eq. (24), since hNLRXC (r, r
′) ≥
−n(r′). But since hNLRXC (r, r′) does not satisfy Eq. (26),
vNLRXC [n](r) does not go like −1/r as r →∞ as it should.
Instead, vNLRXC [n](r) → −1/(2r) as r → ∞. One can
see this by examining Eq. (38) and Eq. (39). As r →∞,
one step function inside gNLRXC (r, r
′) will vanish—the term
with R(r′)—since R(r′) is rather small near the molec-
ular center. Integrating the density at n(r′) with the
other step function yields exactly one electron, but with
minus one-half out front (in Eq. (38)) and the Coulomb
operator inside the integral in Eq. (39), the result is
vNLRXC [n](r)→ −1/(2r).
Non-self-consistent results for atoms and
molecules: In Table I, we evaluate WNLRXC [n] for the
exact densities of simple atoms and compare to SCE
results and the exact EXC[n]. As expected, for chemi-
cal systems WNLRXC [n] is too low to approximate EXC[n].
A generalized-gradient approximation to the PC model,
PC-GGA [44], is also tabulated for these atoms. We dis-
cuss the PC model later in terms of NLR quantities, but
here we note that its GGA incarnation WPC-GGAXC [n] be-
haves energetically quite similarly to WNLRXC [n], as does
W SCEXC [n]. These strongly correlated methods are all
lower than the exact EXC[n], but the nonlocal methods
(KS-NLR and KS-SCE) are exact for one-electron sys-
tems. However, for H, PC-GGA does very well: the ex-
act EXC[n] = −0.312500 = WNLRXC [n] = W SCEXC [n], while
WPC-GGAXC [n] = −0.312767, an error of less than 0.1%.
Notice however, that while energies can be very similar
when the functionals are evaluated on accurate densities,
the functional derivatives (potentials) behave very differ-
ently. For example, charge localization without magnetic
order is obtained self-consistently by KS-SCE [18, 35] and
by KS-NLR (see Section IV), while it is missed by any
local or semilocal functional.
As in other work [49], we compare interaction XC en-
ergy densities to understand the properties of the nonlo-
cal functional. We define the interaction XC energy per
particle wXC[n](r) as:
wXC[n](r) ≡ 1
2
∫
d3r′
hXC(r, r
′)
|r− r′| , (41)
so that WXC[n] =
∫
d3r n(r)wXC[n](r). Like all energy
densities, wXC[n](r) has a gauge, since the introduc-
tion of the Laplacian of any function, i.e. wXC[n](r) →
wXC[n](r) + (∇2f [n](r))/n(r), will give the same integral
WXC[n] [94]. However, in Eq. (41), we haven chosen the
XC hole gauge where wXC[n](r) → wX[n](r) → −1/(2r)
as r →∞. In this gauge, the exchange energy per parti-
atom EXC[n] W
NLR
XC [n] W
PC-GGA
XC [n] W
SCE
XC [n]
H− −0.423 −0.543 −0.555 −0.569
He −1.067 −1.426 −1.463 −1.500
Li −1.799 −2.496 −2.556 −2.603
Be −2.770 −3.835 −3.961 −4.021
Ne −14.49 −18.28 −20.00 −20.04
TABLE I. Evaluating the NLR functional on various exact 3d
atomic densities, and comparing against exact numbers [86,
87, 91, 92], the generalized gradient approximation (GGA)
of the PC model [15], as well as the SCE model [15, 49].
Exact densities from Refs. [15, 86–88] are fitted to a sum of
exponentials to evaluate R(r) and thus WNLRXC [n] as described
in Appendix A. Lithium EXC[n] is done in a pure DFT way—
i.e. with a set of spin-restricted KS orbitals—using the KS
potential of Ref. [15] and the CCSD(T)=FULL results of the
CCCBDB [93] using the aug-cc-pVQZ basis set [90].
cle is (using Eq. (20)):
wX[n](r) = −
N∑
i,j=1
φ∗i (r)φj(r)
n(r)
∫
d3r′
φ∗j (r
′)φi(r′)
|r− r′| ,
(42)
the SCE interaction energy per particle becomes [49]:
wSCEXC [n](r) ≡
1
2
N∑
i=2
1
|r− fi(r)| −
1
2
vH[n](r), (43)
and the NLR interaction energy per particle is:
wNLRXC [n](r) = −
1
2
∫
Ω(r)
d3r′
n(r′)
|r− r′| . (44)
We plot these energy densities for various atoms: helium
in Fig. 3, the hydrogen anion in Fig. 4, and beryllium in
Fig. 5. For these systems, the exact wXC(r) lies below the
exchange-only wX(r), above w
NLR
XC (r), and usually above
wSCEXC (r). For beryllium at large r, however, the reverse
occurs [95]. One flaw of the NLR method is that its
interaction XC energy per particle decays quite slowly to
the correct −1/(2r) behavior.
With the above properties, wNLRXC (r) may be well suited
as an ingredient to approximate the true wXC(r) using a
local-weighting approach [49, 96]:
whybXC (r) ≡
α(r)wNLRXC (r) + wX(r)
α(r) + 1
, (45)
where α(r) becomes large in regions where strong corre-
lation effects are important, and goes to zero where HF is
sufficient. While we will not pursue this idea any further
in this work, we remark here that this may be seen as in-
tegrating hλXC(r, r
′) to remove λ dependence in the adia-
batic connection formalism using some local (or nonlocal)
information at position r [49, 96]. This local weighting
is inspired by the interaction strength interpolation (ISI)
method, which obtains EXC[n] directly by integrating a
model of WλXC[n] [14, 44, 97, 98]. The advantage of local
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FIG. 4. The interaction XC energy per particle (41) as a
function of the radius r for the exact 3d H− atom density
[49]. Inset: r wXC(r).
weighting is that it is inherently size-consistent, whereas
the ISI is not [49].
We are also able to calculate H2 within the KS-NLR
method, which we present here non-self-consistently.
This calculation is much more difficult for KS-SCE, due
to the lack of a general 3d geometry solver. With KS-
NLR, H2 is rather straightforward, though the challenge
is finding R(r). As already seen in Fig. 2, R(r) is a rather
simple function, so we use a very simple grid exploiting
the cylindrical symmetry of H2. The result is in Fig. 6.
We expected KS-NLR to be a lower bound to the energy,
and it is clear from the figure that KS-NLR does poorly
except for large bond distances (at very strong correla-
tion). Nevertheless, the figure confirms what we would
expect from KS-SCE considering 1d results [34] (and see
later in this paper).
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FIG. 5. The interaction XC energy per particle (41) as a func-
tion of the radius r for the exact 3d beryllium atom density
[49]. Inset: r wXC(r). Notice that the SCE energy density
physically has a kink near r = 1, which has to do with classi-
cal electrons disappearing to infinity in the SCE method [49].
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non-self-consistent KS-NLR energies on exact densities; den-
sities from GAMESS-US [89] Full-CI calculations within the
aug-cc-pV6Z [90] basis set, with fits thanks to Stefan Vuck-
ovic. Lines are cubic spline interpolations through data (at
markers).
Ancestry and relatives: In his original approxima-
tion, Hartree corrects for self-interaction within the or-
bitals [100]:
WHartreeXC ≡ −
1
2
∑
σ
Nσ∑
i=1
∫
d3r
∫
d3r′
|φiσ(r)|2 |φiσ(r′)|2
|r− r′| ,
(46)
where we include spin indices σ for the orbitals. For
N = 2 electrons, this approximation is equivalent to
Hartree–Fock, and with spin-symmetry-breaking it is un-
restricted Hartree–Fock. For N > 2 electrons, this ap-
proximation does not include exchange effects, however,
9and it is not invariant under unitary orbital rotations.
In contrast, the NLR interaction XC energy WNLRXC [n] is
invariant under unitary transformations of the orbitals,
since it only depends on the density (and the NL radius
which can be found from the density). The NLR method
can thus be thought of as a real-space version of self-
interaction correction. One may compare more recent
orbital-based corrections that are either non-unitary [25]
or unitary [26], but look less like the NLR interaction XC
energy than Eq. (46).
Due to including some nonlocal information about the
density, the NLR functional is also similar in spirit to the
weighted density approximation (WDA) [29–33], which
uses the pair XC function of the uniform electron gas,
but with an averaged version of the density to enforce the
correct hole normalization. The functional is designed
to be correct in the uniform gas, but have an improved
hole for non-uniform systems. Recent WDA’s yield re-
sults of similar quality to GGA functionals (at a higher
computational cost), but with the advantage of avoiding
symmetry breaking (see, e.g., Ref. [101]).
Finally, the NLR functional appears to be most closely
related to the point charge plus continuum (PC) model
[44, 48]. The PC model finds inspiration from Wigner’s
treatment [102] of the strongly correlated, very-low-
density (rS & 100) uniform electron gas, for which he
was able to obtain accurate correlation energies. In the
PC model [48], the XC energy is obtained as the elec-
trostatic energy of an electronic system in a fictitious
positive background with the same density n(r). Specif-
ically, one determines the electrostatic energy of a given
cell Ω(r), wherein the density integrates to one. (Pre-
vious work on the PC model uses local or semilocal ap-
proximations to Ω(r) [44], but for a closer comparison
we use the nonlocal Ω(r).) The cell is modeled as one
point-charge electron (at r) and the positive background
in the volume Ω(r). The cell energy is then the sum of
the interaction of the point charge at r with the positive
background and the background-background interaction
in the cell. One then sums over and averages the energy
of the cells [44, 49]:
WPCXC [n] = −
∫
d3r n(r)
∫
Ω(r)
d3r′
n(r′)
|r− r′| (47)
+
1
2
∫
d3r n(r)
∫
Ω(r)
d3r′
∫
Ω(r)
d3r′′
n(r′)n(r′′)
|r′ − r′′| .
Comparing Eq. (47) and Eq. (36), one might roughly
think of WNLRXC [n] as some approximation to W
PC
XC [n]—if
each integral (without its coefficient) has about the same
magnitude.
In Table II, we verify for some simple 1d pseudo-atoms
and molecules that using the nonlocal radius to define
Ω(r) for the PC model results in energies very close to the
nonlocal model, though neither is consistently closer to
the exact EXC[n]. In 1d we use soft-Coulomb interactions
between electrons and nuclei: w(u) = 1/
√
u2 + 1, with
appropriate coefficients due to nuclear charges. Ref. [51]
system EXC[n] W
NLR
XC [n] W
PC
XC [n] W
SCE
XC [n]
1d H− -0.595 -0.747 -0.727 -0.756
1d He -0.733 -0.877 -0.871 -0.889
1d Li -1.087 -1.288 -1.275 -1.303
1d Be -1.481 -1.782 -1.788 -1.818
1d eq. H2 -0.683 -0.836 -0.838 -0.846
1d str. H2 -0.661 -0.700 -0.717 -0.713
TABLE II. Evaluation of NLR (36), PC (with the NLR Ω(r))
(47), and SCE interaction XC functionals on the exact den-
sity of 1d systems given soft-Coulomb interactions between
electrons. Exact data and densities from Ref. [51]. Equilib-
rium (eq.) and stretched (str.) 1d H2 are with bond lengths
R = 1.6 and 5, respectively [51].
explains the methodology for both exact and approxi-
mate solutions to these 1d systems; such model systems
are analogous to simple 3d systems and allow quick eval-
uation and prototyping of functionals. The 1d H2 data in
Table II suggest that the PC model as well as the SCE
model energies for the 3d H2 molecule would be a lit-
tle deeper and asymptotically slower to converge to the
isolated atom limit than KS-NLR in Fig. 6. This may
not be true for other molecules, however, which we will
see later when considering 1d LiH. Despite the small ad-
vantage to KS-NLR for H2, we reiterate that all of these
nonlocal functionals give a very low estimate for EXC[n].
We mention here that due to the triple integral in
Eq. (47), the PC model would be much more expensive
to implement self-consistently than the NLR functional.
Unlike in the NLR model, the functional derivative of
WPCXC [n] does not simplify nicely, and one is left with
single-, double-, and triple-integrals just to evaluate the
potential at one point, vPCXC [n](r). This is true even if a
local approximation to R(r) is used, unless a local ap-
proximation is also applied to the integrals. Doing this,
however, would destroy some of the nice properties of the
PC model.
As a final remark on the PC model, we notice that if
one uses the nonlocal R(r) (and Ω(r)) in the PC model,
the corresponding XC potential has the right asymptotic
behavior. In fact, the second term (the background self-
interaction term) in Eq. (47) is short-ranged, and the
first term is twice WNLRXC [n]. Since the long-ranged part
of vNLRXC [n](r) goes like −1/(2r), the long-ranged part of
vPCXC [n](r) is thus twice that, or −1/r. This behavior is
interesting and warrants further research.
The uniform electron gas: There is one many-body
system where we can analytically investigate the behav-
ior of these strong correlation functionals: the uniform
electron gas, studied from days of yore [85, 102].
In the uniform gas, R(r)→ rS, so we can easily calcu-
late the per-particle energy of WNLRXC [n] as a function of
10
rS:
wNL-unifXC (rS) = −
1
2
∫
d3un θ(rS − u)/u
= −2pin
∫ rS
0
duu
= −pinr2S
= −0.75/rS (48)
The local approximation to the NLR XC energy would
thus be:
WNL-unifXC [n] ≡
∫
d3r n(r)wNL-unifXC
(
rS(r)
)
. (49)
The SCE functional gives the correct interaction XC en-
ergy for the strongly correlated (or low density) uniform
electron gas [49]. The interaction XC energy per particle
in this rS →∞ limit is [44, 85]:
wSCE-unifXC (rS) ≈ −0.89593/rS. (50)
The PC interaction XC energy per particle has also been
calculated for the uniform gas [44]
wPC-unifXC (rS) = −0.9/rS (51)
which is quite close to the exact low-density limit (see
Ref. [49] for further discussion). We emphasize here that
both WNLRXC [n] and W
PC
XC [n] are approximations to the
strongly correlated limit, so they both make an error
on the low-density uniform gas. However, the Wigner
crystal is achieved only in the ultra-low density regime,
around rS & 100. For perspective, rS is about 100 at a
distance of 7 bohr radii from a hydrogen atom, so these
limits may not be too useful in practice.
There is one observation that we should make given the
above. Even though KS-NLR will give low energies for
many systems of chemical interest, it will not necessarily
yield a lower bound to the energy of any system (contrary
to KS-SCE, which is guaranteed to yield a rigorous lower
bound to the exact energy); in the ultra-low density uni-
form electron gas we evidently have EKS-NLRv [n] > Ev[n].
As we proceed, we leave behind the local WNL-unifXC [n]
(49). Using a local approximation in our interaction
XC energy obviously nullifies the interesting nonlocal
physics of the NLR functional, including its ability to
capture one-electron and one-electron-like systems cor-
rectly. However, the uniform gas may have a different
role to play when building corrections to KS-NLR, which
we will address in future work.
IV. SELF-CONSISTENT NONLOCAL RESULTS
In this section, we use WNLRXC [n] to approximate EXC[n]
in the KS framework, and run self-consistent calculations
for a few systems where it is also possible to compare
to KS-SCE and exact results. We find that in many
systems the KS-NLR functional behaves like the KS-SCE
functional, differing only somewhat for anions.
The energy in the KS-NLR method is:
EKS-NLRv [n] ≡ TS[n]+
∫
d3r n(r) v(r)+WH[n]+W
NLR
XC [n].
(52)
To perform self-consistent calculations with this func-
tional, we must include vNLRXC [n](r) in the KS potential:
vNLRS (r) = v(r) + vH[n](r) + v
NLR
XC [n](r). (53)
Asymptotically, since vNLRXC [n](r) → −1/(2r) as r → ∞,
we have:
vNLRS (r)→
N − Z − 12
r
(r →∞), (54)
where Z is the total charge of all nuclei in the system.
The correct asymptote of vS(r), however, is (N−Z−1)/r,
which is very important in anions. Many standard LDA
and GGA functionals have short-ranged vXC(r), however,
so their asymptotic behavior is worse than the NLR func-
tional. The exception is the B88 functional [11], which
like KS-NLR functional has half the right asymptotic be-
havior: vXC(r) → −1/(2r). For B88, this is enforced us-
ing the exponential decay of the density, however, which
is true only for atoms and molecules. Within parabolic
traps, therefore, the B88 functional needs modifications
[103], while the NLR functional does not. The KS-SCE
method is also density-decay indifferent, but its XC po-
tential goes correctly to −1/r as r →∞.
For our 3d results, we perform self-consistent atomic
calculations by diagonalization on a simple radial grid
(spherically averaging the density). We numerically
integrate for the nonlocal radius R(r) as well as the
NLR XC potential vNLRXC (r) each iteration. This simple
NLRatoms code is freely available online [104]. In 1d,
we use the machinery of Refs. [18, 51] to self-consistently
determine the energies of pseudo-atoms and molecules.
A. 3d atoms
In this section we study real 3d atoms. We start with
N = 2 (helium and hydrogen anion atoms), since KS-
NLR gives the correct energies for N = 1 systems. We
study the challenge of binding the hydrogen anion in KS-
DFT by two methods: variable N from 0 to 2 with Z = 1,
and fractional Z with fixed N = 2. Finally we consider
ionization energies and the HOMO eigenvalues of the KS-
NLR method for small atoms up to neon.
Helium: See Fig. 7 for a self-consistent treatment
of the helium atom, both with the KS-NLR functional
(52) and the KS-SCE functional. Both strong-correlation
functionals gives a self-consistent energy which is low
compared to the exact (−3.278 in KS-NLR and −3.357
in KS-SCE [43], whereas the true energy of helium is
−2.904 [86]), and both also give a helium density much
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Exact results thanks to Cyrus Umrigar [86].
too contracted. This contraction gives KS-SCE and KS-
NLR a larger kinetic energy and a more-negative poten-
tial energy than the exact helium atom. Comparing the
strong correlation methods: the KS-SCE and KS-NLR
self-consistent densities are very similar; the KS-NLR
density decays a little more slowly due to a higher HOMO
eigenvalue, which can be seen in Fig. 9.
Hydrogen anion: While the NLR functional appears
to be a lower bound for these finite systems, this does
not mean that the NLR functional always binds when
the true system does. We work through this paradox by
considering the anion H−. For the exact density n(r)
of the system, the NLR energy is less than the true
energy, EKS-NLRv [n] < Ev[n], since W
NLR
XC [n] < EXC[n]
in Table I. Nevertheless, it appears that one can find
a lower NLR energy EKS-NLRv [n˜] for some density n˜(r)
which sends a fraction of an electron to infinity. With a
large enough basis set, this can be deduced from a pos-
itive HOMO eigenvalue in the self-consistent treatment,
which we found when trying to converge H− for KS-NLR.
Many standard DFT approximations behave exactly
the same way for anions: in an infinite basis set, func-
tionals such as B3LYP and PBE would send a fractional
number of electrons to infinity [105]. Nevertheless, in
Ref. [105], Burke and coworkers find that these function-
als can yield good electron affinities, if the anion is calcu-
lated with the functionals evaluated on densities with less
error (in the atomic case Hartree–Fock densities). The
functional evaluated on a good anion density has a lower
energy than the functional self-consistently evaluated on
the neutral system, giving a reasonable electron affinity
for standard functionals [105]. As we have already seen,
this is similar to the KS-NLR functional: the non-self-
consistent energy of H− is lower than the self-consistent
KS-NLR energy of H, even though KS-NLR will not self-
consistently bind an extra electron. With this approach,
however, the KS-NLR electron affinity is a severe overes-
timation of the true electron affinity (AKS-NLR = 0.148
whereas A = 0.028 [86], with A = Ev(Z)− Ev(Z + 1)).
The KS-SCE functional requires no special treatment
for anions as it is able to bind them, though as usual
its energy is far too low (see Fig. 8), resulting in severe
overbinding [43]. The KS-SCE HOMO, however is often
a good approximation to the affinity [34, 43].
Variable N with Z = 1: We can see how close KS-
NLR comes to binding two electrons by considering a
hydrogen atom with a fractional number of electrons N .
The exact energy as a function of N should be piecewise
linear with kinks at integer N [106], and the HOMO
energy (which is the derivative of the energy with re-
spect to N) should be a series of steps jumping at inte-
ger N . For hydrogen, the exact behavior of the energy
and the HOMO eigenvalue is plotted in Fig. 8, along-
side KS-NLR, KS-LDA, and KS-SCE functionals. When
spin-restricted, KS-LDA makes a fractional spin error for
the neutral hydrogen atom (N = 1, N↑ = N↓ = 1/2)
[107], which has consequences for dissociating H2 – we
discuss this more for the 1d case later. On the other
hand, KS-NLR and KS-SCE are exact for N ≤ 1, but err
substantially for N > 1. Nevertheless, there is a nonan-
alyticity in the energy (and thus in the HOMO) energies
at N = 1 for KS-NLR and KS-SCE, unlike in KS-LDA,
which is the sign that some of the right physics is being
captured. Within time-dependent DFT, this behavior
is crucial: non-analytic behavior at the integers is the
key to to describe important phenomena as, e.g., charge
transfer [108]. The strong correlation functionals KS-
NLR and KS-SCE bind for larger values of N than KS-
LDA, though KS-NLR stops short of binding for N = 2,
as we have already noticed. But as can be seen, KS-NLR
energetically looks a lot like KS-SCE, though intriguingly
drops below KS-SCE for certain values of N .
Critical Z with N = 2: To investigate further, we
decrease the nuclear charge Z in fractional amounts from
2 to 1, moving from He to H− [43]. If there were ever
such a thing as fractionally charged nuclei, there is a crit-
ical value of Z below which two electrons would not bind:
Zc ≈ 0.9110 [109, 110]. In KS-NLR, however, we have
already seen that the critical Z value is above 1, since hy-
drogen does not bind two electrons. In Fig. 9 we plot our
self-consistent results for fractional Z. Using our numer-
ical approach, we could easily converge down to Z = 1.1,
so we anticipate the critical Z in KS-NLR near or just
below that. In KS-SCE, there is no difficulty in bind-
ing extra electrons, and Zc is severely underestimated:
Zc ≈ 0.7307 [43].
We remark here that, as usual, KS-NLR energies track
quite well along with the KS-SCE energies, though there
is a fairly large gap in the HOMO energies due to the KS-
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number of electrons N , performed within a spin-restricted
framework. KS-SCE and KS-LDA data from Ref. [43].
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FIG. 9. Self-consistent energies and HOMO eigenvalues of the
KS-NLR and KS-SCE functionals for the 3d helium isoelec-
tronic series (N = 2, Z variable), compared with the exact
behavior (cubic spline interpolation of Z = 1, 2, 4, 10 values
from Ref. [86]), KS-SCE data from Ref. [43].
NLR potential being higher than the KS-SCE potential.
Interestingly, this makes the KS-NLR HOMO eigenvalues
fairly close to the exact HOMO eigenvalues, and suggests
that electron ionization energies might be well described
by the KS-NLR HOMO energies. We investigate this in
other systems next.
Many-electron 3d atoms: In Table III we report to-
tal energies, ionization energies I = Ev(N − 1)−Ev(N),
and HOMO eigenvalues for atoms self-consistently cal-
culated using the KS-NLR method. In exact KS-DFT,
HOMO should be equal to minus the exact, many body,
ionization potential I [111]. As expected from Fig. 8, the
KS-NLR method does not give good agreement between
atom EKS-NLR IKS-NLR −KS-NLRHOMO accurate I
He −3.278 1.278 0.84 0.904
Li −8.170 0.279 0.16 0.198
Be −15.76 0.45 0.29 0.343
Ne −134.9 1.2 0.78 0.792
TABLE III. Self-consistent atoms and ions within the KS-
NLR method in 3d. Exact ionization energies are experimen-
tal values from Ref. [93].
its own ionization energies (computed by taking energy
differences) and −HOMO. Instead, the KS-NLR HOMO
energies are reasonably close to the true I for the atoms
in Table I: −7%, −19%, −15%, and −2% errors for He,
Li, Be, and Ne, respectively.
As the atomic number Z gets larger, we expect KS-
NLR to become asymptotically correct for the ionization
energy, since exchange and correlation energies show up
at smaller orders of Z than kinetic, Hartree, and poten-
tial energies for large atoms [112]. The KS-NLR interac-
tion XC energy scales like exchange, though with a larger
(in magnitude) coefficient. To quantify this, for large Z
atoms, exchange dominates over correlation, and is lo-
cally X(rS) ≈ −0.458/rS [113], about 1.6 times smaller
than the uniform gas limit of KS-NLR (48). Non-uniform
effects certainly play a role, but will not affect higher or-
ders of Z.
We now turn our attention to various 1d systems.
B. Parabolic traps in 1d
Of interest in strong correlation physics is the confine-
ment of electrons in low-dimensional nanostructures such
as quantum wires and quantum dots [18, 35]. We will
consider the parabolic trap of Ref. [18] as a model for
the quantum wire, though with the soft-Coulomb inter-
actions of Ref. [51]. The external potential is then given
by v(x) = kx2/2. In a weakly correlated trap (k & 10−1
for our interactions), the quantum kinetic energy opera-
tor dominates the physics of the electrons. This regime
yields Friedel-type oscillations of wavelength 2kF , where
kF = pin¯/2 is the effective Fermi wavenumber, with n¯ the
effective average density in the middle of the trap [18].
But as the confinement in the parabolic trap weakens
(k  10−1), the Coulomb repulsion operator drives the
electron physics, and we observe a 2kF → 4kF transition
in the wavelength of the density oscillations. Peaks form
in the density where charge localizes, and these peaks are
the tell-tale signs of a Wigner-like regime. The challenge
in this kind of systems is to capture this crossover with-
out introducing magnetic order (i.e., without symmetry
breaking), something that has been tried with GGA and
self-interaction corrections without success [114, 115].
The KS-SCE functional captures this 2kF → 4kF
crossover [18], and so does the KS-NLR functional, with-
out any symmetry breaking. We can see this in Fig. 10,
which plots the densities of N = 4 electrons in parabolic
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FIG. 10. Densities of the 2kF → 4kF transition for N =
4 soft-Coulomb interacting electrons in a parabolic external
potential v(x) = kx2/2. Exact density from DMRG [116].
traps with varying confinement strengths. As k be-
comes small, the strongly correlated KS-SCE and KS-
NLR methods naturally produce peaks in the right loca-
tions. Neither method develops the peaks as strongly or
as quickly as the exact result, but the KS-NLR method
has a slight edge for very low densities. Unfortunately,
the KS-NLR functional predicts an unphysical transition
region with 3 peaks near k = 10−3, whereas the KS-SCE
method correctly predicts only either two or four peaks.
These density peaks are a result of barriers in the KS
potentials [117], which we plot in Fig. 11 for k = 10−5,
and are well known to be of non-local nature [118].
For comparison in Fig. 10, we also have 1d LDA results
using the correlation fit from Ref. [119] and exchange
from Ref. [51]. While KS-LDA does well for weakly
correlated systems (large k), things get worse for small
k. Around k = 0.01, KS-LDA looks like the Thomas–
Fermi solution, since the potential is very slowly varying.
But as k gets even smaller, KS-LDA becomes very dif-
ficult to converge, as the density becomes very delocal-
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FIG. 11. KS potentials for the k = 10−5 system of Fig. 10.
ized and a very large grid in needed [18]. By breaking
spin-symmetry [51], the local spin-density approximation
(LSDA) method can achieve peaks [120]. However, these
systems have no magnetic order, so density functionals
should capture the physics without breaking symmetry.
This is required on a more fundamental level for tran-
sition metal oxides above the Ne´el temperature, where
magnetic order is destroyed but strong charge localiza-
tion (the insulating phase) is still present [121]. Notice
that we could not converge either KS-LDA or KS-LSDA
for very small k, i.e. ≤ 10−5. To date, only strongly cor-
related functionals like KS-SCE and KS-NLR correctly
localize charge – without introducing magnetic order –
in regions where the external potential offers no hints.
C. Simple 1d molecules
Here we investigate the binding energy curves of vari-
ous 1d molecules, where we consider the total energies of
the system for soft-Coulomb interacting systems. Thus
we add the electronic energy and the interaction energy
between nuclei:
E0(R) ≡ Ev + Z1Z2√
R2 + 1
, (55)
where v(x) = −Z1/
√
x2 + 1 − Z2/
√
(x−R)2 + 1. This
soft 1d universe is a laboratory to test functionals and
ideas about correlation [51], where we have easy access to
exact answers using the density matrix renormalization
group [116]. We will consider neutral systems with N =
Z1 + Z2.
1d hydrogen molecule: We consider the most infa-
mous example of bond breaking in KS-DFT: H2. Stan-
dard KS-DFT methods fail to dissociate H2 correctly
because of fractional spin error: the energy of a sin-
gle hydrogen atom with one spin-up (or one spin-down)
electron is different than with half an up-spin and half
a down-spin electron [107]. At dissociation, H2 com-
prises two such spin-unpolarized atoms, whereas func-
tionals typically give accurate values for a single H atom
only when spin-polarized. This difficulty occurs for all
molecules which dissociate into open-shell fragments.
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In Fig. 12 we plot the binding energy curve of H2 for
various functionals. At dissociation, KS-LDA errs due to
its fractional spin error, whereas both strongly correlated
methods KS-SCE and KS-NLR dissociate H2 correctly,
i.e. E0(R) → 2EH as R → ∞. As in the parabolic 1d
traps, breaking spin symmetry allows KS-LSDA to dis-
sociate correctly [51, 122] (not shown in Fig. 12, but see
Refs. [34, 51]), but with all the caveats mentioned for
breaking spin symmetry in the parabolic traps. However,
both strong correlation functionals bind the H2 molecule
much too strongly, and the well extends out to too large
of R. Despite these gross chemical inaccuracies, the equi-
librium bond length is overestimated by only 1% in KS-
NLR and 3% in KS-SCE, whereas KS-LDA makes a 2%
error [51].
We emphasize here that both KS-SCE and KS-NLR
do not need to break spin symmetry to dissociate H2 cor-
rectly. In fact, there is no spin dependence in either the
NLR or SCE functional, so neither functional can lower
the energy by breaking spin symmetry. Instead, breaking
spin symmetry raises the kinetic energy of the KS wave-
function, and there is no corresponding decrease in the
interaction energy (since it is spin-independent). Thus
a spin-unrestricted calculation within either KS-NLR or
KS-SCE yields the same result as a spin-restricted cal-
culation. See also Ref. [35] for a similar discussion with
KS-SCE applied to parabolic traps.
1d helium dimer: We now consider a molecule
which dissociates into closed-shell fragments, He2. Here
the issues of fractional spin disappear, since the frag-
ments are closed-shell. Dissociating He2 yields two spin-
unpolarized helium atoms, and standard KS-DFT ap-
proximations do well for spin-unpolarized helium atoms.
See Fig. 13 for plots of the 1d He2 binding energy. KS-
LDA dissociates correctly (to the value of 2EKS-LDAHe ), as
do the strongly correlated methods. In 3d, there is a
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FIG. 13. (Lack of) binding for the 1d soft-Coulomb helium
dimer. KS-SCE predicts a weakly bound state. Horizontal
lines indicate twice the energy of a single isolated helium atom
within each method.
very weak van der Waals bond for the helium dimer; but
soft-Coulomb 1d He2 has no bound state. Here KS-SCE
incorrectly predicts a weakly bound state.
1d lithium hydride: Here is another example of dis-
sociating into open-shell fragments: lithium (Z1 = 3)
hydride (Z2 = 1). See Fig. 14 for a plot of the bind-
ing energy curve. Much of the discussion on H2 carries
over for LiH. KS-LDA makes an error in the dissociation
limit due to fractional-spin error, whereas KS-SCE and
KS-NLR do not. Both KS-NLR and KS-SCE methods
overbind. Here we found it challenging to converge the
KS-SCE method for large R values, and there is some
numerical noise in the KS-SCE data due to the integra-
tion methods used. As can be seen in Fig. 14, KS-NLR
is going very slowly to its dissociation limit. This is due
to the long-ranged behavior of the NLR interaction XC
energy per particle, wNLRXC (x), as seen in e.g. Fig. 3 (and
see nearby discussion).
V. FUTURE WORK AND CONCLUSIONS
This work lays the mathematical foundation for the
application of an approximate functional (called NLR)
for the strong-interaction limit of DFT, using the non-
local Wigner–Seitz radius R(r). This functional is ca-
pable of dissociating single bonds and localizing charge
density, key signatures of strong correlation physics, and
it is computationally much more accessible than the ex-
act strong-correlation limit of DFT, SCE. The energy as
a function of the number of electrons N displays non-
analyticities at integer N even for open shell systems in
a spin-restricted formalism, although we do not fully cap-
ture the correct energy versus N piecewise linear behav-
ior. In its present form, however, the functional may not
bind negative ions, and its potential does not have the
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right asymptotic behavior. We envision many avenues of
future research, which build upon the ideas presented in
this work and seek to correct the deficiencies of the NLR
functional.
The main challenge is to build corrections to our func-
tional that add the accuracy of standard DFT for weakly
and moderately correlated systems without destroying
the ability of NLR to capture strong-correlation features,
and, possibly, to improve them. One can produce correc-
tions to make the nonlocal method correct for the uni-
form gas [18], as well as one-electron systems, by using
the nonlocal Wigner–Seitz radius R(r) in place of (or
somehow combined with) the local rS(r) in the LDA XC
energy density. Since R(r)→ 0 for one-electron systems,
the XC energy density will also go to zero. Despite the
simplicity of this approach, there are many free parame-
ters which affect the transition from one electron to many.
This nonlocal LDA is the subject of current work. Suit-
able corrections may also fix the asymptotic behavior of
the NLR XC potential.
Using the energy density of the NLR functional to cre-
ate a local interpolation along the adiabatic connection,
using the exact (or an approximate) exchange energy
density for the weakly correlated limit seems also a very
promising route of action.
The introduction of spin densities usually helps in ob-
taining better energies and to treat open shell systems.
There are many ways to generalize the nonlocal machin-
ery to spin-polarized systems. Here we suggest just one
way: continue to define the nonlocal radius R(r) using
the total density, but then define the polarization via
an average of the local polarization within the nonlocal
Wigner–Seitz sphere Ω(r):
ζ(r) =
∫
Ω(r)
d3r′
(
n↑(r′)− n↓(r′)
)
(56)
This will equal 1 if n↑(r) = n(r) in the Wigner–Seitz
sphere Ω(r), will equal −1 if n↓(r) = n(r), and will oth-
erwise land somewhere in between. For an unpolarized
electron density, n↑(r) = n↓(r) so ζ(r) = 0. Using the
nonlocal ζ(r) in place of the local version might well com-
plement the nonlocal LDA strategy outlined above.
For a completely different application, one can use
R(r) to develop a nonlocal orbital-free kinetic energy
functional (as in the original paper [84] which inspired
the definition of R(r)), by writing the Thomas–Fermi ki-
netic energy using R(r) and/or combining with the von
Weizsa¨cker kinetic energy. Again there are many free pa-
rameters even after constraints to yield the correct limits
for the uniform gas and one-electron systems.
Acknowledgments: We thank Andre´ Mirtschink,
Andreas Savin, Stefan Vuckovic, Giovanni Borghi, and
Viktor Staroverov for insightful discussions. We grate-
fully acknowledge funding through an NWO Vidi grant,
and LOW appreciates additional support through DOE
grant DE-SC0008696.
Appendix A: Calculating R(r)
In general, to calculate R(r) we need to be able to
integrate the density in a sphere concentric with the point
r with an arbitrary radius R:
Ne(r, R) ≡
∫
d3r′ n(r′) θ
(
R− |r− r′|). (A1)
If we can fit the density to a sum of Gaussian or Slater-
type exponentials, this integral becomes an analytical
function of R. An alternative, basis-independent ap-
proach is to use information from the Hartree poten-
tial. We can then obtain R(r) by finding the root
Ne(r, R(r)) = 1. Since Ne(r, R) is monotonically in-
creasing in R, we easily obtain the root by increasing the
radius from zero or by using Newton’s shooting method.
Evaluating Ne(r, R) for Gaussian-type densities:
Imagine that your density is well described by a sin-
gle Gaussian centered at zˆb with decay constant α, i.e.
n(r) = e−α|r−zˆb|
2
. (Later we will sum over many such
terms.) We now integrate the density in a sphere of ra-
dius R concentric with the origin. The number of elec-
trons in that sphere is:
NG,αb (R) ≡
∫
d3r e−α|r−bzˆ|
2
θ(R− |r|). (A2)
This may be evaluated quite easily:
NG,αb (R) = −pi
1− e−4αbR
2α2b
e−G
2
− +
1
2
(pi
α
) 3
2 (
erf G+ + erf G−
)
(A3)
where G± ≡
√
α(R ± b). Alternatively, we can first cal-
culate the density of electrons integrated over the surface
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of a sphere of radius R, where the center of the sphere is
displaced a distance b from the center of the Gaussian of
decay α:
SG,αb (R) ≡ R2
∫
4pi
dΩuˆ e
−α|Ruˆ−bzˆ|2 . (A4)
This analytically integrates to:
SG,αb (R) =
piR
αb
e−G
2
−
(
1− e−4αbR). (A5)
Then we can calculate NG,αb (R) by integrating S
G,α
b (R
′)
from R′ = 0 to R.
We now use this information in order to calculate R(r)
when the density is a sum of such Gaussians:
n(r) =
∑
j
gje
−αj |r−Rj |2 . (A6)
For this density, we now find the number of electrons in
a sphere of radius R, centered at r. To do this, we use
Eq. (A2) and shift the origin for each term in the sum
(A6):
Ne(r, R) =
∑
j
gj N
G,αj
|r−Rj |(R). (A7)
And we find R(r) by finding the root Ne(r, R(r)) = 1 as
discussed earlier.
Evaluating Ne(r, R) for Slater-type densities:
Similarly, we evaluate the number of electrons in a sphere
of radius R at a distance b away from a Slater-type func-
tion with decay constant α:
NS,αb (R) ≡
∫
d3r e−α|r−bzˆ|θ(R− |r|). (A8)
And by evaluation:
NS,αb (R) =
{
NS< R < b
NS> otherwise
(A9)
where
NS< =
4pie−αb
α4b
(
αR (3 + αb) coshαR+
−(3 + αb+ α2R2) sinhαR
)
, (A10)
and
NS> =
8pi
α3
+
4pie−αR
α4b
(
αb(1 + αR) coshαb+
−(3 + 3αR+ α2R2) sinhαb
)
.(A11)
If we expand the density in a sum of Slater-type func-
tions:
n(r) =
∑
j
sje
−αj |r−Rj |, (A12)
then Ne(r, R) is a simple sum:
Ne(r, R) =
∑
j
sj N
S,αj
|r−Rj |(R). (A13)
Evaluating Ne(r, R) using Gauss’ law: Gauss’ law
allows us to determine the charge Q contained in a vol-
ume Ω by integrating the electric field E(r) permeating
the surface ∂Ω of the volume. In atomic units:
Q =
1
4pi
∮
∂Ω
dA(r) ·E(r). (A14)
For electrons, the field is the gradient of the Hartree po-
tential: E(r) = ∇vH[n](r). Taking care with signs, the
number of electrons in a sphere of radius R, centered at
r is:
Ne(r, R) = −R
2
4pi
∫
4pi
dΩuˆ
∂vH[n](r+Ruˆ)
∂R
. (A15)
We have not checked the efficiency of this approach, but
we include it here in case it proves useful.
Appendix B: Evaluating functional derivatives
Here we derive vNLRXC [n](r) = δW
NLR
XC [n]/δn(r) by first
determining how the NL radius R(r) changes when the
density changes by a small amount δn(r). One may im-
plicitly differentiate the definition of R(r) in Eq. (32) and
obtain:
δR(r) =
−1
S(r)
∫
Ω(r)
d3r′ δn(r′), (B1)
where Ω(r) is the sphere defined by the original Wigner–
Seitz radius R(r), and S(r) is the nonlocal radial density
(with units of length−1), defined by integrating the den-
sity over the surface ∂Ω(r) of the nonlocal Wigner–Seitz
sphere, which can be performed in many diferent ways:
S(r) ≡
∫
∂Ω(r)
d2r′ n(r′) (B2)
= R2(r)
∫
4pi
dΩuˆ n(r+R(r)uˆ) (B3)
=
∫
d3r′ n(r′) δ
(
R(r)− |r− r′|) (B4)
=
∂Ne(r, R)
∂R
∣∣∣∣
R=R(r)
. (B5)
To use the chain rule in functional derivatives, we rewrite
Eq. (B1) as:
δR(r)
δn(r′)
=
−1
S(r)
θ
(
R(r)− |r− r′|). (B6)
Now to determine the NLR XC potential. The density
appears in many different places inside WNLRXC [n], so we
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get a few different terms as the density varies:
vNLRXC [n](r) (B7)
= −1
2
δ
δn(r)
∫
d3r′
∫
d3r′′
n(r′)n(r′′)
|r′ − r′′| θ
(
R(r′)− |r′ − r′′|)
= −1
2
∫
d3r′′
n(r′′)
|r− r′′| θ
(
R(r)− |r− r′′|)
−1
2
∫
d3r′
n(r′)
|r′ − r| θ
(
R(r′)− |r′ − r|)
−1
2
∫
d3r′
δR(r′)
δn(r)
∫
d3r′′
n(r′)n(r′′)
|r′ − r′′| δ
(
R(r′)− |r′ − r′′|).
The first two terms can be combined using gNLRXC (r, r
′),
and the third term we use our new relation from Eq. (B6)
as well as the δ function to collapse |r′ − r′′| → R(r′):
vNLRXC [n](r) (B8)
=
∫
d3r′
n(r′)
|r− r′| g
NLR
XC (r, r
′)
−1
2
∫
d3r′
[( −1
S(r′)
θ
(
R(r′)− |r− r′|)) n(r′)
R(r′)
]
×∫
d3r′′ n(r′′) δ
(
R(r′)− |r′ − r′′|)
=
∫
d3r′
n(r′)
|r− r′| g
NLR
XC (r, r
′)
+
1
2
∫
d3r′
[
n(r′)
S(r′)R(r′)
θ
(
R(r′)− |r− r′|)] S(r′),
where to get to the last line we used Eq. (B4). Thus
the S(r′) cancels in this second integral, leaving us with
Eq. (39).
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