Abstract As cloud computing becomes widely deployed, more and more cloud services are 8 offered to end users in a pay-as-you-go manner. Today's increasing number of end user-oriented 9 cloud services are generally operated by SaaS (Software as a Service) providers using rental 10 virtual resources from third-party infrastructure vendors. As far as SaaS providers are concerned, 11 how to process the dynamic user service requests more cost-effectively without any SLA violation 12 is an intractable problem. To deal with this challenge, we first establish a cloud service request 13 model with SLA constraints, and then present a cost-aware service request scheduling approach 14 based on genetic algorithm. According to the personalized features of user requests and the current 15 system load, our approach can not only lease and reuse virtual resources on demand to achieve 16 optimal scheduling of dynamic cloud service requests in reasonable time, but also can minimize 17 the rental cost of the overall infrastructure for maximizing SaaS providers' profits while meeting 18 SLA constraints. The comparison of simulation experiments indicates that our proposed approach 19 outperforms other revenue-aware algorithms in terms of virtual resource utilization, rate of return 20 on investment and operation profit, and provides a cost-effective solution for service request 21 scheduling in cloud computing environments. 22
Introduction

24
As a promising computing paradigm, cloud computing has drawn extensive attention from 25 academia and industry in recent years. Cloud computing is formally defined as an IT resource 26 supply model which provides users with configurable computing resources (e.g., servers, storage, 27 applications) over network in the form of services [1, 2] . These services are made available on a 28 subscription basis using pay-as-you-use model to cloud users, regardless of their location.
29
Nowadays almost every well-known IT company, including Amazon, Google, IBM and Salesforce, 30 has introduced related cloud services.
31
Compared with traditional desktop computing, cloud computing presents many advantages, 32 such as better resource utilization, rapid elasticity, higher power conservation and economies of 33 scale, which can save the up-front investment of enterprise information system and reduce the 34 daily operation and maintenance costs significantly in the long run.
35
With the advancement of cloud computing technologies including virtualization, security, SOA 36 (Service-Oriented Architectures) and high bandwidth network access, it is becoming a trend that 37 large numbers of existing business applications from companies and institutes will be migrated 38 into clouds and deployed as cloud services due to the above-mentioned benefits [3, 4] . Therefore, 39 more and more cloud services hosted by cloud service providers (e.g., SaaS providers) will be 40 provided to interested end users, which are deployed on virtual machine (VM) instances rented 41 from one or more third-party infrastructure vendors. Hereafter, the terms cloud service provider 42
and SaaS provider are used interchangeably in the context of this paper.
43
As a result, a three-tier cloud service provision structure has been formed involving three 44 typical parties: end user, cloud service provider and cloud infrastructure vendors [5, 6 ]. An end 45 user is the cloud consumer which represents a person or organization that maintains a business 46 relationship with, and requests the cloud service from a business service provider [7] . A cloud 47 service provider such as Force.com is the business service provider which deploys and runs the 48 business applications on a rented cloud infrastructure so that the cloud services are offered to end 49 users through network access. A cloud infrastructure vendor such as Amazon is the entity which 50
provisions virtual resources such as processing, storage, networks, and other fundamental 51 computing resources to clients in a pay-as-you-go manner.
52
The service provision procedure can be briefly described as follows: 53
Above all, the end user browses the service catalog from a SaaS provider and sends the 54 appropriate service request to the cloud service provider.
55
The cloud service provider accepts the service request of end user and applies to the 56 underlying cloud infrastructure vendors such as Amazon for virtual resources on demand.
57
The cloud infrastructure vendor responds to the resource lease request, and then allocates 58 VM instances to the corresponding SaaS provider for processing the end user request. 59
Finally, the SaaS provider charges end user for processing his/her service request and 60 pays the cloud infrastructure vendor for renting VM instances to deploy service capacity.
61
The involved parties and their interaction can be illustrated in Figure 1 . 62 63 Figure 1 Three-tier cloud service provision structure 64
In this paper, we only care about the interests of end users and SaaS providers. From the end 65 user's viewpoint, a service request for a business application is always accompanied by SLA 66 (Service Level Agreement) constraints specifying the performance requirements [7] . From the 67 viewpoint of a SaaS provider, the operational goal is to lease as little virtual resource as possible 68 while still ensure that the cloud service is provisioned at the expected service levels to end users.
69
The profits of SaaS providers derive from the margin between the revenue generated from cloud 70 end users and the rental cost of infrastructure. 71
As can be seen from Figure1, the cloud service provider plays an important role in cloud 72 service provision procedure. For a SaaS provider, how to schedule virtual resources leased from 73 third party infrastructure to process dynamic cloud service requests more cost-effectively without 74 violating the SLA constraints while maximizing operational profit is an intractable problem. On 75 the one hand, service request scheduling strategies in cloud computing environments should 76 balance service performance and the cost of leasing resources to satisfy the objectives of both end 77 users and SaaS providers. On the other hand, it must also recognize and reflect the different 78 options for computing resources (e.g., multiple infrastructure vendors offer many types of virtual 79 machines, each with different capabilities at a different price) [8] . Furthermore, the current pricing 80 model of virtual resources specified by infrastructure vendors should be taken into consideration.
81
All these factors make cost-effective service request scheduling a challenging problem to solve in 82 cloud computing scenario.
83
In order to deal with this challenge, we stand in the position of cloud service providers and 84
propose an effective solution to achieve optimal cloud service request scheduling. Above all, a 85 cloud service request model with SLA constraints is established. And then, based on the request 86 model, we present a novel optimization scheduling approach, i.e., cost-aware service request 87 scheduling based on genetic algorithm (called CSRSGA). Taking into consideration the 88 divisibility feature of cloud service requests and the elasticity of SLA, CSRSGA intends to 89 maximize the overall infrastructure leasing cost while still ensuring that the service performance 90 can meet SLAs expectation of end user requests. Given the fluctuating service request volume and 91 the huge searching space of virtual resource pool, genetic algorithm is adopted by our approach to 92 improve the efficiency of problem solving and respond to users' requests in reasonable time. In 93 order to verify the effectiveness of our proposed scheduling approach, extensive simulations are 94 conducted based on Amazon EC2 on demand instances. The experiment results show that 95 CSRSGA outperforms other revenue-aware algorithms in terms of virtual resource utilization, rate 96 of return on investment and operation profit.
97
The main contributions of our work are listed as follows: 98
We develop a cloud service request model with SLA constraints based on previous work 99 to identify the main concerns of both cloud consumers and cloud service providers. 100
On the basis of the divisible features of the user request and the current system load, we 101
propose an effective service request scheduling approach for maximizing profit by cost 102 and revenue optimization without any SLA violation, and thus reach win-win solution 103 which will help to build a long-term profitable cloud service market.
104
As a parallelizable modern intelligent optimization algorithm, genetic algorithm is 105 adopted for achieving optimized request dispatching in reasonable time by incorporating 106 the heterogeneity of virtual resource (e.g., VMs) in terms of their configuration, 107 performance and price.
108
The rest of the paper is organized as follows: Section 2 introduces the prior work related to 109 service request scheduling; Section 3 presents the cloud service request model with SLA 110 constraints and the revenue function of cloud service providers; Section 4 describes our cloud 111 service request scheduling approach; Section 5 presents the simulation results and comparative 112 analysis; Section 6 concludes the paper and proposes future work. 113 Our proposed request scheduling approach differs from the prior work mainly in the cloud user 140 request model we introduce, and the optimized scheduling strategy based on the personalized 141 feature of user requests and dynamic resource reuse. Our approach builds and dynamically 142 maintains a virtual resource pool, achieves optimal request scheduling in reasonable time, and thus 143 significantly improves resource utilization and reduces operational cost to increases profits of 144 cloud service providers while meeting end users' performance requirements, which is absent from 145 most previous works in cloud computing environments. 146
Related Work
User Request Modeling
147
In order to design a cost-effective cloud service request scheduling algorithm, a reasonable service 148 request model has to be established firstly in order to quantify the critical SLA property 149 constraints.
150
A SLA is a contract between a service provider and a user, which is a collection of service 151 level requirements that formally specify the promised service performance and the corresponding 152 revenue (or penalty). Generally speaking, SLAs include such predefined properties as response 153 time, user budget, reliability, remedies for performance failures, etc. [7] . 154
In cloud computing environments, SaaS providers need SLAs to regulate user behavior for 155 achieving expected benefits. From a cloud user's point of view, it is also necessary to signing a 156 legal contract covered SLA constraints to specify the technical performance requirements fulfilled 157 by a cloud service provider [7] . Failure to achieve these performance objectives over a period of 158 time binds the SaaS provider to pay a penalty to the cloud user based on the clauses defined in the 159 SLA contract. For example, if the cloud user gets the corrective responsive result within the 160 promised time from the corresponding SaaS provider, then the user arranges payment for the 161 service provisioned accordingly. However, if the user request is not addressed correctly on time, 162 then the SaaS provider will incur penalty. Therefore, SaaS providers always manage to reduce 163 SLA violations to maximize its net profit, that is, the total fees (e.g., revenue) charged by the SaaS 164 provider to its customer minus the cost for renting resource from the infrastructure vendors and 165 the penalties for violating SLA constraints agreed by both parties.
166
In this paper, we focus on SLA constraints on request processing time (i.e., the time elapsed 167 from accepting a user service request to completion) and cost (i.e., the user's budget for 168 processing this request), which are directly associated with the profit of SaaS providers and cloud 169
consumers. In addition, we assume that every request of end user is subject to corresponding SLA 170 constraints.
171
According to the above introduction, centered on the two main time and cost constraints, we 172 quantify the other SLA properties related to profit, and then model the user service request 173 request as a five-parameter tuple as follows: 174
s request budget t mbdt deadline pr
The maximum amount of currency that the user is willing to pay for the request 176 to be completed, i.e., the maximum revenue acquired by the SaaS provider for processing 177 this user request. 178 s t : The standard execution time required to finish the request by a standard VM instance. 179 mbdt : The maximum processing delay without any penalty incurred by service providers.
180
In order to get the maximum revenue, the SaaS provider should try to complete the 181 request processing before this time point. Otherwise, revenue loss is inevitable for this 182 cloud service provider. 183 deadline : The processing time upper limit. If the user request is finished after this limit, a 184 SLA violation event occurred. The service provider will compensate the user for failing to 185 meet the deadline of this request. The amount of compensation depends on the delay time, 186 which can be calculated based on the above mentioned two time constraints specified in 187 SLA and the actual processing time. 
As a result, we can obtain the final revenue of the cloud service provider for processing 206 this user request by formula (2). 207 The procedures of CSRSGA can be illustrated in Figure 3 . 276 277 Figure 3 The procedure of CSRSGA 278
Our Proposed Cloud Service Request Scheduling Approach
Next, we describe every step of CSRSGA scheduling approach in detail. 279 1) Accepting user request. As an important part of our cloud service resource provision 280 platform, the Cloud Service Request Scheduling System is responsible for running the CSRSGA 281 algorithm and receiving the user requests as input derived from access control model, which 282 takes charge of user authentication and request access. In this paper, we assume that the 283 request's execution time s t is known [5, 18] . 284 2) Dividing request experimentally. CSRSGA aims to make full use of the divisibility feature 285 of user requests and divides every request into s independent homogeneous subtasks (i.e., these 286 subtasks have equal execution time on the same VM instance) for parallel processing, so that the 287 unexpired idle VM instances rented from infrastructure vendors can be reused effectively.
288
The candidate VM instance type set used to process the user service requests is denoted by 289 used for executing the user request to obtain maximum revenue, i.e., the budget value specified 294
in the corresponding request model, where h t / l t is the time required to finish the request by 295 the VM instance with highest/lowest performance in CVMT , which can be figured out by 296 formula (4) and (5 The expected revenue exprevenue can be calculated using formula (2) according to max{ } ij t , 355 because the processing time of this user request is the maximum execution time of all subtasks.
356
For the public cloud service operated by a SaaS provider, especially when the service 357 becomes extremely popular all at a once, the cloud service request scheduling algorithm should 358 respond to the high volume of user requests as soon as possible to reduce the probability of SLA 359 violation. Therefore, genetic algorithm is introduced to accelerate the optimization problem 360 solving process.
361
As a modern intelligent optimization algorithm, genetic algorithm has been widely used as an 362 effective meta-heuristics for obtaining high quality solutions for a broad range of combinatorial 363 optimization problems including the task scheduling problem. An important merit of genetic 364 search is that its inherent parallelism can be exploited to further reduce its running time [19] .
365
The solving procedure of optimal VM combination problem is shown in Figure 4 . In the 366 context of this optimization problem, the fitness function is defined as the expected 367 profit exprofit , and every VM combination from the valid resource set is modeled as a 368 chromosome (e.g., individual). The length of every chromosome is equal to m , which is the sizeof the valid resource set. Binary encoding is adopted, and every chromosome is a string of bits, 370 0 or 1. Every bit in the chromosome is a gene, which is associated with a VM instance from the 371 valid resource set. 1 denotes that the corresponding instance is selected and 0 otherwise. As for 372 every individual, it must conform to the sum constraint of gene value as below, 373 This algorithm is started with an initial population of feasible solutions randomly generated 376 based on first-fit algorithm. Every individual in initial population must satisfy the above sum 377 constraint, or else is considered as unfeasible solution. All of the individuals in the population 378 are evaluated based on their fitness value, with a larger fitness value being a better mapping. 379
Then, by applying selection, crossover and mutation operators, the best solution with maximum 380 value of the fitness function can be found after some generations [19] . The s VM instances 381 identified by decoding the best solution are the optimal VM combination of the current valid 382 resource set in terms of this division scheme of this user request. 383 384 Figure 4 The optimal combination solving procedure 385 6) Dispatching request. Let max s be the most profitable number of subtasks among all the 386 division schemes in terms of this user request, and let the optimal VM combination composed of 387 s instances be denoted OVMC , which is a subset of the valid resource set defined in the 388 previous step. Then max s and OVMC can be determined by comparing the maximum expected 389 profits of different request division schemes (i.e., different s ). Finally, the user request is 390 divided into max s subtasks, and dispatched to the optimal VM combination OVMC for 391 parallel execution.
392
The time complexity of CSRSGA algorithm mainly consists of three parts. The complexity of 393 VM filtering is ( ) O n , where n is the size of VRP . For the initialization of GA, the algorithm 394 performs first-fit on a random permutation of VMs obeying the sum constraint of gene value.
395
The complexity of initialization is ( Therefore, the complexity of CSRSGA is
, which 399 yields a polynomial execution time, where S is the times of request dividing. 400
In this section, we describe our scheduling approach for provisioning virtual resource on 401 demand. The proposed approach exploits genetic algorithm to select the most profitable VM 402 combination for processing user requests in reasonable time, and maximize a SaaS provider's 403 profit by reducing the infrastructure cost and ensure that all requests are finished before their 404 deadlines. 405
Performance Evaluation
406
In order to verify the effectiveness of CSRSGA algorithm proposed in this paper, we construct the 407 following simulation experiments. Above all, we introduce the experiment setup, and then present 408 the performance metrics for evaluation. Finally, we compare CSRSGA with three revenue-aware 409 baseline algorithms to demonstrate the benefits of our proposed approach. 410 
Experiment Setup
Simulation results
445
We evaluate our algorithm through comparison with three baseline algorithms introduced by [5] 446 that use homogeneous instances, RFS, RFL and RFEL, which always choose Small, Large and 447 Extra Large on demand instances from the candidate VM instance type set to process user requests 448 respectively. The three algorithms all guarantee that the user request be completed before the end 449 of the property constraint mbdt by leasing enough new instances to maximize the revenue of 450
SaaS providers, and hence they can be defined as revenue-aware scheduling algorithms. 451
In the simulation, the population size and the number of iteration are set to be 20 and 30 452 respectively. The crossover rate and the mutation rate are set to be 100% and 10% respectively. 453
The average execution time is about 1.5 second, which is mainly determined by the SLA property 454 constraints of user request and request arrival rate. Taking into account our simulation program is 455 far from optimal and the inherent parallelism of genetic algorithm, the execution time can be 456 further reduced. All approaches are run for 10 times in terms of different user request data sets and 457 all results are reported, on average. 458
Comparison on number of leased instances 459
We measure the number of leased VM instances of CSRSGA and compare it with the number of 460 instances leased through three baseline algorithms in Figure 5 . Our proposed approach leases 461 fewer instances than RFS and RFL, but leases a little more than RFEL algorithm. The reason is 462 that our algorithm takes the divisibility feature of requests into account and reuses those idle 463 instances in the valid resource set as far as possible. Only when the current idle instances cannot 464 meet the subtask processing requirement do we rent the most profitable instances on demand. On 465 the contrary, the baseline algorithms always rent new instances for processing each new request 466 ignoring resource reuse. As for RFEL, it always rent the most powerful VM instances (Extra Large) 467 to handle user requests, and hence initiates the least instances. 468 469 Figure 5 The number of leased instances 470
Comparison on VM utilization 471
As is shown in Figure 6 , CSRSGA achieves higher resource utilization (approximately 80% in 472 terms of our simulated request data set), which is mainly because that our algorithm always 473 manages to reuse the unexpired idle VM resource for processing divided multiple subtasks in 474 parallel. However, the three revenue-aware algorithms only focus on leasing certain type instances 475 to maximize revenue without considering resource reuse, and thus lead to lower utilization rate 476 (approximately 31%, 35% and 45%, on average). It should be noted that the VM utilization rate of 477 our proposed approach is the average value of the utilization rate of three instance types. 478 479 Figure 6 VM utilization 480
Comparison on operational profit 481
Fig 7 indicates that the proposed approach CSRSGA enables the SaaS provider to achieve more 482 profit than other algorithms. On the one hand, the three revenue-aware algorithms intend to lease 483 more instances to finish every request. As a result, the SaaS provider can maximize its revenue 484 without incurring any penalty, but pay much more resource rental cost, which can be seen from 485 Figure 5 . On the other hand, due to taking no account of resource reuse, the VM instance 486 utilization rate is significantly low compared to CSRSGA, which can be observed from Figure 6 . 487
Moreover, in the On-Demand provision pattern, the infrastructure vendor charges SaaS providers 488 for leasing VM instances only based on the type and number of leased instances regardless of VM 489 utilization rate. Therefore, all these factors make these revenue-aware algorithms' operational 490 profits are lower than that of CSRSGA.
491
The goal of our proposed CSRSGA is also to maximize the profits of SaaS providers, but it 492 aims to increase profit by reducing the resource rental cost instead of maximizing revenue. Taking 493 into consideration the divisibility of user requests and the pricing model of On-Demand instances, 494
CSRSGA makes full use of idle VM instances in the valid resource pool to achieve optimal 495 subtasks dispatching. This may bring some penalties to SaaS providers, because of the fact that the 496 finishing time of certain requests is greater than the mbdt constraint. However, the number of 497 initiated VM instance is dramatically reduced and the VM utilization rate is significantly improved.
498
In other words, our proposed CSRSGA balances operational revenue and resource rental cost, and 499 hence achieves more operational profit compared with other revenue-aware algorithms. 500 501 Figure 7 Operational profit 502
Comparison on RRI 503
From Figure 8 , we can see that CSRSGA outperforms greatly the alternative algorithms in RRI, 504 which was mainly derived from the cost savings resulting from high VM utilization. Therefore, 505 our proposed scheduling approach is more attractive to SaaS providers. 506 507
Figure 8 RRI 508
To sum up, the simulation experiment results show that CSRSGA provides a more 509 cost-effective solution for user service request scheduling, and hence verify its effectiveness. 510
Conclusion
511
SLA is the focus of users' attention, and earning profit is the principal driving force for SaaS 512 providers. In order to satisfy the benefits of both SaaS providers and end users, it is of importance 513 to design a cost-effective user service request scheduling algorithm in cloud computing scenario.
514
To deal with this problem, we first establish a user request model under SLA constraints, and then 515 present a cost-aware service request scheduling approach CSRSGA, which takes the divisibility 516 feature of user requests and dynamic resource reuse into consideration. It can identify the most 517 profitable VM combination of the valid resource set using genetic algorithm to achieve optimal 518 subtask dispatching in reasonable time, and thus maximizes the operational profits of SaaS 519 providers without violating any SLA constraint. The experiment results indicate that our proposed 520 CSRSGA is superior to the alternative revenue-aware algorithms and provides a cost-effective 521 solution for cloud service request scheduling.
522
In building on the research undertaken in this paper in the future, we will investigate the 523 cost-aware service request scheduling problem taking into account user satisfaction and SLA 524 negotiation process in cloud computing environment. In addition, we plan to consider other pricing 525 strategies such as Amazon spot pricing for maximizing a SaaS provider's profit.
526
