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Abstract
We present an approach for efficiently training
GMMs solely with Stochastic Gradient Descent
(SGD) on huge amounts of non-stationary, high-
dimensional data. In such scenarios, SGD is supe-
rior to the traditionally Expectation-Maximization
(EM) algorithm w.r.t. execution time and mem-
ory usage, and additional admits the use of small
batch sizes. To use SGD in high-dimensional
spaces, we propose to maximize a lower bound
of a GMMs log-likelihood, which we prove to be
feasible, justifiable by experiments and numeri-
cally stable. Since SGD seems more prone to get
stuck in local optima than EM during early train-
ing phases, we introduce an annealing procedure
that initially penalizes a large class of degener-
ate solutions before transitioning into a “normal”
training regime. Experiments on several image
datasets show that our approach is realizable, ef-
ficient and achieves comparable log-likelihood
values as EM in a variety of scenarios. A Ten-
sorFlow implementation is provided to allow for
reproduction.
1. Introduction
This contribution is in the context of Gaussian Mixture Mod-
els (GMMs), which represent a probabilistic unsupervised
method for clustering and data modeling. GMMs have
been used in a wide range of scenarios, e.g., (Melnykov
et al., 2010). Traditionally, free parameters of a GMM are
estimated using the Expectation-Maximization (EM) algo-
rithm (Dempster et al., 1977), which has the appealing prop-
erty of requiring no learning rates and which automatically
enforces all GMM constraints.
1University of Applied Sciences, Fulda, Germany. Corre-
spondence to: Alexander Gepperth <alexander.gepperth@cs.hs-
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1.1. Motivation
GMMs have several properties that make their application
to image data appealing, like the possibility to generate sam-
ples, or their intrinsic outlier detection ability. However,
for high-dimensional and data-intensive scenarios which
require a high degree of parallelization to be efficiently solv-
able, the traditional way of training GMMs by EM is reach-
ing its limits, both in terms of memory consumption and
calculation complexity. Memory requirements skyrocket
mainly because a GMM is intrinsically a batch-type algo-
rithm that needs to store and process all samples in memory
in order to be parallelizable. In addition, streaming settings
require data samples to be processed one by one, whereas
data statistics may be subject to changes over time (concept
drift/shift). Regarding such scenarios, an online or mini-
batch type of optimization such as SGD has advantages
w.r.t. the memory consumption in particular, but also con-
cerning the use of small batch sizes and the adaptation to
changing data statistics. Therefore, an SGD algorithm for
GMMs is developed, allowing for an efficient training on
large collections of high-dimensional streaming data.
1.2. Related Work
Online EM Significant work has been invested into finding
a mini-batch or “online” version of the EM algorithm. One
branch of this work aims to develop “stochastic” EM algo-
rithms that reduce the original EM method regarding the
limit of large batch sizes (Titterington et al., 1985; Lange,
1995; Chen et al., 2018), of which the variant of Cappe´ &
Moulines (2009) is widely used due to its simplicity. The
suitability of these approaches for streaming settings is how-
ever questionable as batch sizes cannot be arbitrarily small,
and as a learning-rate like time scale parameter needs to be
introduced, thus removing a key advantage of EM over SGD.
Another common approach is to modify the EM algorithm
itself by, e.g., including heuristics for adding, splitting and
merging centroids (Vlassis & Likas, 2002; Engel & Heinen,
2010; Pinto & Engel, 2015; Cederborg et al., 2010; Song &
Wang, 2005; Kristan et al., 2008; Vijayakumar et al., 2005),
which allows GMM-like models to be trained with one sam-
ple at a time. This leads to models that work well in several
application scenarios but whose learning dynamics are im-
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possible to analyze mathematically, aside from introducing a
large number of parameters. Apart from these works, some
authors avoid the issue of massive datasets altogether by
determining smaller “core sets” of representative samples
and performing vanilla EM on them (Feldman et al., 2011).
SGD Approaches As far as we know, there is only a sin-
gle recent work proposing to train GMMs by using SGD.
In (Hosseini & Sra, 2015), constraint enforcement is en-
sured by using manifold optimization techniques and a care-
fully chosen set of regularizers, leading to a rather complex
model with several additional and hard-to-choose hyper-
parameters. The possibility of enforcing positive definite-
ness constraints by Cholesky decomposition is discussed.
Annealing and Approximation of GMMs Including an-
nealing into GMMs (in context of EM) was proposed in Ver-
beek et al. (2005) and Ormoneit & Tresp (1998), although
their regularizers significantly differ from our scheme. Ap-
proximating the full GMM log-likelihood by a kind of max-
component approach is used in Pinheiro & Bates (1995) and
Dognin et al. (2009), also combined with EM training.
Training in High-Dimensional Spaces A concept-wise
very interesting procedure is proposed in (Ge et al., 2015)
which exploits the properties of high-dimensional spaces in
order to achieve learning with a number of samples that is
polynomial in the number of Gaussian components. This
is not suitable for streaming settings, as higher-order mo-
ments need to be estimated beforehand, and also because the
number of samples usually cannot be controlled in practice.
1.3. Contributions
The main novel contributions of this article are:
• a generic and novel method for training GMMs using
standard SGD that enforces all GMM constraints
• an approximation to the log-likelihood that is numerically
stable for SGD with high-dimensional data
• an automatic annealing procedure that ensures SGD con-
vergence from a wide range of initial conditions without
prior knowledge of the data (which excludes conventional
centroid initialization by k-means)
Apart from these novel contributions, we provide a publicly
available TensorFlow implementation.1
2. Datasets
For evaluation purposes we use the following datasets:
MNIST (LeCun et al., 1998) contains gray scale images,
which depict handwritten digits from 0 to 9 in a resolution
of 28×28 pixels – the common benchmark for computer
vision systems and classification problems.
SVHN (Netzer et al., 2011) is a 10-class benchmark based
1https://gitlab.cs.hs-fulda.de/ML-Projects/sgd-gmm
on color images of house numbers (0-9, resolution 32×32).
FashionMNIST (Xiao et al., 2017) contains gray scale im-
ages of 10 cloth categories and is considered more challeng-
ing classification task compared to MNIST.
From the Fruits 360 (Murean & Oltean, 2017) dataset, the
ten best-represented classes are selected. The color pictures
show different kind of fruits (100× 100 pixels).
The Devanagari (Acharya et al., 2015) dataset include gray
scale images of handwritten Devanagari letters with a reso-
lution of 32×32 pixels – the first 10 classes are selected.
NotMNIST (Bulatov Yaroslav, 2011) is a gray scale image
dataset (resolution 28× 28 pixels) of letters from A to J
extracted from different public available fonts.
In order to achieve a greater variety in the benchmarks, we
created a cropped version of each dataset by extracting a
6× 6 pixel patch of the central part of each sample.
3. Stochastic Gradient Descent for GMMs
GMMs are formulated in terms of K component probabil-
ities, modeled by multi-variate Gaussians. It is assumed
that each data sample x, represented as a single row of the
data matrix X , has been sampled from a single Gaussian
component k, selected with a priori probability pik. Sam-
pling is performed from the Gaussian conditional probability
p(x|k), whose parameters are the centroids µk and covari-
ance matricesΣk: p(x|k) ∼ N (x;µ,Σ). A GMM aims to
explain the data by maximizing the log-likelihood function
L = En
[
log
∑
k
pikp(xn|k)
]
. (1)
Free parameters to be adapted are the component weights
pik, the component centroids µk and the component co-
variance matrices Σk (or, alternatively, the precision ma-
trices Pk =Σ−1k ). In this article, we will consider covari-
ance/precision matrices that are either unrestricted, or as-
sumed to be diagonal.
3.1. Max-Component Approximation
To implement SGD for optimizing the log-likelihood L of
Eq. (1), we observe that the component weights pik and the
conditional probabilities p(x|k) are positive by definition.
It is, therefore, evident that any single component of the
inner sum over the components k is a lower bound for the
whole inner sum. The largest of these K lower bounds is
given by the maximum over the components, resulting in
L = En
[
log
∑
k
pikp(xn|k)
]
≤ LMC
= En
[
log maxk
(
pikp(xn|k)
)]
= En
[
log
(
pik∗p(xn|k∗)
)] (2)
Gradient-based Training of Gaussian Mixture Models in High-Dimensional Spaces
where k∗ is the index of the best-matching component:
k∗= arg maxk p(xn|k). This is what we call the max-
component approximation of Eq. (2). Since LMC≤L, we
can increase L by maximizing LMC. The advantage of
LMC is that it is not affected by numerical instabilities as
L is, because exponentials are completely avoided. The
“logsumexp” trick normally employed with GMMs, where
we factor the largest component probability pk∗ out of the
sum in Eq. (1), mitigates but does not necessarily avoid
these numerical problems. This is more common with high-
dimensional data, because high distances can result in very
low component probabilities. An example: we normal-
ize the component probability pk = e−101 (ok using 32-bit
floats) by the highest probability pk∗ = e3, and we obtain
pk
pk∗
= e−104, which is numerically problematic. Determin-
ing k∗ can be done using the log-probabilities only, but this
normalized exponential actually has to be computed before
taking the log in Eq. (1).
3.2. Constraint Enforcement
GMMs require the weights to be normalized:
∑
k pik = 1
and the covariance matrices to be positive definite:
xTΣkx≥ 0 ∀x. In traditional GMM training via EM, these
constraints are taken into account by the method of La-
grangian multipliers. In SGD, for the weights pik we adopt
the approach proposed in (Hosseini & Sra, 2015), which
replaces them by other free parameters ξk from which the
pik are computed such that normalization is ensured. One
computational scheme is
pik =
exp(ξk)∑
j exp(ξj)
. (3)
For ensuring the positive-definiteness of the covariance ma-
trices, we can observe and manipulate their determinants.
Two cases must be distinguished here:
Diagonal Covariance Matrices The determinant, as a mea-
sure of positive-definiteness, is the product of the diagonal
elements and can thus be trivially computed. To ensure a
strictly positive determinant, we identify all diagonal entries
inferior to a certain minimal value Σmin after each gradient
descent step, and clip them to Σmin.
Full Covariance Matrices This situation is more complex
because the determinant computation is expensive, espe-
cially in high-dimensional spaces, and it is not trivial to
keep it positive, either. Therefore, we parameterize com-
ponent probabilities by precision matrices Pk and express
these as Pk =DTkDk using Cholesky decomposition, with
Dk being of lower-triangular form. The advantage is that
the precision matrices (and thus the covariances as well) are
now ensured to be positive definite by construction, and that
detΣk = detP−1k =
(
det(DTkDk)
)−1
= (trDk)
−2 is now
trivial to compute and manipulate. We therefore resort to
a simple strategy of bounding the diagonal elements of the
matrices Dk to a maximal (because we are dealing with
precisions here) value Σ−1min by clipping after each gradient
descent step. To avoid computing the Cholesky decompo-
sition of Pk at every iteration, we perform it on the initial
precision matrices, and subsequently just erase the elements
below the diagonal in everyDk and after each gradient step.
3.3. Undesirable Local Optima in SGD
A major issue we found when training GMMs by SGD were
undesirable local optima, both for the full log-likelihood L
and its approximation LMC. To show this, we parameter-
ize the component probabilities by the precision matrices
Pk =Σ
−1
k , which gives the derivatives of L or LMC as:
∂L/LMC
∂µk
= En [Pk (xn − µk) γnk]
∂L/LMC
∂Pk
= En
[(
(Pk)
−1 − (xn − µk)(xn − µk)T
)
γnk
]
∂L/LMC
∂pik
= pi−1k En [γnk] (4)
where the γnk ∈ [0, 1] denote standard GMM responsibili-
ties for L, or else a binary indicator whether component k
has the highest probability for sample xn or not.
Degenerate Solution This solution occurs for L only, from
a wide variety of initial conditions, and is avoided by LMC.
Here, all components have the same weight, centroid and co-
variance matrix: pik ≈ 1K , µk =E[X], Σk = Cov(X) ∀ k.
Since the responsibilities are now uniformly 1/K, it results
from Eq. (4) that all gradients vanish (e.g., see Fig. 1a).
Single/Sparse-Component Solution We found this solu-
tion mainly for LMC, which led us to develop annealing
strategies. Here, a single component k∗ has a weight close
to 1, with its centroid and covariance matrix being given by
the mean and covariance of the data (see Fig. 1b): pik∗ ≈ 1,
µk∗ =E[X], Σk∗ = Cov(X). We obtain γnk ≈ δkk∗ from
which we conclude that the gradient w.r.t. Pk and µk van-
ishes ∀k. The gradient regarding pik does not vanish but is
δkk∗ which vanishes after enforcing the normalization con-
straint. A variant of this is the sparse-component solution
where only a few components have non-zero weights: the
gradients vanishing for the same reasons.
3.4. Annealing Procedure
Our approach for avoiding these undesirable solutions is
to punish their characteristic response patterns by a mod-
ification of the LMC. The following guidelines ought to
apply: first of all, annealing should only be active at the
start of training, punishing single-component and degen-
erate solutions. As training advances, the annealed loss
should smoothly and automatically transition into the orig-
inal loss LMC. And lastly, the annealing procedure should
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a) degenerate solution b) sparse-component solution
Figure 1. Effects of undesirable solutions visualized for MNIST.
introduce no new parameters that would need to be set
by cross-validation. These requirements are met by what
we term the smoothed max-component log-likelihood L˜MC
which is similar in spirit to (Ormoneit & Tresp, 1998):
L˜MC = En
∑
j
gk∗j log
(
pijp(xn|j)
) . (5)
Here, we assign a normalized coefficient vector gk to each
Gaussian mixture component k. The entries of gk are com-
puted in the following fashion:
• Assume that the K Gaussian components are arranged
on a 1D grid of dimensions (K) or on a 2D grid of di-
mensions (
√
K ,
√
K ). Each linear component index k
has thus a unique associated 1D or 2D coordinate c(k).
• Assume that the vector gk of length K is actually repre-
senting a 1D structure of dimension (K) or a 2D structure
of dimension (
√
K ,
√
K ). Each linear vector index j in
gk has thus a unique 1D or 2D coordinate c(j).
• The entries of the vector gk are computed as
gkj = exp
(
− (c(j)− c(k))
2
2σ2
)
(6)
and subsequently normalized to have a unit sum.
Eq. (5) essentially represents a smoothing of the probabili-
ties p(x|k), arranged in an 1D or 2D grid with a Gaussian
convolution filter. Thus, the loss function in Eq. (5) is maxi-
mized if the log probabilities follow a unimodal Gaussian
profile of width ∼σ, whereas single-component and degen-
erate solutions are punished.
Annealing starts out with large values of σ=σ0 and re-
duces it over time to an asymptotic small value of σ=σ∞,
thus smoothly transitioning from L˜MC in Eq. (5) to LMC in
Eq. (2). For doing this, we propose several strategies: De-
terministic Decay, Double Exp and Double Window. This
way, σ≡σ(t) is time-dependent and stays within the inter-
val [σ∞, σ0] (both are free parameters, see discussion).
Deterministic Decay σ(t) will decay exponentially in a de-
terministic fashion, depending on the current iteration. The
precise time-dependency is given by σ(t) =σ0 exp(−τt)
where the time constant in the exponential is chosen as
τ = log σ0−σ∞t∞−t0 to ensure a smooth transition.
Double Exp A more adaptive annealing control is achieved
by reducing σ only when the loss value is stationary during
training. This is detected by maintaining two exponentially
smoothed averages of L˜MC, where `l operates on time scale
α, whereas `s uses a scale of 2α:
`l(t+ 1) =(1− α)`l(t) + αL˜MC(t) and
`s(t+ 1) =(1− 2α)`s(t) + 2αL˜MC(t).
(7)
Every 1α iterations we check whether `l − `s < δ (another
free parameter) and, if so, set σ → γσ.
Double Window We consider statistics in two non-
overlapping temporal windows W1 = [t−β, t−α] and
W2 = [t−α, t]. In these, we compute EW1L˜MC(t) and
VarW1L˜MC(t) as well asEW2L˜MC(t). A decay step σ → γσ
is performed whenever we find that:
EW2LMC(t) < EW1LMC(t)− τ2VarW1L˜MC(t), or
EW2LMC(t) > EW1LMC(t) + τ2VarW1L˜MC(t),
(8)
where large values of τ lead to more frequent updates of σ.
3.5. GMM Training by SGD
Putting everything together, training GMMs with SGD is
performed by maximizing the smoothed max-component
log-likelihood L˜MC from Eq. (5). At the same time, we
enforce the constraints on the component weights and co-
variances as detailed in Sec. 3.2 and transition from the
smoothed to the “bare” max-component loss function by
one of the methods of Sec. 3.4. SGD requires a learning rate
 to be set. Initialization ranges [−µi,+µi] of centroids are
defined by the parameter µi. Covariance matrices are ini-
tialized to ΣiI with Σi being a free parameter. Weights are
uniformly initialized to values of the parameter pii and sub-
sequently normalized if necessary. Please note that our SGD
approach requires no centroid initialization by k-means, as
it is usually recommended when training GMMs by EM. We
discuss and summarize good practices for choosing hyper-
parameters of our approach in Sec. 5 and Tab. 2.
4. Experiments
Unless stated otherwise, the experiments in this sec-
tion will always be conducted with the following pa-
rameter values (see Sec. 5 for a justification of these
choices): total SGD training epochs E = 1, mini-batch
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Table 1. Comparison of various aspects of EM and SGD training on all 12 datasets. The EM part (left) shows the average responsibilities
obtained at the end of a training run (to investigate the validity of the max-component approximation), as well as the final log-likelihoods
after training. The SGD part (right) shows the final log-likelihoods after training, either for standard initialization of centroids (µi =0.01)
or for other ranges. Please note that the training times for EM and SGD strongly differ.
Dataset
Parameter EM SGD
∅max pk∗ maxL ∅ maxLMC µi = 1.0 µi = 0.7 µi = 0.5
train, test train, test E train, test test test test E
MNIST full 0.99191469, 0.99040740 172.9, 173.0 60 176.8, 181.2 180.2 186.6 188.7
1
patch 0.94309734, 0.94275632 −3.5, −3.2 50 −2.1, −0.6 −0.2 −1.3 −1.4
Fashion- full 0.99595352, 0.99537147 165.2, 164.8 58 201.1, 198.4 207.0 200.7 203.8
MNIST patch 0.94654812, 0.94568345 6.9, 6.9 27 10.2, 10.5 10.7 11.0 10.1
Not- full 0.99647866, 0.99698495 −187.9, −166.9 77 −170.6, −137.4 −120.0 −119.5 −133.9
MNIST patch 0.96659168, 0.96974114 4.5, 5.2 39 6.5, 7.1 7.9 9.0 7.7
Devana- full 0.99668947, 0.99452735 −86.8, −87.9 49 −60.6, −57.4 −32.3 −62.5 −15.1
gari patch 0.95415456, 0.94999510 −3.1, −3.2 50 −1.0, 0.2 −0.2 −1.1 1.5
Fruits full 0.99999519, 0.99985572 11 298.9, 10 559.6 38 12 986.0, 12 632.1 11 452.7 12 268.4 11 862.1
360 patch 0.93918242, 0.93038406 50.2, 50.5 25 52.7, 53.3 54.5 53.7 53.0
SVHN full 0.99740709, 0.99723997 1010.4, 958.1 89 1256.6, 1245.4 1233.5 1240.0 1225.9
patch 0.90521608, 0.90546998 44.7, 43.6 26 49.3, 48.3 48.0 48.4 48.5
size B= 1, K = 5× 5, µi = 0.01, Σi = 0.05, pii = 1/K,
σ0 = 1.2, σ∞= 0.01, = 0.011, Σmin = 0.05. The number
of experimental runs is 10, and min/max ranges are included
in all plots. For simplicity and performance, covariance ma-
trices are taken to be diagonal, regardless of whether EM or
SGD is performed, (no qualitative differences were observed
when performing experiments with full covariance matri-
ces). We always use the “Double Exp” annealing scheme
(see Sec. 3.4), together with plain SGD for optimization.
Training/test data are taken from the datasets mentioned in
Sec. 2, either using full images or the central 6× 6 patches.
When performing EM experiments, we use the implemen-
tation from sklearn 0.21.2 with same number of centroids
K = 25 and the same initial conditions for the parameters.
The maximum number of EM training epochs is set to
E = 200 unless convergence is detected before.
4.1. Basic Feasibility and Comparison to EM
Here, we train a GMM using SGD and EM on all datasets.
The resulting centroids of our SGD based approach are
shown in Fig. 2, whereas the final loss values for SGD and
EM are compared in Tab. 1. We observe that log-likelihoods
are clearly comparable, often with a very slight advantage
for EM. On the other hand, the convergence of SGD is
generally faster by at least one order of magnitude.
4.2. Validity of the Max-Component Approximation
Since our SGD approach maximizes L˜MC, which is
an annealed approximation of the GMM log-likelihood
L, we need to justify the quality of this approxi-
mation. Here, we evaluate the responsibility values
maxn γnk = maxk
p(xn|k)∑
j p(xn|j) after the last EM iteration
MNIST full / patch SVHN full / patch
FashionMNIST full / patch Devanagari full / patch
NotMNIST full / patch Fruits 360 full / patch
Figure 2. Exemplary results for learned centroids, using defined
experimental conditions, trained on full images and patches.
on train and test sets. The results of Tab. 1 show that
the observed responsibilities are close to 1.0 for the “full”
datasets, and a little less so for the lower-dimensional
“patch” datasets. We already know from Sec. 4.1 that the
final values of L and L˜MC do not differ by much after SGD
training, but the numbers from Tab. 1 confirm explicitly
that L˜MC, which assumes that only a single component is
generally responsible for a single data sample, is a good
approximation. Obviously, this holds only at the end of a
training process: at its beginning, responsibilities may be
more uniform across components, which can be avoided by
appropriate hyper-parameter settings (initial covariances as
small as possible, see Sec. 5).
Gradient-based Training of Gaussian Mixture Models in High-Dimensional Spaces
4.3. Comparison of Annealing Strategies
The results of Sec. 4.1 clearly show that the employed “Dou-
ble Exp” annealing strategy from Sec. 3.4 works without
adjustments for all datasets used here. The same was the
case for the “Double Window” strategy but not for “Deter-
ministic Decay”, where some parameters had to be modified
as a function of particular datasets. In virtually all cases,
optimizing the bare loss LMC without annealing resulted in
sparse-component solutions with unfavorable loss values.
To give a visual impression of the working of the three dis-
cussed strategies, we visualize their impact on σ(t) for the
full MNIST (a) and FashionMNIST (b) dataset in Fig. 3. It
is noteworthy that the adaptive strategies result in faster con-
vergence to the same final loss value. We also observe that
the two adaptive strategies are very similar in their impact
on σ, so a user may pick any of them in practice.
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Figure 3. Comparison of annealing strategies during SGD training
of GMMs, exemplarily shown for MNIST and FashionMNIST.
The colored lines without markers represent the development of
L˜MC (smoothed for visualization purposes). The marked lines
show the temporal development of σ governed by the annealing
strategies described in Sec. 3.4.
4.4. Robustness to Initial Conditions
To test whether SGD converges as a function of the initial
conditions, we train three GMMs on MNIST using different
random initializations of the centroids: µi ∈{1.0, 0.7, 0.5}.
The initialization of the covariances cannot be varied be-
cause empirical data shows that training diverges if the
covariances are not initialized to very small values. While
this will have to be investigated further, we find that con-
vergence is not affected by the tested initializations of the
centroids for all datasets (see Tab. 1).
4.5. Incremental Training
To investigate the stream learning capacity of our approach,
we perform a Sequential Learning Task (SLT) consisting of
three sub-tasks learned one after another. The experiment
is performed 10 times on MNIST data. In each experi-
ment, training is first conducted on sub-task D1 containing
samples from classes 0, 1 and 2, subsequently on sub-task
D2 (classes 3, 4 and 5) and then on sub-task D3 (classes
6, 7 and 8). On each sub-task, training is performed for
E = 0.5 epochs using K = 100 centroids. Fig. 4 shows the
centroids after training on D3 without further adjustments
to the model. We observe that no catastrophic forgetting
occurs, which can be deduced from the fact that centroids
represent most MNIST classes, with the exception of classes
4 and 5 that are under-represented.
Figure 4. Centroids after training a GMM by SGD on a sequential
learning task with three consecutive trained tasks.
Next to the centroids, Fig. 5 represents the trend of the loss
L˜MC for each sub-task D1 - D3 and the corresponding value
of L˜MC measured on the combined test sets of all previous
tasks (DAll). Fig. 5 shows that many centroids from the
first sub-task D1 still exist, which is expressed by the con-
sistently high log-likelihood on D1. The deterioration of
the log-likelihood can be explained by the “overwriting” of
centroids from D2 (classes 3, 4 and 5) during sub-task D3.
This behavior should be investigated further, as GMMs are
particularly suited for sequential learning tasks.
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Figure 5. Visualization of L˜MC when training a GMM for a SLT
with three consecutive tasks.
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Figure 6. Temporal trend of losses during GMM training for the MNIST, SVHN, Devanagari, FashionMNIST, NotMNIST and Fruits 360
datasets. The log-likelihoods L for EM training and L˜MC for SGD training are shown.
5. Discussion
Here, we discuss some important points about the results
presented in the previous section:
Robust Convergence Unlike EM approaches which require
a careful selection of a starting point, the presented SGD
scheme is very robust to initial conditions due to the pro-
posed annealing approach. In all experiments with high-
dimensional image data, we found no initializations that did
not, given reasonable time, converge to a regular solution.
Fast Convergence A great advantage obtained by choosing
small batch sizes is a (potentially) high convergence speed.
We can observe this in Fig. 6: whereas EM may take up
to 20 epochs through the whole dataset to converge, SGD
usually converges early within the first epoch, which is a
substantial advantage whenever huge sets of data have to
be processed. The slightly inferior modeling performance
(expressed by the converged loss value) seems a very small
price to pay for this.
Small Batch Sizes and Streaming Data Throughout the
experiments, we use a batch size of 1, which allows data
stream processing without the need to store data at all. We
also show in Sec. 4.5 that changes in data statistics do not
lead to catastrophic but gradual forgetting. This is a general
property of GMMs but cannot be used by EM batch training.
No Assumptions About the Data The EM algorithm guar-
antees that the loss will not decrease due to an M-step. In
reality, this is no usually the case, so EM training could
actually decrease the loss function. We observed such a de-
crease whenever initializing centroids by k-means prior to
EM training. In contrast, SGD makes no such hard-to-verify
assumptions, and is guaranteed not to decrease the loss as
long as the step size is adequately chosen.
Numerical Stability While we are not optimizing the full
log-likelihood here, the max-component approximation is
actually a good one (see Sec. 4.2), and has the advantage
of absolute numerical stability. Smarter ways to avoid nu-
merical instabilities in the log-likelihood computation may
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be detected, but this is not easily possible when gradients
are computed automatically (like in most modern machine
learning frameworks). Indeed, we found that it was mainly
the (inaccessible) gradient computations where numerical
problems (e.g., NaN values) mostly occurred when using
the full log-likelihood.
Use of Advanced SGD Optimizers Another important ad-
vantage of SGD is the possibility to further speed up con-
vergence by using standard Deep Neural Network (DNN)
optimizers like Adam (Kingma & Ba, 2014) instead of plain
SGD. This will be explored in future works.
Automated Annealing Procedures The annealing schemes
described in Sec. 3.4 are effective in ensuring convergence
of SGD training (see Sec. 4.3). Evidently, a static scheme
like Deterministic Decay requires the adaptation of parame-
ters, starting and stopping point, which introduces several
new hyper-parameters. The two adaptive strategies that we
present also have hyper-parameters, but they can be set in a
task-independent fashion, without cross-validation (much in
the same way that hyper-parameters for the Adam optimizer
are not determined by cross-validation). This is due to the
fact that these methods mainly detect phases of stationary
loss, so hyper-parameters determine, e.g., time constants for
defining stationarity. Since we always have to assume that
the training data represents the underlying distribution well
enough, the length of one epoch can be used to set such time
constants without resorting to cross-validation.
Hyper-Parameter Selection The model contains the same
hyper-parameters that any SGD approach would have: the
learning rate , and the initialization ranges for the model pa-
rameters: µi, Σi and pii. We found that SGD is very robust
w.r.t. centroid initialization (see Sec. 4.4), whereas covari-
ance matrix initializations should be as small as numerically
possible such that responsibilities are sharply peaked during
the first training iterations, which avoids degenerate solu-
tions. Since it makes no sense to initialize covariances to
lower values than those that are actively enforced, these two
parameters are really identical. Hyper-parameters related
to annealing are discussed in the previous paragraph (but
see Tab. 2 for an overview). The learning rate must be set
by observing the training loss, much as one would do for a
DNN, and a good value we found was = 0.01.
6. Conclusion and Outlook
We showed that GMMs can be trained by SGD on high-
dimensional data, e.g., images, at very small batch sizes, in
a purely online fashion while enforcing all constraints. The
particular advantages of this are discussed in the previous
section. The presented work can be extended in several
ways: first of all, we wish to study the streaming perfor-
mance of SGD-trained GMMs. In this context, it is an
exciting possibility to react to concept drift by allowing
Table 2. Hyper-parameters of SGD-trained GMMs and sugges-
tions for choosing them. Here, we just list the hyper-parameters
intrinsic to the SGD training approach.
Parameter Comment Strategy/Def. Value
σ0 annealing start value 14 of the map diag.
σ∞ annealing lower bound 0.01
Σmin covariance clipping 0.05
Σi initialization for Σk 0.05 (same as Σmin)
µi initialization for µk 0.01
pii initialization for pik 1/K
α Double Exp time const. 0.1× samples/epoch
γ Double Exp decr. factor 0.95
K number of components the more the better
small increases of σ, which would essentially control the
re-learning capacity of the GMM. Furthermore, even bet-
ter approximations to Eq. (1) may be found by bounding
the log sum by the sum of logs using Jensen’s inequality.
We will also investigate how to further reduce memory re-
quirements by simplifying covariance matrices, since the
diagonal assumption is efficient but rather restrictive. Lastly,
the use of advanced DNN optimizers will be studied to un-
derstand whether and how these can contribute, especially
in streaming settings.
Acknowledgments We gratefully acknowledge the sup-
port of NVIDIA Corporation with the donation of the Titan
Xp GPU used for this research.
References
Acharya, S., Pant, A. K., and Gyawali, P. K. Deep learning
based large scale handwritten devanagari character recog-
nition. In Software, Knowledge, Information Manage-
ment and Applications (SKIMA), 2015 9th International
Conference on, pp. 1–6. IEEE, 2015.
Bulatov Yaroslav. Machine Learning, etc: notM-
NIST dataset, 2011. URL http://yaroslavvb.
blogspot.com/2011/09/notmnist-dataset.
html.
Cappe´, O. and Moulines, E. On-line expectation–
maximization algorithm for latent data models. Jour-
nal of the Royal Statistical Society: Series B (Statistical
Methodology), 71(3):593–613, 2009.
Cederborg, T., Li, M., Baranes, A., and Oudeyer, P.-Y. In-
cremental local online gaussian mixture regression for
imitation learning of multiple tasks. In 2010 IEEE/RSJ In-
ternational Conference on Intelligent Robots and Systems,
pp. 267–274. IEEE, 2010.
Chen, J., Zhu, J., Teh, Y. W., and Zhang, T. Stochastic
expectation maximization with variance reduction. In
Advances in Neural Information Processing Systems, pp.
7967–7977, 2018.
Gradient-based Training of Gaussian Mixture Models in High-Dimensional Spaces
Dempster, A. P., Laird, N. M., and Rubin, D. B. Maximum
likelihood from incomplete data via the em algorithm.
JOURNAL OF THE ROYAL STATISTICAL SOCIETY, SE-
RIES B, 39(1):1–38, 1977.
Dognin, P. L., Goel, V., Hershey, J. R., and Olsen, P. A. A
fast, accurate approximation to log likelihood of gaussian
mixture models. In 2009 IEEE International Conference
on Acoustics, Speech and Signal Processing, pp. 3817–
3820. IEEE, 2009.
Engel, P. M. and Heinen, M. R. Incremental learning of
multivariate gaussian mixture models. In da Rocha Costa,
A. C., Vicari, R. M., and Tonidandel, F. (eds.), Advances
in Artificial Intelligence – SBIA 2010, pp. 82–91, Berlin,
Heidelberg, 2010. Springer Berlin Heidelberg. ISBN
978-3-642-16138-4.
Feldman, D., Faulkner, M., and Krause, A. Scalable training
of mixture models via coresets. In Advances in neural
information processing systems, pp. 2142–2150, 2011.
Ge, R., Huang, Q., and Kakade, S. M. Learning mixtures of
gaussians in high dimensions. In Proceedings of the forty-
seventh annual ACM symposium on Theory of computing,
pp. 761–770. ACM, 2015.
Hosseini, R. and Sra, S. Matrix manifold optimization for
gaussian mixtures. In Advances in Neural Information
Processing Systems, pp. 910–918, 2015.
Kingma, D. P. and Ba, J. Adam: A method for stochas-
tic optimization, 2014. cite arxiv:1412.6980Comment:
Published as a conference paper at the 3rd International
Conference for Learning Representations, San Diego,
2015.
Kristan, M., Skocaj, D., and Leonardis, A. Incremental
learning with gaussian mixture models. In Computer
Vision Winter Workshop, pp. 25–32, 2008.
Lange, K. A gradient algorithm locally equivalent to the
em algorithm. Journal of the Royal Statistical Society:
Series B (Methodological), 57(2):425–437, 1995.
LeCun, Y., Bottou, L., Bengio, Y., and Haffner, P. Gradient-
based learning applied to document recognition. Proceed-
ings of the IEEE, 86(11):2278–2324, 1998.
Melnykov, V., Maitra, R., et al. Finite mixture models and
model-based clustering. Statistics Surveys, 4:80–116,
2010.
Murean, H. and Oltean, M. Fruit recognition from images
using deep learning. arXiv preprint arXiv:1712.00580,
2017.
Netzer, Y., Wang, T., Coates, A., Bissacco, A., Wu, B.,
and Ng, A. Y. Reading digits in natural images with
unsupervised feature learning. In NIPS workshop on
deep learning and unsupervised feature learning, volume
2011, pp. 5, 2011.
Ormoneit, D. and Tresp, V. Averaging, maximum penal-
ized likelihood and bayesian estimation for improving
gaussian mixture probability density estimates. IEEE
Transactions on Neural Networks, 9(4):639–650, 1998.
Pinheiro, J. C. and Bates, D. M. Approximations to the log-
likelihood function in the nonlinear mixed-effects model.
Journal of computational and Graphical Statistics, 4(1):
12–35, 1995.
Pinto, R. C. and Engel, P. M. A fast incremental gaussian
mixture model. PloS one, 10(10):e0139931, 2015.
Song, M. and Wang, H. Highly efficient incremental estima-
tion of gaussian mixture models for online data stream
clustering. In Intelligent Computing: Theory and Ap-
plications III, volume 5803, pp. 174–183. International
Society for Optics and Photonics, 2005.
Titterington, D. M., Smith, A. F., and Makov, U. E. Sta-
tistical analysis of finite mixture distributions. Wiley,,
1985.
Verbeek, J. J., Vlassis, N., and Kro¨se, B. J. Self-organizing
mixture models. Neurocomputing, 63:99–123, 2005.
Vijayakumar, S., D’souza, A., and Schaal, S. Incremental
online learning in high dimensions. Neural computation,
17(12):2602–2634, 2005.
Vlassis, N. and Likas, A. A greedy em algorithm for gaus-
sian mixture learning. Neural Processing Letters, 15(1):
77–87, Feb 2002. ISSN 1573-773X. doi: 10.1023/A:
1013844811137.
Xiao, H., Rasul, K., and Vollgraf, R. Fashion-MNIST: a
Novel Image Dataset for Benchmarking Machine Learn-
ing Algorithms. arXiv preprint arXiv:1708.07747, pp.
1–6, 2017.
