We present deep echelle spectrophotometry of the brightest emission-line knots of the star-forming galaxies He 2−10, Mkn 1271, NGC 3125, NGC 5408, POX 4, SDSS J1253−0312, Tol 1457−262, Tol 1924−416 and the H ii region Hubble V in the Local Group dwarf irregular galaxy NGC 6822. The data have been taken with the Very Large Telescope Ultraviolet-Visual Echelle Spectrograph in the 3100-10420Å range. We determine electron densities and temperatures of the ionized gas from several emission-line intensity ratios for all the objects. We derive the ionic abundances of C 2+ and/or O 2+ from faint pure recombination lines (RLs) in several of the objects, permitting to derive their C/H and C/O ratios. We have explored the chemical evolution at low metallicities analysing the C/O vs. O/H, C/O vs. N/O and C/N vs. O/H relations for Galactic and extragalactic H ii regions and comparing with results for halo stars and DLAs. We find that H ii regions in star-forming dwarf galaxies occupy a different locus in the C/O vs. O/H diagram than those belonging to the inner discs of spiral galaxies, indicating their different chemical evolution histories, and that the bulk of C in the most metal-poor extragalactic H ii regions should have the same origin than in halo stars. The comparison between the C/O ratios in H ii regions and in stars of the Galactic thick and thin discs seems to give arguments to support the merging scenario for the origin of the Galactic thick disc. Finally, we find an apparent coupling between C and N enrichment at the usual metallicities determined for H ii regions and that this coupling breaks in very low-metallicity objects.
INTRODUCTION
Carbon is the most abundant heavy-element in the Universe after oxygen and has an indisputable biogenic significance. It is an important source of opacity and energy production in stars as well as a major constituent of interstellar dust and organic molecules. Despite its importance, we have very 2 C. Esteban et al. few determinations of its abundance in external galaxies and they are based on the analysis of emission-line spectra of H ii regions. The most prominent spectral features of C require observations from space. The brightest collisionally excited lines (hereafter CELs) of C in ionized nebulae are C iii] 1909Å and [C ii] 2326Å lines in the UV and the determination of its line fluxes is severely affected by uncertainties in the reddening correction. On the other hand, the far-IR [C ii] 158 µm fine-structure line has the disadvantage that its emission arises predominantly in photodissociation regions, not in the ionized gas-phase. However, there are faint recombination lines (hereafter RLs) of C 2+ in the optical that can be detected and measured in bright nebulae with the use of high-throughput spectrographs at large-aperture telescopes. The brightest of these RLs is C ii 4267Å, which has also the advantage of lying in a spectral zone free of blending with other emission lines. Some of us have been pioneer measuring the C ii 4267Å line in Galactic and extragalactic H ii regions using intermediate and high-spectral resolution spectroscopy (e.g. Peimbert et al. 1992; Esteban et al. 2002 Esteban et al. , 2009 López-Sánchez et al. 2007 ). In particular, we have obtained -for the first timethe C/H and C/O radial gradients of the ionized gas in the Milky Way (Esteban et al. , 2013 and preliminary estimates for those gradients for the spiral galaxies M31, M33, M101 and NGC 2403 (see Esteban et al. 2014 ).
The C content in low-metallicity star-forming dwarf galaxies was first investigated by Garnett et al. (1995 Garnett et al. ( , 1997 ; Kobulnicky et al. (1997) and Kobulnicky & Skillman (1998) based on Hubble Space Telescope (HST ) spectroscopy in the UV range that included measurements of the C iii] 1909Å line and also [C ii] 2326Å in some cases. These studies obtained data for a dozen metal-poor dwarf galaxies including I Zw 18, NGC 5253, NGC 4861, and NGC 2366. These works confirmed a rather clear correlation between the C/O and O/H ratios with C showing an apparent "secondary" behaviour with respect to O (Garnett 2004) . The observed C/O vs. O/H trend has been interpreted as the time delay in the release of C by low-and intermediate-mass (LIM) stars with respect to the O production and/or metallicitydependent yields of C in massive stars (Garnett et al. 1999; Henry et al. 2000; Carigi 2000; Chiappini et al. 2003) .
The aim of the present paper is to detect and measure C ii and O ii RLs in low-metallicity H ii regions of starforming dwarf galaxies to explore the C content and the behaviour of the C/O ratio at low metallicities in combination with our previous data for H ii regions in discs of the Milky Way and other nearby spiral galaxies. These determinations of the C/O ratios would be more solid than those based on UV CELs because they are much less dependent on uncertainties in the reddenning law and the temperature structure of the nebulae.
The structure of this paper is as follows. In §2 we describe the sample selection, observations and the data reduction procedure. In §3 we describe the emission line measurements and identifications as well as the reddening correction. In §4 we present the physical conditions and ionic and total abundances determined for the sample objects. In §5 we discuss the behaviour of the C/O vs. O/H and C/O vs. N/O relations in low-metallicity objects. Finally, in §6 we summarize our main conclusions.
SAMPLE SELECTION, OBSERVATIONS AND DATA REDUCTION
The sample was selected after an inspection of the available literature collecting spectrophotometric data of H ii galaxies and H ii regions in dwarf irregular galaxies. In order to detect and measure the faint RLs of C ii 4267Å and those of multiplet 1 of O ii at about 4650Å, we selected objects that could be observed from Paranal Observatory showing: a) high surface brightness in the Hβ or Hα lines and b) high ionization degree to ensure a better chance to detect lines of C 2+ and O 2+ . We also include the bright H ii region Hubble V (HV) in the dwarf irregular galaxy of the Local Group NGC 6822. This is the only object for which C ii and O ii RLs were previously detected but from low spectral resolution data . Table 1 compiles the coordinates of the slit centre of our observations as well as the morphological classification, absolute magnitudes, and distances to the galaxies as it is usually indicated in the NED database. In the case of NGC 6822, these data have been taken from the compilation of McConnachie (2012) for galaxies of the Local Group. For POX 4 and Tol 1457−262 the values of MV have been taken from López-Sánchez & Esteban (2008) . In our sample objects, C ii and O ii lines were well measured -with an uncertainty better than 40% in their line intensity ratio with respect to Hβ-in NGC 5408, and NGC 6822. For Mrk 1271 and NGC 3125 we obtain good measurements of O ii lines but only detections of C ii. For POX 4, we measured C ii and only a noisy detection of the O ii lines. In SDSS J1253−312 we detected both kinds of RLs and only O ii in Tol 1924−416. Unfortunately, for He 2−10 and Tol 1457−262 we did not detect the RLs of our interest. It is important to note that Guseva et al. (2011) used the data we are analysing in this paper as part of their study of archive data for determining abundance patterns and the abundance discrepancy in low-metallicity emissionline galaxies. These authors report good measurements of both, C ii and O ii lines in NGC 5408, NGC 6822 -like usbut also in Mrk 1271, NGC 3125, and POX 4. On the other hand, Guseva et al. (2011) give errors of about 35% for the C ii 4267Å line in Tol 1457−262, and Tol 1924−416, objects for which we do not detect this line at all. Perhaps, these differences can be explained attending to different extraction windows used in both studies. As it is indicated ahead in this section, our extraction windows were restricted to isolate the brightest knots but, unfortunately, Guseva et al. (2011) do not provide precise information about this issue.
The observations were made on 2008 May 2 and 3 at Cerro Paranal Observatory (Chile), using the UT2 (Kueyen) of the Very Large Telescope (VLT) with the Ultraviolet Visual Echelle Spectrograph (UVES, D'Odorico et al. 2000) . The standard settings of UVES were used covering the spectral range from 3100 to 10420Å. Some small spectral intervals could not be observed. These are: 5773−5833, 8535−8649, 10081−10091 and 10249−10262Å due to the physical separation between the CCDs of the detector system of the red arm and because the last orders of the spectrum do not fit completely within the size of the CCD. The journal of the observations is shown in Table 1 . The spectra are divided in four spectral ranges (B1, B2, R1, and R2 in Table 1 ) because of the two central wavelengths used to cover the whole optical-NIR with the two arms of UVES. These spectral ranges are: 3100−3870Å (B1), 3760−4985Å (B2), 4785−6815Å (R1) and 6700−10420Å (R2). For some of the objects, additional single short exposures of 60 seconds were taken to obtain non-saturated flux measurements for the brightest emission lines. The slit was set at different position angles in the objects trying to cover the brighest areas. The atmospheric dispersion corrector (ADC) was used to keep the same observed region within the slit regardless of the airmass value. The slit width was set to 3 ′′ (R ∼ 15,000-20,000) as a compromise between the spectral resolution needed and the desired signal-to-noise ratio of the spectra. The slit length was fixed to 10 ′′ in the two bluest spectral ranges (B1 and B2) and 12
′′ and the two reddest ones (R1 and R2). The final one-dimensional spectra we analysed were extracted for areas of different size, covering the brightest knots of the objects but the same sizes in the blue and red spectral ranges. In Table 1 and Figure 1 we indicate the position and size of the areas extracted for each object.
The spectra were reduced using the iraf 1 echelle reduction package, following the standard procedure of bias subtraction, aperture extraction, flatfielding, wavelength calibration and flux calibration. The standard stars LTT 3864, 
CD−32
• 9927, and EG 274 (Hamuy et al. 1992 (Hamuy et al. , 1994 were observed to perform the flux calibration.
LINE INTENSITIES
Line fluxes were measured with the splot routine of iraf by integrating all the flux in the line between two given limits and over the average local continuum. In the case of line blending, a double Gaussian profile fit procedure was applied to measure the individual line intensities.
All line fluxes of a given spectrum have been normalized to a particular bright emission line in each spectral range. For the bluest range (B1), the reference line was H10 3798Å. For the B2 and R1 ranges, Hβ was used. For the reddest spectral interval, R2, the reference line was [S ii]6717Å. In order to produce a final homogeneous set of line flux ratios, all of them were rescaled to Hβ considering the F (H10)/F (Hβ) and F ([S ii] 6717Å)/F (Hβ) line intensity ratios measured in the B2 and R1 spectral ranges, respectively.
The spectral ranges observed present some overlapping at the edges. The final flux of a line in the overlapping regions was the average of the values obtained in both adjacent spectra. A similar procedure was considered in the case of lines present in two consecutive spectral orders. The average of both measurements were considered as the adopted value of the line flux. In all cases, the differences in the line flux measured for the same line in different orders and/or spectral ranges do not show systematic trends and are always within the uncertainties.
The identification and laboratory wavelengths of the lines were obtained following our previous works on echelle spectroscopy of bright extragalactic H ii regions (López-Sánchez et al. 2007; Esteban et al. 2009 ). For a given line, the observed wavelength is determined by the central point of the two extremes of the baseline chosen for the line flux integration or the centroid of the line when a Gaussian fit is used (in the case of line blending). The final adopted values of the observed wavelength of a given line are relative to the heliocentric reference frame.
The observed line intensities must be corrected for interstellar reddening. This was done using the reddening constant, c(Hβ), obtained from the intensities of the Balmer lines. However, the fluxes of H i lines may be also affected by underlying stellar absorption. Consequently, we have performed an iterative procedure to derive both c(Hβ) and the equivalent widths of the absorption in the H i lines, W abs , which we use to correct the observed line intensities. We assumed that the equivalent width of the absorption components is the same for all the Balmer lines and used the relation given by Mazzarella & Boroson (1993) to the absorption correction for each Balmer line following the procedure outlined by López-Sánchez et al. (2006) . We have used the reddening curve of Cardelli et al. (1989) -assuming RV = 3.1-and the observed Hα/Hβ, Hγ/Hβ, Hδ/Hβ, and Hǫ/Hβ line ratios. We have considered the theoretical line ratios expected for case B recombination given by Storey & Hummer (1995) for electron densities of 100 cm −3 and a first estimation of the electron temperature of each object based on the line intensity ratios not corrected for reddening. At the end of tables 2, 3 and 4, we include the c(Hβ) and W abs pairs that provide the best match between the corrected and the theoretical line ratios. In the tables we also include the observed -uncorrected for reddening-integrated Hβ flux, F (Hβ) and the equivalent width of this line, W (Hβ). Tables 2, 3 , and 4 show all the emission-line intensities measured and provide the most complete collection of emission lines available for the sample objects. For comparison, while Guseva et al. (2011) -using the same dataset-give line intensity ratios for 46 and 45 lines for NGC 5408 and HV Table 3 . Dereddened line intensity ratios with respect to I(Hβ) = 100 of Mkn 3125, Mkn 1271, and POX 4.
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Mkn 1271 C and O abundances in star-forming galaxies 11 Table 3 . continued (NGC 6822), respectively, we identify and measure 177 and 166 lines in these two objects. Our list of identified emission lines is also more complete for the rest of the objects. Columns 1 to 3 of the tables give the laboratory wavelength and the identification -ion and multiplet-of each line. Column 4 indicates the f (λ) value of the extinction curve for each line. Columns 5, 7, and 9 give the observed wavelength of the lines -corrected for heliocentric velocity-measured in each of the 3 objects included in each table. Finally, columns 6, 8, and 10 give the dereddened intensity line ratios with respect to Hβ and their associated uncertainty. The quoted errors include the uncertainties in line intensity measurement and error propagation in the reddening coefficient.
As an example, Figure 2 plots sections of our fluxcalibrated echelle spectra showing the recombination lines of C ii 4267Å and multiplet 1 of O ii around 4650Å in the case of HV (NGC 6822) and NGC 5408.
RESULTS

Physical Conditions
Physical conditions were calculated from emission-line ratios of CELs with pyneb (Luridiana et al. 2012) , an updated python version of the nebular package of iraf, in combination with the atomic data listed in Table 5 . Electron temperature and density, Te and ne, were determined making use of the diagnostic ratios available in our spectrum that were numerous due to their long exposure times and wide spectral coverage. Electron densities have been derived Liu et al. (2000) . The physical conditions are presented in Table 6 . All the objects show low values of ne, in the range between 100 and 200 cm −3 except in the case of He 2−10, where the densities are between 500 and 2000 cm −3 . In some objects, the ne derived from
show values larger than the other diagnostics, indicating possible density structure. Following Ferland et al. (2012) , the intensity of [N i] lines are affected by pumping by far-ultraviolet stellar radiation and therefore the high value of ne determined from those lines in the case of HV (NGC 6822) may be incorrect. In general, our ne values agree with those derived by Guseva et al. (2011) and other authors for the same objects. In the case of Te we want to remark the high consistency of the values we obtain from the different indicators for the same objects. The values of Te indicated in Table 6 are also in general consistent with those obtained by other authors but there are some discrepancies. The Te([S ii]) derived by Guseva et al. (2011) for He 2−10, Mrk 1271, NGC 3125, NGC 5408, HV (NGC 6822), and Tol 1924−416 are several thousands K lower than the values we obtain, being our determinations much more consistent with Te([O ii]). This may be due to the use of different sets of atomic data for S + . There are also large differences in the values of Te([O ii]) that Guseva et al. (2011) and us obtain for NGC 5408 and SDSS J1253−0312, being our values much larger but also more consistent with the temperatures obtained for other ions. In contrast, we obtain a much larger Te([S iii]) for POX 4, and this value is clearly inconsistent with the temperatures of the rest of ions. We assume a two-zone approximation for the nebula estimating the representative values of the electron temperature for the zones where low and high-ionization potential ions are present, T (low) and T (high). Those values will be used for determining ionic abundances. Table 6 . It must be advised that very recent calculations by Storey et al. (2014) find rather different values of the collision strengths for CELs of O 2+ with respect to those calculated by Palay et al. (2012) -the dataset that we have used in our calculations for that ion. Using the collision strengths of Storey et al. (2014) -the previous collision strengths calculated by Aggarwal & Keenan (1999) give very similar Te([O iii]) values -would imply values of Te([O iii]) of the order of 400-500 K higher than the ones we give in Table 6 . Table 4 . Dereddened line intensity ratios with respect to I(Hβ) = 100 of SDSS J1253−0312, Tol 1457−262, and He 2−10.
SDSS J1253−0312
Tol 1457−262 He 2−10 18500 ± 1400 14420 ± 1100 12180 ± 820 8390 ± 330 T (high) 12580 ± 270 13000 ± 570 11000 ± 420 8040 ± 420 , and Fe 2+ have been derived from CELs under the two-zone scheme and not considering temperature fluctuations in the gas (t 2 = 0, see below) using the pyneb package (version 0.9.3) and the atomic dataset indicated in Table 5 . In pyneb, an atom is represented as an n-level system and computes the line emissivities as a function of the physical conditions, ne and Te. The final results are presented in Tables 7 and 8 . We have assumed T (low) to calculate the abundances of low ionization potential ions: N + , O + , and S + ; and T (high) for the rest. We have adopted a mean representative ne for all the ions in each object. All of them are in the low-density regime, therefore the results do not depend on the precision of the adopted ne. A number of [Fe ii] lines have been detected in the spectra of some of our sample objects. These lines are severely affected by continuum fluorescence effects (see Rodríguez 1999; Verner et al. 2000) and are not suitable for abundance determinations. Unfortunately, the brightest and less sensitive to fluorescence [Fe ii] line, [Fe ii] 8616Å is in one of our observational gaps. In Figure 3 we compare the O 2+ abundances we determined from CELs and those calculated by Guseva et al. (2011) from the same dataset for the same objects. In the figure we have also included values from VLT data for the H ii galaxy NGC 5253, which analysis was published by López-Sánchez et al. (2007) . These authors used a similar methodology as in this paper so their data can be considered as part of this work. Although the areas extracted by Guseva et al. (2011) and us for their spectroscopical analysis may be different in some objects -perhaps in the case of NGC 5408 -there is a general good agreement because most of the points lie very close of the 1:1 relation line. This is expected for independent similar calculations based on the same data. It is remarkable that since the error bars of all our abundance determinations -except NGC 5408-intersect the 1:1 relation line, none of the error bars quoted by Guseva et al. (2011) intersect it at all. This fact suggests that the uncertainties calculated by those authors might be underestimated.
We have measured many He i emission lines in the spectra of all objects. To derive the He + abundance, we used the effective recombination coefficients of Storey & Hummer (1995) for H i and those computed by Porter et al. (2012 Porter et al. ( , 2013 for He i, whose calculations include corrections for collisional excitation and self-absorption effects. The finally adopted He + /H + ratio for each object has been derived from a maximum likelihood method (MLM, Peimbert et al. 2000 Peimbert et al. , 2002 . With this method we obtain the best pair of values of mean He + /H + ratio and temperature fluctuations parameter -t 2 , in this case we designate it as t 2 (He i) -that minimize the χ 2 of the MLM. For that procedure, we used a number of He i lines ranging from 5 to 15 depending on the object. Table 9 shows the values of t 2 (He i) we obtain for all the objects and those estimated assuming that the abundance discrepancy factor for O 2+ -ADF(O 2+ ), see definition in Equation 1 -is produced by temperature fluctuations in the ionised gas (see below). As we can see the t 2 values we obtain from both methods are in general consistent except in the case of NGC 5408. It is clear that since the t 2 parameter determined from the ADF(O 2+ ) concerns to the zone of the nebula where O 2+ is present and t 2 (He i) is representative for the whole ionized gas. However, in the sample objects, the O 2+ /O + ratio is between 2.5 and 7.0, indicating that both zones have a large common volume. The only object with previous determination of t 2 is HV in NGC 6822. obtain a value of 0.076±0.018 for it based on the ADF(O 2+ ), consistent with our t 2 determinations within the uncertainties. The values of the t 2 we calculate in the objects investigated in this paper are among the highest we have found in H ii regions. In the compilations presented by López-Sánchez et al. (2007) and Esteban et al. (2009) , we can see that only NGC 2363 -a giant H ii region in the dwarf H ii galaxy NGC 2366 -for which Esteban et al. (2009) determined a t 2 of about 0.120, show a similar high value. Therefore, giant H ii regions in dwarf star-forming galaxies present the highest t 2 values. This may perhaps be related to their complex structure and dynamics due to the action of stellar winds and supernova remnants as it was firstly advocated by Peimbert et al. (1991) or even the hardening of the energy distribution of ionizing photons as the central clusters evolve (Perez 1997) . Although the simple Peimbert's formalism (Peimbert 1967) may be not completely adequate for such large temperature fluctuations, we consider it is still useful for parameterizing the problem until their existence and nature are definitely proven.
We have obtained good signal-to-noise ratio measure- ments of the intensity of C ii 4267Å line in HV (NGC 6822) and NGC 5408. In the cases of Mkn 1271, NGC 3125, POX4, and SDSSS J1253−0312 the error of the intensity of that line is of the order or larger than 40%, and does not permit to derive a precise value of the ionic abundance. C ii 4267Å has not been detected in Tol 1457−262 and He 2−10. However, Guseva et al. (2011) report good measurements of the intensity of C ii 4267Å in all the sample objects except in SDSSS J1253−0312 -its error is somewhat larger than 40% -and He 2−10, for which they derive an upper limit. This disagreement has not a clear explanation for us considering that we are analysing the same spectral dataset and thatas it has been said before -we optimized the extracted areas in order to isolate the brightest knots for each object. These knots coincide with the position of the ionizing sources and therefore where the bulk of C 2+ emission should be concentrated.
The lower panel of Figure 4 compares our line intensity ratios of C ii 4267Å with respect to Hβ with those obtained by Guseva et al. (2011) . As we can see, some values do not agree, but there is not a systematical difference between both sets of determinations. C ii 4267Å is a pure RLs and permits to derive the C 2+ /H + ratio. We have used T (high) and the effective recombination coefficients of Davey et al. (2000) to obtain the C 2+ abundance of the objects, which is included in Tables 7 and 8 . The upper panel of Figure 4 shows that the C 2+ / H + ratios we obtain for the sample ob- jects -including data for NGC 5253 (López-Sánchez et al. 2007 ) -are systematicaly larger than those determined by Guseva et al. (2011) except in the case of NGC 5408. The fact that this systematic difference is not seen in the lower panel and that we are using the same set of effective recombination coefficients suggests that the source of the disagreement should come from the different -or inappropriate -calculation procedure used to derive the abundances. We obtain good measurements of RLs of O ii in the cases of HV (NGC 6822 (2011) give an error of 15% for the blend of O ii lines at 4649.13 and 4650.84Å in He 2−10 since we do not detect such feature in our spectrum. In Figure 5 we compare the line intensity ratios of the blend of O ii 4649.13 and 4650.84Å lines with respect to Hβ obtained by Guseva et al. (2011) and in this work, finding no systematical differences. Following our usual methodology to minimize uncertainties, we have derived the O 2+ abundance from the estimated total intensity of the RLs of multiplet 1 of O ii (see Equation 7 of Esteban et al. 2009 ). The lines of multiplet 1 of O ii are not in LTE for densities ne < 10 4 cm −3 (Ruiz et al. 2003) , and this is the case for all our sample objects. Therefore, we have used the prescriptions given by to calculate the appropriate corrections for the relative strengths between the individual lines of multiplet 1. The O 2+ abundances from RLs have been calculated using T (high) and the effective recombination coefficients of Storey (1994) assuming LS coupling and they are included in Tables 7 and  8 . In contrast to that we found in the comparison of C 2+ abundances, we do not find systematic differences between the O 2+ /H + ratios determined by us and the values given by Guseva et al. (2011) . In this case, there seems to be no discrepancies between the methods for determining the O 2+ abundance used by both research groups.
The spectra of some of the sample objects also show permitted lines of other heavy-element ions as N i, N ii, N iii, O i and/or Si ii, but they are produced by fluorescence and can not be used to derive reliable abundance values (see Esteban et al. 1998 Esteban et al. , 2004 .
For HV (NGC 6822), Mkn 1271, NGC 3125, and NGC 5408, the high signal-to-noise ratio of the spectra has permitted to calculate O 2+ abundances from both kinds of lines RLs and CELs. In the cases of POX 4, Tol 1924−416, and SDSS J1253−0312 the abundance determinations based on RLs are rather uncertain due to the faintness of the lines. It is important to remark that -except for SDSS J1253−0312 -the O 2+ abundance determined from RLs is always larger than that obtained from CELs, with differences ranging from 0.20 and 0.62 dex. This difference is the so-called abundance discrepancy O 2+ , ADF(O 2+ ), which is defined as: ). The mean of the four objects with the best determinations of the ADF(O 2+ ) in the present work (HV, Mkn 1271, NGC 3125 and NGC 5408) is 0.43±0.16, higher than in the rest of the H ii regions reported in the literature. There seems to be no correlation between the ADF(O 2+ ) and properties as metallicity, ionization degree or mean electron temperature of the ionized gas.
If -as an hypothesis -and as in other previous spectroscopical studies of our group, we assume the validity of the temperature fluctuations paradigm and that this phenomenon produces the abundance discrepancy (see García-Rojas & Esteban 2007), we can estimate the t 2 parameter that produces the agreement between the abundance of O 2+ determined from CELs and RLs, t 2 (ADF). Table 9 compiles the values of t 2 (ADF) obtained for the objects. Tables 7 and 8 
Gas-phase total abundances
We have adopted a set of ionization correction factors (ICFs) to correct for the unseen ionization stages and derive the total gas-phase abundances of the different elements, except in the case of O for which we have measured emission lines of all the main expected ionic species. The adopted total abundances for t 2 = 0 and t 2 > 0 are presented in Tables 7 and  8 . For those objects without detection of He ii lines -HV (NGC 6822), NGC 3125, and He 2−10 -the total helium abundance has been corrected for the presence of neutral helium using the ICFs obtained from the photoionization models of Stasińska (1990) 
and Te([O ii]) determined for each object. In the case of He 2−10, we have not been able to obtain a precise value of the total He abundance due to its low ionization degree that implies a large contribution of neutral He and a very uncertain ICF. The total He abundance of the rest of the sample objects have been calculated adding the He + /H + and He 2+ /H + ratios, the contribution of this last ion is almost negligible in all the objects. The weakness of the He ii 4686Å lines implies that the amount of O 3+ inside the nebulae is irrelevant, validating our assumption of no considering an ICF for O.
For C, we have adopted an ICF derived from photoionization models of Garnett et al. (1999) . This correction seems to be fairly appropriate considering the high ionization degree of the nebulae where the C ii 4267Å line has been detected. In order to derive the total abundance of nitrogen we have used the usual ICF based on the similarity of the ionization potential of N + and O + (Peimbert & Costero 1969) . The only measurable CELs of Ne in the optical range are those of Ne 2+ but the fraction of Ne + may be important in the nebulae. We have adopted the usual expression of Peimbert & Costero (1969) that assumes that the ionization structure of Ne is similar to that of O. We have measured CELs of two ionization stages of S: S + and S 2+ , and used the ICF proposed by Stasińska (1978) to take into account the presence of some S 3+ . For argon, we have determinations of Ar 2+ and Ar 3+ but some contribution of Ar + is also expected. We have adopted the ICF recommended by Izotov et al. (1994) for this element. Finally, we have used an ICF scheme based on photoionization models of Rodríguez & Rubin (2005) to obtain the total Fe/H ratio from the Fe 2+ / H + ratio. The variations due to the dependence of the adopted ICFs on the t 2 considered are also included in the total abundances given in Tables 7 and 8 . We have made the exercise of estimating the total abundances of several elements in the case of using other ICFs as the scheme proposed by Izotov et al. (2006) based on photoionization model grids. We find that the differences are not very significant except in rather few cases. Our determinations of the N and Ne abundances are in average about 0.04 dex higher than those calculated making use of the formulae of Izotov et al. (2006) . In the case of S, the average difference is higher, being our S/H ratios 0.09 dex lower than those obtained with the alternative ICF scheme. The differences are much larger in the cases of SDSS J1253−0312 and He 2−10 -precisely our objects with the highest and lowest ionization degrees, respectively -for which our S abundances are 0.22 and 0.32 dex -respectively -lower than those estimated using the formulation of Izotov et al. (2006) . Finally, 20 C. Esteban et al.
our Ar abundances are only about 0.02 dex higher except in the case of He 2−10, where the difference is about 0.22 dex.
DISCUSSION
The C/O vs. O/H relation
Determining the C/O ratios in extragalactic H ii regions and H ii galaxies permits to explore the chemical evolution of C in low-metallicity objects. Figure 6 plots the C/O vs. O/H ratios for the complete sample of H ii regions where C and O abundances have been determined from RLs: HV (NGC 6822) and NGC 5408 from this work, Galactic H ii regions Esteban et al. 2013 ), H ii regions in external spiral and irregular galaxies (Peimbert 2003; Esteban et al. 2009 ) and the blue compact dwarf galaxy NGC 5253 (López-Sánchez et al. 2007 ). The peculiar position of NGC 2363 is indicated in Figure 6 because it will be discussed later. The figure shows the wellknown C/O vs. O/H correlation found in previous works by, for example, Garnett et al. (1995 Garnett et al. ( , 1999 ) from observations of CELs or Esteban et al. (2002 Esteban et al. ( , 2009 ) from observations of RLs. Figure 6 includes the time evolution of the abundances predicted by the chemical evolution models of the Milky Way disc presented by Esteban et al. (2013) . These models reproduce the observed radial C, O, and C/O gradients determined by Esteban et al. (2005 Esteban et al. ( , 2013 . The solid line represents the time evolution of abundances at RG = 8 kpc since the epoch of the formation of the Galactic disc, from tG ∼ 1 Gy up to the present. The dotted line connecting with the solid line indicates the chemical evolution at that part of the Galaxy for tG < 1 Gy, corresponding to the epoch of the formation of the Galactic halo. The long-dashed line connected with another dotted line represents the chemical evolution at RG = 4 kpc during the halo and disc formation. The short-dashed line represents the same for RG = 14 kpc.
The main assumptions of the chemical evolution model by Esteban et al. (2013) are described in the following:
i) The Milky Way disc was formed in an inside-out scenario from primordial infall with time scales τ = r(kpc)−2 Gyr.
ii) The star formation rate (SFR) is a spatial and temporal function of the form:
where Mgas and M bar are the surface mass density of gas and baryonic masses; ν is r-dependent to reproduce the behaviour of the O/H gradient in the Galactic disk.
iii) The initial mass function is that by Kroupa et al. (1993) in the 0.08 − 80 M⊙ range. iv) We consider an array of metal dependent yields:
a) for LIM stars (0.8 m/M⊙ 8), we use the yields by Marigo et al. (1996 Marigo et al. ( , 1998 and Portinari et al. (1998) Esteban et al. 2013) ; open (magenta) triangles correspond to H ii regions in the inner discs of external spiral galaxies ); full (red) triangles indicate abundance ratios for H ii regions in irregular galaxies (this work; Peimbert 2003; Esteban et al. 2009 ) and full (red) circles correspond to dwarf star-forming galaxies (classified as H ii galaxies or blue compact dwarves: this work; López-Sánchez et al. 2007 ). The solar symbol represents the abundances of the Sun ). The lines show the predictions of chemical evolution models presented by Esteban et al. (2013) for the Milky Way. The solid line represents the time evolution of abundances since the formation of the Galactic disc (t G > 1 Gy) for R G = 8 kpc, the longand short-dashed lines represent the same but for R G = 4 and 14 kpc, respectively. Dotted lines represent the evolution for the same radii but for t G < 1 Gy, during the formation of the Galactic halo. We recommend to add ∼0.1 dex to the log(O/H) values of H ii regions to correct for dust depletion. No correction is needed for their C/O ratios (see §5.1 for details).
Our model is in agreement with competing classical chemical evolution models (without dynamical considerations) in broad outlines, but it disagrees on some details. For example, our model explains the rise in C/O for metalpoorest thick disk stars due to LIM stars of low Z and the high C/O for metal-richest thin disk stars due to massive stars of high Z, but Cescutti et al. (2009) explain the C/O ratios in disk stars due to massive stars alone. Most chemical evolution models need to improve their agreement with the gaseous and stellar N abundances Romano et al. 2010; Kobayashi et al. 2011) . The disagreement is due mainly to the uncertainties in the N yields (Karakas & Lattanzio 2007) due to its complex nucleosynthesis. Moreover, our model, as classical ones, cannot reproduce the alpha-element enhancement shown by the thick disk stars compared to thin disk ones because it does not consider dynamical aspects (see Minchev et al. 2013 , and references therein).
It must be remarked that the C and O abundances of the H ii regions presented in Figure 6 have not been corrected for the fraction of atoms embedded in dust and this should be taken into account when comparing with stellar or solar abundances or the results from chemical evolution models. According to Mesa-Delgado et al. (2009) the fraction of O embedded in dust grains in the Orion Nebula is about 0.12 dex. Peimbert & Peimbert (2010) have estimated that the depletion of O increases with increasing O/H. They propose that O depletion ranges from about 0.08 dex, for the metal poorest H ii regions, to about 0.12 dex -the value estimated for the Orion Nebula -for metal-rich H ii regions. C is also expected to be depleted in dust, mainly in polycyclic aromatic hydrocarbons and graphite, though the study of its depletion is certainly problematic (see Mathis 1996) . The paucity of observational information makes that the C abundance in the gas and dust phases of the diffuse interstellar medium is something very poorly understood (see Sofia et al. 2011 , and references therein). The different estimations of the amount of C locked up in dust grains in the local interstellar medium show a rather large variation depending on the abundance determination methods applied (see Jenkins 2014) . Assuming the quantities complied by Jenkins (2014) we find that the gas+dust C/H ratios in the Orion Nebula would be between 0.09 to 0.26 dex larger than the ionized gas phase values determined by Esteban et al. (2004) . However, some degree of destruction of C-bearing dust particles is likely to be acting in ionized nebulae and the assumption of depletion factors of the neutral diffuse interstellar medium may not be appropriate for an ionized nebula. On the other hand, assuming the protosolar C abundance given by Asplund et al. (2009) -corrected for the amount of this element produced by the chemical evolution of the Galaxy that those authors propose -we find a dust depletion of the order of 0.10 dex for the Orion Nebula, in agreement with the estimate by Esteban et al. (1998) . Taking into account (a) the uncertain degree of depletion of C in local objects, (b) the indications that this seems to be not very different to that of O and (c) the complete lack of estimations for lower metallicities, we consider reasonable to assume no correction for the C/O ratio. As a conclusion, we recommend to increase nebular O/H values by about 0.08-0.12 dex but not the C/O ratio when comparing those ratios with the predictions of chemical evolution models or solar or stellar abundances.
Following Figure 6 , it is evident that H ii regions in irregular and H ii galaxies -except NGC 2363 -show systematically lower values of C/O and somewhat lower O/H than H ii regions belonging to the inner discs of spiral galaxies. Therefore, both kinds of objects occupy different loci in the diagram, indicating different chemical evolution histories. In fact, star formation in dwarf galaxies are dominated by bursts and the particular star formation history of each object may be very different (e.g. López-Sánchez & Esteban 2010; Karthick et al. 2014 ). In the diagram -and considering the dust correction commented above -we can see that the Galactic disc models match quite well the distribution of the points corresponding to spiral galaxies. Chemical evolution models for local dwarf spheroidal galaxies (dSphs), as those by Carigi et al. (2002) , are able to reproduce the range of C/O and O/H ratios observed in H ii regions belonging to dwarf irregular galaxies. This agreement is due to the sim- ilarity between the early bursts of star formation in dSphs and the recent bursts of star formation in dwarf irregulars (see Skillman et al. 2014, their figure 9) .
In ionized nebulae, the C/O ratio can also be determined from the intensity of CELs of C 2+ and O 2+ in the UV. Based on that kind of lines, Garnett et al. (1995 Garnett et al. ( , 1997 , Kobulnicky et al. (1997) , Skillman (1998), and Thuan (1999) determined the C/O ratios for a number of metal-poor galaxies. The same was done by Garnett et al. (1999) for a sample of H ii regions in the inner discs of spiral galaxies. Figure 7 compares the C/O ratios in objects for which we have determinations based on both kinds of lines, CELs and RLs. The data based on RLs are from López-Sánchez et al. (2007 , NGC 5253), Peimbert (2003 and Esteban et al. (2009, NGC 2363, NGC 5461, and VS 44) . The data based on CELs are from: Kobulnicky et al. (1997, NGC 5253) , Garnett et al. (1995, 30 Dor, and NGC 2363) and Garnett et al. (1999, NGC 5461, and VS 44) . In the cases of NGC 5461 and VS 44, Garnett et al. (1999) give two values of the C/O ratio depending on two different reddening laws they assume in the UV. Figure 7 shows that C/O ratios calculated with CELs and RLs are consistent within the uncertainties except in the case of NGC 2363. The C/O ratio obtained by Esteban et al. (2009) from RLs for this object is substantially higher than that obtained by Garnett et al. (1995) from CELs perhaps because we observe a different zone of the object.
Assuming that C/O(RLs) ∼ C/O(CELs) as Figure 7 suggests, we have constructed Figure 8 including the same objects as in Figure 6 but adding data for additional metal-poor star-forming dwarf galaxies obtained from UV CELs. These last data have been taken from Garnett et al. (1997) , Skillman (1998), and Thuan (1999) . The figure permits to explore the C/O vs. O/H relation at lower metallicities. In the sake of consistency and for comparing O abundances determined using the same method, we have represented the O/H ratio determined from CELs and t 2 = 0 for all the objects. For our opinion, this is the best solution because objects which C abundance has been determined from UV CELs do not have estimate of their expected ADF(O 2+ ) as well as of their corresponding t 2 parameter. Now, in Figure 8 , the points that were included in Figure 6 -for which we determined O/H from RLs -are displaced between 0.20 and 0.30 dex towards lower O abundances due to the aforementioned abundance discrepancy problem. The amount of such discrepancy for each object can be noted comparing the O abundance of the points having the same C/O ratios in figures 6 and 8. From Figure 8 , it is now more evident that the objects show a clear trend in the sense of increasing the C/O ratio as the O abundance increases. This tendency has been interpreted as the combination of two processes: a) the time delay in the release of C by low-and intermediate-mass (LIM) stars with respect to the O production and b) metallicity-dependent yields of C in massive stars (Garnett et al. 1999; Henry et al. 2000; Carigi 2000; Chiappini et al. 2003) . The objects that show some displacement from that trend are indicated in Figure 8 : NGC 2363, UM 469, and the two points corresponding to the NE and SW zones of I Zw 18. However, UM 469 presents a large error and its position should be even considered compatible with the general trend considering the uncertainties. Figure 9 further extends the C/O vs. O/H diagram showing the behaviour of very metal-poor objects: stars of the Galactic halo (Fabbian et al. 2009 ) and damped Lyα (DLA) systems (Cooke et al. 2011) . For the Milky Way, it appears that the amount of C in halo stars is dominated by the contribution from massive stars (e.g. Akerman et al. 2004; Fabbian et al. 2009 ). Figure 9 shows that the position of metal-poor star-forming dwarf galaxies and halo stars is similar, suggesting the same origin for the production of the bulk of C in those galaxies. Garnett et al. (1995) came to the same conclusion from the comparison of the C/O ratio in dwarf galaxies with the predictions for massive star nucleosynthesis models of Weaver & Woosley (1993) . The increase of the C/O toward the lowest metallicities may be the fingerprints of the contribution of Population III stars or the enhanced production of C induced by fast rotation in Population II stars (e.g. Fabbian et al. 2009 ). It is interesting to note that the two points of I Zw 18 -that were slightly above the extrapolation of the behaviour of other H ii regions with higher O/H ratios in Figure 8 -match the general trend of the Galactic halo stars. From the data represented in Figure 9 , a minimum of the C/O ratio seems to exist at log(O/H) ∼ −4.6. In any case, we must remind that the O abundances for the H ii regions represented in Figure 9 have been determined making use of CELs and assuming t 2 = 0. Values obtained from RLs would increase the O/H ratios about 0.2 to 0.3 dex in average. Figure 10 compares the position of the objects represented in Figure 6 with the distribution of abundance ratios in nearby F and G dwarf stars of the Galactic disc (Bensby & Feltzing 2006) . In this figure, we have used the triangles correspond to H ii regions in the inner discs of external spiral galaxies; full (red) triangles indicate abundance ratios for H ii regions in irregular galaxies; full (red) circles correspond to dwarf star-forming galaxies (see references in the caption of Figure 6 ). Open (black) pentagons represent data for H ii regions in irregular galaxies obtained by Garnett et al. (1995) ; open (black) circles correspond to data for dwarf star-forming galaxies from the works by Garnett et al. (1997) , Kobulnicky & Skillman (1998) and Izotov & Thuan (1999) . The solar symbol represents the abundances of the Sun ). We recommend to add ∼0.1 dex to the log(O/H) values of H ii regions to correct for dust depletion and compare appropriately with solar abundances. No correction is needed for C/O ratios (see §5.1 for details).
O/H ratios determined from RLs instead of CELs. This is because using CELs, the systematic offset between stellar and nebular abundances is between 0.3 and 0.5 dex, much larger than the 0.1 dex expected due to dust depletion. As we discussed in §5.1, the C/O ratios seem to be not significantly affected by neither dust depletion nor the abundance discrepancy problem. Bensby & Feltzing (2006) note that the C/O vs. O/H trend is fairly similar to the wellknown Fe/O vs. O/H one, suggesting that LIM stars should be important contributors to the C enrichment at higher metallicities. This was also one of the main results of the chemical evolution models by Carigi et al. (2005) . In Figure 10 , we can note that the segregation between H ii regions belonging to massive and low-mass galaxies is also reflected in the chemical properties of stars of the Galactic thin and thick discs. The locus defined by the stars of the thick disc coincides with that occupied by H ii regions in star-forming dwarf galaxies. In contrast, the locus of the thin disc stars is similar to that of H ii regions in the inner discs of the more massive spiral galaxies. The origin of the Figure 9 . The same as in Figure 8 but also including data for very metal-poor objects: crosses correspond to Galactic halo stars (Fabbian et al. 2009 ) and asterisks with error bars to DLA systems (Cooke et al. 2011) . The typical errorbar for halo stars data is at the bottom left corner of the panel. The lines show the predictions of chemical evolution models presented in Figure 6 . We recommend to add ∼0.1 dex to the log(O/H) values of H ii regions to correct for dust depletion. No correction is needed for their C/O ratios (see §5.1 for details).
Galactic thick disc is still controversial. There are two main competing scenarios: a) it is a result of an ancient merger event between the Milky Way and another dwarf galaxy (e.g. Quinn et al. 1993; Villalobos & Helmi 2009) and b) it is the product of radial mixing of gas and stars from the thin disc (e.g. Schönrich & Binney 2009 ). In the light of the comparison provided in Figure 10 , the C/O vs. O/H relation seems to favor the galaxy merger scenario for the origin of the Galactic thick disc, and that the stellar system absorbed by the Milky Way should be a dwarf galaxy.
The C/O vs. N/O relation
Using abundance values determined from UV and optical CELs, Kobulnicky & Skillman (1998) found a possible correlation between C/O and N/O depending on the reddening law they assumed. The exploration of such relation is of much interest to compare the enrichment timescales of C and N. Figure 11 plots the C/O values of the objects included in Figure 8 with respect to their corresponding N/O ratios. This figure also includes data for halo stars of the unmixed subsample of Spite et al. (2005) , very metalpoor DLAs (Cooke et al. 2011 ) and a carbon-enriched very metal-poor DLA reported by Cooke et al. (2012) . For H ii regions, the N/O ratios have been determined from the intensity of CELs and assuming t 2 = 0, because there are no sufficiently bright pure RLs of N in the optical. The N/O ratios of the objects which C/O ratios have been derived from RLs -those included in Figure 6 -have been taken from the Figure 10 . The same as in Figure 6 but also including data for F and G dwarf stars of the Galactic thin and thick discs (asterisks and crosses, respectively) obtained by Bensby & Feltzing (2006) . We recommend to add ∼0.1 dex to the log(O/H) values of H ii regions to correct for dust depletion. No correction is needed for their C/O ratios (see §5.1 for details). Nava et al. (2006) , except in the case of SMC N88A for which we used the value obtained by Testor et al. (2003) . Contrary to what happens with C and O, N is expected not being a major constituent of dust, due to its inclusion in the highly stable gas form of N2 (Gail & Sedlmayr 1986; Jenkins 2014 ). In the case of Figure 11 we recommend to subtract ∼0.1 dex to the log(N/O) values of H ii regions to correct for dust depletion in O. Figure 11 shows that H ii region data are tightly correlated, with a slope close to 45
• . This trend is far more clear and includes more objects than that obtained by Kobulnicky & Skillman (1998) and, moreover, it is independent of the reddening law assumed because it only involves optical emission lines for most of the objects. From the figure, we also see that the chemical evolution models for the Milky Way presented by Esteban et al. (2013) reproduce the position of H ii regions in the inner discs of spiral galaxies and the slope of the correlation. However, the models fail to reproduce the position of the halo stars, perhaps because of variations on the initial mass function, the star formation rate or even stochastic effects due to low numbers of massive stars polluting the gas where halo stars born (Carigi & Hernandez 2008) .
The apparent coupling between the C and N enrichment we see from H ii region data is further suggested in Figure 12 , that plots the C/N vs. O/H relation for H ii regions which C/O ratios derived from RLs as well as halo stars (Spite et al. 2005 , unmixed subsample) and very metal-poor Figure 11 . C/O vs. N/O for H ii regions in the Milky Way, spiral, irregular and star-forming dwarf galaxies as well as for halo stars (Spite et al. 2005 , their unmixed subsample) and very metal poor DLAs (Cooke et al. 2011 (Cooke et al. , 2012 . Symbols represent the same as in Figure 8 but now we include data for a carbon enriched metalpoor DLA reported by Cooke et al. (2012) (the object at C/O = 0.51). In the case of H ii regions, the C/O ratios are obtained from the intensity of either RLs or CELs and the N/O values have been derived from CELs (see text for details and references). The typical errorbar for halo stars data is at the bottom right corner of the panel. The lines show the predictions of chemical evolution models presented in Figure 6 . We recommend to subtract ∼0.1 dex to the log(N/O) values of H ii regions to correct for dust depletion in O (see §5.2 for details).
DLAs (Cooke et al. 2011 (Cooke et al. , 2012 . In nebulae, for calculating the C/N ratio we have assumed the N abundances determined from CELs corrected for the presence of temperature fluctuations using the values of t 2 parameter estimated for each object. This is performed to correct for the abundance discrepancy problem assuming that it is related to temperature variations in the nebulae (e.g. . On the other hand, the quantities represented in both axes of Figure 12 are expected to be affected by some amount of dust depletion. As we discussed in §5.1, we should add ∼0.1 dex to both log(C/N) and log(O/H) of H ii regions in order to correct for dust depletion.
From Figure 12 we can note that, for H ii region data, C/N vs. O/H does not show a clear correlation, indicating a rather constant value of C/N in the range of metallicities that those objects occupy. Other authors have explored this relation using abundance data determined from UV and optical CELs, finding either a slight tendency for lower C/N ratios at lower metallicity (Kobulnicky & Skillman 1998) or a lack of correlation (Garnett et al. 1999 ) as in our case. The chemical evolution models for the Milky Way of Esteban et al. (2013) are able to reproduce the rather constant C/N ratio since the formation of the Galactic disc.
The apparent coupling between the C and N enrichment that we observe from H ii region data at high metallicities is Figure 6 . We recommend to add ∼0.1 dex to the values of both log(C/N) and log(O/H) of H ii regions to correct for dust depletion (see §5.2 for details).
due to the cumulative-temporal contribution of the C and N yields by stars of different masses. The nucleosynthesis processes of both elements are different, but their enrichment timescales result to be rather similar, due to the metallicitydependent yields and the lifetimes of stars that contribute to the C and N increase. Following Carigi et al. (2005) , at high metallicities, log(O/H) −3.5, the main contributors to C and N should be massive stars. However, at intermediate metallicities, −3.9 log(O/H) −3.5, the main contributors to C are low metallicity low-mass stars, but for N the main producers are massive stars and intermediate-mass stars of intermediate and low metallicity, respectively. Figure 12 shows a very large dispersion of the C/N ratio for halo stars, indicating that at very low metallicities the apparent coupling between N and C enrichments breaks. Here stochastic effects, bursting star formation or local variations on the enrichment process in the first stages of the galaxy formation could affect the abundance ratio of these elements across the halo.
The peculiar position of the star-forming knot of NGC 5253 labelled as A by López-Sánchez et al. (2007) in Figures 11 and 12 is due to the effect of localized pollution of material processed by the CNO cycle in massive Wolf-Rayet stars, as it has been confirmed by the results of different authors (Welch 1970; Walsh & Roy 1987 Kobulnicky et al. 1997; López-Sánchez et al. 2007 ; Monreal- Ibero et al. 2010 ). This knot shows strong enhancement of N -and perhaps He -while the abundances of C and O remain quite constant across the object (e.g. López-Sánchez et al. 2007 ). This is the only star-forming dwarf galaxy where chemical pollution by massive WolfRayet stars has been unambiguously detected. On the other hand, as we commented in §5.1, NGC 2363 is in a peculiar position in Figures 6 and 8 due to its high C/O ratio. In principle, following the arguments of Garnett et al. (1995) to explain the excess C/O ratios they found for I Zw 18, this fact may be interpreted as the effect of delayed ejection of fresh C from LIM stars due to a previous star-formation event in the host irregular galaxy. If this is the case, this object should also show some increase of the N/O ratio with respect to its metallicity due to the contribution of N produced by LIM stars. The position of NGC 2363 in Figure 11 seems to support this hypothesis because it follows the general C/O vs. N/O correlation and therefore the excess C/O seems to be associated with a somewhat higher N/O ratio. However, the position of NGC 2363 in Figure 12 seems to be slighly above the rest of the objects, and the presence of a small excess of C in the observed area of this object can not be ruled out.
CONCLUSIONS
We present deep echelle spectrophotometry of the brightest emission-line knots of the star-forming galaxies He 2−10, Mkn 1271, NGC 3125, NGC 5408, POX 4, SDSS J1253−0312, Tol 1457−262, Tol 1924−416, and the H ii region Hubble V in the Local Group dwarf irregular galaxy NGC 6822. The spectra cover from 3550 to 10 400Å and have been taken with the Ultraviolet-Visual Echelle Spectrograph attached to the UT2 of the Very Large Telescope at Cerro Paranal Observatory. We have derived consistent and precise values of the physical conditions for each object making use of several emission line-intensity ratios as well as abundances for several ionic species from the intensity of collisionally excited lines (CELs). We derive the ionic abundances of C 2+ and/or O 2+ from faint pure recombination lines (RLs) in several of the objects, permitting to derive their C/H and C/O ratios. For some objects, we have estimated the t 2 parameter from the analysis of the intensity ratios of He i lines as well as assuming that the ADF(O 2+ ) is produced by temperature fluctuations, finding that both methods give in general consistent results. We find also that giant H ii regions in dwarf star-forming galaxies present the highest ADF(O 2+ ) and t 2 values among the inventory of determinations available for H ii regions.
We have explored the chemical evolution in lowmetallicity objects analysing the C/O vs. O/H relation and comparing with model results for the Milky Way. We find that H ii regions in star-forming dwarf galaxies tend to show lower values of the C/O ratio and somewhat lower O/H than H ii regions belonging to spiral galaxies, indicating their different chemical evolution histories. The comparison with C/O ratios in other objects indicate that the position of starforming dwarf galaxies is similar to that of Galactic halo stars, suggesting the same origin for the bulk of C in those galaxies. We have also found that the dichotomy between the C/O ratios observed in stars of the Galactic thick and thin discs coincides with the systematical differences between the C/O ratios in H ii regions belonging to spiral or dwarf starforming galaxies. This fact supports the merging scenario for the origin of the Galactic thick disc. Finally, we explore the C/O vs. N/O and C/N vs. O/H relations, finding thatat the usual metallicities determined for H ii regions -there is an apparent coupling between C and N enrichment that may be due to the cumulative-temporal contribution of the C and N by stars of different masses. For very low-metallicity objects -as Galactic halo stars-such coupling breaks. This may be due to the bursting star-formation mode, stochastic effects, and/or local pollution in the first stages of the galaxy formation.
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