Abstract. We propose a deterministic algorithm that avoids brute-force search in solving 3 SAT and provides efficient solution to any instance of this problem. The algorithm solves a problem instance based on building an understanding on how the context of each literal (viz., the rest of the instance and the problem definition) makes the literal be related to a specific truth value. We show that based on the proposed algorithm it is possible to solve efficiently the problems in the class NP of decision problems.
Abstract. We propose a deterministic algorithm that avoids brute-force search in solving 3 SAT and provides efficient solution to any instance of this problem. The algorithm solves a problem instance based on building an understanding on how the context of each literal (viz., the rest of the instance and the problem definition) makes the literal be related to a specific truth value. We show that based on the proposed algorithm it is possible to solve efficiently the problems in the class NP of decision problems.
Preliminaries.
According to our definition, understanding an object means to obtain information about that object for some purpose. In the case of 3 SAT the information is on how the context of each literal (viz., the rest of the instance and the problem definition) makes the literal to become related to a specific truth value, and the purpose is to provide solution to the problem instance.
We consider each literal and clause of a 3 SAT instance as a unique object that (1) is assigned a unique identifier, (2) can be uniquely associated to a set of other objects (e.g., a clause is uniquely associated to a set of the literals that it contains), (3) can be related to other literals and clauses, and (4) can be related through an equivalence relation to a specific truth value T or F, or to free (free to be T or F).
To build an understanding on how each literal in the instance gets to be related to a specific truth value due to its context, we consider the contexts of the literal that can be described from each of the clauses in which the literal appears in the instance. Following the definition of the 3 SAT problem [2] , which uses 3 CNF formulas as instances, we shall consider 3-literal disjunction clauses. Thus, from any such clause we can describe, for any of its literals, contexts of two types. We define a context of type I as such that refers to a literal appearing in a specific clause ϕ, which we denote as C: ϕ(x). We define a context of type II as such that refers to a literal appearing in a clause surrounded by two other different specific literals, which we denote as C(x): {x, y, z}, where the focus is x, and y and z are any other literals different from x.
Based on the contexts of a literal α that are derived from a clause that contains it, one can obtain relational information about α. On one hand, a context of type I implicitly describe a relation between a literal and a clause that contains it. On the other hand, a context of type II may restrict a literal to be equivalent to T, F, or free, if we take into account the equivalence class of the clause (from which the contexts are derived) and of the rest of literals in the clause. Thus, for instance, suppose we have a disjunction clause ϕ: {a, b, c}, and say we know beforehand that ϕ is equivalent to T (i.e., ϕ ∼ T), and b ∼ F and c ∼ free. Then, we can say that in this clause, based on the provided information, a is restricted by the context C α (x): {x, y ∼ F, z ∼ free} to be equivalent to T, which we denote as a ⇁ C α ∼ T. This follows from the definition of the disjunction operation, which requires that at least one literal is equivalent to T for the whole clause to be equivalent to T. Therefore, a needs to be equivalent to T, since, of the two other literals in the clause, one is equivalent to F and the other could potentially be equivalent to F.
Algorithm.
In this section we present the Solve 3 SAT process which provides a solution to any instance of the 3 SAT problem in polynomial time. We will focus for now in describing in detail the process and later in § 3 we will analyze its complexity, explaining the reasons behind its efficient performance. In Figure 1 , the steps of the Solve 3 SAT process are described.
Solve 3 SAT instance φ based on building an understanding of it into K = The Solve 3 SAT process goes through each of the clauses in the problem instance φ trying to build an understanding construct K, which is meant to contain information on how the literals in φ relate to a specific truth value due to their context (viz., the rest of the instance and the problem definition). To this end, the process first initializes K (in line (1)) with an understanding of the problem definition. Then, it executes the Understand process on each of the clauses of φ (lines (2) and (3)), which builds an understanding of the literals of the current clause ϕ, based on the contexts derived from ϕ and information in K, and saves the understanding obtained into K, if it does not contradict the information already in K. If the Understand process is successful, Solve 3 SAT continues to the next clause. Otherwise, it executes (in line (4)) the Adapt process to try to adapt the understanding in K to make it consistent with the understanding obtained from ϕ. If the adaptation is successful, K includes the understanding obtained from ϕ while maintaining its consistency and the process continues to the next clause. If both Understand and Adapt are unsuccessful in building a consistent understanding out of ϕ into K, the process terminates (in line (5)) indicating that φ is unsatisfiable, since no consistent understanding can be built out of the clauses in φ and, therefore, no satisfiability assignment exists for φ.
(Note that if a consistent understanding cannot be built out of a subset of the instance, then no consistent understanding can be built out of the whole instance. Therefore, this rejecting state of the Solve 3 SAT can potentially be reached while processing any of the clauses in the instance.)
At each successful iteration Solve 3 SAT progressively builds in K an understanding that contains relational information about literals in φ that is directly translatable into a satisfiability assignment. When Solve 3 SAT has processed successfully all clauses in φ, it indicates (in line (6)) that φ is satisfiable and outputs the satisfiability assignment. The assignment is obtained from K considering the overall relational information of literals that are equivalent to T. (Later it will be clear that this overall relational information refers simply to the equivalence relations that are valid for the whole problem and not for a specific context within certain clause.)
The Initialize K step in line (1) of the Solve 3 SAT process places in K an understanding of the 3 SAT problem definition to be solved based on contextual and relational information. We shall refer to this initial understanding as the axioms of K, which contains the foundational pieces of contextual and relational information that have to be followed and cannot be contradicted by any new piece of understanding that will be included during the execution of the rest of the Solve 3 SAT process. Figure 2 depicts the axioms of K. K = {axioms}, where axioms = {A 1 ; A 2 ; . . . ; A 15 }, with each axiom defined as
where C e (x): {x, y ∼ F, z ∼ free} ∼ T, with x = y = z Axiom A 1 says that all clauses are always, for the process in question, equivalent to T. Axiom A 2 establishes that initially any literal is considered to be equivalent to T. Axiom A 3 says that a literal α can be equivalent to free and/or either T or F. That is, α can be equivalent to only free, free and T, free and F, only T, or only F, but never to both T and F. A 4 says that any literal α is equivalent always to the set composed of the operation of negation and α, which can be read as any literal is equivalent to the negation of its negation. This axiom together with A 14 and A 15 will help building relations between literals and their negations.
As the process will build progressively an understanding of φ by processing each clause and obtaining at each iteration an understanding of a subset of clauses of φ, it might find that the understanding of a literal in the current clause differs from the understanding previously obtained. The possible cases at this respect are covered by axioms A 5 , A 6 , and A 7 . Axioms A 6 and A 7 say that T and F are considered as the related object overall when a literal is also related to free. Thus, considering A 6 , if a literal is equivalent to free with respect to some context C x and to T with respect to some other context C y , overall the literal is considered to be equivalent to T. That is, for all cases except for when the literal is restricted by C x , the literal is considered to be equivalent to T. The same happens between free and F (in A 7 ). Axiom A 5 will be used to catch contradictions throughout the course of the process. Thus, if a literal was previously (in the understanding obtained before) equivalent to F and the current clause is restricting the literal to be equivalent to T, then there is a contradiction. This is the only case in which the condition in A 5 can hold, since due to A 1 and axioms A 8 -A 13 a context derived from a clause can restrict a literal to be equivalent to T or free, but not to F.
Each of the axioms A 8 to A 13 refers to one of the possible contexts that can be described about a literal appearing in a clause throughout the process, indicating in each case the equivalence relation that correspond to the context that is restricting the literal. In all cases, these contexts consider the clause that contains the literal to be equivalent to T, in accordance with axiom A 1 . Axioms A 8 , A 12 , and A 13 refer to contexts (C a , C e , and C f ) that restrict (or force) the literal to be equivalent to T, either because the other literals are equivalent to F (in C f ), or because one or both literals being free might eventually be equivalent to F (in C a and C e ). Axioms A 9 , A 10 , and A 11 refer to contexts (C b , C c , and C d ) that free the literal from being equivalent to a specific truth value, i.e., make it equivalent to free.
Axioms A 8 to A 15 describe contextual information concerning disjunction and negation, from which the process will describe relational information such as: a) Equivalence relation between a literal and T, F, or free which is directly translatable into an assignment b) Relation between literals and clauses. As we will see, the process will describe contextual information of type I based on a clause in which a literal appears. As a consequence, the literal satisfies one of the contexts C a , . . . , C f from axioms A 8 -A 13 , making it be equivalent to T or free. Altogether, a context of type I describes an implicit relation between the literal and the clause from which the context is derived, where if the literal is restricted to be equivalent to T (by context C a , C e , or C f ) the clause is considered to be completely dependent on the literal, and, if the literal is restricted to be equivalent to free (by context C b , C c , or C d ) the clause is considered to be partly dependent on it. (Note that it is the validity of the equivalence relation of the clause, i.e., ϕ ∼ T, what is indeed dependent.) As we will see later, the difference between completely and partly dependent will be used in the Change process, part of the Adapt process, for prioritization. c) Relation between literals and their negations due to axioms A 14 and A 15 . This type of relation will keep the negation of a literal updated whenever the literal gets restricted by a context from a clause to T or free. Thus, if a literal α gets restricted to be equivalent to T, its negation will get restricted to F according to A 14 . Furthermore, if, for instance, α is equivalent to T according to understanding previously obtained and after new information is obtained it becomes equivalent to free overall (since no context supporting or justifying the equivalence with T remain), then its negation becomes equivalent to free as well, due to A 15 . The next step in the Solve 3 SAT process is to go through each clause in the instance φ, checking if it is possible to build an understanding of its literals into K, where the possibility relies on getting out of the clause an understanding that does not contradict what has been previously saved in K. The Understand process will, for each literal in the current clause ϕ, describe contextual information based on ϕ and the information in K, and from this contextual information it will describe relational information of the literal. This information will form the description of the literal, which if it contradicts the understanding so far built in K will cause the process to terminate and return False to the Solve 3 SAT process. In case no contradiction is found the process will simply update the information in K according to the new description of the literal. Updating the information in K, as we will see, might be as simple as saving the information of the description of the literal, or it might require, in addition, to revise the information in K to keep it up to date. The steps of the Understand process are described in (1) and (2)) identify the literals from ϕ that already exist in K and order them in such a way that those equivalent to F are placed at the end. This is, as we will see, meant to catch any contradiction before going into the Update process. Thus, the loop (starting in line (3)) will consider at the end the literals that are equivalent to F in K, going first through the rest of the literals (i.e., those not in K and those in K equivalent to T or free) in arbitrary order.
The process Describe contextual information consists of the following steps:
1. Describe a context of type I (see § 2) for α with respect to ϕ and K. As this context will be satisfied by all literals on the clause, once it has been described in K it is used for all literals in the clause. For instance, for a clause ϕ 1 : {a, b, c}, the process describes a context of type I of a with respect to ϕ 1 as C 1 : ϕ 1 (x) and then it describes that a, b, and c are restricted by C 1 (i.e., a ⇁ C 1 , b ⇁ C 1 , and c ⇁ C 1 ).
2. Describe a context of type II (see § 2) for α with respect to ϕ and K. The description of this context will match one of the contexts in axioms A 8 to A 13 (i.e., one of C a , . . . , C f ) and thus, avoiding repetition, the newly described context is identified with one of these contexts already in K. 3. Return the contextual description of α as α ⇁ C x ⇁ C y , where C x is the context of type I described in step (1) and C y corresponds to one of C a , . . . , C f . The process Describe equivalence relation describes an equivalence relation between α and T or free, based on the context from C a , . . . , C f that is restricting α (according to cd) and axioms A 8 -A 13 of K. Then, it returns the relational information obtained. The end result that is assigned to α-descr is of the form
where C x is as in cd and C y is one of C a , . . . , C f .
Once the description of α is ready, the process checks if there is a contradiction between α-descr and K, which occurs when the condition in axiom A 5 is fulfilled. Indeed a contradiction will be found if the process reaches, while going through the literals in a clause, a literal that according to K is equivalent to F but it gets restricted to be equivalent to T by the context of the current clause. The contradiction is ensured since the process considers at the end literals of the current clause ϕ that are equivalent to F according to K (due to the ordering made in line (2)), and thus if the process reaches such a literal with a context (derived from ϕ) requiring the literal to be equivalent to T, it means that in ϕ there is no literal that (according to K) is equivalent to T or free, so that ϕ can depend on it.
The last step of the Understand process is to update the content of K according to the information described in its previous steps. This is done by the Update process (in line (8)), which is described in Figure 4 .
The first step (in line (1)) of the Update process is to check if a description of α already exists in K, so that, if it is not the case, it saves in K the newly obtained description of α (i.e., α-descr ) without any further steps (in line (10)). Otherwise (i.e., if a description of α is already in K), the process checks (in line (2)) if the equivalence relation of α obtained from the current clause (i.e., α-descr [equivalence]) considered as if it were in K (i.e., in combination with the equivalent relation of α already in K) matches the equivalence relation of α in K (i.e., K[α][equivalence]). That is, the process compares if the overall equivalence relation of the literal will change due to the new information from α-descr . In case the equivalence relation is the same in both cases, the process adds to the description of α in K the contextual information from α-descr (in line (9)).
rc ← Get clauses related to α according to K ; The description of a literal α is saved to K in such a way as to keep: 1) In case α is equivalent to T and/or free, the equivalence relation and the context of type I that explains it. Only type I is kept because it is the one that allows to know which clauses are related to, or dependent of, α 2) In case α is equivalent to F, the equivalence relation and the literal that explains it (i.e., the negation of α)
Furthermore, the information in K is self-contained, as it keeps the definition of its contexts and of the clauses in which the contexts are based. As an example, let us visualize, for a hypothetical understanding, the contents of K (i.e., set of axioms followed by relational/contextual information about literals)
where C 1 : ϕ 1 (x), C 2 : ϕ 2 (x), . . . , with ϕ 1 : {· · ·}, ϕ 2 : {· · ·}, . . . .
If the inequality in line (2) of the Update process holds, the process will revise (in lines (7) and (8)) the understanding previously obtained about α in K, concerning its related clauses. This is done by executing the Understand process on each of the clauses related to α. Preliminary to this, the process first obtains (in line (3)) the clauses that are related to (or dependent of) α according to K (before adding the new description, to avoid processing twice the current clause). Then (in line (4)), the process saves the new description of α (i.e., α-descr), to K. After that (in line (5)), the process assigns to α-descr the description of an equivalence relation between α and F or free (depending the case), based on the context from axioms A 14 or A 15 that α satisfies, by considering α as it is in K and axiom A 4 . To then, (in line (6)) save α-descr to K.
If the Understand process in the Solve 3 SAT process is successful, the Solve 3 SAT process continues to the next clause of the instance φ. This process progressively builds in K an understanding that contains relational information which is translatable into a satisfiability assignment that is valid for the subset of clauses processed so far.
To exemplify the Understand and Update processes, let us use the Solve 3 SAT process to provide solution for a 3 SAT instance φ = {ϕ 1 , ϕ 2 , ϕ 3 }, where ϕ 1 = {x 1 , x 2 , x 3 }, ϕ 2 = {x 2 , x 4 , x 5 }, and ϕ 3 = {x 1 , x 6 , x 7 }. In Figure 5 , we follow the pieces of information that are obtained throughout the execution of the process. In Figure 5 , line (ii), we see that since x 2 has become equivalent to T (after having previously been equivalent to free), the condition in line (2) of the Update process holds, and the process proceeds to revise the understanding that was previously saved in K, only with respect to the clauses related to x 2 . In this case, as we see in line (v) of Figure 5 , the only clause related to x 2 is ϕ 1 and, thus, the Understand process is executed over this clause again, now using, in addition to what is in K, the newly obtained information depicted in line (ii) (described based on clause ϕ 2 ). A similar situation happens when, in processing ϕ 3 , the process describes relational information for x 1 that differs from the one in K. At the end of the process, K contains relational information about the literals involved in the problem instance (line (x) in Figure 5 ), which can be translated to a valid satisfiability assignment. That is, x 1 = 1 and x 2 = 1, since the overall equivalence relation of x 1 and x 2 in K is to T, and the rest of literals are equivalent to free. (In Figure 5 no information that the process obtained concerning literals that become equivalent to F is depicted since it is irrelevant for the purpose of this example.)
If the Understand process in the Solve 3 SAT process is not successful in building an understanding for the clause ϕ, the Solve 3 SAT process will execute the Adapt process on ϕ. This process will attempt to adapt the understanding so far built in K, in such a way as to contain also an understanding of ϕ while maintaining the whole understanding consistent, i.e., the process tries to adapt K to contain a consistent understanding that combines the information obtained from the clauses previously processed and the We describe the steps of the Adapt process in Figure 6 . The Adapt process goes through the literals in ϕ (starting in line (1)) trying to identify the one that can be changed (line (3)) to make ϕ satisfiable, while keeping the understanding in K consistent. In making these attempts or tries, the process builds a local understanding construct K ′ , considering as axiom the current literal α being equivalent to T. In addition, K ′ is initialized using the axioms of K and the direct consequence of α being equivalent to T on its negation (see line (2)). If, based on the current literal α, the process is able to build an understanding into K ′ , and K is modified (inside the Change process, as we will see) as to accept ϕ as part of the same consistent understanding, then, (in line (4)) the Understand process is executed on ϕ to have K completely adapted to making the understanding of ϕ consistent with the understanding previously obtained. Consequently, the Adapt process returns True to the Solve 3 SAT process. If, instead, after attempting to change every literal in the clause ϕ there is no success, the process returns False to the Solve 3 SAT process.
The Change process will attempt to change the relation of the literal α from being equivalent to F to becoming equivalent to T while maintaining the understanding in K consistent. In Figure 7 , we describe the steps of the Change process.
The Change process uses for its attempt the understanding construct K ′ (defined in Adapt ), in order to only affect K (by merging it with K ′ in line (15)) if the process is successful. The attempt in the Change process makes itself two subsequent attempts, each of which will try to build a consistent understanding, considering the change in α and the understanding so far obtained in K. The first attempt for changing α is made by checking (in line (5) of the Change process) if clauses related to α in K (i.e., rc) can become dependent on literals that are part of those clauses and are equivalent to free according to K. To do this, the Change process executes the Understand process on each of the clauses in rc, using as understanding construct K ′ . Preliminary to this, in line (2) the Change process initializes an extra understanding construct K ′ 0 that serves the sole purpose of preserving the initialization of K ′ , which, for Change , contains the information included in line (2) of the Adapt process and the relational information (excluding contextual information) of the literals involved in the clauses in rc. In this way, both attempts of the Change process can use the same initialization of K ′ , without having to carry information from the first attempt (that has failed) into the second attempt.
If the first attempt to change α fails, the Change process proceeds to the second at-Change literal α using K and K ′ = 1 rc ← Get clauses related to α according to K, first completely dependent ; (9)) if the clauses in rc can become dependent on the literals that are part of those clauses and are equivalent to F according to K. To this end, the Change process executes the Understand process on each of the clauses in rc. In preparation for this, the process first gets the literals that are to be changed (i.e., those that are equivalent to F in the clauses in rc) and place them in ltc (line (6)). Then, it initializes K ′ by putting it back to its initial state using K ′ 0 (line (7)) and in addition overwrite the relational information of the literals in ltc, making them equivalent to T. In case the Understand process fails in any of the clauses of rc, the Change process returns False (in line (11)) to the Adapt process. Otherwise, it proceeds to go into a deeper level; that is, it checks if the literals that have to be changed (i.e., those in ltc) can indeed be changed, doing so by executing on each of them the Change process (lines (12) and (13)). If the process fails on any of the literals of ltc, it returns False (in line (14)) to the Adapt process.
The Change process is successful only if one of its attempts (first or second) is successful. Likewise, any of the attempts is successful if all the changes it requires are possible and successfully performed. The last step of the Change process, if it has been successful, is to merge the understanding in K ′ into K. This step (in line (15)) consists only in saving to K the information obtained in K ′ , overwriting the information that is different and adding the one that was not in K before.
To illustrate the Adapt and Change processes, let us use the Solve 3 SAT process to provide solution for a 3 SAT instance φ = {ϕ 1 , ϕ 2 , ϕ 3 , ϕ 4 , ϕ 5 }, where ϕ 1 = {x 1 , x 2 , x 4 }, ϕ 2 = {x 1 , x 2 , x 4 }, ϕ 3 = {x 2 , x 6 , x 7 }, ϕ 4 = {x 3 , x 8 , x 9 }, and ϕ 5 = {x 1 , x 2 , x 3 }. In Figure 8 , we follow the pieces of information that are obtained throughout the process.
In lines (i) to (viii) of Figure 8 , we have the information that the Solve 3 SAT pro- Figure 8 . Pieces of information obtained in example that illustrates mainly Adapt and Change processes.
cess obtains on each of the clauses ϕ 1 to ϕ 5 , until it encounters a contradiction when processing ϕ 5 in line (viii). Specifically, lines (i), (iii), (iv), (vi), and (viii) correspond to information obtained from a specific clause due to the main body of the Understand process just before the execution of the Update process (i.e., lines (1) to (7) in the Understand process). In lines (ii), (v), and (vii) it is depicted the information about the negation of literals due to line (5) of the Update process. No information is depicted about the revision of previously obtained understanding (due to lines (6) and (7) of the Update process) because no such information was obtained, since in all cases the set of related clauses rc (initialized in line (3)) is empty. A similar situation can be seen further in the course of the process (i.e., lines (xii) and (xiii), and lines (xx) and (xxi)). To clarify this further, let us consider the process behind lines (iv) and (v), where we can see that although the new equivalence relation of x 2 to T in line (iv) requires to revise previously obtained understanding based on clauses related to x 2 , no revision takes place because x 2 has no related clauses according to K at this point; it is x 2 the one that has them. Thus, from the revision subprocess (lines (3) to (8)) of the Update process, only lines (4), (5), and (6) have an effect, saving the description of x 3 and x 3 to K. In line (ix) we see the contents of K right after the contradiction is found and before the Adapt process is executed on clause ϕ 5 in line (4) of the Solve 3 SAT process (i.e., after returning False to the Solve 3 SAT process in line (7) of the Understand process). Lines (x) to (xxii) in Figure 8 depict to the information obtained throughout the execution of the Adapt process, including the execution of the Change process. More in specific, line (x) shows the initialization made for K ′ in the Adapt process, lines (xii) to (xiv) depict the information obtained during the first attempt of Change , which processes the clauses in rc (i.e., clauses related to x 1 -the first literal considered by the loop starting in line (1) of the Adapt process) until a contradiction is found (line (xiv)) between the information obtained based on clause ϕ 2 and the contents of K ′ . As the first attempt is not successful, the process continues to the second attempt. Line (xv) depicts the information of the initialization for the second attempt of the Change process. Then, lines (xvi) to (xviii) contain the information obtained during the first part of the second attempt of Change (due to its lines (9) to (11)), including the contents of K ′ in line (xviii) right before the process tries to check if the literals in ltc can be changed. The information obtained during the application of the Change process on the literals in ltc (i.e., x 2 ) appears in the figure in lines (xix) to (xxii), including the final contents of K ′ , which carry the understanding obtained by the first part of the second attempt and by the execution of Change on the literal x 2 . Finally, line (xxiii) depicts the contents of K after Solve 3 SAT has successfully processed all clauses in φ. From these contents of K, considering the relational information, the Solve 3 SAT process outputs (line (6)) the satisfiability assignment x 2 = 1, x 3 = 1, and x 6 = 1.
3. Analysis. The Solve 3 SAT process presented in § 2 has been designed to solve any instance of 3 SAT in polynomial time. In this section we analyze the complexity of this algorithm, how it avoids brute-force search in solving 3 SAT instances, and how it can provide solution to any instance in polynomial time.
SAT solvers proposed to date, including state-of-the-art solvers [1] such as conflict-driven clause learning (CDCL)-based solvers [5] , have as basis a brute-force search process over the space of potential solutions, which causes exponential running time in the general case. The fastest solvers are designed to apply search-pruning techniques that allow reducing the branches that need to be visited of the search tree of potential solutions. However, in spite of their good results and applicability, any of these SAT solvers leaves the satisfiability problem, including 3 SAT, as problems that cannot be solved efficiently in the general case. Differently from SAT solvers that have been proposed before, the algorithm presented in this paper in § 2 provides solution to any instance of 3 SAT without performing brute-force search by, instead, describing the context that a literal experience in each clause where it appears in the instance and obtaining, based on this and previously obtained information, the truth value (T, F, or free) to which the literal is equivalent. Therefore, rather than checking which truth assignment from the search tree of potential solutions (pruned or not) holds the instance satisfiable (as it happens in any brute-force search-based process), our process let the contexts obtained from the problem definition and the problem instance (processed progressively, clause by clause) drive each literal to be related to a specific truth value or to be free, which is directly translatable into a truth assignment.
The Solve 3 SAT process has been designed to solve any instance of 3 SAT in polynomial time. The forward process by which the algorithm processes each clause in the instance to build an understanding of its literals requires a constant number of steps to be performed on each clause, thus a linear function of the number of clauses in the instance. The most time-consuming tasks of the Solve 3 SAT process are those that require to reprocess clauses for which un understanding has been previously built. However, these tasks run in polynomial time thanks to the use of the information kept in the understanding construct. Thus, we have as the understanding construct is built, it contains information that relates each literal to the clauses that depend (completely or partly) on it being equivalent to T or free to keep their own equivalence with T. Based on this, any process for updating, revising, or changing the understanding, required throughout the execution of the algorithm (as more clauses are processed and more information is obtained), only needs to reprocess clauses related to the literal that is being modified, which cannot be larger than the total number of clauses in the instance. Even if we considered the worst case situation in which every time a new clause is processed, the algorithm had to iterate back to modify the understanding obtained so far, the running time could be described as an arithmetic series, that is, a quadratic function of the number of clauses in the problem instance. In terms of space complexity, the size of the understanding construct built during the process can be seen to grow as a linear function of the number of literals in the instance, since it only keeps computable descriptions of contextual and relational information of them. Theorem 1. There exists a deterministic algorithm that solves any instance of 3 SAT in polynomial time.
Proof. The algorithm we consider is Solve 3 SAT presented in § 2. We ought to prove that (1) it is deterministic and (2) it solves any instance of 3 SAT in polynomial time
To show (1) we describe the main states and transitions of the process. The initial state receives as input for the process an empty understanding construct K and the set of clauses of the problem instance. The final acceptance state is such in which all clauses in the input have been processed and a consistent understanding of the instance have been successfully built in K. A rejection state is reached after the Solve 3 SAT process has executed the Understand and Adapt processes on a clause ϕ unsuccessfully and, therefore, it has not been able to include the understanding obtained from ϕ into K while maintaining K consistent. The Solve 3 SAT process will continue to the next clause as long as there are still clauses to be considered from the instance and it has not reached a rejecting state.
For (2) we show that the running time of the algorithm Solve 3 SAT in the worst case is bounded by a polynomial in the number of clauses of the problem instance. To this end, let us consider the execution of the Solve 3 SAT process divided into three parts: (a) execution of the Understand process on a given set of clauses without considering the revise subprocess (lines (7) and (8)) of Update , (b) execution of the revise subprocess ((lines (7) and (8)) of Update , and (c) execution of the Change process inside of Adapt .
Throughout the execution of the Solve 3 SAT process (a) is applied over different set of clauses, including the clauses in the instance, and possibly the set of clauses related to a literal as part of the Update and Change processes. The number of steps that the process performs per clause can be considered a constant (say, c 1 ), also the number of sets of clauses over which the process has to be performed can be considered a constant (say, c 2 ). Therefore, if we consider the worst case in which the number of clauses to be processed is the total number of clauses n in the instance, we have (c 1 c 2 ) * n, i.e., c n, as the worst-case running time.
The course of the execution of the Solve 3 SAT process could require (in the worst case) to apply (b) or (c) on each of the clauses of the instance except for the first that is processed. This would make the process to revisit the clauses related to each of the literals in the current clause, which in the worst case could be every clause that have been considered so far (i.e., the process had to revisit all clauses already processed every time that it considers a new clause). Therefore, the running time for each of (b) and (c) corresponds in the worst case to an arithmetic series, which implies a quadratic function of the number of clauses in the instance, i.e., c n 2 , as the worst-case running time.
The total running time of Solve 3 SAT is the sum of the worst-case running time of (a), (b), and (c). Therefore, we have a bound of O(n 2 ) on the worst case running time of Solve 3SAT . The deterministic polynomial solution that we have provided for 3 SAT has as relevant consequence the existence of a deterministic polynomial solution for all problems in the class of NP-complete problems and consequently for all problems in the class NP of decision problems.
Theorem A ( [2] ). 3 SAT is NP-complete. Theorem 2. There exists a deterministic algorithm that solves the problems in the class NP of decision problems in polynomial time.
Proof. This follows from Theorem 1, Theorem A, and the definition of NP-completeness ( [2] , [3] , or [4] ). That is, as 3 SAT is in the class of NP-complete problems, there is a polynomial reduction from it to any other NP-complete problem and, since due to Theorem 1 there exists a polynomial algorithm for solving 3 SAT, i.e., Solve 3 SAT , we then have that all NP-complete problems can be solved in polynomial time. Finally, as the NP-complete problems are as hard as the hardest problem in the class NP of decision problems, we conclude that all problems in NP can be solved in polynomial time.
Conclusion. In this paper we have proposed to solve 3 SAT, one of the hardest problems in the class NP of decision problems, via a mechanical process that, instead of enumerating all (or a subset of all) potential solutions checking which is(are) the right one(s), it solves problem instances by building an understanding on how each object in the instance is affected by its context (definition of the problem and the rest of the instance) towards a valid solution, if this exists. This approach avoids going through the space of potential solutions and rather relies on contextual and relational information that can be mechanically described from the problem definition and the problem instance. We have detailed the steps of an algorithm that works in this way to provide efficient solution to any instance of the 3 SAT problem, and we have shown that based on this algorithm it is possible to solve any problem in the class NP of decision problems in polynomial time.
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