ABSTRACT
INTRODUCTION
Analysis of gene-gene interaction is of great concern in modern genetic studies (Cordell, 2002) . With a large number of genes, classical statistical methods such as the logistic regression and Pearson's chi-square test may not be appropriate due to high degree of freedom involved (Wade, 2000) . Methods that can detect multi-locus interacting genes that may have been overlooked by a * To whom correspondence should be addressed single-locus analysis are of central importance in genetic association studies.
Multifactor-dimensionality reduction (MDR) is a nonparametric and model-free method that was developed for detecting high-order gene-gene interaction in the absence of marginal effects (Ritchie et al.,2001 (Ritchie et al., ,2003 .Operationally,theMDRmethoddividesthemultilocigenotypecombinationsintoahighriskgroupandalowrisk groupaccordingtowhethertheratioofcasestocontrolsexceeds afixedthresholdornot. AsnotedbyMooreetal.(2006) ,this isaconstructiveinductionmethodthatchangestherepresentation spaceofthedatabyreducing/recodingtheSNPcombinationstoa singlebinaryattribute.Thisresultsina2 × 2contingencytable and the sparsity and the high dimensionality problems are greatly alleviated.ThePearson'schi-squarestatisticiscalculatedbutwith p-valuedeterminedusingapermutationprocedureratherthanfrom achi-squaredistributionwithonedegreeoffreedom(df).Empirical studies show that the MDR method is a useful tool for testing highorder gene-gene interaction (Moore et al., 2006; Ritchie, et al., 2001) . Since it was proposed, the MDR method has been widely applied to multi-locus association studies (Ritchie et al., 2001; Cho et al., 2004; Julia et al., 2007; Tsai et al., 2007) .
Many efforts have been made to improve the power of MDR, such as the extended MDR (EMDR) of Mei et al. (2005) , modified MDR methods based on balanced accuracy (Velez et al., 2007) , likelihood ratio and normalized mutual information (Bush et al., 2008) or other evaluation measures (Namkung et al., 2009) . Some other extensions of MDR such as the odds ratio based MDR (OR-MDR) (Chung et al., 2007) , model-based MDR (MB-MDR) (Calle et al., 2008) , log-linear model-based MDR (LM MDR) (Lee et al., 2007) and generalized MDR (GMDR) (Lou et al., 2007) were also developed. These extensions make the MDR more flexible in applications (Moore et al., 2010) .
In recent year, many other data mining algorithms for detecting high-order genetic interactions such as classification trees, random forests and multivariate adaptive regression splines (MARS) have been proposed (Montana, 2006) . Chatterjee et al. (2006) developed a powerful multi-locus parametric test based on Tukey's 1-df model of interaction. Millstein et al. (2006) proposed the focused interaction testing framework (FITF). The performance of neural networks evolved from genetic programming is studied by Bush et al. (2005) . Motsinger-Reif et al. (2008) Forthisdataset,the p-valueofthestandard2-dfPearson'schisquarestatisticis0.019whichreportsaninsignificantresultatthe 0.01level(allp-valuesareobtainedfrompermutationwith 1 0 5 replicates).Sincethefirsttwocolumnshaveratioslessthan1while thethirdcolumnhasratiogreaterthan1,wecombinethefirst twocolumnstogethertogetTable2(left)andthestandard1-df Pearson'schi-squarestatisticforthistableis 2 4 0 × (1 0 × 1 0 0 − 2 0 × 1 1 0 ) 2 / (1 2 0 × 1 2 0 × 3 0 × 2 1 0 ) = 3 .8 1 0,andthe p-valuebasedon 1 0 5 replicatesofMonteCarlosimulationincreasesto0.088which concludesaninsignificantresultevenatthe0.05level.However, ifweuseadifferentthreshold,say,0.8,andclassifythelasttwo columnsas"high-risk"andcollapsethemintoonecolumn,thenwe haveanother 2 × 2 table(Table2,right)withchi-squarestatistic 2 4 0 × (1 × 1 1 0 − 1 0 × 1 1 9 ) 2 / (1 2 0 × 1 2 0 × 1 1 × 2 2 9 ) = 7 .7 1 7 (doublethestatisticofMDR,3.810),whichisthemaximal1-dfchisquarestatisticofall 2 × 2 collapsedtables,andthe p-valuereduces to0.006whichconcludesasignificanceresultatthe0.01level. Thesimpleexampleshownabovesuggeststhatapartitioning strategywithadifferentthresholdmayimprovetheresultofMDR substantially.Inthispaper,weproposeanexhaustivesearchmethod basedontheOCPproperty(Theorem1below),whichcanquickly identifythethresholdthatcorrespondstothe 2 × 2 tablewith themaximal χ 2 valueamongallpossible 2 × 2 tables.The computational cost of this method is much smaller than the naive exhaustive search method. Before presenting our main results, we introduce a couple of concepts. 
Obviously, for a 2 × K contingency table S, there are up to 2 K−1 − 1 distinct CPs while the number of distinct OCPs is no more than K − 1. Without loss of generality, for n candidate genes, suppose that each gene (e.g., SNP) has three genotypes, which are labeled as 0, 1, 2. Then the genotype combinations can be organized as a 2 × 3 n contingency table, with the first row containing the counts of the genotype combinations of the cases and the second row for the controls. The naive exhaustive strategy that finds the optimal table with maximal χ 2 value would involve up to 2 3 n −1 − 1 collapsed tables and calculations of chi-square statistics. This number is enormously large even when n is small. For example, 3 genes corresponds to up to 2
tables. Therefore, it is not feasible to use such exhaustive strategy. The following theorem states that the exhaustive search can be accomplished efficiently by an OCP method.
THEOREM 1 (OCP Optimality). For any contingency table S, let Ω be the set of all CPs, and Ωo be the set of all OCPs of S. Then
here χ 2 P is the chi-square statistic for P. An equivalent result has been established previously by Shih (2001) , which is a corollary of a general theorem given in Breiman et al. (1984) . During the preparation of this paper, we found this result independently and an elementary proof can be found in Supplementary Material. We shall call any P0 ∈ Ω0 maximizing the χ 2 value as the optimal OCP. According to the definition, any CP selected by MDR is also an OCP, but it is not necessarily the optimal OCP. The example in Section 2.1 sheds some lights on this. Table 3 illustrates the upper bounds of computational complexities (number of chi-squares computed) for naive exhaustive search, OCP (for OMDR), and CP with fixed threshold (for MDR) strategies. Compared with the naive exhaustive search strategy, the OCP strategy is much more efficient. In real data analysis, the computational burden can be further reduced by using the sparsity property. Suppose the total sample size is k, then the number of columns with at least one positive count would be at most k, and the computation complexity is no more than k − 1.
The analysis above suggests that the computational complexity of OCP procedure should be bounded by the minimum of the number of OCPs and the total sample size. In fact, this upper bound can be further relaxed. Suppose S1 is a contingency table with positive margins and it is sorted into ascending order by column according to the ratio of the number of cases to controls. Since the columns with zero entries for cases have ratio 0, these columns can be combined into one column; likewise, the columns with zero entries for controls can be combined into another column. Let S2 be this combined version of S1. We have the following proposition, the proof of which can be found in Supplementary Material. PROPOSITION 1. Suppose S1 is a contingency table and S2 is the combined version of S1. Then
We illustrate the above property by an example. We generated the genotypes of 50 cases and 50 controls based on model 6 in Ritchie et al. (2003) . In this example, we can find the optimal OCP of the 2×729 table with only about 11 operations according to Proposition 1, which is much smaller than the number of OCPs 728 and the total sample size 100. Table 4 . Two-locus interaction models without marginal effect (entries are penetrance. p 1 , p 2 are the minor allele frequencies of two loci, q 1 = 1 − p 1 , q 2 = 1 − p 2 ; K is the population prevalence; φ is the tuning parameter controlling the size of interaction effect)
Order Determination and P-Value Calculation by Generalized Extreme Value Distribution
Adequacy of the MDR method was assessed by comparing the average cross-validation consistency (or prediction error) from the observed data to the distribution of average consistency (or prediction error) under the null hypothesis of no associations derived empirically from 10-fold cross-validation (CV) and a large number of permutations. Thus, the computational burden is huge when the number of loci is large. In this paper, in order to reduce computational burden we will use a p-value approximated by a generalized extreme value distribution (GEVD) (Jenkinson, 1955) as a validity measure for the OMDR procedure. A similar approach has been used in Pattin et al. (2008) . We describe the procedure as follows. outofthetotalof N ,weusetheOCPmethodtofindthemaximal1-df chi-square statistic. The optimal gene combination for this order of interaction is the one which maximizes the maximal chi-square statistic and we denote this maximum by T
n . The p-value of T (0) n is used to measure significance of the n-order interaction model. The optimal order of interaction is the one with the smallest p-value. Since T
n is the maximum of many chi-square statistics, we assume that its null distribution can be approximated by a generalized extreme value distribution with cumulative distribution function
where −∞ < µ, ξ < +∞, σ > 0. Therefore, the p-value of T (0) n can be approximated by ρn = 1 − F (T (0) n ; µ, σ, ξ). To compute ρn, we randomly permute the case/control labels of the original data set to get M sets of null data. Since we have assumed the distributional form of the null distribution, the number of permutation replicates, M , can be taken to be very small (say, less than 50 for most studies). The maximal 1-df chi-squares for these M permutation data sets, {T n . Then, we use the permutation sample {T (m) n , m = 1, ..., M } to estimate the unknown parameters in ρn based on the maximum likelihood principle. With this permutation sample, we can get the maximum likelihood estimates (MLEs) of the three parameters µ, ξ, σ. Notice that the asymptotic property of the MLE may not hold if the shape parameter ξ falls outside the interval [−0.5, 0.5]. Actually, the MLE may not exist if |ξ| ≥ 1 (Smith, 1985) . Therefore, we solve for the MLE with a constraint −0.5 ≤ ξ ≤ 0.5. The initial values of parameters are generated by the probability-weighted moment method (Hosking et al., 1985) . For each n = 1, 2, · · · , N0, the pvalue, ρn, for testing association between any n genes and disease can then be estimated byρn = 1 − F (log T (0) n ;μn,σn,ξn), whereμn,σn,ξn are estimated parameters. The order of interaction is estimated byn = arg min{ρ1,ρ2, · · · ,ρN 0 }, and the corresponding gene combination is chosen as the final interaction model.
Finally, we need to assess the significance of the detected model by computing the p-value ofρn. In order to do this efficiently, we apply the GEVD theory again and assume − logρn has a GEVD distribution as in (1) under the null hypothesis. To estimate the parametersinthisdistribution,wepermutetheoriginaldataset again and repeat the above procedure M1 times and get null values − logρ (m) nm , m = 1, 2, ..., M1. These values are used to estimate the parameters in the GEVD distribution and hence the p-value ofρn. Note that due to application of the GEVD theory, the total number, M M1, of permutations is relatively small. Figure 1 illustrates the procedure of OMDR method. Repeat steps 1~5, calculate the p-value of OMDR by GEVD
RESULTS
In this section, we first show some simulation results, then we apply our method to a real data set.
Simulation
We conducted simulations to compare the proposed OMDR with MDR.Weconsidered10diallelicgeneticmarkers(e.g.,SNPs), twoofwhichwereassumedtobeassociatedwiththedisease andtheothersarenotassociated.Wegeneratedgenotypesofthe twoassociatedmarkersfrom4differenttwo-locusmodels.Under model 1 (Table 4) , the two markers have no marginal effects but have interaction effects (Culverhouse et al., 2002) . Models 2, 3 and 4 (Table 5 ) are the epistasis model, the threshold interaction model, and the multiplicative interaction model considered in Marchini et al. (2005) and Pickrell et al. (2007) . In generating genotype data for the 10 genes, we assume they obey the Hardy-Weinberg equilibrium law and are in linkage equilibrium in the population. The population minorallelefrequenciesare0.25fortheassociatedlociand0.5for theother8loci.Inwhatfollows,weconsiderinteractionsupto theorderof N 0 = 4 andallofthesimulationresultsarebased on400replications.Inaddition,weconsiderbalancedcase-control study only, i.e., the numbers of cases and controls are equal since theresultsforunbalanceddesignaresimilar.Asmentionedinthe introduction,therearemanyversionsandextensionsofMDRinthe literature.Weusetheversionbasedonconsistencyandpredictive errorasthebenchmark (Ritchieetal.,2003) inourcomparisons. Table 6 shows the empirical type I error rates of the OMDR method based on 400 replicates of simulation and M = M1 = 50 permutation replicates in order determination and p-value calculation. We can see that all the empirical type I error rates of OMDR are close to the nominal level 0.05. Our simulations suggest that the number of permutation replicates can even be reduced to 20 without inflating the size of test when the total sample size is between 200 and 600. Simulation results for other choices of minor allele frequencies also show that the GEVD method can well control the type I error rate of the OMDR method (results are not shown here).
In our simulation study, we define the detection rate (DR) as the probabilityofsuccessfullypinpointingthetruesetofinteracting genes by the OCP method when the order of interaction is known a priori. The detected set is the one with maximal chi-square no matter it is significant or not. Power is defined as the success probability of locating the predisposing genes without knowing the order of interaction while controlling the type I error. Since determining order of interaction may have extra error, power is always less than the detection rate. Figure 2 shows DRs and powers for model 1. It is seen that, compared with the MDR, OMDR has a substantial gain in DR and power. For example, when the tuning parameter φ is 7 in model 1 (Figure 2 , left panel) the DR gains of OMDR over MDR are 0.20, 0.73, 0.71 and the power gains are 0.05, 0.28, 0.79 for sample sizes 400, 800, 1200, respectively. In addition, when the total sample size is fixed to be 1200 and the size of interaction effect φ changes from 4 to 7 (Figure 2, right panel) , the DR increment of OMDR ranges from 0.11 to 0.71, while the power gain ranges from 0.01 to 0.79. Wealsostudiedthesituationthattheassociatedlocihaveboth main effects and interaction effects. Table 5 lists three models of this kind that were studied in the literature, namely, the epistasis, threshold,andmultiplicativeinteractionmodels.Simulationresults for the former two models are summarized in Figure 3 . The sizes of the main effects of the two associated loci are fixed to be λ = λ1 = λ2 = 2.0. Again, the DR of OMDR is uniformly higher than that of MDR. For the threshold interaction model, the DR gain of OMDR over MDR ranges from 0.22 to 0.39. Except for the case of γ = 2.5 and sample size 400, the power gain of OMDR over MDR is around 0.3 for all the other five cases depicted in the lower panels of Figure  3 . Figures 2 and 3 show that the power of the OMDR method can be even greater than the DR of MDR when the interaction effect is large. Analogous results but with smaller power gain are observed for the epistasis model. For example, when the total sample size is 1200, the power gains of OMDR are 0.04 and 0.07 for interaction effect γ = 3, 4. But when interaction effect is smaller (γ = 2), no power gain is spotted. For the multiplicative interaction model andthesixmodelsusedinRitchieetal. (2003) 
Real Data Analysis
We applied the GEVD based OCP and the permutation distribution based OCP to find the OMDR for the real case-control data set from the Ontario Familial Breast Cancer Registry (John et al. 2004 ). This case-control study contains 398 breast cancer cases and 372 population controls. Onay et al. (2006) analyzed the data set as summarized below. Nineteen SNPs from 18 cancer-related genes passed the Hardy-Weinberg equilibrium test. Under recessive, dominant and co-dominant models, an unconditional logistic regression procedure was employed for each SNP by adjusting for age, BMI and family history. Only XPD-[Lys751Gln] showed a significant main effect at the 0.05 level according to a crude pvalue. However, none of the 19 SNPs showed significant evidence of a main effect after correcting for multiple testing by applying the FDR principle (Benjamini and Hochberg, 1995 , were detected at the 0.05 level based on FDR adjusted p-values under a co-dominant model, although none of these four two-way interactions remained significant by Bonferroni adjustment. The joint genotype counts of the four SNP pairs are given in Table 5 in Onay et al. (2006) .
We used M = M1 = 100 permutation replicates to get more stable and accurate estimations of p-values. Results of two-way interaction analysis are shown in Table 7 . Note that the p-values computed by GEVD are quite similar to those computed by 10 5 permutation replicates. Meanwhile, the computation time is reduced more than 10-fold by using the GEVD method in our setting. Thus, using GEVD rather than permutation with the OCP method can significantly reduce the computation time while ensuring accuracy. The OCP solution, being the maximal chi-square, is always not less than the MDR solution and, in this example, they coincide with each other. Therefore in Table 7 the p-values of OCP method usingGEVDapproximationorpermutationsarealsosimilarto butslightlylargerthantheonesfromtheMDRmethod.Wealso providedsomerealdataexamplesintheSupplementaryMaterial toshowthatitisacommonphenomenoninpracticethatthe partitioningsofMDRandOMDRaredifferentinwhichcasethe maximalchi-squarestatisticwillbestrictlylargerthantheMDR solution. Table 4 in Onay et al. (2006) ; e False Positive Report Probability, see Table 4 in Onay et al. (2006) . Table 7 are from Table 4 in Onay et al. (2006) , only the analysis results adjusted for age are presented due to the highly missing proportion of BMI. FPRP is defined as the probability that the null hypothesis is true given a statistically significant result due to some test procedure, which depends on the prior probability that the null hypothesis is true, the level and statistical power of the test (Wacholder et al., 2004; Thomas and Clayton, 2004 
FPRPs listed in

DISCUSSION
Multifactor-dimensionality reduction is a powerful non-parametric method in genetic interaction studies. Many empirical computer studies and real data analyses have demonstrated the impressive capability of MDR in detecting high-order interactions. The key idea of MDR is the pooling of high dimensional predictors into twodistinctgroupswhichreducesdimensionalityandalleviates thesparsityproblem.Weobservethatthepowercanbefurther improved by introducing the exhaustive search strategy. In this study, an OCP based search strategy is proposed for finding the optimal contingency table with largest chi-square statistic, which has computational complexity that is dramatically lower than that of the exhaustive search method. The generalized extreme value distribution (GEVD) theory is employed to further reduce computational cost. Both simulation studies and real data analysis show that the GEVD approximation is rather accurate and much more computationally efficient than using the permutation distribution.
Simulation studies in Ritchie et al. (2003) show that the MDR method performs robustly in the presence of noise due to genotype error and missing data, but may lose power substantially in the presence of phenocopy. Chen et al. (2008) proposed a gene-gene interaction detection approach based on the support vector machine and demonstrate several advantages of their machine learning method by simulation studies, especially the strong ability (e.g., power and model stability) to handle sample noise. Since the OMDR method always leads to higher detection rates than MDR, it is conceivable that our OMDR method can deal properly with this noise while MDR does not. The performance of OMDR in the presence of these sources of noise will be explored in future studies and compared with Chen et al. (2008) 's method.
Another important issue is the class-imbalance problem in genegene interaction detection. The generalization ability of many classification methods such as logistic regression will be weakened by extremely imbalanced data sets. In balanced case-control design, the threshold used by MDR is 1 which can be naturally adjusted by the ratio of cases to controls when the design is unbalanced. Velez et al. (2007) proposes the balanced accuracy function defined as the arithmetic mean of sensitivity and specificity to substitute the accuracy function such as cross-validation consistency and prediction error used in previous literature (Ritchie et al., 2001 (Ritchie et al., , 2003 . Simulation shows that the power of the MDR method using this balanced accuracy function with the adjusted threshold can be elevated efficiently. Since the variable threshold used in OMDR is data-driven, our OMDR method can also be applied without modification to detect gene-gene interactions in unbalanced case-control studies.
