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Cyberbullying has become a common vice on the social media platforms and is quickly running 
out of hand. The psychological researches conducted on its effect are showing dire trends on the 
victims, sometimes leading to suicides among the victims.  Currently, the efforts by the social 
media sites in curbing cyberbullying is largely user centered. Twitter platform provides a series of 
reactionary measures of dealing with cyberbullying instances, including; blocking users, reporting 
users, deleting posts and tagging tweets with warning labels. However, these approaches are more 
of reactionary than preventive. This leaves a gap in the software systems design which should 
eliminate the human intervention, by implementing technological methods in curbing 
cyberbullying. This research implemented the application of machine learning techniques to build 
a text classifier to detect instances of cyberbullying as the tweets are being composed. The research 
collected data from Twitter which was processed and labelled appropriately. A Support Vector 
Machine model was developed, trained and validated based on labelled text data using bigram 
features and term frequency-inverse document frequency weighting. An experimental approach 
was taken in determining what combination of features provided the most desirable performance 
outcome on the data collected. A comparative analysis was then done between the text 
classification algorithms (including Naïve Bayes, K-Nearest Neighbor and Random Forest 
Classifier) coupled the different features. The SVM classifier coupled with the bi-gram feature 
emerged as the best classifier while using sentiment to classify texts documents, with an accuracy 
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Chapter 1: Introduction  
1.1 Background   
The period between 2008 and 2019 has seen the growth of the social networking sites in the 
internet. People around the globe are using forums, blogs, social networking sites for their 
networking. As the use of these sites is on the rise, a section of these platforms’ users are violating 
the provisions of using them, which are unethical. This has led to other users within the sites being 
victims of cyberbullying (Edosomwan et al., 2011).   
Globally, the definitions of cyberbullying vary depending on the context of usage.  Aune (2009) 
defines cyberbullying as the use of information and communication technologies such as e-mail, 
cell phone text messages, instant messaging, personal websites and personal online polling 
websites to support deliberate, repeated and hostile behavior by an individual or groups, that is 
intended to harm others. Patchin and Hinduja (2006) on the other hand defined cyberbullying as 
“willful and repeated harm inflicted through the medium of electronic text”. This definition seems 
to be shallow as it does not paint the full picture of what cyberbullying is. The United States 
National Crime Prevention Council defines Cyberbullying as “when the Internet, cell phones or 
other devices are used to send or post text or images intended to hurt or embarrass another person” 
(ncpc, 2019).  
Unlike traditional bullying, the severity of cyberbullying is intense. Cyberbullying gives the 
perpetrators the power to embarrass or hurt a victim before a global community, especially in the 
realms of social media (Edosomwan et al., 2011). This is propagated by the characteristics of social 
media, against traditional forms of communication; searchable; the characteristic that allows users 
to search and read previous posts; share-ability; this is the characteristic that allows users to share 
content gotten online with other users in their networks, also known as “viral nature” of the SNSs, 
ease of access, anonymity amongst others (Cohen-Almagor, 2011).   
Previous research has established connections between cyberbullying and increased negative 
outcomes including; decreased performance in school, absenteeism, truancy, violent behaviors and 
psychological effects such us depression (Cowie, 2013), suicide and suicide ideation 
(Hosseinmardi et al., 2015). Given the grave consequences of cyberbullying and its growing trend, 
there is need to research on how to preempt and curb it. Van-Royen, Poels, Daelemans, and 
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Vandebosch (2015) report on the general agreement by experts in the field of cyberbullying that 
computational automatic monitoring of cyberbullying on social networking sites would enhance 
the strategies used in combating it.  
  
Cyberbullying has proven to be a persistent version of the traditional forms of bullying. It goes 
beyond the regular confines of the usual societal bullying confines, with the victim often 
experiencing no respite from it. This is cemented by the anonymity, itinerancy permanency and 
cross-jurisdiction of online content. The social media networks provide bullies with global reach. 
This gives them the power to embarrass or hurt their victims at a global level amongst the online 
community (Dinakar, Reichart, & Lieberman, 2011).  
 Previous research into cyberbullying have looked into both psychological effects on the victims 
and ways of detecting the phenomenon on Twitter. Mody, Shah, Pimple and Shekokar (2018) in 
their study identified the need to curb cyberbullying using sentiment analysis. Progressively, more 
research is being conducted on detection using machine learning techniques  (Sugandhi et al., 
2016). Less work however is being done on how to stop an on-going attack, or even to prevent 
attacks before they happen (Hamiza Wan Ali et al., 2019). 
  
The current efforts to curb the cyberbullying menace rely on the human aspect intervention. The 
measures in place by Twitter to contain the problem include; Blocking a user; this is where users 
can prevent interactions with other users. The functionality allows users to prevent other users 
from communicating with them, once they consider them as bullies, or generally do not ascribe to 
their line of thought. Reporting a user; this is feature by Twitter, which allows users to report other 
users to the organization based on the judgement of the content they have posted. Twitter then 
evaluates and takes the appropriate action. Deletion of posts; Twitter allows users to delete any 
posts they have made (Twitter, 2019). Though providing a way of dealing with cyberbullies 
already on the platforms and content already posted, these measures are still proving insufficient 
in the fight against cyberbullying (Nadali et al., 2013). 
Different machine learning techniques have been researched with regards to detection of 
cyberbullying. Sentiment Analysis is considered based on the assumption that most cyberbullying 
tweets are aggressively negative messages (Mercado et al., 2018). Support Vector Machines 
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(SVM) was chosen as the algorithm of preference as it has been proven to provide desirable 
accuracy against high-skew text classification experiments, which resembles the ones under this 
study (Noviantho et al., 2018). 
 
1.2 Problem Statement   
Monitoring bullying in other forms of media for example newspapers, and radio is far much easier 
compared to the complexity of the social media sites. This is largely due to the checks and balances 
that exist in those environments to ensure what gets to the public meets the standards of journalism. 
However, unlike traditional media, in social media sites, the content is user generated and checks 
only occur once they are published.   
Social media platforms contain features which allow cyberbullying to thrive. The ease with which 
victims are targeted, the anonymity aspect and lack of control, provide an enabling environment 
(Cheng et al., 2019) The current efforts to curb cyberbullying on the social media sites seem not 
to cope with keeping the phenomenon at bay. The measures taken by the social sites themselves 
are reactive in nature. The reactive measures are outlined in the users’ policy document, where 
twitter has laid out instructions on how to block, flag, and report bullies or content deemed to 
contain cyberbullying.  
This research proposes the development of a model which seeks to apply automatic techniques in 
identifying cyberbullying and aggression as the users are typing them and alerting the users to 
change their tweets composition, before posting. This model seeks to use Sentiment Analysis to 
decipher opinions being expressed in tweets, then categorizing them as either positive or negative. 
This automatic detection as the tweets are being composed would significantly improve the efforts 
in reducing and curbing cyberbullying. It is a preventive measure.   
1.3 Research Objectives  
1.3.1 Main Objective 
The research designed a prototype prediction model which can detect cyberbullying in tweets as 
they are being composed before they are posted on to the public on twitter. This was achieved 
through sentiment analysis on data crawled from Twitter.  
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1.3.2 Specific Objectives 
i. To investigate the techniques used by social media platforms in mitigating 
cyberbullying        
ii. To develop a Sentiment Analysis model to counter cyberbullying on Twitter 
iii. To test and validate the model  
1.4  Research Questions   
i. What are the forms of cyberbullying on Twitter?  
ii. What techniques are currently used by social media in managing cyberbullying?   
iii. How will the model be designed, tested and validated?  
1.5 Justification   
Currently, social media networks rely on users reporting cyberbullying incidences. Automation is 
for this process is almost absent. Considering the massive big data set generated in social sites 
platforms daily, automating the detection and prevention of cyberbullying content would therefore 
be required to reduce cyberbullying effectively (Van Hee et al., 2016). To achieve both detection 
and prevention, sentiment analysis approach is applied; where a tweet can be analyzed and 
categorized as either constituting cyberbullying or not. This study sought to extend the use of 
sentiment analysis to include prevention of cyberbullying, not just detection. Little attention has 
been devoted to prevention, beyond regular expression-driven systems based on keywords. There 
has is a famine of computationally driven approaches for its prevention. Moreover, most of the 
researches conducted focus on categorizing already posted tweets, detecting them once out (Hollá, 
Fenyvesiová, & Hanuliaková, 2017).    
1.6 Scope and Limitation    
This study will limit its research on Twitter. This is because Twitter, unlike other social media 
platforms, allows researchers to use their platform to conduct researches. Secondly, Twitter posts 
reflect peoples’ instantaneous opinions regarding events, products and even other people. This 
provides the rich data required in developing the model.  
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The study would be limited to analyzing tweets composed in English language. This is because the 
researcher is conversant with the language and most tweets are composed in the language, 
therefore will not need any translation.  
6  
  
Chapter 2: Literature Review 
 
2.1 Introduction   
This chapter reviews applicable literature for a deeper understanding of the research problem. The 
state of cyberbullying and its forms in Twitter will be reviewed. This should inform the forms of 
cyberbullying which could be curbed using the proposed model.   
Previous significant research on sentiment analysis was further reviewed to understand the 
application of Sentiment analysis and relevant machine learning techniques in sentiment mining 
and text classification, as well as the different algorithms used in text classification. A conceptual 
framework will finally be presented at the end of the chapter. 
2.2. Freedom of Expression and Censorship 
Previously, in the traditional forms of media, gatekeepers mitigated and negotiated access to mass 
media platforms. Presently however, potentially anyone and any content can reach millions of 
users in an instant. This development bears great opportunities for the democratization of 
expression and the diversification of public discourse but has likewise broadened the impact of 
harm caused online. This raises the question how platforms and services can be regulated 
effectively to combat online harms without jeopardizing free and open discourse (Cowie, 2013). 
As regulators the globe grapple with responses to the legal novelties and challenges that social 
media represents, striking the balance between freedom of expression and censorship has 
continuously proved a challenge(Milosevic, 2016). Questions about the scope of protections to be 
broader and allow more free speech online are being asked, or instead should there be recalibration 
to address the increases in hateful, violent and discriminatory content? More generally, how can 
human rights law be asserted and enforced in an online environment where the social media 
corporations like Facebook and Twitter seem to hold all the cards(Cohen-Almagor, 2011)? 
2.3 Various Organizations on Cyberbullying  
 
2.3.1 Kenya National Computer Incident Response Team (KE-CIRT) 
The Kenya National Computer Incident Response Team (KE-CIRT) defines cyberbullying as 
“when a child, preteen or teen is tormented, threatened, harassed, humiliated, embarrassed or 
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otherwise targeted by another child, preteen or teen using the Internet, interactive and digital 
technologies or mobile phones”. According to the organization, it has to have a minor on both 
sides, or at least have been instigated by a minor against another minor (KE-CIRT/CC, 2019). 
According to the commission, children are so often motivated by anger, revenge or frustration. 
Sometimes they do it for entertainment or because they are bored and have too much time on their 
hands and too many tech toys available to them. Many do it for fun or to get a reaction. Some do 
it by accident, and either send a message to the wrong recipient or didn’t think before they did 
something. The power-hungry do it to torment others and for their ego.  
To curb cyberbullying, the commission advises children to never share any information online 
which could be used against them. Cyberbullies often use pictures, status updates, and personal 
information they find online to harass their targets. It’s fine to share a little information about 
yourself online, but never reveal something you don’t want the whole world to know(KE-
CIRT/CC, 2019).  
2.3.2 United Nations Children’s Fund - UNICEF  
The UNICEF organization defines cyberbullying as bullying with the use of digital technologies. 
It can take place on social media, messaging platforms, gaming platforms and mobile phones. It 
is a repeated behaviour, aimed at scaring, angering or shaming those who are targeted. Examples 
include: spreading lies about or posting embarrassing photos of someone on social media; sending 
hurtful messages or threats via messaging platforms; impersonating someone and sending mean 
messages to others on their behalf(UNICEF, 2020).  
Face-to-face bullying and cyberbullying, according to the organization, can often happen 
alongside each other. But cyberbullying leaves a digital footprint – a record that can prove useful 
and provide evidence to help stop the abuse. To help end the vice, UNICEF and its partners are 
calling for action in the following area; 
i. Implementation of policies to protect children and young people from cyberbullying and 
bullying. 
ii. Establishment and equipment of national helplines to support children and young people. 
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iii. Advancement of ethical standards and practices of social network providers specifically in 
regards to the collection, information and management of data.  
iv. Collection of better, disaggregated evidence about children and young people’s online 
behaviour to inform policy and guidance. 
v. Training for teachers and parents to prevent and respond to cyberbullying and bullying, 
particularly for vulnerable groups. 
2.4 Cyberbullying on Twitter 
Compared to detecting spam where same message is broadcasted to many recipients, detecting 
cyberbullying, which is more personalized and context oriented, is much more difficult. Most 
cyberbullying has been identified to revolve around selected topics including; race and ethnicity, 
sexuality and sexual identity, body shape and appearance, intelligence, and social inclusion and 
non-acceptance. Understanding if a text composition and its sentiment is aligned to these topics, 
and the intonation positive or negative, would be crucial in singling out possible cyberbullying 
messages (Lieberman, Dinakar, & Jones, 2011).   
2.4.1 Forms of Cyberbullying in Twitter  
Cyberbullying takes many forms including; flaming, pestering, denigration, impersonation, outing, 
boycott and cyberstalking. The most extreme prevalent cases of cyberbullying are flaming and the 
less severe is cyberstalking. Flaming frequently happens when a group of users argue about topics 
which include crude, aggressive and foul language and are exchanged using electronic messages. 
Flaming is the most extreme form of cyberbullying as it comes from online squabbles amongst 
internet’s users. It is therefore difficult to identify the cyberbully and the victim during these 
altercations (Hamiza, Wan, Ali et al., 2019).  
2.5 Machine Learning  
These are methods that are extraordinary for AI solutions. They are founded on the proposition of 
learning as a result of continuous training and practices. The association models such as artificial 
neural networks are well fit for machine learning where new association weights are adjusted to 
progress the competence of a formed network. 
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In supervised machine learning, a classifier is developed by training it using the learning the 
properties of categories from a set of pre-classified training data sets. When using machine learning 
techniques four main issues need to be considered: classifications that will be used to group the 
instances, training data, features that will be used to represent each instance and the algorithm to 
be used for categorization (Feldman & Sanger, 2007). Since an experimental approach is taken, a 
combination of the categories is often used to ensure best achievable outcome. The following 
subsections discuss the different techniques of machine learning applied in text classification.  
2.5.1 Supervised Learning   
2.5.1.1 Rule-based Learning   
The rule-based learning classifier uses the principle of the rule of incidences of sentiments of text 
composed messages. When any selected words contain positive emotions, the conclusion drawn is 
that it is positive. Else when the words contain negative emotions, the conclusion is that they are 
negative. The rule-based algorithm has similarities with fuzzy-logic systems which allow the 
median value to be well-defined between conventional evaluations like positive or negative, true 
or false and others (Bhardwaj, 2015).   
2.5.1.2 Support Vector Machines (SVM) or Support Vector Networks (SVN) 
These are classification and regression examination techniques. They are categorized as supervised 
machine learning models for information analysis as well as pattern recognition. The common 
application areas for the SVM algorithms include image processing, bioinformatics and text 
analysis. With the use of an SVM learning algorithm, it is probable to create a room that is 
transformable. The model signifies the examples as points in space, maps separate categories and 
divides them as much as possible. The main objective is to design a hyperplane which separates 
the training vectors into 2 distinct groups, where the ultimate choice is a hyperplane which leaves 
appropriate maximum margin for both classes (Platt, 1999). Recent research and state of the art 
approaches of Support Vector Machines show that using ensemble approaches can drastically 
reduce the training complexity while maintaining high predictive accuracy. This has been done by 
implementing the SVM without duplicate storage and evaluation of support vectors, which has 




Geometrically, binary SVMs are seen as hyper planes in the feature space separating points which 
represent negative instances. During training of the algorithm, a classifying hyper lane is identified. 
This is the unique plane that separates the negative instances from the known positive ones with 
the maximal margin. Support vectors are used in determining the SVM hyper planes as Figure 2.0 
illustrates (Potha & Maragoudakis, 2015). 
 
 
Figure 2.1: SVM Classifier 
 
From the figure above, SVM builds binary classifiers. Let the training set of examples named D 
be; 
{(x1, y1), (x2, y2), ……., (xn, yn)}, 
xi = (xi1, xi2, ...…, xir) refers to the r-dimensional input vector in a real-valued space and represents 
the positive class as 1, and the negative class as -1 (Liu, 2011). To build the hyperplane, a linear 
function is built of the form; 
f(x) = (w.x) + b 




Positive is assigned to the input vector xi when f (xi ≥ 0), or otherwise negative as shown by the 
following equation.  
 
Equation 1.2: Assigning input vector 
 
SVM therefore determines the hyperplane by the equation below, also called the decision surface.   
 
Equation 1.3: Determining Decision Surface 
2.5.1.3 Naive Bayes methods   
These are a set of probabilistic supervised machine learning algorithms that are used for clustering 
and classification (Lowd & Domingos, 2005). Methods employed are founded on the application 
of Thomas Bayes’ theorem and an assumption of there being no relation amongst every pair of 
selected features. They are known as linear classifiers and do perform well, simply and are very 
efficient (Zhang, 2004). While using smaller sample sizes, this classifier sometimes provides better 
outcomes compared to the better alternatives, performance wise. However, the classifier often 
gives poor performance when non-linear classification problems are involved. These methods are 
used in several fields including; diseases diagnostics, RNA sequences categorization in taxonomic 
studies and identifying spam emails e-mail clients (Raschka, 2014). Research of Naive Bayes has 
previously been proved to be an optimal method of clustering and classification, no matter how 
strong the attributes involved are related. Whether the dependencies are evenly distributed in the 
classes or when they cancel out each other, optimal performance is still achieved by Naive Bayes 
(Zhang 2004). Recently, Naive Bayes theorem has been applied to image classification algorithms, 
where the Local Naïve Bayes Nearest Neighbor algorithm improves the classification accuracy 




Given a document d and a set of classes {}, the posterior probability that the d belongs to the 
classes is calculated and the document is assigned to the class with the highest value of probability 
(Bai & Nie, 2004)  
(Liu, 2011) opines the posterior probability should be calculated using the following equation; 
 
Equation 1.4: Calculating Posterior Probability 
 
Assuming the conditional independence among the words in a class, then P(d|ci) is solved as; 
 
 
Equation 1.5: Calculating P(d|ci)  




Equation 1.6: Calculating P(ci) 
From the above equation, N refers to the total number of training documents and Ni to the 
number of training documents in the class ci. P(dj|ci) is thence calculated as; 
 
Equation 1.7: Calculating P(dj|ci 
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Naïve Bayes algorithm combines its ease of use with efficiency and accuracy. Moreover, it works 
well with numerical and textual data (Swamy & Hanumanthappa, 2013). 
2.5.1.4 Decision Tree Classifiers   
These classifiers employ a hierarchical decomposition of the training data where certain conditions 
on an attribute value are used in classifying and dividing data (Quinlan, 1986). The predicate and 
conditions used implies the absence and presence of more than one word. In decision trees; the 
process of dividing data takes place recursively until all the leaf nodes have a minimum number 
of records that show a detailed classification.  Figure 2.2 Shows a visualization of a simple decision 
tree. 
 
Figure 2.2: Simple Decision Tree 
2.5.1.5 Random Forest  
This is a supervised learning algorithm composed of several decision trees. It uses two fundamental 
principles; randomly sampling the training data points while coming up with the trees and random 
subsets of features considered when splitting the nodes (Dong et al., 2019). 
The algorithm works in two phases, in the first phase, it creates the random forest creation and in 
the second it makes the prediction from the forest created. The following pseudocode depicts the 
whole process involve in the algorithm; 
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i. Select randomly “K” features from total “m” features where k << m 
ii. Among the “K” features, calculate the node “d” using the best split point 
iii. Split the node into daughter nodes using the best split 
iv. Repeat the i to iii steps until “l” number of nodes has been reached 
v. Build forest by repeating steps i to iv for “n” number times to create “n” number of trees 
Every individual tree in the random forest gives its own prediction. These are then collated and 
the prediction with the most tallies from the trees becomes the model’s prediction(Jain & Katkar, 
2016). Figure 2.3 below shows the visualization.  
 
Figure 2.3: Random Forest Model Prediction Making 
2.5.1.6 Artificial Neural Network   
The bio-inspired machine learning model shows incredible success in its application and in the 
fields of artificial intelligence. Scholars have illustrated that using the bio-inspired algorithm has 
satisfactorily improved the results in the research domain. They include artificial neural networks 
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(ANN), artificial immune systems, evolutionary computation, fuzzy systems, as well as swarm 
intelligence (Andries, 2007).   
An artificial neuron network takes the model of biological neurons. Artificial neuron accepts 
signals or inputs from other neurons or surrounding. The signal is fired and given certain 
conditions, thus, transferring the signal to all the connected neurons (Uhrig, 1995). Figure. 2.4 
below shows an artificial neuron. Here, there is an association between the numerical positive and 
the negative value which is associated with each neuron such that they either inhibit or excite 
inputs with each connection made to the artificial neuron. The activation functions in ANN are 
used to regulate the firing taking place in the artificial neuron. The neuron then collects all 
incoming signals by computing their net input signals as a function with the associated or given 
weights. These net input signals then serve as input to the activation function which calculates the 
output signal of the artificial neurons (Zupan, 1994). An ANN is a layered system containing of 
one or many artificial neurons. ANN components include the input layer, hidden layer and the 
output layer. Based on the interconnection of the components; the ANN has been modelled with 
the ability to perform learning, generalize and map abilities to process information in parallel.   
   
  
Figure 2.4: Artificial Neural Network (Zupan, 1994)  
 
Several ANN architectures have been developed such as feedforward neural network, recurrent 
neural network, and spiking neural network. Also, there are also different types of neural network 
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such as single-layer neural network, multi-layer perceptron (MLP), temporal neural network, radial 
basis neural function network, self-organizing neural network (Peterson & Rögnvaldsson, 1992).   
2.5.2 Lexicon Based Approach  
This approach aims at attaining an effective cross-domain performance. The methodology works 
with the assumption that; total of the sentiment orientations of all words make contextual sentiment 
orientations. Here, words that are opinionated are used on the classification tasks. The positive 
opinions are employed in describing desired states while the negative opinions express the 
undesired states. There exists several opinion idioms and phrases that are known as lexicons. There 
exist different approaches when it comes to compiling and collecting the opinions used in the word 
list. Since the manual approach is time consuming; it is used together with other faster approaches 
that are automatic with the aim of checking out for any errors and mistakes. The common 
approaches are discussed in the section below (Bhardwaj, 2015).   
2.5.2.1 Dictionary-Based Approach   
 In a dictionary-based approach; sets of words or opinions are collected manually based on set 
subjects. The same grows through searching for more words in a corpora WordNet or thesaurus 
for simple synonyms as well as antonyms. The words obtained are often added to a seed-list 
resulting in the formation of new iterations. The process of iteration stops when the system fails to 
find new words. At the end of the process; there is manual inspection done with the purpose of 
eliminating any existing errors. The key disadvantage of this approach is the inability to find any 
opinions or words that are context or domain specific orientations (Mohammad et al., 2009).   
 
2.5.2.2 Corpus-based Approach   
This method aids in resolving the difficulty of finding opinion words given context specific 
orientations. Its methods depend on syntactic patterns or patterns that occur together along with a 
seed list of opinion words to find other opinion words in a large corpus (Medhat et al., 2013). The 
approach tries to find the existence of co-occurrence patterns of words. This helps in determining 
their sentiments. It is founded on seeding a list of opinion words, then finding other opinion words 
which have a similar context. It is used in assigning the happiness factor of words, depending on 
the frequency of their occurrences in “happy” or “sad” posts (Bhardwaj et al., 2015).   
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2.6 Sentiment Analysis   
 
According to Liu (2012) a sentiment is defined as a feeling, opinion expressed by a person towards 
something, an idea or someone. Computer studies define sentiment analysis as; attitude mining, 
opinion mining studying the sentiments of people towards certain ideologies (Fang & Zhan, 2015). 
Different approaches exist through which sentiment analysis can be achieved; machine learning 
approach, hybrid approach and lexicon-based approaches (Maynard & Funk, 2011). Machine 
learning approach employs the use of machine learning classifiers and simple linguistic features. 
In lexicon-based approaches, the algorithm relies on sentiment lexicons, a collection of 
precompiled known terms. These are further classified as dictionary-based approaches or corpus-
based approaches, which utilize semantic statistical techniques to find sentiment polarity. The 




Figure 2.5: Steps in Sentiment Analysis 
 
The process of sentiment analysis can be grouped into three stages; Initialization step, learning 
step and the evaluation step. The initialization step starts by data collection, then preprocessing the 
data and ends with attributes or features extraction from the data. The second next step is the model 
training, where the labeled data from the initialization step is used. The third and final step is 
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evaluation. This is where the model is reviewed for accuracy against test data (Angiani et al., 
2016).  The desired output of the model is correct predictions of tweets with cyberbullying content. 
This calls for the implementation of supervised learning on the SVM algorithm (Brownlee Jason, 
2019). 
 
2.7 Twitter Data Analysis   
According to Sayce (2019), about 500 million tweets are composed each day. This forms a rich 
ground from which to harvest data that can be used in this research. The social networking 
microblogging service had about 330 million active monthly users in 2019. (Statista, 2019). To 
collect this data, there are available tools. First there’s Twitter’s APIs, provided by the Twitter 
platform. Twitter Search API allows for search up to seven days back and the Streaming API 
allows for real-time queries against tweets. (Twitter, 2019). 
 
The second available tool for collecting the tweeter data is the GetOldTweets tool developed by 
Jefferson Henrique available on GitHub. This is the tool to be adopted for the research. The tool 
allows search of tweets without the timeline restriction of the Twitter APIs.(Henrique Jefferson, 
2018). The data crawled by this tool is exported in csv format for further analysis. 
 
First, the data undergoes preprocessing. This is where the undesired tweets components are 
removed from the tweets. These include dates, symbols, punctuation marks, emoticons, permalinks 
among others. The tweets are then processed to extract the features. In this instance, whether they 
contain cyberbullying or not. The processed tweets are then labelled as either positive or neutral. 
This is a manual process that involves reading the tweets one by one and assigning labels, 1 for 
tweets that contain cyberbullying and 0 for neutral ones. The resulting labeled data forms the 
corpus to be used on model training.(Jayasekara Dilan, 2019).   
 
2.8 N-gram Language Modeling 
 
Language modeling been successfully implemented in information retrieval, tracking, topic 
detection and text classification (Van Hee et al., 2018). It is largely used because it has a supporting 
foundation in statistics. Its main goal is predicting the probability of natural word sequences. Given 
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w1, w2, …, wt as a word sequence, the probability of any word sequence is calculated using the 




Equation 1.8: Predicting probability of Natural word Sequence 
 
N-gram models calculate the probability with the assumptions that only words relevant to 
predicting P(wi|w1,…, wi-1) are the previous n-1. The models assume the Markov n-gram 
independence, depicted by the following equation (Shirakawa et al., 2013).   
 
Equation 1.9: Markov n-gram independence 
 
The maximum probability estimate of n-gram probabilities from a corpus is given by the observed 
frequency by the following equation. #(.) represents the number of occurrences of a specified gram 
in the training corpus (Peng, 2003). 
 
 
Equation 1.10: Probability estimate of n-gram probabilities 
 
Various n-gram language models (uni-gram, bi-gram tri-gram, n-gram) can therefore be applied 
to text classification algorithms. A document d is categorized under a category c according to 
(Peng, 2003). This is illustrated by the following equation (Peng, 2003).  
 
 




2.9 Data Analysis Tools and Libraries 
 
2.9.1 Python Programming Language  
According to Guelton (2018), the Python programming language is described as a high-level, 
object-oriented programming language with dynamic semantics. It has high-level built in data 
structures, accompanied with dynamic typing and binding which makes it a favorite while using 
the Rapid Application Development methodology. The language is also extensively used in 
development of interfaces and extending already existing systems. 
The language’s syntax, which is easily comprehensible, insists on readability and therefore easier 
program maintenance. The language enables the use of modules and packages, this enhances 
modularity implementation in programs and code reuse (Schnober, 2018). 
The language is supported by a number of integrated development environment software 
application for development and testing, including; Visual Studio Code, PyCharm, Atom, Jupiter 
Notebook, among others.  
2.9.2 SciKit-Learn 
This is an open source machine learning library developed for the python programming language. 
It is built on top of SciPy and is open source. The library includes various feature including; 
regression, clustering and regression algorithms, which include support vector machines, random 
forest, k-means, among others. The library is designed to interoperate with python numerical and 
scientific libraries like NumPy and SciPy (pydata.org, 2018).  
Data scientists and Statisticians use it to handle standard machine learning and data mining tasks 
for example classification, regression, clustering, dimensionality reduction, and model selection. 
It comes with quality documentation and offers high performance therefore ideal for easy 
implementation (Schnober Carsten, 2018).  
2.9.3 Joblib  
These are a set of tools which provides lightweight pipelining in Python. It provides; transparent 
disk-caching of functions and lazy re-evaluation (memorize pattern) and easy, simple parallel 
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computing capability. The library is optimized to be fast and robust on large data. It also has 
specific optimizations for NumPy arrays mostly used in python (Burdi et al., 2017).  
The library boasts a Transparent and fast disk-caching of output value: a make-like functionality 
for Python functions which works well for arbitrary Python objects, including large numpy arrays; 
Embarrassingly parallel helper: which makes it easy to write readable parallel code and debug it 
quickly; Fast compressed Persistence: a replacement for pickle to work efficiently on Python 
objects containing large data (pydata.org, 2018).   
2.9.4 Jefferson Henriques Tool   
Twitter has two APIS which allow developers to access the platform; the Representational State 
Transfer (REST) API and the Streaming API. They both use Open Authentication to allow 
applications gain access to the Twitter platform. When data is queried, the response is given in 
JSON format (JavaScript Object Notation). The Streaming API allows developers to process 
tweets in real time. This is done by steadily delivering responses in JSON format over HTTP 
connections. Read and write capabilities are granted by REST API on Twitter data. One of the 
limitations of the APIS is that users can only query up to 7 days old tweets(Twitter, 2019). This 
calls for the use of the Jefferson Henriques Tool. Also called GetOldTweets.   
This tool imitates the working function of the search feature on Twitter through a browser to 
retrieve the older tweets. Its remarkable features such as counting retweets, searching over multiple 
users accounts, allows for the crawling a lot of data over a short period of time. Basically, when a 
Twitter page is entered to the tool, a scroll loader starts, it scrolls down to get more and more 
tweets, all through calling to a JSON provider (Jefferson, 2017). The tool allows collection of older 
tweets using the following parameters;  
i. Query search – which describes the text to be matched,   
ii. Username – Username of the given twitter account,  
iii. Bound dates (since and Until) which describes the period of interest,  
iv. Maxtweets – which refers to the total number of tweets to crawl,   
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2.10 Related Studies 
2.10.1 Hate speech detection in Social Media 
This research used unigram features and term frequency inverse document frequency (TF-IDF) 
weighting in labeling and model training. The model was used to predict hate or non-hate speech 
tweets posted on Twitter. In this study tweets are gathered using the Twitter APIs, then presented 
with the TF-IDF weighting and used on the SVM classifier (Mugambi, 2017). 
 
This research however does not address the automation process in the prevention of hate speech. 
The research only looked into predicting what tweets contained hate speech and which ones did 
not.  The desirable accuracy of SVM in this study influenced its adoption for this research. 
2.10.2 Prediction of Aggressive Comments in Social Media 
The research primarily looked into the detection of aggressive texts in social media platforms. The 
researchers further looked into the different computational techniques that can be used in tackling 
the phenomenon of cyberbullying including the different machine learning techniques. Their 
findings recommend the adoption of the identification of profane words as a key feature to be used 
in developing the models (Del Bosque & Garza, 2016). 
The research however fails to come up with prevention techniques that can be used in overcoming 
the phenomenon of cyberbullying. The gap on prevention techniques is therefore identified as an 
area that needs tackling.    
2.10.3 Sentiment Analysis for Social Media Data 
Ramadhani and Goo (2017) in this study proposed to analyze social media data. The initial step in 
the process involved text mining which involved the following stages; 
i. Crawling data from the social media platforms  
ii. Performing fractional examination and recognizing any pertinent data points. 
iii. Digging into the data to retrieve knowledge. 
A corpus of about 4000 tweets was utilized on a neural system which involved a hundred neurons, 
3-layer design and a stochastic descent. The layers give a bit by bit technique for clearing words, 
sentences lastly, directing the prominence. 
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2.11 Conceptual Framework  
The Figure 2.3 below shows the conceptual framework proposed to detect cyberbullying instances 
in tweets being composed for twitter platform.  Cyberbullying relevant data will be crawled from 
Twitter and stored in csv formats.  The data will then undergo text pre-processing.  During this 
process, undesirable components of the tweets including symbols, stop words, punctuation marks 
and hyperlinks will be removed. The preprocessed tweets are then taken through feature extraction. 
The tweets will be annotated as containing cyberbullying content or not. The tweets are then 
labeled as positive or neutral. The labeled tweets form the corpus to be used in model training. 
For its suitability in text classification problems, SVM algorithm is trained to learn a model for 
detecting cyberbullying, from the training set After the model has been persisted, it can then be 
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Chapter 3: Research Methodology 
3.1 Introduction   
This chapter presents the various methods and procedures that were adopted in carrying out the 
research. The chapter begins with the research design which describes the approach taken, then 
the data and its collection. Here, the data to be collected and tools to be used are highlighted. The 
model learns from tweets identified to have cyberbullying composition, crawled from Twitter. The 
chapter then ends with system development methodology, which looked at the adopted 
methodology and what the different phases of development involve.   
3.2 Research Design   
A research design refers to the sequence of conditions for the collection and data analysis in a way 
that aims at combining relevance to the purpose of the research, with economy in procedure. This 
research seeks to take an experimental design approach, which involves identifying the research 
objectives, building of the model as a proof of concept and validating the model using a number 
of experiments to ensure best performance. To design and evaluate the model, the research crawled 
tweets as the data to be used from Twitter. 
3.3 Target Population and Sampling  
A population is defined by Bryman (2012) as the total number of units in a study environment 
from which a sample may be selected. In this study, twitter posts containing cyberbullying were 
used.  Purposive sampling was applied in the research. This is where the sample is determined by 
the judgement of the researcher based on prior knowledge of characteristics of tweets that 
constitutes cyberbullying. This study crawled a total of 63,560 tweets. 6,990 tweets were used, 
identified to have instances of cyberbullying.  
3.4 Data Collection  
Data collection in sentiment analysis involves collecting of sentiment related data. The research 
focuses on twitter for the openness and platform availability to developers. To build a corpus, 
cyberbullying tweets were collected from Twitter. To build robust comprehensive corpora, the 
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Jefferson Henrique’s open source code, made available through GitHub to crawl the required data 
from twitter. This tool allows tweets to be collected based on keywords, user handles and hashtags 
features of tweets.  
Python programming language was used for the data analysis, primarily for its superiority in 
statistical computing and computer graphics. The language also has a large user community of data 
miners and statisticians. Coupled with its vast libraries for statistics and machine learning, the 
language provided the best option for the data analysis conducted.   
3.5 System Development Methodology   
The research developed the prototype following the Rapid Application Development (RAD) 
system development methodology. This methodology emphasizes the creation of applications in 
the minimum time possible, sometimes compromising on usability, features and execution speed 
(Naz & Khan, 2015). The methodology was developed by James Martin to accelerate the 
development of applications while emphasizing on quality and saving resources used in the 
development process (Beynon-Davies, Came, Mackay, & Tudhope, 1999).   
3.5.1 Rapid Application Development (RAD) Structure   
The Figure 3.1 shows the different cycles of the Rapid Application Development Methodology. 
 
Figure 3.1: RAD Development Cycles (Araújo, 2017) 
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3.5.1.1 Planning Phase  
This phase involves getting the system requirements and quick analysis. In this research, the 
structure and architecture of the prototype was designed. Unified Modelling Language (UML) 
diagrams were used in depicting the various components and aspects of the system including; use 
case diagrams, context diagrams, data flow diagrams and sequence diagrams.  
 
3.5.2.2 Prototyping phase  
This phase defines the designs and models for the prototype to be created. The phase was iterative 
in nature. The prototype was implemented using python as a development language. Python’s 
scikit-learn library were applied in implementing the various machine learning algorithms (scikit-
learn, 2019).  Pandas library was used to provide the easy to use data structures used in data 
manipulation process.   
3.5.2.3 Testing  
In this phase, the created model is validated. Unit testing, integration and system testing are done. 
30% of the data set was used for testing. Iteration continued to improve the model towards 
desirable accuracy. The output of the model was then compared with the actual labels.  
3.5.2.4 Cut-over or Deployment Phase  
This is the final phase. The model was persisted to maintain its learned state. It was then integrated 
with a chat application environment. This allowed the simulation of the chat environment to test 
the accuracy in such environment.  
 
3.6 Research Quality  
Validity refers to how much a concept, a measurement or a conclusion is accurately measured in a 
quantitative study. The second element in measuring the research quality is reliability or accuracy. 
This refers to the extent to which a research instrument persistently outputs the same results if it is 
used in the same situation on repeated occasions (Heale & Twycross, 2015).  
The sources of information and data used in the study have been well cited and guaranteed in the 
research. In all the data sets used, there were no missing values. A confusion matrix was then 
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applied to the model. The matrix contains information about the actual classification and the 
predicted ones by the model.  
Table 3.1: Confusion Matrix 
 Actual Positive Sentiment Actual Negative Sentiment  
Predicted Positive Sentiment  TP FP 
Predicted Negative Sentiment  FN TN 
 
Evaluation of the Confusion Matrix; 
- True positives (TP): number of correct predictions when an instance is positive 
- True negatives (TN): number of incorrect predictions when an instance is negative. 
- False positives (FP): the number of incorrect of predictions when an instance is positive. 
- False negatives (FN): the number of correct predictions when an instance is negative. 
Accuracy: from the confusion matrix is expressed as the percentage of the total number 
of predictions found to be correct. The following equation shows the calculation; 
 
 
Error Rate: Calculates how often the model is wrong.  
 





False Positive Rate: This refers to the proportion of negatives cases incorrectly classified as 
positive. It is calculated as;  
 
 
Precision: this is the proportion of the predicted positive cases that were correct. It is calculated 
using the following equation 
 
 
3.6.1 Receiver Operating Characteristics - ROC or Area Under the Curve - AUROC  
Performance measurement is an element in machine learning. AUC - ROC curve is a tool used in 
measuring the classification problems at various thresholds settings. It is a probability curve and 
represents the degree or measure of separability. It tells how much model is capable of 
distinguishing between classes. The higher the value of the AUC, the more accurate the model is 
at predicting the negatives as negatives and the positives as so (Shirakawa et al., 2013). 
A good model’s AUC is close to 1, which shows it performs better and has a good measure of 
separability. A poor model has its AUC nearing 0 to means its measure of separability is worse. 
The model is predicting some negatives as positives and vice versa. When AUC is 0.5, it means 
model has no class separation capacity whatsoever (Shirakawa et al., 2013). 
ROC curve is drawn by plotting with TPR against the FPR. TPR is plotted on the y-axis and FPR 














Chapter 4: System Design and Architecture 
 
4.1 Introduction  
This chapter reviews the proposed architecture, analysis and design of the cyber-bullying detection 
model. The system design and architecture were achieved through UML diagrams including; 
dataflow diagrams, use case diagrams and sequence diagrams. The diagrams give descriptions of 
the various components of the proposed system and their interactions at the various levels.  
4.2 Requirement Analysis  
This section outlines the various requirements that ought to be met by the study. The requirements 
are based on the research objectives and user requirements.  
4.2.1 Functional requirements  
The application should: 
i. Allow users to enter keywords to be used as search parameters in the retrieval of tweets, 
ii. Crawl tweets using the Twitter Search API, matching the keywords specified by the user,  
iii. preprocess and store retrieved tweets to a comma-separated values (csv) file,  
iv. perform feature weighting and represent the tweet in a document term matrix suitable for 
machine learning with weighting done in a similar manner to the one used in training the 
model, 
v. categorize tweets as containing cyberbullying or not, 
vi. give the user feedback and allow them to recompose as appropriate 
4.2.2 Non-Functional requirements 
These are specifications which describe a system’s operation properties and constraints that 
enhance functionality. They are classified based on the needs of the users and describe how well 
system achieves its functions. The non-functional requirements include;  
i. Usability: The proposed solution targets twitter users. The interaction with the model is 
near passive as the model takes the tweets being composed and analyses them, giving 
feedback.  The model should therefore work seamlessly to enhance the user experience.  
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ii. Persistent Storage: The system should provide permanent storage for tweets identified as 
hate speech. Such tweets may be used as required as evidence in prosecuting hate speech 
and as such must be retrievable as and when needed. 
iii. Interoperability: this refers to the degree to which the developed model will integration 
with the various social media platforms.  
iv. Reliability: The reliability of the model will highly depend on the accuracy of the data 
collected. The data is used to train the model, which will be used in the analysis of tweets 
being composed.  
v. Response time: defined as the amount of time from the moment a user sends a request 
until the request is completed or a response is received and the application indicates that 
the request is completed. For the proposed model, the response time for the model is 
between 0 and 3 seconds.    
 
4.3 System Architecture 
 
System architecture is the depiction of the system that aids in understanding its design and 
behavioral components. The proposed solution comprises of the crawler, the classifier, the 
machine learning predictor, pre-processor component and historical tweets data. The is initiated 
by user entering keywords to be used to retrieve matching tweets.  The crawler captures the key 
words and collects tweets matching the keyword from Twitter Search API and stores them in a 
database. The tweets are then cleaned at the pre-processor.  
From the prep-processor the tweets are converted to a document-term matrix suitable for machine 
learning algorithms using the feature processor. The tweets are classified as positive (1), neutral 
(0), or negative (-1). Based on this classification, tweets will be matched against the processed 
tweets in the database, reviewing them for cyber-bullying content. The result is presented to the 






Figure 4.1: System Architecture 
4.4 System Analysis  
 
Refers to the process of decomposing the system into its components. It involves collecting and 
understanding the facts in order to achieve the set objectives. This is through the various tools 
discussed below. 
4.4.1 Use Case Diagram  
Use case diagrams, in the analysis phase, are used to depict the systems functionality and 
requirements, by showing the relations between actors and the system. This is done using the actors 
and the use cases. In the cyberbullying prevention model using sentiment analysis, the actors are; 
the twitter users, the prediction model and the Twitter Search API. Figure 4.2 illustrates how these 





Figure 4.2: Use Case Diagram 
4.4.1.1 Use Case Scenarios  
These are the use case narratives. They are the step-by-step dialogues between actors and the 
system and are text-based. Use case scenarios comprehensively explain transaction processes. 








Use case Scenario 1 - Search and Crawl Tweets 





Tweets successfully collected and stored  
Post conditions:  
Accurately analyzed tweets of whether containing cyberbullying or not.  
Main Success Scenario:  
Actor Action   System Responsibility   
1. Enter keywords to be used for search  
2. Capture keywords as parameters for tweets 
crawl 
3. Fetch matching tweets from Search APIs 
using the entered parameters 
4. Save tweets to a csv file 
5. Access csv files with saved tweets  
Extensions  
When system fails to retrieve tweets: Confirm access to internet and restart the system. 
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Use case Scenario 2 – Pre-processing Tweets, Feature Transform processing, Tweets 
Analysis 





Accurately analysis of tweets by the system 
Post conditions:  
Accurately analyzed tweets with matching feedback 
Main Success Scenario:  
Actor Action   System Responsibility   
1. User composes the tweets  
2. The Model captures the tweet and analyses 
for cyberbullying content.  
3. Transforms the tweet to a document term 
matrix, as per the SVM model 
4. Analyses tweets for cyberbullying content  
5. Return the content classification feedback 
to the user.   






Anytime a user gets a negative review of their tweets, they should recompose the tweet to ensure 
cyberbullying is absent in the tweet.   
 
4.4.2 Sequence Diagram 
A Sequence diagram shows the interaction between objects of a system in a sequential manner. It 
also shows the relationship and interaction between the user and the system, in addition to 
interactions between the various components of the system. As illustrated in Figure 4.3, in the 
proposed system, the user will enter keywords, which form the search parameters used in crawling 
tweets containing cyberbullying.  
The collected tweets are then cleaned by the pre-processor which receives the message from 
tweetscleaner(), which returns clean tweets. This is conveyed to an instance of the 
FeatureProcessor using the extractfeature() message, which returns the document term matrix. 
This is passed to an instance of the tweets analyzer through the analyzetweet() message and the 
analysis feedback of whether the tweet contains cyberbullying or not is returned. The messages; 
tweetscleaner(), extractfeature() and analyzetweet() are repeated every time a tweet is composed. 




Figure 4.3: Sequence Diagram 
4.5 System Design   
System design comprises of the processes that define the architecture, the data and how it flows 
through the proposed model. The following tools designing the model. 
4.5.1 Context Diagram 
 
Figure 4.4 illustrates the context diagram showing the boundaries of the prototype model and the 
entities. The diagram graphically depicts what is inside the system and components interacting 
with the system from outside, and the relationships. The diagram shows the system as a single 
process, by indicating the flow of information. The main entities in the context diagram interacting 
with the system are, the user and the Twitter Search APIs. The user composes the tweets which go 
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through the twitter APIs. The model then picks the tweet and analyses it for cyberbullying content, 
then relays the feedback to the user. Once a tweet is cleared of containing any cyberbullying, the 
user can post.  
 
 
Figure 4.4: Context Diagram 
 
4.5.2 Level 1 Data Flow Diagram  
The Level 1 Data Flow Diagram in figure 4.5 is an expansion of the context diagram in figure 4.4. 
The diagram gives more details of the proposed model by showing the main processes within the 
model, the data stores and entities. It also shows the processes are related to each other.  This 
allows for easier understanding of the system as both users and non-users easily understand how 













Chapter 5: System Implementation and Testing 
 
5.1 Introduction  
 
This chapter explains the processes undertaken in the development of the model and its testing. It 
includes the sentiment analysis, context analysis, the data format and collection method. This was 
followed by the pre-processing and testing of the model. The model is tested with 20% of the data 
set to ensure the accuracy. Different experiments with various algorithms and features were carried 
out to come up with the best model.  
5.2 Sentiment Analysis 
 
5.2.1 Sentiment Corpus Building 
Tweets were collected using key words identified to be mostly used in instances of cyberbullying. 
The tweets were exported to a comma-separated value (csv) file. Jefferson Henrique’s open source 
code was used to collect the tweets. Figure 5.1 shows the code used in crawling the tweets and 
Figure 5.2 shows the tweets downloading process using the Jefferson Henrique’s tool from the 
windows powershell terminal.  
 




Figure 5.2: Tweets Crawl and Download process from Twitter 
5.2.2 Tweets Pre-processing  
The crawled data was in highly unstructured format, thus cannot not be used in machine learning 
modelling. The collected data contained username, date, retweets, favorites, mentions, hashtags, 




Figure 5.3: Snippet of Raw Tweets Crawled 
To build the corpus, the text bit of the tweets become the center of focus. The raw tweets are first 
harmonized to lowercase. This ensures the tweets classification process is not compromised. Other 
information in the tweets including; non-utf8 characters, URL links, Twitter signs and symbols, 
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usernames and mentions (@usernames), hashtags (#) and punctuations are then removed. The 
Figure 5.4 shows the tweets pre-processor code snippet, used in cleaning the data. 
 
 
Figure 5.4: Tweets Pre-processor Code 
Figure 5.5 Shows a snippet of the resulting cleaned tweets. 
 
Figure 5.5: Snippet of cleaned Tweets 
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5.2.3 Tweets Labeling  
Following pre-processing is the process of data labelling. The data is to be split into training and 
testing sets. This was a manual process which entailed reading the tweets one by one. The tweets 
were classified using the sentiment meaning of the tweets. The Table 5.1 below shows the labeling 
categories used for the data.  
Table 5.1: Tweets Labelling Categories 
Positive           1 Tweets contain cyberbullying 
Negative          0 Tweets do not contain cyberbullying 
 
The tweets are assigned either 1 for containing elements of cyberbullying, 0 for neutrality. Figure 
5.6 shows a sample of the labelled tweets.  
 
Figure 5.6: Snippet of Labelled Tweets 
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5.3 The Support Vector Machine Model training  
 
From the pre-processing, the labelled dataset is then used in the creation of the model. The labeled 
set is first randomized then split into two; the training set which was 70% and the testing dataset, 
which is used in testing the model’s accuracy, was 30%. The data was first converted to a document 
term matrix, since machine leaning algorithms don’t analyze texts in plain format. Figure 5.7 
below shows the SVM training code. 
 
Figure 5.7: SVM Model Training 
 
5.3.1 Support Vector Machine Model n-gram Experiments  
SVM experiments were then carried out using different n-gram features. Bigram feature provided 
the edge in accuracy compared to unigram, and trigram. This experiment was also carried out on 
the other classifiers including K-Nearest Neighbor, SVM, Naïve Bayes and Random Forest. The 




Figure 5. 8 N-gram SVM experiment. 
The results of the experiment are discussed further in chapter six section 6.2 under Sentiment 
Analysis Experiments and Results.  
5.3.2 Testing the Model  
To test the model, 30% of the labelled dataset was used. The data was collected, cleaned, labelled 
and parsed through the model. The test data was ran against the trained model and the outcome is 
compared with the labeled set. Figure 5.9 shows the code printing out the SVM test metrics.  
 
Figure 5.9: Printing SVM test Metrics 
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The resulting confusion matrix is shown in the table below. Values for true positive, false positive, 
true negative and false negatives from the confusion matrix are shown in the Table 5.2 below. 
Table 5.1: Confusion Matrix for the Trained Model 
 
 Actual 0 - Negatives Actual 1 – Positives  
Predicted 0 (Negative) 241 301 
Predicted 1 (Positive) 85 1470 
 
Table 5.3 below shows the metrics; accuracy, recall, precision and the F-score calculated from 
the values in Table 5.2. The model’s computed accuracy is 81%. 
Table 5.2: Derived Values from the Confusion Matrix 
 
True Positive - TP 1470 
False Positive – FP  301 
True Negative - TN 241 
False Negative - FN 85 
 









Figure 5.10: SVM Test ROC Curve 
5.4 Model Application  
 
The model was also persisted to ensure it is available for use every time. To achieve this, joblib 
library of sklearn was used. Figure 5.8 illustrates the code which was used.   
 





5.4.1 Application Integration  
 
To achieve its purpose, the model needs to capture tweets as they are being composed. To simulate 
this process, an application that simulates tweets composition is developed. The model is to be 
integrated with the application and sits right below the text composition action in the logic. A 
listener captures the text being composed and it is run through the model. When the model finds 
instance of cyberbullying in the text, a pop-up message appears alerting the user to recompose the 
tweet, when the result is otherwise, the user can proceed to post the message. Figure 5.12 shows 
the wireframe of the integration. 
 
 






Chapter 6: Discussions 
6.1 Introduction  
 
This chapter delves into the experiments that were carried out during this research in order to 
achieve the set objectives. The principal objective was to come up with a prototype of a model, 
which can be used to check elements of cyberbullying in tweets as they are being composed, in 
order to arrest them, before they are posted to the public. As such an SVM model, using bigram 
features, emerged as the better for sentiment analysis, compared to other machine learning 
methods.    
6.2 Sentiment Analysis Experiments and Results 
 
6.2.1 Use of Different Classifiers  
Table 6.1 shows a summary of the results, of the performance of the different classifiers for 
sentiment analysis. K-Nearest Neighbor, SVM, Naïve Bayes and Random Forest were the learning 
methods experimented with.  
Table 6.1: Classifiers’ Performance Results Summary 
Classifier Precision  Recall  F-Score  Accuracy 
KNN 0.80 0.81 0.80 0.8051 
SVM 0.80 0.81 0.80 0.8101 
Naïve Bayes  0.81 0.73 0.64 0.7333 
Random Forest 0.81 0.79 0.75 0.7873 
 






6.2.1.1 Using K-Nearest Neighbor (KNN) 
Table 6.2 shows the results from using KNN. 
 
Table 6.2: KNN Performance Results 
 
The Receiver Operating Characteristic (ROC) curve in figure 6.1 shows how the KNN classifier 
performed.  
 
Figure 6.1: KNN ROC curve 
52  
  
6.2.1.2 Using SVM Classifier 
Table 6.3 shows the Results while using SVM classifier.  
 
Table 6.3: SVM Performance Results 
 
 
The Receiver Operating Characteristic (ROC) curve in figure 6.2 shows the performance of the 
SVM classifier  
 
Figure 6.2: SVM ROC curve 
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6.2.1.3 Using Naïve Bayes Classifier  
Table 6.4 shows the Results while using Naïve Bayes classifier. 
 
Table 6.4: Naïve Bayes Performance Results 
  
The Receiver Operating Characteristic (ROC) curve in figure 6.3 shows the performance of the 
Naïve Bayes classifier  
 
Figure 6.3: Naïve Bayes ROC curve 
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6.2.1.4 Using Random Forest Classifier  
Table 6.5 shows the Results while using Random Forest Classifier 
 
Table 6.5: Random Forest Classifier Performance Results 
 
 
The Receiver Operating Characteristic (ROC) curve in figure 6.2 shows the performance 
of the Random Forest Classifier  
 
Figure 6.4: Random Forest ROC curve 
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6.2.2 Using Different Feature Types on the Classifiers  
The motivation of the experiment was to find out the effects of using different feature types on the 
different machine learning methods, and the accuracy of the models. Features experimented with 
were unigrams, bigrams and trigrams.  
6.2.2.1 KNN Experiment with Different Feature Types 
Table 6.6 shows the results from the experiment. The best performance was achieved when using 
the bigram feature.  
Table 6.6: Performance of KNN 
Feature Precision  Recall  F-Score  Accuracy 
Unigram  0.72 0.73 0.72 0.7257 
Bigram  0.71 0.73 0.72 0.7308 
Trigram 0.70 0.73 0.71 0.7274 
 
6.2.2.2 SVM Experiment with Different Feature Types  
Table 6.7 shows the results achieved from the experiment. The best performance was achieved 
when using the bigram feature.  
Table 6.7: SVM Performance with different feature types 
Feature Precision  Recall  F1-Score  Accuracy 
Unigram  0.82 0.82 0.82 0.8245 
Bigram  0.84 0.84 0.84 0.8422 





6.2.2.3 Naïve Bayes Experiment with Different Feature Types  
Table 6.8 shows the results while using feature types on Naïve Bayes. The best performance was 
achieved when using the unigram feature.  
Table 6.8: Naïve Bayes Performance with different feature types 
Feature Precision  Recall  F-Score  Accuracy 
Unigram    0.80       0.81       0.80   0.8110 
Bigram    0.79       0.80       0.64 0.7992 
Trigram 0.80         0.79 0.76 0.7941 
 
6.2.2.4 Random Forest Experiment with Different Feature Types  
The same experiment was conducted using Random Forest classifier and Feature Types. Table 6.9 
shows the results while using feature types on Naïve Bayes. The best performance was achieved 
when using the unigram feature. 
Table 6.9: Random Forest Performance with different feature types 
Feature Precision  Recall  F-Score  Accuracy 
Unigram  0.81 0.81 0.78 0.8093 
Bigram  0.81 0.80 0.76 0.7992 
Trigram 0.81 0.79 0.74 0.7890 
 
6.3 Comparative Analysis  
6.3.1 Precision  
Precision is the ratio of correctly predicted positive observations to the total predicted positive 
observations. This metric looks the ratio to which the predicted values are actually correct. From 
the experiments carried out, Naïve Bayes and Random Forest algorithms give a precision score of 
about 0.81, which is pretty good. SVM and KNN score 0.81 on the same metric.  
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When the n-gram feature experiments were carried out, the results tilt in favor of SVM across the 
unigram, bi-gram and tri-gram features tested; with the results being 0.82, 0.84 and 0.83 
respectively. This compared to the other algorithms, which had scores 0.81 and below, gives SVM 
the best score in precision metric.  
6.3.2 Recall (Sensitivity) 
This metric refers to the ratio of correctly predicted positive observations to the all observations in 
actual class. It helps answer the question, of all the messages predicted, how many were actually 
labelled? A recall score of above 0.5 is considered good. 
Without any features implemented, both SVM and KNN had a recall of 0.81. Naïve Bayes had 
0.73 while Random Forest scored 0.79. This sets SVM and KNN apart in this study. However, 
when the feature types are implemented, SVM again score better across all the feature types tested, 
the unigram, bi-gram and tri-gram; with the results being 0.82, 0.84, and 0.83 respectively. Naïve 
Bayes and Random Forest come second with a tied score of 0.81, 0.80 and 0.79 across the three 
feature types respectively. This gives SVM the best score in recall/sensitivity.  
6.3.3 Accuracy  
This metric is the most intuitive performance measure. It is the ratio of correctly predicted 
observation to the total observations. The algorithms posted different accuracy levels. SVM had 
an accuracy of 0.8101, followed by KNN with 0.8051, Random Forest with 0.7873 while Naïve 
Bayes had 0.733. 
When the n-gram features are applied to the models, SVM posts the best accuracy across the 
implemented feature types; unigram, bi-gram and tri-gram, with the results being, 0.8242, 0.8422 
and 0.8329 respectively. It is followed closely by Naïve Bayes which posted; 0.8110, 0.7992, and 
0.7941 respectively. KNN was the least accurate algorithm with scores of 0.7257, 0.7308 and 
0.7274 respectively. SVM again gave the best accuracy with the feature bi-gram implemented with 
a score of 0.8422, which translates to about 84% level of accuracy. This therefore informs the 





Chapter 7: Conclusions and Recommendations 
7.1 Conclusion 
 
The primary objective of this research was to develop a model which can be used to detect 
instances of cyberbullying in tweets as they are being composed to ensure they are rectified before 
those tweets are posted to public audiences or intended recipients.  To successful achieve this, it 
was imperative to understand the different forms of cyberbullying that manifest on social media 
especially Twitter, the platform in which the research was focused. Similar researches and 
literature were therefore studied to understand cyberbullying and the implementation of machine 
learning techniques in text classification and sentiment analysis.  
To achieve the main objective, cyberbullying data was crawled from Twitter using the Henrique 
Jefferson code available on GitHub. The data was then preprocessed and labelled. The data was 
then spit into the training set and the testing set. These were used to carry out different experiments 
using different classifiers to determine with machine learning methods would give the best 
performing model. SVM model provided the more desirable results using the bigram features, 
hence settled on. The model was then persisted before being integrated with a chat application to 
test prediction of new texts being composed.  
7.2 Recommendations  
 
This research showed that cyberbullying can be arrested at the point of origin, when the texts are 
being composed, before being posted to the public platforms. The model can therefore be adopted 
in the current campaign efforts against cyberbullying.  
A total of 63,560 tweets were collected, only 6,990 tweets were used, a process curtailed by the 
laborious and expensive process of labelling the tweets. For better prediction, larger data sets 
should have been used. The researcher recommends increasing the size of both the training and 
testing data sets to improve the performance of the model.  
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7.3 Future Work  
 
Future work list should include the following; more features., working with emoticons, using other 
forms of model evaluation. Expanding the model to cover other languages, as primarily this model 
concentrated on only English composed tweets.  
Twitter allows up to 280 characters for the composition of tweets. This has led to constant 
evolution in the way people communicate. New word abbreviations and context usages arise. It is 
therefore imperative that tracking of these new forms is implemented to ensure detection of 
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APPENDIX I: CODE SNIPPETS  
 
SVM Model Trainer Code  
 
import pandas as pd 
import matplotlib.pyplot as plt 
from sklearn import metrics 
from sklearn.svm import SVC 
from sklearn.pipeline import Pipeline 
from sklearn.metrics import roc_curve, auc 
from sklearn.model_selection import train_test_split 
from sklearn.feature_extraction.text import CountVectorizer 
from sklearn.feature_extraction.text import TfidfTransformer 
 
def readcsv(): 
    df = pd.read_csv("../../data/dataset/csv/train.csv", )  # read 
labelled tweets 
    X = df.text 
    y = df.label 
    return X, y 
 
def drawrocSVM(y_test, y_pred): 
    fpr, tpr, threshold = roc_curve(y_test, y_pred) 
    print("Drawing") 
    roc_auc = auc(fpr, tpr) 
    plt.title('SVM Receiver Operating Characteristic') 
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    plt.plot(fpr, tpr, 'b', label='SVM AUC = %0.2f' % roc_auc, 
color='b') 
    plt.legend(loc='lower right') 
    plt.plot([0, 1], [0, 1], 'r--') 
    plt.xlim([-0.1, 1.2]) 
    plt.ylim([-0.1, 1.2]) 
    plt.ylabel('True Positive Rate') 
    plt.xlabel('False Positive Rate') 
    plt.show() 
 
 
def svm_trainer(X, y): 
 
    X_train, X_test, y_train, y_test = train_test_split(X, y, 
test_size=0.3, random_state = 1) 
 
    svm = Pipeline([('vect', CountVectorizer()), ('tfidf', 
TfidfTransformer()), 
                    ('svm', SVC(kernel="linear", C=1))]) 
 
    svm = svm.fit(X_train, y_train) 
    ypred = svm.predict(X_test) 
 
 
    print("SVM Model Metrics") 
    print(metrics.accuracy_score(y_test, ypred)) 
    print(metrics.classification_report(y_test, ypred)) 
    drawrocSVM(y_test, ypred) 
 
def main(): 
    X, y = readcsv() 
    svm_trainer(X, y) 
 
 
if __name__ == "__main__": 















APPENDIX II Research Budget 
 
Item Unit Cost Total 
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1 laptop HP X360 
8 GB RAM, 256 SSD, 3.2GH 
Kshs 60,000 Kshs. 60,000 
Zuku Internet Access Kshs. 2,500 per month  Kshs 10,000 
Data Labelling  Entire Data Set  Kshs. 5,000 
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