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Pro´logo
El presente manual pretende proporcionar a los estudiantes de primer cur-
so de ingenier´ıa un texto de consulta sobre una parte de los fundamentos
matema´ticos de ca´lculo diferencial e integral. Destinado, en principio, a estu-
diantes de las ingenier´ıas informa´ticas, los contenidos se estructuran en tres
grandes bloques: una primera parte, Cap´ıtulos 1 al 4, dedicada al estudio de
la parte discreta del ca´lculo; es decir, las sucesiones y las series nume´ricas;
una parte central, Cap´ıtulos 5 al 9, con el estudio del ca´lculo diferencial de
funciones de varias variables reales y una parte ﬁnal, Cap´ıtulos 11 y 12, de-
dicada al estudio del ca´lculo integral en una y varias variables. Queda claro
en estos contenidos que el ca´lculo diferencial de funciones de una variable
real es prerrequisito imprescindible para abordar la lectura de este volumen.
Este conocimiento se supone conocido de los cursos previos al acceso a la
universidad. No obstante, en la bibliograf´ıa aparecen varios textos donde el
estudiante interesado podr´ıa consultar y repasar los resultados ba´sicos del
ca´lculo en una variable, si ello fuere necesario.
Los cap´ıtulos que conforman el manual, siguen una estructura de intro-
duccio´n de conceptos teo´ricos con ejemplos resueltos de aplicacio´n, donde el
estudiante pueda y, seguramente, deba observar la metodolog´ıa empleada en
su resolucio´n y cuestionarse el porque´ de dicha metodolog´ıa, como base pa-
ra su aprendizaje. Posteriormente, se presenta algunos ejercicios adicionales
para que el alumno pueda practicar la metodolog´ıa aprendida y profundi-
zar en el conocimiento de las nociones desarrolladas. Tambie´n se incluye, al
ﬁnal de cada cap´ıtulo, algunos ejercicios adicionales de diﬁcultad variable
destinados tanto a reforzar lo aprendido, como a estimular la bu´squeda de
soluciones alternativas.
Pensado en gran medida como material de apoyo para las clases semipresen-
ix
ciales, este manual contribuye a dotar al estudiante de unos apuntes de clase
que, en ningu´n caso, deber´ıa substituir el uso de otros textos mucho ma´s ela-
borados y que se resen˜an al ﬁnal. La estructura de este texto esta´ dirigida,
principalmente, a que pueda servir al estudiante para su trabajo fuera del
aula: entender los ejemplos y la metodolog´ıa de resolucio´n y practicar con
otros ejercicios de diﬁcultad similar.
En deﬁnitiva, los autores conﬁamos en que esta modesta contribucio´n ayude
a nuestros alumnos a adquirir los conocimientos y las destrezas necesarias
para abordar la mayor´ıa de los problemas del ca´lculo diferencial e integral.
Las ﬁguras que acompan˜an el texto han sido realizadas, salvo contadas ex-
cepciones, con el programa SAGE (http://www.sagemath.org), un proyecto
de software matema´tico libre iniciado en la Universidad de Washington. No
obstante, se ha utilizado el programa Mathematica en algunas ﬁguras y an-
tiguos materiales de los autores.
Tambie´n queremos agradecer la colaboracio´n prestada por O´scar Mun˜oz en
la transcripcio´n y maquetado de este texto.
x
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Tema 1
Campos Nume´ricos
Se supone al lector familiarizado con las propiedades usuales de los nu´meros
naturales N, los nu´meros enteros Z y los nu´meros racionales Q. Los nu´meros
naturales son los que utilizamos para contar 0, 1, 2, . . .. Los nu´meros enteros
se obtienen al an˜adir a los anteriores los nu´meros negativos −1,−2, . . . Los
nu´meros racionales son las fracciones o proporciones de nu´meros enteros
1
2 ,
3
4 ,
12
5 , . . .. Como cada nu´mero entero m puede ser escrito como la fraccio´n
m
1 , se tienen las inclusiones
N ⊂ Z ⊂ Q
Los nu´meros racionales adema´s admiten una expresio´n decimal ﬁnita o pe-
rio´dica. Pero ya desde muy antiguo es sabido que existen nu´meros que no
son as´ı; por ejemplo,
√
2. A los nu´meros que tienen una representacio´n de-
cimal inﬁnita y no perio´dica se les llama nu´meros irracionales. Al conjunto
de los nu´meros racionales e irracionales se les llama nu´meros reales R y
sus propiedades van a jugar un papel primordial en todos los temas de es-
te texto, puesto que vamos a estudiar funciones cuyas variables van a ser,
precisamente, nu´meros reales debido a que representan cantidades que pue-
den medirse. Sin embargo, muchos feno´menos f´ısicos y qu´ımicos no pueden
formularse adecuadamente sin conocer los nu´meros complejos C. Aunque
un estudio pormenorizado de estos nu´meros queda fuera del a´mbito de este
texto, s´ı que haremos una pequen˜a introduccio´n a ellos en este tema para
conocer algunas de sus propiedades.
1
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1.1. El nu´mero real
Todo y que la construccio´n de los nu´meros reales a partir de los nu´meros
racionales es interesante por ella misma, queda fuera del nivel que se pretende
conseguir en este manual. Por tanto, nos limitaremos a decir que los nu´meros
reales esta´n formados por los nu´meros racionales y los irracionales.
1.1.1. Desigualdades
El conjunto de los nu´meros reales, que denotaremos por R , tiene la estruc-
tura de cuerpo ordenado y la relacio´n de orden la representaremos por ≤
(la leeremos menor o igual que). Si dos nu´meros reales, x, y veriﬁcan la re-
lacio´n x ≤ y pero x = y entonces escribiremos x < y (y lo leeremos x menor
que y). Enumeramos a continuacio´n algunas de las propiedades relativas al
comportamiento del orden frente a las operaciones aritme´ticas:
x ≤ y ⇒ x+ z ≤ y + z ∀z ∈ R
x ≤ y ∧ z ≥ 0 ⇒ zx ≤ zy
x ≤ y ∧ z ≤ 0 ⇒ zx ≥ zy
0 < x < y ⇒
1
x
>
1
y
Ejemplo 1.1 Prueba la desigualdad a2 + b2 ≥ 2ab.
Solucio´n: Probamos en primer lugar que todo cuadrado es siempre no ne-
gativo; es decir, a2 ≥ 0 para todo a ∈ R. En efecto, si a = 0 es evidente que
a2 = 0 ≥ 0; si a > 0 entonces a2 = aa > a0 = 0 y, ﬁnalmente, si a < 0
entonces a2 = aa > a0 = 0. Luego en cualquier caso a2 ≥ 0.
Ahora, para probar la desigualdad del ejemplo, basta observar que debe ser
(a− b)2 ≥ 0 y, al desarrollar el cuadrado,
(a− b)2 ≥ 0⇒ a2 + b2 − 2ab ≥ 0⇒ a2 + b2 ≥ 2ab
2
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Las propiedades del orden permiten resolver desigualdades de forma similar
a como se resuelven las ecuaciones. La idea consiste en aislar la variable x,
con la diferencia de que la solucio´n suele ser un intervalo o una unio´n de
intervalos.
Ejemplo 1.2 Resuelve la desigualdad −4 < −2x− 3 ≤ 4.
Solucio´n: La inequacio´n −4 < −2x− 3 ≤ 4 corresponde en realidad a dos
desigualdades −4 < −2x− 3 y −2x− 3 ≤ 4; aunque en este caso, podemos
resolverlas conjuntamente. La idea es aislar x, para ello empezamos sumando
3 a cada miembro de la desigualdad:
−4 < −2x−3 ≤ 4 ⇒ −4+3 < −2x−3+3 ≤ 4+3 ⇒ −1 < −2x ≤ 7
Ahora dividiremos cada miembro por −2 y, siendo un nu´mero negativo,
debemos cambiar el sentido de las desigualdades:
−1 < −2x ≤ 7 ⇒
−1
−2
> x ≥
7
−2
⇒ −
7
2
≤ x <
1
2
que nos da como solucio´n el intervalo [−72 ,
1
2 [.
Ejercicio 1.1 Resuelve la desigualdad 3x+1 > 2x+2 y dibuja el conjunto
solucio´n en la recta real.
(Sol.: ]1,+∞[. )
Ejercicio 1.2 Resuelve la desigualdad y dibuja el conjunto solucio´n en la
recta real: (a) x >
1
x
; (b)
x2 − 1
x+ 3
≥ 0.
(Sol.: (a) ]− 1, 0[∪]1,+∞[; (b) ]− 3,−1[∪]1,+∞[. )
1.1.2. Valor absoluto de un nu´mero real
Si x ∈ R, se deﬁne el valor absoluto de x, y se denota por |x|, como
|x| :=
√
x2
Se puede comprobar que, entonces, tambie´n se cumple
|x| =

x si x ≥ 0
−x si x < 0
Algunas propiedades son
3
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1. |x| ≥ 0, ∀x ∈ R
2. |x| = 0 ⇐⇒ x = 0
3. |xy| = |x| · |y|, ∀x, y ∈ R
4.

x
y
 =
|x|
|y|
, ∀x, y ∈ R, y = 0
5. |x+ y| ≤ |x|+ |y|, ∀x ∈ R
6. |x| ≤ r ⇐⇒ −r ≤ x ≤ r
Ejemplo 1.3 Sean x, y nu´meros reales. Prueba que
ma´x{x, y} =
x+ y + |y − x|
2
y mı´n{x, y} =
x+ y − |y − x|
2
Solucio´n: Suponemos x ≤ y. Entonces, ma´x{x, y} = y. Por otra parte,
x+ y + |y − x|
2
=
x+ y + (y − x)
2
=
2y
2
= y.
Adema´s, mı´n{x, y} = x y, por otra parte,
x+ y − |y − x|
2
=
x+ y − (y − x)
2
=
2x
2
= x.
La prueba en el otro caso, x > y, es totalmente ana´loga.
Ejemplo 1.4 Vamos a encontrar el conjunto de puntos de la recta real que
veriﬁcan la desigualdad:
|2x− 1| ≤ |x− 3|
Solucio´n: Aplicando la propiedad (6) anterior (tomando r = |x− 3|) dedu-
cimos:
|2x− 1| ≤ |x− 3| ⇔ −|x− 3| ≤ 2x− 1 ≤ |x− 3|
Distinguimos ahora dos posibilidades:
x ≥ 3 ⇒ −(x− 3) ≤ 2x− 1 ≤ x− 3⇒
3− x ≤ 2x− 1
2x− 1 ≤ x− 3

⇒
4
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3 + 1 ≤ 2x+ x
2x− x ≤ 1− 3

⇒
4 ≤ 3x
x ≤ −2

⇒
4
3
≤ x
x ≤ −2

No tiene solucio´n.
x < 3 ⇒ −(−(x− 3)) ≤ 2x− 1 ≤ −(x− 3)⇒
x− 3 ≤ 2x− 1
2x− 1 ≤ 3− x

⇒
1− 3 ≤ 2x− x
2x+ x ≤ 3 + 1

⇒
−2 ≤ x
3x ≤ 4

⇒
x ≥ −2
x ≤
4
3



Es decir,
x < 3
−2 ≤ x ≤
4
3

⇒ −2 ≤ x ≤
4
3
As´ı la solucio´n es el intervalo [−2,
4
3
].
Ejercicio 1.3 Resuelve la desigualdad |x−3| ≥ |2x−1| y expresa la solucio´n
como un intervalo.
(Sol.: [−2, 43 ] )
Ejemplo 1.5 Vamos ahora a acotar la siguiente funcio´n
2x+ 1
1− 3x
en el inter-
valo ]1, 4[:
Solucio´n: Si x ∈]1, 4[ entonces 1 < x < 4. A partir de esta desigualdad
reconstruimos la funcio´n:
1 < x < 4⇒ 2 < 2x < 8⇒ 3 < 2x+ 1 < 9
1 < x < 4⇒ 3 < 3x < 12⇒ −12 < −3x < −3⇒ −11 < 1− 3x < −2
As´ı,
−
1
2
<
1
1− 3x
< −
1
11
3 < 2x+ 1 < 9



⇒ −
3
2
<
2x+ 1
1− 3x
< −
9
11
5
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Ejercicio 1.4 Acota la funcio´n f(x) =
ex
1− x
en el intervalo 1 < x < 4.
(Sol.: f(x) < −27 y no acotada inferiormente )
Ejemplo 1.6 Prueba, por induccio´n ﬁnita, que 1+2+3+· · ·+n =
n(n+ 1)
2
.
Solucio´n: Lo comprobamos para n = 1, 2:
1 =
1(1 + 1)
2
, 1 + 2 =
2(2 + 1)
2
= 3
Lo suponemos cierto para n: 1 + 2 + . . .+ n =
n(n+ 1)
2
.
Lo probamos para n+ 1:
1+2+. . .+n+(n+1) =
n(n+ 1)
2
+n+1 =
n(n+ 1) + 2(n+ 1)
2
=
(n+ 1)(n+ 2)
2
Ejemplo 1.7 Prueba, por induccio´n ﬁnita, que |xn| = |x|n, n ∈ N.
Solucio´n: Lo comprobamos para n = 1, 2:
|x| = |x|, |x2| = |xx| = |x||x| = |x|2
Lo suponemos cierto para n: |xn| = |x|n.
Lo probamos para n+ 1:
|xn+1| = |xnx| = |xn||x| = |x|n|x| = |x|n+1
Ejercicio 1.5 Prueba, por induccio´n ﬁnita, que 2n > n, n ∈ N.
Ejercicio 1.6 Prueba, por induccio´n ﬁnita, que 3 ·52n+1+23n+1 = 1˙7, para
cada n ≥ 1; es decir, es de la forma 17k para un entero k (mu´ltiplo de 17).
6
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1.2. El nu´mero complejo
El conjunto de los nu´mero complejos, que denotaremos por C , tiene es-
tructura de cuerpo y puede identiﬁcarse con R2, de tal forma que cualquier
nu´mero complejo se puede escribir de la forma
z = a+ bi
siendo a y b nu´mero reales y siendo i la unidad imaginaria (la cual viene
deﬁnida por la igualdad i2 = −1). Al nu´mero a se le llama parte real de z
y se representa por (z); al nu´mero b se le llama parte imaginaria de z y
se representa por (z). Todo nu´mero complejo se puede identiﬁcar con un
punto del plano cartesiano R2 de coordenadas (a, b) (Fig 1.1). A la expresio´n
z = a+ bi se le llama expresio´n bino´mica de z.
Figura 1.1: Representacio´n cartesiana de un nu´mero complejo.
1.2.1. Aritme´tica de los nu´meros complejos
Vamos a deﬁnir ahora la suma y el producto de nu´meros complejos. Si
z = a+ bi y w = c+ di entonces deﬁnimos
z + w := (a+ c) + (b+ d)i
z · w := (ac− bd) + (ad+ bc)i
7
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Notad que en realidad la suma y el producto se hace como si se tratara de
binomios, por ejemplo,
z · w = (a+ bi)(c+ di) = ac+ adi+ bci+ bdi2 = ac− bd+ (ad+ bc)i
Deﬁnicio´n 1.1 Si z = a+ bi llamaremos conjugado de z a z¯ = a− bi
Ejemplo 1.8 Veamos como desarrollar potencias y cocientes.
(1− 2i)2 = 12 + (2i)2 − 2 · 2i = 1− 4− 4i = −3− 4i
1− i
1 + i
=
(1− i)(1− i)
(1 + i)(1− i)
=
1 + i2 − 2i
1− i2
=
−2i
2
= −i
Ejercicio 1.7 Expresa en forma bino´mica los complejos w1 =
1
i
y w2 =
i
(1− i)2
1− 2i
.
(Sol.: w1 = −i y w2 =
2
5
+
4
5
i )
Ejercicio 1.8 Expresar el complejo
(1− i)4
1 + i
en forma bino´mica.
(Sol.: −2
√
2 + 2
√
2i )
1.2.2. Mo´dulo y argumento de un nu´mero complejo
Si z = a+bi, llamaremos mo´dulo de z, y lo denotaremos como |z|, al nu´mero
real
|z| =

a2 + b2
Algunas propiedades del mo´dulo son
1. |z| ≥ 0, ∀z ∈ C
2. |z| = 0 ⇐⇒ z = 0
3. |z · w| = |z| · |w|, ∀z, w ∈ C
8
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4.

1
z
 =
1
|z|
, ∀z ∈ C, z = 0
5. |z + w| ≤ |z|+ |w|, ∀z, w ∈ C
6. z · z¯ = |z|2, ∀z ∈ C
7. |(z)| ≤ |z|, |(z)| ≤ |z|, ∀z ∈ C
Si z = a+ bi, existe un θ ∈ R de forma que
cos(θ) =
a
|z|
, sin(θ) =
b
|z|
A un tal θ se le llama un argumento de z (de hecho, si θ es un argumento,
θ+2kπ, k ∈ Z tambie´n lo es). Si 0 ≤ θ < 2π, diremos que θ es el argumento
principal de z y lo representaremos por Arg(z).
A continuacio´n veremos, gra´ﬁcamente, la relacio´n entre las partes real e
imaginaria de un complejo y su mo´dulo y argumento, Fig 1.2.
Figura 1.2: Mo´dulo y argumento de un nu´mero complejo.
Dado que r = |z|, entonces cualquier nu´mero complejo z = a + bi veriﬁca
que a = |z| cos(θ) y b = |z| sin(θ), por lo que se puede representar tambie´n
9
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de la forma
z = |z| (cos(θ) + i sin(θ))
representacio´n que recibe el nombre de expresio´n trigonome´trica de z.
La expresio´n cos(θ)+ i sin(θ) se suele representar por eiθ y as´ı el complejo z
de mo´dulo |z| y argumento θ tambie´n se puede escribir como
z = |z| eiθ
la cual recibe el nombre de expresio´n polar de z. La ventaja de utilizar esta
expresio´n es que las operaciones con complejos se pueden realizar como si
se tratara de exponenciales, lo que facilita las operaciones de productos,
cocientes y potencias. Si z = r eiα y w = s eiβ, entonces
1. z · w =
�
r eiα

·
�
s eiβ

= rs · ei(α+β)
2. zn =
�
r eiα
n
= rn einα
3.
1
z
= z−1 = r−1 · e−iα
4. z¯ = r e−iα
Ejemplo 1.9 Si z = 1− i, entonces
|z| =

12 + (−1)2 =
√
2
θ ∈ [0, 2π[


cos(θ) =
1
√
2
sin(θ) =
−1
√
2



⇒ θ =
7π
4
y entonces,
z =
√
2

cos
3π
4
+ i sin
3π
4

=
√
2 ei
3π
4
Ejercicio 1.9 Expresa en forma polar los complejos w1 = 1 y w2 = i.
(Sol.: w1 = e0i = 1 y w2 = ei
π
2 )
Ejercicio 1.10 Expresa en forma polar los nu´meros complejos w = 1− i y
w = (1−
√
3i).
(Sol.: w1 =
√
2 e−i
π
4 y w2 = 2 e−i
π
3 )
10
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Ejercicio 1.11 Expresa en forma polar el complejo w = 4(1 + i)4.
(Sol.: w = −16 )
Ejercicio 1.12 Expresa en forma polar el complejo w =
2 + 2i
i
.
(Sol.: w = 2
√
2 e−i
π
4 )
Ejercicio 1.13 Calcula |1 + z|2 + |1− z|2, si z ∈ C y |z| = 1.
(Sol.: 4 )
1.2.3. Ra´ıces enteras de un nu´mero complejo
Dado el nu´mero complejo z = r eiθ, no nulo, existen n nu´meros zk, k =
0, 1, 2, . . . , n− 1, que veriﬁcan
(zk)
n = z;
es decir, existen, justamente, n ra´ıces n-e´simas de z. Adema´s, estos nu´meros
se expresan en forma polar como
zk =
n
√
r ei
θ+2kπ
n , k = 0, 1, 2, . . . , n− 1
Estas fo´rmulas implican que todas las ra´ıces de un nu´mero complejo tie-
nen el mismo mo´dulo y sus argumentos se obtienen empezando en θ/n e
incrementando, sucesivamente, 2π/n radianes.
Ejemplo 1.10 Calcula las ra´ıces cu´bicas de z = −8i.
Solucio´n: Observamos primero que z = 8 e
3πi
2 . Por tanto, segu´n las fo´rmulas
anteriores, las tres ra´ıces cu´bicas de z son
3
√
z = 3
√
8 ei
3π/2+2kπ
3
para k = 0, 1, 2.
11
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1.2.4. Exponencial compleja y Logaritmo complejo
Dado un nu´mero complejo z = x+ iy, la exponencial de z se deﬁne
Exp(z) = ex(cos(y) + i sin(y)).
Por otra parte, dado un nu´mero complejo z = r eiθ, un logaritmo de z es un
nu´mero complejo w tal que ew = z. Se denotara´ w = log(z) y se veriﬁca que
log(z) = ln(r) + i(θ + 2kπ);
es decir, log(z) es un nu´mero complejo cuya parte real es el logaritmo ne-
periano real del mo´dulo de z y cuya parte imaginaria es un argumento de
z.
Ejemplo 1.11 Calcula log(3 + 3i).
Solucio´n: Notemos primero que, expresando el complejo en forma polar,
3 + 3i = 3
√
2 ei
π
4
Por tanto,
log(3 + 3i) = ln(3
√
2) + i(
π
4
+ 2kπ)
Ejercicio 1.14 Comprueba que si la forma polar de z = eiθ con α ∈ R,
entonces, se cumple que z = Exp(iθ).
1.3. Problemas adicionales
Ejercicio 1.15 Encuentra todos los valores x ∈ R que veriﬁquen las siguien-
te expresiones: (a) |x+ 1|+ |x+ 2| < 2; (b) |x2 − 7x+ 12| > x2 − 7x+ 12;
(c) 1 ≤
x2 − 5x+ 6
x+ 2
≤ 2.
(Sol.: (a) ]− 2.5, 0.5[; (b) ]3, 4[; (c) ]0.29, 0.76[∪]5.23, 6.7[ )
12
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Ejercicio 1.16 Demuestra, por induccio´n, que si r ∈ R, r = 1, se veriﬁca
1 + r + r2 + ...+ rn =
1− rn+1
1− r
para todo n ∈ N.
Ejercicio 1.17 Demuestra, por induccio´n, que
13 + 23 + ...+ n3 = (1 + 2 + ...+ n)2
para todo n ∈ N.
Ejercicio 1.18 Calcula la parte real e imaginaria de los siguientes nu´meros
complejos:
(a)
(3− 2i)(2 + 3i)
(3− 4i)
; (b) i5787; (c) (1 + 4i)3.
(Sol.: (a) 16/25 + 63i/25; (b) −i; (c) −47− 52i )
Ejercicio 1.19 Sean z1 y z2 dos nu´meros complejos distintos tales que
r =
(z1 + z2)i
z1 − z2
Halla la relacio´n que deben cumplir z1 y z2 para que r sea un nu´mero real.
(Sol.: |z1| = |z2| )
Ejercicio 1.20 Expresa en forma polar los nu´meros complejos z1 = 3 + 3i
y z2 = 4i.
(Sol.: z1 = 3
√
2 eπi/4 y z2 = 4 eπi/2. )
Ejercicio 1.21 Expresa en forma bino´mica el nu´mero complejo z =
√
2e5πi/4.
(Sol.: z = −1− i )
Ejercicio 1.22 Halla la forma bino´mica de los siguientes nu´meros comple-
jos:
13
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(a) (4 + 3i)2
(b) 3+2i3−2i
(c) (1+i√
2
)4
(d) Exp(1− i)
(e) log(−2 + 2i)
(Sol.: (a) 7 + 24i; (b)5/13 + 12i/13; (c) −1; (d) 1.47− 2.28i;
(e) ln(2
√
2) + (3π/4 + 2kπ)i )
Ejercicio 1.23 Halla los nu´meros complejos z tales que z6 − 9z3 + 8 = 0.
(Sol.: 1, e
2πi
3 , e
4πi
3 , 2, 2 e
2πi
3 , 2 e
4πi
3 . )
Ejercicio 1.24 Determinar los nu´meros complejos no nulos z tales que su
cuadrado es igual a su conjugado.
(Sol.: 1, −12 + i
√
3
2 , −
1
2 − i
√
3
2 . )
Ejercicio 1.25 Demuestra que si z+ 1z es real, entonces la parte imaginaria
de z es nula o |z| = 1.
14
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Tema 2
Sucesiones Nume´ricas
Imaginemos la cola de entrada a un especta´culo formada por personas que
han sido numeradas de la forma habitual; el primero de la cola lleva el
nu´mero 1, el segundo el nu´mero 2 y as´ı sucesivamente; pero con la diferen-
cia respecto del mundo real de que la ﬁla es inﬁnita. ¿Co´mo podr´ıa saber
un espectador que observa la cola que dicha ﬁla es inﬁnita? Naturalmente,
podr´ıa responderse que porque no alcanza con la vista el ﬁnal de la cola
(que por cierto no existe tal ﬁnal); pero podr´ıamos objetar que tal vez es un
problema de vista y no de inﬁnitud; ¿acaso en una cola de miles de millones
de personas alcanzar´ıamos a ver el ﬁnal? Una respuesta ma´s adecuada ma-
tema´ticamente es que en esta ﬁla toda persona tiene siempre alguien detra´s;
es decir, siempre existe un sucesor a cualquier persona que este´ haciendo
cola. Esto resulta del hecho de que para numerar la cola hemos empleado
el conjunto de los nu´meros naturales N y e´sta es, prec´ısamente, una de sus
caracter´ısticas esenciales. Acabamos de formar una sucesio´n (de personas).
Intuitivamente hablando, pues, una sucesio´n es una lista inﬁnita de objetos
que esta´n numerados (ordenados) siguiendo el orden de los nu´meros natu-
rales, 1, 2, . . .. As´ı al primer te´rmino de la sucesio´n le corresponde el ı´ndice
(nu´mero en la cola) 1; el siguiente lleva el ı´ndice 2 y as´ı sucesivamente. Cabe
decir que, en ocasiones, sera´ conveniente empezar con el ı´ndice 0 en vez de
con 1.
En este tema, se tratara´n las sucesiones nume´ricas; es decir aquellas listas
cuyos objetos numerados son, a su vez, nu´meros. Aunque el t´ıtulo hace
15
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referencia a sucesiones nume´ricas en general; es decir, reales y complejas,
nos limitaremos a estudiar las sucesiones reales, ya que el estudio de las
sucesiones complejas se reduce a a´quel mediante el ana´lisis de las partes
reales y complejas de los respectivos te´rminos.
2.1. Sucesiones reales. Subsucesiones
Deﬁnicio´n 2.1 Una sucesio´n de nu´meros reales es una aplicacio´n
a : N→ R
El rango de esta aplicacio´n es el conjunto (ordenado)
{a(0), a(1), a(2), a(3), . . . , a(n), . . .}
y denotando an = a(n) lo podemos representar abreviadamente como {an}
+∞
n=0.
Tambie´n se utiliza la notacio´n {an} para representar a una sucesio´n, sobre-
todo si no nos importa sen˜alar desde que te´rmino n empezamos. En general,
las sucesiones pueden empezar desde un natural n0 > 0, pero en las disqui-
siciones teo´ricas entendemos que empiezan desde n = 1.
Por tanto, una forma de escribir una sucesio´n es dando la fo´rmula del te´rmino
general an.
Ejemplo 2.1
{1,
1
2
,
1
3
, . . .}; es decir, an =
1
n
, n ≥ 1.
{1,−1, 1,−1, 1,−1, . . .} es decir, an = (−1)n+1, n ≥ 1.
{1,
1
2
,
1
4
,
1
8
. . .}; es decir, an =
1
2n
, n ≥ 0.
Sin embargo, en algunos casos la sucesio´n se deﬁne o bien por comprensio´n
o bien por recurrencia; esta u´ltima signiﬁca que el te´rmino general an se
deﬁne en funcio´n de uno o varios te´rminos anteriores.
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Ejemplo 2.2
La sucesio´n formada por la unidad y los nu´meros primos. No es posible
escribir an en funcio´n de n: {1, 3, 5, 7, 11, 13, 17, 19, . . .}.
a0 = 1; a1 = 1; an = an−1+an−2 para n ≥ 2; que da la conocida suce-
sio´n de Fibonacci donde cada te´rmino es la suma de los dos anteriores:
{1, 1, 2, 3, 5, 8, 13 . . .}
Una forma de representar gra´ﬁcamente las sucesiones reales es como funcio-
nes, es decir, como pares ordenados (n, an), lo que puede ser u´til en ocasiones
para el estudio de sus propiedades. En el eje de abcisas se representan los
nu´meros naturales n y en el eje de ordenadas los valores reales an. Dado
que la variable n so´lo admite valores naturales, la representacio´n gra´ﬁca se
visualizara´, entonces, como un conjunto de puntos aislados, Fig 2.1
Figura 2.1: Representacio´n gra´ﬁca de una sucesio´n
Deﬁnicio´n 2.2 Una subsucesio´n de nu´meros naturales es una aplicacio´n
estrictamente creciente:
N −→ N
j → nj
es decir que se cumple
n1 < n2 < n3 < . . . < np < np+1 < . . .
17
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Esto permite deﬁnir, dada una sucesio´n {an} de nu´meros reales, una subsu-
cesio´n de {an} como la aplicacio´n
N −→ N a−→ R
j → nj → anj
Es decir, donde los nuevos ı´ndices nj forman una subsucesio´n de N. Por
tanto, la subsucesio´n, que denotaremos por {anj}
+∞
j=1, puede entenderse como
un subconjunto inﬁnito (y ordenado) de {an}.
Ejemplo 2.3 Dada una sucesio´n cualquiera {an} son subsucesiones:
{a2n}, la subsucesio´n de los te´rminos de orden par;
{a2n+1}, la subsucesio´n de los te´rminos de orden impar;
{a2n}, la subsucesio´n de los te´rminos de orden potencias de 2;
{an+3}, la subsucesio´n formada desechando los tres primeros te´rminos.
Ejemplo 2.4 Considera la sucesio´n {1,
1
2
,
1
3
,
1
4
, . . .}. Entonces,
{
1
2
,
1
4
,
1
6
, . . . ,
1
2n
, . . .} es subsucesio´n, con n1 = 2, n2 = 4, n3 = 6, . . .
{
1
2
,
1
4
,
1
8
, . . . ,
1
2n
, . . .} es subsucesio´n, con n1 = 2, n2 = 4, n3 = 8, . . ..
{
1
3
,
1
2
,
1
5
,
1
4
, . . .} no es subsucesio´n. (No respeta el orden)
{0,
1
2
,
1
4
,
1
8
. . .} no es subsucesio´n. (No es subconjunto)
2.2. Sucesiones mono´tonas
Al observar la sucesio´n

1
n

cuyos te´rminos escribimos a continuacio´n
1,
1
2
,
1
3
,
1
4
,
1
5
,
1
6
,
1
7
,
1
8
, . . .
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vemos como cada te´rmino es mayor que su sucesor; es decir que la sucesio´n
decrece; Fig. 2.2.
Figura 2.2: Sucesio´n decreciente
Por el contrario, la sucesio´n {n}
1, 2, 3, 4, 5, . . .
cumple que cada te´rmino es menor que su sucesor; es decir, la sucesio´n crece;
Fig. 2.3.
Figura 2.3: Sucesio´n creciente
Formalizamos estos conceptos en la siguiente deﬁnicio´n.
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Deﬁnicio´n 2.3 Diremos que {an} es :
mono´tona creciente si, y so´lo si, an ≤ an+1, ∀n ∈ N
mono´tona decreciente si, y so´lo si, an ≥ an+1, ∀n ∈ N
mono´tona cuando es creciente o decreciente.
Cuando las desigualdades son estrictas se dira´ que las sucesiones son estric-
tamente crecientes o estrictamente decrecientes, segu´n el caso.
Ejemplo 2.5 Si consideramos de nuevo las sucesiones anteriores
{n} es creciente, porque n ≤ n+ 1, para todo n

1
n

es decreciente, porque
1
n
≥
1
n+ 1
, para todo n
En ocasiones el estudio de la monoton´ıa no es tan evidente y requiere realizar
algunas operaciones.
Ejemplo 2.6 Determina si la sucesio´n

n2 + 3
n3 − 1

n≥2
es mono´tona.
Solucio´n: Primero calculamos algunos de los primeros te´rminos para de-
terminar si es mono´tona y en que´ sentido. Para no complicar la notacio´n
asumimos que el primer te´rmino sera´ denotado por a2 (en vez de por a1):
a2 =
4
7
; a3 =
12
26
; a4 =
19
63
por lo que,
a2 > a3 > a4
lo cual parece indicar que es mono´tona decreciente. Para probarlo, debemos
veriﬁcar que an > an+1. Si escribimos esta condicio´n
n2 + 3
n3 − 1
>
(n+ 1)2 + 3
(n+ 1)3 − 1
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y ahora, se trata de desarrollar esta expresio´n hasta llegar a una condicio´n
que sea cierta. Empezamos por quitar denominadores (ambos son positivos
por lo que la desigualdad permanece)
(n2 + 3)((n+ 1)3 − 1) > ((n+ 1)2 + 3)(n3 − 1)
y, desarrollando los pare´ntesis,
n(9 + 9n+ 6n2 + 3n3 + n4) > −4− 2n− n2 + 4n3 + 2n4 + n5
que equivale a
4 + 11n+ 12n2 + 2n3 + n4 > 0
lo cual es cierto para cualquier valor de n al ser todos los sumandos positivos.
Queda as´ı comprobado que an > an+1, para todo n, por lo que la sucesio´n
resulta ser mono´tona decreciente.
Ejemplo 2.7 Determina si la sucesio´n

n!
2n

n≥1
es mono´tona.
Solucio´n: Primero calculamos algunos de los primeros te´rminos para deter-
minar si es mono´tona y en que´ sentido:
a1 =
1
2
; a2 =
2
4
; a3 =
6
8
; a4 =
24
16
;
por lo que,
a1 ≤ a2 < a3 < a4
y parece indicar que es mono´tona creciente. Para probarlo, debemos veriﬁcar
que an < an+1, para todo n. Dado que todos los te´rminos son positivos y
que involucran factoriales y potencias vamos a probar que
an+1
an
> 1
(n+ 1)!
2n+1
n!
2n
=
n+ 1
2
≥ 1, para todo n ≥ 1
Queda as´ı comprobado que an < an+1, para todo n, por lo que la sucesio´n
resulta ser mono´tona creciente.
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Ejercicio 2.1 Estudia la monoton´ıa de la sucesio´n an =
n2 + 3
3n+ 2
, n ≥ 1.
(Sol.: {an} es mono´tona creciente )
Ejercicio 2.2 Estudia la monoton´ıa de la sucesio´n an =
5n+ 3
n2 + 1
, n ≥ 1.
(Sol.: {an} es mono´tona decreciente )
Ejercicio 2.3 Estudia la monoton´ıa de la sucesio´n an =
(2n− 1)!!
n! 2n
, n ≥ 1
(H: (2n− 1)!! = (2n− 1) · (2n− 3) · · · 3 · 1; es decir, es el producto de todos
los impares menores o iguales a 2n− 1).
(Sol.: {an} es mono´tona decreciente )
2.3. Sucesiones acotadas
Deﬁnicio´n 2.4 Sea {an} una sucesio´n real y M ∈ R .
Si an ≤ M, ∀n ∈ N diremos que {an} esta´ acotada superiormente.
En este caso el nu´mero M se llama cota superior.
Si an ≥ M, ∀n ∈ N diremos que {an} esta´ acotada inferiormente.
En este caso el nu´mero M se llama cota inferior.
Diremos que {an} esta´ acotada si lo esta´ superior e inferiormente. Esto
equivale a decir que
|an| ≤M, ∀n ∈ N
Gra´ﬁcamente, una sucesio´n acotada es, pues, aquella cuyos te´rminos se en-
cuentran situados en una banda horizontal de anchura 2M , como puede
observarse en la Fig. 2.4.
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Figura 2.4: Sucesio´n acotada |an| ≤M
Ejemplo 2.8 Veamos algunos ejemplos de sucesiones acotadas.
{
1
n
} esta´ acotada porque |
1
n
| ≤ 1, ∀n ∈ N
{(−1)n+1} esta´ acotada porque |(−1)n+1| ≤ 1, ∀n ∈ N
{n} no esta´ acotada superiormente.
{ln
�
1
n

} no esta´ acotada inferiormente (se vera´ ma´s adelante que
l´ım ln(1/n) = −∞).
Ejemplo 2.9 Determina si la sucesio´n

n2 + 3
n3 − 1

n≥2
esta´ acotada.
Solucio´n: Puesto que los te´rminos de la sucesio´n siempre son positivos,
queda claro que esta´ acotada inferiormente por 0; es decir,
0 ≤
n2 + 3
n3 − 1
, n ≥ 2
Para acotarla superiormente, se utiliza un pequen˜o artiﬁcio: aumentar el
grado del numerador para que coincida con el del denominador y poder
realizar la divisio´n.
n2 + 3
n3 − 1
≤
n3
n3 + 3
= 1 +
4
n3 − 1
≤ 1 + 1 = 2
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Ejercicio 2.4 Determina si la sucesio´n

n
n+ 1

n∈N
esta´ acotada.
(Sol.: 0 <
n
n+ 1
< 1 )
Ejercicio 2.5 Determina si la sucesio´n

n4 + n+ 1
n3 − 2n

n≥1
esta´ acotada.
(Sol.: −3 ≤
n4 + n+ 1
n3 − 2n
y no acotada superiormente )
2.4. Sucesiones convergentes
Observamos de nuevo la sucesio´n { 1n}
+∞
n=1, escribiendo algunos de sus te´rmi-
nos:
1,
1
2
,
1
3
,
1
4
,
1
5
,
1
6
,
1
7
,
1
8
, . . .
Cuanto ma´s avanzamos, ma´s pequen˜o es el te´rmino correspondiente. Parece
que la sucesio´n va acerca´ndose a cero y, por tanto, se dice que tiene l´ımite
cero. Por contra en la sucesio´n {n} pasa lo contrario:
1, 2, 3, 4, 5, . . .
cuanto ma´s avanzamos ma´s grande se hace el te´rmino correspondiente y,
entonces, se dice que tiene l´ımite +∞. Finalmente, si tomamos la sucesio´n:
1, 0, 1, 0, 1, 0, 1 . . .
se observa que por mucho que avancemos la sucesio´n siempre oscila entre 0
y 1 y se dice que es oscilante.
Estos conceptos se formalizan a continuacio´n en las siguientes deﬁniciones.
Deﬁnicio´n 2.5 Diremos que {an} es convergente y tiene l´ımite λ ∈ R sii
∀ > 0 ∃n0 ∈ N / si n ≥ n0 ⇒ |an − λ| < 
y lo escribiremos l´ım
n−→∞
an = λ.
Si una sucesio´n no es convergente, entonces se dice que es divergente; pero
distinguiremos algunos tipos de divergencia.
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Diremos que {an} es divergente y tiene l´ımite +∞ sii
∀K > 0 ∃n0 ∈ N / si n ≥ n0 ⇒ an > K
y lo escribiremos l´ım
n−→∞
an = +∞.
Diremos que {an} es divergente y tiene l´ımite −∞ sii
∀K < 0 ∃n0 ∈ N / si n ≥ n0 ⇒ an < K
y lo escribiremos l´ım
n−→∞
an = −∞.
Diremos que {an} es divergente y tiene l´ımite ∞ sii
∀K > 0 ∃n0 ∈ N / si n ≥ n0 ⇒ |an| > K
y lo escribiremos l´ım
n−→∞
an =∞.
Diremos que {an} es oscilante si no es convergente ni divergente a ±∞ o ∞
Nota: En realidad, una sucesio´n {an} tiene l´ımite ∞ si la sucesio´n de los
valores absolutos {|an|} tiene l´ımite +∞. Por eso, toda sucesio´n divergente
a +∞ o −∞, tambie´n tiene l´ımite ∞, pero el rec´ıproco no es cierto (ve´ase
el Ejemplo 2.10).
Ejemplo 2.10 Veamos algunos ejemplos de sucesiones convergentes y di-
vergentes.
1. {
1
n
} es convergente y l´ım
n
1
n
= 0
2. {n} es divergente y l´ım
n
n = +∞
3. {−n} es divergente y l´ım
n
(−n) = −∞
4. {1,−1, 2,−2, . . . , (−1)n+1n, . . .} es divergente y l´ım
n
(−1)n+1n = ∞
5. {1, 2, 1, 2, 1, 2, 1, 2, . . .} es oscilante (y acotada)
6. {1, 2, 1, 3, 1, 4, 1, 5, . . .} es oscilante (y no acotada)
7. {sinn} es oscilante (y acotada)
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Gra´ﬁcamente el concepto de l´ımite se interpreta como que la cola de la
sucesio´n se aproxima a una recta horizontal de ecuacio´n y = L, si l´ım an = L;
Fig. 2.5,
Figura 2.5: Sucesio´n convergente
o por el contrario, la cola supera cualquier cota K si l´ım an = +∞; Fig. 2.6.
Figura 2.6: Sucesio´n divergente
En el siguiente teorema se resumen algunas propiedades ba´sicas de los l´ımi-
tes.
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Teorema 2.6 Sea {an} una sucesio´n convergente. Entonces,
1. El l´ımite es u´nico.
2. La sucesio´n es acotada.
3. Cualquier subsucesio´n es convergente y tiene el mismo l´ımite.
4. l´ım
n
an = λ ⇐⇒ l´ım
n
(an − λ) = 0 ⇐⇒ l´ım
n
|an − λ| = 0
Por otra parte, si la sucesio´n {an} es divergente a ±∞ entonces cualquier
subsucesio´n es divergente y tiene el mismo l´ımite.
La propiedad (2) anterior proporciona un me´todo para determinar si una
sucesio´n esta´ acotada; es decir, las sucesiones con l´ımite ﬁnito esta´n aco-
tadas; aunque el rec´ıproco no es cierto, en general: la sucesio´n oscilante
{1, 0, 1, 0, . . .} esta´ acotada pero no tiene l´ımite.
La propiedad (3) anterior permite eliminar un nu´mero ﬁnito de te´rminos al
calcular el l´ımite de una sucesio´n. En particular, el l´ımite no depende de los
primeros te´rminos sino de la cola de la sucesio´n; lo cual ya estaba impl´ıcito
en la deﬁnicio´n de l´ımite.
Teorema 2.7 La relacio´n de los l´ımites con el orden de los nu´meros reales
es la siguiente:
1. Si an ≤ bn, para todo n ≥ n0 y existen l´ım
n
an y l´ım
n
bn, entonces
l´ım
n
an ≤ l´ım
n
bn
2. Si l´ım
n
an = λ < α, entonces existe n0 tal que
an < α, para cada n ≥ n0
3. Si l´ım
n
an = λ > α, entonces existe n0 tal que
an > α, para cada n ≥ n0
En particular, si l´ım
n
an = 0, la sucesio´n {an} tiene el mismo signo que su
l´ımite excepto, como mucho, en un nu´mero ﬁnito de te´rminos.
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Ya vimos que toda sucesio´n con l´ımite ﬁnito esta´ acotada y que el rec´ıproco
no es cierto en general. Si an˜adimos una condicio´n de monoton´ıa obtenemos
dicho rec´ıproco
Teorema 2.8 La relacio´n entre la convergencia y la monoton´ıa se resume
en las siguientes propiedades.
1. Si {an} es creciente y acotada superiormente, entonces {an} es con-
vergente.
2. Si {an} es decreciente y acotada inferiormente, entonces {an} es con-
vergente.
3. Si {an} es creciente y no acotada superiormente, entonces {an} es
divergente a +∞.
4. Si {an} es decreciente y no acotada inferiormente, entonces {an} es
divergente a −∞.
Teorema 2.9 (Aritme´tica de sucesiones convergentes) Sean {an} y
{bn} dos sucesiones convergentes. Entonces,
1. l´ım
n
(an + bn) = l´ım
n
an + l´ım
n
bn
2. l´ım
n
(α · an) = α · l´ım
n
an
3. l´ım
n
(an · bn) = l´ım
n
an · l´ım
n
bn
4. l´ım
n
an
bn
=
l´ım
n
an
l´ım
n
bn
si l´ım
n
bn = 0
5. l´ım
n
(an)
bn = (l´ım
n
an)
l´ım
n
bn
si l´ım
n
an > 0
Para conocer el valor del l´ımite cuando una o las dos sucesiones anteriores
tienen l´ımite inﬁnito, se aplica la llamada aritme´tica inﬁnita que se resume
en la tabla siguiente.
En lo que sigue debe entenderse que a ∈ R representa el l´ımite de una
sucesio´n {an} y ±∞ el de una sucesio´n {bn}.
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Suma:
(+∞) + (+∞) = +∞ (−∞) + (−∞) = −∞
a + (+∞) = +∞ a+ (−∞) = −∞
Producto:
a(+∞) =

+∞ si a > 0
−∞ si a < 0
a(−∞) =

−∞ si a > 0
+∞ si a < 0
(+∞)(+∞) = +∞ (−∞)(−∞) = +∞
(+∞)(−∞) = −∞
Cociente:
+∞
a
=



+∞ si a > 0
−∞ si a < 0
∞ si a = 0
−∞
a
=



−∞ si a > 0
+∞ si a < 0
∞ si a = 0
a
+∞
= 0
a
−∞
= 0
a
0
=∞, si a = 0
Potencias:
a+∞ =

+∞ si a > 1
0 si 0 ≤ a < 1
a−∞ =

0 si a > 1
+∞ si 0 ≤ a < 1
(+∞)+∞ = +∞ (+∞)−∞ = 0
(+∞)a =

+∞ si a > 0
0 si a < 0
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2.5. Ca´lculo de l´ımites
Con la aritme´tica inﬁnita, pueden presentarse los siguientes tipos de inde-
terminaciones:
∞
∞
,
0
0
, ∞−∞, 0 · ∞, 1∞, ∞0, 00
Veamos co´mo resolver algunas de ellas:
Ejemplo 2.11 Calcula el l´ımite l´ım
n
n2 + 3n− 5
n+ 2
.
Solucio´n: En este caso, se tiene un cociente de polinomios y ambos tienden
a +∞ por lo que, en principio, estamos ante una indeterminacio´n del tipo
∞
∞
. El procedimiento a seguir es dividir numerador y denominador por la
potencia de mayor grado; en este caso, n2.
l´ım
n
n2 + 3n− 5
n+ 2
= l´ım
n
1 + 3n −
5
n2
1
n +
2
n2
=
1
0
=∞
basta observar, en este u´ltimo paso, que los cocientes 1n y
1
n2 tienden ambos
a 0.
Si se quiere determinar el signo del ∞, aunque ello no es siempre posible,
basta determinar el signo de la sucesio´n n
2+3n−5
n+2 cuando n es grande. En
este caso, para valores grandes de n la sucesio´n es siempre positiva, por lo
que puede aﬁrmarse que el l´ımite es +∞.
Ejemplo 2.12 Calcula el l´ımite l´ım
n
√
n2 + 2n− 5
5− 3n
.
Solucio´n: En este caso, se tiene un cociente donde numerador y denomina-
dor tienden a∞, por lo que, en principio, estamos ante una indeterminacio´n
del tipo
∞
∞
. El procedimiento a seguir es dividir numerador y denominador
por la potencia de mayor grado; en este caso, n (aunque el numerador no
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es un polinomio, se asimila a e´ste para el ca´lculo de l´ımites, tomando como
potencia de mayor grado
√
n2 = n).
l´ım
n
√
n2 + 2n− 5
5− 3n
= l´ım
n

1 + 2n −
5
n2
5
n − 3
=
√
1
−3
= −
1
3
Ejercicio 2.6 Calcula l´ım
n
n2 − n3 + 2
n+ 2
.
(Sol.: −∞ )
Ejercicio 2.7 Calcula l´ım
n
2n3 + 3n2 − n+ 1
n3 + 3
√
n+ 2
.
(Sol.: 2 )
Ejercicio 2.8 Calcula l´ım
n
√
n2 + n+ 1
n+ 2
.
(Sol.: 1 )
Ejercicio 2.9 Calcula l´ım
n
n2 + n− 8
3
√
n7 + 1
.
(Sol.: 0 )
Ejercicio 2.10 Calcula l´ım
k→+∞

2k + 3k − 1
3k−2 + 2k+3
(H: Divide numerador y de-
nominador por la mayor potencia).
(Sol.: 3 )
Ejemplo 2.13 Calcula el l´ımite l´ım
n

n2 + 2n+ 3− n

.
Solucio´n: En este caso, se tiene una diferencia de sucesiones donde ambas
tienden a +∞, por lo que, en principio, estamos ante una indeterminacio´n del
tipo∞−∞. Dado que puede verse como una diferencia de ra´ıces cuadradas
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(n =
√
n2), el procedimiento a seguir es multiplicar y dividir por la expresio´n
conjugada:
l´ım
n

n2 + 2n+ 3− n

= l´ım
n
(
√
n2 + 2n+ 3− n)(
√
n2 + 2n+ 3 + n)
√
n2 + 2n+ 3 + n
= l´ım
n
n2 + 2n+ 3− n2
√
n2 + 2n+ 3 + n
= l´ım
n
2n+ 3
√
n2 + 2n+ 3 + n
=
2
2
= 1
ya que en este u´ltimo paso, volvemos a tener un cociente de polinomios que
ya debemos saber resolver.
Ejercicio 2.11 Calcula l´ım
n

n2 + 2n− 1− n

.
(Sol.: 1 )
Ejercicio 2.12 Calcula l´ım
n
√
n+ 1−
√
n
√
n+ 3−
√
n+ 1
.
(Sol.:
1
2
)
Ejercicio 2.13 Calcula l´ım
n

4

n2 + 1− 4

n2 + n− 1

(H: Aplica dos ve-
ces la operacio´n de multiplicar y dividir por el conjugado).
(Sol.: 0 )
A continuacio´n se exponen algunos me´todos ma´s para resolver e´stas y otras
indeterminaciones:
(a) tipo (1∞): se aplica la fo´rmula de Euler.
an −→ 1
bn −→ ∞

=⇒ l´ım abnn = e
l´ım bn(an−1)
Ejemplo 2.14 Calcula el l´ımite l´ım

n2 + 3
n2 + n− 1
n
.
32
J. J. Font / S. Hernández / S. Macario - SBN: 978-84-692-7408-8 Cálculo - UJ
Solucio´n: En este caso, se tiene una potencia de sucesiones donde la base
tiene l´ımite 1 (deber´ıa ser claro ya) y el exponente tiene l´ımite∞, por lo que,
estamos ante una indeterminacio´n del tipo 1∞. El procedimiento consiste en
aplicar la fo´rmula de Euler:
l´ım
n

n2 + 3
n2 + n− 1
n
= e
l´ım
n
n

n2 + 3
n2 + n− 1
− 1

= e
l´ım
n
n

n2 + 3− n2 − n+ 1
n2 + n− 1

= e
l´ım
n
4n− n2
n2 + n− 1 = e−1
Ejercicio 2.14 Calcula l´ım
n

n2 + 3n− 5
n2 − 4n+ 2
n
2 + 5
n+ 2 .
(Sol.: e7 )
Ejercicio 2.15 Calcula l´ım
n
3

1−
2n
n2 + 1
n+1
.
(Sol.: e−2/3 )
Ejercicio 2.16 Calcula l´ım
n

n2 + 3
2n2 − 1
n2
.
(Sol.: 0 )
Ejercicio 2.17 Calcula l´ım
n

n+ 1
n
 1√
n+ 1−
√
n
.
(Sol.: 1 )
(b) tipo (∞∞): se aplica el criterio de Stolz.
bn −→ +∞
(bn) creciente
bn > 0, ∀n


 =⇒ l´ım
an
bn
= l´ım
an+1 − an
bn+1 − bn
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Ejemplo 2.15 Calcula el l´ımite l´ım
n
1 + 2 + . . .+ n
n2
.
Solucio´n: En este caso, se observa que el numerador es una sucesio´n for-
mada por una suma cuyo nu´mero de sumandos var´ıa con el valor de n. Se
aplica el criterio de Stolz, llamando an a la sucesio´n del numerador y bn a
la del denominador:
l´ım
n
an
bn
= l´ım
n
an+1 − an
bn+1 − bn
= l´ım
n
1 + 2 + . . .+ n+ (n+ 1)− (1 + 2 + . . .+ n)
(n+ 1)2 − n2
= l´ım
n
n+ 1
2n+ 1
=
1
2
Ejercicio 2.18 Calcula l´ım
n
1 + 22 + 33 + · · ·+ nn
nn
.
(Sol.: 1 )
Ejercicio 2.19 Calcula l´ım
n
4 +
1
n
+ 4 +
2
n
+ 4 +
3
n
++ · · ·+ 4 +
n
n
n
.
(Sol.:
9
2
)
Ejercicio 2.20 Calcula l´ım
n
log(n!)
log nn
(Sol.: 1 )
Ejercicio 2.21 Calcula l´ım
n
a1 + 2a2 + 3a3 + . . .+ nan
n2
, sabiendo que an es
una sucesio´n convergente con l´ımite l´ım
n
an = a.
(Sol.:
a
2
)
(c) tipos (∞0) y (00): se aplica el criterio de Stolz para la ra´ız.
bn −→ +∞
(bn) creciente
bn > 0, ∀n


 =⇒ l´ım
bn
√
an = l´ım bn+1−bn

an+1
an
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Ejemplo 2.16 Calcula el l´ımite l´ım
n
n

n!
nn
.
Solucio´n: En este caso, se aplica el criterio de Stolz para la ra´ız. Llamando
an a la sucesio´n del radicando y bn a la del radical:
l´ım
n
bn
√
an = l´ım
n
bn+1−bn

an+1
an
= l´ım
n
n+1−n

(n+ 1)!/(n+ 1)(n+ 1)
n!/nn
= l´ım
n
(n+ 1)nn
(n+ 1)(n+ 1)
= l´ım
n
nn
(n+ 1)n)
= l´ım
n

n
n+ 1
n
= e−1
Ejercicio 2.22 Calcula l´ım
n
n
√
n.
(Sol.: 1 )
Ejercicio 2.23 Calcula l´ım
n
n

5n2 − 6n+ 3.
(Sol.: 1 )
Ejercicio 2.24 Calcula l´ım
n
�
n
√
n− n
√
n+ 1

.
(Sol.: 0 )
Ejercicio 2.25 Calcula l´ım
n
1 +
√
2 + 3
√
3 + · · ·+ n
√
n
n
.
(Sol.: 1 )
(d) tipos (∞∞) y (
0
0): cambiamos a l´ımite de funciones para poder aplicarle
la regla de L’Hopital:
Se buscan dos funciones reales f y g, continuas y derivables de forma que
f(n) = an y g(n) = bn; entonces,
l´ım
n→+∞
an
bn
= l´ım
x→+∞
f(x)
g(x)
= l´ım
x→+∞
f (x)
g(x)
Ejemplo 2.17 Calcula el l´ımite l´ım
n
en
n
.
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Solucio´n: El l´ımite propuesto es una indeterminacio´n del tipo
∞
∞
. En este
caso, puesto que ambas sucesiones no tienen relacio´n, lo ma´s sencillo es
tomar las funciones f(x) = ex y g(x) = x y aplicar la regla de L’Hopital:
l´ım
n
f(x)
g(x)
= l´ım
n
f (x)
g(x)
=
l´ım
n
ex
1
= +∞
por lo que, l´ım
n
en
n
= +∞.
Ejercicio 2.26 Calcula el l´ımite l´ım
n
ln(n)
n
.
(Sol.: 0 )
2.6. Inﬁnite´simos
Deﬁnicio´n 2.10 Una sucesio´n {an} se dice un inﬁnite´simo si l´ım
n→∞
an = 0
Dos inﬁnite´simos {an} y {bn} se dicen equivalentes si
l´ım
n→∞
an
bn
= 1
Las propiedades ma´s usuales de los inﬁnite´simos se resumen en los dos re-
sultados siguientes.
Teorema 2.11 Si {an} es un inﬁnite´simo y {bn} es una sucesio´n acotada,
entonces
l´ım
n
an · bn = 0
es decir, {anbn} es un inﬁnite´simo.
Teorema 2.12 Sean {an} y {bn} dos inﬁnite´simos equivalentes y {cn} una
sucesio´n cualquiera. Entonces,
1. l´ım
n→∞
an · cn = l´ım
n→∞
bn · cn
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2. l´ım
n→∞
cn
an
= l´ım
n→∞
cn
bn
Esta u´ltima propiedad nos dice que en el ca´lculo de l´ımites podemos substi-
tuir un inﬁnite´simo por un equivalente (siempre y cuando aparezcan como
productos o cocientes).
Por tanto, resulta conveniente conocer algunos inﬁnite´simos equivalentes.
Los ma´s usuales son:
Inﬁnite´simos Equivalentes. Si {an} es un inﬁnite´simo, entonces
{log(1 + an)} ≡ {an}
{sin(an)} ≡ {an}
{tan(an)} ≡ {an}
{arctan(an)} ≡ {an}
{1− cos(an)} ≡ {
a2n
2
}
{ban − 1} ≡ {an log b}
Ejemplo 2.18 Vamos a calcular l´ım
n
n log(1 +
2
n2
).
Solucio´n: Aplicamos que, segu´n la tabla anterior,

log

1 +
2
n2

≡

2
n2

y, entonces, el Teorema 2.12 nos permite escribir
l´ım
n
n log(1 +
2
n2
) = l´ım
n
n
2
n2
= l´ım
n
2
n
= 0
Ejercicio 2.27 Calcula el l´ımite l´ım
n
arctan(log(
n2 + 1
n2 + 2
))
tan(
1
n2 + 3
)
.
(Sol.: −1 )
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Ejercicio 2.28 Calcula el l´ımite l´ım
n
n( n
√
a− 1), a > 0.
(Sol.: ln(a) )
Ejercicio 2.29 Calcula el l´ımite l´ım
n

n
√
a+ n
√
b
2
n
, a, b > 0.
(Sol.:
√
ab )
Ejercicio 2.30 Calcula el l´ımite l´ım
n


tan(a+
b
n
)
tan a


n
(H: Recuerda que
tan(A+B) =
tan(A) + tan(B)
1− tan(A) tan(B)
).
(Sol.: e
2b
sin(2a) )
2.7. Inﬁnitos
Deﬁnicio´n 2.13 Una sucesio´n {an} se dice un inﬁnito si l´ım
n→∞
an =∞ (±∞)
Dos inﬁnitos {an} y {bn} se dicen equivalentes si
l´ım
n→∞
an
bn
= 1
Diremos que {an} es de mayor orden que {bn} si
l´ım
n→∞
an
bn
= +∞
Teorema 2.14 Si {an} es un inﬁnito y {bn} es una sucesio´n acotada, en-
tonces
l´ım
n
(an + bn) =∞
es decir, {an + bn} es un inﬁnito.
El concepto de inﬁnito de mayor orden se utiliza a menudo en la resolucio´n de
l´ımites indeterminados del tipo
∞
∞
. Por otra parte, los inﬁnitos equivalentes
se utilizan segu´n la propiedad siguiente.
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Teorema 2.15 Sean {an} y {bn} dos inﬁnitos equivalentes y {cn} una su-
cesio´n cualquiera. Entonces,
1. l´ım
n→∞
an · cn = l´ım
n→∞
bn · cn
2. l´ım
n→∞
cn
an
= l´ım
n→∞
cn
bn
Esta propiedad nos dice que en el ca´lculo de l´ımites podemos substituir un
inﬁnito por un equivalente (siempre y cuando aparezcan como productos o
cocientes).
Inﬁnitos Equivalentes
n! ≡ nn e−n
√
2πn (Fo´rmula de Stirling)
Ejemplo 2.19 Calculad l´ım
n
33n(n!)3
(3n+ 1)!
.
Teniendo en cuenta la fo´rmula de Stirling sabemos que
n! ≡ nn e−n
√
2πn
por lo que tambie´n,
(3n+ 1)! ≡ (3n+ 1)3n+1 e−(3n+1)

2π(3n+ 1)
y as´ı,
l´ım
n
33n(n!)3
(3n+ 1)!
= l´ım
n
33n(nn e−n
√
2πn)3
(3n+ 1)3n+1 e−(3n+1)

2π(3n+ 1)
= l´ım
n
33nn3n e−3n(
√
2πn)3
(3n+ 1)3n(3n+ 1) e−3n e−1

2π(3n+ 1)
= l´ım
n

3n
3n+ 1
3n
· e ·
2πn
√
2πn
(3n+ 1)

2π(3n+ 1)
y como, l´ım
n

3n
3n+ 1
3n
= e−1,
= l´ım
n
2πn
√
2πn
(3n+ 1)

2π(3n+ 1)
=
2π
3
√
3
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2.8. Problemas adicionales
Ejercicio 2.31
(a) Demuestra que la suma de una sucesio´n convergente y una divergente
es divergente (H: Supo´n que la suma fuera convergente y aplica la
Propiedad 2.9 para llegar a una contradiccio´n).
(b) Aplica lo anterior para estudiar el cara´cter de la sucesio´n
an =

1 +
1
n

+ (−1)n

1−
3
n

, n = 1, 2, ...
(Sol.: (b) Divergente (oscilante). )
Ejercicio 2.32 Demuestra que la sucesio´n deﬁnida por recurrencia
a1 = 1
an+1 =
√
2 + an, n ≥ 1
es convergente y calcula su l´ımite.
(H: Demuestra que la sucesio´n es mono´tona creciente y acotada superior-
mente (Propiedad 2.8). Para el ca´lculo del valor del l´ımite, toma l´ımites en
la relacio´n de recurrencia)
(Sol.: {an} es creciente y acotada superiormente; y l´ım
n
an = 2. )
Ejercicio 2.33 I´dem con
a1 = 1
an+1 =
√
2an + 3, n ≥ 1
(Sol.: {an} es creciente y acotada superiormente; y l´ım
n
an = 3. )
Ejercicio 2.34 Encuentra la relacio´n entre a y b para que se veriﬁque
l´ım
n

n+ a
n+ 1
2n+3
= l´ım
n

n+ 3
n+ 2
bn+4
(Sol.: b = 2(a− 1) )
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Ejercicio 2.35 Calcula los siguientes l´ımites
(a) l´ım
n
sin2(
1
n2
) log(
n
n+ 1
)
(n+ 2)5 cos(
nπ − 1
4n− 1
)
.
(b) l´ım
n
�√
n+ 1−
√
n+ 1
√n
.
(Sol.: (a) −
√
2; (b)
1
√
e
)
Ejercicio 2.36 Calcula l´ım
n→+∞
1 +
√
2! + 3
√
3! + . . .+ n
√
n!
n2
.
(Sol.: e /2 )
Ejercicio 2.37 Calcula el l´ımite:
l´ım
n
√
2 · 2
2√
2 · 2
3√
2 · . . . · 2
n√
2

(H: Calcula el logaritmo del l´ımite)
(Sol.: 2 )
Ejercicio 2.38 Calcula el l´ımite de las siguientes sucesiones:
(a) {an} =

log nα
log nβ
logn∞
n=1
(α > 0, β > 0)
(b) {bn} =

12 · 2 + 22 · 22 + 32 · 23 + . . .+ n2 · 2n
2n · n2
∞
n=1
(Sol.: (a)
α
β
; (b) 2. )
Ejercicio 2.39 Calcula l´ım
n
22n(n!)2
(2n+ 1)!
.
(Sol.: 0 )
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Ejercicio 2.40 Sean {an}∞n=1 y {bn}
∞
n=1 dos sucesiones de nu´meros reales
positivos de manera que l´ım
n→∞
an
bn
= 1.
Explica razonadamente si las siguientes aﬁrmaciones son ciertas o no:
(a) l´ım
n→∞
a2n
b2n
= 1
(b) l´ım
n→∞
ann
bnn
= 1
(c) l´ım
n→∞
log an
log bn
= 1
Si alguna aﬁrmacio´n no es cierta basta dar un contraejemplo.
(Sol.: a) Cierta; (b) Falsa; (c) Falsa. )
42
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Tema 3
Series Nume´ricas
Imaginemos que se va a celebrar una carrera con las siguientes reglas:
1. El primer minuto debe recorrerse 100 metros.
2. El minuto siguiente debe recorrerse la mitad, 50 metros.
3. El minuto siguiente debe recorrerse la mitad del anterior, 25 metros.
4. El minuto siguiente dee recorrerse la mitad del anterior, 12,50 metros.
y as´ı sucesivamente.
Por otra parte, al mismo tiempo empieza otra carrera, con las reglas ligera-
mente modiﬁcadas:
1. El primer minuto se recorren 100 metros.
2. El minuto siguiente se recorren la mitad de 100 metros, 50 metros.
3. El minuto siguiente se recorren la tercera parte de 100 metros, 33,3
metros.
4. El minuto siguiente se recorren la cuarta parte de 100 metros, 25 me-
tros.
y as´ı sucesivamente.
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Dos corredores empiezan a la vez las carreras. Si la meta de la primera se
encuentra situada a 300 metros y la de la segunda a 1000 metros, ¿quie´n
llega primero a la meta y cua´nto tiempo tarda?
Llamamos D = 100 metros la distancia recorrida en el primer minuto. La
primera carrera va recorriendo las distancias:
D +
D
2
+
D
4
+
D
8
+ . . .
La segunda carrera va recorriendo las distancias:
D +
D
2
+
D
3
+
D
4
+ . . .
La pregunta es cua´l de estas sumas alcanza la distancia a la que esta´ situada
la meta respectiva. Al acabar este tema deberemos ser capaces de dar una
respuesta razonada1.
3.1. Series reales
Del mismo modo que en el cap´ıtulo anterior, nos limitaremos a tratar con
series de nu´meros reales, porque, de nuevo, el estudio de las series comple-
jas se reduce al estudio de las series determinadas por las partes reales e
imaginarias.
Consideramos una sucesio´n de nu´meros reales
{a1, a2, a3, . . . , an, . . .}
A partir de ella formamos una nueva sucesio´n {Sn}∞n=1 deﬁnida de la si-
guiente forma:
S1 = a1
S2 = a1 + a2
S3 = a1 + a2 + a3
...
Sn = a1 + a2 + a3 + . . .+ an =
n
k=1
ak
1La respuesta es que el primer corredor no consigue llegar jama´s a la meta mientras el
segundo s´ı.
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La sucesio´n {Sn} as´ı deﬁnida se llama sucesio´n de las sumas parciales y an
recibe el nombre de te´rmino general n-e´simo. Llamaremos serie al par de
sucesiones {(an), (Sn)}.
Deﬁnicio´n 3.1 Diremos que la serie {(an), (Sn)} es convergente si existe
l´ım
n
Sn = S ∈ R. Al valor S se le llama suma de la serie y lo escribiremos
S = l´ım
n
n
k=1
an =
+∞
n=1
an
Por abuso de notacio´n representaremos a la serie {(an), (Sn)} por su suma,
es decir, por
+∞
n=1
an; aunque es posible que dicha suma ni siquiera exista.
Notas: Algunas observaciones a tener en cuenta:
El ı´ndice de sumacio´n n es una variable muda, y puede sustituirse por
cualquier otra letra.
No es necesario que una serie empiece a sumar desde n = 1. Puede
empezar desde n = 0 o n = p (p > 1); pero siempre se puede reescribir
para que empiece en n = 1 mediante un cambio de variable (ver el
Ejemplo 3.25).
Sn siempre representa la suma de los n primeros te´rminos de la sucesio´n
an y entonces se debera´ tener cuidado al calcularla cuando la serie no
empiece por n = 1.
Las deﬁniciones de convergencia y divergencia no dependen del te´rmino
a partir del cual empiezan a sumar, aunque si afecta al valor de la
suma (ve´ase el Teorema 3.3). As´ı, las propiedades que no involucren a
la suma de la serie son ciertas independientemente del te´rmino en que
empiecen. Por este motivo, y por comodidad, enunciaremos casi todas
las propiedades para series que empiecen en n = 1 e, incluso, a veces
ni tan siquiera especiﬁcaremos desde que´ te´rmino empiezan a sumar,
escribiendo u´nicamente

an.
Aunque hablemos de la suma de una serie, no debemos olvidar que
dicha suma es, en realidad, un l´ımite de sumas y, entonces, pueden no
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ser ciertas las propiedades usuales de las sumas ﬁnitas: por ejemplo,
el orden de los sumandos s´ı puede alterar la suma (consultad la Sec-
cio´n 3.3); o tambie´n resulta ser falsa la propiedad asociativa (ver el
Ejemplo 3.6).
Ejemplo 3.1 Reescribe la serie
+∞
n=2
1
n2 − 1
para que el ı´ndice de sumacio´n
empiece en n = 1.
Solucio´n: Se trata, simplemente, de realizar un pequen˜o cambio de variable.
+∞
n=2
1
n2 − 1
=
+∞
n−1=1
1
n2 − 1
=
+∞
k=1
1
n2 − 1
donde k = n− 1 y, substituyendo n = k + 1,
=
+∞
k=1
1
(k + 1)2 − 1
=
+∞
n=1
1
(n+ 1)2 − 1
renombrando el contador.
Observa que la serie no ha cambiado; so´lo se ha modiﬁcado el contador:
+∞
n=2
1
n2 − 1
=
1
3
+
1
8
+
1
15
+ . . . =
+∞
n=1
1
(n+ 1)2 − 1
Ejercicio 3.1 Reescribe la serie
+∞
n=3
1
n log(n) log [(log(n))]
para que empiece
a sumar desde n = 1:
(Sol.:
+∞
n=1
1
(n+ 2) log(n+ 2) log [(log(n+ 2))]
)
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Ejercicio 3.2 Reescribe la serie
+∞
n=p
1
n
p
 para que empiece a sumar des-
de n = 1:
(Sol.:
+∞
n=1
1
n+ p− 1
p
 )
Un ejemplo importante lo constituyen las llamadas series geome´tricas.
Ejemplo 3.2 Consideremos la progresio´n geome´trica 1, r, r2, r3, . . . , rn, . . .
de la cual obtenemos la serie
1 + r + r2 + . . .+ rn + . . . =
+∞
n=0
rn (r ∈ R )
Vamos a calcular Sn en funcio´n de n. Para ello, multiplicamos Sn por la
razo´n r
Sn = 1 + r + r2 + r3 + . . .+ rn−2 + rn−1
rSn = r + r2 + r3 + r4 + . . .+ rn−1 + rn
y restando las dos expresiones
Sn − rSn = 1− r
n ⇒ Sn =
1− rn
1− r
si r = 1
Para calcular el l´ımite de Sn distinguimos dos posibilidades, segu´n el valor
de la razo´n r:
|r| < 1 ⇒ l´ım
n
rn = 0 ⇒ l´ım
n
Sn =
1
1− r
|r| > 1 ⇒ l´ım
n
rn =∞ ⇒ l´ım
n
Sn =∞
Ahora,
r = 1 ⇒
+∞
n=0
1 ⇒



S1 = 1
S2 = 1 + 1 = 2
...
Sn = n



⇒ l´ım
n
Sn =∞
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r = −1 ⇒
+∞
n=0
(−1)n ⇒



S1 = 1
S2 = 1− 1 = 0
S3 = 1− 1 + 1 = 1
S4 = 1− 1 + 1− 1 = 0
...
S2n−1 = 1
S2n = 0



⇒  ∃ l´ım
n
Sn
En deﬁnitiva, la serie geome´trica
+∞
n=0
rn es convergente sii |r| < 1 y, en ese
caso, suma exactamente
+∞
n=0
rn =
1
1− r
Ejemplo 3.3 Calcula la suma de la serie
+∞
n=0

−
1
2
n
.
Solucio´n: Se trata de una serie geome´trica de razo´n r = −
1
2
. Entonces, por
lo visto en el ejemplo anterior, es convergente (porque |r| < 1) y suma
+∞
n=0

−
1
2
n
=
1
1−
�
−12
 =
2
3
Ejercicio 3.3 Calcula la suma de la serie 1 + 0,1 + 0,01 + 0,001 + . . .
(Sol.:
10
9
)
Teorema 3.2 Si tenemos dos series convergentes
+∞
n=1
an = S y
+∞
n=1
bn = S

entonces,
1.
+∞
n=1
(an + bn) =
+∞
n=1
an +
+∞
n=1
bn = S + S

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2.
+∞
n=1
(λan) = λ
+∞
n=1
an = λS ∀λ ∈ R
Ejercicio 3.4 Encuentra dos series divergentes

an y

bn de manera que
la serie suma

(an + bn) sea convergente.
(Sol.: an =
1
n
y bn =
−1
n+ 1
)
Ejercicio 3.5 Demuestra que si

an es convergente y

bn es divergente
entonces

(an + bn) es divergente. (H: Si

(an + bn) fuera convergente
tambie´n lo ser´ıa

(an + bn − an).
Esta propiedad nos permite encontrar la fo´rmula de la suma de una serie
geome´trica cuyo primer te´rmino no es 1; es decir, que no empieza a sumar
desde n = 0.
Ejemplo 3.4 Sea la serie
+∞
n=p
rn = rp + rp+1 + rp+2 + . . .
Entonces,
+∞
n=p
rn =
+∞
n=p
rprn−p = rp
+∞
n=p
rn−p = rp
+∞
k=0
rk =
rp
1− r
por lo que,
+∞
n=p
rn =
rp
1− r
Ejemplo 3.5 Calcula la suma de la serie
+∞
n=1
2n + 5n
10n
.
Solucio´n: La serie puede descomponerse en suma de dos, de la siguiente
forma:
+∞
n=1
2n + 5n
10n
=
+∞
n=1

2n
10n
+
5n
10n

=
+∞
n=1

1
5
n
+

1
2
n
=
+∞
n=1

1
5
n
+
+∞
n=1

1
2
n
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puesto que cada una de estas dos u´ltimas series es convergente ya que se trata
de series geome´tricas de razo´n r = 15 < 1 y r =
1
2 < 1, respectivamente. Por
el ejemplo anterior podemos calcular su suma:
+∞
n=1

1
5
n
=
1/5
1− 1/5
=
1
4
y
+∞
n=1

1
2
n
=
1/2
1− 1/2
= 1
por lo que, ﬁnalmente,
+∞
n=1
2n + 5n
10n
=
1
4
+ 1 =
5
4
Ejercicio 3.6 Calcula la suma de la serie
+∞
n=3

1
2
n
(Sol.: 14 )
Ejercicio 3.7 Calcula la suma de la serie 8 + 6 +
9
2
+
27
8
+
81
32
+ . . .
(Sol.: 32 )
Ejercicio 3.8 Calcula la suma de la serie 4− 2 + 1−
1
2
+ . . .
(Sol.:
8
3
)
Teorema 3.3 La convergencia de una serie no depende del te´rmino en el
que se empiece a sumar; es decir;
+∞
n=1
an es convergente ⇔
+∞
n=p
an es convergente
Adema´s, en este caso
+∞
n=1
an = (a1 + a2 + . . .+ ap−1) +
+∞
n=p
an (p > 1)
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Teorema 3.4 Si la serie
+∞
n=1
an es convergente entonces tambie´n lo es
+∞
n=1
bn
donde
b1 = a1 + a2 + . . .+ an1
b2 = an1+1 + an1+2 + . . .+ an2
b3 = an2+1 + an2+2 + . . .+ an3
. . .
Es decir, tambie´n es convergente la serie obtenida por agrupacio´n de te´rmi-
nos de la primera. La misma propiedad es cierta si cambiamos convergente
por divergente a ±∞.
El rec´ıproco de la propiedad anterior no es cierto como lo prueba el siguiente
ejemplo:
Ejemplo 3.6 Consideremos la serie geome´trica de razo´n r = −1, es decir,
1− 1 + 1− 1 + 1− 1 + . . .
Hemos visto antes que esta serie no es convergente, no obstante esto, al
agrupar te´rminos:
(1− 1) + (1− 1) + (1− 1) + . . . = 0 + 0 + 0 + . . . = 0
si resulta una serie convergente.
No obstante, puede probarse que el rec´ıproco de la propiedad anterior s´ı es
cierto si la serie es de te´rminos positivos.
3.2. Criterios de convergencia
Las series geome´tricas son sencillas de sumar. En general, calcular la suma
exacta de una serie no resulta tarea fa´cil. Antes de intentar encontrar la
suma de una serie puede ser muy u´til saber si la serie es o no es convergente.
Este tipo de problemas se conoce como Problemas sobre el cara´cter de una
serie. En las siguientes secciones estableceremos una relacio´n de criterios
que nos permitira´n determinar el cara´cter de una serie. El primero de todos
nos da una condicio´n necesaria que debe cumplir toda serie convergente.
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Teorema 3.5 (Condicio´n necesaria de convergencia) Si la serie
+∞
n=1
an
es convergente ⇒ l´ım
n
an = 0
Ejemplo 3.7 La condicio´n anterior no es suﬁciente, como lo prueba la lla-
mada serie armo´nica
+∞
n=1
1
n
.
Esta serie veriﬁca que l´ım
n
1
n
= 0 y, no obstante, la serie es divergente.
Vamos a probar esto u´ltimo. Sea {Sn} la sucesio´n de las sumas parciales ,
es decir,
Sn = 1 +
1
2
+
1
3
+ . . .+
1
n
S2n = 1 +
1
2
+
1
3
+ . . .+
1
n
+
1
n+ 1
+ . . .+
1
2n
As´ı,
S2n − Sn =
1
n+ 1
+
1
n+ 2
+ n te´rminos. . . +
1
2n
>
1
2n
+
1
2n
+ n te´rminos. . . +
1
2n
=
n
2n
=
1
2
de donde l´ım
n
(S2n − Sn) ≥
1
2
y entonces l´ım
n
(S2n − Sn) = 0.
Concluimos, entonces, que la sucesio´n {Sn} no puede ser convergente; porque
si l´ım
n
Sn = S, entonces tambie´n l´ım
n
S2n = S (al ser S2n una subsucesio´n de
Sn); pero entonces
l´ım
n
(S2n − Sn) = 0
y hemos probado anteriormente que no puede ser as´ı. Por tanto, la serie
armo´nica es divergente.
Ejemplo 3.8 La serie
+∞
n=0
n
n+ 1
es divergente porque l´ım
n
n
n+ 1
= 1 = 0.
Ejercicio 3.9 Estudia el cara´cter de la serie
+∞
n=1

2 +
1
n

.
(Sol.: Divergente. )
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Ejercicio 3.10 Estudia el cara´cter de la serie
+∞
n=1
log

2 +
3
n2

.
(Sol.: Divergente. )
Ejercicio 3.11 Estudia el cara´cter de la serie
+∞
n=1

n
n+ 1
n
.
(Sol.: Divergente. )
3.2.1. Series de te´rminos positivos
Una serie
+∞
n=1
an donde cada an > 0 se dice una serie de te´rminos positivos.
En este caso, como
Sn+1 = Sn + an+1 > Sn
resulta que la sucesio´n de sumas parciales {Sn} es creciente. Entonces, la
serie sera´ convergente si, y so´lo si, la sucesio´n {Sn} esta´ acotada superior-
mente. Si no lo esta´, la serie sera´ divergente a +∞ (Teorema2.8).
Ejemplo 3.9 Hemos visto antes que la serie armo´nica era divergente. Como
es de te´rminos positivos podemos aﬁrmar que su suma vale +∞.
Si una serie
+∞
n=1
an es de te´rminos negativos (i.e., an < 0 ∀n) entonces el
estudio de este tipo de series se puede reducir al de las series de te´rminos
positivos, teniendo en cuenta que
+∞
n=1
an = −
+∞
n=1
−an
y esta u´ltima ya es de te´rminos positivos y tiene el mismo cara´cter.
Adema´s, como el cara´cter de una serie no se altera si eliminamos un nu´mero
ﬁnito de te´rminos, equipararemos a este tipo todas aquellas series que si
bien no son de te´rminos positivos, so´lo tienen un nu´mero ﬁnito de te´rminos
negativos.
Vamos a ver algunos criterios para averiguar si una serie de te´rminos posi-
tivos es convergente o divergente.
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Teorema 3.6 (Criterio de la serie mayorante) Sean

an y

bn dos
series de te´rminos positivos.
Si

bn es convergente y an ≤ bn ∀ n ⇒

an es convergente
Si

an es divergente y an ≤ bn ∀ n ⇒

bn es divergente
Ejemplo 3.10 Sea la serie
+∞
n=2
1
log n
Solucio´n: Como log n < n, ∀n ≥ 2, resulta
1
n
<
1
log n
, ∀n ≥ 2 y como la
serie
+∞
n=2
1
n
es divergente concluimos que
+∞
n=2
1
log n
es divergente.
Ejercicio 3.12 Averigua el cara´cter de la serie
+∞
n=2
2− cos(n)
n
.
(Sol.: Divergente. )
Ejercicio 3.13 Sean
∞
n=1
an y
∞
n=1
bn dos series convergentes de te´rminos
positivos. Prueba que tambie´n lo es
+∞
n=1

anbn. (H: Utiliza la desigualdad
√
anbn ≤
an + bn
2
y el criterio de la serie mayorante.)
Ejercicio 3.14 Sean
∞
n=1
an y
∞
n=1
bn dos series convergentes de te´rminos
positivos. Prueba que tambie´n lo es
+∞
n=2
anbn
an + bn
. (H: Utiliza la desigualdad
anbn
an + bn
≤ an y el criterio de la serie mayorante.)
Como consecuencia del criterio de la serie mayorante, se obtiene el siguiente
criterio.
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Teorema 3.7 (Criterio de comparacio´n en el l´ımite) Sean

an y

bn
dos series de te´rminos positivos y sea l´ım
an
bn
= λ. Entonces,
Si 0 < λ < +∞, entonces

an y

bn tienen el mismo cara´cter.
Si λ = 0 y

bn es convergente, entonces

an es convergente.
Si λ = +∞ y

bn es divergente, entonces

an es divergente.
Ejemplo 3.11 Conside´rese la serie
+∞
n=1
1
1 +
1
2
+ . . .+
1
n
Vamos a compararla con la serie
+∞
n=2
1
log n
, que sabemos es divergente (Ejem-
plo 3.10)
l´ım
n
1
1 +
1
2
+ . . .+
1
n
1
log n
= l´ım
n
log n
1 +
1
2
+ . . .+
1
n
Este l´ımite lo resolvemos por Stolz:
l´ım
n
log n
1 +
1
2
+ . . .+
1
n
= l´ım
n
log(n+ 1)− log n
1 +
1
2
+ . . .+
1
n
+
1
n+ 1
−

1 +
1
2
+ . . .+
1
n

= l´ım
n
log

n+ 1
n

1
n+ 1
= l´ım
n
log

n+ 1
n
n+1
= log e = 1 = 0
Por tanto, ambas series tienen el mismo cara´cter y, por tanto,
+∞
n=1
1
1 +
1
2
+ . . .+
1
n
es divergente.
El inconveniente de este criterio reside en que necesitamos otra serie conocida
para poder compararla. Las ma´s utilizadas para comparar son las llamadas
series de Riemann (ver el Ejemplo 3.15).
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Para evitar este problema, veremos otros criterios en los que so´lo se utiliza
el te´rmino general an de la serie a investigar y, por tanto, no se necesita
ninguna otra serie para comparar.
Teorema 3.8 (Criterio de D’Alambert) Sea

an una serie de te´rmi-
nos positivos y sea l´ım
an+1
an
= λ. Entonces,
Si 0 ≤ λ < 1, entonces

an es convergente.
Si 1 < λ ≤ +∞, entonces

an es divergente.
Este criterio se suele utilizar cuando el te´rmino general an consta de pro-
ductos o cocientes. Notar que este criterio no determina el cara´cter de la
serie cuando l´ım
an+1
an
= 1. Cuando esto ocurre puede utilizarse el criterio
siguiente.
Teorema 3.9 (Criterio de Raabe) Sea

an una serie de te´rminos po-
sitivos y sea l´ım n

1−
an+1
an

= λ. Entonces,
Si λ < 1, entonces

an es divergente.
Si λ > 1, entonces

an es convergente.
Ejemplo 3.12 Sea la serie
+∞
n=1
n3
n!
. Identiﬁcamos el te´rmino general de la
serie
an =
n3
n!
y aplicamos el criterio de D’Alambert:
l´ım
n
an+1
an
= l´ım
n
(n+ 1)3
(n+ 1)!
n3
n!
= l´ım
n

n+ 1
n
3
·
1
n+ 1
= 0 < 1
y podemos concluir que
+∞
n=1
n3
n!
es convergente.
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Ejemplo 3.13 Sea la serie
+∞
n=1
1 · 3 · 5 · · · (2n− 1)
2 · 4 · 6 · · · (2n)
. Identiﬁcamos el te´rmino
general de la serie
an =
1 · 3 · 5 · · · (2n− 1)
2 · 4 · 6 · · · (2n)
y aplicamos el criterio de D’Alambert:
l´ım
n
an+1
an
= l´ım
n
1 · 3 · 5 · · · (2n− 1)(2n+ 1)
2 · 4 · 6 · · · (2n)(2n+ 2)
1 · 3 · 5 · · · (2n− 1)
2 · 4 · 6 · · · (2n)
= l´ım
n
2n+ 1
2n+ 2
= 1
y no podemos concluir nada. Aplicamos ahora el criterio de Raabe, utilizan-
do que, segu´n el ca´lculo anterior, an+1an =
2n+1
2n+2 :
l´ım
n
n

1−
an+1
an

= l´ım
n
n

1−
2n+ 1
2n+ 2

= l´ım
n
n
1
2n+ 2
= l´ım
n
n
2n+ 2
=
1
2
< 1
y entonces obtenemos que
+∞
n=1
1 · 3 · 5 · · · (2n− 1)
2 · 4 · 6 · · · (2n)
es divergente.
Ejercicio 3.15 Estudia el cara´cter de la series (a)
+∞
n=1
(n!)2
(3n)!
y (b)
+∞
n=1
(n!)2
(2n)!
.
(Sol.: (a) Convergente; (b) Convergente )
Ejercicio 3.16 Estudia el cara´cter de la serie
+∞
n=1
2nn!
nn
.
(Sol.: Convergente. )
Ejercicio 3.17 Estudia el cara´cter de la serie
+∞
n=1
(n!)2
2n2
.
(Sol.: Convergente. )
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Ejercicio 3.18 Estudia el cara´cter de la serie
+∞
n=1
4 · 7 · 10 · · · (3n+ 1)
2 · 6 · 10 · · · (4n− 2)
.
(Sol.: Convergente. )
Ejercicio 3.19 Estudia el cara´cter de la serie
+∞
n=1
(n!)24n
(2n)!
.
(Sol.: Divergente. )
El siguiente criterio es equivalente al criterio de D’Alambert pero se utiliza
en vez de e´ste cuando el te´rmino general an consta de potencias de exponente
n, n2, etc.
Teorema 3.10 (Criterio de la ra´ız o de Cauchy) Sea

an una serie
de te´rminos positivos y sea l´ım n
√
an = λ. Entonces,
Si 0 ≤ λ < 1, entonces

an es convergente.
Si 1 < λ ≤ +∞, entonces

an es divergente.
Ejemplo 3.14 Sea la serie
+∞
n=1
1 + sin3 n
nn
. Identiﬁcamos el te´rmino general
an =
1 + sin3 n
nn
y aplicamos el criterio de la ra´ız:
l´ım
n
n
√
an = l´ım
n
n

1 + sin3 n
nn
= l´ım
n
n

1 + sin3 n
n
= l´ım
n
1
n
·
n

1 + sin3 n
Para calcular este l´ımite, vamos a probar en primer lugar que n

1 + sin3 n
es una sucesio´n acotada. En efecto,
−1 ≤ sin3 n ≤ 1⇒ 0 ≤ 1 + sin3 n ≤ 2⇒ 0 ≤
n

1 + sin3 n ≤ n
√
2 ≤ 2
entonces, aplicando el Teorema 2.11,
l´ım
n
n
√
an = l´ım
n
1
n
→0
·
n

1 + sin3 n  
acotada
= 0 < 1
y concluimos que
+∞
n=1
1 + sin3 n
nn
es convergente.
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Ejercicio 3.20 Determina el cara´cter de la serie
+∞
n=1 n

2
3
n
.
(Sol.: Convergente. )
Ejercicio 3.21 Determina el cara´cter de la serie
+∞
n=1

n
2n+ 1
n
.
(Sol.: Convergente. )
Ejercicio 3.22 Determina el cara´cter de la serie
+∞
n=1

2 +
1
n
n
n2
.
(Sol.: Divergente. )
El criterio siguiente se suele utilizar cuando el te´rmino general an consta de
potencias de exponente cualquiera.
Teorema 3.11 (Criterio Logar´ıtmico) Sea

an una serie de te´rminos
positivos y sea l´ım
log

1
an

log n
= λ. Entonces,
Si λ < 1, entonces

an es convergente.
Si λ > 1, entonces

an es divergente.
Ejemplo 3.15 Vamos a estudiar la convergencia de una familia de series,
llamadas Series de Riemann:
+∞
n=1
1
nα
, α ∈ R. Identiﬁcamos el te´rmino gene-
ral:
an =
1
nα
y aplicamos el criterio logar´ıtmico:
l´ım
n
log

1
an

log n
= l´ım
n
log nα
log n
= l´ım
n
α log n
log n
= α
As´ı, si α > 1 la serie es convergente y si α < 1 la serie es divergente. Si
α = 1 la serie queda
+∞
n=1
1
nα
=
+∞
n=1
1
n
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que es divergente.
Resumiendo,
+∞
n=1
1
nα
, (α ∈ R) ⇒



Convergente si α > 1
Divergente si α ≤ 1
Las series de Riemann se utilizara´n a menudo en el criterio de comparacio´n
en el l´ımite, sobre todo si el te´rmino general es un cociente de polinomios.
En el ejemplo siguiente vemos su aplicacio´n.
Ejemplo 3.16 Determina el cara´cter de la serie
+∞
n=1
5n− 3
n3 + n
.
Solucio´n: Vamos a compararla en el l´ımite con la serie de te´rmino general
d nn3 =
1
n2
(que son los dos inﬁnitos de mayor orden que aparecen en la serie
a estudiar).
l´ım
5n−3
n3+n
1
n2
= l´ım
5n3 − 3n2
n3 + n
= 5
por lo que la serie inicial tiene el mismo cara´cter que la serie
 1
n2
y, siendo
e´sta convergente, por ser una serie de Riemann de exponente α = 2 > 1, nos
permite concluir que
+∞
n=1
5n− 3
n3 + n
es convergente.
Ejercicio 3.23 Determina el cara´cter de la serie
+∞
n=1
1
n2 − 2n+ 3
.
(Sol.: Convergente. )
Ejercicio 3.24 Determina el cara´cter de la serie
+∞
n=1
3
√
n
n2 + 1
.
(Sol.: Convergente. )
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Ejercicio 3.25 Determina el cara´cter de la serie
+∞
n=1
1
√
n3 + 1
.
(Sol.: Convergente. )
Ejercicio 3.26 Determina el cara´cter de la serie
+∞
n=2
1
[log(log(n))]log(n)
.
(Sol.: Convergente. )
Ejercicio 3.27 Determina el cara´cter de la serie
+∞
n=1
1
n

log(n)
.
(Sol.: Divergente. )
Teorema 3.12 (Criterio de Condensacio´n) Sea

an una serie de te´rmi-
nos positivos, donde la sucesio´n {an} es decreciente, entonces las series

n
an y

k
2k · a2k
tienen el mismo cara´cter.
Ejemplo 3.17 Determina el cara´cter de la serie
+∞
n=2
1
n log n
.
Solucio´n: Llamamos an =
1
n log n
. Como {n log n} es una sucesio´n crecien-
te deducimos que {an} es decreciente. As´ı, podemos aplicar el criterio de
condensacio´n y concluir que
+∞
n=2
1
n log n
y
+∞
k=1
2k
1
2k log 2k
tienen el mismo
cara´cter. Estudiemos ahora esta u´ltima:
+∞
k=1
2k
1
2k log 2k
=
+∞
k=1
1
log 2k
=
+∞
k=1
1
k log 2
=
1
log 2
+∞
k=1
1
k
y resulta ser la serie armo´nica que es divergente. Concluimos, pues, que
+∞
n=2
1
n log n
es divergente.
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Ejercicio 3.28 Determina el cara´cter de la serie
+∞
n=2
1
n (log(n))p
, p ∈ N.
(Sol.: Convergente si p > 1. )
Ejercicio 3.29 Determina el cara´cter de la serie
+∞
n=3
1
n log(n) log [(log(n))]
.
(Sol.: Divergente. )
3.2.2. Series alternadas
Deﬁnicio´n 3.13 Una serie
+∞
n=1
an se dice alternada si an · an+1 < 0, para
todo n (i.e. sus te´rminos alternan el signo).
Para series alternadas disponemos del siguiente criterio:
Teorema 3.14 (Criterio de Leibnitz) Sea

an con an+1 · an < 0, para
todo n. Si la sucesio´n {|an|} es decreciente, entonces

an es convergente ⇐⇒ l´ım
n
|an| = 0
Notas:
A una serie alternada no se le puede aplicar ninguno de los criterios
vistos anteriormente para series de te´rminos positivos.
Si la sucesio´n {|an|} es creciente entonces no puede tener l´ımite 0 y
as´ı la serie sera´ divergente, pero la sucesio´n {|an|} puede no ser ni
creciente ni decreciente y, en este caso, no podremos aplicar el criterio
de Leibnitz.
Toda serie alternada puede ser escrita de la forma
+∞
n=1
(−1)nan o´ de la
forma
+∞
n=1
(−1)n+1an donde an > 0 (dependiendo que sean negativos
los te´rminos impares o pares, respectivamente).
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Ejemplo 3.18 Determina el cara´cter de la serie
+∞
n=1
(−1)n+1
1
n
.
Solucio´n: Se trata de una serie alternada. Veamos si cumple la hipo´tesis
del criterio de Leibnitz.
Llamamos an = (−1)n+1
1
n
; por tanto |an| =
1
n
. Como {n} es una sucesio´n
creciente, deducimos que {an} es decreciente. Por tanto, podemos aplicar el
criterio de Leibnitz y al ser
l´ım
n
1
n
= 0
podemos concluir que
+∞
n=1
(−1)n+1
1
n
es convergente.
Ejemplo 3.19 Comprobar que la serie alternada
1−
1
2
+
1
2
−
1
3
+
1
2
−
1
3
+
1
3
−
1
4
+
1
3
−
1
4
+
1
3
−
1
4
+ . . .
diverge y explicar por que´ no se contradice el criterio de Leibnitz.
Solucio´n: No se puede aplicar el criterio de Leibnitz porque la sucesio´n de
los valores absolutos de los te´rminos no es decreciente. No es convergente
porque al agrupar los te´rminos de la forma:

1−
1
2

+

1
2
−
1
3
+
1
2
−
1
3

+

1
3
−
1
4
+
1
3
−
1
4
+
1
3
−
1
4

+ . . .
obtenemos la serie
1
2
+
1
3
+
1
4
+ . . .
que es divergente y recuerda que si una serie es convergente, cualquier rea-
grupacio´n debe ser convergente (Teorema 3.4).
Ejercicio 3.30 Determina el cara´cter de la serie
+∞
n=1
(−1)n+1n
2n− 1
.
(Sol.: Divergente. )
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Ejercicio 3.31 Determina el cara´cter de la serie
+∞
n=1
(−1)n
√
n
.
(Sol.: Convergente. )
Ejercicio 3.32 Determina el cara´cter de la serie
+∞
n=1
(−1)n
log(n)
.
(Sol.: Convergente. )
Ejercicio 3.33 Determina el cara´cter de la serie
+∞
n=1(−1)
n+1 sin

1
n

.
(Sol.: Convergente. )
Ejercicio 3.34 Determina el cara´cter de la serie
+∞
n=1
1 + (−1)n
√
n
n
.
(Sol.: Divergente. )
3.3. Convergencia absoluta y condicional
Deﬁnicio´n 3.15 Una serie
+∞
n=1
an se dice Absolutamente Convergente si la
serie
+∞
n=1
|an| es convergente.
Ejemplo 3.20 La serie
+∞
n=1
(−1)n
n
es convergente (Ejemplo 3.18) pero no
absolutamente convergente, ya que la serie de los valores absolutos no es
convergente:
+∞
n=1

(−1)n
n
 =
+∞
n=1
1
n
divergente
Ejercicio 3.35 Estudiar la convergencia y la convergencia absoluta de la
serie:
1−
1
√
2
+
1
√
3
−
1
√
4
+ . . .+
1
√
2n− 1
−
1
√
2n
+ . . .
(Sol.: Convergente pero no absolutamente. )
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Nota: Esta´ claro que para series de te´rminos positivos ( o de te´rminos
negativos) los conceptos de convergencia y convergencia absoluta son equi-
valentes. Es ma´s, si recorda´is que el cara´cter de una serie no depende del
te´rmino en que empieza a sumar, podemos aﬁrmar lo mismo para series con
un nu´mero ﬁnito de te´rminos negativos (o, respectivamente, de te´rminos
positivos).
En general la relacio´n entre la convergencia y la convergencia absoluta viene
dada por la siguiente propiedad:
Teorema 3.16 Si

an es absolutamente convergente, entonces

an es
convergente.
Esta propiedad nos da un nuevo criterio para estudiar la convergencia de las
series alternadas:
Ejemplo 3.21 Consideremos la serie:
1−
1
22
+
1
33
−
1
42
+
1
53
−
1
62
+ . . .+
1
(2n− 1)3
−
1
(2n)2
+ . . .
Es una serie alternada pero no podemos aplicarle el criterio de Leibnitz
porque los te´rminos, en valor absoluto, no forman una sucesio´n decreciente.
Estudiemos la convergencia absoluta:
1+
1
22
+
1
33
+
1
42
+
1
53
+. . .+
1
(2n− 1)3
+
1
(2n)2
+. . . =
+∞
n=1

1
(2n− 1)3
+
1
(2n)2

Si esta u´ltima la descomponemos en dos series:
+∞
n=1
1
(2n− 1)3
que es convergente, compara´ndola con
 1
n3
+∞
n=1
1
(2n)2
que es convergente, compara´ndola con
 1
n2
Entonces, como las dos son convergentes, concluimos que la serie
+∞
n=1

1
(2n− 1)3
+
1
(2n)2

65
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es convergente, por lo que la serie primera resulta ser absolutamente con-
vergente y, por tanto, convergente.
Deﬁnicio´n 3.17 Dadas dos series

an y

bn, diremos que

bn es una
reordenacio´n de

an si la sucesio´n {bn} se ha obtenido a partir de {an}
reordenando sus te´rminos.
Deﬁnicio´n 3.18 Una serie

an se dice:
Incondicionalmente convergente si la serie es convergente y cualquier
reordenacio´n de ella es convergente y suma lo mismo.
Incondicionalmente divergente si la serie es divergente y cualquier
reordenacio´n de ella es divergente.
Condicionalmente convergente si es convergente pero no incondicio-
nalmente convergente.
Condicionalmente divergente si es divergente pero no incondicional-
mente divergente.
El siguiente resultado simpliﬁca el estudio de la convergencia condicional:
Teorema 3.19 La serie

an es incondicionalmente convergente si, y so´lo
si, es absolutamente convergente.
Ejemplo 3.22 La serie
+∞
n=1
(−1)n
n
es condicionalmente convergente, ya que
es convergente (por el criterio de Leibnitz) pero no absolutamente conver-
gente (ver el Ejemplo 3.20).
Si una serie tiene un nu´mero ﬁnito de te´rminos negativos (o de te´rminos
positivos) sabemos que su convergencia implica convergencia absoluta. Por
tanto, para que una serie sea condicionalmente convergente ha de tener inﬁ-
nitos te´rminos positivos e inﬁnitos te´rminos negativos. Suponemos entonces
una serie

an de manera que {an} tiene inﬁnitos te´rminos positivos {bn}
e inﬁnitos te´rminos negativos {cn}. Entonces,
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Teorema 3.20 Con la notacio´n anterior se tienen las siguientes propieda-
des:

bn
|cn|

convergentes ⇒

an incondicionalmente convergente.

bn
|cn|

una es convergente
y la otra divergente
⇒

an incond. divergente.

bn
|cn|

divergentes ⇒

an cond. convergente o cond. divergente.
Adema´s, en este u´ltimo caso, si l´ım an = 0, podemos obtener una reordena-
cio´n o bien divergente o bien convergente.
Ejemplo 3.23 Estudia la convergencia condicional de la serie
1
12
−
1
2
+
1
32
−
1
4
+
1
52
−
1
6
+ . . . =

an
Solucio´n: Consideramos por separado los te´rminos positivos bn y negativos
cn.

bn =
1
12
+
1
32
+
1
52
+ . . . =
+∞
n=1
1
(2n− 1)2
→ convergente.

|cn| =
1
2
+
1
4
+
1
6
+ . . . =
+∞
n=1
1
2n
→ divergente.
Entonces, la serie

an es incondicionalmente divergente.
Ejercicio 3.36 Estudia la convergencia y la convergencia absoluta de la
serie
1
2
−
2
3
+
3
4
−
4
5
+
5
6
−
6
7
+ . . .
(Sol.: Divergente. )
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Ejercicio 3.37 Estudia la convergencia y la convergencia absoluta de la
serie
1
1
−
1
1!
+
1
2
−
1
2!
+
1
3
−
1
3!
+ . . .
(Sol.: Incondicionalmente divergente. )
Ejercicio 3.38 Dada la serie
1−
1
√
2
+
1
√
3
−
1
√
4
+ . . .+
1
√
2n− 1
−
1
√
2n
+ . . .
de la cual sabemos que es convergente pero no absolutamente (Ejercicio 3.35);
considera la siguiente reordenacio´n

1 +
1
√
3
−
1
√
2

+

1
√
5
+
1
√
7
−
1
√
4

+ . . .
+

1
√
4n− 3
+
1
√
4n− 1
−
1
√
2n

+ . . .
¿Que´ podemos decir sobre su convergencia? ¿Y sobre la convergencia abso-
luta?
(Sol.: No absolutamente convergente y divergente. )
3.4. Sumacio´n de series
Hasta ahora hemos visto me´todos para determinar si una serie es convergente
o divergente. Cuando una serie

an es convergente sabemos que tiene una
suma ﬁnita S. El objetivo de esta seccio´n es calcular la suma de la serie. Este
problema resulta ma´s complicado de abordar que el estudio del cara´cter,
dado que la suma es, en realidad, el l´ımite de la sucesio´n de las sumas
parciales y no siempre sera´ factible poder calcularlo.
Hemos estudiado ya la suma de una serie geome´trica y, con una te´cnica
parecida, estableceremos la suma de algunos tipos ma´s de series.
(a) Series Aritme´tico-Geome´tricas
Son de la forma
+∞
n=1 anbn donde {an} es una progresio´n aritme´tica (de
distancia d) y {bn} es una progresio´n geome´trica (de razo´n r). Entonces,
an = a1 + d(n− 1) n = 1, 2, . . .
bn = b1rn−1 n = 1, 2, . . .
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Se observa por simple sustitucio´n que la serie no es convergente cuando
|r| = 1. Vamos a calcular Sn en los otros casos:
Sn = a1b1 + a2b2 + a3b3 + . . . an−1bn−1 + anbn
rSn = a1b2 + a2b3 + a3b4 + . . . an−1bn + anbn+1
de donde restando ambas expresiones resulta
Sn(1− r) = a1b1 + [(a2 − a1)b2 + . . .+ (an − an−1)bn]− anbn+1
pero, como la diferencia entre dos te´rminos consecutivos de una progresio´n
aritme´tica siempre es la distancia d, obtenemos:
Sn(1− r) = a1b1 + d [b2 + b3 + . . .+ bn]− anbn+1
= a1b1 + db1

r + r2 + . . .+ rn−1

− anbn+1
y ahora como r + r2 + . . .+ rn−1 =
r − rn
1− r
obtenemos
Sn(1− r) = a1b1 + db1
r − rn
1− r
− anbn+1
y aislando Sn :
Sn =
a1b1
1− r
+ db1
r − rn
(1− r)2
−
anbn+1
1− r
Suponemos ahora que |r| < 1, entonces
l´ım
n
rn = 0
l´ım
n
anbn+1 = l´ım
n
(d(n− 1) + a1)b1r
n = 0


⇒ l´ımn Sn =
a1b1
1− r
+
drb1
(1− r)2
Por contra si |r| > 1 entonces l´ım
n
rn =∞ y no existe l´ım
n
Sn.
Resumiendo, la serie aritme´tico-geome´trica
+∞
n=1
anbn es convergente sii |r| <
1 y en este caso suma exactamente
+∞
n=1
anbn =
a1b1
1− r
+
drb1
(1− r)2
(3.1)
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Ejercicio 3.39 Encuentra la fo´rmula de la suma cuando la serie empieza a
sumar desde n = p.
Ejemplo 3.24 Calcularemos la suma de la serie:
+∞
n=1
3 · 4 · 5 · · · (n+ 2)
2 · 4 · 6 · 8 · · · (2n+ 2)
Solucio´n: Simpliﬁcando los te´rminos, se observa que corresponde a una
serie aritme´tico-geome´trica.
+∞
n=1
3 · 4 · 5 · · · (n+ 2)
2 · 4 · 6 · 8 · · · (2n+ 2)
=
3
2 · 4
+
3 · 4
2 · 4 · 6
+
3 · 4 · 5
2 · 4 · 6 · 8
+
3 · 4 · 5 · 6
2 · 4 · 6 · 8 · 10
+ . . .
=
3
23
+
4
24
+
5
25
+
6
26
+ . . .
=
+∞
n=1
n+ 2
2n+2
de donde d = 1, r =
1
2
, a1 = 3 y b1 =
1
23
por lo que aplicando la fo´rmu-
la (3.1), se obtiene
+∞
n=1
3 · 4 · 5 · · · (n+ 2)
2 · 4 · 6 · 8 · · · (2n+ 2)
3 ·
1
23
1−
1
2
+
1 ·
1
2
·
1
23
(1−
1
2
)2
= 1
(b) Series Hipergeome´tricas
Son series de te´rminos positivos
+∞
n=1
an que cumplen la relacio´n
an+1
an
=
αn+ β
αn+ γ
con α+ β − γ = 0
Puede probarse que
Sn =
(αn+ γ)an+1 − γa1
α+ β − γ
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Si suponemos ahora que la serie
+∞
n=1
an es convergente, entonces necesaria-
mente deben ser l´ım
n
nan+1 = 0 y l´ım
n
an+1 = 0 y as´ı,
S = l´ım
n
Sn =
+∞
n=1
an =
a1γ
γ − α− β
(3.2)
Nota: Para determinar los valores correctos de α, β y γ, la serie debe
empezar a sumar desde n = 1.
Ejemplo 3.25 Sea la serie
+∞
n=p
1
n
p

Solucio´n: Como

n
p

=
n!
p!(n− p)!
resulta
+∞
n=p
1
n
p
 =
+∞
n=p
p!(n− p)!
n!
Estudiemos primero su cara´cter mediante el criterio de D’Alambert: llaman-
do an =
p!(n− p)!
n!
(n ≥ p ) obtenemos
l´ım
n
an+1
an
= l´ım
n
p!(n+ 1− p)!
(n+ 1)!
p!(n− p)!
n!
= l´ım
n
n+ 1− p
n+ 1
= 1
Aplicamos ahora el criterio de Raabe
l´ım
n
n

1−
an+1
an

= l´ım
n
n

1−
n+ 1− p
n+ 1

= l´ım
n
np
n+ 1
= p
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As´ı si p > 1 la serie es convergente. El caso p = 1 lo estudiaremos ma´s
adelante.
Adema´s, la serie es hipergeome´trica porque
an+1
an
=
n+ 1− p
n+ 1
Ahora bien, para determinar la suma y, ma´s concretamente, los valores
correctos de α, β, γ la serie debe empezar a sumar desde n = 1. Para conse-
guirlo haremos un cambio de variable:
+∞
n=p
p!(n− p)!
n!
=
+∞
n+1=p+1
p!(n− p)!
n!
=
+∞
n+1−p=1
p!(n− p)!
n!
k=n+1−p
=
+∞
k=1
p!(k − 1)!
(k + p− 1)!
Llamando ahora ak =
p!(k − 1)!
(k + p− 1)!
k ≥ 1 obtenemos
ak+1
ak
=
p!k!
(k + p)!
p!(k − 1)!
(k + p− 1)!
=
k
k + p
de donde α = 1, β = 0 y γ = p con α + β − γ = 1 − p y, aplicando la
fo´rmula (3.2), se obtiene
+∞
n=p
p!(n− p)!
n!
=
+∞
k=1
p!(k − 1)!
(k + p− 1)!
=
1 · p
p− 1
=
p
p− 1
(p > 1)
Finalmente, si p = 1, resulta que

n
1

= n, de donde
+∞
n=p
p!(n− p)!
n!
=
+∞
n=1
1
n
que es divergente.
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(c) Series telesco´picas
Una serie
+∞
n=1 an se dice telesco´pica si el te´rmino general an puede des-
componerse de la forma
an = bn − bn−1
es decir, es la diferencia entre dos te´rminos consecutivos de otra sucesio´n.
En este caso, es posible hallar la suma parcial Sn y calcular su l´ımite.
Ejemplo 3.26 Calcula la suma de la serie
+∞
n=1
1
n(n+ 1)
.
Solucio´n: La serie es telesco´pica puesto que, al descomponer
1
n(n+ 1)
en
fracciones simples, resulta
1
n(n+ 1)
=
1
n
−
1
n+ 1
Entonces, para calcular Sn hacemos:
a1 = 11 −
1
2
a2 = 12 −
1
3
a3 = 13 −
1
4
...
an−1 = 1n−1 −
1
n
an = 1n −
1
n+1
a1 + a2 + . . .+ an = 1− 1n+1
Ahora, al sumar estas igualdades, resulta que, en la parte de la derecha
se cancelan los te´rminos dos a dos (salvo el primero y el u´ltimo) y en la
izquierda queda a1 + a2 + . . . an = Sn, por lo que
Sn = 1−
1
n+ 1
y, por tanto,
+∞
n=1
1
n(n+ 1)
= l´ım
n
Sn = l´ım
n

1−
1
n+ 1

= 1
73
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Ejercicio 3.40 Calcula la suma de la serie
+∞
n=2
1
n2 − 1
, descomponie´ndola
previamente en fracciones simples.
(Sol.:
3
4
)
Ejercicio 3.41 Calcula la suma de la serie
+∞
n=2
n
(n+ 1)(n+ 2)
, descom-
ponie´ndola previamente en fracciones simples.
(Sol.: +∞ )
Ejercicio 3.42 Calcula la suma de la serie
∞
n=2
log

1−
1
n2

.
(Sol.: − log 2 )
3.5. Problemas adicionales
Ejercicio 3.43 Averigua el cara´cter de las series
(a)
 log(n)
n2
(b)
 2(−1)n+1
en+ e−n
(c)

cos(nπ)
(d)
 4n
3n + 1
(e)
 (2n)!
5n
(f)
 nn
n!
(g)
 1
[log(n)]n
(h)
 n7n
n!
(i)
 cos(n)
2n
(j)
 sin (π/n)
√
n
(Sol.: Son convergentes (a), (b), (g), (h), (i) y (j). )
Ejercicio 3.44 Averigua el cara´cter de la serie
 √ n!
(2 +
√
1)(2 +
√
2) · · · (2 +
√
n)
(Sol.: Convergente )
74
75J. J. Font / S. Hernández / S. Macario - SBN: 978-84-692-7408-8 Cálculo - UJ
Ejercicio 3.45 Estudia el cara´cter de las series:
(a)

2 +
1
n

(b)
 3
5n
(c)

(−7)n
(d)

log

2 +
3
n2

(e)

log

1 +
1
n

(f)

3

tan2

1
n4 + 3

(g)
 5n− 3
n(n2 + 1)
(h)
 n
(n+ 1)2n−1
(i)
 n2n + 5
4n3 + 3n
(j)

sin

1
n

(k)
 n!
3n
(l)
 log(n)
n+ 1
(m)

sin

(n2 + 1)2π
n3

(n)
 (−1)n
n!
(Sol.: Son convergentes: (b), (f), (g), (h), (m) y (n). )
Ejercicio 3.46 Estudia la convergencia y la convergencia absoluta de la
serie
1
2
− log
3
2
+
1
3
− log
4
3
+ +
1
4
− log
5
4
+ + . . .+
1
n
− log
n+ 1
n
+ . . .
(H: Utilizar la desigualdad

1 +
1
n
n
< e <

1 +
1
n
n+1
para demostrar
que los valores absolutos de los te´rminos de la serie forman una sucesio´n
decreciente)
(Sol.: Condicionalmente convergente )
Ejercicio 3.47 Calcula la suma de la serie
+∞
n=1

1
2n
−
1
3n

.
(Sol.:
1
2
)
Ejercicio 3.48 Calcula la suma de la serie
+∞
n=1
4
n(n+ 2)
, descomponie´ndo-
la previamente en fracciones simples.
(Sol.: 3 )
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Ejercicio 3.49 Calcula la suma de la serie
+∞
n=1
1
(2n+ 1)(2n+ 3)
, des-
componie´ndola previamente en fracciones simples.
(Sol.:
1
12
)
Ejercicio 3.50 Calcula la suma de la serie
∞
n=2
1
(4n− 1)2 − 1
, sabiendo que
∞
n=1
(−1)n+1
1
n
= log 2.
(Sol.:
1
4
log 2 )
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Tema 4
Series de Potencias
Una expresio´n de la forma
a0 + a1(x− c) + a2(x− c)
2 + . . .+ an(x− c)
n + . . . =
+∞
n=0
an(x− c)
n
recibe el nombre de serie de potencias centrada en c.
Una serie de potencias puede ser interpretada como una funcio´n de x
f(x) =
+∞
n=0
an(x− c)
n
cuyo dominio es el conjunto de los x ∈ R para los que la serie es convergente
y el valor de f(x) es, precisamente, la suma de la serie en ese punto x.
Las series de potencias, vistas como funciones, tienen un comportamiento
bueno, en el sentido de que son funciones continuas y derivables de cualquier
orden. Ma´s au´n, su funcio´n derivada es, otra vez, una serie de potencias.
Desde un punto de vista ma´s pra´ctico, las series de potencias aproximan
a su funcio´n suma. Es decir, la suma parcial de orden n, que no es ma´s
que un polinomio de grado n a lo sumo, representa una aproximacio´n a la
funcio´n suma en su dominio de convergencia. En la siguiente ﬁgura, Fig. 4.1,
puede verse la funcio´n f(x) = ex junto con algunas aproximaciones mediante
sumas parciales de su serie de potencias.
77
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Figura 4.1: Aproximacio´n a ex por su serie de potencias
4.1. Radio de convergencia
Nuestro objetivo ahora sera´ determinar el dominio de una serie de potencias.
Por una parte esta´ claro que el centro c siempre esta´ en el dominio ya que
f(c) =
+∞
n=0
an(c− c)
n = a0
Puede ocurrir que la serie so´lo sea convergente en x = c, pero, en general,
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el campo de convergencia sera´ un intervalo; como nos indica el resultado
siguiente.
Teorema 4.1 Sea
+∞
n=0
an(x− c)
n. Entonces es cierta una, y so´lo una, de las
tres aﬁrmaciones siguientes:
1. La serie so´lo converge en x = c.
2. Existen R > 0 de manera que la serie converge (absolutamente) si
|x− c| < R y diverge si |x− c| > R.
3. La serie converge para todo x ∈ R.
Al nu´mero R se le llama Radio de convergencia de la serie. Para uniﬁcar
todos los casos, entendemos en el caso (1) que R = 0, y en el caso (3) que
R = +∞.
Por tanto el dominio o campo de convergencia de una serie de potencias es
siempre un intervalo, ocasionalmente un punto, que llamaremos intervalo de
convergencia. Notar que el teorema precedente no aﬁrma nada respecto de
la convergencia en los extremos del intervalo, c−R y c+R.
Veremos seguidamente una fo´rmula para calcular el radio de convergencia:
Teorema 4.2 (Cauchy-Hadamard) Sea
+∞
n=0
an(x−c)
n y seaA := l´ım
n
n

|an|.
Entonces,
A = 0 ⇒ R = +∞
A = +∞ ⇒ R = 0
0 < A < +∞ ⇒ R =
1
A
Nota: El s´ımbolo l´ım an representa el l´ımite superior de la sucesio´n {an}
el cual viene deﬁnido como el mayor de los l´ımites de las subsucesiones con-
vergentes de {an}. Obviamente, si la sucesio´n {an} es convergente, entonces
l´ım an = l´ım
n
an por lo que concluimos que
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Si existe l´ım
n
n

|an| = A ⇒ R =
1
A
Si existe l´ım
n
|an+1|
|an|
= A ⇒ R =
1
A
La utilizacio´n de un criterio u otro dependera´ de la forma que tenga el
te´rmino an.
Ejemplo 4.1 Considera la serie de potencias
1 + x+ (2!)x2 + (3!)x3 + . . .+ (n!)xn + . . . =
+∞
n=0
(n!)xn
En esta serie an = n! de donde
A = l´ım
n
|an+1|
|an|
= l´ım
n
(n+ 1)!
n!
= l´ım
n
(n+ 1) = +∞⇒ R = 0
As´ı pues, la serie so´lo converge en x = 0.
Ejemplo 4.2 Sea la serie de potencias
+∞
n=0
n2n+1
2n2+1
xn. Para calcular su radio
de convergencia llamamos an =
n2n+1
2n2+1
y obtenemos
A = l´ım
n
n

|an| = l´ım
n
n

n2n+1
2n2+1
= l´ım
n
n2+
1
n
2n+
1
n
= 0⇒ R = +∞
As´ı pues, la serie es convergente para cualquier valor de x ∈ R. Luego el
intervalo de convergencia es I = R =]−∞,+∞[.
Ejemplo 4.3 Sea la serie de potencias
+∞
n=1
n3
4n
xn. Para calcular su radio de
convergencia llamamos an =
n3
4n
y obtenemos
A = l´ım
n
n

|an| = l´ım
n
n

n3
4n
= l´ım
n
( n
√
n)3
4
=
1
4
⇒ R = 4
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As´ı pues, la serie es (absolutamente) convergente si |x| < 4 y divergente
si |x| > 4. Para averiguar la convergencia en los extremos del intervalo
sera´ necesario hacer el estudio particular.
x = 4 ⇒
+∞
n=1
n3
4n
4n =
+∞
n=1
n3 (divergente)
x = −4 ⇒
+∞
n=1
n3
4n
(−4)n =
+∞
n=1
(−1)nn3 (divergente)
Concluimos, ﬁnalmente, que el intervalo de convergencia es I =]− 4, 4[.
Ejemplo 4.4 Sea la serie de potencias
+∞
n=1
xn
n
. Para calcular su radio de
convergencia llamamos an =
1
n
y obtenemos
A = l´ım
n
n

|an| = l´ım
n
n

1
n
= l´ım
n
1
n
√
n
= 1⇒ R = 1
As´ı pues, la serie es (absolutamente) convergente si |x| < 1 y divergente
si |x| > 1. Para averiguar la convergencia en los extremos del intervalo
sera´ necesario realizar el estudio particular.
x = 1 ⇒
+∞
n=1
1n
n
=
+∞
n=1
1
n
(divergente)
x = −1 ⇒
+∞
n=1
(−1)n
n
(convergente)
Concluimos, ﬁnalmente, que el intervalo de convergencia es I = [−1, 1[.
Ejercicio 4.1 Calcula el radio de convergencia de la serie
+∞
n=1
(2x)n
n2
.
(Sol.: R =
1
2
)
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Ejercicio 4.2 Calcula el intervalo de convergencia de la serie
+∞
n=0
xn
n!
.
(Sol.: I = R )
Ejercicio 4.3 Calcula el intervalo de convergencia de la serie
+∞
n=0
(3x)n
(2n)!
,
incluyendo el estudio de la convergencia en los puntos extremos.
(Sol.: I =]−∞,+∞[= R )
Ejercicio 4.4 Calcula el intervalo de convergencia de la serie
+∞
n=1
(−1)n+1xn
4n
,
incluyendo el estudio de la convergencia en los puntos extremos.
(Sol.: I =]− 1, 1] )
Ejercicio 4.5 Calcula el intervalo de convergencia de la serie
+∞
n=1
n!xn
(2n)!
,
incluyendo el estudio de la convergencia en los puntos extremos.
(Sol.: I =]−∞,+∞[= R )
Ejercicio 4.6 Calcula el intervalo de convergencia de la serie de potencias
+∞
n=1
(−1)n+1(x− 5)n
n5n
, incluyendo el estudio de la convergencia en los puntos
extremos.
(Sol.: I =]0, 10] )
Ejercicio 4.7 Calcula el intervalo de convergencia de la serie de potencias
+∞
n=1
(−1)n+1(x− c)n
ncn
c ∈ R, incluyendo el estudio de la convergencia en los
puntos extremos.
(Sol.: I =]0, 2c] si c > 0, I = [2c, 0[ si c < 0 )
Cuando las potencias no son consecutivas se utiliza un cambio de variable
para calcular el radio de convergencia.
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Ejemplo 4.5 Sea la serie de potencias
+∞
n=1
n3
4n
x2n. Como las potencias no
son consecutivas, no puede aplicarse directamente el criterio del teorema de
Cauchy-Hadamard. Realizaremos, previamente, un cambio de variable.
+∞
n=1
n3
4n
x2n =
+∞
n=1
n3
4n
(x2)n =
+∞
n=1
n3
4n
tn
para esta u´ltima calculamos el radio de convergencia, llamando an =
n3
4n
, y
obtenemos R = 4 (es justo el Ejemplo 4.3).
As´ı,
+∞
n=1
n3
4n
tn es convergente para |t| < 4,
por lo que, deshaciendo el cambio,
+∞
n=1
n3
4n
(x2)n es convergente para |x2| < 4,
es decir,
+∞
n=1
n3
4n
x2n es convergente para |x| < 2,
y concluimos que el radio de convergencia es R = 2. Faltar´ıa estudiar el
comportamiento de la serie en los extremos del intervalo, pero e´sto se deja
como ejercicio al lector.
Ejercicio 4.8 Calcula el intervalo de convergencia de la serie de potencias
+∞
n=1
n
n+ 1
(−2x)n−1.
(Sol.: I =]−
1
2
,
1
2
[ )
Ejercicio 4.9 Calcula el intervalo de convergencia de la serie
+∞
n=0
(−1)nx2n
n!
.
(Sol.: I = R )
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4.2. Propiedades
Hemos visto que una serie de potencias deﬁne una funcio´n en un intervalo.
Veremos ahora que´ propiedades cumple esta funcio´n.
Teorema 4.3 Sea f(x) la funcio´n deﬁnida como una serie de potencias
f(x) =
+∞
n=0
an(x− c)
n con radio de convergencia R > 0. Entonces,
1. f es continua en todo punto interior del intervalo de convergencia.
2. f es derivable en todo punto interior del intervalo de convergencia y,
adema´s,
f (x) =
+∞
n=1
nan(x− c)
n−1
teniendo esta u´ltima serie radio de convergencia R (derivacio´n te´rmino
a te´rmino).
3. f es integrable en el intervalo de convergencia y, adema´s,

f(x)dx =
+∞
n=0

(an(x− c)
n)dx =
+∞
n=0
an
n+ 1
(x− c)n+1 + C
teniendo esta u´ltima serie radio de convergenciaR (integracio´n te´rmino
a te´rmino).
Ejemplo 4.6 Consideramos la funcio´n f(x) =
+∞
n=1
xn
n
.
Hemos visto en un ejemplo anterior que el intervalo de convergencia era
[−1, 1[.
Entonces la funcio´n derivada puede calcularse derivando te´rmino a te´rmino:
f (x) =
+∞
n=1
n
xn−1
n
=
+∞
n=1
xn−1
Sabemos, por la propiedad anterior, que el radio de convergencia para esta
nueva serie continu´a siendo R = 1. Veamos que´ ocurre en los extremos del
intervalo:
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x = 1 ⇒
+∞
n=1
1n−1 =
+∞
n=1
1 que es divergente,
x = −1 ⇒
+∞
n=1
(−1)n−1 que es divergente.
As´ı pues, la serie derivada converge en ]− 1, 1[.
Veamos ahora que´ ocurre con la integracio´n. De nuevo, podemos integrar
te´rmino a te´rmino.

f(x)dx =
+∞
n=1

xn
n
=
+∞
n=1
xn+1
n(n+ 1)
+ C
De nuevo sabemos que el radio de convergencia para esta nueva serie con-
tinu´a siendo R = 1. Veamos que´ ocurre en los extremos del intervalo:
x = 1 ⇒
+∞
n=1
1n+1
n(n+ 1)
=
+∞
n=1
1
n(n+ 1)
que es convergente;
x = −1 ⇒
+∞
n=1
(−1)n+1
n(n+ 1)
que es convergente.
As´ı pues, la serie integral converge en [−1, 1].
Nota: Observa en el ejemplo anterior que al derivar hemos perdido un
punto del intervalo de convergencia, mientras que al integrar hemos ganado
uno. En general, sin embargo, el resultado correcto es
Al derivar una serie no se pueden ganar extremos del intervalo de
convergencia.
Al integrar una serie no se pueden perder extremos del intervalo de
convergencia.
Ejercicio 4.10 Siendo f(x) la funcio´n deﬁnida por las serie de potencias
+∞
n=1
(−1)n+1(x− 5)n
n5n
, calcula el intervalo de convergencia de f(x), f (x) y
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86J. J. Font / S. Hernández / S. Macario - SBN: 978-84-692-7408-8 Cálculo - UJ

f(x) dx, incluyendo el estudio de los puntos extremos.
(Sol.: I =]0, 10] para f y f ; I = [0, 10] para

f )
Ejercicio 4.11 Siendo f(x) la funcio´n deﬁnida por la serie de potencias
+∞
n=0
(−1)n
(n+ 1)(n+ 2)
xn, calcula el intervalo de convergencia de f(x), f (x) y

f(x) dx, incluyendo el estudio de los puntos extremos.
(Sol.: I = [−1, 1] para f y

f ; I =]− 1, 1] para f  )
Ejercicio 4.12 Siendo f(x) la funcio´n deﬁnida por las serie de potencias
+∞
n=1
(−1)n+1x2n−1
2n− 1
, calcula el intervalo de convergencia de f(x), f (x) y

f(x) dx, incluyendo el estudio de los puntos extremos.
(Sol.: I = [−1, 1] para f y

f ; I =]− 1, 1[ para f  )
Otras propiedades interesantes son las siguientes.
Teorema 4.4 Sean f(x) =
+∞
n=0
an(x− c)
n y g(x) =
+∞
n=0
bn(x− c)
n deﬁnidas
en el mismo intervalo I. Entonces,
1. f(x) + g(x) =
+∞
n=0
(an + bn)(x− c)
n, ∀x ∈ I
2. αf(x) = α
+∞
n=0
an(x− c)
n =
+∞
n=0
αan(x− c)
n, ∀x ∈ I
En el caso de series de potencia centradas en c = 0, se cumple adema´s
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Teorema 4.5 Sea f(x) =
+∞
n=0
anx
n deﬁnida en el intervalo I. Entonces,
1. f(αx) =
+∞
n=0
an(αx)
n =
+∞
n=0
anα
nxn, ∀x / αx ∈ I
2. f(xN ) =
+∞
n=0
an(x
N )n =
+∞
n=0
anx
Nn, ∀x / xN ∈ I
Ejemplo 4.7 Calcular una primitiva de la funcio´n f(x) = ex
2
.
Solucio´n: Sabemos que ex =
+∞
n=0
xn
n!
. Entonces aplicando la proposicio´n
anterior:
ex
2
=
+∞
n=0
(x2)n
n!
=
+∞
n=0
x2n
n!
Ahora, integrando

ex
2
dx =
+∞
n=0

x2n
n!
dx =
+∞
n=0
x2n+1
(2n+ 1)n!
+ C
En particular, F (x) =
+∞
n=0
x2n+1
(2n+ 1)n!
es una primitiva de ex
2
.
4.3. Desarrollo de funciones en serie de potencias
Hemos visto que una serie de potencias deﬁne una funcio´n en un intervalo I.
Se aborda ahora el problema contrario. Dada una funcio´n f(x) se trata de
encontrar una serie de potencias
+∞
n=0
an(x− c)
n
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de manera que
f(x) =
+∞
n=0
an(x− c)
n
para todo x del intervalo de convergencia.
Evidentemente, tales funciones deben ser continuas e indeﬁnidamente deri-
vables en su intervalo de convergencia y esto permite deducir adema´s como
deben ser los te´rminos de una serie de potencias cuya suma es una determi-
nada funcio´n f :
Teorema 4.6 Si f(x) =
+∞
n=0
an(x− c)
n, ∀x ∈]c−R, c+R[ entonces,
an =
f (n)(c)
n!
A la serie
+∞
n=0
f (n)(c)
n!
(x− c)n la llamaremos serie de Taylor de f en c.
4.3.1. Desarrollos de Taylor
Conviene recordar ahora el conocido teorema de Taylor que permite aproxi-
mar una funcio´n por un polinomio de grado n.
Teorema 4.7 (Taylor) Sea f una funcio´n continua y con derivada conti-
nua hasta el orden n en un intervalo I = [c−R, c+R] y derivable de orden
n+ 1 en ]c−R, c+R[. Si x ∈ I, existe un punto ξ entre c y x tal que
f(x) = f(c) + f (c)(x− c) +
f (c)
2!
(x− c)2 + . . .+
f (n)(c)
n!
(x− c)n
  
Tn(x)
+
f (n+1)(ξ)
(n+ 1)!
(x− c)(n+ 1)
  
Rn(x)
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Los te´rminos Tn(x) forman un polinomio de grado n a lo sumo, llamado
polinomio de Taylor, mientras que el u´ltimo te´rmino Rn(x) se llama el resto
de Lagrange.
Este teorema permite aproximar el valor de una funcio´n mediante un poli-
nomio.
Ejemplo 4.8 Aproxima la funcio´n f(x) =
1
√
1 + x
mediante un polinomio
de grado 3. Utiliza dicho polinomio para aproximar
1
√
1,2
. Da una cota del
error cometido.
Solucio´n:
1. Basta calcular las derivadas hasta el orden 4. Tomaremos como punto
de ca´lculo el valor a = 0.
f(x) = (1 + x)−1/2 ⇒ f(0) = 1
f (x) = −
1
2
(1 + x)−3/2 ⇒ f (0) = −
1
2
f (x) =
3
4
(1 + x)−5/2 ⇒ f (0) =
3
4
f (x) = −
15
8
(1 + x)−7/2 ⇒ f (0) = −
15
8
f (4)(x) =
105
16
(1 + x)−9/2 ⇒ f (4)(ξ) =
105
16
(1 + ξ)−9/2
Finalmente,
f(x) ≈ T3(x) = f(0) + f
(0)x+
f (0)
2!
x2 +
f (0)
3!
x3
por lo que,
f(x) ≈ 1−
x
2
+
3x2
8
−
15x3
48
2. Como
1
√
1,2
= f(0,2) basta tomar x = 0,2 en el polinomio anterior.
Por tanto,
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1
√
1,2
≈ 1−
0,2
2
+
3(0,2)2
8
−
15(0,2)3
48
≈ 0,9125
3. El error viene dado por el te´rmino
|| =

f4(ξ)
4!
x4

siendo x = 0,2 y 0 < ξ < 0,2. Podemos escribir, pues,
|| =

105
4! · 16(1 + ξ)9/2
(0,2)4
 =
105(0,2)4
384(1 + ξ)9/2
Ahora hay que eliminar ξ de la fo´rmula anterior acotando la funcio´n
por su valor ma´ximo (en este caso, se trata de escribir el denominador
ma´s pequen˜o posible, teniendo en cuenta que 0 < ξ < 0,2 ):
|| =
105(0,2)4
384(1 + ξ)9/2
<
105(0,2)4
384
≈ 0,0004375
La aproximacio´n es regular (2 o 3 cifras exactas).
Ejercicio 4.13 Aproxima la funcio´n f(x) = x sinx mediante un polinomio
de grado no mayor que 3. Utiliza dicho polinomio para aproximar
1
3
sin

1
3

con dos decimales de exactitud. Justiﬁca la exactitud obtenida.
(Sol.: f(x) ≈ x2; 13 sin
�
1
3

≈ 0,11; Error < 0,00257) )
Hemos visto que si una funcio´n admite desarrollo en serie de potencias,
esta serie debe ser necesariamente su correspondiente serie de Taylor. No
obstante, la serie de Taylor de f en c no tiene porque tener de suma a la
propia funcio´n f . Para garantizarlo tenemos el siguiente resultado.
Teorema 4.8 Si f es una funcio´n indeﬁnidamente derivable en un intervalo
abierto centrado en c y si Rn(x) representa el resto de Lagrange de la fo´rmula
de Taylor, entonces
f(x) =
+∞
n=0
f (n)(c)
n!
(x− c)n ⇔ l´ım
n
Rn(x) = 0
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91J. J. Font / S. Hernández / S. Macario - SBN: 978-84-692-7408-8 Cálculo - UJ
Con el siguiente corolario tendremos una forma ma´s fa´cil de aplicar la pro-
piedad anterior:
Corolario 4.9 Si existe una constante K > 0 de forma que
|f (n)(x)| ≤ K, ∀x ∈ I, ∀n ≥ 0
entonces
f(x) =
+∞
n=0
f (n)(c)
n!
(x− c)n ∀x ∈ I
Ejemplo 4.9 Sea f(x) = sinx. Encuentra un desarrollo en serie de poten-
cias.
Solucio´n: Como
f (n)(x) = sin

n
π
2
+ x

, n = 0, 1, 2, . . .
entonces,
f (n)(0) = sin

n
π
2

=

(−1)k si n = 2k + 1 (n impar)
0 si n = 2k ( n par)
y obtenemos, pues, que la serie de Taylor de f en x = 0 es
+∞
k=0
(−1)kx2k+1
(2k + 1)!
Calculamos el radio de convergencia de esta serie. Como las potencias no
son consecutivas realizaremos un cambio de variable.
+∞
n=0
(−1)nx2n+1
(2n+ 1)!
= x
+∞
n=0
(−1)nx2n
(2n+ 1)!
= x
+∞
n=0
(−1)n(x2)n
(2n+ 1)!
= x
+∞
n=0
(−1)ntn
(2n+ 1)!
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Para esta u´ltima serie, llamando an =
(−1)n
(2n+ 1)!
se tiene
A = l´ım
n
|an+1|
|an|
= l´ım
n
(2n+ 1)!
(2n+ 3)!
= l´ım
n
1
(2n+ 3)(2n+ 2)
= 0⇒ R = +∞
Es decir, la serie converge ∀t ∈ R. Entonces, deshaciendo el cambio, la serie
original es convergente ∀x2 ∈ R, o sea, ∀x ∈ R.
Falta demostrar que la serie suma exactamente sinx, es decir,
+∞
n=0
(−1)nx2n+1
(2n+ 1)!
= sinx ∀xR
Ahora bien, como
|f (n)(x)| ≤ 1, ∀x ∈ R, n = 0, 1, . . .
basta aplicar el Corolario 4.9 para concluir que
sinx =
+∞
n=0
(−1)nx2n+1
(2n+ 1)!
, x ∈ R
De forma similar se prueba que
cosx =
+∞
n=0
(−1)nx2n
(2n)!
, x ∈ R
ex =
+∞
n=0
xn
n!
, x ∈ R
(1 + x)α =
+∞
n=0

α
n

xn, |x| < 1 (serie bino´mica).
siendo α ∈ R y

α
0

:= 1;

α
n

:=
α(α− 1)
n factores
· · · (α− (n− 1))
n!
, si n ≥ 1
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4.3.2. Otros desarrollos
En general, el me´todo de calcular la serie de Taylor no resulta muy opera-
tivo, dada la diﬁcultad de encontrar la derivada n–e´sima o, aunque esto sea
posible, la diﬁcultad de demostrar que l´ım
n
Rn(x) = 0.
Veremos ahora otros procedimientos para encontrar el desarrollo de una fun-
cio´n en serie de potencias. Ba´sicamente se trata de obtener por derivacio´n,
integracio´n o transformaciones elementales una funcio´n de la cual conozca-
mos su desarrollo.
Ejemplo 4.10 Desarrollo en serie de potencias de la funcio´n f(x) =
1
1 + x
.
Solucio´n: Recordemos que para una serie geome´trica:
+∞
n=0
xn =
1
1− x
, |x| < 1
Por tanto,
1
1 + x
=
1
1− (−x)
=
+∞
n=0
(−x)n =
+∞
n=0
(−1)nxn, |x| < 1
Este problema tambie´n se podr´ıa haber resuelto teniendo en cuenta que
1
1 + x
= (1 + x)−1
que corresponde a una serie bino´mica de exponente α = −1 y aplicando el
desarrollo conocido (pa´g. 92) se llega a la misma conclusio´n sin ma´s que
tener en cuenta que
�−1
n

= (−1)n.
Ejemplo 4.11 Desarrollo de f(x) = log x
Solucio´n: Recordemos que la serie bino´mica de exponente α = −1 veriﬁca
+∞
n=0
(−1)nxn =
1
1 + x
, |x| < 1
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Por tanto,
f (x) =
1
x
=
1
1 + (x− 1)
=
+∞
n=0
(−1)n(x− 1)n, |x− 1| < 1
Recuperamos la funcio´n f integrando:
f(x) =

f (x)dx =
+∞
n=0

(−1)n(x−1)ndx =
+∞
n=0
(−1)n
n+ 1
(x−1)n+1+C, |x−1| < 1
As´ı,
log x =
+∞
n=0
(−1)n
n+ 1
(x− 1)n+1 + C, |x− 1| < 1
Para calcular C basta evaluar la expresio´n anterior en un valor de x. Por sen-
cillez, se elige el centro de la serie, x = 1. Antes de substituir, desarrollamos
el sumatorio:
log x =
+∞
n=0
(−1)n
n+ 1
(x−1)n+1+C = (x−1)+
−1
2
(x−1)2+
1
3
(x−1)3+ . . .+C
por lo que al evaluar la serie en x = 1, obtenemos
log 1 = 0 + C ⇒ C = 0
y, ﬁnalmente,
log x =
+∞
n=0
(−1)n
n+ 1
(x− 1)n+1
En el ejemplo anterior, hemos probado que
log x =
+∞
n=0
(−1)n
n+ 1
(x− 1)n+1, |x− 1| < 1
Estudiemos ahora que´ pasa con los extremos del intervalo:
x = 0⇒
+∞
n=0
(−1)n
n+ 1
(−1)n+1 =
+∞
n=0
−1
n+ 1
que es divergente.
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x = 2⇒
+∞
n=0
(−1)n
n+ 1
(2− 1)n+1 =
+∞
n=0
(−1)n
n+ 1
que es convergente.
Pero, ¿podemos aﬁrmar que en x = 2 la serie suma exactamente log 2?
En general, la respuesta es no. El teorema que veremos a continuacio´n nos
dara´ una condicio´n suﬁciente para que podamos garantizarlo.
Teorema 4.10 (Abel) Sea f(x) =
+∞
n=0
an(x− c)
n, |x− c| < R .
Si f es continua en c+R y la serie es convergente en x = c+R entonces se
veriﬁca que
f(c+R) =
+∞
n=0
an(c+R− c)
n =
+∞
n=0
anR
n
Ana´logamente para el extremo inferior: si f es continua en c− R y la serie
es convergente en x = c−R entonces se veriﬁca que
f(c−R) =
+∞
n=0
an(c−R− c)
n =
+∞
n=0
an(−R)
n
Ejemplo 4.12 Volviendo al ejemplo anterior, hab´ıamos visto que
log x =
+∞
n=0
(−1)n
n+ 1
(x− 1)n+1, |x− 1| < 1
Ahora, la serie es convergente en x = 2 y la funcio´n f(x) = log x es continua
en x = 2, entonces aplicando el teorema de Abel resulta que
log 2 =
+∞
n=0
(−1)n
n+ 1
Ejercicio 4.14 Desarrolla en serie de potencias centrada en c = 0 la funcio´n
3
x+ 2
.
(Sol.:
3
2
+∞
n=0

−
1
2
n
xn |x| < 2 )
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Ejercicio 4.15 Desarrolla en serie de potencias centrada en c = 0 la funcio´n
−
1
(1 + x)2
.
(Sol.:
+∞
n=1
(−1)nnxn−1 |x| < 1 )
Ejercicio 4.16 Desarrolla en serie de potencias centrada en c = 0 la funcio´n
2
(1 + x)3
.
(Sol.:
+∞
n=2
(−1)nn(n− 1)xn−2 |x| < 1 )
Ejercicio 4.17 Desarrolla en serie de potencias centrada en c = 0 la funcio´n
log(x+ 1).
(Sol.:
+∞
n=0
(−1)n
n+ 1
xn+1 x ∈]− 1, 1] )
Ejercicio 4.18 Desarrolla en serie de potencias centrada en c = 0 la funcio´n
1
4x2 + 1
.
(Sol.:
+∞
n=0
(−1)n4nx2n |x| <
1
2
)
Ejercicio 4.19 Desarrolla en serie de potencias centrada en c = 0 la funcio´n
cosx.
(Sol.:
+∞
n=0
(−1)n
(2n)!
x2n )
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4.4. Problemas adicionales
Ejercicio 4.20 Calcula el intervalo de convergencia de las series siguientes,
incluyendo el estudio de los puntos extremos:
(a)
∞
n=0
(
x
k
)n k ∈ R; (b)
∞
n=1
(−1)nxn
n
;
(c)
∞
n=0
(−1)n+1nxn; (d)
∞
n=0
(2n)!(
x
2
)n;
(e)
∞
n=0
(−1)nxn
(n+ 1)(n+ 2)
; (f)
∞
n=0
(−1)n(x− 4)n
3n
;
(g)
∞
n=0
(x− 2)n
(n+ 1)3n+1
; (h)
∞
n=0
(−1)n+1(x− 1)n+1
n+ 1
;
(i)
∞
n=1
(−1)n+1x2n−1
2n− 1
; (j)
∞
n=0
2 · 4 · 6 · · · 2n
3 · 5 · 7 · · · (2n+ 1)
x2n+1.
(k)
∞
n=0
x2n+1
(2n+ 1)!
;
(Sol.: (a) I =]− |k|, |k|[, (b) I =]− 1, 1[, (c) I =]− 1, 1[, (d) I = {0},
(e) I = [−1, 1], (f) I =]1, 7[, (g) I = [−1, 5[, (h) I =]0, 2], (i) I = [−1, 1],
(j) I =]− 1, 1[ y (k) I = R. )
Ejercicio 4.21 Siendo f(x) la funcio´n deﬁnida por la serie f(x) =
+∞
n=1
(
x
2
)n,
calcula el intervalo de convergencia de f(x), f (x) y

f(x) dx, incluyendo
el estudio de los puntos extremos.
(Sol.: I =]− 2, 2[ para f y f ; I = [−2, 2[ para

f )
Ejercicio 4.22
Considera la serie de potencias:
∞
n=0
(−1)n
11 · 17 · · · (11 + 6n)
7 · 13 · 19 · 25 · · · (19 + 6n)
xn
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(a) Calcula el radio de convergencia de la serie.
(b) Estudia la convergencia en x = −1, y en caso de ser convergente,
calcula la suma.
(c) ¿Veriﬁca, en x = 1, las hipo´tesis del criterio de Leibnitz para series
alternadas?
(d) ¿Es absolutamente convergente en x = 1?
(Sol.: (a) R = 1; (b) Convergente y suma
11
2 · 7 · 13
; (c) Si; (d) Si. )
Ejercicio 4.23 Dada la serie de potencias
+∞
n=1
(n+ 1)(n+ 2) · · · (2n+ 1)
n!
xn.
(a) Determina el radio de convergencia de la serie.
(b) Estudia la convergencia de la serie en x =
1
4
y en x = −1.
(c) Estudia la convergencia en x = −
1
4
.
(Sol.: (a) R =
1
4
; (b) Divergente en x =
1
4
y x = −1; (c) Divergente. )
Ejercicio 4.24 Aproxima la funcio´n f(x) = x ln(1 + x) mediante un poli-
nomio de grado 3. Utiliza dicho polinomio para aproximar 0,2 ln(1,2). Obte´n
una cota del error cometido.
(Sol.: f(x) ≈ x2 −
1
2
x3; 0,2 ln(1, 2) = 0,036± 0,00053 )
Ejercicio 4.25 Aproxima la funcio´n f(x) = x2 lnx mediante un polinomio
de grado 2, expresado en potencias de (x− 1). Utiliza dicho polinomio para
aproximar 14 ln
�
1
2

con dos decimales de exactitud. Justiﬁca la exactitud
obtenida.
(Sol.: f(x) ≈ x− 1 +
3
2
(x− 1)2; 14 ln
�
1
2

= −0,125± 0,083 )
Ejercicio 4.26 Se considera la funcio´n f(x) = ln(
√
1 + x).
(a) Aproxima la funcio´n por un polinomio de grado 4.
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(b) Utiliza el polinomio anterior para aproximar ln(
√
0,95) y acota el error
cometido.
(Sol.: (a)
x
2
−
x2
4
+
x3
6
−
x4
8
; (b) ln(
√
0,95) ≈ −0,02564661± 4,03861 10−8 )
Ejercicio 4.27 Se considera la funcio´n f(x) = ln(
√
1 + x).
(a) Desarrolla en serie de potencias la funcio´n g(x) =
1
1 + x
.
(b) Calcula la derivada de f(x).
(c) Desarrolla en serie de potencias la funcio´n f(x).
(Sol.: (a)
∞
n=0
(−1)nxn; |x| < 1; (b)
1
2(1 + x)
; (c)
1
2
 (−1)nxn+1
n+ 1
; |x| < 1 )
Ejercicio 4.28 Desarrolla en serie de potencias la funcio´n
√
1 + x+ x2 in-
dicando cua´l es el radio de convergencia. (H: Expresa el radicando 1+x+x2
en la forma a2 + (x+ b)2 para aplicar la serie bino´mica)
(Sol.:

3
4
∞
n=0

1/2
n

4n
3n

x+
1
2
2n
si
x+
1
2
 <
√
3
2
)
Ejercicio 4.29 Aplica el ejercicio anterior para calcular la suma de la serie
∞
n=0

1/2
n

1
3n
. (H: Toma un valor adecuado de x en el desarrollo anterior)
(Sol.:
2
√
3
)
Ejercicio 4.30 Desarrolla en serie de potencias centrada en c = 0 la funcio´n
f(x) = ex
2/2.
(Sol.:
+∞
n=0
1
2nn!
x2n x ∈ R )
Ejercicio 4.31 Desarrolla en serie de potencias centrada en c = 0 la fun-
cio´n f(x) =
4x− 7
2x2 + 3x− 2
. (H: Expresa la fraccio´n como suma de fracciones
simples, hallando las ra´ıces del denominador)
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(Sol.:
+∞
n=0

3(−1)n
2n+1
+ 2n+1

xn |x| <
1
2
)
En los ejercicios siguientes se trata de, mediante derivacio´n o integracio´n
de la funcio´n dada, relacionarla con una funcio´n de desarrollo conocido y, a
partir de este, hallar el desarrollo de la funcio´n original.
Ejercicio 4.32 Desarrolla en serie de potencias centrada en c = 0 la funcio´n
f(x) = arctan 2x.
(Sol.: 2
+∞
n=0
(−1)n4n
2n+ 1
x2n+1 |x| ≤
1
2
)
Ejercicio 4.33 Desarrolla en serie de potencias centrada en c = 0 la funcio´n
f(x) = arcsinx.
(Sol.:
+∞
n=0

−1/2
n

(−1)n
2n+ 1
x2n+1 |x| ≤ 1 )
Ejercicio 4.34 Desarrolla en serie de potencias centrada en c = 0 la funcio´n
f(x) =
arcsinx
x
(H: Utiliza el ejercicio anterior).
(Sol.:
+∞
n=0

−1/2
n

(−1)n
2n
x2n+1 |x| ≤ 1 )
Ejercicio 4.35 Desarrolla en serie de potencias centrada en c = 0 la funcio´n
f(x) = sin2 x.
(Sol.:
+∞
n=0
(−1)n4n
(2n+ 1)!(n+ 2)
x2n+2 x ∈ R )
Ejercicio 4.36 Desarrolla en serie de potencias centrada en c = 0 la funcio´n
f(x) = log(x2 + 1).
(Sol.:
+∞
n=0
(−1)n
n+ 1
x2n+2 x ∈ [−1, 1] )
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Tema 5
Funciones de varias variables
Supongamos que tenemos una placa rectangular R y determinamos la tem-
peratura T en cada uno de sus puntos. Fijado un sistema de referencia, T
es una funcio´n que depende de las coordenadas (x, y) de cada uno de los
puntos de R. La funcio´n que describe este feno´meno
T = f(x, y), (x, y) ∈ R
es un ejemplo t´ıpico de una funcio´n de dos variables; en este caso, las coor-
denadas del punto donde evaluamos la temperatura. No es dif´ıcil encontrar
ejemplos de feno´menos que a la hora de describirlos necesitemos utilizar
funciones de tres, cuatro o ma´s variables.
La deﬁnicio´n formal de funcio´n de varias variables es la siguiente:
Deﬁnicio´n 5.1 Sea D un subconjunto de Rn. Una funcio´n f de D en R
se llama un campo escalar o una funcio´n real de n variables. La funcio´n f
asigna, pues, a cada vector x = (x1, x2, . . . , xn) ∈ D ⊆ Rn un valor real
f(x).
Las funciones de varias variables son esenciales en muchos problemas im-
portantes de la ciencia, la ingenier´ıa, la economı´a, etc... De hecho, cualquier
fo´rmula que proporcione una relacio´n entre una magnitud a partir de los va-
lores de otras magnitudes es, en realidad, una funcio´n. Vamos a ver algunos
ejemplos:
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Ejemplo 5.1
La magnitud de la fuerza gravitatoria ejercida por un cuerpo de masa
M situado en el origen de coordenadas sobre un cuerpo de masa m
situado en el punto (x, y, z) viene dada por
F (x, y, z) =
GmM
x2 + y2 + z2
La ley de los gases ideales dice que la presio´n P de un gas es una
funcio´n del volumen V y la temperatura T segu´n la ecuacio´n
P =
cT
V
donde c es una constante.
La desviacio´n S en el punto medio de una viga rectangular cuando
esta´ sujeta por ambos extremos y soporta una carga uniforme viene
dada por
S(L,w, h) =
CL3
wh3
donde L es la longitud, w la anchura, h la altura y C una constante.
Nota: El dominio de un campo escalar f (denotado por Dom(f)) es el
subconjunto de Rn donde esta´ deﬁnida la funcio´n. En muchas ocasiones,
una funcio´n viene dada por una expresio´n algebraica y su dominio no viene
dado expl´ıcitamente. Entendemos, en este caso, que el dominio es el conjunto
de todos los puntos para los que la deﬁnicio´n de f tiene sentido.
La imagen o recorrido de un campo escalar (denotado por Im(f)) es el
subconjunto de R dado por todos los valores que toma la funcio´n f ; es decir,
Im(f) := {f(x) : x ∈ Dom(f)}
La gra´ﬁca de f es el subconjunto de Rn+1, deﬁnido como
graf(f) := {(x, f(x)) : x ∈ Dom(f)}
Evidentemente, so´lo podemos representar gra´ﬁcamente las funciones de una
variable (su gra´ﬁca esta´ en R2) y las funciones de dos variables (su gra´ﬁca
esta´ en R3).
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5.1. Representacio´n de funciones
Una forma de obtener informacio´n sobre el feno´meno descrito por una fun-
cio´n de dos variables es estudiar su representacio´n gra´ﬁca. E´sta no es una
tarea sencilla pero disponemos de algunos me´todos que permiten hacernos
una idea de su comportamiento. Se trata de cortar la gra´ﬁca de la funcio´n
con planos paralelos a los planos coordenados. Empezaremos con planos
verticales.
Deﬁnicio´n 5.2 Para una funcio´n f(x, y), la funcio´n que se obtiene al man-
tener la variable x ﬁja y variando la variable y se llama seccio´n transversal
de f con x ﬁja. Ana´logamente se deﬁne una seccio´n transversal de f con y
ﬁja.
Ejemplo 5.2 Vamos a calcular la seccio´n transversal, para x = 2, de la
funcio´n f(x, y) = x2 + y2.
Solucio´n: Tal y como se observa en la Figura 5.1, la seccio´n transversal
es la curva obtenida al cortar la gra´ﬁca de f(x, y) con el plano vertical de
ecuacio´n x = 2.
Figura 5.1: Seccio´n transversal con x ﬁja
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La seccio´n transversal que hemos de encontrar es, precisamente, f(2, y) =
4+y2. Por tanto es una funcio´n de y, digamos g, deﬁnida como g(y) = 4+y2.
Se trata de una para´bola sime´trica respecto del eje x.
En general, obtenemos las secciones transversales de f como funciones de
y haciendo x = c en f(x, y). Las secciones son, por tanto, gc(y) = c2 + y2,
c ∈ R.
Ejercicio 5.1 Calcular las secciones transversales, primero ﬁjando la varia-
ble x y despue´s la variable y, del campo escalar f(x, y) = x2 − y2.
(Sol.: gb(x) = x2 − b2, gc(y) = c2 − y2) )
Otra manera de obtener informacio´n sobre una funcio´n de dos variables es
por medio de las llamadas curvas de nivel, que corresponden a la curva
obtenida al cortar la gra´ﬁca de z = f(x, y) por un plano horizontal de
ecuacio´n z = c. Por tanto, las curvas de nivel de f(x, y) son los subconjuntos
del dominio con ecuaciones de la forma:
f(x, y) = c ,
donde c es un valor en Im(f). La idea de las curvas de nivel es un me´todo
de representar superﬁcies que utilizamos en la elaboracio´n de mapas. Para
representar terrenos montan˜osos es pra´ctica comu´n dibujar curvas que unen
los puntos de la misma altura. Una coleccio´n de estas curvas, rotuladas de
forma adecuada, da una buena idea de las variaciones de altitud de una
regio´n.
Ejemplo 5.3 Calculemos las curvas de nivel del campo escalar z = 4−x−y
(cuya gra´ﬁca es un plano). Haciendo z = c
4− x− y = c, c ∈ R
obtenemos una familia de rectas paralelas tal y como se observa en la Fig. 5.2.
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(a) Superﬁcie (b) Curvas de nivel
Figura 5.2: Curvas de nivel de z = 4− x− y
Ejemplo 5.4 Analizemos ahora las curvas de nivel del campo escalar deﬁ-
nido por z = x2 + y2 (Fig. 5.3). Debemos estudiar las curvas de ecuacio´n
x2 + y2 = c, c ≥ 0 .
(a) Superﬁcie (b) Curvas de nivel
Figura 5.3: Curvas de nivel de z = x2 + y2
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Hemos considerado que c ≥ 0 porque es imposible que x2 + y2 sea negativo.
Las curvas de nivel son circunferencias centradas en el origen de coordenadas
y de radio
√
c si c > 0 y se reduce al origen de coordenadas si c = 0.
Dibujar las gra´ﬁcas de las funciones de dos variables es en general una tarea
dif´ıcil. Dibujar la gra´ﬁca de una funcio´n de tres variables es sencillamente
imposible. Para dibujarlas necesitar´ıamos un espacio de cuatro dimensiones;
el propio dominio ha de ser una porcio´n del espacio tridimensional. Lo que
haremos es intentar representar el comportamiento de una funcio´n f(x, y, z)
de tres variables mediante las superﬁcies de nivel de f que son una genera-
lizacio´n del concepto de curva de nivel visto anteriormente. Las superﬁcies
de nivel de f(x, y, z) son los subconjuntos del dominio con ecuaciones de la
forma:
f(x, y, z) = c ,
donde c es un valor en Im(f).
Ejemplo 5.5 Consideremos el campo escalar f(x, y, z) =

x2 + y2 + z2.
Sus superﬁcies de nivel
x2 + y2 + z2 = c2, c ∈ R
son esferas conce´ntricas centradas en el origen de coordenadas; como se
muestran en la Fig. 5.4.
Figura 5.4: Superﬁcies de nivel de x2 + y2 + z2
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Ejemplo 5.6 Si calculamos las superﬁcies de nivel del campo escalar
f(x, y, z) = Ax+By + Cz
obtenemos las superﬁcies de ecuacio´n Ax + By + Cz = c, c ∈ R que son
planos paralelos.
Ejemplo 5.7 Vamos a calcular las superﬁcies de nivel del campo escalar
deﬁnido como
f(x, y, z)



|z|
x2 + y2
si (x, y, z) = (0, 0, z),
0 si (x, y, z) = (0, 0, 0).
Para ello, observamos que so´lo toma valores no negativos y que no esta´ deﬁ-
nida en los puntos del eje z diferentes del origen. Teniendo en cuenta que f
so´lo se anula cuando z = 0, la superﬁcie de nivel cuando c = 0 es el plano xy.
Para encontrar las otras superﬁcies de nivel, consideramos c > 0 y hacemos
f(x, y, z) = c. Entonces
|z|
x2 + y2
= c, y por tanto |z| = c (x2 + y2)
que son paraboloides dobles de revolucio´n (Fig. 5.5).
Figura 5.5: Superﬁcies de nivel de
|z|
x2 + y2
107
108J. J. Font / S. Hernández / S. Macario - SBN: 978-84-692-7408-8 Cálculo - UJ
5.2. Funciones vectoriales
Una funcio´n f : D ⊂ Rn −→ Rm con m > 1 se llama una funcio´n vectorial
de varias variables. Si n = m > 1, la funcio´n se llama campo vectorial.
Una funcio´n vectorial f : D ⊂ Rn −→ Rm se puede estudiar de forma natural
por medio de m campos escalares
f : D ⊂ Rn −→ Rm
x → ( f1(x), . . . , fm(x) )
sin ma´s que considerar las componentes del vector f(x). Estos campos es-
calares se llaman las funciones componentes de f . Por tanto, una funcio´n
vectorial no es ma´s que un vector de m funciones escalares:
f = (f1, f2, . . . , fm)
Queda claro, adema´s, que el dominio de una funcio´n vectorial debe estar
contenido en la interseccio´n de los dominios de cada una de sus componentes.
Ejemplo 5.8 Si consideramos la funcio´n vectorial de R2 en R3 deﬁnida
como
f(x, y) = (x2 + y, sinx, −x+ e2) ,
las funciones componentes de f son:
f1(x, y) = x2 + y
f2(x, y) = sinx
f3(x, y) = −x+ e2
En el caso de campos vectoriales, au´n es posible idear una representacio´n.
Para campos vectoriales en el plano (o en el espacio) a cada punto (x, y) del
dominio le corresponde el vector (u, v) = f(x, y); basta dibujar dicho vector
con origen en (x, y) para obtener una representacio´n gra´ﬁca del campo. En
la ﬁgura siguiente, Fig. 5.6, se ha representado, con la ayuda de un programa
informa´tico, el campo vectorial
f(x, y) = (−
x
x2 + y2
,−
y
x2 + y2
)
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Figura 5.6: Campo vectorial
5.3. L´ımites y continuidad
Imaginemos que, en un futuro, los cient´ıﬁcos hallaran una fo´rmula (funcio´n)
que proporcionara la temperatura ambiente en cada instante t (medido en
segundos) en un punto de la Tierra de coordenadas (θ, φ) (latitud y longitud,
respectivamente). Dicha fo´rmula podr´ıa expresarse en la forma
T = T (θ, φ, t)
Entonces, podr´ıamos predecir la temperatura ambiente en cualquier mo-
mento de cualquier d´ıa del an˜o. Ser´ıa de esperar, entonces, que dos puntos
espaciales pro´ximos entre s´ı, tuvieran temperaturas parecidas en el mismo
instante o que el mismo lugar tuviera temperaturas pro´ximas en instantes
cercanos. Ma´s au´n, cabe esperar que la temperatura no fuese muy distinta
en lugares pro´ximos en instantes cercanos (imagina el caos te´rmico si no
fuera as´ı). Este comportamiento de la funcio´n T (θ, φ, t) es lo que llamare-
mos continuidad. Las funciones continuas no requieren grandes esfuerzos de
imaginacio´n; rigen la mayor´ıa de los procesos f´ısicos y qu´ımicos (pero no
todos!).
Antes de abordar el concepto de continuidad necesitamos introducir el de
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l´ımite de una funcio´n que nos ayudara´ a entender el concepto de proximidad
entre valores.
5.3.1. L´ımites
La nocio´n de distancia se presenta en la geometr´ıa eucl´ıdea al medir las
longitudes de los segmentos que unen dos puntos cualesquiera del espacio.
A continuacio´n se deﬁnen las distancias, tambie´n llamadas me´tricas, con las
que trabajaremos usualmente.
La aplicacio´n d(x, y) := |x− y|; x, y ∈ R deﬁne una me´trica sobre R,
que, salvo que se diga lo contrario, sera´ la me´trica usual de R.
Ana´logamente la aplicacio´n d(z1, z2) := |z1 − z2|, z1, z2 ∈ C, sera´ la
me´trica usual de C.
La me´trica eucl´ıdea sobre Rn sera´ la deﬁnida por
d(x,y) :=

n
j=1
(xj − yj)2
donde x = (x1, x2, . . . , xn) e y = (y1, y2, . . . , yn).
El mo´dulo o norma de un vector x = (x1, x2, . . . , xn) ∈ Rn se deﬁne
por
x :=

n
j=1
x2j =

x21 + x
2
2 + . . .+ x
2
n
Por tanto, se veriﬁca que d(x,y) = x− y.
Si los subconjuntos notables de R son los intervalos, sus equivalentes en Rn
van a ser las bolas abiertas y bolas cerradas de centro a y radio r > 0,
deﬁnidas como
Br(a) = {x ∈ Rn : d(x,a) < r}, Br[a] = {x ∈ Rn : d(x,a) ≤ r}
A continuacio´n, se deﬁne el dia´metro de un conjunto A ⊆ Rn, representado
por δ(A), como
δ(A) = sup{d(x,y) : x,y ∈ A}
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lo que permite deﬁnir el concepto de conjunto acotado como aquel cuyo
dia´metro es ﬁnito o, equivalentemente, como aquel que esta´ contenido en
una bola cerrada.
En el estudio de los l´ımites, y de las funciones en general, es importante
conocer no so´lo el valor de la funcio´n en un punto sino co´mo se comporta
dicha funcio´n en los puntos cercanos a e´l. Tiene sentido entonces deﬁnir
entorno de un punto x ∈ Rn como un subconjunto U de Rn que contiene
una bola abierta centrada en x. Tambie´n se dice que x es interior a U . Es
decir, un entorno de x contiene al punto x y a todos sus vecinos.
De especial intere´s son los llamados conjuntos abiertos deﬁnidos como los
subconjuntos de Rn que son entornos de todos sus puntos; es decir, con la
propiedad
A es un conjunto abierto de Rn sii ∀ x ∈ A ∃r > 0 tal que Br(a) ⊂ A.
Cabe notar, entonces, que un conjunto A es abierto si, y solamente si, todos
sus puntos son interiores.
Tambie´n sera´ de intere´s conocer los puntos frontera de un conjunto A deﬁni-
dos como aquellos que cumplen que cualquier bola centrada en ellos contiene
puntos del conjunto A y puntos de su complementario Rn \ A. El conjunto
de puntos frontera de A se denotara´ por ∂A.
Los conjuntos abiertos, por tanto, no contienen puntos frontera. Esta es la
ventaja esencial de los conjuntos abiertos; dado cualquier punto del conjunto
abierto podemos acercarnos a e´l desde cualquier direccio´n; es decir, todos
sus vecinos pro´ximos esta´n tambie´n en el abierto. Esta propiedad facilita
muchas de las deﬁniciones que veremos a lo largo de este tema, y tambie´n
de los siguientes, puesto que muchos conceptos esta´n deﬁnidos por l´ımites
y estos dependen de que podamos acercarnos cuanto queramos al punto en
cuestio´n. Por este motivo, en las disquisiciones teo´ricas se suele exigir que
las funciones este´n deﬁnidas en un abierto.
A continuacio´n se dara´ la deﬁnicio´n de l´ımite para funciones de dos variables,
fa´cilmente generalizable para funciones de ma´s variables. Esta deﬁnicio´n es,
a su vez, una generalizacio´n de lo que ocurre en funciones de una variable.
Deﬁnicio´n 5.3 Sea f : D ⊆ R2 −→ R , con D un conjunto abierto y sea
(a, b) ∈ R2. Se dice que λ ∈ R es el l´ımite de f cuando (x, y) tiende a (a, b)
111
112J. J. Font / S. Hernández / S. Macario - SBN: 978-84-692-7408-8 Cálculo - UJ
si
∀ε > 0 ∃ δ > 0 / si (x, y) ∈ D y (x, y)− (a, b) < δ ⇒ |f(x, y)− λ| < ε
y se denota por l´ım
(x,y)→(a,b)
f(x, y) = λ.
En resumen, la expresio´n anterior puede interpretarse diciendo que el l´ımite
de f es λ si cuando (x, y) esta´ cerca de (a, b) el valor de f(x, y) esta´ cerca
de λ.
Ejemplo 5.9 Calcula el l´ımite de f(x, y) = y2 + 3xy cuando (x, y) tiende
a (0, 1).
Solucio´n: Dado que (x, y) tiende a (0, 1), esto signiﬁca que x esta´ cerca de
0 e y esta´ cerca de 1, por lo que, intuitivamente, parece claro que f(x, y) =
y2 +3xy estara´ cerca de 12 +3 · 0 · 1 = 1. Entonces, aﬁrmamos que el l´ımite
sera´ 1; es decir,
l´ım
(x,y)→(0,1)
(y2 + 3xy) = 12 + 3 · 0 · 1 = 1
Cabe notar que, en realidad, lo hecho anteriormente equivale a substituir x
por 0 e y por 1 y evaluar f(x, y).
Nota: El procedimiento visto en el ejemplo anterior (substituir x por 0 e
y por 1 y evaluar f(x, y)) puede funcionar en muchos casos sencillos pero no
equivale siempre al ca´lculo del l´ımite correcto. Igual que sucede en el ca´lculo
de l´ımites de funciones de una variable, la mayor diﬁcultad se presenta cuan-
do al efectuar estas operaciones el resultado es una de las indeterminaciones
t´ıpicas del ca´lculo de l´ımites. Para resolverlas se utilizan te´cnicas especiales
que no abordaremos en este curso.
A pesar de esto, conviene conocer algunos resultados que pueden ayudarnos
a calcular ciertos l´ımites.
Teorema 5.4 (Criterio del Sandwich) Sean f, g, h : D ⊆ Rn −→ R ve-
riﬁcando que
g(x) ≤ f(x) ≤ h(x) ∀x ∈ D
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y sea a ∈ Rn. Si l´ım
x→a
g(x) = l´ım
x→a
h(x) = λ , entonces
l´ım
x→a
f(x) = λ
Teorema 5.5 Sean f, g : D ⊆ Rn −→ R y sea a ∈ Rn, veriﬁcando que
l´ım
x→a
f(x) = 0 y g(x) es una funcio´n acotada en D. Entonces,
l´ım
x→a
(f(x)g(x)) = 0
El siguiente resultado relaciona el l´ımite de funciones y el l´ımite de sucesio-
nes; aunque las sucesiones que aparecen aqu´ı esta´n formadas por vectores
de Rn.
Teorema 5.6 Sea f(x) una funcio´n deﬁnida en un entorno de x0. Entonces,
el l´ım
x→x0
f(x) existe y vale L si, y so´lo si, para toda sucesio´n {xk} que converge
a x0, siendo xk = x0, para todo k; se cumple que
l´ım
k→+∞
f(xk) = L
El siguiente ejemplo nos muestra el intere´s de este teorema: sirve para de-
mostrar que ciertos l´ımites no existen.
Ejemplo 5.10 Calcula el l´ım
x→0
sin

1
x

.
Solucio´n: Vamos a ver que este l´ımite no existe. Por el Teorema 5.6, basta
encontrar dos sucesiones {an} y {bn} que converjan a 0 y que cumplan
l´ım
n
sin

1
an

= l´ım
n
sin

1
bn

Aprovecharemos, para ello, las propiedades de periodicidad de la funcio´n
seno. Sean, para cada n,
an =
1
nπ
y bn =
1
π
2 + 2nπ
Entonces, es claro que ambas convergen a 0 y, al evaluar la funcio´n
sin

1
an

= sin(nπ) = 0, para todo n
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por lo que l´ım sin

1
an

= 0; mientras que
sin

1
bn

= sin(
π
2
+ 2nπ) = sin
π
2
= 1, para todo n
por lo que l´ım sin

1
bn

= 1, tal y como se quer´ıa demostrar.
En la Fig. 5.7 se ha representado la gra´ﬁca de la funcio´n sin

1
x

Figura 5.7: Gra´ﬁca de sin(
1
x
)
Como puede observarse la funcio´n oscila entre −1 y 1 al acercarse a x = 0;
por lo que toma todos los valores posibles del intervalo [−1, 1].
Ejercicio 5.2 Demuestra que no existe l´ım
(x,y)→(0,0)
sin

1
x2 + y2

. (H: Con-
sidera sucesiones en R2 de la forma (an, 0) y (bn, 0))
Ejemplo 5.11 Calcula el valor de l´ım
(x,y)→(0,0)
xy sin

5
x2 + y2

.
Solucio´n: Si intentamos resolver este l´ımite siguiendo el procedimiento del
Ejemplo 5.9, encontramos una diﬁcultad que antes no aparec´ıa. Las variables
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x e y esta´n ambas cerca de 0, por lo que el factor xy estara´ cercano a 0.
Sin embargo, el valor de la expresio´n 5x2+y2 tiende a inﬁnito, al estar el
denominador cercano a 0 y el seno de esta expresio´n no se acerca a ningu´n
valor concreto, por lo que la te´cnica de substituir x e y por 0 no es aplicable
en este caso.
No obstante, si es cierto que, independientemente, del valor de x e y la
funcio´n sin

5
x2+y2

se encuentra acotada (en valor absoluto) por 1; por lo
que podemos aplicar el Teorema 5.5 y deducir que
l´ım
(x,y)→(0,0)
xy
→0
sin

5
x2 + y2

  
acotada
= 0
Para el caso de funciones vectoriales, las funciones componentes permiten
reducir el estudio de l´ımites al estudio de campos escalares.
Deﬁnicio´n 5.7 Si f : D ⊂ Rn −→ Rm es una funcio´n vectorial con compo-
nentes f = (f1, f2, . . . , fm), diremos que
l´ım
x→a
f(x) = (l1, l2, . . . , lm)
si
l´ım
x→a
fi(x) = li para i = 1, 2, . . . , m .
5.3.2. Funciones continuas
El concepto de continuidad se deﬁne, de nuevo, como una generalizacio´n del
caso de funciones de una variable.
Deﬁnicio´n 5.8 Sean f : D ⊆ Rn −→ R y x0 ∈ D. Diremos que f es
continua en x0 si
∀ > 0 ∃δ > 0 / si x ∈ D y d(x,x0) < δ =⇒ |f(x)− f(x0)| < 
Si f es continua en cada punto x0 ∈ D, diremos que f es continua en D y
lo escribiremos f ∈ C(D)
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Una funcio´n vectorial f : D ⊂ Rn −→ Rm es continua en un punto x0 ∈ Rn
si todas sus funciones componentes son continuas en x0.
Ejemplo 5.12 Consideremos la proyeccio´n πj : Rn −→ R con 1 ≤ j ≤ n,
deﬁnida por
πj(x1, x2, . . . , xn) := xj
Sean x = (x1, x2, . . . , xn), x0 = (a1, a2, . . . , an) y  > 0. Tomando δ = , se
cumple que si d(x,x0) < δ, entonces al ser
|xj − aj | =

|xj − aj |2 <

|x1 − a1|2 + . . .+ |xj − aj |2 + . . .+ |xn − an|2
y como
d(x,x0) =

|x1 − a1|2 + . . .+ |xj − aj |2 + . . .+ |xn − an|2 < δ
concluimos de las dos condiciones anteriores que |xj − aj | < δ; es decir,
|πj(x1, x2, . . . , xn)− πj(a1, a2, . . . , an)| = |xj − aj | < δ = 
y como este razonamiento es va´lido para cualquier x0 ∈ Rn, concluimos que
las proyecciones πj son continuas en Rn para j = 1, 2, . . . , n.
Incluso en casos sencillos como el del ejemplo anterior el estudio de la con-
tinuidad de una funcio´n a partir de la deﬁnicio´n puede ser bastante dif´ıcil.
Afortunadamente, al igual que sucede en el caso de funciones de una variable,
la deﬁnicio´n de continuidad es totalmente ana´loga a la de l´ımite tomando
λ = f(x0), por lo que el estudio de la continuidad se reduce al estudio de
l´ımites.
Teorema 5.9 f es continua en un punto x0 si se satisfacen las siguientes
condiciones:
a) f esta´ deﬁnida en x0.
b) Existe l´ım
x→x0
f(x) = l.
c) f(x0) = l.
Como consecuencia, es fa´cil deducir las propiedades de las funciones conti-
nuas, totalmente ana´logas a las de los l´ımites.
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Teorema 5.10 (A´lgebra de funciones continuas) Si las funciones f y
g son continuas en x0 ∈ D, tambie´n lo son
la suma f + g y el producto por un escalar αf,∀α ∈ R;
el producto f · g y el cociente
f
g
, siempre y cuando g(x0) = 0;
Adema´s, la composicio´n de funciones continuas es continua:
f : D ⊆ Rn −→ Rm continua en x0 ∈ D
g : B ⊆ Rm −→ Rp continua en f(x0) ∈ B

=⇒ g ◦ f es continua en x0
Las funciones matema´ticas elementales son continuas en su dominio de de-
ﬁnicio´n. Esto, junto con el hecho de que la composicio´n de funciones con-
tinuas es continua, permite razonar la continuidad de numerosas funciones.
Por ejemplo,
Ejemplo 5.13 f(x, y, z) = x2yz − x2 + y3z2 − 8 es continua en R3 por ser
productos y sumas de funciones continuas. De hecho podemos escribir f en
funcio´n de las proyecciones πj .
f = (π1)
2 · π2 · π3 − (π1)
2 + (π2)
3 · (π3)
2 − 8
Podemos generalizar este resultado diciendo que toda funcio´n polino´mica de
n-variables es continua en Rn por ser producto y sumas de proyecciones.
Ejemplo 5.14 Razona la continuidad de la funcio´n f(x, y) = sin(xy) en su
dominio.
Solucio´n: La estrategia consiste en razonar la continuidad de las diversas
funciones que componen la funcio´n f . Se sabe que la funcio´n g(x, y) =
xy es continua en R2 por ser una funcio´n polino´mica. La funcio´n f es la
composicio´n de esta funcio´n g y la funcio´n elemental seno (que son ambas
continuas), por lo que la funcio´n f es continua.
Ejemplo 5.15 Razona la continuidad de la funcio´n f(x, y) = xyx2+y2 en su
dominio.
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Solucio´n: Se sabe que la funciones xy y x2 + y2 son continuas en R2 por
ser funciones polino´micas. La funcio´n f es el cociente de ambas, por lo que
la funcio´n f es continua en todos los puntos en los que el denominador no
se anula (que es, precisamente, su dominio).
Ejercicio 5.3 Razona la continuidad de las funciones siguientes en su do-
minio:
1. f(x, y) = x2y − 3xy3 + 2
2. g(x, y) =

y2 + x2y − 2xy − 2x3
3. h(x, y) =
√
x log

1 +

x2 + y2 +

y
x


Ejercicio 5.4 Halla el dominio y razona la continuidad en e´l de las funcio-
nes:
(a) f(x, y) = (x2y − 1, sinxy, 0)
(b) f(x, y) =

log(1 + x2 + y2),

1− (x2 + y2)

(Sol.: (a) D = R2; (b) D = {(x, y) ∈ R2 : x2 + y2 ≤ 1} (disco unidad) )
5.4. Problemas adicionales
Ejercicio 5.5 Sabiendo que 1 − x
2y2
3 <
arctan(xy)
xy < 1; ¿que´ puedes decir
sobre el valor de l´ım(x,y)→(0,0)
arctan(xy)
xy ? (H: Aplica el Teorema 5.4)
(Sol.: 1 )
Ejercicio 5.6 ¿Que´ puedes decir sobre el valor de l´ım
(x,y)→(0,0)
y sin

1
x

? (H:
Aplica el Teorema 5.5)
(Sol.: 0 )
Ejercicio 5.7 Si f(x) es una funcio´n continua en x0 y g(x) es una funcio´n
discontinua en x0, ¿que´ sucede con la suma f(x) + g(x)? (H: Aplica el
Teorema 5.10)
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Ejercicio 5.8 Si l´ım
(x,y)→(x0,y0)
f(x, y) = L, ¿es cierto que existe el valor
f(x0, y0)? Razona la respuesta.
Ejercicio 5.9 Halla el dominio de f(x, y) =
x2 + y
x− y
y razona su continui-
dad.
(Sol.: D = {(x, y) ∈ R2 : x = y} )
Ejercicio 5.10 Halla el dominio de f(x, y) = xy sin

2
xy

y razona su
continuidad.
(Sol.: D = {(x, y) ∈ R2 : xy = 0} )
Ejercicio 5.11 Halla el dominio de f(x, y, z) = ln(x2 + y2 + |z|) y razona
su continuidad.
(Sol.: D = R3 \ {(0, 0, 0)} )
Ejercicio 5.12 Razona la continuidad de las siguientes funciones:
(a) f(x, y) = log(1 + x2 + y2)
(b) f(x, y) = log
�
|x2 − xy + sin(xy)− log(x+ y)|

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Tema 6
Funciones diferenciables
Se sabe que la derivada y de una funcio´n de una variable, y = f(x), puede
interpretarse como la tasa de variacio´n de la variable y respecto de la variable
x (es por eso que, frecuentemente, para remarcar este hecho, se utiliza la
notacio´n dydx para representar dicha derivada).
Supongamos que tenemos, ahora, una funcio´n de dos variables. Por ejemplo,
la presio´n de un gas ideal como funcio´n del volumen y la temperatura del
gas puede expresarse:
P =
cT
V
donde c es una constante. Si estamos interesados en conocer co´mo var´ıa la
presio´n en funcio´n del volumen, a temperatura constante T0, parece lo´gico
calcular la derivada de P respecto de V suponiendo constante la tempera-
tura, es decir, calcular la derivada de la seccio´n transversal de la funcio´n
P = f(V, T ) = cTV para T = T0.
En este tema se vera´ que este procedimiento intuitivo es perfectamente va´li-
do y que esta derivacio´n parcial permitira´ obtener un mejor conocimiento
de las funciones de varias variables.
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6.1. Derivadas parciales
La derivada de una funcio´n de una variable, f(x), en un punto x0 se deﬁne
como
f (x0) := l´ım
h→0
f(x0 + h)− f(x0)
h
y dicho valor, si existe, representa la pendiente de la recta tangente a la
curva y = f(x) en el punto (x0, f(x0)). Como ya se ha dicho antes, tambie´n
se utiliza la notacio´n dfdx(x0).
De forma similar, las derivadas parciales de una funcio´n f(x, y) se deﬁnen
formalmente como l´ımites:
Deﬁnicio´n 6.1 Si f es un campo escalar de dos variables, las derivadas
parciales de f en un punto (x0, y0) esta´n deﬁnidas como
∂f
∂x
(x0, y0) = l´ım
h→0
f(x0 + h, y0)− f(x0, y0)
h
∂f
∂y
(x0, y0) = l´ım
h→0
f(x0, y0 + h)− f(x0, y0)
h
si estos l´ımites tienen sentido y existen. Observa que puede ocurrir que so´lo
exista una de las derivadas parciales o ambas o ninguna. Tambie´n se suele
utilizar la notacio´n f x(x0, y0) =
∂f
∂x (x0, y0) y f

y(x0, y0) =
∂f
∂y (x0, y0).
La derivada parcial en un punto (x0, y0) es un nu´mero real. Cuando las
derivadas parciales pueden calcularse en puntos gene´ricos (x, y) entonces es-
tamos deﬁniendo una nueva funcio´n escalar, que se llama funcio´n derivada
parcial y que seguimos denotando por ∂f∂x (x, y) (
∂f
∂y (x, y), respectivamente).
En ocasiones, prescindiremos del punto gene´rico y escribiremos, simplemen-
te, ∂f∂x (
∂f
∂y , respectivamente). Esta derivada parcial coincide con una deri-
vacio´n ordinaria (respecto de una variable). Para verlo, considera la seccio´n
transversal de f(x, y) para y = y0; es decir, la funcio´n f(x, y0). Esta funcio´n
so´lo depende de la variable x y podemos calcular la derivada de esta funcio´n
en x0, obteniendo:
d
dx
f(x, y0)
x = x0
= l´ım
h→0
f(x0 + h, y0)− f(x0, y0)
h
=
∂f
∂x
(x0, y0)
es decir, que la derivada parcial de f respecto de x es la derivada de la
seccio´n transversal de f correspondiente. Por tanto, la derivada parcial puede
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calcularse con las reglas de derivacio´n ordinarias, suponiendo constante la
variable y.
Ana´logamente, la derivada parcial de f respecto de y es la derivada de la
seccio´n transversal de f para x = x0 . Por tanto, la derivada parcial puede
calcularse suponiendo constante la variable x.
Ejemplo 6.1 Si f(x, y) = 5x2y − sin(x + y), podemos diferenciar f con
respecto a x, considerando y como una constante, y obtenemos
∂f
∂x
(x, y) = 10xy − cos(x+ y) .
De manera similar, si consideramos que x es constante y derivamos respecto
a y, obtenemos una funcio´n,
∂f
∂y
(x, y) = 5x2 − cos(x+ y) .
Ejemplo 6.2 Calcula las derivadas parciales de la funcio´n f(x, y) = x7y −
ex−y.
Solucio´n: En este caso podemos calcular las derivadas parciales en cualquier
punto (x, y) por el procedimiento de suponer constante una de las variables.
As´ı pues,
∂f
∂x
(x, y) = 7x6y − ex−y
∂f
∂y
(x, y) = x7 + ex−y
Ejercicio 6.1 Calcula las derivadas parciales de f(x, y) = x arctan(xy).
(Sol.: ∂f∂x (x, y) =
xy
1+x2y2 + arctan(xy);
∂f
∂y (x, y) =
x2
1+x2y2 )
Ejercicio 6.2 Calcula las derivadas parciales de f(x, y) = x3 ex−x cos y.
(Sol.: ∂f∂x (x, y) = (x
3 + 3x2) ex− cos y; ∂f∂y (x, y) = x sin y )
Igual que sucede en el caso de una variable, hay ocasiones en que, teniendo
en cuenta la deﬁnicio´n de la funcio´n, no podemos calcular las derivadas
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parciales derivando respecto de una variable y debemos calcularla aplicando
la deﬁnicio´n, es decir, calculando los l´ımites de la Deﬁnicio´n 6.1. Veamos el
siguiente ejemplo.
Ejemplo 6.3 Estudia la existencia, y calcula en su caso, las derivadas par-
ciales en el origen de la funcio´n
f(x, y) =



x sin
1
x2 + y2
si (x, y) = (0, 0)
0 si (x, y) = (0, 0)
Solucio´n: A diferencia del ejemplo anterior, en este caso no podemos derivar
directamente la expresio´n x sin
1
x2 + y2
para obtener las derivadas parciales
en el origen porque dicha expresio´n no esta´ deﬁnida en el origen. No tenemos
ma´s remedio que aplicar la deﬁnicio´n de derivada parcial para calcular las
derivadas parciales buscadas. Comenzaremos con la derivada parcial respec-
to a la variable x:
∂f
∂x
(0, 0) = l´ım
h→0
f(0 + h, 0)− f(0, 0)
h
= l´ım
h→0
h sin
1
h2
h
= l´ım
h→0
sin
1
h2
.
Ahora bien, este u´ltimo l´ımite no existe (¿por que´?) y, por tanto, no existe
∂f
∂x
(0, 0).
Calculamos ahora la derivada parcial respecto a la variable y:
∂f
∂y
(0, 0) = l´ım
h→0
f(0, 0 + h)− f(0, 0)
h
= l´ım
h→0
0 sin
1
h2
h
= l´ım
h→0
(0) = 0
Ejercicio 6.3 Calcula las derivadas parciales en el origen de la funcio´n
g(x, y) =



x2 + y2
x4 + y4
si (x, y) = (0, 0)
0 si (x, y) = (0, 0)
(Sol.: No existen. )
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Ejercicio 6.4 Calcula las derivadas parciales en el origen de la funcio´n
m(x, y) =



xy sin
1
y
si y = 0
0 si y = 0
(Sol.: ∂f∂x (0, 0) =
∂f
∂y (0, 0) = 0 )
Analizaremos a continuacio´n la intrepretacio´n geome´trica de las derivadas
parciales. Considera la superﬁcie de la Fig. 6.1.
Figura 6.1: Interpretacio´n geome´trica de la derivada parcial
Hemos cortado la superﬁcie z = f(x, y) con el plano y = y0 paralelo al plano
xz. El plano y = y0 corta la superﬁcie en una curva, la seccio´n transversal
y0 de la superﬁcie, es decir, f(x, y0), que es la gra´ﬁca de la funcio´n
g(x) = f(x, y0)
y, por tanto,
g(x0) =
∂f
∂x
(x0, y0);
es decir, ∂f∂x (x0, y0) es la pendiente de la seccio´n transversal y0 de la superﬁcie
z = f(x, y) en el punto P (x0, y0, f(x0, y0)).
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De manera similar se puede razonar que ∂f∂y (x0, y0) es la pendiente de la sec-
cio´n transversal x0 de la superﬁcie z = f(x, y) en el punto P (x0, y0, f(x0, y0)).
De forma ana´loga es posible deﬁnir las derivadas parciales para funciones de
tres o ma´s variables, con la salvedad de que aumenta el nu´mero de derivadas
parciales a calcular (tantas como variables). As´ı, si tenemos ahora un campo
escalar de tres variables, podemos considerar tres derivadas parciales, ∂f∂x ,
∂f
∂y ,
∂f
∂z .
Deﬁnicio´n 6.2 Si f es un campo escalar de tres variables, las derivadas
parciales de f en un punto (x0, y0, z0) son deﬁnidas como
∂f
∂x
(x0, y0, z0) = l´ım
h→0
f(x0 + h, y0, z0)− f(x0, y0, z0)
h
∂f
∂y
(x0, y0, z0) = l´ım
h→0
f(x0, y0 + h, z0)− f(x0, y0, z0)
h
∂f
∂z
(x0, y0, z0) = l´ım
h→0
f(x0, y0, z0 + h)− f(x0, y0, z0)
h
si estos l´ımites tienen sentido y existen.
Ejemplo 6.4 Calcula las derivadas parciales de f(x, y, z) = x2y − yz3.
Solucio´n: Suponiendo que y y z son constantes y derivando respecto a x,
obtenemos
∂f
∂x
(x0, y0, z0) = 2xy .
De forma similar tenemos:
∂f
∂y
(x0, y0, z0) = x
2 − z3
∂f
∂z
(x0, y0, z0) = −3yz
2
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6.1.1. La diferencial
En esta seccio´n generalizaremos el concepto de diferenciabilidad de funciones
de una variable a campos escalares. Las derivadas parciales por s´ı mismo no
cumplen este objetivo porque nada ma´s reﬂejan el comportamiento de la
funcio´n en algunas direcciones particulares (las direcciones de los ejes de
coordenadas).
Deﬁnicio´n 6.3 Se dice que un campo escalar f : D ⊂ Rn −→ R, con D un
conjunto abierto, es diferenciable en x0 ∈ D si existe un vector y ∈ Rn tal
que
f(x+ h)− f(x) = y·h+ o(h)
donde o(h) es una funcio´n que satisface la condicio´n
l´ım
h→0
o(h)
||h||
= 0 .
Cabe sen˜alar que el vector y depende de x0. No es muy dif´ıcil demostrar las
dos propiedades siguientes:
(1) Si f es un campo escalar diferenciable en x = x0, entonces el vector y
es u´nico.
(2) Si f es un campo escalar diferenciable en x0, entonces f es continuo en
x0.
El vector y que aparece en la Deﬁnicio´n 6.3 recibe el nombre de gradiente de
f en el punto x0 y lo denotaremos por ∇f(x0) (en algunos textos tambie´n
se usa la notacio´n grad (f) para denotar el gradiente de f).
Como veremos posteriormente, el gradiente juega un papel importante en las
aplicaciones del ca´lculo diferencial de campos escalares. Lo´gicamente, calcu-
larlo utilizando la deﬁnicio´n de funcio´n diferenciable suele ser complicado.
El siguiente resultado nos proporciona una forma alternativa de calcularlo
que es la que usualmente utilizaremos.
Teorema 6.4 (a) Si f es un campo escalar de n variables, diferenciable en
el punto x0, entonces
∇f(x0) =

∂f
∂x1
(x0),
∂f
∂x2
(x0), . . . ,
∂f
∂xn
(x0)

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(b) Si f es un campo escalar que tiene derivadas parciales continuas en el
punto x0, entonces f es diferenciable en x0.
Es importante darse cuenta de que el gradiente deﬁne un campo vectorial: si
f es diferenciable en todos los puntos de un subconjunto D de Rn, entonces
queda deﬁnido el campo vectorial ∇f : D ⊂ Rn −→ Rn.
Una consecuencia importante del Teorema 6.4 es que el ca´lculo del gradiente
se reduce al ca´lculo de derivadas parciales.
Ejemplo 6.5 Calcula el gradiente del campo escalar f(x, y) = x ey −y ex.
Solucio´n: Las derivadas parciales de f son:
∂f
∂x
(x, y) = ey −y ex,
∂f
∂y
(x, y) = x ey − ex
Las derivadas parciales son continuas en todo R2 al ser producto y suma de
funciones continuas. Por tanto, la funcio´n f es diferenciable. El gradiente es
el campo vectorial deﬁnido como
∇f(x, y) = (ey −y ex)i+ (x ey − ex)j
Ejercicio 6.5 Calcula el gradiente del campo escalar f(x, y, z) = x sin(πy)+
y cos(πz). Calcula ∇f(0, 1, 2).
(Sol.: ∇f(x, y, z) = (sin(πy), πx cos(πy) + cos(πz),−πy sin(πz)),
∇f(0, 1, 2) = (0, 1, 0) )
Ejercicio 6.6 Calcula el gradiente del campo escalar f(x, y) = 2x2−3xy+
4y2 en el punto (2, 3).
(Sol.: ∇f(2, 3) = (−1, 18) )
Ejercicio 6.7 Calcula el gradiente del campo escalar f(x, y) = 2x(x−y)−1
en el punto (3, 1).
(Sol.: ∇f(3, 1) = −
1
2
i+
3
2
j )
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Si volvemos a la Deﬁnicio´n 6.3, se llama diferencial de f a la expresio´n y·h
que all´ı aparece. Como y = ∇f(x0) podemos escribir la diferencial como
∂f
∂x1
(x0) · h1 +
∂f
∂x2
(x0) · h2 + . . .+
∂f
∂xn
(x0) · hn
Entonces, as´ı como las derivadas parciales representan la tasa de variacio´n
de la funcio´n f respecto de una de las variables; la diferencial puede interpre-
tarse como la tasa de variacio´n total de una funcio´n, respecto de cada una
de sus variables. En efecto, como los valores hj representan el incremento de
las variables xj , podemos reemplazarlos por la notacio´n xj y, entonces,
f := f(x+x)− f(x) = ∇f(x) · x+ o(x)
de donde
f
x
= ∇f(x) ·
x
x
+
o(x)
x
y al tomar l´ımites cuando x → 0 se tiene
df(x) = ∇f(x) · dx
Por ejemplo, si H = f(x, y, z) entonces,
dH =
∂f
∂x
dx+
∂f
∂y
dy +
∂f
∂z
dz
donde cada diferencial, dx, dy y dz, representa las variacio´n total de las
variables x, y y z, respectivamente.
Ejemplo 6.6 La fuerza de atraccio´n gravitatoria entre dos cuerpos de ma-
sas M y m separados a una distancia R, viene dada por la fo´rmula:
F = G
M ·m
R2
donde G es la constante de gravitacio´n universal. Si la masa de uno de los
cuerpos, M , aumenta un 3% mientras que la otra masa, m, aumenta un 2%
y la distancia, R, que los separa tambie´n aumenta un 3%; estima el cambio
en la fuerza F .
Solucio´n: Sabemos que:
dF =
∂F
∂M
dM +
∂F
∂m
dm+
∂F
∂R
dR
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Como conocemos los cambios relativos (porcentajes), vamos a calcular tam-
bie´n el cambio relativo en F . As´ı, dividiendo lo anterior por F :
dF
F
=
∂F
∂M dM
F
+
∂F
∂mdm
F
+
∂F
∂RdR
F
=
Gm
R2 dM
GM ·mR2
+
GM
R2 dm
GM ·mR2
+
−2GMmR3 dR
GM ·mR2
=
dM
M
+
dm
m
−
2dR
R
= 0,03 + 0,02− 2 · 0,03 = −0,01
Por lo que el cambio en F es de una disminucio´n del 1%.
Ejercicio 6.8 La deﬂeccio´n y, en el centro de una placa circular suspendida
por el borde y uniformemente cargada viene dada por
y =
Kwd4
t3
donde w =carga total, d =dia´metro de la placa, t = amplitud y K es una
constante. Calcula el cambio aproximado en el porcentaje de y si se aumenta
w en un 3%, se disminuye d en un 2% y se aumenta t en un 4%.
(Sol.: 17% )
Ejercicio 6.9 Si se mezclan x mole´culas-gramo de a´cido sulfu´rico con y de
agua, el calor liberado viene dado por la fo´rmula
F (x, y) =
1.786xy
1.798x+ y
cal.
Si partimos de 5 mole´culas-gramo de a´cido y 4 de agua y se aumentan,
respectivamente, a 5.01 y 4.04, ¿cua´nto calor adicional se genera?
(Sol.: 0.02 cal. )
Ejercicio 6.10 Segu´n la ley de Pouseuille, la resistencia al ﬂujo de sangre
que ofrece un vaso sangu´ıneo cil´ındrico de radio r y longitud x es
R =
cx
r4
donde c es una constante. Estimar la variacio´n porcentual de R cuando x
aumenta un 3% y r decrece un 2%.
(Sol.: R aumenta un 11% )
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6.1.2. Planos tangentes
Supongamos una superﬁcie de ecuacio´n z = f(x, y), con f una funcio´n dife-
renciable en un punto (x0, y0). Sabemos que existen las derivadas parciales
∂f
∂x (x0, y0) y
∂f
∂y (x0, y0) y que representan las pendientes de las rectas tangen-
tes a las secciones transversales para y = y0 y para x = x0, respectivamente.
Estas secciones transversales son curvas sobre la superﬁcie z = f(x, y) que
pasan por el punto P0(x0, y0, z0), donde z0 = f(x0, y0) (ve´ase la Fig. 5.1);
por lo que se deﬁne el plano tangente a la superﬁcie en (x0, y0, z0) como el
plano que contiene a las dos rectas tangentes mencionadas. Puesto que la
interseccio´n de este plano con los planos verticales x = x0 e y = y0 deben ser
las rectas tangentes descritas, se puede deducir que una ecuacio´n del plano
tangente vendra´ dada por
z − z0 =
∂f
∂x
(x0, y0)(x− x0) +
∂f
∂y
(x0, y0)(y − y0)
Por otra parte, veremos en la seccio´n siguiente que cualquier otra curva en
la superﬁcie z = f(x, y) que pase por el punto P0 cumplira´ que su recta
tangente esta´ en este plano, lo que justiﬁca el te´rmino plano tangente.
Ejemplo 6.7 Calcula la ecuacio´n del plano tangente a la gra´ﬁca de la fun-
cio´n f(x, y) = exy en el punto (1, 0, 1).
Solucio´n: Segu´n hemos visto, la ecuacio´n del plano tangente es
z − z0 =
∂f
∂x
(x0, y0)(x− x0) +
∂f
∂y
(x0, y0)(y − y0)
Basta calcular las derivadas parciales:
∂f
∂x
(1, 0) = y exy
x = 1, y = 0
= 0
∂f
∂y
(1, 0) = x exy
x = 1, y = 0
= 1
por lo que, la ecuacio´n es
z − 1 =
∂f
∂x
(1, 0)
  
0
(x− 1) +
∂f
∂y
(1, 0)
  
1
(y − 0)
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es decir, z = 1 + y.
Ejercicio 6.11 Calcula la ecuacio´n del plano tangente a la gra´ﬁca de la
funcio´n f(x, y) = x exy en el punto (1, 0, 1).
(Sol.: z = x+ y )
Si observamos, de nuevo, la Deﬁnicio´n 6.3, obten´ıamos
f(x, y) = f(x0, y0) +
∂f
∂
(x0, y0)(x− x0) +
∂f
∂y
(x0, y0)(y − y0)
  
L(x,y)
+o(h)
siendo ahora h = (x − x0, y − y0), que puede interpretarse como que la
funcio´n L(x, y) aproxima a f(x, y) para h suﬁcientemente pequen˜o. Pero la
gra´ﬁca de z = L(x, y) no es ma´s que el plano tangente, por lo que acabamos
de probar que si una funcio´n es diferenciable en un punto (x0, y0), entonces
el plano tangente es una aproximacio´n a la gra´ﬁca de la funcio´n f(x, y) en
el punto de tangencia.
Ejemplo 6.8 Utiliza el Ejemplo 6.7 para calcular un valor aproximado de
f(1.1,−0.1) siendo f(x, y) = exy.
Solucio´n: Dado que el plano tangente era z = 1+y entonces, f(x, y) ≈ 1+y
para puntos cercanos a (1, 0), por lo que
f(1.1,−0.1) ≈ 1− 0.1 = 0.9
(e−0.11 ≈ 0.895834135)
Cuando las superﬁcies vienen dadas en la forma f(x, y, z) = 0 y no es posible,
o bien resulta muy complicado, despejar z en funcio´n de x e y, podemos
aplicar el siguiente resultado para calcular el plano tangente.
Teorema 6.5 En cada uno de los puntos del dominio de f en los que
∇f = 0, el vector gradiente ∇f es perpendicular a las curvas de nivel de f
que pasan por el punto, si f es un campo escalar de dos variables, y a las
superﬁcies de nivel que pasan por el punto, si f es un campo escalar de tres
variables.
131
132J. J. Font / S. Hernández / S. Macario - ISBN: 978-84-692-7408-8 Cálculo - UJI
Ejemplo 6.9 Para la funcio´n f(x, y) = x2 + y2 las curvas de nivel son
circunferencias conce´ntricas
x2 + y2 = c .
En cada uno de los puntos (x, y)) = (0, 0), el vector gradiente
∇f(x, y) = 2xi+ 2yj
es perpendicular a las circunferencias anteriores (ver Fig. 6.2). En el origen,
la curva de nivel se reduce a un punto y el gradiente es simplemente el vector
(0, 0)
Figura 6.2: El gradiente es perpendicular a las curvas de nivel
Veremos ahora la aplicacio´n del Teorema 6.5 a curvas con ecuaciones de
la forma f(x, y) = c para calcular rectas tangentes y rectas normales (per-
pendiculares). Despue´s lo aplicaremos de forma similar al caso de superﬁcies
para calcular planos tangentes. Teniendo en cuenta dicho teorema, si (x0, y0)
es un punto de la curva de nivel C, ∇f(x0, y0) es un vector normal a la curva
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C en el punto (x0, y0). Por tanto, la recta que pasa por (x0, y0) y tiene como
vector director el vector perpendicular a ∇f(x0, y0) es la recta tangente. Por
tanto, un punto (x, y) esta´ en la recta tangente si veriﬁca la igualdad
(x− x0, y − y0)·∇f(x0, y0) = 0 .
Ejemplo 6.10 Encuentra un vector normal y un vector tangente a la curva
del plano de ecuacio´n x2 + 2y3 = xy + 4 en el punto (2, 1). Encuentra,
adema´s, las ecuaciones de la recta tangente y de la recta normal a la curva
en el punto (2, 1).
Solucio´n: La idea consiste en expresar la ecuacio´n de la curva como una
curva de nivel y as´ı poder aplicar el Teorema 6.5. Para ello basta observar
que podemos escribir la ecuacio´n como
x2 + 2y3 − xy = 4
y, entonces, llamando f(x, y) = x2 + 2y3 − xy, la curva es precisamente
la curva de nivel C :≡ f(x, y) = 4. Notemos, adema´s, que el punto (2, 1)
pertenece a C. El gradiente de f es
∇f(x, y) = (2x− y)i+ (6y2 − x)j
y, por tanto, el gradiente ∇f((2, 1), es un vector normal a la curva en el
punto (2, 1). Dicho gradiente vale
∇f(2, 1) = 3i+ 4j
Conocemos por tanto un punto de la recta normal buscada (debe pasar por
el punto (2, 1)) y un vector director ∇f(2, 1). La ecuacio´n de la recta normal
es:
x− 2
3
=
y − 1
4
,
es decir, y =
4
3
x−
5
3
.
Encontremos ahora la ecuacio´n de la recta tangente. Si (x, y) es un punto de
la recta tangente, el vector (x− 2, y− 1) es un vector tangente y, por tanto,
∇f(2, 1) · (x− 2, y − 1) = 0
es decir, la recta tangente tiene por ecuacio´n 3x+ 4y − 10 = 0.
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Apliquemos ahora el Teorema 6.5 al caso de superﬁcies. En este caso, la pro-
piedad nos dice que el plano tangente a una superﬁcie dada por la ecuacio´n
f(x, y, z) = c en el punto x0 = (x0, y0, z0) es el plano que pasa por (x0, y0, z0)
con vector normal ∇f(x0). Por tanto, un punto x esta´ en el plano tangente
en el punto x0 si, y so´lo si,
∇f(x0)·(x− x0) = 0
que es la ecuacio´n del plano tangente (ver Fig. 6.3). En forma impl´ıcita:
∂f
∂x
(x0, y0, z0) (x− x0)+
∂f
∂y
(x0, y0, z0) (y − y0)+
∂f
∂z
(x0, y0, z0) (z − z0) = 0
Figura 6.3: Plano tangente
Si ahora queremos calcular la recta normal a la superﬁcie en el punto x0
so´lo hemos de tener en cuenta que un vector director es el vector ∇f(x0)
que es perpendicular a la superﬁcie en el punto x0. La ecuacio´n continua de
la recta normal es
x− x0
∂f
∂x
(x0)
=
y − y0
∂f
∂y
(x0)
=
z − z0
∂f
∂z
(x0)
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Ejemplo 6.11 Encuentra la ecuacio´n del plano tangente y de la recta nor-
mal a la superﬁcie de ecuacio´n xy + yz + zx = 11 en el punto (1, 2, 3) .
Solucio´n: Como antes, la estrategia es expresar la ecuacio´n de la superﬁcie
como una superﬁcie de nivel. En este caso, basta observar que la ecuacio´n
dada puede escribirse como f(x, y, z) = 11 para el campo escalar f(x, y, z) =
xy + yz + zx. Tenemos que ∇f(1, 2, 3) = (5, 4, 3), debe ser perpendicular
a la superﬁcie de nivel y, por tanto, perpendicular al plano tangente a esa
superﬁcie, de donde la ecuacio´n del plano tangente es
5(x− 1) + 4(y − 2) + 3(z − 3) = 0 ,
que simpliﬁcada es 5x+4y+3z−22 = 0. La ecuacio´n de la recta normal es:
x− 1
5
=
y − 2
4
=
z − 3
3
Ejercicio 6.12 Encuentra la ecuacio´n de la recta tangente y de la recta
normal a la curva x2 + xy + y2 = 3 en P (−1,−1).
(Sol.: recta tangente: x+ y + 2 = 0, recta normal: x− y = 0 )
Ejercicio 6.13 Encuentra la ecuacio´n de la recta tangente y de la recta
normal a 2x3 − x2y2 = 3x− y − 7 en P (1,−2).
(Sol.: recta tangente: x− y − 3 = 0, recta normal: x+ y + 1 = 0 )
Ejercicio 6.14 Encuentra la ecuacio´n del plano tangente y de la recta nor-
mal a la superﬁcie z =
�
x2 + y2
2
en P (1, 1, 4).
(Sol.: plano: 8x+ 8y − z − 12 = 0, recta:
x− 1
8
=
y − 1
8
=
z − 4
−1
)
Ejercicio 6.15 Encuentra la ecuacio´n del plano tangente y de la recta nor-
mal a xy2 + 2z2 = 12 en P (1, 2, 2).
(Sol.: plano: x+ y + 2z = 7, recta: x− 1 = y − 2 =
z − 2
2
. )
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6.1.3. Matriz Jacobiana
Una funcio´n vectorial f = (f1, f2, . . . , fm) de n variables se dira´ diferenciable
en un punto x0 de su dominio cuando cada componente fj lo sea. Por lo
visto antes, deben existir todas las derivadas parciales
∂fj
∂xk
(x0). Entonces,
se llama matriz jacobiana a la matriz (m× n)
Jf (x0) =


∂f1
∂x1
∂f1
∂x2
· · · ∂f1∂xn
∂f2
∂x1
∂f2
∂x2
· · · ∂f2∂xn
...
...
...
∂fm
∂x1
∂fm
∂x2
· · · ∂fm∂xn


donde todas las derivadas parciales esta´n evaluadas en el punto x0. Observa
que en cada ﬁla j se encuentra el gradiente de la componente fj .
Ejemplo 6.12 Calcula la matriz jacobiana del campo f(x, y) = (xy, x+y2).
Solucio´n: So´lo debemos calcular las derivadas parciales de cada componen-
te. As´ı pues,
Jf (x, y) =

y x
1 2y

6.2. Derivadas direccionales
Las derivadas parciales son derivadas en la direccio´n de los ejes de coor-
denadas. La deﬁnicio´n de derivada parcial se puede generalizar a cualquier
direccio´n deﬁnida por un vector u diferente de cero. Recordemos que un
vector unitario es un vector de norma uno.
Deﬁnicio´n 6.6 Para cada vector unitario u, el l´ımite
f u(x0) = l´ım
h→0
f(x+ hu)− f(x0)
h
si tiene sentido y existe, se denomina derivada direccional de f en x0 en la
direccio´n u.
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Como ya sabemos, las derivadas parciales de f representan las tasas de
variacio´n de f en las direcciones de los ejes de coordenadas i, j y k. La
derivada direccional f u proporciona la tasa de variacio´n de f en la direccio´n
de u.
En la Fig. 6.4 se muestra la interpretacio´n geome´trica de la derivada direc-
cional de una funcio´n de dos variables. Fijemos un punto (x, y) en el plano
xy, y sea C la curva interseccio´n de la superﬁcie z = f(x, y) y el plano s que
contiene el vector u y es perpendicular al plano xy. Entonces f u(x, y) es la
pendiente de la recta tangente T a la curva C en el punto (x, y, f(x, y)).
Figura 6.4: Interpretacio´n geome´trica de la derivada direccional
Nota: La deﬁnicio´n de derivada direccional en la direccio´n u requiere que
el vector u sea unitario. No obstante, podemos extender la deﬁnicio´n a vec-
tores arbitrarios no nulos: la derivada direccional de f en x en la direccio´n
de un vector no nulo w es f u(x) donde u =
w
||w||
es el vector unitario que
tiene la misma direccio´n que w.
Teorema 6.7 Si f es diferenciable en x, entonces f tiene derivada direccio-
nal en x en cualquier direccio´n u , donde u es un vector unitario y, adema´s,
se veriﬁca la igualdad
f u(x) = ∇f(x) · u .
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Ejercicio 6.16 Para los campos escalares de los Ejercicios 6.5, 6.6 y 6.7,
calcula la derivada direccional en las direcciones (0, 1, 2), (2, 3) y (3, 1), res-
pectivamente.
(Sol.:
1
√
5
,
52
√
3
3
, 0 )
Teniendo en cuenta las propiedades del producto escalar, la igualdad
f u(x) = ∇f(x) ·u .
puede escribirse como
f u(x) = ∇f(x) · u = ||∇f(x)|| ||u|| cos θ
donde θ es el a´ngulo entre ∇f(x) y u. Como −1 ≤ cos θ ≤ 1, tenemos que la
derivada direccional f u(x) sera´ ma´xima cuando cos θ = 1; es decir, cuando
θ = 0 o, equivalentemente, cuando u apunta en la direccio´n y sentido de
∇f(x). Adema´s, el valor ma´ximo sera´ ∇f(x).
Por otra parte, la derivada direccional f u(x) sera´ mı´nima cuando cos θ = −1;
es decir, cuando θ = π o, equivalentemente, cuando u apunta en la direccio´n
y sentido de −∇f(x). Adema´s, el valor mı´nimo sera´ −∇f(x).
Ya que la derivada direccional es la tasa de variacio´n de la funcio´n en la
direccio´n u considerada, se acaba de demostrar el siguiente resultado:
Teorema 6.8 Si f es una funcio´n diferenciable en el punto x0, entonces f
tiene ma´ximo crecimiento a partir del punto x0 en el sentido de su gradiente
(y la tasa de variacio´n es entonces ||∇f(x0)||) y tiene ma´ximo decrecimiento
a partir del punto x0 en el sentido contrario (y la tasa de variacio´n es entonces
−||∇f(x0)||).
Ejemplo 6.13 La temperatura en cada uno de los puntos de una placa
meta´lica viene dada por la funcio´n
T (x, y) = ex cos y + ey cosx .
(a) ¿En que´ direccio´n crece la temperatura ma´s ra´pidamente a partir del
punto (0, 0)? ¿Cua´l es la tasa de incremento?
(b) ¿En que´ direccio´n decrece ma´s ra´pidamente la temperatura a partir de
(0, 0)?
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Solucio´n: Basta aplicar el Teorema 6.8. Comencemos por calcular el gra-
diente de T :
∇T (x, y) = (ex cos y − ey sinx) i+ (ey cosx− ex sin y) j .
(a) A partir de (0, 0) la temperatura crece ma´s ra´pidamente en la direccio´n
del gradiente
∇T (0, 0) = i+ j
La tasa de variacio´n es
||∇T (0, 0)|| = ||i+ j|| =
√
2
(b) La temperatura decrece ma´s ra´pidamente a partir de (0, 0) en la direccio´n
de
−∇T (0, 0) = −i− j .
Ejercicio 6.17 Dada la funcio´n de densidad λ(x, y) = 48 −
4
3
x2 − 3y2,
encontrar la tasa de variacio´n del cambio de densidad (a) en (1,−1) en la
direccio´n en la que la densidad decrece ma´s ra´pidamente; (b) en (1, 2) en la
direccio´n de i y (c) en (2, 2) aleja´ndose del origen.
(Sol.: (a) −
2
3
√
97; (b) −
8
3
; (c) −
26
3
√
2 )
6.3. Derivadas parciales de orden superior
Recordemos que las derivadas parciales de un campo escalar si existen en
una bola de centro x0 deﬁnen un nuevo campo escalar y que, por tanto,
podemos calcular tambie´n sus derivadas parciales si se dan las circunstan-
cias convenientes para su existencia. Estas derivadas parciales se denominan
derivadas parciales de segundo orden y se denotan de la siguiente manera:
f xixj (x) =
∂2f
∂xj∂xi
(x) :=
∂
∂xj

∂f
∂xi

(x)
En el caso particular de ser i = j se escribe
∂2f
∂x2i
en lugar de
∂2f
∂xi∂xi
.
Fije´monos en el siguiente ejemplo:
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Ejemplo 6.14 Calcula las derivadas parciales de segundo orden del campo
escalar f(x, y) = x3y − x2y2.
Solucio´n: Calculamos primero las derivadas parciales
∂f
∂x
(x, y) = 3x2y − 2xy2
∂f
∂y
(x, y) = x3 − 2x2y
Ahora, para calcular
∂ 2f
∂x2
(x, y), so´lo hemos de volver a derivar respecto a la
variable x:
∂ 2f
∂x2
(x, y) =
∂
∂x
(3x2y − 2xy2) = 6xy − 2y2
El procedimiento para calcular
∂ 2f
∂y2
(x, y) es similar. Volvamos a derivar
respecto a la variable y:
∂ 2f
∂y2
(x, y) =
∂
∂y
(x3 − 2x2y) = −2x2
El ca´lculo de las otras derivadas parciales de segundo orden se realiza de una
forma similar. Para calcular
∂ 2f
∂x∂y
(x, y) derivamos respecto x la derivada
parcial de f respecto a y.
∂ 2f
∂x ∂y
(x, y) =
∂
∂x
(x3 − 2x2y) = x2 − 4xy
y, por u´ltimo, para calcular
∂ 2f
∂y ∂x
(x, y) derivamos respecto a y la derivada
parcial respecto a x de la funcio´n f :
∂ 2f
∂y ∂x
(x, y) =
∂
∂y
(3x2y − 2xy2) = 3x2 − 4xy
En el ejemplo anterior hemos visto que las derivadas cruzadas
∂2f
∂y∂x
(x, y)
y
∂2f
∂x∂y
(x, y) coinciden. Este hecho no es casual. Si las derivadas parciales
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de segundo orden existen en una bola que contiene al punto (x, y) y son
continuas en el punto (x, y), entonces las derivadas parciales cruzadas coin-
ciden en el punto (x, y). La igualdad anterior es consecuencia, por tanto, del
hecho de que el campo escalar f(x, y) = x3y−x2y2 satisface esta condicio´n.
Los campos escalares con los que trabajaremos a partir de ahora veriﬁcara´n
siempre la condicio´n anterior, por lo que so´lo tendremos que calcular una de
las dos derivadas cruzadas.
Las derivadas parciales segundas (como la derivada segunda en el caso de
funciones reales de variable real) se utilizara´n para estudiar si un campo
escalar tiene extremos locales. Si f es un campo escalar con derivadas par-
ciales de segundo orden continuas en una bola abierta que contiene al punto
x0, denotamos por H(x0) la matriz Hessiana de f en el punto x0 deﬁnida
como
H(x0) =


f x1x1 f

x1x2 · · · f

x1xn
f x2x1 f

x2x2 · · · f

x2xn
...
...
...
f xnx1 f

xnx2 · · · f

xnxn


donde todas las derivadas estaa´n evaluadas en x0. Notemos que la matriz
Hessiana H(x0) es una matriz sime´trica ya que las derivadas cruzadas coin-
ciden en el punto x0 y, por tanto, deﬁne una forma cuadra´tica.
Un razonamiento ana´logo permite deﬁnir las derivadas de tercer orden como
las derivadas parciales de las derivadas de segundo orden. Se denotara´n por
f

xixjxk(x) =
∂3f
∂xk∂xj∂xi
(x) :=
∂
∂xk

∂2f
∂xj∂xi

(x)
Ejemplo 6.15 Conside´rese f(x, y, z) = x2yz.
Solucio´n: Entonces,
∂f
∂z
= x2y ⇒
∂2f
∂x∂z
= 2xy ⇒
∂3f
∂y∂x∂z
= 2x
Adema´s,
∂3f
∂z∂x2
= 2y
141
142J. J. Font / S. Hernández / S. Macario - ISBN: 978-84-692-7408-8 Cálculo - UJI
∂3f
∂z∂x∂z
= 0
y as´ı sucesivamente.
Evidentemente, el proceso puede reiterarse, de forma que es posible deﬁnir
derivadas parciales de orden p mientras se puedan derivar las parciales de
orden p− 1.
En general, si un campo escalar admite derivadas parciales hasta un orden
p y todas son continuas, se dice que f es de clase Cp. Adema´s, cuando un
campo escalar es de clase Cp para cualquier orden p, se dice que es de clase
C∞.
6.4. Regla de la cadena
La llamada regla de la cadena se utiliza para derivar la composicio´n de
funciones, al igual que sucede con las funciones de una variable.
Teorema 6.9 Sean D ⊆ Rn y D ⊆ Rm abiertos, f : D −→ Rm una funcio´n
diferenciable en x0, con f(D) ⊆ D y g : D −→ Rp diferenciable en f(x0).
Entonces la composicio´n g ◦ f es diferenciable en x0 y adema´s,
Jg◦f (x0) = Jg(f(x0)) · Jf (x0)
A partir de e´l se deduce la regla de la cadena, que admite diversas versiones
segu´n sean las funciones involucradas. Por ejemplo, si se tiene una funcio´n
u = f(x, y, z) y cada variable x, y, z es, a su vez, funcio´n de una variable
t resulta que la funcio´n u es, en realidad, una funcio´n de t y tiene sentido
calcular
du
dt
(t0) =
∂f
∂x
dx
dt
+
∂f
∂y
dy
dt
+
∂f
∂z
dz
dt
donde las derivadas de f esta´n evaluadas en (x(t0), y(t0), z(t0)) y las deri-
vadas de x, y, z en t0.
Otro ejemplo ocurre cuando las variables x, y, z sean, a su vez, funciones de
varias variables: si u = f(x, y, z) y cada variable x, y, z es, a su vez, funcio´n
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de las variables s, t resulta que
∂u
∂t
=
∂f
∂x
∂x
∂t
+
∂f
∂y
∂y
∂t
+
∂f
∂z
∂z
∂t
donde cada derivada se evalu´a en su correspondiente punto y, ana´logamente
para la otra derivada parcial.
∂u
∂s
=
∂f
∂x
∂x
∂s
+
∂f
∂y
∂y
∂s
+
∂f
∂z
∂z
∂s
Ejemplo 6.16 Sea z = f

x2 − y2
x2 + y2

con f una funcio´n diferenciable. Cal-
cula el valor de la expresio´n
x
∂z
∂x
+ y
∂z
∂y
Solucio´n: Llamamos v =
x2 − y2
x2 + y2
. Entonces, z = f(v) con v una funcio´n
que depende de x e y. Aplicamos la regla de la cadena y obtenemos
∂z
∂x
=
df
dv
∂v
∂x
∂z
∂y
=
df
dv
∂v
∂y
Ahora,
df
dv
= f (v),
∂v
∂x
=
4xy2
(x2 + y2)2
,
∂v
∂y
=
−4x2y
(x2 + y2)2
por lo que
x
∂z
∂x
+ y
∂z
∂y
= xf (v)
4xy2
(x2 + y2)2
+ yf (v)
−4x2y
(x2 + y2)2
= f (v)

4x2y2
(x2 + y2)2
−
4x2y2
(x2 + y2)2

= 0
Ejemplo 6.17 Sea z = f(y/x), donde f es una funcio´n derivable. Calcula
el valor de la expresio´n
x2
∂2z
∂x2
+ 2xy
∂2z
∂x∂y
+ y2
∂2z
∂y2
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Solucio´n: Llamamos s = y/x y, entonces, z = f(s). Ahora aplicando la
regla de la cadena.
∂z
∂x
=
df
ds
∂s
∂x
=
df
ds
−y
x2
∂z
∂y
=
df
ds
∂s
∂y
=
df
ds
1
x
Para hacer las derivadas segundas se debe tener en cuenta que dfds sigue
dependiendo de la variable s y, entonces,
∂
∂x

df
ds

=
d2f
ds2
∂s
∂x
∂
∂y

df
ds

=
d2f
ds2
∂s
∂y
As´ı,
∂2z
∂x2
=
∂
∂x

df
ds

−y
x2
+
df
ds
2y
x3
=
d2f
ds2
∂s
∂x
−y
x2
+
df
ds
2y
x3
=
d2f
ds2
−y
x2
−y
x2
+
df
ds
2y
x3
=
y2
x4
d2f
ds2
+
2y
x3
df
ds
∂2z
∂y2
=
∂
∂y

df
ds

1
x
=
d2f
ds2
∂s
∂y
1
x
=
1
x2
d2f
ds2
∂2z
∂x∂y
=
∂
∂x

df
ds

1
x
+
df
ds
−1
x2
=
d2f
ds2
∂s
∂x
1
x
+
df
ds
−1
x2
=
d2f
ds2
−y
x2
1
x
+
df
ds
−1
x2
= −
y
x3
d2f
ds2
−
1
x2
df
ds
Finalmente,
x2
∂2z
∂x2
+ 2xy
∂2z
∂x∂y
+ y2
∂2z
∂y2
= x2

y2
x4
d2f
ds2
+
2y
x3
df
ds

+ 2xy

−
y
x3
d2f
ds2
−
1
x2
df
ds

+ y2

1
x2
d2f
ds2

= 0
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Ejercicio 6.18 Determina dfdt , mediante la regla de la cadena, en los si-
guientes casos: (a) f(x, y) = x2y3; x = t3, y = t2; (b) f(x, y) = x2y − y2x;
x = cos t, y = sin t.
(Sol.: (a) 12t11; (b)−2 sin t cos t(sin t+ cos t) + sin3 t+ cos3 t )
Ejercicio 6.19 Sea f(x, y) = 12x
2y + g(u, v), siendo g : R2 → R, con u =
ex cos y, v = ln y. Calcula (a) ∂f∂x (x, y); (b)
∂f
∂y (x, y) (H: Expre´salas en funcio´n
de ∂g∂u(u, v);
∂g
∂v (u, v)).
(Sol.: (a) xy + ex cos y ∂g∂u(u, v); (b)
x2
2 − e
x sin y ∂g∂u(u, v) +
1
y
∂g
∂v (u, v) )
6.5. Problemas adicionales
Ejercicio 6.20 Encuentra la ecuacio´n de la recta tangente y de la recta
normal a la curva x3 + y3 = 9 en P (1, 2).
(Sol.: recta tangente: x+ 4y − 9 = 0, recta normal: 4x− y − 2 = 0 )
Ejercicio 6.21 Encuentra la ecuacio´n del plano tangente y de la recta nor-
mal a la superﬁcie x3 + y3 = 3xyz en P (1, 2, 32).
(Sol.: plano: 4x− 5y + 4z = 0, recta:
x− 1
4
=
y − 2
−5
=
z − 32
4
)
Ejercicio 6.22 Halla la ecuacio´n del plano tangente a la gra´ﬁca de z(x, y)
deﬁnida por x2z + y2z2 + z3 = 1 en el punto (0, 0, 1).
(Sol.: z = 1 )
Ejercicio 6.23 Calcula el gradiente de la funcio´n f(x, y, z) = z ln

x
y

en
(1, 1, 2). Calcula la derivada direccional de la funcio´n f anterior en el punto
(1, 1, 2) y en la direccio´n del vector v = (1,−1, 1).
(Sol.: ∇f(1, 1, 2) = (2,−2, 0); f v(1, 1, 2) =
4
√
3
)
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En los ejercicios 6.24–6.25, encuentra un vector que indique la direccio´n en la
cual la funcio´n dada aumenta ma´s ra´pidamente en el punto indicado. Halla
la razo´n de cambio ma´xima.
Ejercicio 6.24 f(x, y) = e2x sin y; (0, π/4)
(Sol.:
√
2i+ (
√
2/2)j,

5/2 )
Ejercicio 6.25 F (x, y, z) = x2 + 4xz + 2yz2; (1, 2, −1)
(Sol.: −2i+ 2j− 4k, 2
√
6 )
En los ejercicios 6.26–6.27, obte´n un vector que indique la direccio´n en la cual
la funcio´n dada disminuye ma´s ra´pidamente en el punto indicado. Encuentra
la razo´n de cambio mı´nima.
Ejercicio 6.26 f(x, y) = tan (x2 + y2); (

π/6,

π/6)
(Sol.: −8

π/6i− 8

π/6j, −8

π/3 )
Ejercicio 6.27 F (x, y, z) =
√
xzey; (16, 0, 9)
(Sol.: −38 i− 12j−
2
3k,−
√
83281/24 )
Ejercicio 6.28 Considera una placa rectangular. La temperatura en un
punto (x, y) de la placa esta´ dada por T (x, y) =
5 + 2x2 + y2
x2 + y2
. Determina la
direccio´n en que un insecto debe ir, partiendo de (4, 2), para que se enfr´ıe
lo ma´s ra´pidamente posible. Calcula la tasa de variacio´n ma´xima.
(Sol.:
�
1
50 ,
21
100

;
√
445
100 )
Ejercicio 6.29 Un esquiador experto desea descender por una montan˜a lo
ma´s ra´pidamente posible. Suponiendo que el perﬁl de la montan˜a viene dado
por la gra´ﬁca de la funcio´n f(x, y) = x3y+2xy2+xy−2; calcula la direccio´n
que debe tomar cuando se encuentra en las coordenadas (1, 1, 2).
(Sol.: la que indica el vector (−6,−6) )
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Ejercicio 6.30 Sea z = f(x2 + y2) con f una funcio´n de clase C2. Calcula
x
∂z
∂y
− y
∂z
∂x
(Sol.: 0 )
Ejercicio 6.31 Sea z = f

x2 − y2
x2 + y2

con f una funcio´n diferenciable. Cal-
cula el valor de la expresio´n
x
∂z
∂x
+ y
∂z
∂y
(Sol.: 0 )
Ejercicio 6.32 Prueba que la funcio´n f(x, y) =
y
ϕ(x2 − y2)
satisface la
relacio´n
1
x
∂f
∂x
(x, y) +
1
y
∂f
∂y
(x, y) =
1
y2
f(x, y)
cualquiera que sea la funcio´n derivable ϕ(u).
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Tema 7
Teoremas del ca´lculo
diferencial
En este cap´ıtulo se abordara´n algunos de los resultados ma´s conocidos del
ca´lculo diferencial que, en general, se corresponden con generalizaciones ade-
cuadas de los cla´sicos teoremas del ca´lculo de una variable: teorema del valor
medio, teorema de Taylor, etc. Mencio´n aparte merece, por el uso necesario
de varias variables en su formulacio´n, el teorema de la funcio´n impl´ıcita;
resultado e´ste de mucha trascendencia tanto para el estudio posterior de
ma´ximos y mı´nimos de funciones como el estudio, en cursos ma´s avanzados,
de la teor´ıa y resolucio´n de ecuaciones diferenciales.
7.1. Teorema del valor medio
El teorema del valor medio, en funciones de una variable, trata del problema
de evaluar la diferencia f(x+ t)− f(x) estableciendo la conocida fo´rmula
f(x+ t)− f(x) = f (c)t
suponiendo la existencia de la derivada f  y siendo c un punto del intervalo
de extremos x y x+ t.
El problema de evaluar la diferencia f(x+ h)−f(x) para funciones de varias
variables, puede reducirse a un problema de funciones de una sola variable
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introduciendo una variable adicional t y considerando la funcio´n auxiliar
F (t) := f(x+ th)− f(x)
manteniendo ﬁjas las variables x y h. Entonces, conforme t var´ıa de 0 a 1,
el punto de coordenadas x+ th recorre el segmento rectil´ıneo que une x con
x+ h. Suponiendo expresamente que las derivadas parciales son continuas y
aplicando el Teorema del Valor Medio a F (t) en el intervalo [0, 1], se obtiene
F (1)− F (0) = F (θ)
donde 0 < θ < 1. Por otra parte, aplicando la regla de la cadena se obtiene
F (t) =
n
i=1
hi
∂f
∂xi
(x+ th)
y, ﬁnalmente, si h = (h1, . . . , hn), resulta
f(x+ h)− f(x) =
n
i=1
∂f
∂xi
(ξ)hi
donde ξ es un punto del segmento rectil´ıneo que une x y x+ h.
Este razonamiento se resume en
Teorema 7.1 Sea f : D ⊆ Rn −→ R una funcio´n con derivadas parciales
continuas en D, siendo e´ste un conjunto abierto y convexo. Entonces para
cada par de puntos x,x+ h ∈ D se veriﬁca
f(x+ h)− f(x) =
n
i=1
∂f
∂xi
(ξ)hi
donde ξ es un punto del segmento rectil´ıneo que une x y x+ h.
Una aplicacio´n de este teorema se da en el ca´lculo de errores. El problema
a abordar consiste en conocer co´mo afecta al valor de una funcio´n, el error
cometido en la determinacio´n del valor de las variables.
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Medicio´n de errores
En la mayor´ıa de los casos, los resultados obtenidos al utilizar aparatos
de medida para evaluar determinadas magnitudes contienen errores propios
de las mediciones aproximadas que se realizan. Au´n en el caso de obtener
medidas exactas, las operaciones llevadas a cabo por medio de ordenadores
son simplemente aproximaciones. Esto es debido, fundamentalmente, a la
precisio´n ﬁnita con que operan y almacenan los datos. Si a˜ es un valor
aproximado de una cantidad a, llamaremos error absoluto a la diferencia
(a) = a− a˜
Si (a) > 0 la aproximacio´n es por defecto y si (a) < 0 la aproximacio´n es
por exceso.
El error relativo de a se deﬁne como
r(a) =
(a)
a
=
a− a˜
a
, a = 0
Esta expresio´n parece poco u´til, porque en realidad a es una cantidad que
se desconoce. Por esta razo´n, cuando |(a)|  |a˜|, suele utilizarse la aproxi-
macio´n
r(a) ≈
(a)
a˜
En la pra´ctica suelen utilizarse cotas de estos errores. Una cota del error
absoluto de a es un nu´mero real positivo M tal que
|(a)| ≤M
De un modo similar, una cota del error relativo de a es un nu´mero real
positivo N tal que
|r(a)| ≤ N
Propagacio´n de errores
Supongamos que tenemos n cantidades (datos obtenidos por medio de me-
diciones, ca´lculos, etc.) agrupadas en un vector x = (x1, x2, . . . , xn) ∈ Rn
y sus correspondientes aproximaciones x˜ = (x˜1, x˜2, . . . , x˜n) ∈ Rn. Suponga-
mos tambie´n que f es una funcio´n de varias variables diferenciable en un
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dominio bastante amplio
f : Rn −→ R
x −→ f(x)
x˜ −→ f(x˜).
Nuestro objetivo es conocer co´mo se propagan los errores por medio de la
funcio´n f . Podemos pensar que la funcio´n f es un algoritmo o simplemente
un conjunto de operaciones aritme´ticas.
El error absoluto que se produce al actuar f sobre x viene dado por
(f(x)) = f(x)− f(x˜)
= f(x1, x2, . . . , xn)− f(x1 ± (x1), x2 ± (x2), . . . , xn ± (xn)),
y, aplicando el Teorema del Valor Medio,
f(x1, x2, . . . , xn)− f(x˜1, x˜2, . . . , x˜n) =
n
i=1
∂f
∂xi
(ξ)(xi − x˜i) (7.1)
donde ξ = x + α(x˜ − x) i α ∈ (0, 1). Por la continuidad de las derivadas
parciales, se puede suponer que
∂f
∂xi
(ξ) ≈
∂f
∂xi
(x˜), 1 ≤ i ≤ n, y calculando
valores absolutos, obtenemos ﬁnalmente una cota del error absoluto:
|(f(x))| ≤
n
i=1

∂f
∂xi
(x˜)
 · |(xi)| (7.2)
Ejemplo 7.1 El volumen de una pira´mide triangular (de base un tria´ngulo
equila´tero) de altura h y de arista de la base a es:
V =
√
3a2h
12
Al medir la arista de la base y la altura de la pira´mide se han obtenido
a = 24 ± 0,6 cm. y h = 95 ± 0,4 cm. ¿Que´ error ma´ximo tendra´ el ca´lculo
del volumen? ¿Cua´nto vale dicho volumen?
Solucio´n: Los datos conocidos son las cotas de los errores absolutos a y h
de las magnitudes a y h, respectivamente; es decir,
|a| ≤ 0,6; |h| ≤ 0,4
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por lo que, aplicando la fo´rmula (7.2), el error absoluto del volumen, V
vendra´ acotado por
|V | ≤

∂V
∂a
 |a|+

∂V
∂h
 |h|
de donde
|V | ≤

√
3ah
6
 |a|+

√
3a2
12
 |h|
y substituyendo los valores a = 24 y h = 95 se tiene
|V | ≤ 380
√
3 · 0,6 + 48
√
3 · 0,4 ≈ 428,16 cm
El volumen calculado ser´ıa de
V =
√
3a2h
12
≈ 7898,15 cm
con un error ma´ximo de 428,16 cm.
Ejercicio 7.1 El a´rea de un tria´ngulo es
1
2
ab sinC donde a y b son las
longitudes de dos lados y C es el a´ngulo comprendido. Al medirlos se ha
obtenido que a = 150 ± 0,5, b = 200 ± 0,5 y C = 60◦ ± 2◦. ¿Que´ error
tendra´ el ca´lculo del a´rea?
(Sol.: 337,58; 25% )
Ejercicio 7.2 El peso espec´ıﬁco de un cuerpo viene dado por la fo´rmula
s =
A
A−W
siendo A el peso en el aire y W el peso en el agua. ¿Cual es el error ma´ximo
posible en el valor calculado de s si A = 9 ± 0,01 Kg. y W = 5 ± 0,02 Kg.
Determina tambie´n el porcentaje ma´ximo del error cometido.
(Sol.: 0,0143; 0,639% )
Ejercicio 7.3 El principio de Arqu´ımedes establece que cuando un cuerpo
es sumergido en el agua, la diferencia entre los pesos del cuerpo en el aire y
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en el agua es igual al volumen del agua desplazada. Como consecuencia, la
densidad de un cuerpo puede calcularse mediante la fo´rmula
s =
m
m−m
donde s es la densidad, m es el peso del cuerpo en el aire y m el peso del
cuerpo en el agua (se trabaja con el sistema de unidades CGS, cent´ımetro–
gramo–segundo).
Si m = 100± 0,005 g. y m = 88± 0,008 g., encontrar el valor de la densidad
del cuerpo y el error ma´ximo en la medida de la densidad s.
(Sol.: s = 8,333± 0,0086 gr/cm3 )
En ocasiones, se conocen cotas de los errores relativos en las medidas lo
cual permite conocer, de nuevo, una cota del error relativo en la magnitud
calulada a partir de ellas.
Ejemplo 7.2 La fuerza de atraccio´n gravitatoria entre dos cuerpos de ma-
sas M y m separados a una distancia R, viene dada por la fo´rmula:
F = G
M ·m
R2
donde G es la constante de gravitacio´n universal. Si se considera que la masa
de uno de los cuerpos (M) permanece constante, estima el error ma´ximo en
el ca´lculo de la fuerza F cuando m tiene un error ma´ximo del 2% y la
distancia R del 3%.
Solucio´n: Sean m, R y F los errores absolutos de las magnitudes m, R y
F , respectivamente. Entonces, se sabe que
|m|
m
≤ 0,02 y
|R|
R
≤ 0,03
As´ı, aplicando la fo´rmula (7.2),
|F | ≤

∂F
∂m
 |m|+

∂F
∂R
 |R|
de donde
|F | ≤

GM
R2
 |m|+

−2GMm
R3
 |R|
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y dividiendo por F = GMmR2
|F |
F
≤
|m|
m
+ 2
|R|
R
≤ 0,02 + 2 · 0,03 = 0,08
y, por tanto, el error ma´ximo en F es del 8%.
Ejercicio 7.4 ¿Con que´ exactitud puede calcularse el volumen de un cilin-
dro circular recto, V = πr2h, a partir de mediciones de r y h que tienen un
error ma´ximo de 1%?
(Sol.: 3% )
Ejercicio 7.5 Si se quiere calcular el a´rea de un recta´ngulo largo y estrecho
a partir de las mediciones de la longitud y la altura, ¿que´ dimensio´n se ha
de medir con ma´s cuidado? Explica razonadamente la respuesta.
(Sol.: longitud )
7.2. Teorema de Taylor
El teorema del Valor Medio proporciona una aproximacio´n de primer orden,
tambie´n llamada lineal, al valor de la diferencia f(x+h)−f(x). En algunas
ocasiones se necesitan aproximaciones de orden superior y el me´todo para
conseguirlo lo proporcionan los me´todos de Taylor que permiten el desarrollo
de una funcio´n f(x) entorno a un punto x0 hasta un cierto orden que de-
pende, naturalmente, de la regularidad de la funcio´n f . Para los propo´sitos
de este curso baste enunciar el desarrollo de segundo orden.
Teorema 7.2 (Fo´rmula de Taylor de segundo orden) Si f es un campo es-
calar con derivadas parciales segundas continuas en una bola abierta Br(x0),
entonces para todo h tal que x0 + h ∈ Br(x0) tenemos
f(x0 + h)− f(x0) = ∇f(x0)·h+
1
2
hH(x0)ht + ||h|| 2Ex0(h)
donde H(x0) es la matriz hessiana de f en x0 y Ex0(h) es una funcio´n que
tiende a 0 cuando h→ 0.
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Ejemplo 7.3 Expresa el polinomio p(x, y) = y2+3xy−2x2+1 en potencias
de x− 1 e y + 1.
Solucio´n: Como se trata de un polinomio de segundo grado, basta aplicar
el desarrollo de segundo orden a p(x, y) en el punto x0 = (1,−1). Llamando
h = (x− 1, y + 1), se tiene
p(x0 + h) = p(x0) +∇p(x0)·h+
1
2
hH(x0)ht
En primer lugar,
p(1,−1) = −3
Ahora, las derivadas parciales,
∂p
∂x
= 3y − 4x ⇒
∂p
∂x
(1,−1) = −7
∂p
∂y
= 2y + 3x ⇒
∂p
∂x
(1,−1) = 1
y las de segundo orden,
∂2p
∂x2
= −4
∂2p
∂x∂y
= 3
∂2p
∂y2
= 2
por tanto,
p(x, y) = −3 + (−7, 1) · (x− 1, y + 1) +
1
2
(x− 1, y + 1)

−4 3
3 2

x− 1
y + 1

y, operando,
p(x, y) = −3− 7(x− 1) + (y + 1)− 2(x− 1)2 + 3(x− 1)(y + 1) + (y + 1)2
Ejercicio 7.6 Expresa el polinomio p(x, y) = x2+ y2 en potencias de x− 1
e y − 1.
(Sol.: 2 + 2(x− 1) + 2(y − 1) + (x− 1)2 + (y − 1)2 )
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7.3. Teorema de la Funcio´n Inversa
Cuando se resuelve un sistema de ecuaciones lineales determinado, es posible
expresarlo en forma matricial Ax = b y se sabe que la solucio´n viene dada
por x = A−1b. Cuando el sistema de ecuaciones es no lineal, ya no puede
representarse por una matriz sino por un sistema de funciones:
F1(x1, . . . , xn) = b1
F2(x1, . . . , xn) = b2
...
Fn(x1, . . . , xn) = bn



que, llamando F = (F1, F2, . . . , Fn), puede escribirse abreviadamente
F(x) = b
En el caso de existir la funcio´n inversa F−1, la solucio´n vendra´ dada por
x = F−1(b).
En este apartado veremos condiciones suﬁcientes para que eso ocurra, pre-
servando, adema´s, dicha funcio´n las propiedades de regularidad, continuidad
y diferenciabilidad, de la funcio´n F.
Empecemos recordando algunos conceptos ba´sicos de las funciones inversas:
una aplicacio´n f : A −→ B admite inversa si existe g : B −→ A tal que
f ◦ g = idB y g ◦ f = idA
Si tal aplicacio´n g existe, es u´nica y se llama la inversa de f , la cual se
representa por g = f−1.
Puede comprobarse que f admite inversa si, y so´lo si, f es biyectiva; es decir,
elementos distintos deA tienen ima´genes distintas enB (inyectividad) y cada
elemento de B es imagen (u´nica) de un elemento de A (sobreyectividad).
Deﬁnicio´n 7.3 Sea f : D ⊆ Rn −→ Rn con D un conjunto abierto. Se
dice que f es localmente biyectiva en x0 ∈ D si existe un entorno abierto de
x0, U , tal que
f : U −→ f(U) es biyectiva
La funcio´n f−1 : f(U) −→ U se llama inversa local de f en x0.
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A continuacio´n se vera´n condiciones suﬁcientes para garantizar la existencia
de inversa local diferenciable:
Teorema 7.4 (Funcio´n Inversa) Sean f : D ⊆ Rn −→ Rn con D un
conjunto abierto y x0 ∈ D tales que
(i) f es de clase C1 en D
(ii) Det (Jf (x0)) = 0
siendo Jf (x0) la matriz jacobiana de f en x0. Entonces, existen U y V
entornos abiertos de x0 y f(x0), respectivamente, veriﬁcando
1. f : U −→ V es biyectiva
2. f−1 : V −→ U es de clase C1 en V
3. Jf−1(f(x)) = (Jf (x))
−1 , ∀ x ∈ U
Ejemplo 7.4 Sea f : R2 −→ R2 deﬁnida como f(x, y) = (ex cos y , ex sin y).
Sea (a, b) ∈ R2. Vamos a comprobar las hipo´tesis del teorema de la funcio´n
inversa.
(i) Comprobamos que las derivades parciales son funciones continuas.
∂f1
∂x
(x, y) = ex cos y
∂f1
∂y
(x, y) = − ex sin y



⇒ f1 ∈ C1(R2)
∂f2
∂x
(x, y) = ex sin y
∂f2
∂y
(x, y) = ex cos y



⇒ f2 ∈ C1(R2)



⇒ f ∈ C1(R2)
(ii) |Jf (a, b)| =

ea cos b − ea sin b
ea sin b ea cos b
 = e
a = 0
y, aplicando el teorema anterior, existen U, V entornos abiertos de (a, b) y
f(a, b), respectivamente, de manera que
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1. f : U −→ V es biyectiva
2. f−1 : V −→ U es de clase C1 en V
3. Jf−1(f(x, y)) = (Jf (x, y))
−1 , ∀ (x, y) ∈ U
Es decir, f admite inversa local en cada punto (a, b) ∈ R2. No obstante, f
no admite inversa global en R2 porque f no es inyectiva en R2 ya que
f(x, y) = f(x, y + 2π)
Ejercicio 7.7 Sea la funcio´n f(x, y, z) = (ex, sin(x + y), ez). Prueba que f
es localmente inversible en (0, 0, 0), pero no admite una inversa en ningu´n
entorno de (0, 0, 0) que contenga a (0, π, 0).
7.4. Teorema de la Funcio´n Impl´ıcita
Ocurre con frecuencia que determinadas magnitudes f´ısicas vienen relacio-
nadas entre s´ı por una fo´rmula en la que no es posible despejar alguna de
ellas en funcio´n de las otras; por ejemplo, las ecuaciones de estado de un
gas de la termodina´mica, que relacionan el volumen V , la presio´n P y la
temperatura T . Sin embargo, cabe esperar que, ﬁjando una presio´n y una
temperatura determinadas, pueda calcularse el volumen que ocupa el gas.
Este ejemplo ilustra el concepto de funcio´n deﬁnida impl´ıcitamente por una
ecuacio´n, que se desarrolla a continuacio´n.
Una ecuacio´n de la forma y = f(x) se dice que deﬁne expl´ıcitamente a y
como funcio´n de x. En realidad, toda ecuacio´n puede interpretarse como una
relacio´n entre las variables (x, y): para cada valor de x puede encontrarse
un valor de y de forma que (x, y) veriﬁca la relacio´n dada. Para que esta
relacio´n sea entendida como una funcio´n hay que exigir la unicidad de la
imagen y.
As´ı pues, cuando se tiene una ecuacio´n de la forma F (x, y) = 0, se dice que
deﬁne impl´ıcitamente a y como funcio´n de x, si para cada x existe un u´nico
y de forma que (x, y) veriﬁca F (x, y) = 0.
Adema´s, ser´ıa conveniente que las propiedades de F (continuidad, diferen-
ciabilidad,...) tambie´n las conserve la funcio´n impl´ıcita, as´ı deﬁnida.
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Se vera´n, a continuacio´n, condiciones suﬁcientes para garantizar la existencia
de funcio´n impl´ıcita en un entorno de un punto. Para dar la versio´n gene-
ral del teorema, aplicable a un sistema de m ecuaciones con n inco´gnitas,
sera´ necesario antes introducir alguna notacio´n espec´ıﬁca:
Conside´rese una ecuacio´n de la forma F(z) = 0 donde la funcio´n F esta´ de-
ﬁnida F : D ⊆ Rp+q −→ Rq; es decir, el sistema tiene ma´s variables que
ecuaciones. Se buscan condiciones suﬁcientes para que esta ecuacio´n deﬁna
impl´ıcitamente q funciones de p variables. Por comodidad se supondra´ que
se desean escribir las q u´ltimas variables en funcio´n de las p primeras. Para
distinguirlas con claridad se representara´n con letras distintas; es decir, se
escribira´n las variables de F como
F(x1, x2, . . . , xp, y1, y2, . . . , yq) = F(x,y)
Adema´s, si F = (F1, F2, . . . , Fq) y (a,b) ∈ D se denotara´
Det

∂(F1, F2, . . . , Fq)
∂(y1, y2, . . . , yq)
(a,b)

=

∂F1
∂y1
(a,b) · · ·
∂F1
∂yq
(a,b)
...
. . .
...
∂Fq
∂y1
(a,b) · · ·
∂Fq
∂yq
(a,b)

Teorema 7.5 (Funcio´n Impl´ıcita) Sean F : D ⊆ Rp+q −→ Rq, con D un
conjunto abierto, y (a,b) ∈ D tales que
(i) F(a,b) = 0
(ii) F de clase Cm en D (m ≥ 1)
(iii) Det

∂(F1, F2, . . . , Fq)
∂(y1, y2, . . . , yq)
(a,b)

= 0
Entonces, existen W ⊆ Rp, entorno abierto de a, y una u´nica funcio´n de p
variables f :W −→ Rq, f = (f1, f2, . . . , fq), veriﬁcando
1. f(a) = b
2. f es de clase Cm en W
3. F(x, f1(x), f2(x), . . . , fq(x)) = 0, ∀ x ∈W
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Notad que la condicio´n (3) de la conclusio´n nos dice que las variables yj
pueden identiﬁcarse con las funciones fj(x), 1 ≤ j ≤ q, lo que equivale a
decir que esta´n deﬁnidas impl´ıcitamente por el sistema de ecuaciones.
Ejemplo 7.5 Sean
F1(x, y, z) = xy2 − 2yz + z3 − 8
F2(x, y, z) = x2 + y2 + z2 + xy − x+ y + z
El sistema
F1(x, y, z) = 0
F2(x, y, z) = 0

deﬁne impl´ıcitamente a y y z como funciones de x en un entorno del punto
P (2,−2, 0).
Solucio´n: Se comprueban las hipo´tesis del teorema de la funcio´n impl´ıcita:
(i) F1(P ) = 2 ·(−2)2−8 = 0, F2(P ) = 22+(−2)2+2 ·(−2)−2+(−2) = 0.
(ii) F1, F2 ∈ C1(R3), por ser funciones polino´micas.
(iii)

∂(F1, F2)
∂(y, z)
(P )
 = 0:

2xy − 2z −2y + 3z2
2y + x+ 1 2z + 1

(x,y,z)=(2,−2,0)
=

−8 4
−1 1
 = −4
Entonces, existen un entorno abierto V ⊆ R de x = 2, y una u´nica funcio´n
f : V −→ R2, f = (f1, f2), veriﬁcando
1. f(2) = (−2, 0)
2. f ∈ C1(V )
3.
F1(x, f1(x), f2(x)) = 0
F2(x, f1(x), f2(x)) = 0

∀x ∈ V .
Esta u´ltima condicio´n permite, adema´s, calcular las derivadas de f en x = 2
(derivacio´n impl´ıcita):
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Se sabe del apartado (3) anterior que
xf21 (x)− 2f1(x)f2(x) + f
3
2 (x)− 8 = 0
x2 + f21 (x) + f
2
2 (x) + xf1(x)− x+ f1(x) + f2(x) = 0


 ∀x ∈ V.
Derivando este sistema respecto de x se obtiene:
f21 (x) + 2xf1(x)f

1(x)− 2(f

1(x)f2(x) + f1(x)f

2(x)) + 3f
2
2 (x)f

2(x) = 0
2x+ 2f1(x)f 1(x) + 2f2(x)f

2(x) + f1(x) + xf

1(x)− 1 + f

1(x) + f

2(x) = 0



Particularizando para x = 2, se tiene
f21 (2) + 4f1(2)f

1(2)− 2(f

1(2)f2(2) + f1(2)f

2(2)) + 3f
2
2 (2)f

2(2) = 0
4 + 2f1(2)f 1(2) + 2f2(2)f

2(2) + f1(2) + 2f

1(2)− 1 + f

1(2) + f

2(2) = 0



Y, teniendo en cuenta el apartado (1) de la conclusio´n, se conocen los valores
f1(2) = −2 y f2(2) = 0, por lo que resulta el sistema:
4− 8f 1(2) + 4f

2(2) = 0
4− 4f 1(2)− 2 + 2f

1(2)− 1 + f

1(2) + f

2(2) = 0



y, agrupando los te´rminos,
−8f 1(2) + 4f

2(2) = −4
−f 1(2) + f

2(2) = −1



que es un sistema lineal cuya solucio´n es:
f 1(2) = 0 f

2(2) = −1
Ejercicio 7.8 Demuestra que y cosx = 0 deﬁne una funcio´n impl´ıcita
diferenciable y = ϕ(x) en un entorno de (0,0) . Calcula ϕ(0).
(Sol.: ϕ(0) = 0 )
Ejercicio 7.9 Comprueba que la ecuacio´n x2 + xy + y3 = 11 deﬁne a y
como funcio´n impl´ıcita de x en un entorno de x = 1, en el cual toma el valor
y = 2. Calcula las derivadas primera y segunda de y en x = 1.
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(Sol.: y(1) = −413 ; y
(1) = −426133 )
Ejercicio 7.10 Comprueba que la ecuacio´n x2 + y2 + z2 = 49 deﬁne a
z = φ(x, y) impl´ıcitamente en un entorno de (6,−3), tomando en ese punto
el valor z = −2. Calcula el gradiente de φ en (6,−3).
(Sol.: (3,−32) )
7.5. Problemas adicionales
Ejercicio 7.11 La hipotenusa de un tria´ngulo recta´ngulo mide 15,4±0,1 cm.
y uno de sus catetos 6,8 ± 0,1 cm. ¿Con que´ exactitud puede calcularse el
otro cateto?
(Sol.: error ma´ximo de 0,16 cm )
Ejercicio 7.12 En un experimento para determinar el valor de la acelera-
cio´n g de la gravedad, se mide el tiempo t de ca´ıda, en segundos, de un
cuerpo que se deja caer una distancia ﬁjada x partiendo del reposo . La
fo´rmula utilizada es, entonces,
g =
2x
t2
Si los aparatos de medida, permiten establecer un error ma´ximo para x del
1% y para t del 0,5%. ¿Cua´l es el error ma´ximo que cabe esperar en la
determinacio´n de g?
(Sol.: 3% )
Ejercicio 7.13 El momento de inercia de una varilla longitudinal, de masa
m y longitud h, respecto a un eje que pase por uno de sus extremos viene
dado por la fo´rmula
I = m
h2
3
Determina el error ma´ximo en el momento de inercia de una varilla si h =
4± 0,1 cm y m = 3± 0,1 gr.
(Sol.: 1,333 gr.cm2 )
162
163J. J. Font / S. Hernández / S. Macario - ISBN: 978-84-692-7408-8 Cálculo - UJI
Ejercicio 7.14 Desarrolla la funcio´n f(x, y) = x2 + xy + y2 en potencias
de (x− 1) e (y − 2) mediante el polinomio de Taylor.
(Sol.: 7 + 4(x− 1) + 5(y − 2) + (x− 1)2 + (x− 1)(y − 2) + (y − 2)2 )
Ejercicio 7.15 Desarrolla la funcio´n e2x cos(y) en forma de polinomio de
Taylor, hasta el segundo orden, en el punto (0, 0).
(Sol.: f(x, y) ≈ 1 + 2x+ 4x2 − y2 )
Ejercicio 7.16 Halla el polinomio de Taylor de segundo orden de la fun-
cio´n f(x, y) = ey sin(x), en el punto (π, 0). Util´ızalo para obtener un valor
aproximado de f(3.14, 0.01) y compa´ralo con el valor obtenido mediante la
aproximacio´n lineal del plano tangente. (Toma π = 3.141592 en los ca´lculos)
(Sol.: f(x, y) ≈ π − x−
1
2
(x− π)y; f(3.14, 0.01) = 0.0016;
L(3.14, 0.01) = 0.001592 )
Ejercicio 7.17 Sea la funcio´n
g : R2 −→ R2
(x, y) −→ (ex+y sin y, ex+y cos y)
¿En que´ puntos de R2 admite g inversa local? ¿Admite g inversa en R2?
(Sol.: Admite inversa local en cada punto de R2, pero no admite inversa
global. )
Ejercicio 7.18 Prueba que f(x, y) = (ex−y, y + 2)) admite inversa diferen-
ciable en un entorno de (0, 0). Halla Jf−1(1, 2).
(Sol.:

1 1
0 1

)
Ejercicio 7.19 Prueba que el sistema de ecuaciones
x cos y + y cos z + z cosx = π
x2 + y2 + z2 − xy = π2

deﬁne impl´ıcitamente una funcio´n diferenciable f(x) = (f1(x), f2(x)) en un
entorno del punto x = 0 de forma que f1(0) = 0 y f2(0) = π. Calcula f 1(0)
y f 2(0).
(Sol.: f 1(0) = 1, f

2(0) = 0 )
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Ejercicio 7.20 Halla todos los posibles valores de z0 para que la ecuacio´n
x2 − xz + z2 + yz = 4 deﬁna impl´ıcitamente a z como funcio´n de x e y en
un entorno del punto (1, 3, z0).
(Sol.: z0 = 1 y z0 = −3 )
Ejercicio 7.21 Considera el sistema de ecuaciones
xy + xz + yz = 1
−x+ y + z2 = 2

(a) Prueba que el sistema de ecuaciones deﬁne impl´ıcitamente a y y z
como funciones de x en un entorno del punto (0, 1, 1).
(b) Sea G(x) = log(yz), donde y = y(x) y z = z(x) representan las fun-
ciones impl´ıcitas del apartado anterior. Halla el valor de G(0).
(Sol.: (b) G(0) = −2 )
Ejercicio 7.22 Sea z(x, y) la funcio´n deﬁnida impl´ıcitamente por la ecua-
cio´n
x2 + y2 + z2
xy2 + x2y
= 3 veriﬁcando que z(1, 1) = 2. Halla el valor del para´me-
tro a ∈ R para que la derivada direccional f (a,a)(1, 1) = 2.
(Sol.: a =
4
√
2
7
)
Ejercicio 7.23 Sea f(x, y) la funcio´n deﬁnida impl´ıcitamente por las ecua-
ciones
x sin y + eu− ev = 0
ex+y −v cosu = 1

en un entorno del punto (x0, y0, u0, v0) = (−π, π, 0, 0). Demuestra que f
admite inversa local diferenciable en (−π, π) y calcula la matriz jacobiana
Jf−1(0, 0).
(Sol.: Jf−1(0, 0) =
1
π

1 π − 1
−1 1

)
Ejercicio 7.24 El volumen V , la presio´n P y la temperatura T de un gas
de Van der Waals estan relacionados por la fo´rmula
P =

RT
V − β

−
α
V 2
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con α, β y R constantes. Si el volumen V es una funcio´n de P y de T
demuestra que
∂V
∂T
=
RV 3
PV 3 + α(V − 2β)
Ejercicio 7.25 La ecuacio´n de Dieterici del estado de un gas es
P (V − b) e
a
RV T = RT,
donde P es la presio´n, V el volumen y T la temperatura del gas en un
instante determinado y siendo a, b y R constantes. Demuestra la fo´rmula
∂V
∂T
=

R+
a
V T
 RT
V − b
−
a
V 2
−1
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Tema 8
Extremos
La cuestio´n de determinar los ma´ximos y mı´nimos que alcanza una fun-
cio´n es de gran importancia en muchos problemas de ingenier´ıa, economı´a y
ciencias en general. Cuando el problema puede reducirse a una sola variable,
conocemos me´todos para resolverlo matema´ticamente: se buscan los valores
que anulan la derivada y se determina su comportamiento como ma´ximo o
mı´nimo segu´n el valor que toma la derivada segunda. Cuando el nu´mero de
variables es mayor, disponemos de criterios parecidos que veremos en este
cap´ıtulo y que, como de costumbre, generalizan lo que ocurre en el caso de
una variable real.
8.1. Extremos libres
En esta seccio´n estudiaremos co´mo calcular los valores extremos de cam-
pos escalares deﬁnidos en un conjunto abierto. Las deﬁniciones ba´sicas son
similares a las deﬁniciones de funciones reales de variable real.
Deﬁnicio´n 8.1 Sea f : D ⊂ Rn −→ R un campo escalar y x0 un punto que
pertenece a una bola contenida en D. Diremos que f tiene un ma´ximo local
en x0 si
f(x0) ≥ f(x)
para todo x perteneciente a una cierta bola de centro x0 (ver Fig. 8.1(a)).
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Diremos que f tiene un mı´nimo local en x0 si
f(x0) ≤ f(x)
para todo x perteneciente a una cierta bola de centro x0 (ver Fig. 8.1(b)).
Como en el caso de las funciones reales de variable real, hablaremos de
valores extremos para referirnos simulta´neamente a los ma´ximos locales y a
los mı´nimos locales.
En el caso de funciones reales de una variable real sabemos que si la funcio´n
f tiene un extremo local en un punto x0, entonces la derivada f (x0) = 0 o
no existe tal derivada. En el caso de campos escalares tenemos un resultado
similar.
Teorema 8.2 Si un campo escalar f tiene un extremo local en x0, entonces
o bien∇f(x0) = 0 (cuando f es diferenciable en x0) o bien∇f(x0) no existe.
Los puntos en los que el gradiente se anula o no existe se denominan puntos
cr´ıticos. Por el teorema anterior son los u´nicos puntos en los que un campo
escalar puede tener un extremo local. Los puntos en los que el gradiente se
anula se denominan puntos estacionarios. Llamaremos puntos de ensilladura
a los puntos estacionarios en los que la funcio´n no tiene un extremo local
(ver Fig. 8.1(c)).
Si x0 es un punto estacionario de un campo escalar f , la fo´rmula de Taylor
de segundo orden nos dice que
f(x0 + h)− f(x0) =
1
2
hH(x0)ht + ||h|| 2Ex0(h)
Podemos interpretar esta igualdad como que el signo de la diferencia f(x0+
h) − f(x0) depende del signo de la forma cuadra´tica H(x0) cuando los
puntos x0 y x0+h esta´n suﬁcientemente pro´ximos. Por tanto, la naturaleza
del punto estacionario x0 puede analizarse clasiﬁcando la forma cuadra´tica
asociada a la matriz Hessiana H(x0). Podemos utilizar, pues, los criterios
de clasiﬁcacio´n de formas cuadra´ticas para estudiar si el punto estacionario
x0 es un ma´ximo local, un mı´nimo local o un punto de ensilladura.
Aunque, como ya se ha dicho, se puede utilizar cualquier criterio de clasiﬁ-
cacio´n de formas cuadra´ticas, vamos a establecer uno de ellos que usa como
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u´nica informacio´n las entradas en la matriz hessiana. Para ello, empezamos
con algo de notacio´n.
Dada una matriz cuadrada H,
H =


a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
an1 an2 · · · ann


entonces llamaremos menores principales de H, que representaremos por
H1,H2, . . . ,Hn, a los determinantes siguientes:
H1 = a11, H2 =

a11 a12
a21 a22
 , . . . , Hn = det(H)
Teorema 8.3 (Criterio de las derivadas parciales segundas) Supon-
gamos que f tiene derivadas parciales de segundo orden continuas en una
bola que contiene al punto estacionario x0. Sea H la matriz hessiana de la
funcio´n f en x0. Entonces,
1. Si Hj > 0,para todo 1 ≤ j ≤ n, entonces f alcanza un mı´nimo local
en x0.
2. Si Hj < 0 cuando j es impar y Hj > 0 cuando j es par, entonces f
alcanza un ma´ximo local en x0.
3. En otro caso, el criterio no clasiﬁca.
En el caso particular de funciones de dos variables podemos aﬁrmar un poco
ma´s.
Teorema 8.4 Supongamos que f tiene derivadas parciales de segundo or-
den continuas en una bola que contiene el punto (x, y) el cual es un punto
estacionario, es decir, ∇f(x, y) = (0, 0). Sean
A =
∂ 2f
∂x2
(x, y), B =
∂ 2f
∂x ∂y
(x, y), C =
∂ 2f
∂y2
(x, y),
y sea D = AC −B2. Entonces,
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(a) si D > 0 y A < 0, el punto (x, y) es un ma´ximo local;
(b) si D > 0 y A > 0, el punto (x, y) es un mı´nimo local;
(c) si D < 0, el punto (x, y) es un punto de ensilladura.
(Observa que, segu´n la notacio´n del Teorema 8.3, A = H1 y D = H2 por lo
que la informacio´n adicional que proporciona este teorema es la clasiﬁcacio´n
de los puntos de ensilladura)
(a) A < 0, D > 0 (b) A > 0, D > 0
(c) D < 0
Figura 8.1: Tipos de extremos
Ejemplo 8.1 Encuentra los extremos locales del campo escalar dado por
z = x5y + xy5 + xy.
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Solucio´n: Comencemos por calcular los puntos cr´ıticos, que son la solucio´n
del sistema: 


∂f
∂x
(x, y) = y(5x4 + y4 + 1) = 0
∂f
∂y
(x, y) = x(5y4 + x4 + 1) = 0
Como los factores 5x4+y4+1 y 5y4+x4+1 son siempre positivos, deducimos
que la u´nica solucio´n es el punto (0, 0), que es el u´nico punto cr´ıtico de f .
Calculemos ahora las derivadas de segundo orden:
∂ 2z
∂x2
(x, y) = 20x3y ,
∂ 2z
∂x ∂y
(x, y) = 5x4 + 5y4 + 1 ,
∂ 2f
∂y2
(x, y) = 20xy3;
y, al evaluarlas en el punto cr´ıtico: A = 0, B = 1 y C = 0; por lo que,
D = AC−B2 = −1 y, segu´n el Teorema 8.4, z tiene un punto de ensilladura
en (0, 0) (ver Fig. 8.2).
Figura 8.2: Gra´ﬁca de z = x5y + xy5 + xy.
Ejercicio 8.1 Encuentra los extremos locales del siguiente campo escalar:
f(x, y) = −xye−(x
2+y2)/2
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(Sol.: Punto de ensilladura en (0, 0); mı´nimos locales en (1, 1) y (−1,−1);
ma´ximos locales en (1,−1) y (−1, 1)) )
Ejercicio 8.2 Sea f(x, y) = x2 − 2xy + y2. Para f tenemos que D = 0.
¿Podr´ıas decir si los puntos cr´ıticos son ma´ximos locales, mı´nimos locales o
puntos de ensilladura?
(Sol.: Los puntos cr´ıticos son mı´nimos locales) )
Ejercicio 8.3 Clasiﬁca los puntos cr´ıticos del siguiente campo escalar:
z = (x2 + 3y2) e1−x
2−y2
(Sol.: Mı´nimo en (0, 0) y ma´ximo en (0, 1) y (0,−1);
puntos de ensilladura en (1, 0) y (−1, 0)) )
Ejercicio 8.4 Clasiﬁca los puntos cr´ıticos del campo escalar f(x, y) = 2x2+
y2 − xy − 7y .
(Sol.: Mı´nimo local en (1, 4).) )
8.2. Extremos condicionados
En la seccio´n anterior hemos estudiado los extremos de funciones deﬁnidas
en un abierto. Sin embargo, en muchos problemas los extremos deben deter-
minarse cuando las variables esta´n sujetas a una serie de restricciones (que
ya no constituyen un conjunto abierto).
Sea f : A ⊂ Rn −→ R con A abierto de Rn y sea X ⊂ A. Se considera la
restriccio´n
f
X
: X −→ R
x → f(x)
es decir, es la funcio´n f al considerarla evaluada so´lo en los puntos del sub-
conjunto X. Es evidente que los extremos locales de f sera´n, en general,
distintos de los de f|X ; incluso tambie´n ocurrira´ que no comparten siquiera
los mismos puntos cr´ıticos. El problema de determinar los extremos locales
de f|X se llama un problema de extremos condicionados, aludiendo al he-
cho de que las variables (x1, x2, . . . , xn) vienen ligadas por la condicio´n de
pertenecer a X. Para determinar condiciones anal´ıticas que garanticen la
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existencia de extremos condicionados, deben imponerse unas ciertas condi-
ciones de regularidad tanto para la funcio´n f como para el conjunto X.
En esta seccio´n vamos a estudiar los extremos de funciones sujetas a restric-
ciones de la forma
X = {x ∈ Rn : g(x) = 0}
donde g es una funcio´n de clase Cp con m < n componentes; es decir, un
sistema de m ecuaciones con n inco´gnitas pero siempre con menor nu´mero
de ecuaciones que de inco´gnitas.
As´ı, en lo que sigue, f : A ⊂ Rn −→ R sera´ una funcio´n de una cierta clase
Cp en A y X sera´ un conjunto de esa forma.
Vamos a distinguir dos posibilidades para el conjunto de restricciones X,
segu´n podamos despejar o no m variables del sistema en funcio´n de las
n−m variables restantes.
8.2.1. Me´todo de reduccio´n de variables
Suponemos, pues, que tenemos una funcio´n de n variables f(x1, x2, . . . , xn) y
queremos hallar los extremos de la funcio´n f cuando las variables (x1, . . . , xn)
esta´n ligadas por un sistema dem ecuaciones de la forma F(x) = 0. El me´to-
do consiste en despejar m variables en funcio´n de las otras y substituirlas en
la funcio´n f , por lo que el problema se reducira´ a un problema de extremos
libres para una funcio´n de n−m variables. Vea´moslo en un ejemplo.
Ejemplo 8.2 Una part´ıcula de masa m esta´ dentro de una caja de dimen-
siones x, y, z y tiene la energ´ıa de estado
E(x, y, z) =
k2
8m

1
x2
+
1
y2
+
1
z2

donde k es una constante f´ısica. Si el volumen de la caja es de 8 dm3, halla
los valores de x, y, z que minimizan la energ´ıa de estado.
Solucio´n: Dado que el volumen de la caja viene dado por xyz = 8; se trata
de resolver el problema de extremos condicionados:
Min. E(x, y, z) =
k2
8m

1
x2
+
1
y2
+
1
z2

c.p. xyz = 8
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De la restriccio´n, puede despejarse, por ejemplo la varibale z =
8
xy
y, subs-
tituyendo en la funcio´n E, el problema se reduce a
Min. E(x, y) =
k2
8m

1
x2
+
1
y2
+
x2y2
64

Por tanto, se reduce a un problema de extremos libres, en las variables x e
y. Basta, pues, aplicar el procedimiento visto en al seccio´n anterior.
(a) Puntos cr´ıticos. Se resuelve el sistema:
Ex =
k2
8m

−
2
x3
+
2xy2
64

= 0
Ey =
k2
8m

−
2
y3
+
2x2y
64

= 0



⇒
2
x3
=
xy2
32
2
y3
=
x2y
32



⇒
64 = x4y2
64 = x2y4

Entonces, teniendo en cuenta que x e y son dimensiones de una caja y han
de ser positivas ambas:
x4y2 = x2y4 ⇒ x2 = y2 ⇒ x = y
Substituyendo en la primera ecuacio´n:
64 = x6 ⇒ x = 6
√
64 = 2
de donde se obtiene el punto cr´ıtico: A(2, 2).
(b) Clasiﬁcacio´n. Se calcula la matriz hessiana:
H =
k2
8m


6
x4
+
y2
32
xy
16
xy
16
6
y4
+
x2
32


y, substituyendo los valores en el punto cr´ıtico,
H =
k2
8m


6
16
+
4
32
4
16
4
16
6
16
+
4
32

⇒ H =
k2
8m


1
2
1
4
1
4
1
2


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de donde,
H1 =
k2
8m
·
1
2
> 0
H2 =

k2
8m
2
·

1
4
−
1
16

> 0



⇒ A es un mı´nimo.
Por tanto, la solucio´n es: las dimensiones que minimizan la energ´ıa de estado
son x = y = z = 2 dm.
Ejercicio 8.5 Una caja rectangular sin tapa ha de tener un volumen de 12
metros cu´bicos. Encontrar las dimensiones de la caja que proporcionan el
a´rea mı´nima.
(Sol.: Longitud: 2 3
√
3 m.; ancho: 2 3
√
3 m.; altura: 3
√
3) )
Ejercicio 8.6 Demostrar que una caja rectangular de volumen dado tiene
una superﬁcie mı´nima cuando es un cubo.
8.2.2. Me´todo de multiplicadores de Lagrange
En el apartado anterior se ha visto que para encontrar los extremos cuando
las variables esta´n sujetas a una restriccio´n, se utiliza el me´todo de despejar
una variable de la ecuacio´n; substituir en la funcio´n original y resolver el
problema de extremos con una variable menos. Sin embargo, este me´todo
no siempre es factible e, incluso, puede llevarnos a no obtener todas las solu-
ciones posibles. De hecho, el despejar una variable de una ecuacio´n consiste
en aplicar el teorema de la funcio´n impl´ıcita visto en el Cap´ıtulo 7.
Para obviar estas diﬁcultades, vamos a ver otro me´todo de calcular los ex-
tremos de una funcio´n, cuando las variables esta´n ligadas por una restriccio´n
en forma de una ecuacio´n o de un sistema de ecuaciones (pero siempre en
nu´mero menor al de variables).
Puede enunciarse ahora ya la condicio´n necesaria, conocida como me´todo de
los multiplicadores de Lagrange
Teorema 8.5 Sea f : A ⊂ Rn −→ R con A abierto de Rn y f ∈ C1(A). Sea
X = {x ∈ A : g(x) = 0}, con g = (g1, g2, . . . , gm) de clase C1 y cumpliendo
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que la matriz jacobiana de g en cada punto del conjunto X tiene rango
ma´ximo. Sea x0 ∈ X. Si f|X tiene un extremo local en x0, entonces existen
m escalares λ1, λ2, . . . , λm tales que el punto x0 es punto cr´ıtico de
L(x) := f(x) + λ1g1(x) + λ2g2(x) + . . .+ λmgm(x)
Introduciendo los para´metros λ1, λ2, . . . , λm como variables adicionales en la
funcio´n L anterior, se reduce el problema de determinar los puntos cr´ıticos
de f que cumplen las restricciones al problema de determinar los puntos
cr´ıticos de la funcio´n lagrangiana
L(x, λ1, λ2, . . . , λm) = f(x) + λ1g1(x) + λ2g2(x) + . . .+ λmgm(x)
Se enuncia ahora la condicio´n suﬁciente para saber si un punto estacionario
es ma´ximo o mı´nimo. Como antes, esto dependera´ del signo de la forma
cuadra´tica dada por la matriz hessiana, aunque en este caso, al haber res-
tricciones, no sirve el estudio realizado en el caso de extremos libres y debe
estudiarse el signo de la forma cuadra´tica restringida al llamado espacio tan-
gente al conjunto de restricciones X. Afortunadamente, la teor´ıa de formas
cuadra´ticas dispone de me´todos para mecanizar esta tarea tal y como se
propone en el teorema siguiente.
Teorema 8.6 (Clasiﬁcacio´n de los puntos cr´ıticos) Sea la funcio´n f :
A ⊂ Rn −→ R con A abierto de Rn y f ∈ C2(A). Sea X ⊂ A como en el
teorema anterior, donde ahora g = (g1, g2, . . . , gm) de clase C2. Supo´ngase
determinados m escalares λ1, λ2, . . ., λm tales que el punto x0 es punto
cr´ıtico de
L(x) = f(x) + λ1g1(x) + λ2g2(x) + . . .+ λmgm(x)
Sea Q la matriz expresada por bloques como sigue:
Q =


H J
Jt 0


siendo H la hessiana de L(x) en x0 y J la jacobiana de g en x0. Sea el
polinomio en α de grado n−m
p(α) =

H− αIn J
Jt 0

Entonces,
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1. Si todas las soluciones de p(α) = 0 son positivas, f|X alcanza en x0 un
mı´nimo local estricto.
2. Si todas las soluciones de p(α) = 0 son negativas, f|X alcanza en x0
un ma´ximo local estricto.
3. En otro caso, el criterio no clasiﬁca.
Ejemplo 8.3 Encuentra los extremos de la funcio´n f(x, y) = x2y, con y >
0, que veriﬁquen
2x2 + y2 = 3
Solucio´n: Se trata de un problema de extremos condicionados. Como parece
complicado despejar una variable de la ecuacio´n 2x2+ y2 = 3, lo resolvemos
aplicando el me´todo de los multiplicadores de Lagrange:
(a) Puntos cr´ıticos. Se construye la funcio´n Lagrangiana
L(x, y, λ) = x2y + λ(2x2 + y2 − 3)
y se buscan los puntos cr´ıticos:
Lx = 2xy + 4λx = 0
Ly = x
2 + 2λy = 0
Lλ = 2x
2 + y2 − 3 = 0



De la primera ecuacio´n:
x(y + 2λ) = 0 ⇒



x = 0
o´
y = −2λ
En el caso x = 0, sustituyendo en la tercera ecuacio´n sale
y2 = 3 ⇒ y =
√
3 (la solucio´n y = −
√
3 no se considera ya que y > 0)
y, al sustituir este valor en la segunda, resulta λ = 0. As´ı, en este caso se
tiene el punto cr´ıtico:
A(0,
√
3), λ = 0
En el caso y = −2λ se sustituye en la segunda y se obtiene:
x2 − 4λ2 = 0 ⇒ x2 = 4λ2
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y, al sustituir las dos condiciones en la tercera ecuacio´n, resulta
8λ2 + 4λ2 = 3 ⇒ λ2 =
1
4
⇒ λ = ±
1
2
Como tiene que ser y > 0 e y = −2λ so´lo puede ser la solucio´n λ = −12 y,
entonces, y = 1 y el valor de x es
x2 = 4λ2 = 1 ⇒ x = ±1
por lo que, en deﬁnitiva, se tienen los puntos cr´ıticos
B(1, 1) λ = −
1
2
C(−1, 1) λ = −
1
2
(b) Clasiﬁcacio´n. Para clasiﬁcar los puntos se calcula la matriz por bloques:
Q =


2y + 4λ 2x 4x
2x 2λ 2y
4x 2y 0


Esta matriz corresponde exactamente a la matriz hessiana de L como funcio´n
de x, y y λ, separando los bloques respecto de x e y del multiplicador λ.
Para el punto A(0,
√
3), λ = 0
Q =


2
√
3 0 0
0 0 2
√
3
0 2
√
3 0


y, entonces, hay que calcular el determinante:

2
√
3− α 0 0
0 −α 2
√
3
0 2
√
3 0

= 12(2
√
3−α) = 0⇒ α = 2
√
3 > 0⇒ A es un mı´n.
Para el punto B(1, 1), λ = −12
Q =


0 2 4
2 −1 2
4 2 0


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y, entonces, hay que calcular el determinante:

−α 2 4
2 −1− α 2
4 2 0

= 32−16(−1−α)+4α = 0⇒ α = −
48
5
< 0⇒ B e´s un ma´x.
Para el punto C(−1, 1), λ = −12
Q =


0 −2 −4
−2 −1 2
−4 2 0


y, entonces, hay que calcular el determinante:

−α −2 −4
−2 −1− α 2
−4 2 0

= 32− 16(−1− α) + 4α = 0⇒ α = −
48
5
< 0
por lo que f alcanza en C un ma´ximo.
Para ﬁnalizar, veremos gra´ﬁcamente el proceso realizado. En la Fig. 8.3(a)
se ha representado la superﬁcie z = x2y y la curva sobre ella corresponde a la
imagen de los puntos (x, y) del plano que cumplen la restriccio´n 2x2+y2 = 3
(elipse). Para un mayor detalle, en la Fig. 8.3(b) se ha representado so´lo la
parte gra´ﬁca correspondiente al octante positivo. La elipse del plano XY es
la restriccio´n 2x2 + y2 = 3 y la imagen de dichos puntos dibujan una curva
sobre la gra´ﬁca de la funcio´n z = x2y.
(a) Gra´ﬁca completa (b) Gra´ﬁca en el octante positivo
Figura 8.3: Gra´ﬁca de z = x2y
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Finalmente, en la Fig. 8.4, se ha representado u´nicamente la curva restric-
cio´n, f|X ; es decir, la funcio´n f evaluada en los puntos de la elipse 2x
2+y2 = 3
y se han sen˜alado los puntos cr´ıticos hallados que como se observa, corres-
ponden a un mı´nimo y dos ma´ximos locales.
Figura 8.4: Extremos de la funcio´n restringida
En dicha Figura 8.4 se observan, adema´s, otro ma´ximo y dos mı´nimos, que
corresponden a la regio´n y < 0, que han sido excluidos del estudio.
Ejercicio 8.7 Halla los extremos de la funcio´n f(x, y) = x2 + y2, que veri-
ﬁcan la restriccio´n
x2 + 2y2 = 2
(Sol.: Mı´nimos en (0, 1) y (0,−1); ma´ximos en (
√
2, 0) y (−
√
2, 0). )
8.3. Ma´ximos y mı´nimos absolutos
Por u´ltimo, haremos una introduccio´n al estudio de la teor´ıa de ma´ximos y
mı´nimos absolutos (o globales). Recordaremos las deﬁniciones ba´sicas:
Deﬁnicio´n 8.7 Supongamos que f : D −→ R es un campo escalar deﬁni-
do en un subconjunto D de Rn. Diremos que f tiene un ma´ximo absoluto
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(respectivamente, un mı´nimo absoluto) en x0 ∈ D si f(x) ≤ f(x0) (respec-
tivamente, f(x) ≥ f(x0)) para todo x ∈ D.
El siguiente resultado demuestra la existencia de extremos absolutos en un
tipo especial de subconjuntos de Rn. Recordemos que un subconjunto de Rn
es acotado si existe una bola que lo contiene y que es cerrado si contiene los
puntos de su frontera.
Teorema 8.8 (Teorema de existencia de extremos absolutos) SeaD
un subconjunto cerrado y acotado de Rn, y sea f : D −→ Rn un campo es-
calar continuo. Entonces existen puntos x0 y x1 en los que f alcanza sus
valores ma´ximo y mı´nimo, respectivamente.
En general, el problema de encontrar los extremos absolutos de un campo
escalar es una tarea nada sencilla. Si consideramos el dominio del campo es-
calar D como una unio´n de su interior int(D) y de su frontera, ∂D, podemos
dividir el problema de encontrar los puntos en los que un campo escalar al-
canza sus extremos absolutos, en subproblemas donde aplicar los resultados
de las secciones precedentes, siempre y cuando su frontera pueda expresarse
como un conjunto de restricciones de la forma adecuada.
Sea f una funcio´n continua deﬁnida en una regio´n D de Rn cerrada y aco-
tada. Para localizar el ma´ximo y el mı´nimo absoluto de f en D seguiremos
los siguientes pasos:
1. Localizar los puntos cr´ıticos de f en D (problema de extremos libres).
2. Encontrar los puntos cr´ıticos de f considerada como una funcio´n deﬁ-
nida so´lo en ∂D (problema de extremos condicionados).
3. Calcular el valor de f en todos los puntos cr´ıticos.
4. Comparar todos estos valores y seleccionar el mayor y el menor.
Observa que en esta estrategia no sera´ necesario clasiﬁcar los puntos cr´ıticos.
Ejemplo 8.4 Encontrar los valores ma´ximo y mı´nimo de la funcio´n f(x, y) =
x2 + y2 − x− y + 1 en el c´ırculo deﬁnido por x2 + y2 ≤ 1.
Solucio´n: Seguimos los pasos indicados.
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(1) Puntos cr´ıticos en el interior del c´ırculo x2 + y2 < 1.



∂f
∂x
(x, y) = 2x− 1 = 0
∂f
∂y
(x, y) = 2y − 1 = 0
lo que implica que el punto A

1
2
,
1
2

es el u´nico punto cr´ıtico en el interior
del c´ırculo x2 + y2 < 1.
(2) Puntos cr´ıticos en la frontera x2 + y2 = 1. Es un problema de extremos
condicionados. Como no podemos despejar ninguna variable de la restriccio´n
aplicamos el me´todo de multiplicadores de Lagrange. Formamos la funcio´n
lagrangiana,
L(x, y, λ) = x2 + y2 − x− y + 1 + λ(x2 + y2 − 1)
y calculamos sus puntos cr´ıticos.
Lx = 2x− 1 + 2λx = 0
Ly = 2y − 1 + 2λy = 0
Lλ = x
2 + y2 − 1 = 0


⇒
λ =
1− 2x
2x
λ =
1− 2y
2y



⇒ x = y
y substituyendo en la tercera ecuacio´n
x2 + x2 = 1 ⇒ x = ±
1
√
2
por tanto, se obtienen los puntos cr´ıticos B(
√
2
2
,
√
2
2
) y C(−
√
2
2
,−
√
2
2
).
(3) Calculamos el valor de la funcio´n f en los puntos cr´ıticos hallados.



f(A) =
1
2
f(B) = 2−
√
2
f(C) = 2 +
√
2
(4) Seleccionamos los puntos en los que la funcio´n alcanza el valor mayor y
el valor menor. Comparando los valores del paso (3) tenemos que f tiene un
mı´nimo absoluto en B
�
1
2 ,
1
2

y el ma´ximo absoluto se alcanza en el punto
C

−
√
2
2 ,−
√
2
2

. Los valores mı´nimo y ma´ximo que f alcanza son 12 y 2+
√
2,
respectivamente.
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Ejercicio 8.8 Encuentra los valores ma´ximo y mı´nimo que alcanza la fun-
cio´n f(x, y) = x2 + xy + y2 en el c´ırculo unidad.
(Sol.:
3
2
es el ma´ximo absoluto y 0 es el mı´nimo absoluto )
En el ejemplo anterior, la frontera del dominio estaba formada por una
u´nica curva (la circunferencia); sin embargo puede ocurrir que la frontera
de D este´ formada por una unio´n de diversas curvas (como, por ejemplo,
la frontera de un cuadrado que esta´ formada por sus cuatro lados). En este
caso, el paso (3) implica que tendremos que calcular los puntos cr´ıticos de
tantas funciones de variable real como curvas forman la frontera. Adema´s,
en el paso (4) deberemos an˜adir los puntos donde se unen las diversas curvas
que forman la frontera (ve´rtices).
Ejemplo 8.5 Considera una placa delgada que tiene la forma del tria´ngulo
de ve´rtices A(1, 0), B(−1,−1) y C(1,−1). Suponiendo que la temperatura
en cada punto viene dada por la funcio´n T (x, y) = x2 − xy + y2, determina
las temperaturas mı´nima y ma´xima (absolutas) en la placa.
Solucio´n: La frontera del tria´ngulo esta´ formada por tres segmentos de
recta. Empezamos hallando las ecuaciones de las tres rectas que forman los
lados del tria´ngulo, AB, AC y BC.
Para cada recta, se necesita un punto y un vector:
AB ≡

A(1, 0)
v = (−2,−1)
⇒
x− 1
−2
=
y
−1
⇒ x = 2y + 1.
Como A y C tienen la misma coordenada x = 1, es fa´cil deducir que AC es
una recta vertical de ecuacio´n: x = 1.
Por u´ltimo, como B y C tienen la misma coordenada y = −1, es fa´cil deducir
que BC es una recta horizontal de ecuacio´n y = −1.
En la Figura 8.5 se ha representado el tria´ngulo, indicando adema´s los puntos
cr´ıticos que hallaremos a continuacio´n.
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Figura 8.5: Extremos en un recinto triangular
Como se trata de un problema de extremos absolutos en un recinto con
frontera (los lados del tria´ngulo), dividiremos el problema en subproblemas:
(1) Puntos cr´ıticos en el interior del tria´ngulo. En este caso, es un problema
de extremos libres y los puntos cr´ıticos deben anular las derivades parciales
de T :
T x = 2x− y = 0
T y = −x+ 2y = 0

⇒ x = y = 0
Por tanto, deber´ıamos obtener un punto cr´ıtico P4(0, 0), pero este punto no
pertenece al interior del tria´ngulo (ver Fig. 8.5) y, por ello, no se considera.
(2) Puntos cr´ıticos en el lado AB de ecuacio´n x = 2y + 1. Substituyendo la
restriccio´n en T reducimos el problema a encontrar los puntos cr´ıticos de
T (y) = (2y + 1)2 − (2y + 1)y + y2 = 3y2 + 3y + 1
y, entonces, al ser un problema de una variable,
T (y) = 6y + 3 = 0 ⇒ y = −
1
2
Por tanto, tenemos un punt cr´ıtico P1(0,−
1
2
) (pertenece al lado AB).
183
184J. J. Font / S. Hernández / S. Macario - ISBN: 978-84-692-7408-8 Cálculo - UJI
(3) Puntos cr´ıticos en el lado AC de ecuacio´n x = 1. Substituyendo la
restriccio´n en T reducimos el problema a encontrar los puntos cr´ıticos de
T (y) = 1− y + y2
y, entonces, al ser un problema de una variable,
T (y) = 2y − 1 = 0 ⇒ y =
1
2
Por tanto, deber´ıamos obtener un punto cr´ıtico P2(1,
1
2
), pero este punto no
pertenece al lado AC (ver Fig. 8.5) y, por ello, no se considera.
(4) Puntos cr´ıticos en el lado BC de ecuacio´n y = −1. Substituyendo la
restriccio´n en T reducimos el problema a encontrar los puntos cr´ıticos de
T (x) = x2 + x+ 1
y, entonces, al ser un problema de una variable,
T (x) = 2x+ 1 = 0 ⇒ x = −
1
2
Por tanto, tenemos un punto cr´ıtico P3(−
1
2
,−1) (pertenece al lado BC).
(5) Como la frontera es unio´n de varias curvas, debemos an˜adir a los puntos
cr´ıticos anteriores los puntos de unio´n de las curvas (ve´rtices del tria´ngulo):
A(1, 0), B(−1,−1) y C(1,−1).
(6) Calculamos los valores de T en cada punto cr´ıtico.
T (0,−
1
2
) =
1
4
T (−
1
2
,−1) =
7
4
T (0, 1) = 1
T (−1,−1) = 1
T (1,−1) = 3
Y, por tanto, el mı´nimo se alcanza en el punto (0,−
1
2
), con una tempera-
tura de
1
4
de grado y el ma´ximo se alcanza en el ve´rtice (1,−1) con una
temperatura de 3 grados.
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Ejercicio 8.9 Encuentra el valor ma´ximo y el valor mı´nimo del campo es-
calar f(x, y) = xy − 2x− 3y en la regio´n triangular
T = { (x, y) | 0 ≤ x ≤ 4, 0 ≤ y ≤ 2x }
(Sol.: El valor ma´ximo es 0 y el valor mı´nimo es −8 )
Ejercicio 8.10 Encuentra los extremos absolutos del campo escalar f(x, y) =
sinx+ cos y en el recta´ngulo R deﬁnido por 0 ≤ x ≤ 2π , 0 ≤ y ≤ 2π.
(Sol.: −2 es el mı´nimo absoluto y 2 es el ma´ximo absoluto )
8.4. Problemas adicionales
Ejercicio 8.11 Calcula los extremos de la funcio´n f(x, y) = x2+xy+ y2−
4 lnx− 10 ln y
(Sol.: mı´nimo en (1, 2) )
Ejercicio 8.12 Calcula los extremos relativos de la funcio´n f(x, y, z) =
x+
y2
4x
+
z2
y
+
2
z
(Sol.: mı´nimo en (1/2, 1, 1) )
Ejercicio 8.13 Calcula los extremos de la funcio´n f(x, y) = x2 + y2, con
x > 0 e y > 0, condicionados por log(x2) + y2 = 1.
(Sol.: mı´nimo en (1, 1) )
Ejercicio 8.14 Calcula los puntos de la curva x2 + y = 1 cuya distancia al
origen de coordenadas sea mı´nima o ma´xima.
(Sol.: ma´ximo en (0, 1); mı´nimos en (±
√
2,−1) )
Ejercicio 8.15 Halla los extremos de la funcio´n f(x, y) = x+ 2y condicio-
nados por x2 + y2 = 5.
(Sol.: ma´ximo en (1, 2); mı´nimo en (−1,−2) )
Ejercicio 8.16 Halla los extremos de la funcio´n f(x, y) = x2y, con y > 0,
que veriﬁcan la restriccio´n 2x2 + y2 = 3.
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(Sol.: mı´nimo en (0,
√
3); ma´ximos en (±1, 1) )
Ejercicio 8.17 Halla el punto o puntos de la curva

x+ z2 = 0
x+ y = 1
cuya
distancia al punto (1, 0, 0) sea mı´nima.
(Sol.: (0, 1, 0) )
Ejercicio 8.18 La presio´n en el interior de un ﬂuido viene descrita por la
funcio´n P (x, y, z) = xy + xz + yz. Calcula la presio´n ma´xima en los puntos
de la superﬁcie 2x+ 3y + z = 4 sumergida en dicho ﬂuido.
(Sol.: 2 )
Ejercicio 8.19 Considera la funcio´n f(x, y, z) = log(xyz) deﬁnida para
x > 0, y > 0, z > 0. Halla los extremos relativos condicionados por xy +
yz + zx = 3.
(Sol.: ma´ximo en (1, 1, 1) con valor 0 )
Ejercicio 8.20 Halla los extremos relativos de la funcio´n f(x, y, z) = x2 +
y2 + z2 con x > 0, y > 0, z > 0, condicionados por

xy2 + yx2 = 16
x+ y − z = 0
(Sol.: mı´nimo en (2, 2, 4) )
Ejercicio 8.21 Halla un punto de la esfera x2 + y2 + z2 = 4 que maximice
la funcio´n 2x2 + 2y2 + z2 − xy deﬁnida en el dominio x > 0 e y < 0.
(Sol.: ma´ximo en (
√
2,−
√
2, 0) )
Ejercicio 8.22 Encuentra el valor ma´ximo y el valor mı´nimo (absolutos)
del campo escalar f(x, y) = 4xy2 − x2y2 − xy3 en la regio´n triangular de
ve´rtices A(0, 0), B(0, 6) y C(6, 0).
(Sol.: El valor ma´ximo es 4 y el valor mı´nimo es −64 )
Ejercicio 8.23 Halla el punto del plano 3x−4y+2z−32 = 0 que esta´ ma´s
cerca del origen de coordenadas y calcula esa distancia mı´nima.
(Sol.: (329 ,−
16
9 ,
32
9 );
16
3 )
Ejercicio 8.24 Encuentra los valores ma´ximo y mı´nimo de la funcio´n deﬁ-
nida por f(x, y) =
1
x2 + y2
en la regio´n rectangular 1 ≤ x ≤ 3, 1 ≤ y ≤ 4.
(Sol.: El valor ma´ximo es
√
2
2 y el valor mı´nimo es
1
5 )
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Tema 9
Integracio´n
El concepto de integral deﬁnida se desarrollo´ histo´ricamente para calcular el
a´rea de regiones planas acotadas por l´ıneas curvas. Tomando como referencia
inicial que el a´rea del cuadrado que tiene lados de longitud l es igual a l2,
es muy sencillo calcular el a´rea de cualquier recta´ngulo y, recurriendo a la
geometr´ıa elemental, puede calcularse tanbie´n el a´rea de cualquier pol´ıgono
si lo dividimos en tria´ngulos. La necesidad de un me´todo ma´s soﬁsticado de
calcular a´reas aparece al intentar calcular la superﬁcie de ﬁguras acotadas
por “curvas”. Por ejemplo, ¿co´mo calcular el a´rea de un c´ırculo, o de una
para´bola? Uno de los logros ma´s importantes del Ca´lculo Integral es el de
proporcionar un me´todo uniﬁcado y eﬁciente para la resolucio´n de este tipo
de problemas.
El concepto ba´sico aqu´ı es el de la integral. Inicialmente, lo entenderemos
como una expresio´n para calcular el a´rea por medio de un l´ımite. Considere-
mos una funcio´n positiva y acotada f deﬁnida en un intervalo [a, b]. Vamos
a “medir” el a´rea de la regio´n acotada por la curva y = f(x) y las rectas
x = a, x = b, y = 0 (en la pra´ctica, la funcio´n f sera´ continua casi siempre).
El me´todo consiste en reemplazar la regio´n curvada que queremos medir por
recintos cuya a´rea es fa´cil de calcular y que aproximan tanto como sea nece-
sario la regio´n. Para ello, consideraremos dos tipos de recintos: los que esta´n
inclu´ıdos en el interior de la regio´n curvada y los que la contienen. Obtene-
mos as´ı valores que aproximan el a´rea de intere´s superior e inferiormente.
Empezaremos con algunas deﬁniciones.
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9.1. Deﬁniciones ba´sicas
Deﬁnicio´n 9.1 Una particio´n P de un intervalo [a, b] es un conjunto ﬁni-
to de puntos {x0, x1..., xn} del intervalo tal que estan ordenados de for-
ma creciente, es decir, a = x0 < x1 < ... < xn−1 < xn = b. Cada
uno de los subintervalos [xj−1, xj ] para j = 1, 2, ...n es un subintervalo
de la particio´n. Si δj = xj − xj−1, la longitud del mayor subintervalo,
δ(P ) = ma´x{δj : 1 ≤ j ≤ n}, se llama norma de la particio´n.
Deﬁnimos ahora las recintos que aproximan el a´rea superior e inferiormente.
Deﬁnicio´n 9.2 Sea Mj y mj el supremo y el ı´nﬁmo respectivamente de los
valores de f(x) en el interval [xj−1, xj ]. Deﬁnimos
S(f, P ) =
n
j=1
Mjδj
y
s(f, P ) =
n
j=1
mjδj
Se tiene que la suma superior S(f, P ) es la suma de las a´reas de n recta´ngu-
los, de los que el j-e´simo tiene base [xj−1, xj ] y altura Mj . La suma de estas
a´reas es mayor o igual que la del a´rea R contenida entre la curva y = f(x)
y las rectas x = a, x = b, y = 0. Ana´logamente, la suma s(f, P ) es menor o
igual que el a´rea de R (ver Fig. 9.1)
(a) Suma inferior (b) Suma superior
Figura 9.1: Sumas superior e inferior
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Si ahora tj es un valor arbitrario del intervalo [xj−1, xj ] (j = 1, ..., n) y
tomamos el conjunto T = {t1, ..., tn}, la suma
σ(f, P, T ) =
n
j=1
f(tj)δj
satisface que
s(f, P ) ≤ σ(f, P, T ) ≤ S(f, P )
En la Fig. 9.2 se ha construido esta suma tomando como conjunto T los
puntos medios de cada subintervalo.
Figura 9.2: Suma para los puntos medios
Nuestro objetivo es demostrar que si f es una funcio´n “razonablemente
buena” (lo que incluye a las funciones continuas y a las mono´tonas), las tres
sumas anteriores tienden a un l´ımite comu´n cuando δ(P ) tiende a 0. Este
l´ımite denotado por  b
a
f(x)dx
sera´ la integral de la funcio´n f sobre el intervalo [a, b].
Sin embargo, la operacio´n de l´ımite que acabamos de introducir es muy
complicada. Por ello, abordaremos inicialmente un proceso ma´s sencillo.
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9.1.1. Integral superior e inferior de Darboux
Si M , m son el supremo e ı´nﬁmo de f(x) en [a, b] y si, dada una particio´n
P , construimos las sumas S(f, P ) y s(f, P ) como antes, de las desigualdades
M ≥ mj y mj ≥ m (j = 1, ..., n) se deduce que
m(b− a) ≤ s(f, P ) ≤ S(f, P ) ≤M(b− a).
As´ı que el conjunto de los valores S(f, P ) esta´ acotado inferiormente por
m(b− a) y, por tanto, tienen ı´nﬁmo denotado
 b
a
f(x)dx
que se llama integral superior de Darboux de la funcio´n f . Ana´logamente,
los valores s(f, P ) esta´n acotados superiormente por M(b − a) y, por ello,
tienen supremo denotado  b
a
f(x)dx
que se llama integral inferior de Darboux de la funcio´n f .
Los teoremas que siguen demuestran que la integral superior es siempre
mayor o igual que la integral inferior.
Teorema 9.3 La introduccio´n de un nuevo punto de divisio´n en una par-
ticio´n P disminuye el valor de S(f, P )y aumenta el valor de s(f, P ).
Corolario 9.4 Si P1 y P2 son dos particiones de [a, b] tales que P1 ⊂ P2
entonces
S(f, P2) ≤ S(f, P1)
y
s(f, P2) ≤ s(f, P1).
Si la particio´n P1 esta´ inclu´ıda en la particio´n P2, como en el corolario, se
dice que P2 reﬁna a P1.
A partir de los dos resultados anteriores se demuestra
Teorema 9.5  b
a
f(x)dx ≥
 b
a
f(x)dx
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La posibilidad de que la integral superior sea mayor estrictamente que la
inferior es real
Ejemplo 9.1 La funcio´n deﬁnida por
f(x) = 1 si x es racional
f(x) = 0 si x es irracional
deﬁnida en el intervalo [0, 1] satisface que su integral superior es igual a 1
mientras que su integral inferior es igual a 0.
Deﬁnicio´n 9.6 Se dice que f es integrable Riemann cuando la integral
superior de f es igual a la integral inferior.
9.1.2. Teorema de caracterizacio´n
Teorema 9.7 La funcio´n f es integrable en el intervalo [a, b] si, y so´lo si,
existe el l´ımite de los valores
σ(f, P, T )
cuando δ(P ) tiende a 0.
Corolario 9.8 Una funcio´n f acotada en [a, b] es integrable si, y so´lo si, para
todo  > 0, existe una particio´n P de [a, b] tal que S(f, P )− s(f, P ) < .
Entonces es posible demostrar que una amplia variedad de funciones son
integrables; entre ellas destacaremos dos tipos.
Teorema 9.9 Si f es continua en [a, b] entonces f es integrable en [a, b].
Teorema 9.10 Si f es mono´tona en [a, b] entonces f es integrable en [a, b].
9.2. Propiedades de la Integral
9.2.1. Reglas de integracio´n y Teorema del Valor Medio
Teorema 9.11 Dada una funcio´n integrable f en [a, b], se satisfacen las
siguientes propiedades:
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1.
 b
a (f(x) + g(x))dx =
 b
a f(x)dx+
 b
a g(x)dx
2.
 b
a c · f(x)dx = c ·
 b
a f(x)dx
3.
 b
a f(x)dx =
 c
a f(x)dx+
 b
c f(x)dx
4. f ≤ g −→
 b
a f(x)dx ≤
 b
a g(x)dx
5. La funcio´n |f | es integrable y se satisface

 b
a
f(x)dx
 ≤
 b
a
|f(x)|dx
Por comodidad de notacio´n se adoptan los siguientes convenios
 b
a
f(x)dx = −
 a
b
f(x)dx
 a
a
f(x)dx = 0
Teorema 9.12 (Teorema del Valor Medio) Si f es continua en [a, b]
entonces existe un valor c ∈ [a, b] tal que
 b
a
f(x)dx = f(c)(b− a).
9.2.2. Funcio´n integral. Regla de Barrow.
Supongamos en lo que sigue, y hasta que no se diga lo contrario, que f es
integrable en [a, b] y escribamos
F (x) =
 x
a
f(t)dt (a ≤ x ≤ b)
La funcio´n as´ı deﬁnida se llama funcio´n integral.
Teorema 9.13 F es una funcio´n continua.
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Teorema 9.14 (Teorema Fundamental del Ca´lculo) Si f es continua
en el punto x ∈ [a, b] entonces F es diferenciable en x y se satisface F (x) =
f(x).
Se dice que F es una primitiva de f en [a, b] cuando F (x) = f(x) para
x ∈ [a, b].
Teorema 9.15 Si f es continua en [a, b], entonces existe primitiva de f en
[a, b].
Teorema 9.16 (Regla de Barrow) Si f es integrable en [a, b] y F es una
primitiva de f en [a, b] entonces
 b
a
f(x)dx = F (b)− F (a)
El Teorema 9.14 demuestra la existencia de una funcio´n primitiva de f
cuando e´sta es continua. Se deduce de las propiedades de la derivada que
si F y G son primitivas de f entonces F − G es una constante. Por lo
tanto, el conjunto de todas las primitivas de f esta´ formado por todas las
funciones de la forma F + k, siendo F cualquier primitiva de f y k una
constante arbitraria. El conjunto de todas las funciones primitivas de f
se denota

f(x)dx y se denomina integral indeﬁnida de f . La regla de
Barrow proporciona un procedimiento muy sencillo para calcular la integral
(deﬁnida) de una funcio´n cuando se conoce su integral indeﬁnida. Es por
ello importante disponer de me´todos para hallar la integral indeﬁnida de
una funcio´n. Veremos algunos de estos me´todos en lo que sigue.
Teorema 9.17 (Propiedades de las integrales indeﬁnidas)
1. ddx

f(x)dx = f(x)
2.

d
dxF (x)dx = F (x) + k
3.

[αf(x) + βg(x)]dx = α

f(x)dx+ β

g(x)dx
En la pa´gina 244 pueden consultarse algunas integrales indeﬁnidas inmedia-
tas (las que provienen de la derivacio´n de las funciones matema´ticas elemen-
tales). Veamos algunos ejemplos.
193
194J. J. Font / S. Hernández / S. Macario - ISBN: 978-84-692-7408-8 Cálculo - UJI
Ejemplo 9.2 Calcula I =

(x2 − 3x+ 5) dx.
Solucio´n: I =

x2 dx+

−3x dx+

5 dx =

x2 dx− 3

x dx+5

dx =
x3
3 − 3
x2
2 + 5x+ k
Ejemplo 9.3 Calcula I =

dx
sin2 x cos2 x
.
Solucio´n: I =

sin2 x+cos2 x
sin2 x cos2 x
dx =

dx
cosx +

dx
sin2 x
= tanx− cotx+ k.
Ejemplo 9.4 Calcula I =

cos2 xdx.
Solucio´n:Aplicando la fo´rmula trigonome´trica de cos2 x se tiene I =

1+cos 2x
2 dx
que ya puede descomponerse en integrales inmediatas.
Ejercicio 9.1 Calcula la integral

sin2(x) dx
(Sol.: x2 −
1
4 sin (2x) + k )
Ejercicio 9.2 Calcula las siguientes integrales:
(a)

sin(ax) cos(bx) dx
(b)

cos(ax)cos(bx) dx
(Sol.: (a) (a−b) cos((a+b)x)+(a+b) cos((b−a)x)2b2−2a2 + k;
(b) (b−a) sin((b+a)x)+(b+a) sin((b−a)x)2b2−2a2 + k )
Ejercicio 9.3 Calcula las siguientes integrales:
(a)

tan2(x) dx
(b)

sin3(x) cos4(x) dx
(Sol.: (a) tan(x)− x+ k (b) 5 cos
7 x−7 cos5 x
35 + k )
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9.2.3. Integracio´n por partes y sustitucio´n
Teorema 9.18 (Integracio´n por partes) Sean f y g funciones continuas
en [a, b] tales que existen sus derivadas f , g, que son tambie´n continuas en
[a, b], entonces
 b
a
f(x) · g(x)dx+
 b
a
f (x) · g(x)dx = f(b) · g(b)− f(a) · g(a)
Ejemplo 9.5 Veamos algunos ejemplos:
(1) I =

lnx dx.
Solucio´n: Tomamos f(x) = lnx y g(x) = 1 en la fo´rmula de integracio´n
por partes. Y, por tanto,
I = x lnx−

dx = x lnx− x+ k
(2) I =

x3 sinx dx.
Solucio´n: Se aplica integracio´n por partes varias veces, tomando siempre
como funcio´n f(x) la parte polino´mica, hasta llegar a la integral de una
funcio´n trigonome´trica.
I =
�
3x2 − 6

sin (x) +
�
6x− x3

cos (x) + k
(3) I =

eax sin bx dx y J =

eax cos bx dx
Solucio´n: Se aplica integracio´n por partes a las dos integrales y se obtiene
un sistema lineal de dos ecuaciones con inco´gnitas I y J , que se resuelve sin
mayor diﬁcultad.
I =
eax (a sin (bx)− b cos (bx))
b2 + a2
+ k; J =
eax (b sin (bx) + a cos (bx))
b2 + a2
+ k
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(4) I =

e2x sinx dx.
Solucio´n: Se aplica integracio´n por partes dos veces y se despeja el valor
de I de la expresio´n. Tambie´n podemos aprovechar la fo´rmula del ejemplo
anterior tomando a = 2 y b = 1; por lo que,
I =
e2x(2 sinx− cosx)
5
+ k
Ejercicio 9.4 Calcula la siguiente integral

ln2(x) dx. (H: Toma f(x) =
ln2(x) y aplica integracio´n por partes)
(Sol.: x
�
ln2(x)− 2 ln (x) + 2

+ k )
Ejercicio 9.5 Halla la fo´rmula de reduccio´n de In =

xn cos(ax) dx.
(Sol.: x
n−1(ax sin(ax)+n cos(ax))
a2 −
n(n−1)
a2 In−2 )
Teorema 9.19 (Integracio´n por sustitucio´n) Sea f una funcio´n conti-
nua en [a, b] y sea g una funcio´n continua de [c, d] a [a, b] tal que g(c) = a y
g(d) = b, y existe la derivada de g en [c, d]. Entonces (f ◦ g) · g es integrable
en [c, d] y  d
c
f(g(s)) · g(s)ds =
 b
a
f(x)dx
Ejemplo 9.6 Veamos algunos ejemplos:
(1) I =
 √
16− x2dx, x ∈ [−4, 4].
Solucio´n: Se aplica el cambio x = 4 sin t, t ∈ [−π2 ,
π
2 ], dx = 4 cos t; por lo
que la integral se transforma en
I =
 
16− sin2 t · 4 cos tdt = 16
 
1− sin2 t cos tdt = 16

cos2 tdt
que ya sabemos resolver. Para deshacer el cambio, se tiene en cuenta que
sin t = x4 y, por tanto cos t =

1− x
2
16 . Ahora,
I = 8t+ 4 sin(2t) = 8t+ 8 sin t cos t = 8arcsin
x
4
+ 8
x
4

1−
x2
16
+ k
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(2) I =

dx
(arcsinx)3
√
1−x2
, x ∈ [−1, 1].
Solucio´n: Se aplica el cambio u = arcsinx, du = dx√
1−x2
; por lo que la
integral se transforma en
I =

u−3du = −
u−2
2
+ k = −
(arcsinx)−2
2
+ k
habiendo deshecho el cambio en el u´ltimo paso.
(3) I =

x2
√
x− 7dx
Solucio´n: Se aplica el cambio x = t2 + 7, dx = 2tdt; por lo que la integral
se transforma en
I =

(t2 + 7)22t2dt =
2
�
15t7 + 294t5 + 1715t3

105
+ k
que ya es inmediata al ser la integral de un polinomio y, deshaciendo el
cambio, t =
√
x− 7, queda
I =
2
�
15(x− 7)3
√
x− t+ 294(x− 7)2
√
x− t+ 1715(x− 7)
√
x− t

105
+ k
Ejercicio 9.6 Calcula las siguientes integrales:
(a)
 dx
√
x2 − a2
; (b)
 dx
√
x2 + a2
.
(H: Aplica el cambio t = x+
√
x2 ± a2 y comprueba que dt =
dx
√
x2 ± a2
)
(Sol.: (a) ln

x+
√
x2 − a2

; (b) ln

x+
√
x2 + a2

)
A continuacio´n se proponen algunos ejercicios ma´s de los tipos vistos ante-
riormente.
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Ejercicio 9.7 Calcula las siguientes integrales:
(a)
 dx
x2 + 6x+ 10
; (b)
 dx
9x2 + 25
; (c)
 dx
x2 − a2
(a > 0).
(Sol.: (a) arctan
�
2x+6
2

+ k; (b)
arctan( 3x5 )
15 + k; (c)
ln(x−a)
2a −
ln(x+a)
2a + k )
Ejercicio 9.8 Calcula las siguientes integrales:
(a)
 dx
√
9− 4x2
; (b)
 dx
√
3− 2x− x2
.
(Sol.: (a) arcsin
�
x
3

+ k; (b) − arcsin
�
−2x−2
4

+ k )
Ejercicio 9.9 Calcula las siguientes integrales:
(a)
 ex − 3e2x
1 + ex
dx; (b)
 tan3(x) + tan(x)
1− 2 tan(x)
dx
(Sol.: (a) 4 ln (ex + 1)− 3ex + k; (b) − ln(2 tan(x)−1)4 −
tan(x)
2 + k )
Ejercicio 9.10 Calcula las siguientes integrales:
(a)
 cos(x)
sin3(x) + 2 cos2(x) sin(x)
dx; (b)
 cos(x)
a2 + b2 sin(x)
dx
(Sol.: (a) ln(sin(x))2 −
ln(sin(x)2−2)
4 + k; (b)
ln(b2 sin(x)+a2)
b2 + k )
9.3. Aplicaciones
Veamos alguna aplicaciones de la integral al ca´lculo de a´reas, volu´menes y
longitudes de curva.
A´reas de superﬁcies limitadas por curvas
1. El a´rea limitada por la curva y = f(x) (siendo f ≥ 0) y las rectas
x = a, x = b, y = 0 es  b
a
f(x)dx. (9.1a)
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2. El a´rea limitada por las curvas y = f(x), y = g(x) (siendo f ≥ g) y
las rectas x = a, x = b es
 b
a
[f(x)− g(x)]dx. (9.1b)
Ejemplo 9.7 Ejemplos de aplicaciones al ca´lculo de a´reas:
(a) Calcula el a´rea de la regio´n S limitada por las rectas x = 0, x = 2, y las
curvas y = x(x− 2), y = x/2.
Solucio´n: Hallamos los puntos de corte entre las gra´ﬁcas, planteando para
ello la ecuacio´n
x(x− 2) = x/2 ⇒ x(2x− 5) = 0
cuyas soluciones son x = 0 y x = 5/2. En la Figura 9.3 se ha representado
la regio´n solicitada.
Figura 9.3: A´rea entre dos curvas
Como el recinto esta´ limitado por x = 2, el a´rea solicitada es
a(S) =
 2
0
[
x
2
− (x2 − 2x)]dx =
 2
0
[
5
2
x− x2]dx =
7
3
(b) Calcula el a´rea de la regio´n S limitada por las rectas x = −1, x = 2 y
las curvas y = x, y = x3/4.
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Solucio´n: Hallamos los puntos de corte entre las gra´ﬁcas, planteando para
ello la ecuacio´n
x = x3/4 ⇒ x(x2 − 4) = 0
cuyas soluciones son x = 0, x = −2 y x = 2. En la Figura 9.4 se ha
representado la regio´n solicitada.
Figura 9.4: A´rea entre dos curvas que se cortan
Se observa que hay dos recintos, donde las gra´ﬁcas han intercambiado sus
posiciones, as´ı pues, el a´rea solicitada es
a(S) =
 0
−1
[
x3
4
− x]dx+
 2
0
[x−
x3
4
]dx =
23
16
Ejercicio 9.11 Calcula el a´rea de la regio´n limitada por el eje OX y las
curvas y = sin3(x), y = cos3(x) con 0 ≤ x ≤ π/2.
(Sol.:
2(5−2
√
2)
3
√
2
)
Ejercicio 9.12 Calcula el a´rea comprendida entre las curvas y = 6x− x2 e
y = x2 − 2x.
(Sol.: 643 )
Ejercicio 9.13 Calcula el a´rea de la regio´n limitada por el eje OX, la recta
x = 1 y la curva y = x
√
1− x2.
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(Sol.: 13 )
Ejercicio 9.14 Calcula el a´rea del dominio limitado por la elipse de ecua-
cio´n x
2
a2 +
y2
b2 = 1 (a, b > 0).
(Sol.: πab )
Longitud de un arco de curva
1. Dada la curva deﬁnida por la gra´ﬁca de la funcio´n y = f(x), x ∈ [a, b],
su longitud viene dada por la fo´rmula
L =
 b
a

1 + f (x)2dx. (9.2a)
2. Si la curva viene dada en forma parame´trica
x = x(t)
y = y(t)

t ∈ [a, b]
entonces su longitud viene dada por
L =
 b
a

x(t)2 + y(t)2dt (9.2b)
3. Si la curva esta´ en el espacio y sus ecuaciones son
x = x(t)
y = y(t)
z = z(t)


 t ∈ [a, b]
entonces su longitud viene dada por
L =
 b
a

x(t)2 + y(t)2 + z(t)2dt (9.2c)
Ejemplo 9.8 Calcula la longitud del arco de para´bola y2 = 2px, desde el
ve´rtice hasta el punto (1,
√
2p).
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Solucio´n: Representando la curva en forma parame´trica obtenemos
x = t
2
2p
y = t

0 ≤ t ≤

2p
de donde, aplicando la Fo´rmula (9.2b),
L =
 √2p
0

1 +
t2
p2
dt =

t
2π

t2 + p2 +
p
2
ln
t+

t2 + p2
p
√2p
0
=
p ln
√
p2+2p+
√
2p
p

2
+
√
2p

p2 + 2p
2π
Ejercicio 9.15 Calcula la longitud de una circunferencia de radio r por
los dos me´todos siguientes: (a) utilizando la parametrizacio´n x(t) = r cos t,
y(t) = r sin t, con 0 ≤ t ≤ 2π y la Fo´rmula (9.2b); (b) utilizando la ecuacio´n
de la semicircunferencia superior, y =
√
r2 − x2 y la Fo´rmula (9.2a).
(Sol.: 2πr )
A´rea y volumen de una superﬁcie de revolucio´n
Si se tiene una curva deﬁnida por la gra´ﬁca de y = f(x), siendo f ≥ 0,
x ∈ [a, b], y giramos dando una vuelta completa alrededor del eje OX,
entonces se engendra un cuerpo de revolucio´n cuya a´rea lateral es
S = 2π
 b
a
f(x)

1 + f (x)2dx (9.3a)
y cuyo volumen es
V = π
 b
a
f(x)2dx. (9.3b)
Ejemplo 9.9 Veamos algunos ejemplos de aplicacio´n de estas fo´rmulas.
(a) Evalu´a el volumen del so´lido S formado por la rotacio´n 2π radianes de
la cicloide
x = a(t− sin t), y = a(1− cos t), 0 ≤ t ≤ 2π.
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Figura 9.5: So´lido de revolucio´n generado por una cicloide
Solucio´n: Cuando t var´ıa de 0 a 2π, la variable x crece de 0 a 2πa. Por lo
tanto, aplicando la fo´rmula para hallar el volumen de un so´lido de revolucio´n
a la funcio´n y = y(x), se obtiene
v(S) = π
 2πa
0
y(x)2dx
haciendo el cambio de variable x = a(t− sin t), 0 ≤ t ≤ 2π, resulta
v(S) = π
 2π
0
[a(1− cos t)]2a(1− cos t)dt = 5π2a3.
(b) Calcula el a´rea de una esfera E de radio R.
Solucio´n: La esfera puede obtenerse por la rotacio´n 2π radianes de la gra´ﬁca
de la curva y =
√
R2 − x2, −R ≤ x ≤ R. Aplicando la fo´rmula para el a´rea
de una superﬁcie de revolucio´n, resulta
a(E) = 2π
 R
−R

R2 − x2 ·

1 +
x2
R2 − x2
dx = 2π
 R
−R
Rdx = 4πR2.
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Ejercicio 9.16 Calcula el a´rea lateral de un cilindro circular recto de radio
a = 5 y altura h = 8 (H: el cilindro es un cuerpo de revolucio´n).
(Sol.: 80π )
A´rea de una superﬁcie deﬁnida por medio de coordenadas polares
Sea f una funcio´n no negativa deﬁnida en el intervalo [a, b]. El conjunto de
todos los puntos de coordenadas polares (ρ, θ) que satisfacen ρ = f(θ) es
la gra´ﬁca de f en coordenadas polares. La ecuacio´n ρ = f(θ) es la ecuacio´n
polar de esa gra´ﬁca.
Ejemplo 9.10 Vemos dos ejemplos de ecuaciones polares a continuacio´n.
1. La circunferencia con centro (0, 0) y radio 1 se representa por las ecua-
ciones x2 + y2 = 1 (coordenadas cartesianas) y ρ = 1 (coordenadas
polares).
2. La curva cuya ecuacio´n en coordenadas cartesianas es (x2 + y2)3 = y2
se representa en coordenadas polares como
ρ6 = ρ2 sin2 θ
ρ4 = sin2 θ
ρ2 = | sin θ|
ρ =

| sin θ|
Si se tiene una curva deﬁnida por una ecuacio´n polar ρ = r(θ), siendo r no
negativa y deﬁnida para θ en un intervalo [a, b], entonces el a´rea del dominio
S encerrado por la gra´ﬁca de la funcio´n en el intervalo a ≤ θ ≤ b viene dado
por la integral
a(S) =
1
2
 b
a
r2(θ)dθ. (9.4)
Ejemplo 9.11 Ejemplos de aplicaciones al ca´lculo de a´reas:
1. Calcula el a´rea de un sector circular de radio R y amplitud α < θ < β.
Solucio´n: a(S) = 12
 β
α R
2dθ = R
2
2 (β − α).
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2. Calcula el a´rea de la regio´n S limitada por la curva cuya ecuacio´n
polar es ρ =

| sin θ|.
Solucio´n: a(S) = 12
 π/2
0 sin θdθ = 2(cos 0− cos
π
2 ) = 2.
Ejercicio 9.17 Hallar el a´rea de un lazo de la rosa de cuatro hojas cuya
ecuacio´n en polares es r = 3 sin(2θ), 0 ≤ θ ≤ 2π.
(Sol.: 9π8 )
9.4. Problemas adicionales
Ejercicio 9.18 Halla el a´rea de la regio´n limitada por la curva y = x3 +
x2 − 2x y el eje OX.
(Sol.: 3712 )
Ejercicio 9.19 Halla el a´rea de la regio´n limitada por la curva y = x3 −
3x+ 8 y las rectas y = −3x, x = −3 y x = 0.
(Sol.: 814 )
Ejercicio 9.20 Halla el a´rea de la regio´n del plano comprendida entre la
curva y =
1
1 + x2
y la para´bola 2y = x2.
(Sol.: π2 −
1
3 )
Ejercicio 9.21 Halla el a´rea encerrada por la recta y = z− 1 y la para´bola
y2 = 2x+ 6.
(Sol.: 18. )
Ejercicio 9.22 Halla el a´rea acotada por el eje x y por un arco de la cicloide
x = r (t− sin t) , y = r (1− cos t) ,
donde r > 0, y 0 ≤ t ≤ 2π (H: Aplica la Fo´rmula (9.1a)).
(Sol.: 3πr2 )
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Ejercicio 9.23 Halla el valor de b para que la recta y = b divida el recinto
encerrado por las curvas y = x2 e y = 4 en dos regiones de igual a´rea.
(Sol.: b = 3
√
16 )
Ejercicio 9.24 Un alambre delgado tiene la forma de la primera espiral de
la he´lice α(t) = (cos t, sin t, t), t ∈ [0, 2π]. Halla su longitud.
(Sol.: 2
√
2 π )
Ejercicio 9.25 Halla la longitud de la l´ınea helicoidal co´nica x = a et cos t,
y = a et sin t, z = a et; desde el punto A(0, 0, 0) al punto B(a, 0, a). (H: Al
punto A le corresponde un valor del para´metro t0 = −∞ y al punto B el
valor t1 = 0).
(Sol.: a
√
3. )
Ejercicio 9.26 Halla el volumen del so´lido generado al girar la regio´n en-
cerrada por la para´bola y = x2 y la recta y = x, alrededor del eje OX una
vuelta completa.
(Sol.: 2π15 )
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Tema 10
Integrales dobles y triples
Hasta ahora se han calculado el a´rea de ﬁguras geome´tricas planas elemen-
tales: el recta´ngulo, el c´ırculo, el trapecio, etc. Pero, ¿co´mo calcular el a´rea
de ﬁguras no regulares? Una buena aproximacio´n puede ser la de dividir la
zona en pequen˜os recta´ngulos y sumar las a´reas de cada uno de ellos:
Figura 10.1: Mallado para la aproximacio´n del a´rea
Esta idea era la que subyac´ıa en la construccio´n de la integral que vimos
en el tema anterior y que nos permitio´ calcular longitudes de curvas, a´reas
limitadas por curvas y volu´menes de cuerpos de revolucio´n. En este tema, se
generaliza el concepto de integral deﬁnida a funciones de dos o tres variables,
obteniendo las llamadas integrales de a´rea o de volumen, respectivamente.
Esto nos permitira´ calcular el volumen de cuerpos limitados por superﬁcies,
no necesariamente de revolucio´n. Tambie´n permitira´ calcular a´reas median-
te integrales dobles sencillas que en el tema anterior resultaban algo ma´s
complicadas. Se empezara´ deﬁniendo la integral sobre un recta´ngulo.
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10.1. Integrales dobles sobre recta´ngulos
Sea f(x, y) una funcio´n acotada sobre un recta´ngulo R = [a, b]× [c, d]. Una
particio´n del recta´ngulo R son dos conjuntos de puntos {xj}nj=0 e {yj}
m
j=0,
satisfaciendo
a = x0 < x1 < x2 < . . . < xn = b c = y0 < y1 < y2 < . . . < ym = d
es decir, P = P1 × P2, donde P1 y P2 son particiones de [a, b] y [c, d],
respectivamente.
Se llama a´rea de R a v(R) = (d−c)(b−a). Toda particio´n divide al recta´ngulo
R en n · m subrecta´ngulos Rjk = [xj−1, xj ] × [yk−1, yk], j = 1, . . . , n, k =
1, . . . ,m como se observa en la Figura 10.2.
Se llama norma de la particio´n P a
P = ma´x{v(Rjk) : j = 1, . . . , n; k = 1, . . . ,m}
Figura 10.2: Una particio´n del recta´ngulo R = [a, b]× [c, d]
Conside´rese cualquier punto cjk del recta´ngulo Rjk y fo´rmese la suma
S(f, P ) =
n−1
j=0
m−1
k=0
f(cjk)v(Rjk)
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llamada suma de Riemann para f
En la siguiente gra´ﬁca hemos representado las sumas de Riemann para la
funcio´n f(x, y) = x2 + y2 tomando como punto cjk el punto medio del
recta´ngulo y el punto inferior del recta´ngulo.
00.250.50.75 10
0.25
0.5
0.75
1
0
0.5
1
1.5
2
(a) cjk como punto inferior
0 0.25 0.5 0.75
1 0
0.25
0.5
0.75
1
0
0.5
1
1.5
2
(b) cjk como punto medio
Figura 10.3: Sumas de Riemann
Deﬁnicio´n 10.1 Si la sucesio´n {S(f, P )} converge a un l´ımite S, cuando
la norma de la particio´n tiende a 0, que es el mismo para cualquier eleccio´n
de cjk, entonces se dice que f es integrable sobre R y se escribe

R
f(x, y)dxdy = l´ım
P→0
n−1
j=0
m−1
k=0
f(cjk)v(Rjk)
A continuacio´n se resumen las propiedades ma´s importantes de las funciones
integrables.
Teorema 10.2 Sean f y g dos funciones integrables sobre un recta´ngulo
R. Entonces
209
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1. (Linealidad) f + g es integrable sobre R y

R
(f(x, y) + g(x, y))dxdy =

R
f(x, y)dxdy +

R
g(x, y)dxdy
2. (Homogeneidad) αf es integrable sobre R, para todo α ∈ R, y

R
αf(x, y)dxdy = α

R
f(x, y)dxdy
3. (Monoton´ıa) Si f(x, y) ≤ g(x, y), para todo (x, y) ∈ R, entonces

R
f(x, y)dxdy ≤

R
g(x, y)dxdy
4. (Aditividad) Si R = P ∪Q con P y Q dos recta´ngulos cuya interseccio´n
es una l´ınea recta o un punto o vac´ıa, entonces

R
f(x, y)dxdy =

P
f(x, y)dxdy +

Q
f(x, y)dxdy
5. (Valor absoluto) |f | tambie´n es integrable y se veriﬁca


R
f(x, y)dxdy
 ≤

R
|f(x, y)|dxdy
Un primer ejemplo de una amplia clase de funciones integrables la propor-
ciona el siguiente teorema
Teorema 10.3 Toda funcio´n continua sobre un recta´ngulo cerrado R es
integrable
Aunque la clase de las funciones integrables es mucho ma´s amplia, el teorema
anterior sera´ suﬁciente en muchos casos pra´cticos.
En general, las funciones integrables son aquellas que son continuas salvo en
conjuntos ”muy pequen˜os”.
Deﬁnicio´n 10.4 (Medida nula) Un subconjunto de Rn tiene contenido
nulo si, dado  > 0, existe un nu´mero ﬁnito de recta´ngulos que lo recubren
y la suma de sus volu´menes es menor que .
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Un subconjunto de Rn tiene medida nula si, dado  > 0, existe una sucesio´n
(ﬁnita o inﬁnita) de recta´ngulos, Rn, que lo recubren y cumpliendo.
∞
n=1
V (Rn) < 
El criterio general para saber que´ funciones son integrables lo proporciona
el siguiente teorema
Teorema 10.5 (Criterio de Lebesgue) Una funcio´n deﬁnida en un rec-
ta´ngulo es integrable Riemann si, y so´lo si, el conjunto de puntos de discon-
tinuidad de la funcio´n tiene medida nula.
10.1.1. Ca´lculo de integrales dobles
El ca´lculo de una integral doble se realiza mediante el ca´lculo de dos inte-
grales iteradas, de acuerdo al siguiente teorema:
Teorema 10.6 (Teorema de Fubini) Sea f una funcio´n integrable sobre
un recta´ngulo R = [a, b]× [c, d].
1. Si para cada x ∈ [a, b], la seccio´n transversal fx(y) := f(x, y), y ∈ [c, d],
es integrable sobre [c, d], entonces la funcio´n
F (x) :=
 d
c
fx(y)dy
es integrable sobre [a, b] y se veriﬁca

R
f(x, y)dxdy =
 b
a
F (x)dx =
 b
a
 d
c
f(x, y)dy

dx
2. Si para cada y ∈ [c, d], la seccio´n transversal fy(x) := f(x, y), x ∈ [a, b],
es integrable sobre [a, b], entonces la funcio´n
G(y) :=
 b
a
fy(x)dx
es integrable sobre [c, d] y se veriﬁca

R
f(x, y)dxdy =
 d
c
G(y)dy =
 d
c
 b
a
f(x, y)dx

dy
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F(x )
a
b
c
d
f(x ,y)
0
0
x = x
0
a
b
c
d
f(x ,y )
0
0
G(y  )
y=y
0
Figura 10.4: El teorema de Fubini
Corolario 10.7 Si f es continua sobre un recta´ngulo R = [a, b] × [c, d],
entonces

R
f(x, y)dxdy =
 b
a
 d
c
f(x, y)dy

dx =
 d
c
 b
a
f(x, y)dx

dy
Ejemplo 10.1 Se desea calcular la integral doble

R x
2y dxdy siendo R =
[1, 2]× [0, 1].
Solucio´n:Dado que la funcio´n x2y es continua enR basta aplicar el Teorema
de Fubini para obtener

R
x2ydxdy =
 2
1
 1
0
x2ydy

dx =
 2
1

x2
y2
2
y=1
y=0
dx
=
 2
1
x2
2
dx =

x3
6
x=2
x=1
=
8
6
−
1
6
=
7
6
Ejercicio 10.1 Ca´lculese la integral anterior cambiando el orden de inte-
gracio´n.
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10.1.2. Integrales dobles sobre recintos acotados
Para generalizar el concepto de integral doble a recintos acotados se hace
uso de la funcio´n caracter´ıstica
1A(x) =

1, si x ∈ A
0, si x /∈ A
donde A ⊂ R2.
Si el conjunto A es acotado y veriﬁca que su frontera tiene medida nula,
entonces la funcio´n caracter´ıstica es integrable sobre cualquier recta´ngulo R
que contiene a A y, en este caso, existe
a(A) :=

R
1A(x, y)dxdy
que se llama la medida o a´rea de A. El conjunto A se dice, entonces, medible.
Entonces, dada una funcio´n integrable sobre un recta´ngulo R ⊃ A, se deﬁne

A
f(x, y)dxdy :=

R
1A(x, y)f(x, y)dxdy
En la ﬁgura siguiente puede verse gra´ﬁcamente este proceso, donde F (x, y) =
1A(x, y)f(x, y):
-1
-0.5
0
0.5
1
-1
-0.5
0
0.5
1
0
0.5
1
1.5
2
D
Gráfica de f(x,y)
-1
0
1
-1
0
1
0
0.5
1
1.5
2
Gráfica de F(x,y)
D
R
Figura 10.5: Recinto acotado y funcio´n caracter´ıstica
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Esta deﬁnicio´n permite extender la integracio´n a recintos ma´s generales:
aquellos que son medibles.
Por tanto, hay que reconocer los conjuntos que son medibles. Para los obje-
tivos de nuestro curso basta aplicar, en general, el siguiente resultado:
Teorema 10.8 La gra´ﬁca de una funcio´n continua tiene medida nula; es
decir, si Φ(x) es una funcio´n continua deﬁnida en un intervalo I, el conjunto
A = {(x, y) : y = Φ(x); x ∈ I}
tiene medida nula.
En deﬁnitiva, los conjuntos cuya frontera esta´ formada por gra´ﬁcas de fun-
ciones continuas son medibles. En particular, pueden distinguirse dos tipos
de recintos:
Recintos de tipo I
A = {(x, y) ∈ R2 : a ≤ x ≤ b; g2(x) ≤ y ≤ g1(x)}
siendo g2(x), g1(x) funciones continuas en [a, b]. En este caso,

A
f(x, y)dxdy =
 b
a
 g1(x)
g2(x)
f(x, y)dy

dx
g (x)
g (x)
1
2
g (x)
g (x)
1
2
g (x)
g (x)
1
2
a b a b a b
D
D D
Figura 10.6: Algunos dominios de tipo I
Ejemplo 10.2 Se quiere calcular la integral
 
D
(x+ 2y) dy dx
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donde D es la regio´n acotada por la para´bolas y = 2x2 e y = 1 + x2.
Solucio´n:
En primer lugar, tras representar gra´ﬁcamente el dominio de integracio´n,
trazamos una recta vertical, L, que pase por el dominio D y marcamos los
valores de la variables y por donde entra y sale la recta L, como puede verse
en la siguiente ﬁgura.
-1 -0.5 0.5 1
0.5
1
1.5
2
2.5
3
y = 2 x 
y =   x  +1
L
2
2
Figura 10.7: Integracio´n sobre una regio´n de tipo I
La regio´n de integracio´n es, por tanto, el dominio de tipo I:
D = {(x, y)/− 1 ≤ x ≤ 1 ; 2x2 ≤ y ≤ 1 + x2)}
Luego:  
D
(x+ 2y) dy dx =
 1
−1
 1+x2
2x2
(x+ 2y) dy dx
Ejercicio 10.2 Calcula la integral doble

T xydxdy siendo T el recinto
limitado por el tria´ngulo de ve´rtices A(0, 0), B(2, 0) y C(1, 1), expresando
T como un recinto de tipo I.
(Sol.: 13 )
Ejercicio 10.3 Calcula la integral doble

T x− ydxdy siendo T el recinto
limitado por el tria´ngulo de ve´rtices A(1, 1), B(2, 4) i C(3, 3), expresando T
como un recinto de tipo I.
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(Sol.: −43 )
Recintos de tipo II
A = {(x, y) ∈ R2 : c ≤ y ≤ d; h1(y) ≤ x ≤ h2(y)}
siendo h1(y), h2(y) funciones continuas en [c, d]. En este caso,

A
f(x, y)dxdy =
 d
c
 h2(y)
h1(y)
f(x, y)dx

dy
h (y)
h (y)1
2
h (y)
h (y)
2
1
c
d
D
Dh (y) h (y)1
2
c
d
D
c
d
Figura 10.8: Algunos dominios de tipo II
Ejemplo 10.3 Calculemos la integral
 
D
xy dy dx
donde D es la regio´n acotada por y = x− 1 y 2x+ 6 = y2.
Solucio´n: Despue´s de representar gra´ﬁcamente el dominio de integracio´n,
trazamos una recta horizontal, L, que pase por el dominio D y marcamos
los valores de la variables x por donde entra y sale la recta L, como puede
verse en la siguiente ﬁgura.
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-2 2 4 6
-2
-1
1
2
3
4
x =   y / 2-32
2
x = y + 1
L
Figura 10.9: Integracio´n sobre una regio´n de tipo II
Luego el dominio de integracio´n es el dominio de tipo II:
D ≡

−2 ≤ y ≤ 4
y + 1 ≤ x ≤ 12(y
2 − 6)
Por tanto:  
D
xy dy dx =
 4
−2
 1
2 (y
2−6)
y+1
xy dx dy =
Ejercicio 10.4 Calcula la integral doble

T xydxdy siendo T el recinto
limitado por el tria´ngulo de ve´rtices A(0, 0), B(2, 0) y C(1, 1), expresando
T como un recinto de tipo II. Compara el resultado con el obtenido en el
Ejercicio 10.2.
(Sol.: 13 )
Ejercicio 10.5 Calcula la integral doble

T (x−y)dxdy siendo T el recinto
limitado por el tria´ngulo de ve´rtices A(1, 1), B(2, 4) i C(3, 3), expresando
T como un recinto de tipo II. Compara el resultado con el obtenido en el
Ejercicio 10.3.
(Sol.: −43 )
Algunas regiones pueden escribirse indistintamente como de tipo I o de tipo
II. En estos casos, se elige aquella que resulte ma´s fa´cil o ma´s corta. En el
siguiente ejemplo, se han calculado ambas para que se puedan comparar los
procedimientos.
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Ejemplo 10.4 Se desea calcular la integral doble

T xydxdy siendo T el
tria´ngulo de ve´rtices A(0, 0), B(1, 0) y C(0, 2).
Solucio´n: El recinto puede verse en la ﬁgura expresado como de tipo I o de
tipo II
0.2 0.4 0.6 0.8 1
0.5
1
1.5
2C
A B
y=2 - 2 x
y=0
(a) Recinto de tipo I
0.2 0.4 0.6 0.8 1
0.5
1
1.5
2C
A B
x=0
x=
2-y
2
(b) Recinto de tipo II
Figura 10.10: Un tria´ngulo como regio´n de tipo I y II
Para ello, si se expresa T como una regio´n de tipo I: T ≡



0 ≤ x ≤ 1
0 ≤ y ≤ 2− 2x
y, entonces

T
xydxdy =
 1
0
 2−2x
0
xy dy

dx =
 1
0

x
y2
2
y=2−2x
y=0
dx
=
 1
0

x
(2− 2x)2
2

dx =
 1
0
�
2x+ 2x3 − 4x2

dx
=

x2 +
x4
2
− 4
x3
3
x=1
x=0
= 1 +
1
2
−
4
3
=
5
6
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Si se expresa T como un recinto de tipo II: T ≡



0 ≤ y ≤ 2
0 ≤ x ≤ 2−y2
y, entonces

T
xydxdy =
 2
0
 2−y
2
0
xy dx

dy = . . . =
5
6
Ejercicio 10.6 Calcula la integral de la funcio´n f(x, y) = x2y2 sobre la
regio´n R del primer cuadrante limitada por las hipe´rbolas equila´teras xy = 1,
xy = 2 y las rectas y = x2 , y = 3x.
(Sol.: 76 ln 6 )
Ejercicio 10.7 Calcular el a´rea de la regio´n del primer cuadrante limitada
por las curvas xy = 2, xy = 4, y = x, y = 3x.
(Sol.: ln 3 u2 (unidades al cuadrado) )
10.1.3. Ca´lculo de a´reas
Si se considera una funcio´n continua no negativa f(x, y) ≥ 0 deﬁnida en un
recinto acotado medible A, entonces la integral doble

A
f(x, y) dxdy
tiene un signiﬁcado geome´trico claro: representa el volumen del so´lido forma-
do por el recinto A como base, paredes laterales verticales y como superﬁcie
superior la gra´ﬁca de f(x, y).
Este resultado permite que, en el caso de integrar la funcio´n constante 1
sobre un recinto medible A, se obtenga el a´rea de dicho recinto (en realidad,
se obtiene el volumen de un prisma recto de base el recinto A y altura 1 que
equivale nume´ricamente al a´rea de A). Es decir;
a(A) :=

A
1 dxdy
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Ejemplo 10.5 Vamos a utilizar esta propiedad para calcular el a´rea com-
prendida por la gra´ﬁca de las funciones y = sen(x) + 1 e y = cos(x) + 1 en
el intervalo [−3π4 ,
5π
4 ].
Solucio´n:
Primer paso: Un croquis Para representar gra´ﬁcamente el a´rea que
queremos calcular, hallaremos en primer lugar, los puntos de intersecio´n de
las dos funciones que se encuentran en ese intervalo, es decir, igualamos las
dos funciones y obtenemos que:
sen(x) + 1 = cos(x) + 1
↓
sen(x) = cos(x)
↓
x = −3π4 ,
π
4 ,
5π
4
Luego los puntos de interseccio´n son
P1 = (−
3π
4
,−
√
2
2
+ 1), P2 = (−
π
4
,
√
2
2
+ 1), P3 = (
5π
4
,−
√
2
2
+ 1)
Como podemos ver en la gra´ﬁca, Fig. 10.11 se obtienen dos dominios sime´tri-
cos que tienen el mismo a´rea. Es por ello que calcularemos el a´rea que nos
piden multiplicando por dos el a´rea de uno de los dos dominios coloreados
en la gra´ﬁca.
-2 2 4
0.5
1
1.5
2
y= sen(x) + 1
y= cos(x) + 1
Figura 10.11: A´rea entre dos gra´ﬁcas
Segundo Paso: Los l´ımites de integracio´n en y Trazamos una recta
vertical, L, que pase por el dominio D y marcamos los valores de la variables
y por donde entra y sale la recta L. Como puede verse en la Fig. 10.11,
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esos valores son justamente los valores de las funciones y = sen(x) + 1 e
y = cos(x) + 1.
Por lo tanto el dominio D sobre el que tenemos que integrar es el dominio
de tipo 1:
D = {(x, y)/
π
4
≤ x ≤
5π
4
; cos(x) + 1 ≤ y ≤ sen(x) + 1)}
Tercer Paso: Ca´lculo de la integral Aplicando la fo´rmula de integra-
cio´n sobre dominios de tipo I a la fo´rmula de ca´lculo de a´reas, tendremos
que:
A´rea(D) =

D
1 dA = 2
 5π
4
π
4
 sen(x)+1
cos(x)+1
1 dy dx = 2
 5π
4
π
4
y]sen(x)+1cos(x)+1 dx
=2
 5π
4
π
4
sen(x)− cos(x) dx = 2 − cos(x)− sen(x)]
5π
4
π
4
= 4
√
2
Ejemplo 10.6 Calcular el a´rea comprendida por la gra´ﬁca de las funciones
y = x e y = (2− x)2 y x = 0.
Solucio´n:
Primer paso: Un croquis Para representar gra´ﬁcamente el a´rea que
queremos calcular, hallaremos en primer lugar, los puntos de intersecio´n de
las funciones que delimitan el dominio a integrar. Igualando las funciones se
tiene que:
x = (2− x)2
↓
x2 − 5x+ 4 = 0
↓
x = 1 y x = 4
Luego los puntos que delimitan el dominio son
P1 = (0, 0), P2 = (1, 1), P3 = (2, 0)
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0.5 1 1.5 2
0.2
0.4
0.6
0.8
1
1.2
1.4
x= 2 -    yx= y
Figura 10.12: A´rea entre dos gra´ﬁcas
Segundo Paso: Los l´ımites de integracio´n en x Trazamos una recta
horizontal que pase por el dominio D y marcamos los valores de la variable
x por donde entra y sale la recta. Como puede verse en la Fig. 10.12 esos
valores son y = x y x = 2 −
√
y. Por lo tanto el dominio D sobre el que
tenemos que integrar es el dominio de tipo II:
D = {(x, y)/0 ≤ y ≤ 1 ; y ≤ x ≤ 2−
√
y}
Tercer Paso: Ca´lculo de la integral Aplicando la fo´rmula de integra-
cio´n sobre dominios de tipo II a la fo´rmula de ca´lculo de a´reas, tendremos
que:
A´rea(D) =

D
1 dA =
 1
0
 2−√y
y
1 dx

dy =
 1
0
[x]x=2−
√
y
x=y dy
=
 1
0
(2−
√
y − y dy =

2y − 2
y3/2
3
−
y2
2
√
2)
y=1
y=0
=
5
6
Ejemplo 10.7 . Ca´lculese el a´rea del c´ırculo unidad.
Solucio´n: Segu´n lo dicho
a(C) =

C
1 dxdy
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siendo C ≡ x2 + y2 ≤ 1.
Si se considera como un recinto de tipo I, debemos hallar las ecuaciones de
las dos curvas que delimitan el recinto por su parte inferior y superior, tal
y como se ve en la Fig. 10.13
Figura 10.13: Disco unidad
por lo que los l´ımites de integracio´n sera´n
C ≡



−1 ≤ x ≤ 1
−
√
1− x2 ≤ y ≤
√
1− x2
Por tanto,

C
1 dxdy =
 1
−1
 √1−x2
−
√
1−x2
1 dy

dx =
 1
−1
2

1− x2 dx
y, haciendo el cambio de variable



x = sin t
dx = cos t dt
x = −1⇒ t = −π2
x = 1⇒ t = π2



, resulta
=
 π
2
−π2
2 cos2 t dt =

t+
sin(2t)
2
t=π2
t=−π2
= π
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Ma´s adelante se vera´ que este tipo de integrales puede resolverse de forma
ma´s sencilla, aplicando el cambio de variables a la integral doble.
Ejercicio 10.8 Considera un tria´ngulo iso´sceles con un ve´rtice en el punto
(0, 0) y los lados iguales sobre las rectas determinadas por y = |x|. Halla
que´ altura, h, debe tener el tria´ngulo sobre el eje OY para que la circunfe-
rencia unidad lo divida en dos partes de igual a´rea.
(Sol.: h =
√
2π
2 )
10.2. Integrales triples
Las integrales triples no tienen ya mayor diﬁcultad salvo la an˜adida por
una dimensio´n ma´s. Los recta´ngulos anteriores se substituyen ahora por
recta´ngulos tridimensionales, o sea, cajas R = [a, b] × [c, d] × [p, q]. Una
particio´n P de R es ahora P = P1 × P2 × P3 siendo P1, P2 y P3 particiones
de los intervalos [a, b], [c, d] y [p, q], con respectivamente.
Si P1 tiene n+ 1 puntos, P1 tiene m+ 1 puntos y P3 tiene r + 1 puntos, la
particio´n P = P1×P2×P3 divide al recta´ngulo R en n ·m ·r subrecta´ngulos
Rijk = [xi−1, xi]× [yj−1, yj ]× [zk−1, zk]; cada uno de los cuales tiene volumen
v(Rijk = (xi − xi−1)(yj − yj−1)(zk − zk−1)
Procediendo de forma similar al caso de dos variables, dada una funcio´n real
acotada f deﬁnida en R, se deﬁne la suma de Riemann correspondiente a la
particio´n de P de R como
S(f, P ) =
n
i=1
m
j=1
r
k=1
f(xijk)v(Rijk)
con xijk ∈ Rijk.
Deﬁnicio´n 10.9 Dada la funcio´n acotada f : R −→ R se deﬁne la integral
triple como el l´ımite de las sumas de Riemann cuando P tiende a 0:

R
f(x, y, z)dxdydz = l´ım
P→0
n
j=1
f(xjkl)v(Rjkl)
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siempre que dicho l´ımite exista y sea independiente de la eleccio´n del punto
xijk.
Como antes, toda funcio´n continua es integrable y toda funcio´n acotada cu-
yas discontinuidades tienen medida nula es integrable. Asimismo se cumplen
las propiedades del Teorema 10.2.
Finalmente, el ca´lculo de una integral triple puede reducirse al ca´lculo de
tres integrales iteradas:
Teorema 10.10 Sea f una funcio´n integrable sobre un recta´ngulo R =
[a, b]× [c, d]× [p, q]. Si existe cualquier integral iterada, es igual a la integral
triple

R
f(x, y, z)dxdydz =
 b
a
 d
c
 q
p
f(x, y, z)dz

dy

dx
=
 d
c
 q
p
 b
a
f(x, y, z)dx

dz

dy
=
 q
p
 b
a
 d
c
f(x, y, z)dy

dx

dz
= . . .
y as´ı sucesivamente hasta completar todas las ordenaciones posibles.
Ejemplo 10.8 Calcular la integral sobre R = [−1, 1] × [0, 2] × [1, 2] de la
funcio´n f(x, y, z) = xyz
Solucio´n: Se tiene que

R
xyz dxdydz =
 1
−1
 2
0
 2
1
xyz dz

dy

dx
=
 1
−1
 2
0
xy

z2
2
z=2
z=1
dy

dx =
 1
−1
 2
0
3
2
xy dy

dx
=
 1
−1
3
2
x

y2
2
y=2
y=0
dx =
 1
−1
3x dx = 0
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Ejercicio 10.9 Averigua co´mo plantear la integral anterior para obtener el
resultado ma´s ra´pidamente.
10.2.1. Integracio´n sobre recintos acotados
Al igual que suced´ıa en el caso de integrales dobles, la integral triple sobre
recintos acotados se hace extendiendo la integral a un recta´ngulo y utilizando
la funcio´n caracter´ıstica:

Ω
f(x, y, z) dxdydz :=

R
f(x, y, z) · χΩ(x, y, z) dxdydz
siendo R un recta´ngulo que contiene a Ω.
Para el ca´lculo de la integral, el procedimiento ahora consiste en expresar el
recinto en alguna de las formas siguientes:
Ω = {(x, y, z) : (x, y) ∈ D,ϕ1(x, y) ≤ z ≤ ϕ2(x, y)}
siendo D = proyXOY (Ω) y ϕ1, ϕ2 funciones continuas.
Ω = {(x, y, z) : (x, z) ∈ D,ϕ1(x, z) ≤ y ≤ ϕ2(x, z)}
siendo D = proyXOZ(Ω) y ϕ1, ϕ2 funciones continuas.
Ω = {(x, y, z) : (y, z) ∈ D,ϕ1(y, z) ≤ x ≤ ϕ2(y, z)}
siendo D = proyY OZ(Ω) y ϕ1, ϕ2 funciones continuas.
A continuacio´n el recinto D ⊂ R2 se expresa como de tipo I o de tipo II,
dando lugar a la integral iterada correspondiente.
Por ejemplo, en el primer caso, si D es de tipo II en el plano XOY , se tendra´:
Ω ≡



α ≤ y ≤ β
g1(y) ≤ x ≤ g2(y)
ϕ1(x, y) ≤ z ≤ ϕ2(x, y)
y, por tanto,

Ω
f(x, y, z) dxdydz =
 β
α
 g2(y)
g1(y)

ϕ1(x,y)
ϕ2(x, y)f(x, y, z) dz

dx

dy
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Ejemplo 10.9 Se desea calcular el volumen del tetraedro limitado por los
planos coordenados y el plano x+y+z = 1. Para ello sera´ necesario calcular
Ω 1 dxdydz, siendo Ω el tetraedro. Para calcular los l´ımites de integracio´n
se proyecta el recinto sobre el plano XOY obteniendo el tria´ngulo sen˜alado
en la ﬁgura Fig. 10.14. Las variables (x, y) var´ıan en dicho tria´ngulo, mientras
que z recorre el recinto desde la superﬁcie inferior z = 0 hasta la superﬁcie
superior z = 1− x− y.
Figura 10.14: Volumen de un tetraedro
Por todo ello resulta:
Ω ≡



0 ≤ x ≤ 1
0 ≤ y ≤ 1− x
0 ≤ z ≤ 1− x− y
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y, entonces

Ω
1 dxdydz =
 1
0
 1−x
0
 1−x−y
0
1 dz

dy

dx
=
 1
0
 1−x
0
(1− x− y) dy

dx
=
 1
0

y − xy −
y2
2
y=1−x
y=0
dx
=
 1
0

1− x− x(1− x)−
(1− x)2
2

dx
=

x− x2 +
x3
3
+
(1− x)3
6
x=1
x=0
=
1
3
−
1
6
=
1
6
Ejercicio 10.10 Calcular el volumen del cuerpo limitado por z2 = xy, x+
y = 1, x+ y = 2.
(Sol.: 7π12 u
3 )
10.3. Cambio de variable
Una transformacio´n en el plano es una aplicacio´n T : R2 −→ R2 con
T (u, v) = (x, y). Se llama determinante jacobiano de T a
∂(x, y)
∂(u, v)
=

∂x
∂u
∂x
∂v
∂y
∂u
∂y
∂v

Teorema 10.11 (Dos variables) Sean D y D∗ dos regiones elementales
del plano y sea T : D∗ −→ D una biyeccio´n de clase C1, cuyo determinante
jacobiano no se anula en D∗ . Entonces, para cualquier funcio´n integrable
f : D −→ R se tiene

D
f(x, y) dxdy =

D∗
(f ◦ T )(u, v)

∂(x, y)
∂(u, v)
 dudv
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Cambio a coordenadas polares
Es el dado por la transformacio´n T : D∗ = [0, 1]× [0, 2π[−→ R2 donde
(x, y) = T (r, θ) = (r cos θ, r sin θ)
Puede probarse fa´cilmente que T cumple las condiciones del teorema de
cambio de variable y, adema´s, su jacobiano es
∂(x, y)
∂(r, θ)
=

∂x
∂r
∂x
∂θ
∂y
∂r
∂y
∂θ

=

cos θ −r sin θ
sin θ r cos θ
 = r
Supongamos que queremos calcular una integral doble

R f(x, y) dA cuando
R es un dominio como en la ﬁgura Fig. 10.15. La descripcio´n de un dominio
de este tipo en coordenadas rectangulares parece bastante complicada, sin
embargo describir R en coordenadas polares nos simpliﬁcara´ bastante las
cosas.
-2 -1 1 2
0.5
1
1.5
2
Figura 10.15: Un anillo circular
En general, las coordenadas polares son adecuadas cuando el recinto de
integracio´n es un c´ırculo de centro el origen (o un sector circular) o, al menos,
un c´ırculo tangente al origen. En los siguientes ejemplos vamos a aplicar
dicho cambio y hay que tener mucho cuidado de no olvidar multiplicar por
r al hacer el cambio a coordenadas polares en la integral.
Ejemplo 10.10 Calculemos la integral doble
 
R(3x+4y
2) dA donde R es
la regio´n circular que se encuentra en el semiplano superior y esta´ limitada
por las circunferencias x2 + y2 = 1 y x2 + y2 = 4, como puede verse en la
siguiente ﬁgura:
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-2 -1 1 2
0.5
1
1.5
2
x  + y  =  42 2
x  + y  =  12 2
Figura 10.16: Integracio´n en coordenadas polares
Solucio´n: La regio´n R se describe como:
R = {(r, θ)/1 ≤ r ≤ 2 ; 0 ≤ θ ≤ π}
Por tanto:
 
R
(3x+ 4y2) dA =
 π
0
 2
1
(3r cos(θ) + 4(r sen(θ))2) r drdθ
=
 π
0

r3 cos(θ) + r4 sen2(θ)
r=2
r=1 dθ
=
 π
0
7 cos(θ) + 15 sen2(θ) dθ
=
 π
0
7 cos(θ) +
15
2
(1− cos(2θ)) dθ
= 7 sen(θ) +
15θ
2
−
15
4
sen(2θ)
π
0
=
15π
2
Ejemplo 10.11 Veamos como calcular el volumen del so´lido que esta´ limi-
tado por los planos z = 13 , z = 0 y el cilindro x
2 + y2 = y.
Solucio´n:
Este so´lido esta´ encima del disco que tiene como c´ırculo frontera a la cir-
cunferencia
x2+y2 = y =⇒ x2+y2−y = 0 =⇒ x2+y2−y−
1
4
−
1
4
= 0 =⇒ x2+

y −
1
2
2
=
1
4
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es decir, tiene como frontera la circunferencia de centro el punto (0, 1/2) y
radio 12 (ver ﬁgura Fig. 10.17).
Si consideramos coordenadas polares, se tiene que este circulo se expresa
como:
x2+y2 = y =⇒ r2 cos2(θ)+r2 sen2(θ) = r sen(θ) =⇒ r2 = r sen(θ) =⇒ r = sen(θ)
Por lo tanto, el disco sobre el que se encuentra el so´lido esta´ dado por:
D = {(r, θ)/0 ≤ r ≤ sen(θ) ; 0 ≤ θ ≤ π}
-0.5 -0.25
0
0.25
0.5
0
0.25
0.5
0.75
1
0
0.2
0.4
(a) So´lido
-0.4 -0.2 0.2 0.4
0.2
0.4
0.6
0.8
1
r = sen(θ)
(b) Proyeccio´n en el plano XOY
Figura 10.17: Volumen de un cilindro circular
Aplicando la fo´rmula de integracio´n en coordenadas polares:
Vol =
 
D
1
3
dA =
 π
0
 sen(θ)
0
1
3
rdrdθ =
 π
0
r2
6
sen(θ)
0
dθ =
 π
0
sen2(θ)
6
dθ
=
 π
0
1− cos(2θ)
12
dθ =
θ
12
−
sen(2θ)
24
π
0
=
π
12
Ejemplo 10.12 Calcular el a´rea encerrada por las hojas de una rosa de
cuatro pe´talos, con ecuacio´n es r = cos(2θ).
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Solucio´n: Recordar que a´rea(D) =

D 1 dxdy. Como se observa en la
gra´ﬁca, Fig. 10.18, para calcular el a´rea encerrada por las hojas de una rosa
de cuatro pe´talos, nos bastara´ con calcular el a´rea encerrada en la mitad de
un so´lo pe´talo; es decir, el conjunto sobre el que vamos a integrar es
D = {(r, θ)/0 ≤ r ≤ cos(2θ) ; 0 ≤ θ ≤
π
4
}
-1 -0.5 0.5 1
-1
-0.5
0.5
1
π/4
−π/4
Figura 10.18: Una rosa de cuatro pe´talos
Luego, el a´rea que buscamos es:
A´rea =

P
1 dA = 8
 π
4
0
 cos(2θ)
0
r dr dθ = 8
 π
4
0
r2
2
cos(2θ)
0
dθ
= 4
 π
4
0
cos2(2θ) = 4
 π
4
0

cos(4θ) + 1
2

= 4

θ
2
+
sen(4θ)
8
π
4
0
dθ =
π
2
Ejemplo 10.13 Calcula la integral

S
xy dxdy donde S es el recinto
S = {(x, y) ∈ R2 / x2 + y2 ≤ 1 }
Solucio´n: La ecuacio´n x2 + y2 = 1 representa una circuferencia centrada
en (0, 0) de radio 1. As´ı, la inequacio´n x2 + y2 < 1 corresponde a los puntos
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interiores a la circunferencia y, por tanto, el recinto S es el disco unidad re-
presentado en la Figura 10.19. Esta integral se resolvera´ utilizando el cambio
a coordenadas polares. As´ı, el recinto S se transforma en
D∗ = {(r, θ) : 0 ≤ r ≤ 1; 0 ≤ θ ≤ 2π}
Figura 10.19: Disco unidad

S
xy dxdy =

D∗
(r cos θ)(r sin θ)r drdθ =
=
 2π
0
 1
0
r3 cos θ sin θ dr

dθ =
=
 2π
0
cos θ sin θ

r4
4
r=1
r=0
dθ =
=
1
4
 2π
0
cos θ sin θ =
=
1
4

sin2 θ
2
θ=2π
θ=0
= 0
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Ejercicio 10.11 Calcula

A x
2dxdy siendo A el recinto comprendido entre
el recta´ngulo R = [−2, 2]× [−2, 2] y la circunferencia C ≡ x2 + y2 = 1.
(Sol.: 643 −
π
4 )
Ejercicio 10.12 Calcula

A e
x2+y2 dxdy siendo A la parte del c´ırculo uni-
dad, x2 + y2 ≤ 1, situada en el semiplano positivo de las x, x ≥ 0.
(Sol.: π2 (e−1) )
En ocasiones, resulta conveniente dividir el recinto en partes y calcular la
integral sobre cada parte por separado
Ejemplo 10.14 Calcula la integral

T
x2ydxdy donde
T = {(x, y) ∈ R2 / x2 + (y + 1)2 ≤ 1, |x| ≥ |y|}
Solucio´n: Para resolver la integral se utilizara´n las integrales sobre C y S,
siendo C c´ırculo y S la parte interior del c´ırculo que no esta´ en T . De esta
forma,

T
x2y dxdy =

C
x2y dxdy −

S
x2y dxdy
Sobre el c´ırculo se emplea el cambio a coordenadas polares:
x = r cos θ
y = r sin θ

⇒
x2 + (y + 1)2 = 1
x2 + y2 + 2y = 0
r2 + 2r sin θ = 0
r = −2 sin θ
por lo que los l´ımites de integracio´n son
T ≡

π ≤ θ ≤ 2π
0 ≤ r ≤ −2 sin θ
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y, entonces

C
x2y dxdy =
 2π
π
 −2 sin θ
0
r2 cos2 θ r sin θ r dr

dθ
=
 2π
π
cos2 θ sin θ
 −2 sin θ
0
r4 dr

dθ
=
 2π
π
cos2 θ sin θ

r5
5
r=−2 sin θ
r=0
dθ
=
 2π
π
−25
5
cos2 θ sin6 θ dθ
y, aplicando las fo´rmulas de reduccio´n,
=
−25
5

cos θ sin7 θ
8
2π
π
+
1
8
 2π
π
sin6 θ dθ

= −
4
5
 2π
π
sin6 θ dθ
y, de nuevo, aplicando ahora la fo´rmula de reduccio´n

C
x2y dxdy = −
4
5

sin5 θ cos θ
6
2π
π
+
5
6
 2π
π
sin4 θ dθ

= −
2
3
 2π
π
sin4 θ dθ
= −
2
3

sin3 θ cos θ
4
2π
π
+
3
4
 2π
π
sin2 θ dθ

= −
1
2
 2π
π
sin2 θ dθ
e, integrando,
= −
1
2

1
2
(θ − sin θ cos θ)
2π
π
= −
π
4
Para la integral sobre S se tendra´ en cuenta que las rectas y = x e y = −x
corresponden a las ecuaciones polares θ = 5π4 y θ =
7π
4 , respectivamente.
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Por tanto,
S ≡
 5π
4 ≤ θ ≤
7π
4
0 ≤ r ≤ −2 sin θ
y, por tanto,

S
x2y dxdy =
 7π
4
5π
4
 −2 sin θ
0
r2 cos2 θ r sin θ r dr

dθ
=
 7π
4
5π
4
−25
5
cos2 θ sin6 θ dθ
y, aplicando la fo´rmula de reduccio´n,

S
x2y dxdy = −
25
5

cos θ sin7 θ
8
 7π
4
5π
4
+
1
8
 7π
4
5π
4
sin6 θ dθ

=
1
10
−
4
5
 7π
4
5π
4
sin6 θ dθ
y, aplicando ahora la fo´rmula de reduccio´n

S
x2y dxdy =
1
10
−
4
5

−
sin5 θ cos θ
6
 7π
4
5π
4
+
5
6
 7π
4
5π
4
sin4 θ dθ

=
1
10
−
1
30
−
2
3
 7π
4
5π
4
sin4 θ dθ
=
1
10
−
1
30
−
2
3

−
sin3 θ cos θ
4
 7π
4
5π
4
+
3
4
 7π
4
5π
4
sin2 θ dθ

=
1
10
−
1
30
−
1
12
−
1
2
 7π
4
5π
4
sin2 θ dθ
e, integrando,
=
1
10
−
1
30
−
1
12
−
1
2

1
2
(θ − sin θ cos θ)
 7π
4
5π
4
=
1
10
−
1
30
−
1
12
−
π
8
−
1
4
= −
8
30
−
π
8
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Y, ﬁnalmente,

T
x2y dxdy =

C
x2y dxdy−

S
x2y dxdy = −
π
4
−
8
30
−
π
8
= −
4
15
−
3π
8
Ejercicio 10.13 Calcula la integral

T
ex dxdy donde
T = {(x, y) ∈ R2 / − 2 ≤ x ≤ 2, −1 ≤ y ≤ 2, y ≤ x+ 2, y ≥ x− 2}
(Sol.: 3 e2− e−1 )
La extensio´n del resultado de cambio de variable a funciones de tres variables
es inmediato.
Teorema 10.12 (Tres variables) Sean D y D∗ dos regiones elementales
del espacio tridimensional y sea T : D∗ −→ D una biyeccio´n de clase C1,
cuyo determinante jacobiano no se anula en D∗. Entonces, para cualquier
funcio´n integrable f : D −→ R se tiene

D
f(x, y, z) dxdydz =

D∗
(f ◦ T )(u, v, w)

∂(x, y, z)
∂(u, v, w)
 dudvdw
Cambio a coordenadas cil´ındricas
En la ﬁgura Fig. 10.20 puede apreciarse el signiﬁcado de la coordenadas
cil´ındricas.
OX
OY
OZ
O
r
z
θ
Figura 10.20: Coordenadas cil´ındricas
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Las ecuaciones del cambio de coordenadas y los nuevos l´ımites de integracio´n
vienen dados por
x = r cos θ
y = r sin θ
z = z



r ≥ 0
θ ∈ [0, 2π]
z ∈ R
siendo el determinante jacobiano:
∂(x, y, z)
∂(r, θ, z)
=

cos θ −r sin θ 0
sin θ r cos θ 0
0 0 1

= r
Ejemplo 10.15 (Coordenadas cil´ındricas) Un so´lido Ω esta´ limitado,
en el primer octante, por la gra´ﬁca del semicono z =

x2 + y2 y los planos
z = 1, x = 0, y = 0. Se desea calcular la integral

Ω(x
2 + y2) dxdydz.
Solucio´n: Para ello se emplea el cambio a coordenadas cil´ındricas. Como se
ve en la ﬁgura Fig. 10.21, esta´ claro que z var´ıa de la superﬁcie del semicono
(de ecuacio´n z = r) al plano z = 1.
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0.25
0.5
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Figura 10.21: Integracio´n sobre un semicono
La proyeccio´n en el plano z = 0 del so´lido produce el sector circular x2+y2 ≤
1, x, y ≥ 0. Por tanto, la coordenada r var´ıa de 0 a 1 y la coordenada θ de
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0 a π2 . En deﬁnitiva,
0 ≤ θ ≤
π
2
0 ≤ r ≤ 1
r ≤ z ≤ 1



y, entonces

Ω
(x2 + y2) dxdydz =
 π
2
0
 1
0
 1
r
r2r dz

dr

dθ
=
 π
2
0
 1
0
�
r3(1− r)

dr

dθ
=
 π
2
0

r4
4
−
r5
5
r=1
r=0
dθ
=

1
4
−
1
5
 π
2
0
dθ =
π
40
Ejercicio 10.14 Calcular la integral triple de la funcio´n f(x, y, z) = xyz
sobre la regio´n Ω que se encuentra en el primer octante (x > 0, y > 0, z > 0)
limitada por los paraboloides z = x2 + y2, z = 2x2 + 2y2, por los cilindros
xy = 1, xy = 4, y por los planos y = x, y = 5x.
(Sol.: 7658
�
ln 5 + 15625

)
Cambio a coordenadas esfe´ricas
En la ﬁgura siguiente, Fig. 10.22, puede apreciarse el signiﬁcado geome´trico
de las coordenadas esfe´ricas.
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Figura 10.22: Coordenadas esfe´ricas
Las ecuaciones del cambio de coordenadas vienen dadas por
x = r cos θ sinφ
y = r sin θ sinφ
z = r cosφ



r ≥ 0
θ ∈ [0, 2π]
φ ∈ [0, π]
siendo el determinante jacobiano:
∂(x, y, z)
∂(r, θ, φ)
=

cos θ sinφ −r sin θ sinφ r cos θ cosφ
sin θ sinφ r cos θ sinφ r sin θ sinφ
cosφ 0 −r sinφ

= −r2 sinφ
Ejemplo 10.16 (Coordenadas esfe´ricas) Se desea calcular el volumen
de una esfera de radio R. La integral correspondiente es
v(S) =

S
1 dxdydz
Solucio´n: Para ello, se introduce el cambio a coordenadas esfe´ricas: al
aplicar el cambio de coordenadas a la ecuacio´n de la superﬁcie esfe´rica,
x2 + y2 + z2 = 1, resulta r = R. Como no depende de θ ni φ, estas dos
variables no tienen restricciones y, por tanto,
0 ≤ θ ≤ 2π
0 ≤ r ≤ R
0 ≤ φ ≤ π



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y, entonces

S
1 dxdydz =
 2π
0
 R
0
 π
0
r2 sinφ dφ

dr

dθ
 2π
0
 R
0
r2 [− cosφ]φ=πφ=0 dr

dθ = 2
 2π
0
 R
0
r2 dr

dθ
= 2
 2π
0

r3
3
r=R
r=0
dθ =
2R3
3
 2π
0
dθ =
4πR3
3
u.v.
Ejercicio 10.15 Calcular

Ω (x+ 2z) dx dy dz, donde Ω = {(x, y, z) :
1 ≤ x2 + y2 + z2 ≤ 9, z ≤ 0}.
(Sol.: −40π )
En ocasiones resulta imposible dibujar el recinto de integracio´n. En el caso
en que la superﬁcie que encierra el so´lido este´ formada por una u´nica ecua-
cio´n au´n resulta posible, mediante un cambio adecuado de coordenadas,
calcular los l´ımites de integracio´n, lo cual resultar´ıa imposible de realizar en
coordenadas cartesianas.
Ejemplo 10.17 Calcula el volumen del so´lido Ω encerrado por la superﬁcie
de ecuacio´n (x2 + y2 + z2)2 = z(x2 + y2).
Solucio´n: Se aplica el cambio a coordenadas esfe´ricas
(x2 + y2 + z2)2 = z(x2 + y2)
r4 = r cosφ(r2 cos2 θ sin2 φ+ r2 sin2 θ sin2 φ)
r4 = r3 cosφ sin2 φ(cos2 θ + sin2 θ)
r4 = r3 cosφ sin2 φ
r = cosφ sin2 φ
Como debe ser cosφ ≥ 0, entonces φ ∈ [0, π2 ]. La ecuacio´n anterior no
depende de θ, luego θ ∈ [0, 2π], por lo que los l´ımites de integracio´n son



0 ≤ θ ≤ 2π
0 ≤ φ ≤ π2
0 ≤ r ≤ cosφ sin2 φ
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con lo cual
v(Ω) =

Ω
1 dV =
 2π
0
 π
2
0
 cosφ sin2 φ
0
r2 sinφ dr

dφ

dθ
=
 2π
0
 π
2
0
sinφ

r3
3
r=cosφ sin2 φ
r=0
dφ

dθ
=
1
3
 2π
0
 π
2
0
cos3 φ sin7 φ dφ

dθ
Ahora
 π
2
0
cos3 φ sin7 φ dφ =

cos2 φ sin8 φ
10
φ=π2
φ=0
+
2
10
 π
2
0
cosφ sin7 φ dφ
=
2
10

sin8 φ
8
φ=π2
φ=0
=
1
40
y volviendo a la integral de volumen:
v(Ω) = . . . =
1
3
 2π
0
 π
2
0
cos3 φ sin7 φ dφ

dθ =
1
3
 2π
0
1
40
dθ =
π
60
Ejercicio 10.16 Calcula el volumen encerrado por la superﬁcie de ecuacio´n�
x2 + y2 + z2
2
= x2 + y2 − z2
(Sol.: π
2
4
√
2
u3 )
10.4. Problemas adicionales
Ejercicio 10.17 Calcula

S (x
2 + y2 − 2y)dxdy siendo
S = {(x, y) ∈ R2 / x2 + y2 ≤ 1, y ≥ |x| }
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(Sol.: π8 −
2
√
2
3 )
Ejercicio 10.18 Calcula

S
x cos(x+ y)dxdy siendo S el tria´ngulo de
ve´rtices (0, 0), (π, 0) y (π, π).
(Sol.: −3π2 )
Ejercicio 10.19 Calcula la integral de la funcio´n f(x, y) = x2y2 sobre la
regio´n R del primer cuadrante limitada por las hipe´rbolas equila´teras xy = 1,
xy = 2 y las rectas y = x2 , y = 3x.
(Sol.: 76 ln 6 )
Ejercicio 10.20 Calcula el a´rea de la regio´n del primer cuadrante limitada
por las curvas xy = 2, xy = 4, y = x, y = 3x.
(Sol.: ln 3 u2 )
Ejercicio 10.21 Calcula el a´rea encerrada por la lemniscata de Bernoulli�
x2 + y2
2
= 2a2
�
x2 − y2

.
(Sol.: 2a2 u2 )
Ejercicio 10.22 Calcula el volumen del cuerpo limitado por el paraboloide
hiperbo´lico z = xy, el cilindro y =
√
2x y los planos x + y = 4, y = 0 y
z = 0.
(Sol.: 6 u3 )
Ejercicio 10.23 Calcula el volumen del cuerpo limitado por la semiesfera
z =

2− x2 − y2 y el cono z =

x2 + y2.
(Sol.: 4π3
�√
2− 1

u3 )
Ejercicio 10.24 Calcula el volumen del cuerpo limitado por la superﬁcie
z2 = xy y los planos x+ y = 1 y x+ y = 2.
(Sol.: 7π12 u
3 )
Ejercicio 10.25 Calcula

Ω(x
2 + y2 + z2) dxdydz, donde Ω es la regio´n
limitada por el cilindro x2 + y2 = 16, 3 ≤ z ≤ 4.
(Sol.: 976π3 )
Ejercicio 10.26 Calcula

Ω (x+ 2z) dxdydz, donde Ω es la regio´n deﬁ-
nida por {(x, y, z) : 1 ≤ x2 + y2 + z2 ≤ 9, z ≤ 0}.
(Sol.: −40π )
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Tabla de primitivas
1.

c dx = cx
2.

xr dx =
xr+1
r + 1
, r = −1
3.
 1
x
dx = lnx
4.

emx dx =
1
m
emx
5.

amx dx =
amx
m ln a
6.

sin(x) dx = − cos(x)
7.

cos(x) dx = sin(x)
8.

tan(x) dx = − ln(cosx)
9.

cot(x) dx = ln(sinx)
10.
 1
cos2 x
dx = tanx
11.
 1
sin2 x
dx = − cotx
12.
 1
1 + x2
dx = arctanx
13.
 1
√
1− x2
dx = arcsinx
14.
 −1
√
1− x2
dx = arc cosx
15.
 1
a2 + x2
dx =
1
a
arctan
x
a

16.
 1
√
a2 − x2
dx = arcsin
x
a

17.
 −1
√
a2 − x2
dx = arc cos
x
a

18.
 1
√
x2 ± a2
dx = ln

x+
√
x2 ± a2

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19.

sin2(ax) dx =
1
2a
(x− sin(mx) cos(mx))
20.

cos2(ax) dx =
1
2a
(x+ sin(mx) cos(mx))
21.

sin(ax) cos(bx) dx =
(a− b) cos ((a+ b)x) + (a+ b) cos ((b− a)x)
2b2 − 2a2
22.

cos(ax) cos(bx) dx =
(b− a) sin ((b+ a)x) + (b+ a) sin ((b− a)x)
2b2 − 2a2
23.

sin(ax) sin(bx) dx = −
(b− a) sin ((a+ b)x) + (a+ b) sin ((b− a)x)
2b2 − 2a2
24.

sinn(ax) dx = −
sinn−1(ax) cos(ax)
na
+
n− 1
n

sinn−2(ax) dx
25.

cosn(ax) dx =
cosn−1(ax) sin(ax)
na
+
n− 1
n

cosn−2(ax) dx
26.

sinn(ax) cosm(ax) dx = −
sinn−1(ax) cosm+1(ax)
(m+ n)a
+
n− 1
m+ n

sinn−2(ax) cosm(ax) dx
27.

sinn(ax) cosm(ax) dx =
sinn+1(ax) cosm−1(ax)
(m+ n)a
+
m− 1
m+ n

sinn(ax) cosm−2(ax) dx
28.

xn sin(ax) dx = −
xn
a
cos(ax) +
n
a

xn−1 cos(ax) dx
29.

xn cos(ax) dx =
xn
a
sin(ax)−
n
a

xn−1 sin(ax) dx
30.

eax sin(bx) dx =
eax (a sin (bx)− b cos (bx))
b2 + a2
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31.

eax cos(bx) dx =
eax (b sin (bx) + a cos (bx))
b2 + a2
32.

xn eax dx =
xn eax
a
−
n
a

xn−1 eax dx
33.
 dx
ax2 + bx+ c
=
2arctan

2ax+b√
4ac−b2

√
4ac− b2
(cuando b2 − 4ac < 0)
34.
 √
x2 ± a2 dx =
x
2
√
x2 ± a2 ±
a2
2
ln

x+
√
x2 ± a2

35.

x2
√
x2 ± a2 dx =
x
8
(2x2 ± a2)
√
x2 ± a2 −
a4
8
ln

x+
√
x2 ± a2

36.

√
x2 + a2
x
dx =
√
x2 + a2 − a ln

a+
√
x2 + a2
x

37.

√
x2 − a2
x
dx =
√
x2 − a2 − a arg sec
x
a

38.
 dx
x
√
x2 + a2
= −
1
a
ln

a+
√
x2 + a2
x

39.
 dx
x
√
x2 − a2
=
1
a
arc cos
a
x

40.
 x2
√
x2 ± a2
dx =
x
2
√
x2 ± a2 ∓
a2
2
ln

x+
√
x2 ± a2

41.
 dx
x2
√
x2 ± a2
= ∓
√
x2 ± a2
a2x
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42.

√
x2 ± a2
x2
dx = −
√
x2 ± a2
x
+ ln

x+
√
x2 ± a2

43.
 √
a2 − x2 dx =
x
2
√
a2 − x2 +
a2
2
arcsin
x
a
44.

x2
√
a2 − x2 dx = −
x
8
(a2 − 2x2)
√
a2 − x2 +
a4
8
arcsin
x
a
45.

√
a2 − x2
x
dx =
√
a2 − x2 − a ln

a+
√
a2 − x2
x

46.
 dx
x
√
a2 − x2
= −
1
a
ln

a+
√
a2 − x2
x

47.
 dx
x2
√
a2 − x2
= −
√
a2 − x2
a2x
48.

√
a2 − x2
x2
dx = −
√
a2 − x2
x
a arcsin
x
a
49.
 x2
√
a2 − x2
dx =
a2
2
arcsin
x
a
−
x
2
√
a2 − x2
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