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Abstract 
We study a class of one-dimentional lattice gas models associated with discrete Boltzmann 
equations. In these models particles travel as independent random walks and collide stochastically. 
In Rezakhanlou (1996) we derived a Boltzmann type equation for the macroscopic particle 
density. In this article we determine the asymptotic law of each particle in the model. 
Keywords: Kinetic limit; Propagation of chaos 
1. Introduction 
A dilute gas is microscopically modeled by a particle system in which particles travel 
according to their velocities and gain new velocites upon their collision. The kinetic 
behavior of dilute gases is a consequence of the molecular chaos. In dilute gases the 
mean free path is bounded and a consequence of this is the so-called Stosszahlansatz of 
Boltzmann (the particles are uncorrelated before collision). Toward the end of last cen- 
tury, Boltzmann used Stosszalanzatz to derive the Boltzmann equation for the macro- 
scopic particle densities. Since then Boltzmann equation has become a practical tool 
for investigating the properties of dilute gases. 
In a recent paper we rigorously derived the Boltzmann equation for a class of one- 
dimensional particle systems. In this article we establish a variant of Stosszahlansatz 
and will study the asymptotic law of each particle. 
Indeed we will show that any finite number of particles will evolve independently 
(chaos is restored) as the total number of particles goes to infinity. Such a result is 
normally called propagation of chaos. Furthermore we determine the asymptotic law of 
each particle. Roughly speaking, each particle travels deterministically according to its 
velocity, while the velocity is stochastically changing. The probabilistic rate at which 
a new velocity is chosen is computed in terms of the macroscopic particle densities 
given by the kinetic equation. 
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The microscopic models studied in this article are continuous-time Markovian particle 
systems with the following rules. Each particle has a label a, where CI belongs to a 
finite set I. A particle with label a evolves as a random walk with mean u, on a 
one-dimensional lattice. Two particles at the same site collide with probability E and 
do not collide with probability 1 -E where E -’ is of the same order as the total number 
of particles. If two particles of labels a and p collide, then they gain new labels y and 
6 with a rate K(a/l,$). If f&c,t) is the macroscopic density of particles with label a, 
we showed in Rezakhanlou (1996) that fa solves the discrete Boltzmann equation 
(1.1) 
Moreover a particle with label a will gain a new label y or 6 with a rate proportional 
to & ZC(ap, yS)f@, t). More precisely, the asymptotic law of each particle is governed 
by an inhomogeneous Markov process with the infinitesimal generator given by (2.16) 
of the next section. 
In a physically more realistic model, particles move deterministically in space be- 
tween collision and their velocities could be any vector. In this case the macroscopic 
equation is the full Boltzmann equation. The derivation of the kinetic equation was car- 
ried out by Lanford (1975) and King (1975) for short times, by Illner and Pulvirenti 
(1989) when the mean free path is sufficiently large, and by Sznitman (1984) when 
the density is independent of the space variable. In the latter, propagation of chaos is 
established and the asymptotic law of a marked particle is calculated. The references 
Caprino et al. (1991), Caprino and Pulvirenti (1995) and Rezakhanlou (1996) dealt 
with the discrete Boltzmann equation. 
The organization of the paper is as follows. In the next section we describe our 
results. In Section 3 we prove a preliminary lemma concerning the reduction of the 
model to finite large intervals. The tightness of the empirical process will be estab- 
lished in Section 4. This will be used in the final section to show the propagation of 
chaos for our model. 
2. Notation and main results 
This section is devoted to the statement of our main results. We first describe the 
model for which the kinetic limit will be established. 
There are II type of particles that are located on various sites of a one-dimensional 
lattice. We denote the set { 1,2,. . . , n} by I. The state space E = UFxI(Z xZ)j” consists 
ofN-tuples q = (ql,..., qN) with qi = (Xi,Cli) where Xi and ai denote the location and 
the label of the ith particle, respectively. 
For each a E I, a probability density function (p(z, a): z E if) is given which is of 
finite range, irreducible and has mean v,. More precisely 
P(Z, a ) Z 0, C Z&a) = 1, Czp(z,a) = 0, 
z z 
p(z,a) = 0 if IzI > rs, p(O,a) = 0, 
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(2.1) c P*% or> 0 
n>O 
for some fixed ro, where p*” denotes the n-fold convolution in z variable. 
For each q E Z x I, q(q; q) denotes the occupation number at q: 
V(q; 4) = {#i: 4i = 41. (2.2) 
When there is no danger of confusion, we simply write q(q) for q(q;q). 
The dynamics of qt is Markovian and is characterized by its infinitesimal generator 
&CL) = L&!o+&‘~. Here &‘o corresponds to the free motion, & describes the interaction 
among particles and L will go to infinity in such a way that N/L will converge to a 
nonzero constant. More precisely 
~dOd!7) = C P(z7a)(dS,x,i4) - g(4)) 
r,a,i 
(2.3) 
where Sz, a,iq is a configuration obtained from q = (41 . . . qN) by replacing qi = (xi, ai) 
with (xi + Z, Ei) if ai = ~1, S,,,iq = q otherwise. Also 
cdcdq) = i C n(xi = xj) CK(Q”j, Y6)(ds~;dq) - g(4)) (2.4) 
i#.i Y>6 
where ST,fq is the configuration obtained from q by changing the labels of ith and jth 
particles from Ui, mj to y, 6 respectively. Our assumptions on K are 
6) KC@, Y@ 20, 
(ii) K(@, $I= WE, ~6) = KC@, JY 1, 
(iii) K(c$,yS) = 0 if u, = up, 
(iv) K(c@, yG) = 0 if u, + 0~ # uy + ug. (2.5) 
The last condition requires that the conservation of momentum holds microscopically. 
It turns out that the evolution of the occupation numbers {q(q): q E Z x I} is also 
Markovian. A straightforward calculation yields 
dog(V) = c P(ZY~)?(% ~)(S(r,,%US) - g(v)) (2.6) 
z,4u 
where the first summation is over (z, c(, u) E Z x Z x Z, 
u(4) - 1 if 4 = (u,~), 
T,,,,r(q) = V(9) + 1 if 4 = (u +~,a), 
V(4) otherwise, 
(2.7) 
(2.8) 
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and 
q(4) - 1 if 4 = (u, m) or (u, P), 
TU(@, $)r(q) = V(4) + 1 if 4 = (4 Y) or (u, b), (2.9) 
V(9) otherwise. 
provided CI # y, j3 # 6 and y # 6. We omit the straightforward definition of T,(a/?,$) 
in the remaining cases. 
For the purposes of this paper we only need to consider configurations with finitely 
many particles. However, the process n(t) can be defined if v(O) consists of infinitely 
many particles and the generator is still given by (2.6) and (2.7). 
It is known that the product of Poisson measures is invariant with respect to &$I. 
More precisely, for each n = (Ai, Al,. . . , A,) with il, 80, we define a measure VA on 
E = lVExl such that (q(q): q E Z x Z) are independent and 
v~(q(u,u) = m) = epL $ (2.10) 
for every (~,a) E E x I and m E Z +. It is not hard to see that VA is invariant with 
respect to &s. Moreover if A satisfies the Maxwell conditions: 
then VA is also invariant with respect to _zJC. 
Our next assumption on the collision rate will guarantee the existence of at least 
one VA that is invariant with respect to J&). 
Assumption 2.1. There exist positive &, GI E 1 such that (2.11) holds. 
Note that Assumption 2.1 is trivially satisfied if we assume the microreversibility, 
i.e. K(c$, ~6) = K(y6, CC/~). 
The initial distribution of q will be chosen in such a way that the distribution of 
v](q;q) is a product of Poisson measures with slowly varying parameters. 
Notation 2.2. Let ,UL be a sequence of probability measures on E and let f,“: R! + 
[0, oo), CI E I be a sequence of bounded integrable functions. We then write ,DL N 
f” = (fy, . . , f,“) if the following conditions holds: J 
B 
(a) PL is symmetric. That is, pL{(ql,. . . ,q~)} = pL{(qg, . . . qCN)} for any permutation 
of {1,2 )...) N}. 
(b) The variables (q(q; q): q E H x I) are independent with respect to /.Q 
(c) There exists a sequence of constants &,L such that 
pL{q(q) = m} = e-JiL y 
and 
for every positive 8, where [XL] denotes the integer part of x,5. 
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(d) The sequence {fq,~: q E h x Z, L E if’} is uniformly bounded. 
If pi - f”, then by Law of Large Numbers 
(2.12) 
for any continuous function H: R 4 R of compact support and every c( E I. At later 
times we expect (2.12) holds with f,” replaced with J&,t), the solution to the initial 
value problem 
where 
(2.13) 
Where there is no danger of confusion we write QE(x, t) for Q&“, f)(x, t). Note that 
condition (2S(iii)) is equivalent to 
aa,pr = 0 if VP = uy. 
A solution to (2.13) is understood in the following sense 
(i) fM E C([O,~lJW)), 
(ii) fpf, E L’([O, T] x R) for every positive T and whenever up # uy, 
(iii) for every t and c( E I, and almost all x 
(2.14) 
f&,t> = f,“<x - w) + s ot Qm<f,f Xx - (t - s)ua,sVs. 
(2.15) 
It is well-known that (2.13) has a unique solution (see Illner and Platkowski, 1988). 
Let qCL)(t) = ((xi(t),ai(t)),.. . , (x~(t),a~(t))) denote the process generated by J&) 
with qcL)(0) distributed according to pL(dq). Let EL denote the expectation with re- 
spect to the process q@)(.). Put 9 := D([O, TO], R x I) for the Skorohod space of 
the trajectories 4 = (y, a): [0, Z’O] -+ R x Z that are right continuous with left limits 
in t. Let Gi(t) = ((1/~5)xi(t),ai(t)). Starting with the initial measure ZLL, the distribu- 
tion of @ = (G1,...,GN) induces a probability measure on g([O, TO], U,“,,(R x Z)N) 
that is denoted by FL. We also define a probability measure on 9 which is the 
distribution of the inhomogeneous Markov process generated by the infinitesimal 
generator 
(L$h),(x) = Gus + CK(aB,.r’6)fp(x,t)(h,(x) - k4X)) 
Lw 
(2.16) 
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where f is the unique solution to (2.13). Let R denote the distribution of the process 
generated by Q with 
R(x(0) E A; a(O) = c() = 
s 
f;(x)& 
A 
for every measurable set A and any a E I. 
We are now ready to state the main result of this article. 
Theorem 2.3. Suppose pi N f” where f o . 1s a oun e tn egrable nonnegative func- b d d ’ t 
tion. Let J: 9 -+ [w be any bounded continuous function. Then under the Assumption 
2.1 
J(&) - J I JdR &(di) = 0. (2.17) 
It is known that a statement like (2.17) is equivalent to the following (Sznitman, 
1989, Chapter 1): If J1 . . . Jk: 9 -+ [w are k bounded continuous functions, then 
In other words any finite number of particles become independent, as L goes to infinity. 
In the language of Sznitman (1989), Theorem 2.3 says that the sequence FL is R- 
chaotic. 
Theorem 2.3 will be established in the final section. 
If the function J in (2.17) depends on the value of the trajectory at a single time t, 
then Theorem 2.3 follows from our previous results. The following is the main result 
of Rezakhanlou ( 1996): 
Theorem 2.4. Suppose us N f o where f o is a bounded integrable nonnegative func- 
tion. Then under the Assumption 2.1, we have 
(2.18) 
for every bounded continuous H and every c( E I, where fE is the unique solution to 
(2.13). 
If we set J(~,GI) = H(y(t))ll(a(t) = cx), then (2.17) becomes (2.18) because 
J J dR = s H(x)f,(x, t)dx. See the last section for more details. 
The proof of Theorem 2.3 will be carried out in two steps. First we show that the 
sequence of the empirical measures 
is tight. This will be done in Section 4. Second we identify the limit points of the 
law of the empirical measure. This will be done by identifying the laws of the finite- 
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dimensional marginals. The main ingredient for the second step is Theorem 2.4. See 
Section 5 for more details. 
Remark 2.5. As in Rezakhanlou (1996) our results hold for a broader class of initial 
distribution PL, Indeed we only need to assume a suitable bound on d&dvn with VA 
as in Assumption 2.1, and that (2.12) holds. See Section 3 for more details. 
3. Reduction to finite lattices and some lemmas 
In this section we first show that it suffices to establish our results for finite lattices 
of size kL, where k is any fixed number. We then state some lemmas from Rezakhanlou 
(1996) that will be used in the next section. 
For each positive r, we define Xr and 3,. & 9 by 
Xr = {(~,a) E 9 such that y(t-),y(t) E [-r,r] for all t E [0, TO]} 
9,. = {(y,cc) E 9 such that y(t-),y(t) E (-r,r) for all t E [O,To]}. 
It is not hard to show that XT is closed and Y, is open with respect to Skorohod 
topology. 
Lemma 3.1. It x&ices to establish Theorem 2.3 for bounded continuous functions J 
that have supports in Xr for some positive r. 
Proof. Imagine that we can show 
lim lim sup EL i 5 ll 
T-+M L+cc 
i=l (ixi 4 *;) =O. (3.1) 
It is not hard to show lim,,, R(X;) = 0. Then for Theorem 2.3 it suffices to check 
that for any bounded continuous function J 
(3.2) 
for every positive r. Let r’ > r and pick a continuous function JO: 9 + [0, l] such 
that JO = 0 in %,“I and JO z 1 in z&.. We then define 7 = JJo. Clearly 7 has support 
in Xr, and for (3.2) it suffices to show that for every r 
by using (3.1) again. Hence (3.1) implies Lemma 3.1. 
It remains to establish (3.1). Since f” is integrable, we have 
= 0. 
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Hence, for (3.1) it suffices to show that for sufficiently large Y 
)I = 0 (3.3) 
where k = r - QT. For (3.3) we introduce a new set of particles (wi,q) that are 
defined for indices i for which (l/L)xi(O) E [-k,k]. The particles (wi,zi) evolve as 
independent random walks. The w,(zi)-particles jump ro units to the right (left) with 
rate L. It is possible to couple (x,z, w) so that 
iXi(t) E 
[ 
izi(tL iWi(f) 
I 
for all times. Without loss of generality, we may assume (l/L)xi(O) E [-k, k] so that 
zi and wi are well defined. Hence, for (3.3) it suffices to show 
d L”rnm EL 
-i 
= 0. )I 
By standard arguments one can deduce (3.4) from Invariance 
random walks. 0 
Principle for simple 
To establish Theorem 2.3 for a J with support in Xr, we may assume that we have 
(3.4) 
a periodic lattice Zu = Z n [-kL, kL], k = Y + 2roTo with the sites [kL] and [-kL] 
identified. We also modify the dynamics so that particles from one end of the lattice can 
jump to the other end; treating the endpoints as an ordinary site. Let z (respectively w) 
be the location of a particle that jumps ro units to the right (respectively left) with 
rate L. We assume z(0) = -kL and w(0) = kL. It is possible to couple our model 
with the periodic model in such a way that their configurations at time t coincide in 
the interval [z(t),w(t)] for every t E [O,To]. By the law of large numbers for random 
walks, the interval [z(t),w(t)] contains [-rL,rL] as L goes to infinity. From this we 
conclude that it suffices to establish Theorem 2.3 for the periodic model. To ease the 
notation, we set k = 1. Also, S’ denotes the set [-1, l] with endpoints identified. 
Convention 3.2. For the rest of the paper, we are considering the periodic lattice HL 
with the periodic dynamics. 
For any initial distribution PL., let /iL denote its projection onto the space of configu- 
rations defined on the lattice ZL. We denote the projection of VA with A = (1,: tx E Z) 
satisfying Maxwell conditions (2.1 l), by in. If PL - f” for some f”, then fiL < CA 
and we can write dGL = FL(O)d3” for a suitable function FL(O), defined on EL = 
NLLxl. Hence at later times, we have 
d/i,(t) = FL(t)dGA (3.5) 
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where j&(t) is the distribution of Q and FL(t) satisfies the forward equation 
aF, = &‘(L)*F 
at L. (3.6) 
Here we have abused the notation to use d CL) for the periodic dynamics, and &CL)* 
denotes the adjoint of &CL) with respect to the invariant measure in. Our assumption 
on the initial distribution, beside (2.12), is the following: 
Assumption 3.3. There exists a constant p > 1 and b > 0 such that 
sup e- bL J (FL(0))PdiL < co. L (3.7) 
Clearly this condition is satisfied by li, coming from ,UL N f” because a straightfor- 
ward computation shows that in fact 
>i”, h log J (FL(0))PdGL = .r_',c(i..[(~)p-l]+p(i,-/,U))dr. 
An important consequence of (3.7) is the following entropy bound. See Section 4 of 
Rezakhanlou (1996) for a proof. 
Lemma 3.4. Under the Assumption 3.3, we have 
C(T0) := sup& sup 
( , 
2 ; c cp(rlt(%~)) < 00, 
L o<t<ro ua ) 
(3.8) 
where q(m) = m log m. 
Now we are in a position to state what conditions on the initial distributions 
are really needed for the proof of Theorem 2.3. For instance we only need to 
assume 
(i) (2.12) holds, 
(ii) for every k, the projection of PL onto the finite lattice i& is absolutely contin- 
uous with respect to VA with a density Fa(O) satisfying Assumption 3.3, 
(iii) supL EL( l/L) C,,, VO(U, a) < 00. 
We conclude this section with two lemmas that will be used in the next section. 
Their proofs can be found in the Section 5 of Rezakhanlou (1996). 
Define 
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L&(1?) = c AL(bBY VI. (3.9) 
0% # “II 
Lemma 3.5. For every positive integer m and every positive T, there exists a positive 
constant C,,,(T) such that 
sup sup EL 
L to (.I 
T+to 
&(qt)dt 
to > 
m 
d C,(T) (3.10) 
For a proof, see Corollary 5.2 of Rezakhanlou (1996). 
Lemma 3.6. There exists a constant cl such that for every L, every positive to, and 
any pair (a, /I) with v, # VP 
J 
T+to 
EL &(a,/?,q,)ds < clh(T)ELmdB,v~o)(l + @(h)) 
kl 
Tfto 
+clh(Q% 
s 
AL(rs)(l+ @(%I)~ 
10 
(3.11) 
where h(T) = 1 log TI-‘. 
This lemma follows Lemmas 5.5 and 5.6 of Rezakhanlou (1996). See also the proof 
of Theorem 5.1(b), specially (5.26) of Rezakhanlou (1996). 
4. Tightness 
This section is devoted to the tightness arguments needed for the proof of Theorem 
2.3. 
Let ii = (( l/L)xi, ai) with 
;Xi: [O, TO] + S’ and Cli: [0, To] + I. 
Let @ = (Gi: i = l,..., N). For any such $ we define the empirical measure R; by 
R;= $b6. 
i=l 
(4.1) 
In other words, R; assigns the mass l/L to each trajectory Gi. Hence Rt belongs to 
A!(s), the space of nonnegative measures on 9 where 
9 := D([O, To]; S’ x I). (4.2) 
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The map 4 H R+ with 4 distributed according to PL, induces a probability measure 
BL on A(9). The main result of this section is the following: 
Theorem 4.1. The sequence .?-?L is tight. 
For our purposes, it is convenient to consider an augmented Markov process (x, a, k) 
wherek=(ki: i=l , . . . ,N) and ki keeps track of the number of collision encounters 
that have been experienced by the ith particle. We abuse the notation and write &CL) for 
the generator of the augmented process (x,a,k) = (q,k). We write &CL) = LJ& +d, 
where JO is as before, and 
~cg(q, k) = f C I(-% =Xi)CK(GlirjrY6)(S(~~~q,~i,ik) - g(q,k)) 
i+i Yd 
(4.3) 
where Si,jk is obtained from k by adding one to ki and kj, and leaving the other k 
unchanged. In other words, after each collision involving the ith particle, ki increases 
by one. 
Some comments on the role of the new process in the proof of Theorem 4.1 is in 
order. 
Note that a(.) is piecewise constant. Therefore, the tightness of the a-component of 
9~ with respect to Skorohod topology, is just a matter of showing that CI does not 
change more than once over time intervals of small length. For this, we need to control 
the total number of collisions for particles that have already experienced one collision. 
For each t, define q*(., t) to be the occupation number of particles with exactly one 
collision encounter after time t: 
q:(u, a, t) = {#i: xi(s) = U, Q(S) = CC, Iii(s) - k,(t) = 1) (4.4) 
for every s> t. The following lemma is the main ingredient for the proof of Theorem 
4.1. 
Lemma 4.2. There exist positive constants C’(T) such that for every pair (a, /?) with 
v, # VP, and every positive integer e, 
~:PEL~[+’ ;c ~s(u, ~)v,*(K /A tj)b d C’(T)[L-’ + (log {)-‘I, (4.5) 
U 
where tj = jr//. 
First we demonstrate how (4.5) implies Theorem 4.1. 
Proof of Theorem 4.1 
Step I: First note that R;(9) = NIL. Moreover it is not hard to show 
lim lim sup 92~ (R : R(9) > I) = 0. 
1-03 L-+cx, 
(4.6) 
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Recall that for any function g the following processes are martingales: 
M T=&(t)) - &z(O)) - 1’ d%(q(s))ds 
Nt := IV; - 
s 
‘(&)g’ - 2gs&‘g)(q(s))ds. 
0 
After choosing g(q) = (l/L)xi, we obtain 
iXi(t) = kXi(O) + I 
t 
us(s) ds + Mt 
0 
with Mt a martingale. By Doob’s inequality 
TO 
EL sup Mt2 <4ELMgo = 4EL ( s&g2 - 2gc&‘g)(q(s))ds 
OQt<Ta s 0 
= 4;EL p(z,ai(s))z2ds = 0 0 i . 
(4.7) 
(4.8) 
Hence, (4.7) and (4.8) imply 
lim lim sup sup EL 
6-0 L-00 i 
sup 
It--sI <6 
is(l) - tXi(S) = 0. 
This and (4.6) evidently imply the tightness of the x-component with respect to ~I?L. 
Step 2: We now turn to the cr-component. For each a = (~(1,. . . , MN) with ai: [0, TO] -+ 
I, we define 
i=l 
We also put 90 = D([O, Tc],Z). The map a H R”, with a distributed according to 
PL, induces a probability measure .%!@) on _&(go) where M($~o) is the space of 
nonnegative measures on 90. For each p E 20, there exists a sequence {rj(P): j = 
0 , . . . ,L@)} such that /?(rj-) # fi(rj) and /? IS constant in the interval (rj,rj+l). A 
set r C 90 is precompact with respect to the Skorohod topology if and only if 
Y(r) := inf /?ET O<j&$_](‘j+l(p) - ‘j(P)) > 0. (4.9) 
Pick a positive 6 with L = 6-l an integer. For such 6 we define two sets of intervals 
[tj, tj+l] and [sj,sj+l] with 
tj = jST0 for j=O,l,..., &, 
sj=(j+i)dTo for j=O,l,..., L-l. 
Let 
Gs = {p E 90: /I changes at most once in each interval [tj, tj+l] and [sj,sj+r]}. 
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It is not hard to see that Gg is precompact with ~(Gs)>6/2. In account of (4.9) and 
by Prohorov’s theorem, the sequence LJi?cL) is tight if we can verify 
lim lim sup &?)(R such that R( Gj) > E) = 0 
6-O L-00 
(4.10) 
for every positive E. Here Gg denotes the complement of Gs in 90. We rewrite (4.10) 
as 
lim lim supP~(a such that p(Gi) > F) = 0. 
h-0 L-00 
Step 3: Define 
(4.11) 
WP,s, t> = 
1 if p changes in [s,t] at least twice, 
0 otherwise. 
Write H(P) = C,H(/?,r,,t,+i), and k(p) = xjH(/L~j,~j+i). Hence P E GE if and 
only if H(P) + H(P) 2 1. Therefore 
R”(G;)< 
s 
(H + @dK 
Using this and Chebyshev inequality, we conclude that for (4.11) it suffices to show 
liliohm;pEL (H +@dRcI = 0. 
-+ J 
Final step: Recall that 
(4.12) 
R’(H(PyS,t) = 1) = t 5 fl(H(ai,S,t) = 1). 
i=l 
If Cli has changed twice in the interval [s, t], it means that the ith particle has experi- 
enced at least two collisions: 
ll(H(Ui, S, t) = 1) 6 ll(ki(t) - l&(S) > 2). (4.13) 
(We may not have equality because it is possible to have a collision without gaining 
a new velocity.) In account of (4.13) for (4.12) it suffices to show 
limlimsupELt~~ll(ki(t,,i)-ki(t,)>2)=0, 
d-0 L-03 j=O i=i 
(4.14) 
and an analogous statement with Sj. 
We regard (q(s),k(s) - k(tj)) as a new process starting from tj. For each j, define 
N 
gj(q,k - k(tj)) = C fi(ki - k(tj) 22). 
i=l 
By semigroup theory, 
J t,+1 ELSj(q(tj+l hkCtj+l > - k(tj)) = EL dL'gj(q(S),R(S)- k(tj))b- (4.15) I, 
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A straightforward computation yields the right-hand side of (4.15) is bounded by 
EL6”’ Z$ 
l(Xir = Xj')K(Cri,(S)aj'(S),Y6)n(ki,(S)- kij(tj) 
= 1 or k,,(s) - kjf(tj) = 1)ds. (4.16) 
It is not hard to see that (4.16) is bounded above by 
K(ai(s)B, Y, a)n,(xi(S), B)ntk(s) - k(rj) = 1 )ds 
= 2Kn2E 
LI’+‘c.?,{ 
~,(u,p)~f(u,a,tj)ds, 
u 
where E is the maximum of K(c$,yJ). This, (4.15), and Lemma 4.2 imply (4.14). 
??
Define 
~,(U,OI,f) := {#i : Xi(S) = 24, cli(S) = c1, ki(S) - ki(t) > 1). 
Proof of Lemma 4.2. The main idea is to introduce new labels so that the left-hand 
side of (4.5) becomes a sum of total number of collisions in the intervals [tj,tj+i]. We 
then apply Lemma 3.6. 
First we fix j. Then we introduce a new set of labels Y = Ii U Z2 where Ii consists 
of labels (1,a) and 12 consists of (2,~) with CI E I. We then define a new process 
(x,cz*) with x = (xi: i = 1,. . .,N), a* = (a,: i = 1,. . .,N) where CC* E 9. When 
E* = (1,~) we say the ith particle is of type one, otherwise of type two. Type one 
particles represent particles with no collision, encounter after time tj. After a collision 
particles are always of the second type. Our new process belongs to the same class of 
processes that was introduced in Section 2, with the label set 9 and rates 
p((&a),z) = p(a,z) for i E {1,2} 
K((i, a)(j, P), (2, y)(2,@) = K(@, $) for Cj E { 1,2}, 
K((i, u)(j, P), (i’, Y )(j’, 6)) = 0 if either i’ or j' is one, 
With our new notations, we have 
?(U, a) = ?(U,(l, a>) + ?(U,P,@)), 
Q(u, Ml = ?(U, (2, a>). 
Hence the jth term on the left-hand side of (4.5) is bounded by 
(4.17) 
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Next we apply Lemma 3.6 to our new process. As a result 
(4.18) 
where Z(j), ZZ(j), and ZZZ(j) are the three terms that appeared on the right-hand side 
of (3.11). From the definition, tt, (u, /I, tj ) = 0. Hence, Z(j) = 0. Evidently, by Lemma 
3.5 
cZZZ(j) = :EL~~ AL(qs)dsdc,C,(T)L-'. 
J 
On the other hand 
EL sup (1 
O<s<T 
(4.19) 
EL sup (1 + @h)>* +EL 
OOQT 
(jTMv.)dS)2) 
Q ;h($W+C2(~H, 
where for the last inequality we used Lemmas 3.5 and 3.4. This, (4.18) and (4.19) 
imply (4.5). 0 
5. Propagation of chaos 
In this section we establish Theorem 2.3. In the previous section we showed that the 
sequence 8~ is tight. Hence, for Theorem 2.3, we only need to show that if W is a limit 
point of %!L then .c% = by where R is the distribution of the inhomogeneous Markov 
process with the generator Q1 given by (2.16). For this we only need to identify the 
finite-dimensional distributions of the processes that live in the support of B. More 
precisely, it suffices to show (2.17) holds for J: 9 --f Iw of the form 
J(y,a)=J~(y(t~))n(cl(t,) = hrJ2Mf2)M4~2) = 82)... JMh)) 
fl(4Qc> = P/c) (5.1) 
where O<tl < t2 < ... < tk, Jl,. . . ,Jk: s’ + [w and /?, . . . flk E 1. 
For our purposes, we need to consider the formal adjoint of Q. For any pair of 
functions g and h 
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A straightforward computation yields 
GyMx) = - ~utYf$cx, + CK(YG,crg)fs(x,t)h,(x) 
1 lw 
- GaA $)fp(x, tP&). 
Clearly the kinetic equation (2.13) can be written as 
f&G 0) = f,“(x). 
Recall that we only need to verify 
for J of the form (5.1). 
We start with the case k = 1. In view of Theorem 2.4, it suffices to show 
s JlM~l)M~(~l> = BlW = s Jl(xlfp,(~,tW, 
(5.2) 
(5.3) 
(5.4) 
(5.5) 
or equivalently the one-dimensional marginal density of the process generated by SL, is 
given by f = (fU: CI E I). Since the one-dimensional marginal density is the unique 
solution to the forward equation (5.3), we clearly have (5.5). This completes the proof 
for k = 1. 
We now turn to the case k = 2. It suffices to establish (5.4) for J1 of the form 
Jl(y) = ll~,(y) with At some open subset of S’. Then 
(5.6) 
We would like to apply Theorem 2.4 again and for this we introduce a new particle 
system with the label set 9 
9 = {(j, a): CI E Z, j = 1,2}. 
Roughly speaking, if at time tl, (l/L)xi(tt ) E At and ai = pt then the ith particle 
adopts a new label (1, ai(tt )) and save the number 1 for the first component of its 
label for all later times. If however either (l/L&i(tt ) @ Al or ai # /?I, the ith 
particle adopts the label (2,ai(t)). The collision rates for the new system in terms of 
the original system are 
K((j, cc)@, P), (L 7% 6)) = K((L @)(k, P), (k, y)(_L 6)) = iK($, ~6) if .Z # k, 
K((j, a)(_L P)X (_L Y)(_L 6)) = K(c& $), 
K((j, or)@, P), (j’, y)(k’, 8)) = 0 if {j,k) # {j’, k’}. 
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The corresponding process is denoted by (Xi(t),m)(t)) where $(t) = (ji(t),ai(t)). 
(Note that the new process is defined for time t 2 tl.) So we only added a new com- 
ponent j,(t) to our original process. In terms of our new process (5.6) becomes 
The particle density for the new system is denoted by fcj,l,. We clearly have 
f(1,&t1) = fdx,h>b,(xY(~ = PlI 
By Theorem 2.4 applied to our new system 
where fu* = fcj,a, solves 
afs af,- 
7 + v,* ~ 
at = Qx*<f,f>, x* E x 
(5.7) 
(5.8) 
for t > tl, and with the initial condition at time tl given by (5.7). Here u(,,~) = v,. A 
straightforward computation reveals that for CI* = (j, a) 
Qz* (f 2 f) = C iK($, aB)(fyf(j,s, + fd&,y)) - K(mB, $)fphj,z). 
Lw 
In other words, if h, = fcl,l), then by (5.8), the sequence h = (h,) solves 
{ 
% = (SZFh), for t > tl, 
w, tl I = fb, (x, tl )I,, (x)w = b1 ). 
(5.9) 
For the proof of (5.4) in the case k = 2, it suffices to show 
s 
J2(x)f(l,p*)(x,t2)~ = 
I 
J2(x)hp,(x,t2)dx = 
s 
JdR (5.10) 
where 
s I 
JdR = I&r(h) E Aa = Pl)Jdx(t2))~(4h) = PdR(ti,d@). 
The proof of (5.10) is very similar to the proof of (5.5). Consider the process with 
the generator s2 for t 2 tl, and the initial distribution h&x, tl )dx. Hence (5.10) says 
that the one-dimensional marginal density of such process is given by h. Since the 
one-dimensional marginal density is the unique solution to the forward equation (5.9), 
we are done. 
General k can be treated inductively. Take 
Jj=fiA,, j= l,..., k-l 
where Al , . . . ,Ak-l are open subsets of s’. Let Jk be any measurable funCtiOn. Let 
fij’(x, t), for t > tj_1, denote the density of particles with label a that are in the set 
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At and have label bl at time Q for e = 1 , . . . , j - 1. Suppose that we have already 
determined fjk-') (x, t) for t > tk_ 1. Then repeating the proof of the case k = 2, we 
deduce the following equation for fik): 
afik) - = (fi:f'k')a, at t > t&l, 
f$k'(X,tk_l)= f~k-l'(X,tk-,)n(x E&_l)fl(a = Pk-1). (5.11) 
Moreover 
On the other hand from the forward equation (5.11) we can conclude in the same 
way that 
s Jk(X)f~)(X,tk)‘h = .I JdR,
and this completes the proof for the general k. 0 
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