A k-counter machine (CM(k)) is an automaton having k counters as an auxiliary memory. It has been shown by Minsky that a CM(2) can simulate any Turing machine and thus it is universal. In this paper, we investigate the computing ability of reversible (i.e., backward deterministic) CMs. We rst show that any irreversible CM(k) can be simulated by a reversible CM(k +2). In this simulation, however, the reversible CM(k + 2) leaves a large number as a garbage in some counter when it halts. We then show that, if k more counters are added, this garbage information is erased reversibly. Finally, we prove that any reversible CM(k) (k = 1; 2; 3; ) can be simulated by a reversible CM(2). From these results computation-universality of a reversible CM(2) is established.
Introduction
A k-counter machine (CM(k)) is an automaton with k counters, each of which can store an arbitrary non-negative integer. In one time step, a nite-state control of a CM(k) can increment or decrement the contents of a counter by one, or can test whether it is 0 or not. Minsky 8] showed that a CM(2) can simulate any Turing machine and thus it is universal.
In this paper, we study a \reversible" version of CM. A reversible computing system is a backward deterministic system, i.e., roughly speaking, each computational con guration of it has at most one predecessor. Until now, various reversible systems, such as reversible Turing machines, reversible cellular automata, reversible logic gates, have been studied (see e.g., 4, 12, 13, 15] for general survey). One interesting point of a reversible system is that it is closely related to physical reversibility and the problem of energy dissipation in a computing process. It is known to be possible to construct a reversible computer that works without dissipating energy in an ideal situation 2, 3, 5] . It is also interesting from a computational viewpoint that several systems have universal computing ability even if reversibility constraint is added. Bennett 1] showed that any (irreversible) Turing machine can be simulated by a reversible one without leaving garbage symbols on the tape. Reversible cellular automata have also been shown to be computation-universal for both one-dimensional 10] and two-dimensional cases 7, 11, 14] .
Here, we investigate the computing ability of reversible CMs. In section 2, we give de nitions of a CM and its reversibility. In section 3, we rst show that any irreversible CM(k) M can be simulated by a reversible CM(k + 2) M 0 . But M 0 leaves a large number as a garbage, in which a \history" of computation is encoded, when it halts. We then show a garbage-less construction of a CM(2k+2) M 00 that simulates M by applying the method of Bennett 1] to CM. In section 4, we prove that any reversible CM(k) (k = 1; 2; 3; ) can be simulated by a reversible CM (2) . From these results computation-universality of a reversible CM(2) is obtained.
De nitions
We de ne a counter machine (CM) as a kind of multi-tape Turing machine whose heads are read-only ones and whose tapes are all blank except the leftmost squares as shown in Fig. 1 (similar formulation is used e.g. in 6]). This de nition is convenient for giving the notion of reversibility.
Finite Control
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Counter 1 Z P P P P P P P ? Counter 2 Z P P P P P P P ? Counter k Z P P P P P P P where k is the number of tapes (or counters), Q is a nonempty nite set of internal states, q 0 2 Q is an initial state, and q f 2 Q is a nal (halting) state. M uses fZ; Pg as a tape alphabet (P is a blank symbol). is a move relation which is a subset of (Q f1; ; kg fZ; Pg Q) (Q f1; ; kg f?; 0; +g Q) (where \?", \0", and \+" denote left-shift, no-shift, and right-shift of a head, respectively). Tapes are one-way (rightward) in nite. The leftmost squares of the tapes contain the symbol \Z"s, and all the other squares contain \P"s (Z and P stand for \zero" and \positive"). We now show that any irreversible CM can be simulated by a reversible one by adding two extra counters to keep a \history" of a computation (but the history is left as a garbage when it halts). holds for all m 1 ; ; m k ; n 1 ; ; n k 2 N. Proof. By Lemma 3.1 we assume sdeg(M) = 2 (if sdeg(M) = 1 then M is already reversible, so we need not consider this case). Further assume M has no quadruple in which q 0 appears as the fourth element (i.e., q 0 appears only at time 0).
We now construct CM(k + 2) M 0 that simulates M. M 0 uses k counters to simulate those of M, and keeps the history of its computation by the counter k + 1 in order to make M 0 reversible. The counter k + 2 is for working.
The state set Q 0 and the quadruple set 0 of M 0 are constructed as follows. When M executes a reversible quadruple, M 0 simply does so by (1.1). On the other hand, when M executes an irreversible quadruple, M 0 writes the information which quadruple is used into the counter k+1. This is done by (2.1){(2.21). Since sdeg(M) = 2, there are always two possibilities of executed quadruple, say q r ; i r ; x r ; q t ] and q s ; i s ; x s ; q t ]. Thus the choice sequence of quadruples (i.e., history) can be expressed in a binary number, and M 0 holds it in the counter k + 1.
We rst consider the case q r ; i r ; x r ; q t ] is used by M. Assume the counter k + 1 keeps n, which represent the history up to this moment, and the counter k + 2 keeps 0. After simulating the operation of M by (2.1), M 0 transfers the number n from the counter k +1 to the counter k + 2 by (2.2){(2.7). Then, using (2.15){(2.21), M 0 multiplies the contents of the counter k + 2 by 2. Thus the result 2n is obtained in the counter k + 1. Next, consider the case q s ; i s ; x s ; q t ] is used by M. Quadruples (2.8){(2.14) acts essentially the same as (2.1){(2.7). However, in this case, the quadruple (2.20) (rather than (2.15)) is executed rst among (2.15){(2.21). By this, the result 2n + 1 is obtained in the counter k + 1.
Consequently, the information which quadruple was executed is kept as the least significant bit of the number in the counter k+1. Due to this operation M 0 becomes reversible. Indeed, it is easily veri ed that M 0 is deterministic and reversible (for example, the pairs of quadruples (2.2) The reversible CM(k + 2) M 0 constructed in Theorem 3.1, however, leaves in general a very large number in the counter k + 1 when it halts. This number is in fact a garbage information, but it cannot be simply erased by a reversible CM. If we want to erase it reversibly, we must add a backward computing process that \undoes" the forward computing process as in the case of a reversible Turing machine 1] (of course, copying process of results should be inserted between the forward and backward computing processes). This method for CM is shown in the following Theorem. Theorem 3.2 For any deterministic CM(k) M = (k; Q; ; q 0 ; q f ); there is a deterministic reversible CM(2k + 2) M 00 = (2k + 2; Q 00 ; 00 ; q 0 ; p 0 ); such that (q 0 ; m 1 ; ; m k ) j ?? M (q f ; n 1 ; ; n k ) i (q 0 ; m 1 ; ; m k ; 0; 0; 0; ; 0) j ?? M 00 (p 0 ; m 1 ; ; m k ; 0; 0; n 1 ; ; n k ) holds for all m 1 ; ; m k ; n 1 ; ; n k 2 N. Proof. Assume M has no quadruple in which q 0 appears as the fourth element. By using the method in Theorem 3.1, we rst convert M to an equivalent reversible CM(k + 2) M 0 = (k + 2; Q 0 ; 0 ; q 0 ; q f ). We then construct M 00 from M 0 . Like M 0 , M 00 uses the counters 1 through k to simulate those of M, and the counters k +1 and k +2 for keeping history and for working. The remaining k counters are used for recording the result of the computation. The entire computation process of M 00 is divided into three stages. They are forward computation stage, copy stage, and backward computation stage. The state set Q 00 and the quadruple set 00 of M 00 are as follows.
I. Forward Computation Stage
Internal states and quadruples needed for this stage are exactly the same as M 0 in Theorem 3.1.
II. Copy Stage
In this stage, the contents of the counters 1 through k are copied to the counters k +3 through 2k + 2 using the counter k + 2 for working.
1 His formulation of CM is slightly di erent from ours. But, it is easily seen (from the proof of Proposition 4.1) that ve counters are enough to simulate a Turing machine for our CM.
Minsky further showed that any k-counter machine can be simulated by a two-counter machine by using a G odel number. Proof. From CM(k) M, the sets Q 0 and 0 of M 0 are constructed as follows. By quadruples (8.1){(8.6) the contents of the counter 1 is transferred to the counter 2. Then by (8.7){(8.11) it is multiplied by p i and stored in the counter 1. In this way, q r ; i; +; q s ] of M is simulated by M 0 . It is easy to verify that the above quadruples are all deterministic and reversible in 0 , since q r ; i; +; q s ] is deterministic and reversible in .
3. For each quadruple q r ; i; ?; q s ] in , include the states q r ; q s ; q(r; j); q(r;5;`) (j = 
Concluding Remarks
In this paper we gave conversion methods from an irreversible CM to an equivalent reversible CM, and from a reversible CM(k) to an equivalent reversible CM(2) (these methods were tested by computer simulation). Thus, we can conclude that a reversible CM is computation-universal even if it has only two counters. Since reversible CM (2) is a very simple model of computation, its universality will be useful to show other reversible systems' universality.
