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Machinery such as an IsaMillTM used in communition to produce fine
particle sizes that allow minerals to be extracted are best modelled
using granular flows. A single rheological description that captures
all the features of granular flows has not yet been realised, although
considerable progress towards a complete theory has been made. Ex-
isting models of such horizontally stirred mills are empirical, tend to
be extremely dependent on boundary conditions and do not allow for
confident extrapolation beyond their window of design.
As a first step to understanding the dynamics inside the IsaMillTM,
a constitutive stress model of a horizontal annular shear cell is devel-
oped. This shear stress model was used in an athermal energy balance
to develop a description of the power dissipation, which drives the
communition purpose of the IsaMillTM.
The key ingredients (velocity, shear rate and volume fraction dis-
tributions) to the granular flow model are extracted from experiments
using Positron Emission Particle Tracking (PEPT), as well as Discrete
Element Method (DEM) simulations. 5 mm glass beads were used to
fill an annulus 51 mm wide. In the PEPT experiments, two different
surfaces of the driving wall (the inner cylinder of the shear cell) were
used, over two shearing velocities. The effect of two friction coefficients
over a range of shearing wall velocities were examined in the DEM
simulations.
The data were examined over 3 selected radial lines and utilised to
calculate the shear stress distribution and the power dissipation from the
developed models. It was found that even the usually simple relations
describing the dynamics within a vertical shear cell are greatly modified
by changing the orientation of the rotation axis.
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Chapter 1.
Introduction
Granular matter, such as sand, cereal, snow or rocks, is defined as a system of discrete,
rigid, usually cohesionless, macroscopic particles, whose size is typically larger than
100 µm [Rao and Nott, 2008, Andreotti et al., 2013, Nedderman, 1992]. Flow systems
consisting of granular media exhibit peculiar features and flow phases that have not yet
successfully been captured in an encompassing theory.
Research into the behaviour of granular flows has many applications in industrial
processes as well as the modelling of natural hazards such as landslides and avalanches.
Understanding the flow of granular material is particularly important in the minerals
processing industry, where transport and beneficiation of minerals rely heavily on the flow
of granular media. In communition (the reduction of solid materials from one average
particle size to a smaller average particle size) grinding, crushing and milling of granular
materials occurs. The resultant average particle size is dependant on the method of
communition. For fine particle sizes, specialist mills such as the IsaMillTM are used. This
is a horizontally run mill, where the slurry feeds through a chamber with rotating disks.
These communition systems rely heavily on the flow of granular material to achieve
size reduction and extraction of the useful mineral. The processes used to accomplish this
are known to be inefficient in energy usage Mishra [2003]. There exist many empirical
models which describe the properties of the materials flowing in and out of various
crushers and mills. These models are based on material concentration, flow rate, rate of
rotation of the mill and the type of grinding media used. They are dependant on the
boundary conditions of the system they were designed for and extrapolating beyond these
is ill-advised in light of evolving ore bodies. Very little is known about the actual flow
dynamics within these systems, as exploring the internal dynamics can be impractical as
sensors would be destroyed by the harsh environment. Thus it is necessary to explore the
2
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internal dynamics using computer simulations and non-invasive experimental techniques,
in order to gain an understanding of the mechanisms governing breakage and transport
of these granular flows.
In processes such as the fine grinding required in mineral beneficiation high shear and
compression forces are believed to dominate the particle breakage. Thus optimisation of
such fine grinding systems requires an understanding of the shear energy distribution
within the system. These systems and processes are best modelled using granular media.
Steady progress has been made towards a coherent description of granular flows. They
are usually separated into three regimes: quasi-static, dense and inertial or turbulent
[Jaeger et al., 1996]. The dense, quasi-static regime, is characterised by slow shear rates
and particles interacting by frictional contacts, making plasticity theory an ideal model
for this regime [Nedderman, 1992, Tardos, 1997, Rajchenbach, 2001, Geng et al., 2003].
In the turbulent regime, the granular media flows rapidly and the density is low.
Particles interact mainly by inelastic binary collisions and a granular kinetic theory has
been developed [Ding and Gidaspow, 1990, Gidaspow, 2012, Ogawa et al., 1980, Wildman
et al., 2008, Jenkins and Savage, 1983, Lun et al., 1984, Jenkins and Zhang, 2002, Savage
and Jeffrey, 1981, Savage, 2007, Goldhirsch, 2003]. Energy must be continuously supplied
to maintain this state due to the dissipative collisions [Jaeger et al., 1996, Goldhirsch,
2003].
The dense regime behaves similar to a fluid. Particles in this flow regime interact by
friction and collisions which are characterised by enduring contacts [GDR MiDi, 2004,
Pouliquen and Chevoir, 2002]. The assumption of binary collisions that is made in the
kinetic theory approach no longer applies. Most granular flows encountered in nature and
industry fall within this regime. It has been extensively studied in many configurations,
either in confined flows [Tardos et al., 1998, Miller et al., 1996, Bocquet et al., 2001,
Baxter et al., 1989, Baran et al., 2006, Howell et al., 1999, Veje et al., 1999, Losert et al.,
2000, da Cruz et al., 2005] or free surface flows [Pouliquen, 1999, Lemieux and Durian,
2000, Khakhar et al., 2001, 1997, Rajchenbach, 1990, Taberlet et al., 2003].
Jop et al. [2006] has made important advances in modelling the dense regime with
a model based on local rheology and the dimensionless considerations of [GDR MiDi,
2004]. This work was further explored in [Pouliquen et al., 2006, Pouliquen and Forterre,
2002, Jop et al., 2006, Pouliquen et al., 2005, Forterre and Pouliquen, 2008].
The goal of this thesis is to develop a theoretical framework which fully captures the
flow regimes within a horizontally oriented annular shear cell. The shear cell consists of
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two concentric cylinders, the annulus between them filled with a granular media. The
inner cylinder rotates at a prescribed rate, providing shear in the system. This model
extends the visco-plastic rheology of Jop et al. [2006] to include kinetic and turbulent
stresses.
An athermal energy balance in conjunction with the model-derived shear stress allows
an investigation into the relationship between shear rate, shear stress, volume fraction
and ultimately the power dissipation distribution within this simple couette geometry.
Measurements from Positron Emission Particle Tracking (PEPT) experiments are used
to derive key inputs to the model (velocity and shear rate). Slow and dense flow on the
outer edge of the PEPT experiment prevented a full exploration of the flow dynamics
using this technique. Thus, the system was explored further using Discrete Element
Method (DEM) simulations, allowing for the volume fraction distribution and power
dissipation along selected radial lines to be calculated.
There exists a large amount of literature on experiments and simulations conducted
in a couette geometry similar to what is presented here. This includes the work by
Bocquet et al. [2001], Mueth [2003], Tardos et al. [1998], Veje et al. [1999], Mueth et al.
[2000], Howell et al. [1999], Miller et al. [1996], Losert et al. [2000], Hsiau and Jang [1998],
Khakhar et al. [1997]. Changing the orientation of the rotation axis adds considerable
complexity to the problem, as even the simple relations obtained for vertical cells change
considerably. This exploration of the horizontal shear cell will provide the ground work
for the understanding required to develop a model of fine grinding machinery, such as
the IsaMillTM.
The structure of the rest of this thesis is as follows:
1. Part I focuses on the development of the generalised combinatorial stress model that
captures the flow regimes measured in a shear cell. Along with an athermal energy
balance, this is utilised in the development of a model of the power dissipation
distribution within the shear cell.
2. Part II describes the experiments in the horizontal shear cell conducted using
Positron Emission Particle Tracking (PEPT), presenting the calculations of the
volume fraction and velocity distributions.
3. Part III shows the procedure of Discrete Element Method (DEM) simulations, the
results of which were also used in the calculation of the power dissipation calculations.
Both of these techniques are used to test the assumptions made in the formulation
of the model.
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4. Part IV compares the kinematics of the DEM and PEPT results with literature
results and takes a look at possible scaling laws for this system.





Rheology of Granular Flows
The development of a generalised model of granular flows which captures the flow regimes
measured in an annular shear cell (via PEPT and DEM), requires an understanding of
the rheology of granular flows. Although there is a lack of a complete theory of granular
flows, steady progress has been made towards a coherent description, including the
development of constitutive relations which describe the local rheology in many granular
systems [GDR MiDi, 2004]. This local rheology was extended to apply throughout the
system by Jop et al. [2005], with further developments made by Forterre and Pouliquen
[2008] and Lee and Huang [2012].
A frictional visco-plastic rheology is developed in this model by decomposing the shear
stress into contributions which describe the behaviour of granular flows in the three flow
regimes: quasi-static, dense and inertial/turbulent regimes. The model is based heavily
on work from Bagnold [1954a], Ding and Gidaspow [1990], Jop et al. [2005], Forterre
and Pouliquen [2008], Lee and Huang [2012] and GDR MiDi [2004]. Visco-plasticity in
continuum mechanics characterises material deformation that is rate and load dependent.
A visco-plastic fluid behaves like a rigid body when the applied stress is not sufficient to
overcome a material-dependent yield stress. Above this yield stress, the material behaves
like a viscous fluid with the effective viscosity dependent on both the shear rate and local
pressure. Computational modelling (Discrete Element Method) of macroscopic granular
flows utilises a visco-plastic model to model the contacts between particles in the form of
a linear spring and dashpot model.
For rigid, cohesionless spheres in which boundary conditions are negligible, the relevant
parameters are pressure, P, shear rate, γ̇, particle size, d, and bulk density, ρ = ρmφ,
where φ is the solids concentration, or volume fraction, and ρm is the material density.
7
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2.1. Frictional visco-plastic constitutive law
In the development of constitutive relations, GDR MiDi [2004] introduced a dimensionless
number, later called the inertial number, I, by da Cruz et al. [2005], which quantifies
the inertial effects on the material flow. The inertial number is the ratio of timescales














if we consider two layers of grains, one sliding on top of the other. Tγ is the shear
time, the time for one grain to move a distance d with respect to a grain beneath it.
The confinement time, TP , can be interpreted as the time taken for the grain to fall or
be pushed back into the hole between grains in the lower layer. These timescales are
illustrated in Figure 2.1 and may differ to a large extent. In the quasi-static regime, the
motion of the particle would consist of a slow sliding of the layers, with a rapid collapse




Figure 2.1.: Timescales governing grain motion. Reproduced from GDR MiDi [2004]
The inertial number is the square root of the Savage number, introduced by Savage and
Hutter [1989]. This dimensionless number, which characterises the extent of fluidisation
and the importance of collisional stresses, was derived by taking the ratio of the collisional
stress to the total normal stress. Both I and the Savage number can be used to characterise
the flow regime of the granular flow. da Cruz et al. [2005] set the limits between the
regimes as follows. The quasi-static regime is characterised by very small I (I 6 10−2),
the dense flow regime has 10−2 6 I 6 0.2 and the collisional regime having values I > 0.2.
A second dimensionless number, the effective friction coefficient, was introduced by
da Cruz et al. [2005] and confirmed in a number of different geometries by GDR MiDi






can be thought of as the rescaled shear stress and is a function of I.
Jop et al. [2005] developed a basal friction law valid at the base of the flowing layer
in a heap geometry, describing the behaviour of the effective friction with I.




agrees with experimental findings at the base of the flowing layer, although there was no
direct confirmation that it agreed elsewhere in the flowing layer. This local rheology was
assumed to apply throughout the system. The shape of µ(I) starts off at a minimum
value when I = 0 and increases until it asymptotically approaches the maximum value,
as illustrated in Figure 2.2.












Figure 2.2.: The effective friction coefficient developed by Jop et al. [2005].
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There is considerable evidence from both experiments and simulations to suggest that
the constitutive relations of granular flow are given by the effective friction coefficient
µ(I) and a suitable model for the volume fraction distribution with I, φ(I). The volume
fraction is the ratio of volume occupied by the grains to the total volume of the system
and as it is governed by the time during which the grains actually move, dependency on
the inertial number is logical.
Although predictions from models formulated using such relations describe observa-
tions from various flow configurations quite accurately, there are some characteristics
that are not captured [Forterre and Pouliquen, 2008]. The transitions between the three
flow regimes are not described, as well as the hysteresis seen in the quasi-static regime
in rotating drums and heap flows. The thickness of the localised shear band seen in
confined flows is also not predicted by the model. For this reason, a composite granular
flow rheology has been proposed and is discussed in detail below.
2.2. Composite Granular Flow Rheology
Lee and Huang [2012] developed a kinetic-theory-based model, where the shear stress was
divided into rate-independent and rate-dependent components. The rate-independent
stress captured the static contribution created by enduring contacts between grains, while
the rate-dependent component accounted for the collisions between grains using granular
kinetic theory. This model captured the hysteretic flow threshold, as well as the flow
regime threshold. Takahashi [2009] also modelled debris flow with a shear stress tensor
that was broken down into components describing different flow regimes.
Utilising this idea, a new model for the shear stress is developed. The shear stress
tensor, τ , is decomposed into three parts:
• τs: The quasi-static shear stress applies in the dense regime. This regime is
characterised by enduring contacts between grains and low inertial number (thus
low shear rates, or high pressure).
• τc: The kinetic-collisional shear stress, capturing behaviour in the dense flow
(intermediate) regime is based on Bagnold [1954a]. This regime is characterised by
intermediate inertial numbers.
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• τt: The turbulent shear stress captures the gaseous-like behaviour of low density,
high shear rate flows and has very high inertial numbers. This regime is not expected
to play a crucial role in the annular shear cell model proposed.
The total shear stress is then
τ = τs + τc + τt. (2.4)
Similarly, the pressure (or normal stress) is described as a sum of components from
turbulence, quasi-static and collisional terms,
P = Ps + Pc + Pt. (2.5)
The contributions towards the shear and normal stress from each source are discussed
below.
2.2.1. Total pressure and volume fraction
The total pressure, P , at some location within the system with inertial number I can be







where the relationship between the material density, ρm, in Equation 2.6, the volume
fraction distribution φ and the bulk density ρ is ρ = φρm. Equation 2.6 highlights that
as I increases towards the inertial regime, the total pressure, P necessarily decreases.
However, in the inertial regime there is an increase in inter-particle collisions, resulting
in an increase in the collision pressure component, Pc. In order for Equation 2.5 to
remain valid in this case, mathematical consistency requires that Ps + Pt is negative. As
a negative pressure is not physical, the quasi-static pressure Ps should become 0 as I
increases to a point where kinetic-collisional interactions are relevant. In this regime
P = Pc + Pt.
Equation 2.6 also suggests that P will increase unbounded as I → 0. This is both
inconsistent with measurements [Josserand et al., 2006, Johnson et al., 1990] and against
the intuition that some level of pressure saturation should be achieved, as predicted by
the Janssen Effect [Andreotti et al., 2013]. As noted earlier, low inertial numbers are
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consistent with the quasi-static regime, which is dominated by the quasi-static pressure
component. Thus P = Ps when I → 0.
These conditions are necessary to maintain mathematical and physical consistency,
but they also highlight a deficiency in the inertial number to fully describe the total
pressure. In the quasi-static regime, where high loading is expected, the quasi-static
pressure Ps is reported to obey the scaling law: Ps = P0 (φ0 − φmin) [Lee and Huang,
2012, Johnson et al., 1990, Josserand et al., 2006], which vanishes in the inertial regime,
when φ < φmin. The volume fraction as I → 0, φ0, and P0 are dependent on the particle
properties in a non-trivial manner, which makes them difficult to determine.
The solution to these problems is to carefully choose a volume fraction distribution
as a function of the inertial number, such that the balance between mathematical and
physical consistency is achieved.
In this regard, Pouliquen et al. [2006] developed a dilatancy law by considering the
simple picture of a single grain moving over a layer of grains just below. They assumed
that the volume fraction was at it’s maximum when the bead was in a hole formed
between the two grains below. As a shear stress is being applied to the material, the
particle moves out from the hole and the volume fraction decreases to a minimum. Using
the typical time of rearrangement (used in the derivation of I), the linear relation,
φ (I) = φmax − (φmax − φmin) I, (2.7)
for the dilatancy law was developed.
Typical values were found to be φmax = 0.6 and φmin = 0.4. Although the constitutive
laws developed by Pouliquen et al. [2006] described the flow well, especially in plane
shear flows, there were parts that broke down when gravity was present, or the shear
occurred in a cylindrical geometry.
A similar linear dilatancy law was given by da Cruz et al. [2005], which was also used
by Koval et al. [2009], Daniel et al. [2008] and Rognon et al. [2008], who extended the
model to cohesive particles. This linear law,
φ (I) = φmax − aI, (2.8)
was found to break down at high values of I.
Another dilatancy law was developed by Hatano [2007], that described the relationship
as a power law. This power law was developed from three dimensional discrete element
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simulations of isobaric plane shear.
φmax − φ = aIδ, (2.9)
where, φmax in this case is the limit of the volume fraction as the shear rate tends to 0.
The constants were found to be a = 0.11 and δ = 0.56, and were also independent of the
model details. The above equation was derived for small inertial numbers. This form of
the dilatancy law was also used by Lee and Huang [2012].
These models are shown together in Figure 2.3. They have 0.3 ≤ φ ≤ 0.6 for the
inertial range 10−4 ≤ I ≤ 1, using the parameters from Lee and Huang [2012] for the
models. The inertial range for the dense regime in rotating drums, as derived from 3D
measurements by Orpe and Khakhar [2007], is 0 < I < 0.4. The upper limit in this range
corresponds to the free surface, where Iupper = 0.4 is imposed. This range in inertial
number corresponds to 0.48 ≤ φ ≤ 0.6, which is too narrow a range when comparing to
the experimentally derived volume fraction of 0.2 < φ ≤ 0.6 in Pathmathas [2015]. The
range of volume fraction and inertial number within a horizontally rotated annular shear
cell is explored experimentally in later chapters of this thesis, although intuition suggests
that both the quasi-static and dense flow regimes are present in this configuration, thus

























































Figure 2.3.: The volume fraction as a function of I, as discussed in the models of da Cruz
et al. [2005] (purple line), Hatano [2007] (green line), Pouliquen et al. [2006] (red
line), using the parameters in Lee and Huang [2012] and the model discussed
here (black line).
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To more adequately describe the volume fraction for the range of inertial number
values expected, an empirical dilatancy model,
φ = φmaxe
−bIc , (2.10)
was developed. This dilatancy model was applied to rotating drums in Govender et al.
[2014], with the values b = 1.848, c = 0.6014, φmax = 0.6. These values were chosen such
that the average inertial number at the free surface was 〈IFS〉 = 0.4, consistent with
experiments and the average volume concentration at the free surface 〈φFS〉 = 0.2. It
appears alongside the other dilatancy models discussed in Figure 2.3. As the volume
fraction distribution in the horizontal shear cell is slightly different to that of the rotating
drum, these values were only used as a starting point for a function fit to the volume
fraction in the shear cell, with final parameters being b = 3.2480, c = 0.4963 and
φmax = 0.704.
The total pressure can then be determined by substituting Equation 2.10 in to
Equation 2.6, which yields











In most shear cell literature, the total pressure is usually taken as a simple gravitational
pressure, P = ρgh. The orientation of the horizontal shear cell and the existence of
collisional stresses makes the use of this purely hydrostatic model inaccurate. Thus,
Equation 2.11 is favoured, as the shear rate and volume fraction can be determined from
DEM and PEPT experiments, which means the inertial number and pressure can be
predicted from the model discussed here.
2.2.2. Kinetic-Collisional Component
The kinetic-collisional shear stress captures the behaviour of the material in the dense
flow regime. This component is based on Bagnold [1954a], who used ideas from the
kinetic theory of gases to model the collisions between pairs of grains and develop a
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where the sphericity of the grains is cn, with n being a fitting parameter, ρm is the grain
material density, G describes the radial distribution function, d the particle diameter
and γ̇ = ∂vθ
∂r
is the shear rate. The form of G used here is according to Savage [1998],







where φmax is the maximum possible packing fraction.This form of the radial distribution
function, makes the stresses diverge as the solids concentration approaches the maximum
value. The form is similar to that used by Lun [1991], Ding and Gidaspow [1990],
Savage [1988] and was implicit in Bagnold [1954a] and Ogawa et al. [1980]. For finite
granular flow systems, the value of φmax can be as low as 0.55 depending on the geometry
of the shearing space [Lun, 1991]. For the closest random packing of spheres φmax is
approximately 0.64 and the closest regular packing φmax is 0.7404 [Lun, 1991, Savage,
1988, Bagnold, 1954a].
The pressure in the kinetic-collisional regime is described in Roufail et al. [2012] and
Bagnold [1954a] as proportional to the shear-stress energy tensor,
Pc = Nτc. (2.14)
Kinetic theory of gases gives N = 3, the applicability in granular flows will be investigated
using experimental data.
2.2.3. Turbulent Component




and is applicable in the gaseous regime. This is equivalent to the pressure term derived
by Hotta [2012], which is based on Prandtl’s mixing length theory. Thus, in this work
the turbulent pressure is taken to be equal to the turbulent shear stress component,
Pt ≈ τt. (2.16)
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where κt is the parameter from Suzuki et al. [2003]. This captures the disorder scale
of the particle gap. In the model for the mixing length, kt = 5.24 is chosen, which
corresponds to a mixing length of 2d.
Using Equation 2.17 and recalling that ρ = ρmφ, the turbulent component of the








The quasi-static shear stress applies in the dense regime, where there are enduring
contacts between grains. This regime has a low inertial number, thus implying low shear
rates or high pressure. The quasi-static shear stress is decomposed into τw, the shear
stress at the side walls, and τi, the internal shear stresses within the bed so that
τs = τi + τw. (2.19)
Taberlet et al. [2003] developed a friction law for an inclined channel which accounted
for the constant internal friction between particles and the friction due to the sidewalls.
This effective friction was then applied to a rotating drum configuration in Taberlet et al.
[2006], which yielded




Here µi is the internal friction coefficient, µw is the sidewall friction coefficient (an
effective friction coefficient that accounts for both the rolling and sliding of grains along
the sidewalls), W is the width of the channel and h is the height of the flowing layer.
Applying the coulomb criterion, the term for the quasi-static shear stress follows [Jop
et al., 2005, Lee and Huang, 2012, Bagnold, 1954a] and is given by
τs = Ps tan θs. (2.21)
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The static internal friction angle is given by θs. This was found to be the angle of
inclination of the free surface (in rotating drums), as the incline got large enough for
flow to start. The quasi-static component of the shear stress is thus dependent on the
expression for the effective friction coefficient. The problem then remains to determine
proper descriptions of µi and µw.
µw is considered to be a constant based on the granular material and the material
used in the confining system. The basal friction law given in Equation 2.3, developed by
Jop et al. [2005], has been applied in many systems with decent success. As mentioned
previously, various problems exist with this formulation. In terms of the annular shear
cell considered here, this friction law has less applicability. The constants µmin, µmax
and I0 are all dependent on the angle of inclination of the free surface and the phase
transition between quasi-static and dense flow is not captured [Forterre and Pouliquen,
2008].
Thus the form of Equation 2.21 was modified to apply to a confined flow (not
dependent on the free surface inclination) and to more fully describe the phase transition.
The hysteresis observed in many granular flows in the quasi-static regime is also described







where the τw term has been converted to cylindrical coordinates for ease of use in the
annular shear cell model. The µi used here is now a material dependent constant, and
the variation of µ(I) with inertial number and volume fraction is described by e−φI . As I
increases from 0, µ(I) initially decreases from its initial value until a minimum is reached
(the transition from a solid to flowing regime) and then it increases with increasing
inertial number (as the flow becomes a dense inertial flow).
The pressure due to the quasi-static contribution can then be determined using the
total pressure in the system (Equation 2.11) and the contributions from the other terms,
Ps = P − Pc − Pt. (2.23)
2.2.5. Effective friction coefficient
The components described above allow for the effective friction coefficient from Equa-
tion 2.2 to be calculated. The ratio of the total shear stress and the total pressure
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Figure 2.4.: The effective friction coefficient derived from the model discussed here, at a point
2 particle diameters from the shearing wall. The parameters used were those


















































The effective friction coefficient is plotted in Figure 2.4, using the model values
discussed above and shown in Table 2.1, where the radial distance, r, is taken at a point
of 2 particle diameters from the shearing wall.
In the quasi-static regime, at very small inertial numbers, the effective friction
coefficient is large. As the regime changes to the dense regime, a minimum is reached
in the effective friction coefficient. A maximum value of the effective friction is reached
at around I ≈ 0.5, after which it decreases. This is the transition to the turbulent (or
collisional) regime, although this occurs at higher I than specified by da Cruz et al.
[2005].
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The above rheology is applied to an annular shear cell configuration in order to
determine the power dissipation distribution within the system. This forms the first




The problem of modelling the behaviour of granular systems often utilises continuum
mechanics. In these models, the granular medium is assumed to be continuous, thus
quantities such as velocity and density are modelled as smooth functions of position
and time. Considering that these systems are discrete, often to the naked eye, the
applicability of continuum mechanics needs to be explored. The motivation for assuming
a continuum lies in the shear complexity of the mathematics required to model a discrete
system of a large amount of particles. This is rather eloquently summarised by [Truesdell
and Muncaster, 1980, pg. xvi-xvii]
However discrete may be nature itself, the mathematics of a very numerous
discrete system remains even today beyond anyones capacity. To analyse
the large, we replace it by the infinite, because the properties of the infinite
are simpler and easier to manage. The mathematics of large systems is the
infinitesimal calculus, the analysis of functions which are defined on infinite
sets, and whose values range over infinite sets. We need to differentiate and
integrate functions. Otherwise, we are hamstrung if we wish to deal effectively,
precisely with more than a few dozen objects able to interact with each other.
Thus somehow, we must introduce the continuum.
The problem then lies in defining the conditions under which a continuum model can
be applied. Batchelor [1967] considered a fluid as a continuum when the fluid property
being measured was constant over a volume element which was small in relation to the
scale of macroscopic properties of the fluid such as pressure and temperature, but large
on the microscopic scale. Thus the volume element should be large enough to contain
numerous molecules, and large enough for fluctuations due to the particle nature of the
material to have no effect on the observed fluid property. This volume element should
20
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also be small enough so that the observed fluid property does not change if the element
is reduced in size. This same idea was supported by Fung [1969]. A more rigorous
condition is formulated using the Knudsen number, the ratio of the mean free path to
the characteristic length of the physical boundaries of interest. If the Knudsen number is
greater than one, the mean free path of the particle is comparable to the length scale of
interest, thus the continuum approximation is not valid [Chung, 2007].
While discussing the concept of the density of a gas, Chapman and Cowling [1953]
noted that the time scale of the movement of particles also played a role in the validity
of a continuum model. The macroscopic quantity (density in this case) being measured
was averaged over a small time, t. This was long, when compared to the average time for
a molecule to cross the volume element under consideration, yet short compared to the
time variations of the macroscopic properties.
Rao and Nott [2008] considered this in the context of granular flows, in which the first
condition is often violated. It is possible for a small volume element ∆V to effectively
contain a large number of particles (or grains), if the second condition holds. In the shear
cell considered here, the particles had a diameter of 5 mm and ∆V was a rectangular
bin with sides 5 x 5 x 90 mm. At any given time, the maximum number of particles
contained in ∆V was 5. If particles travel on average at 0.5 ms−1, there is a flux of 100
particles through ∆V in 0.2 s. Then ∆V effectively contains a large number of particles,
provided timescales greater than roughly 0.2 s are considered. This estimate gets smaller
with increasing speed of the particles.
Thus the momentum and energy balances of continuum mechanics are used here to
describe the power dissipation distribution within the shear cell.
3.1. Shear Cell Model
The annular shear cell model is set up using cylindrical coordinates, with the z-axis
pointing along the axis of rotation and the gravitational force in the negative y direction.
This is an atypical orientation of a standard shear cell, as the model is the first step to
understanding breakage and power dissipation in the fine griding mills used in minerals
processing. The coordinate system is shown in Figure 3.1.
Although mechanical energy is not conserved in a flow system, it is still possible to
write an equation of change for mechanical energy within the system. A momentum
balance over a small volume element through which the material is flowing is considered.









Figure 3.1.: The coordinate system for the annular shear cell model.
This volume element is then reduced to an infinitesimal size, thus treating the material
as a continuum. The equation of motion,
∂
∂t
ρv = − [∇ · ρvv]−∇P − [∇ · τ ] + F, (3.1)
for flow in an isothermal system of a pure fluid is generated [Bird et al., 2002, pg. 80],
following the notation used therein. The velocity, v, material density, ρ, pressure, P and
stress energy tensor, τ , are used to describe the rate of increase of momentum per unit
volume. This is represented by the sum of momentum contributions from the rate of
addition of momentum (per unit volume) by: convection (the divergence of the dyadic
product ρvv); molecular transport (the gradient of the pressure, ∇P and the divergence
of the stress energy tensor, ∇ · τ ); and any external forces (F).
Taking the dot product of v with (3.1), the equation of change for kinetic energy is














− (∇ · Pv)− P (−∇ · v)
− (∇ · [τ · v])− (−τ : ∇v) + (v · F) .
(3.2)
Equation 3.2 describes the rate of increase of kinetic energy per unit volume as the
sum of contributions from convection, pressure, an increase in internal energy, viscous
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− (∇ · Pv) −P (−∇ · v)
− (∇ · [τ · v]) − (−τ : ∇v) + (v · F)
Figure 3.2.: Diagram explaining terms of equation 3.2.
forces and external forces. Figure 3.2 shows the physical meaning of each term in (3.2).
This equation contains only mechanical terms and is often referred to as the equation
of change of mechanical energy. The term describing the irreversible conversion from
kinetic to internal energy, or the degradation of mechanical energy into thermal energy,
− (τ : ∇v), is sometimes called viscous dissipation heating. The pressure term can be
either positive or negative, depending on if the fluid is expanding or contracting.
The above equations are fluid equations derived for an isothermal system. These are
systems in which there are no externally imposed temperature gradients and no appre-
ciable temperature change resulting from expansion, contraction or viscous dissipation.
3.2. Model hypotheses
In the annular shear cell, the granular media forms an athermal system. Thus, the
increase of internal energy of the particles does not influence the macroscopic dynamics of
the system. The form of Equation 3.2 can be further simplified by making the following
assumptions.
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This is valid over short distances, of the order of the natural length scale (the
particle diameter, d) of the system.
2. The stress-energy tensor is symmetric, resulting in
τij = τji. (3.4)
This arises from the condition that there are no localised torques on the grains,
which requires the stress-energy tensor to be symmetric in order to satisfy the
angular momentum balance.
3. The velocity components are assumed to be only radially dependent, with the
tangential component dominating the flow. Thus,
vz w 0, (3.5)
vθ = vθ(r), (3.6)
vr = vr(r), (3.7)
vθ  vr, vz. (3.8)
4. Over short distances, motive and dissipative stresses are balanced (the velocity











5. The external force under consideration is
F = ρg. (3.11)
6. A consequence of the athermal formulation is that fluctuations of a thermal origin
are irrelevant. The fluctuations seen in PEPT data and DEM simulations are caused
by grains sliding over adjacent corrugated layers. Fluctuating volume fraction is
due to particle layering as well. Therefore the rate of irreversible conversion from
kinetic to internal energy is irrelevant and
τ : ∇v ≈ 0. (3.12)
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Using the tensor identity for a symmetric tensor,
τ : ∇v = ∇ · [τ · v]− v · [∇ · τ ] (3.13)
0 ≈ ∇ · [τ · v]− v · [∇ · τ ] (3.14)
v · [∇ · τ ] ∼= ∇ · [τ · v] . (3.15)
7. The pressure within the shear cell is predominantly radial, P = P (r). Thus,




which implies that the only non-zero components of τ are τrθ = τθr.
3.2.1. Reducing terms in Equation 3.2
To simplify v · [∇ · τ ]:











where the k-th component is [∇ · τ ]k =
∑
i∇iτik. The components are
[∇ · τ ]r =
∑
i
∇iτri = ∇rτrr +∇θτrθ +∇zτrz, (3.18)
[∇ · τ ]θ =
∑
i
∇iτθi = ∇rτθr +∇θτθθ +∇zτθz, (3.19)
[∇ · τ ]r =
∑
i
∇iτzi = ∇rτzr +∇θτzθ +∇zτzz. (3.20)
Based on the hypotheses the only non-zero components of τ are τrθ = τθr. Therefore,
[∇ · τ ] = [∇ · τ ]r + [∇ · τ ]θ + 0 (3.21)
and
v · [∇ · τ ] = vr [∇θτrθ] + vθ [∇rτrθ] . (3.22)
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If the stress-energy tensor is radially dependant, τrθ = τrθ(r), then the final identity is







Note that (3.25) will involve the gradient of the shear rate and that acceleration type
terms tend to be unreliable with PEPT data. Thus ∇ · [τ · v] is examined to see if a
term more useful for data analysis can be determined.






, the components are
[τ · v]r = τrrvr + τrθvθ + τrzvz, (3.26)
[τ · v]θ = τθrvr + τθθvθ + τθzvz, (3.27)
[τ · v]z = τzrvr + τzθvθ + τzzvz. (3.28)
In this system
[τ · v] = [τ · v]r + [τ · v]θ (3.29)
= τrθvθr̂ + τθrvrθ̂. (3.30)
Finally,



























Recalling that both the stress and velocity vary radially only,
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With (3.15), the above equation can be used to substitute ∇ · [τ · v] in (3.2). This has





τrθ, which will hopefully dominate the contribution
to the power density.


















τrθ + ρg (sinθ − µcosθ) vθ,(3.36)













This states that the rate of work done by external forces (gravity and friction) is equal
to the sum of the rate of work done by viscous forces and the rate of work done by
pressure of surrounding grains, as illustrated in Figure 3.3. This is the same as writing
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Figure 3.3.: Illustration of power dissipation equation.
3.3. Power dissipation distribution
The form of the stress-energy tensor discussed in Chapter 2 is substituted into Equation
















Power Dissipation Distribution 28
Recalling that
τ = τi + τw + τc + τt, (3.40)




















Pc = Nτc, (3.46)
Pt = τt, (3.47)
Ps = P − Pt − Pc, (3.48)







































































As these equations are not solvable analytically, the distributions were determined
from experiments performed using Positron Emission Particle Tracking (PEPT) and
Discrete Element Method (DEM) modelling, allowing the determination of the solids











Figure 3.4.: Illustration of power dissipation measurements.
concentration distribution and velocity profile. It is also possible to experimentally
determine the energy dissipated by the granular media.
Power going into the shear cell is broken up into mechanical power and lost power.
Power can be lost or dissipated through heat, sound and particle breakage. The assump-
tion is made that power lost through breakage is much greater than that lost through heat
and sound (Pb  Ph, Ps). Thus the power dissipation distribution shows the distribution
of particle breakage within the system. The power going into the fill, Pgain, can be
determined by measuring the power drawn by the shear cell when there is a fill and when
there is no fill. The difference between these measurements is the power going into the
fill, which is broken up as mentioned above. The diagram in Figure 3.4 shows this.
Part II.
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Chapter 4.
Positron Emission Particle Tracking
4.1. Introduction to Positron Emission Particle Tracking
Positron Emission Particle Tracking (PEPT) is a tracking method that relies on the
detection of 511 keV γ-rays that are produced when a positron annihilates with an
electron. A tracer particle is labelled with a radionuclide that decays by emitting a
positron, which then annihilates close to the tracer particle, producing a pair of γ-rays
that travel on almost the same path but in opposite directions. Thus the source of the
positron lies somewhere along the line defined by this path. Coincident detection of these
γ-rays allows a line of response (LOR) to be determined. The location of the source can
be determined if more than one coincident event is detected. Successive detections of
these γ-rays allows the location of the tracer particle to be triangulated, and velocity
can be derived from the change in position over time [Parker et al., 1997b].
PEPT is performed using a positron emission tomography (PET) scanner. PEPT
Cape Town is a facility for PEPT based at iThemba Laboratory for Accelerator Based
Science (LABS), where experiments were performed. This ring geometry camera is
the EXACT3D model of CTI/Siemens 966 PET scanner. It consists of 48 rings of
standard bismuth germinate detector elements, each with dimensions 4.39 mm transaxial
x 4.05 mm axial x 30 mm deep. The camera has a ring diameter of 82 cm and an axial
field of view of 23.4 cm. The I/O and computing hardware can maintain a sustained
acquisition rate of approximately 4 million coincidence events/second. The mean spatial
resolution is 4.8 ± 0.2 mm FWHM (transaxial, 1 cm off axis) and 5.6 ± 0.5 mm (axial, on
axis) Buffler et al. [2009]. A schematic showing the general principle of the triangulation
is shown in Figure 4.1.
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Figure 4.1.: The basic principle behind Positron Emission Particle Tracking.
The triangulation of the tracer particle in theory only requires two LORs to produce
a location (as is seen in Figure 4.1). However, various effects such as Compton scattering
or attenuation of the γ-rays as they move through the bulk material, can result in a
situation where two coincident γ-rays are detected but are not associated with the same
annihilation event. Thus, a larger number of LORs are required to get a more certain fix
on the tracer location. The position of the tracer is located by dividing the coincidence
events into groups of an equal number. The centroid of the LORs in each slice is located
by iteratively rejecting the outlying LORs until a desired fraction of the original number
remain. The uncertainty in the location of the tracer is inversely proportional to the
square root of the number of events used to define the centroid [Buffler et al., 2009].
A simplified example of a slice of coincidence events is shown in Figure 4.2a, with the
spurious events removed in Figure 4.2b. As the detection of events occurs at many
thousands per second, tracking a fast moving tracer particle is possible. This technique
was developed at the University of Birmingham in the 1990s by Hawkesworth et al. [1991],
Parker et al. [1993, 1994].
The effect of tracer activity on the particle tracking has been studied by Volkwyn
et al. [2011]. The activity on the tracer needs to be approximately 300 to 1000 µCi. The
more material there is, the higher the activity on the tracer needs to be in order to locate
the tracer with low uncertainty. The half life of the isotope used to label the tracer
needs to be reasonably short, as it is not always feasible to locate the tracer in the bulk
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(a) Coincidence events detected in one slice of
data.
(b) Removal of the spurious events allows the
location of the tracer to be found.
Figure 4.2.: PEPT algorithm locates the position of the tracer by finding the centroid of the
LORs, removing spurious events in the process.
material once the study is complete. The half life of the isotope therefore needs to be
long enough to be useful for the duration of the study, but short enough so that the
tracer can be safely discarded with the bulk material after the study. Various isotopes
are used, including 68Ga which has a half life of 68 min and 18F with a half life of 109 min.
Longer surviving isotopes are also used like 66Ga, with a half life of 9.45 h and 64Cu, half
life 12.7 h.
Tracer particles are created through direct irradiation of a particle, ion-exchange in a
radioactive solution, tracer surface modification or placing a radioactive resin inside a
hole in the particle [Parker et al., 1997b, Buffler et al., 2009]. The challenge remains to
get a larger activity onto a smaller tracer.
The precision of this tracking method decreases as the speed of the particle increases,
thus requiring more activity on the tracer to produce the necessary number of detection
events required for a low uncertainty location.
PEPT has been used to study a number of industrial systems including fluidised beds
[Wildman and Parker, 2002], stirred mills [Conway-Baker et al., 2002, Barley et al., 2004],
pipe flow [Fairhurst et al., 2001], tumbling mills [Lim et al., 2003, Volkwyn et al., 2011,
Bbosa et al., 2011, Govender et al., 2013, Tupper et al., 2013, Govender et al., 2011]
and IsaMills [van der Westhuizen et al., 2011]. A modular design of a PET camera has
allowed for larger scale systems to be studied [Ingram et al., 2007].
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Wildman et al. [2008] conducted PEPT experiments on an upright shear cell, driven
by the bottom boundary. The top boundary was free to move vertically, meaning that
this configuration was pressure-controlled. They measured the mean velocity and volume
fraction profiles within the rapidly sheared dry granular media within the shear cell.
4.2. Experiment description
The side view of the experimental rig used in these experiments is shown in Figure 4.3.
The dimensions of the rig are the same as those used in the DEM simulations, apart from
the end parts, where there is a gap between the end wall and the rotor to allow for bearings.
This section of data was removed before the analysis was performed. The cylinders were
made of high density polyethylene (HDPE), with the end walls consisting of a thick,
transparent perspex. The annulus formed between the cylindrical surfaces was filled with
glass beads with a 5 mm diameter. The shear cell was filled while standing upright, the
end wall put in place and then turned on it’s side. The shifting around allowed the beads

























Figure 4.3.: Side view of experimental system, showing the dimensions of the shear cell.
Two friction surfaces for the inner rotating cylinder of the shear cell were utilised in
these experiments. These consisted of a slightly grooved surface and a surface with the
same glass beads used in the experiment glued on to it, shown in Figure 4.4.
Initial investigations at high rotational velocities resulted in high temperatures and a
steep temperature gradient within the bulk material. Thus, to limit the heating effect,
runs were performed in 5 min segments at 300 rpm and 400 rpm, where 300 rpm was the
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(a) Beaded surface of rotating cylinder. (b) Grooved surface of rotating cylinder.
Figure 4.4.: Different friction surfaces of the rotating cylinder used in PEPT experiments.
Pictures taken during the filling of the rig.
lowest possible speed of the motor. The material was allowed to cool between runs.
Each time the experimental rig was moved, a location marker run was performed. This
consisted of readings taken from a stationary source placed around the edge of each side
of the shear cell. These markers were then used to centre the data from each run, so they
could be compared, and removed the need to have the rig placed in exactly in the same
position each time a new tracer was used or the bulk material was replaced. An example
of the location markers is shown in Figure 4.5. The triangle points form a partial outline
of the experimental rig, allowing the data to be corrected to a standard set of coordinates.
The circular points shown in Figure 4.5 are stationary tracers within the rig, used to test
the ability to locate a particle with the given radioactivity within the stationary mass.
The density of the glass beads used was 2500 kg m−3 and the total mass of all the
beads used in the experiment was MT ≈ 10.5 kg. Thus the total number of glass beads
in the experiment was N ≈ 8000. The portion in the annulus would be slightly less than
this, as there were still beads against the side walls by the bearings.
Particles were labelled using a drill and fill method. A hole was drilled into one of
the 5 mm glass beads and a resin containing 68Ga was placed inside. The hole was then
glued closed and the tracer placed in the centre of the annulus. The activity on the tracer
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Figure 4.5.: Example of location markers used to fit the dimensions of the rig to the data.
The triangular points indicated the edges of the rig, while the circular points are
stationary tracers within the rig.
ranged from 1196 µCi to 1589 µCi. The isotope 68Ga was used in these experiments as it
is currently possible to achieve the highest radioactivity on the smallest resin bead with
this particular isotope, using the set up at iThemba LABS.
4.3. Data Analysis
A total of 36 experimental runs were performed, initially at 5 min per experiment and
then 15 min, after it was determined that the tracer particle was not being destroyed in
the shearing. Some of these experiments were rejected, as the tracer got stuck close to
the side wall, which was out of the zone that was considered useful (avoiding end wall
effects). Examples of the particle track are shown in Figures 4.6. The tracer particle spent
the majority of the time in the rapidly sheared region (Figure 4.6a), only occasionally
making it out to the slower moving material of the shear cell (Figure 4.6b). When this
did happen, it often took almost the entire experimental run to complete a circuit of the
rig and once again move into the rapid zone. Figure 4.6c shows the tracer particle stuck
on the side wall. A zone of chaotic behaviour can be seen at the top of the rig, where
the beads had space to move freely without being trapped by the bulk material.
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(a) Particle track showing good system coverage.
(b) Particle track showing that the particle got stuck on the outer edge, moving slowly.
























(c) Particle track showing that the particle got stuck on the side wall, moving slowly,
outside of the zone of interest.
Figure 4.6.: Examples of a few PEPT particle tracks.
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The file of coincident events for each experiment was reduced to a list of time stamped
tracer coordinates using the procedure described above. Data for each experiment was
integrated over the entire duration of the run, thus the fraction of time that the tracer
particle spent at each location was studied. This same procedure was performed in Parker
et al. [1997a]. Thus it is assumed that the system under study is an ergodic system,
where the time averaged behaviour of a single particle is equivalent to the ensemble
average of the bulk material.
Successive visits to each volume element are treated as if they are simultaneous which
allows the time averaged velocity and acceleration distributions to be determined, as well
as the location probability density distribution.
The particle track was then binned into a spatial grid of 5 x 5 mm in the transaxial
plane and over the entire length of the rotating cylinder. The details of this binning
procedure are discussed in Morrison [2012]. This procedure uses successive locations of
the tracer particle to determine a second order Lagrange polynomial over three locations.
The intercepts of this polynomial with the predetermined spatial grid are calculated and
thus used to determine the presence of the tracer in a bin. The times at which these
polynomials cross the grid lines are used to calculate the velocity of the tracer particle in
each bin it crosses. Thus producing distributions of time spent in a bin (occupancy or
residence time) and the average velocity of the tracer in each bin.






where Fi is the fraction of time spent by the tracer in volume element Vi, d is the particle
diameter, N is the total number of particles in the system [Wildman and Parker, 2002].
After the average behaviour of the tracer particle in each run was determined, the
data for each experimental configuration was averaged, producing four sets of results.
Table 4.1 shows how many runs were used in each configuration and the total time that
these runs resulted in.
Table 4.1.: Total time for all experimental configurations.
Speed Beaded Runs Grooved Runs
300 rpm 2700 s 5 6000 s 8
400 rpm 3900 s 5 4500 s 5
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4.4. Results
4.4.1. Volume Fraction
The results presented below are the averages over all suitable runs for each experiment
configuration. As can be seen in Figure 4.7, showing the average volume fraction in each
grid space for each configuration, the entire space was not covered by the total runs. The
white space shows the absence of data, while blue (a volume fraction of almost 0) shows
that very little information was garnered about this area. Thus, only the inner area of
the shear cell (the rapidly shearing zone) was well covered by the experiments.




























(a) vwall = 300rpm, grooved wall



























(b) vwall = 300rpm, beaded wall





























(c) vwall = 400rpm, grooved wall



























(d) vwall = 400rpm, beaded wall
Figure 4.7.: Average volume fraction distributions for all experimental configurations.
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For all four configurations shown in Figure 4.7 the volume fraction is low in the centre
of the shear cell, close to the moving wall, while it increases to a maximum value with
increasing radial distance from the shearing wall. There is a higher volume fraction in the
lower half of the system, most noticeable in the 400 rpm, grooved wall (Figure 4.7c) and
the 300 rpm, beaded wall (Figure 4.7b) configurations. An averaging filter was applied
to smooth out the gaps in the data. This filter performed a sliding average on a 4x4 grid
space.
The volume fraction along three lines in the experimental space (180◦, 270◦ and 360◦,
where 0◦ is oriented along the positive x-axis) was selected in order to examine the volume
fraction profile. Due to the incomplete coverage of the system during the experimental
runs and the small portion of time that was spent by the tracer particle in the outer
edge of the system, the volume fraction distributions are not good representations of the
behaviour of the volume fraction, beyond the rapidly sheared zone close to the shearing
wall.
The radial selections in Figure 4.8, show the volume fraction selected from the
distributions in Figure 4.7. The angular selections in each configuration behave similarly,
with the distributions at 180◦ and 270◦ with the grooved wall starting closer to the
wall than that at 360◦. The decrease of the volume fraction after a maximum has been
reached is not a physical phenomenon, resulting purely from the incomplete coverage of
the experiment. Experiments and simulations of annular shear cells in Jasti and Higgs
[2008, 2009] show that the volume fraction should be greater on the stationary wall of
the sheared system.
All configurations show that the volume fraction increases from the rapidly sheared
zone at the inner wall. The range of volume concentration covered by these distributions
is 0 < φ < 0.375, which indicates that the area covered by the PEPT experiments has
an inertial number, I > 0.03, as determined from the model for dilatancy discussed in
Chapter 2. Thus, the section of the shear cell examined with these data covers the dense
flow regime and kinetic-collisional regime, as defined by da Cruz et al. [2005].
The extraction of a functional form that described the volume fraction distributions
in Figure 4.8 was not possible, thus accurate calculations of the inertial number along
the selected radial lines could not be performed, and hence the shear stress and power
dissipation could not be calculated.
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(a) vwall = 300 rpm.
































(b) vwall = 400 rpm
Figure 4.8.: Average volume fraction as a function of radius at 180◦, 270◦, 360◦, vwall =
300 rpm and vwall = 400 rpm.
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(a) Binned occupancy, grooved cylinder.

















































(b) Binned occupancy, beaded cylinder.
Figure 4.9.: Occupancy binned into 15◦ angular bins.
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(a) Binned occupancy, grooved cylinder.
















































(b) Binned occupancy, beaded cylinder.
Figure 4.10.: Occupancy binned into 15◦ angular bins.
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The occupancy distributions used to calculate the volume fraction were binned into
15◦ angular bins, the results shown in Figure 4.9 and 4.10. Each grouping of bars
represents one radial bin, with the colours indicating the angular position. This was
done in order to examine the angular dependence seen in the distributions in Figure 4.7.
The occupancy is the total time spent by the particle in each bin, normalised by the
number of times that it is in that bin. The volume fraction is a scaled occupancy, so the
shape and behaviour of these bar graphs is comparable to what would be seen in the
volume fraction bar graphs.
In the region that was well covered by the movements of the tracer particle the
asymmetry in the angular bins was not that great, with the gravity-assisted side (180◦)
having slightly higher occupancy than the other side (360◦). The occupancy starts out
low close to the inner rotating wall and increases to a maximum value within a few
particle diameters distance from the shearing wall. As distance from the inner wall
increases towards the centre of the annulus, the angular dependence of the occupancy
becomes more notable. Beyond the centre, the binning of the occupancy is strongly
influenced by the lack of data.
4.4.2. Velocity
The velocity magnitudes (normalised by the maximum velocity magnitude in each
configuration) for each configuration is shown in Figure 4.11. These distributions do not
show the gaps in the data on the outer edge of the experiment system that are seen in
the volume fraction distributions. This is due to the fact that the velocity distribution
is expected to decrease to 0 with increasing radial distance from the centre. Therefore,
the areas of the shear cell not explored in the PEPT experiments are expected to have a
velocity that is close to 0 m s−1.
From Figure 4.11 it is apparent that the velocity is highest closest to the shearing
wall, reducing to a minimum with increasing radius. The 400 rpm configuration with
the beaded shearing wall has the shallowest velocity gradient. A very slight angular
dependence can be detected in the distributions with the beaded shearing wall, with the
band of moving material extending further radially on the 360◦ side than on the 180◦
side.
Figure 4.12 shows the total velocity vector distributions for all configurations. Here it
can be seen that the main velocity component is in the tangential direction. The beaded
configurations have a higher maximum velocity than the grooved configurations, and the
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(a) vwall = 300rpm, grooved wall


































(b) vwall = 300rpm, beaded wall


































(c) vwall = 400rpm, grooved wall


































(d) vwall = 400rpm, beaded wall
Figure 4.11.: Normalised velocity magnitude for all experimental configurations.
shear zone is also thicker in the radial direction. The grooved configurations have a much
sharper velocity gradient.
Radial distributions of the tangential and radial components of the velocity are shown
in Figure 4.13 and 4.14 at 3 angles selected for radial analysis (180◦, 270◦, 360◦, where
0◦ is along the positive x-axis). For the configurations with the grooved shearing wall
(Figure 4.13), the velocity in the 400 rpm set up is always higher, with both configurations
approaching zero at a similar radial point. The radial velocity is mostly inconsequential
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(a) vwall = 300rpm, grooved wall

























(b) vwall = 300rpm, beaded wall




























(c) vwall = 400rpm, grooved wall



























(d) vwall = 400rpm, beaded wall
Figure 4.12.: Velocity vector field for all experimental configurations.
when compared to the tangential velocity, except for a portion of the 400 rpm radial
velocity. The tangential velocity components are shown with an exponential function fit
to the data. From these radial distributions, it would appear that the thickness of the
band of material that is sheared decreases with the angle sampled, thus at 360◦, where
the material is moving against gravity, the shear band is narrower than at 180◦, where
the material is moving with gravity. The highest velocity is reached at 360◦ for both wall
velocities.
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(a) Grooved wall, 180◦
































(b) Grooved wall, 270◦




























(c) Grooved wall, 360◦
Figure 4.13.: Velocity as a function of radius at 180◦, 270◦, 360◦, vwall = 300 rpm and vwall =
400 rpm, grooved wall.
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The same radial distributions are shown for the beaded shearing wall in Figure 4.14.
Here the tangential velocity (once again plotted with an exponential function fitted to
the data) is also always higher in the 400 rpm configuration, with the radial components
in both configurations being negligible. In this configuration the maximum values are
reached in the 180◦ direction. Unlike the grooved wall case, the shear band is thickest at
360◦.
Figure 4.15 shows the tangential velocity function fits for each shearing wall velocity,
allowing for the comparison of the effect of the two different surfaces on the velocity to be
examined. Both shearing wall velocities show a similar behaviour, with the beaded wall
producing a higher velocity. The beaded wall angular components also have a greater
variation, with the 180◦ starting out with the highest magnitude, decreasing as the angle
moves to the other side of the experimental rig. The grooved wall components are much
closer together, with the smallest maximum velocity coming from the 270◦ component.
The shear band thickness for each configuration seems to be similar.
To further examine the shear band thickness dependence on angle and configuration,
Figure 4.16 shows the average velocity in each configuration, calculated over the width
of the shear band. Here the shear band is at the radial point where the shear rate drops
below 1 s−1. From this figure it can be seen that the 400 rpm, beaded has the largest
shear band, which in this configuration gradually increases with angle, as the average
velocity decreases. The 300 rpm beaded configuration also shows the average velocity
decreasing with angle, however the relation between shear band width and angle does not
hold. The grooved cylinder configurations have a different apparent relationship. The
360◦ components have the highest average velocity and smallest shear band, while the
shear band is widest at 180◦. The 270◦ components consistently have the lowest average
velocity and median shear band.
As this definition of the shear band width is rather arbitrary and only indicative of
the general behaviour, a more solid exploration is performed in Chapter 6, along side
results from DEM simulations.
The angular effect was examined by binning each velocity distribution in 15◦ angular
bins between 180◦ and 360◦. These bar plots are shown in Figures 4.17 and 4.18. Each
grouping of bars represents one radial bin, with the colours indicating the angular position.
The position labelled on the axis is the end point of the bin, thus the first bin ranges
from 0.065 m to 0.07 m. The velocity has been normalised by the area of it’s respective
bin. This was necessary because the cylindrical binning means that bins on the outer
edge of the experimental space are larger than those close to the shearing wall.
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(a) Beaded wall, 180◦

























(b) Beaded wall, 270◦




























(c) Beaded wall, 360◦
Figure 4.14.: Velocity as a function of radius at 180◦, 270◦, 360◦, vwall = 300 rpm and vwall =
400 rpm, beaded wall.
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(a) vwall = 300 rpm.









































(b) vwall = 400 rpm.
Figure 4.15.: Velocity as a function of radius at 180◦, 270◦, 360◦, vwall = 300 rpm and vwall =
400 rpm.
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Average velocity plotted over the length of the shear band



















300rpm, 180 degrees, beaded
300rpm, 270 degrees, beaded
300rpm, 360 degrees, beaded
300rpm, 180 degrees, grooved
300rpm, 270 degrees, grooved
300rpm, 360 degrees, grooved
400rpm, 180 degrees, beaded
400rpm, 270 degrees, beaded
400rpm, 360 degrees, beaded
400rpm, 180 degrees, grooved
400rpm, 270 degrees, grooved
400rpm, 360 degrees, grooved
Figure 4.16.: The average velocity over the width of the shear band.
In Figure 4.17a, the radial bins show an asymmetry in the angular binning. Generally,
the maximum velocity occurs close to 180◦ and the minimum at 360◦. There are some
fluctuations around this trend, but the material on the side of the rig that is moving in
the same direction as the gravitational acceleration has a greater tangential velocity than
the material moving in the opposite direction. This effect is seen much more clearly with
the beaded wall configurations, show in Figure 4.17b.
The same trends are seen in Figure 4.18 for the configurations driven at 400 rpm. The
side of the experiment aided by gravitational acceleration moves fast than the opposite
side. The first radial bin in the case with the beaded wall shows only the basic trend,
with a lot of oscillations as the angle increases.
The general angular trends seen in the histogram plots are different to the trends
seen in the analysis along a line for the configurations with the grooved inner wall. This
is due to the fact that the binning results in less sensitivity to fluctuations in velocity
that may occur close to the inner wall.
Exponential fits performed on the tangential velocity profiles were used to calculate
the shear rates within each configuration and angle. These are shown in Figure 4.19.
The shear rates for the beaded wall show a greater variation between wall speed and
angle than the grooved wall experiments.
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(a) Binned tangential velocity, grooved cylinder.






















































(b) Binned tangential velocity, beaded cylinder.
Figure 4.17.: Tangential velocity binned into 15◦ angular bins, vwall = 300 rpm.
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(a) Binned tangential velocity, grooved cylinder.































































(b) Binned tangential velocity, beaded cylinder.
Figure 4.18.: Tangential velocity binned into 15◦ angular bins, vwall = 400 rpm.
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Figure 4.19.: Shear as a function of radius at 180◦, 270◦, 360◦, vwall = 300 rpm and vwall =
400 rpm.
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4.5. Summary
The experiments performed here allow for the dynamics of an otherwise impenetrable
system to be examined. The volume fraction distributions showed that 0 < φ < 0.375
in the area covered by the experiments, which leads to the conclusion that I > 0.03.
Therefore the PEPT experiments cover the dense and kinetic-collisional regimes within
the shear cell.
The velocity profiles along the selected radial lines were successfully extracted, showing
an exponential decrease with distance from the shearing wall. There were noted differences
in the behaviour of the velocity with angle between the grooved and beaded configurations.
The grooved configurations showed that the maximum velocity was marginally greater at
360◦ than at 180◦, while the beaded configurations showed a decrease with increasing
angle. To further explore this discrepancy, histograms of tangential velocity binned in
15◦ arcs were considered and found that the angular trends matched those of the beaded
configuration selections. The binning is less sensitive to fluctuations that may occur in
the velocity profile close to the shearing wall.
The tangential velocity was found to be much greater than the radial velocity in all
configurations, confirming one of the hypotheses made in the formulation of the power
dissipation model. The apparent angular dependence of the tangential velocity refutes
the assumption that the velocity had only radial dependence. The power dissipation
model would have to be adapted to account for this variation.
The existence of the radial velocity suggests that there is a small amount of movement
of material towards the stationary wall. As the experimental system was approximately
90% full, this movement radially outward is limited by lack of space for particles to
move. The area at the top of the shear cell, where it was noted that the volume fraction
was very low, can be considered as a chaotic mixing zone, which helps to replenish the
material close to the shearing wall. The mixing occurring in this zone will need to be
examined more fully with further simulation and experimental work.
There was no functional form of the volume fraction extracted from the data, due
to lack of coverage of the complete system. Therefore the inertial number, shear stress
and power dissipation could not be calculated along the selected radial lines. To gain
further coverage of the system, longer experiment runs were considered. However, due to
heating of the granular media in the rig, this action was rejected because of the worry of
destroying the tracer particle. Experiments with the tracer placed on the outer wall were
conducted, however the results were not useful, as the tracer stayed on the outer wall
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and moved only a small amount during the course of the experiment. For this reason,
Discrete Element Method (DEM) simulations were performed. As all the particles in
the system are tracked in a DEM simulation, the problem of exploring the quasi-static
region of flow on the outer edge of the shear cell was avoided.
A closer examination of how these experimental results compares with DEM simula-
tions and other works appears in Chapter 6.
Part III.




5.1. Discrete Element Method Simulations
The Discrete Element Method (DEM) was initially developed by Cundall and Strack
[1979]. The dynamics of a system of particles is simulated by tracing the movements
of each individual particle. Disturbances propagate through the discrete medium from
the boundaries through contacts between particles, which result in the movement of the
particles. The speed of the disturbance propagation depends on the physical properties
of the medium. Integration time steps are taken that are sufficiently small so that the
accelerations and velocities of the particles can be assumed to remain constant and that
the disturbances cannot propagate further than the immediate neighbours of a particle.
Therefore the contacts of any particle at any time exclusively determine the resultant
forces on that particle.
Once the resultant force on a particle has been determined from the vector sum of all
a particle’s contacts, Newton’s second law is utilised to determine the resultant velocity
and displacement. The contacts are once again determined, the force on each particle
calculated and the velocity and position updated. This method can be utilised to follow
the non-linear behaviour of a large number of interacting particles.
The contact search for N interacting particles, requires on the order of N(N − 1)/2-
pair searches, making it extremely computationally expensive [Mishra, 2003]. There are
various methods to reduce the number searches conducted for each particle, most of them
involving maintaining a list of nearest neighbours. In a method called boxing, the search
area for one particular particle is limited to a box (or cube) with dimensions equal to the
particle diameter, around the particle. Another particle is only considered as a nearest
neighbour if it’s circumscribing box intersects with the box of the particle in question.
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The contact search is then only conducted on the nearest neighbours. After each update
of the position, the nearest neighbours list is updated.
A soft contact method is used, where particles in contact are allowed to overlap by
a small distance. The amount and rate of the overlap give rise to the contact force.
The effect of the contact force model on the granular flow was investigated by Ji and
Shen [2006]. The nonlinear contact force model produces qualitatively similar results
to the linear contact model. Further investigations were conducted by [Ji et al., 2009],
who suggested that a nonlinear contact force model, combined with the investigated
effects of rolling friction would further improve the agreement between experimental and
simulated systems. A comprehensive review and comparison of a number of contact-force
models was performed by Di Renzo and Di Maio [2004], who found that a simple linear
model performed as well as the more complex models based on Hertz theory and Mindlin
and Deresiewicz [1953]. The simplest contact force model is a linear one in which the
spring stiffness is constant. This, however, does not include force deformation and thus
dissipation of the force in the contact area. Hertz theory and the use of a spring and
dashpot system to model the contact allows this damping to be included.
The model used in the simulations performed here is a no-slip Hertz-Mindlin model,
described in EDEM Technical Overview [DEM Solutions, 2012].
DEM simulations have been used extensively to explore granular flows in couette or
annular shear cell geometry [Campbell and Brennen, 1985, Ji et al., 2009, Koval et al.,
2009, Schwarz et al., 1998, Lätzel et al., 2000, Cheng et al., 2006] and granular flows in a
more general geometry [Rycroft et al., 2009, Campbell, 2002]. Other computer simulation
techniques have been used to study annular shear cells in Schollmann [1999] and Jasti
and Higgs [2009].
The DEM simulation results, in the form of a list of particle positions and velocities
as they change over time, were used to derive the components of the combinatorial stress
model and the power dissipation model derived in Part 1. The velocity and volume
fraction distributions were extracted directly from the results. These were then used
to calculate the rest of the model components, including the shear rate and inertial
number distributions. The functional forms of these components derived from the results
were used to calculate the pressure and shear stress components, the effective friction
coefficient distributions and the power dissipation distributions. A summary of the
equations used appears in Table 5.1 and all constants used are summarised in Table 2.1.
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Table 5.1.: List of equations used to calculate the components of the model.
Component Equation
Shear rate, γ̇ ∂vθ
∂r
Inertial number, I 2.10
Total pressure, P 2.11
Pressure components, Pc, Pt, Ps 2.14, 2.16, 2.23
Shear stress components, τc, τt, τs 2.12, 2.18, 2.22
Total shear stress, τ 2.4
Effective friction coefficient, µ 2.24
Shear power dissipation 3.50
Compressive power dissipation 3.51
5.2. Experiment description
The Discrete Element Method simulations were performed using commercial software,
EDEM. Firstly, a simple geometry was set up, matching the dimensions of the experi-
mental rig used in the PEPT experiments. The dimensions of the system are shown in











Figure 5.1.: Dimensions of experimental system.
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The experimental set up is shown in Figure 5.2, as well as the progression of the
particle population throughout the simulation. The geometry was created in AutoDesk
Inventor and then imported into EDEM. The simulation was then filled with simulated
glass beads of 5 mm diameter, making the space between the shearing walls approximately
10 particle diameters wide. The first second of simulated time was devoted purely to
particle population, where the particles were placed randomly within the simulation
space (see Figure 5.2b, where approximately half the particles have been placed in the
simulation space.) It was found by Ji et al. [2009] and Campbell [2002] that the initial
packing of particles had little influence on the final stresses produced within the system.
(a) Simulation geometry. (b) Simulation at 0.5 s, approximately half the
particles have been placed.
(c) Simulation at 1 s, all particles have been
placed.
(d) Final state of the simulation at 5 s.
Figure 5.2.: Simulation setup and particle population.
After the particle population was completed, the inner cylinder was then rotated at
a prescribed rate in an anti-clockwise direction. The total amount of time simulated
was 5 s. As the PEPT experiments on the shear cell were run with the rotational axis
horizontal, the force due to gravity was imposed in the direction perpendicular to the
rotation axis.
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Various simulations were run with the rotor (inner cylinder) rotating at speeds ranging
from 150 rpm to 3500 rpm, the details are shown in Table 5.2. The simulations were also
run with two instances of friction coefficients. The first was static friction coefficient of
µs = 0.8 and rolling friction coefficient µr = 0.3, the second had µs = 0.5 and µr = 0.1.
These values were chosen based on Campbell [2002], who investigated the effects of three
different friction coefficients (µ = 0.1, 0.5, 1.0) on the stresses in the simulated system
considered there. It was observed that the larger the friction coefficient, the greater
the energy dissipation (far from the solid boundaries). Therefore the middle and higher
values of friction coefficients were chosen to further investigate this energy dissipation
dependence. The total number of particles in each simulation remained constant.
Table 5.2.: List of rotor speeds simulated with µs = 0.8, µr = 0.3 and µs = 0.5, µr = 0.1.












The other constants set in the DEM simulation are summarised in Table 5.3, where
the Poisson ratio and shear modulus for the geometry refers to the interaction between
the geometry and particles, while the particle values refer to the interaction between
particles. The coefficient of restitution for the particles was set to e = 0.7 for all the
simulations and interactions within. Campbell [2002] used e = 0.1, 0.7 and 1.0 in his
simulations, finding that the restitution coefficient only had a noticeable effect on the
stresses produced in cases where the shear rate was high, and thus there were large
impact velocities. As the quasi-static regime was assumed to be more dominant than the
turbulent regime in these shear cell simulations, the middle value was chosen.
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Table 5.3.: Constants used in simulations.
Geometry Particle
Material HDP Glass
Density 940 kg m−3 2500 kg m−3
Poisson ratio 0.42 0.2
Shear modulus 7× 108 Pa 6.4× 1010 Pa
5.3. Simulation Analysis and Results
A section of the data (as the simulation results consist of a list of particle positions and
velocities, these results were considered as data points) corresponding to the particles
in a 9 cm deep slice in the centre of the simulation domain, far from the edges of the
system to avoid end wall effects, for each simulation were extracted. The data for each
simulation with a given wall velocity and friction were exported into csv file format.
This data consisted of a list of Particle ID, (x, y, z) coordinate and velocity components
of each particle at each time step. The data was exported every 0.01 s of simulation
time, only from the time where particle population had been completed. Thus for the
simulated time of 4 s, there were in total 400 time steps. The selection contained, on
average, 22000 particles for each time step.
The data were used to created a picture of the average behaviour of the particles in
the shear cell.
5.3.1. Volume Fraction
For each time step, the list of positions were binned into a grid of 47 x 47 bins, covering
an x and y length of 23 cm each, making the bins 5 mm across. The entire z-direction
selection was binned, thus the total volume of each bin was 5 x 5 x 90 mm.
As the model of the power dissipation considers the system to be in a steady state,
only the portion of the simulation where the particles had settled into a steady state was
used. To determine this, a visual estimate was made on when steady-state occurred, by
plotting the particle count as a function of radius and time as seen in Figure 5.3. The
first second of exported data was considered to not be in steady state, so only the last
3 s of the simulation were used.




























Particle number as a function of radius and time
Figure 5.3.: Particle number as a function of radius and time to estimate steady state.
From Figure 5.3, it is also apparent that there is an oscillation in particle count over
time. This is seen more clearly in Figure 5.4 where the total number of particles in the
selected data for one simulation is plotted for each time step. The oscillation in particle
number indicates that there is movement of the particles along the direction of the
rotational axis. This movement of particles along the rotational axis could contribute to
the development of bands of particles of different sizes seen in Conway et al. [2004]. The
average number of particles in the selection was used in the volume fraction calculation.
The list of particle positions was binned by projecting the position onto the 5 x 5 mm
grid, creating an index for the x and y position of each particle at each time step. This
projection was determined by taking the position, subtracting the boundary position and















































































































































































































































































































Particle number as a function of time
Figure 5.4.: Particle number in data selection as a function of time.
The number of particles occurring in any specific bin is then the number of occurrences
of (xind, yind) pairs with that bin index.
An average over the time in which the system was in steady state was then conducted
to calculate the average volume fraction distribution. The standard deviation of this





Here the average count for each bin, Cbin is used.
An averaging filter was applied to the volume fraction to smooth anomalies caused
by binning a cylindrical system into a square grid (the highest volume fraction was
often seen where the outer shell connected with the boundary of the grid). The inertial
number, I, was then calculated directly from this data using Equation 2.10. Data were
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selected along three directions in the system to analyse. The directions chosen were
180◦, 270◦, 360◦. These directions are taken so that the positive x-axis is at 0◦/360◦, as
shown in Figure 5.1 and were the same angles investigated in the PEPT experiments.
The analysis focused on the bottom half of the system, avoiding the free surface, which
is a result of system not being completely filled.
Results
The volume fraction distributions represented in Figure 5.5, show that there is not a
great difference between the distributions for different friction conditions, at the same
driving velocity.






























(a) vwall = 200 rpm






























(b) vwall = 200 rpm






























(c) vwall = 3500 rpm






























(d) vwall = 3500 rpm
Figure 5.5.: The effect of friction values (µs = 0.5 and µs = 0.8) on volume fraction shown
for a low and a high driving wall velocity.
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There is a slight increase in volume fraction towards the outer wall in the distributions
with a lower static friction set in the simulations, in comparison to the higher friction.
In general the volume fraction increases slightly towards the outer wall, while there are
lower values close to the rotating wall, accentuated on the side where the material is
being driven downwards by the direction of the rotation.
The free surface is clearly seen in the distributions, with it being more curved for
the distributions with a higher static friction coefficient. As the driving wall velocity
increases, the free surface becomes more dilute close to the driving wall.
The volume fraction distributions at higher rotational velocities, shown in Figures 5.5c
and 5.5d, show the change in the free surface more clearly. For the lower friction coefficient,
the free surface is flatter and more dilute where it is closest to the driving wall. The
dilute region close to the inner wall is also more visible and is extended further around
the wall. The volume fraction is still higher closer to the outer wall.
The volume fraction was selected along three lines, resulting in the distributions
shown in Figures 5.6-5.11. These figures show the volume fraction distribution for each
angle and friction condition, as well as for each wall velocity.



































Figure 5.6.: Volume fraction as a function of radius for all wall velocities at 180◦, µ = 0.8.
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Figure 5.7.: Volume fraction as a function of radius for all wall velocities at 270◦, µ = 0.8.



































Figure 5.8.: Volume fraction as a function of radius for all wall velocities at 360◦, µ = 0.8.
The volume fraction starts low close to the rotating wall and asymptotes to a maximum
value. Most distributions show a slight oscillation, the width of which is equal to one
particle diameter. None of the selected data show a great variation of volume fraction
with driving wall velocity, although the lower velocities tend to have a slightly higher
volume fraction than the higher velocities. The volume fraction starts at 0 for the angles
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Figure 5.9.: Volume fraction as a function of radius for all wall velocities at 180◦, µ = 0.5.

































Figure 5.10.: Volume fraction as a function of radius for all wall velocities at 270◦, µ = 0.5.
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Figure 5.11.: Volume fraction as a function of radius for all wall velocities at 360◦, µ = 0.5.
180◦ and 270◦, which is an effect due to the fact that everything binned up to there is 0
(there are no volume fraction values inside the rotation wall). Thus the distributions are
only relevant from 1 particle diameter from the wall, R = 0.07 m.
In the 360◦ case (Figures 5.8 and 5.11), the distributions decrease sharply towards
the outer wall. This is due to the binning of a circular system into a square grid, so the
right hand side of the binned data contains empty space in the simulated system.
The volume fraction was fitted with a critically damped second order differential
equation, with a shift, Φ0, as the distribution does not start at 0. The solution of this
differential equation,
































depends on the damping coefficient, ζ, an amplitude scaling factor, Φ and a fitting
parameter, k. Here, r0 refers to the radius of the inner cylinder. As the continuum
model and scale currently investigated here do not have the sensitivity to capture the
oscillations seen in the distributions, it is preferred to introduce an apriori smoothing
into the volume fraction functions provided that the first order effects are not smoothed
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Fit to 150 rpm
200 rpm
Fit to 200 rpm
250 rpm
Fit to 250 rpm
300 rpm
Fit to 300 rpm
350 rpm
Fit to 350 rpm
400 rpm
Fit to 400 rpm
450 rpm
Fit to 450 rpm
2000 rpm
Fit to 2000 rpm
2500 rpm
Fit to 2500 rpm
3000 rpm
Fit to 3000 rpm
3500 rpm
Fit to 3500 rpm
(a) Static friction µ = 0.8

























Fit to 200 rpm
300 rpm
Fit to 300 rpm
400 rpm
Fit to 400 rpm
800 rpm
Fit to 800 rpm
1000 rpm
Fit to 1000 rpm
1500 rpm
Fit to 1500 rpm
2000 rpm
Fit to 2000 rpm
3000 rpm
Fit to 3000 rpm
3500 rpm
Fit to 3500 rpm
(b) Static friction µ = 0.5
Figure 5.12.: Volume fraction as a function of radius for all wall velocities at 180◦, with
function fit.
out. The overall behaviour is well represented as seen in Figures 5.12-5.14. There is a
minor decrease in volume fraction at larger radial values, suggested by the oscillations
due to the particle packing. As this change is much smaller than the overall change, it is
considered unimportant, but may require further investigation.
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Fit to 150 rpm
200 rpm
Fit to 200 rpm
250 rpm
Fit to 250 rpm
300 rpm
Fit to 300 rpm
350 rpm
Fit to 350 rpm
400 rpm
Fit to 400 rpm
450 rpm
Fit to 450 rpm
2000 rpm
Fit to 2000 rpm
2500 rpm
Fit to 2500 rpm
3000 rpm
Fit to 3000 rpm
3500 rpm
Fit to 3500 rpm
(a) Static friction µ = 0.8

























Fit to 200 rpm
300 rpm
Fit to 300 rpm
400 rpm
Fit to 400 rpm
800 rpm
Fit to 800 rpm
1000 rpm
Fit to 1000 rpm
1500 rpm
Fit to 1500 rpm
2000 rpm
Fit to 2000 rpm
3000 rpm
Fit to 3000 rpm
3500 rpm
Fit to 3500 rpm
(b) Static friction µ = 0.5
Figure 5.13.: Volume fraction as a function of radius for all wall velocities at 270◦, with
function fit.
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Fit to 150 rpm
200 rpm
Fit to 200 rpm
250 rpm
Fit to 250 rpm
300 rpm
Fit to 300 rpm
350 rpm
Fit to 350 rpm
400 rpm
Fit to 400 rpm
450 rpm
Fit to 450 rpm
2000 rpm
Fit to 2000 rpm
2500 rpm
Fit to 2500 rpm
3000 rpm
Fit to 3000 rpm
3500 rpm
Fit to 3500 rpm
(a) Static friction µ = 0.8

























Fit to 200 rpm
300 rpm
Fit to 300 rpm
400 rpm
Fit to 400 rpm
800 rpm
Fit to 800 rpm
1000 rpm
Fit to 1000 rpm
1500 rpm
Fit to 1500 rpm
2000 rpm
Fit to 2000 rpm
3000 rpm
Fit to 3000 rpm
3500 rpm
Fit to 3500 rpm
(b) Static friction µ = 0.5
Figure 5.14.: Volume fraction as a function of radius for all wall velocities at 360◦, with
function fit.
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A comparison of the volume fraction for different angles at 300 rpm and 3000 rpm
can be seen in Figure 5.15. Here it is apparent that the volume fraction tends towards a
similar maximum value for all three angles. The value close to the rotating wall is higher
for the 360◦ case than it is for the other two angles, with the function fit starting close
to 0. The behaviour is similar for the rest of the configurations.
In all the simulations, the volume fraction distribution showed that 0.1 < φ < 0.7.
This indicates that all three granular flow regimes occur within this horizontal shear cell.
The value of φmax used in Equation 2.10 is also higher than shown in Figure 2.3.
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(a) Volume fraction in vwall = 300 rpm, µ = 0.8 configuration.
































(b) Volume fraction in vwall = 3000 rpm, µ = 0.8 configuration.
Figure 5.15.: Volume fraction as a function of radius shown for a low and a high driving
velocity, with function fit.
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5.3.2. Velocity Analysis
The velocity components were binned using the same method as the position data, and
then were averaged over the steady-state time. Thus two grids were created of average
velocity in the x− and y−directions. These velocity components were then converted to
cylindrical coordinates, allowing analysis of the tangential and radial components. The
velocity magnitudes for the lowest and highest driving wall velocity configurations are
plotted in Figure 5.16. These values have been normalised by the maximum velocity in
each configuration to allow comparison between the different simulations. The velocity
magnitude distributions show that there is an anisotropy in the distribution. The velocity
on the downward moving side is higher close to the rotating wall and drops off rapidly.
The fall off on the upward moving side is much slower. This effect is more visible for the
higher static friction coefficient and at lower driving wall velocities.
The total velocity vector plots shown in Figures 5.17 and 5.18 indicate that the
velocity is mainly in the tangential direction. The asymmetry seen in the magnitude
distribution plots is more obvious here. In the case of the lower driving wall velocities,
there is more of a low velocity region on the side where material is moving against gravity
(through the 360◦ line), while the downward side has a higher maximum velocity close to
the driving wall, and a larger portion of the material is almost stationary. Figures 5.17a
and 5.17b show the extreme case of this situation, while the effect is visible but not
noteworthy in Figures 5.18a and 5.18b.
As the driving wall velocity is increased, the maximum velocity increases and the band
of higher velocities spreads further out around the inner cylinder (as opposed to being
localised on the downward moving side.) Figures 5.18c and 5.18d show the progression
of this. The configuration at 3500 rpm and µ = 0.8 (Figure 5.17d) has a much lower
maximum material velocity than the same driving wall velocity and µ = 0.5. It also has
a larger asymmetry in maximum material velocity than in Figure 5.18d.
The tangential and radial velocities were selected in a line along 180◦, 270◦ and
360◦. The tangential velocity, normalised by the driving wall velocity, for each driving
wall velocity and each angle is shown in Figure 5.19 as a function of number of par-
ticle diameters from the driving wall. The tangential velocities follow an exponential
distribution at all three angles. The normalised distributions with higher driving wall
velocity start at a lower velocity than the lower driving wall velocity distributions. This
is opposite to the non-normalised distributions (shown in Figure 5.22 and 5.23), where
the maximum velocity increases with driving wall velocity. This indicates that the higher
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(a) vwall = 200 rpm
































(b) vwall = 200 rpm
































(c) vwall = 3500 rpm
































(d) vwall = 3500 rpm
Figure 5.16.: Normalised velocity magnitude for the lowest and highest driving wall velocity,
comparison for different surface friction of the particles.
driving wall velocity configurations experience a greater slip at the driving wall than the
lower driving wall velocity configurations. As was noted in the vector plots, the velocities
at a lower friction (dashed lines) are higher than those at the higher friction coefficient
(solid lines). The tangential velocities all tend toward 0 m s−1 in the same radial region,
around R = 0.09 m, which corresponds to 5 particle diameters from the rotating wall at
180◦. The lower driving wall velocities for the µ = 0.8 configurations at 270◦ and 360◦
remain non-zero throughout the shear space. The other configurations at those angles
do tend toward zero, with the low velocity lower friction configurations taking longer to
reach there than the rest.
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(a) vwall = 150 rpm




























(b) vwall = 350 rpm





























(c) vwall = 2500 rpm





























(d) vwall = 3500 rpm
Figure 5.17.: Velocity vector field (higher friction condition).
The normalised radial velocities, shown in Figure 5.20, are negligible in comparison
to the tangential velocities. The distribution is also a lot more haphazard, although they
show a general decrease in magnitude with increase in distance from the shearing wall.
The configurations with higher friction have a lower maximum radial velocity.
To explore the asymmetry of the velocity distributions, Figure 5.21 was plotted. These
figures show both the radial and tangential components of the velocity at 3500 rpm and
200 rpm for all three angles, and both friction coefficients. The tangential velocity in
all cases is very much larger than the radial velocity. The velocity at 180◦ is generally
higher than that at 360◦ for the inner part of the system, while the velocity distributions
at 270◦ and 360◦ have more of a non-zero tail. This effect is much more visible in the
cases that have a higher friction coefficient and lower driving wall velocity (solid lines
in Figure 5.21b). There is a bigger difference between the velocities at 180◦ and 270◦
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(a) vwall = 400 rpm






























(b) vwall = 800 rpm
































(c) vwall = 1500 rpm





























(d) vwall = 3500 rpm
Figure 5.18.: Velocity vector field (lower friction condition).
in the 3500 rpm, µ = 0.8 configurations than the µ = 0.5 configurations. In all cases
shown here, the 360◦ velocity selection starts at the driving wall, with the others only
having data starting 1 particle diameter away from the wall. This is due to the binning
algorithm, which shifts the centres of particles to the left edge of the bin.
To calculate the shear rate, an exponential function, with the form vθ = Ae
Br, was
fit to the tangential velocity, as it is not possible to take the derivative of discrete data.
These function fits are shown in Figures 5.22 and 5.23.
These fits were weighted using a weighting factor of 1/σ2, thus the data points with
the greatest standard deviations had the lowest weighting. As the variation of velocity
with time was greatest closest in to the driving wall, these data points often had the
lowest weightings and were thus considered less important in the fit. The range of data
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(a) Normalised tangential velocity at 180◦.

































150 rpm, µ =0.8
200 rpm, µ =0.8
250 rpm, µ =0.8
300 rpm, µ =0.8
350 rpm, µ =0.8
400 rpm, µ =0.8
450 rpm, µ =0.8
2000 rpm, µ =0.8
2500 rpm, µ =0.8
3000 rpm, µ =0.8
3500 rpm, µ =0.8
200 rpm, µ =0.5
300 rpm, µ =0.5
400 rpm, µ =0.5
800 rpm, µ =0.5
1000 rpm, µ =0.5
1500 rpm, µ =0.5
2000 rpm, µ =0.5
3000 rpm, µ =0.5
3500 rpm, µ =0.5
(b) Normalised tangential velocity at 270◦.




















































(c) Normalised tangential velocity at 360◦.
Figure 5.19.: Normalised tangential velocity as a function of radius, showing both static
friction coefficients.
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(a) Normalised radial velocity at 180◦.




















































(b) Normalised radial velocity at 270◦.























































(c) Normalised radial velocity at 360◦.
Figure 5.20.: Normalised radial velocity as a function of radius, for all driving wall velocities
and both friction coefficients.
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180 degrees, µ=0.8 Tangential
180 degrees, µ=0.8 Radial
180 degrees, µ=0.5 Tangential
180 degrees, µ=0.5 Radial
270 degrees, µ=0.8 Tangential
270 degrees, µ=0.8 Radial
270 degrees, µ=0.5 Tangential
270 degrees, µ=0.5 Radial
360 degrees, µ=0.8 Tangential
360 degrees, µ=0.8 Radial
360 degrees, µ=0.5 Tangential
360 degrees, µ=0.5 Radial
(a) Tangential and radial velocities at vwall = 3500 rpm.























180 degrees, µ=0.8 Tangential
180 degrees, µ=0.8 Radial
180 degrees, µ=0.5 Tangential
180 degrees, µ=0.5 Radial
270 degrees, µ=0.8 Tangential
270 degrees, µ=0.8 Radial
270 degrees, µ=0.5 Tangential
270 degrees, µ=0.5 Radial
360 degrees, µ=0.8 Tangential
360 degrees, µ=0.8 Radial
360 degrees, µ=0.5 Tangential
360 degrees, µ=0.5 Radial
(b) Tangential and radial velocities at vwall = 200 rpm.
Figure 5.21.: Velocity as a function of radius; comparison at 180◦, 270◦ and 360◦.
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Fit to 150 rpm
200 rpm
Fit to 200 rpm
250 rpm
Fit to 250 rpm
300 rpm
Fit to 300 rpm
350 rpm
Fit to 350 rpm
400 rpm
Fit to 400 rpm
450 rpm
Fit to 450 rpm
2000 rpm
Fit to 2000 rpm
2500 rpm
Fit to 2500 rpm
3000 rpm
Fit to 3000 rpm
3500 rpm
Fit to 3500 rpm
(a) Exponential fit to tangential velocity at 180◦.


































Fit to 150 rpm
200 rpm
Fit to 200 rpm
250 rpm
Fit to 250 rpm
300 rpm
Fit to 300 rpm
350 rpm
Fit to 350 rpm
400 rpm
Fit to 400 rpm
450 rpm
Fit to 450 rpm
2000 rpm
Fit to 2000 rpm
2500 rpm
Fit to 2500 rpm
3000 rpm
Fit to 3000 rpm
3500 rpm
Fit to 3500 rpm
(b) Exponential fit to tangential velocity at 270◦.


































Fit to 150 rpm
200 rpm
Fit to 200 rpm
250 rpm
Fit to 250 rpm
300 rpm
Fit to 300 rpm
350 rpm
Fit to 350 rpm
400 rpm
Fit to 400 rpm
450 rpm
Fit to 450 rpm
2000 rpm
Fit to 2000 rpm
2500 rpm
Fit to 2500 rpm
3000 rpm
Fit to 3000 rpm
3500 rpm
Fit to 3500 rpm
(c) Exponential fit to tangential velocity at 360◦.
Figure 5.22.: Tangential velocity as a function of radius with exponential fit at 180◦, 270◦
and 360◦, µ = 0.8.
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Fit to 200 rpm
300 rpm
Fit to 300 rpm
400 rpm
Fit to 400 rpm
800 rpm
Fit to 800 rpm
1000 rpm
Fit to 1000 rpm
1500 rpm
Fit to 1500 rpm
2000 rpm
Fit to 2000 rpm
3000 rpm
Fit to 3000 rpm
3500 rpm
Fit to 3500 rpm
(a) Exponential fit to tangential velocity at 180◦.

































Fit to 200 rpm
300 rpm
Fit to 300 rpm
400 rpm
Fit to 400 rpm
800 rpm
Fit to 800 rpm
1000 rpm
Fit to 1000 rpm
1500 rpm
Fit to 1500 rpm
2000 rpm
Fit to 2000 rpm
3000 rpm
Fit to 3000 rpm
3500 rpm
Fit to 3500 rpm
(b) Exponential fit to tangential velocity at 270◦.


































Fit to 200 rpm
300 rpm
Fit to 300 rpm
400 rpm
Fit to 400 rpm
800 rpm
Fit to 800 rpm
1000 rpm
Fit to 1000 rpm
1500 rpm
Fit to 1500 rpm
2000 rpm
Fit to 2000 rpm
3000 rpm
Fit to 3000 rpm
3500 rpm
Fit to 3500 rpm
(c) Exponential fit to tangential velocity at 360◦.
Figure 5.23.: Tangential velocity as a function of radius with exponential fit at 180◦, 270◦
and 360◦, µ = 0.5
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for the 180◦ and 270◦ angles is the same as the volume fraction data at those angles,
0.07 m to 0.111 m, thus the distribution closer in to the driving wall is an extrapolation
beyond the range of the data and should be treated with caution.
The fit coefficients were plotted as a function of velocity, for all angles, in Figure 5.24.
The A coefficient is the tangential velocity at the centre of the system, while the B fit
coefficient can be considered to be a distance scaling parameter, 1/r0, a natural length
scale in each configuration. A, shown in Figure 5.24a on a logarithmic scale, increases
almost linearly with driving wall velocity. The green dashed line is a reference line,
showing the shape of a graph where x = y. In the µ = 0.8 configurations, the largest
coefficients are at 180◦, the middle at 270◦ and the lowest at 360◦, indicating the general
trend of maximum material velocity occurring on the downward moving side of the
system. The µ = 0.5 configurations have a similar coefficient at 180◦ and 270◦, with 360◦
also the smallest.
The absolute value of the inverse of B, in Figure 5.24b, shows the change of the
natural length scale of the system with velocity, angle and friction. The lower driving
wall velocity configurations have a larger length scale than the higher configurations.
This length scale gradually decreases as the driving wall velocity increases, except for
the 180◦ angle and the 270◦ in the µ = 0.5 configurations, which remain mostly constant,
close to one particle diameter.
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(a) A, a proxy for the velocity at the shearing wall.







































(b) r0 = 1/B, the natural length scale in the shear cell.
Figure 5.24.: Velocity fit coefficients as a function of velocity.
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5.3.3. Inertial Number and Shear Rate
The shear rate for each configuration was determined by taking the derivative of the
function fit to the tangential velocity distributions. The absolute values of these are
shown in Figures 5.25 and 5.26. The data for 180◦ and 270◦ range from 0.07 m to
0.115 m, while the distribution at 360◦ ranges from 0.065 m to 0.110 m. Thus, for all
calculations that follow, these ranges were carried through. The reason for the asymmetry
in the radial values is due to the binning of a circular system into a square grid and the
offset created by the unevenness therein. The binning algorithm also moved all particle
centres contained in the bin, to the left. Graphs that go beyond these limits are thus an
extrapolation using the form of the functions fit to the data.
The shear rates shown in Figure 5.25 show an increase in maximum value with increas-
ing driving wall velocity, although the shear rate calculated at 2000 rpm in Figure 5.25a
(the distribution at 180◦ with µ = 0.8) is the maximum for most of the radial range,
except close to the driving wall. The distributions at 270◦ and 360◦ (Figures 5.25b
and 5.25c) also show the increase with driving wall velocity. The maximum shear rates
achieved in the higher friction configuration is close to 58 s−1 for 3500 rpm at 180◦, with
the values for the 360◦ distributions are all under 9 s−1. The distributions tend to zero
towards the outer edge of the shear cell. At 180◦ the radial value corresponding to the
minimum shear rate is between 0.095 m and 0.105 m (between 6 and 8 particle diameters)
for all driving wall velocities. The shear rates at 270◦ converge towards zero at the outer
wall, while those at 360◦ are non-zero at the outer wall of the shear cell. Thus the width
of the shear band in the µ = 0.8 configurations does not depend on driving wall velocity,
but does differ with the angle under consideration.
The shear rates in the lower friction configurations are shown in Figure 5.26. These
distributions also follow the trend of increasing maximum shear rate with increasing
driving wall velocity. Once again, the only function that breaks that trend is 2000 rpm,
this time at 270◦. The maximum values are higher than they are at µ = 0.8, with the
maximum being close to 220 s−1. The shear rates in the µ = 0.5 configuration also tend
towards zero as the distance from the driving wall increases, although the width of the
shear band in these configurations is much less. The difference in the shear band width
with angle is also less noticeable, with the width being close to 0.03 m or 6 particle
diameters for all three angles.
A graph of shear band width as a function of angle and friction is shown in Figure 5.27.
As the shear rate approaches but is never 0, the radial point at which the shear rate
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(a) Shear rate at 180◦.










Shear rate for different v
wall



























(b) Shear rate at 270◦.
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(c) Shear rate at 360◦.
Figure 5.25.: Shear rate at 180◦, 270◦ and 360◦, µ = 0.8
Discrete Element Method 89







Shear rate for different v
wall

























(a) Shear rate at 180◦.
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(b) Shear rate at 270◦.
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(c) Shear rate at 360◦.
Figure 5.26.: Shear rate at 180◦, 270◦ and 360◦, µ = 0.5
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Position of rotating wall
Figure 5.27.: The radial position at which the shear rate drops below 1 s−1, an indication of
shear band thickness.
drops below 1 s−1 is considered. The graph shows the independence of the width of the
shear band thickness on the driving wall velocity, once the driving wall velocity has
increased beyond a point. There is a much greater change in shear band thickness at
lower driving wall velocities in the µ = 0.8 configurations at 270◦ and 360◦ (blue and
red solid lines). At higher driving wall velocities, the distributions all show an almost
constant shear band thickness, except for the µ = 0.5, 360◦ (red dashed line) distribution,
which decreases with increasing velocity. There is also a clear difference between the
shear band thickness for different angles and friction coefficients. The position of the
driving wall is shown in this figure as the black dashed line for reference.
The inertial number was calculated by rearranging Equation 2.10, with initial values
stated in Chapter 2. The inertial number was calculated at discrete points corresponding
to the data points of the volume fraction and velocity, using the initial values for b
and c. As there is scatter in the data, the equation for I was then fitted to these data
points, using b and c as fitting parameters. The resulting fit was then used in the further
calculations for pressure, shear stress and power dissipation.
The initial inertial number distributions from the data points are shown in Figures 5.28
and 5.29, with the function fits shown in Figures 5.30 and 5.31. As expected, the inertial
number is initially high, close to the driving wall, falling off rapidly as the shear rate drops
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off. There is a general increase of inertial number with driving wall velocity, although
there are fluctuations between velocities that are close together. The distributions at
180◦ and µ = 0.8 in Figure 5.28a and at 270◦ in Figure 5.28b are clumped together in two
groups - high and low driving wall velocities, close to the inner wall. All the distributions
tend to very small I further away from the driving wall. The distributions shown in
Figure 5.28c (360◦ and µ = 0.8) have much more variation between the velocities, also
covering a much smaller range of I.
The inertial numbers for the lower friction configurations also follow the trend of
increasing magnitude with increasing velocity, although there are some fluctuations in
this too. The maximum values at each angle shown in Figure 5.29 are more spread
out than the µ = 0.8 configurations, with the maximum values generally higher. The
distribution at 360◦ (Figure 5.29c) covers a smaller range of I, thus the behaviour as the
distributions tend towards zero is more easily seen. The inertial number is never exactly
0, but it does get very small.
The fitted distributions are shown in Figures 5.30 and 5.31. These were created by
fitting the rearranged function in Equation 2.10, using b and c as fitting parameters. The
distributions are not wholly different from the data point distributions.
A graph of the parameters appears in Figure 5.32. There appears to be no relation
between the parameters and velocity or friction coefficient. The b values range between
0.8 and 4.5, with the majority in the range 1.25-2. The fit for the lower driving wall
velocities at 270◦ and µ = 0.8 resulted in b values that were higher than the other
configurations. In Figure 5.32b the spread of the c values is similar, with the values in
the range between 0.35 and 0.8. A large portion of values are between 0.5 and 0.65, with
the 270◦, µ = 0.8 low driving wall velocity values once again being higher than the rest.
The range of inertial numbers covered in these distributions indicate that all three
granular flow regimes are present in the horizontal annular shear cell. The turbulent
regime is close to the shearing wall, and usually only extends to 2 particle diameters from
the shearing wall. The dense flow regime width varies with the different configurations,
but it also averages approximately 2 particle diameters wide. The quasi-static regime
extends for more than half of the annulus width in most of the cases studied.
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(a) Inertial number at 180◦.



































(b) Inertial number at 270◦.





































(c) Inertial number at 360◦.
Figure 5.28.: Inertial number at 180◦, 270◦ and 360◦, µ = 0.8, using the initial values before
the fit.
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(a) Inertial number at 180◦.


































(b) Inertial number at 270◦.































(c) Inertial number at 360◦.
Figure 5.29.: Inertial number at 180◦, 270◦ and 360◦, µ = 0.5, using the initial values before
the fit.
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(a) Inertial number at 180◦.



































(b) Inertial number at 270◦.





































(c) Inertial number at 360◦.
Figure 5.30.: Inertial number at 180◦, 270◦ and 360◦, µ = 0.8, using the fit.
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(a) Inertial number at 180◦.

































(b) Inertial number at 270◦.































(c) Inertial number at 360◦.
Figure 5.31.: Inertial number at 180◦, 270◦ and 360◦, µ = 0.5, using the fit.
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(a) The inertial number parameter, b.






















(b) The inertial number parameter, c.
Figure 5.32.: The inertial number parameters b and c from function fits.
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5.3.4. Pressure
The total pressure in the system was calculated from the inertial number and volume
fraction using Equation 2.11. The pressure for each driving wall velocity and angle is
shown in Figures 5.33 and 5.36. For the higher static friction case, there is a general
increase in pressure with driving wall velocity, although the relationship is not linear
and there are some fluctuations, especially in the distribution at 180◦. The distributions
cover the radial range 0.065 m to 0.12 m, even though the volume fraction and inertial
number at 180◦ and 270◦ data only started at 0.07 m. Thus the distributions are an
extrapolation in this region. The pressure distributions have a similar symmetrical shape
at 180◦ and 270◦, with the maximum values at a similar radial position. This radial
position changes with angle. At 180◦ it is between 0.08 m and 0.09 m (3 to 5 particle
diameters away from the driving wall). The maximum at 270◦ is shifted over by one
particle diameter to the range 0.085 m and 0.095 m. The distribution at 360◦ is skewed
towards the driving wall with a maximum occurring in the range 0.075 m to 0.08 m.
The components of the pressure (calculated from the total and the models discussed
in Chapter 2) were plotted for each velocity and angle. Figure 5.34a shows the pressure
components for 200 rpm, while Figure 5.34b shows the components at 400 rpm and
Figure 5.35 at 3500 rpm. In these figures, the black graphs show the pressure components
at 180◦, the blue graphs show the components at 270◦ and the red graphs are the
components at 360◦. At the two lower driving wall velocities shown here, the dominant
contribution comes from the quasi-static pressure component at 180◦. The other angles
of the quasi-static pressure component and the kinetic-collisional pressure contributions
are very similar in magnitude, but all have a maximum at different radial positions. The
turbulent pressure is very small in comparison to the other components, although at 180◦
it is comparable to the kinetic-collisional components. It has a maximum value within
one particle diameter from the driving wall for all driving wall velocities.
As the driving wall velocity increases, the quasi-static pressure component at 270◦
increases, until it is the maximum value at 3500 rpm. This value is very much greater
than the other components in the distribution. The kinetic-collisional pressure component
at 270◦ is the largest after the quasi-static component.
The quasi-static pressure goes negative in the region 0.065 m to 0.07 m at 180◦ at
the lower velocities, while it is negative in this region for 180◦ and 270◦ at 3500 rpm.
This is due to the definition of the quasi-static pressure. In this region, the sum of
the turbulent and kinetic collisional components exceeds the total pressure calculated
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(a) Total pressure at 180◦.





































(b) Total pressure at 270◦.








































(c) Total pressure at 360◦.
Figure 5.33.: Total pressure at 180◦, 270◦ and 360◦, µ = 0.8.
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(a) Pressure components at vwall = 200 rpm.







































(b) Pressure components at vwall = 400 rpm.
Figure 5.34.: Pressure components at 200 rpm and 400 rpm, µ = 0.8.
from the inertial number and volume fraction. As the turbulent component is the only
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Figure 5.35.: Pressure components at 3500 rpm, µ = 0.8.
considerable contribution to the pressure in this region (and this region is outside the
boundaries of the data), it’s behaviour could be an extrapolation.
The lower static friction case shows a remarkably different behaviour to the higher
friction value simulations. Thus the graphs are presented and analysed separately.
Presented in Figure 5.36 are the pressure distributions for all driving wall velocities
and angles. The distributions at 180◦ and 270◦ are much narrower than they are for
µ = 0.8, with the maxima occurring closer in towards the driving wall. They still show a
certain amount of symmetry. There is still a general increase of pressure with velocity,
however, the simulations at 800 rpm, 1000 rpm and 1500 rpm do not follow this relation.
The maximum values reached in these simulations was greater than the values at higher
driving wall velocities. The range of radial position of the maxima is also smaller (one
particle diameter wide instead of two). The maxima for the distributions at 180◦ and
270◦ is around 0.08 m (3 particle diameters) and that for 360◦ is around 0.075 m.
The components of the pressure at 200 rpm, 800 rpm and 3500 rpm for µ = 0.5 are
shown in Figures 5.37 and 5.38. In all three configurations, the quasi-static pressure at
360◦ (red, solid graph) is the greatest. At 200 rpm the other quasi-static distributions (at
180◦ and 270◦) are similar in magnitude, differing by a small amount and the curve at
180◦ has a maximum that is shifted towards the outer shell. As the driving wall velocity
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(a) Total pressure at 180◦.


































(b) Total pressure at 270◦.




































(c) Total pressure at 360◦.
Figure 5.36.: Total pressure at 180◦, 270◦ and 360◦, µ = 0.5.
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increases to 800 rpm, the quasi-static component at 270◦ increases relative to the other
components, where it stays until dropping down again at 3500 rpm.







































(a) Pressure components at vwall = 200 rpm.






































(b) Pressure components at vwall = 800 rpm.
Figure 5.37.: Pressure components at 200 rpm and 800 rpm, µ = 0.5.
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Figure 5.38.: Pressure components at 3500 rpm, µ = 0.5.
The kinetic-collisional components show a similar behaviour with increasing velocity.
The component at 360◦ is the largest, with the other two angles behaving similarly at
200 rpm. The component at 270◦ then increases relative to the others for 800 rpm and it
drops down again when the driving wall velocity is 3500 rpm.
The turbulent component, once again, is only non-zero close to the driving wall, with
the components at 180◦ and 270◦ consistently larger than the component at 360◦. As the
total pressure drops close to zero in the region where the turbulent pressure is largest,
the quasi-static pressure is calculated as negative in this region. This is a non-physical
result, as the absolute pressure in a system cannot be negative.
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5.3.5. Shear stress energy distribution
The distributions of the shear stress were calculated from Equations 3.42 to 3.45, using
the pressure, inertial number, shear rate and volume fraction distributions shown in the
previous sections. The total shear stress energy distributions for each configuration and
angle are shown in Figures 5.39 and 5.42. Like the pressure distributions, the shear stress
scales with shear rate. This is not a strict rule, however, as there are a few configurations
that deviate from this pattern. The shear stress distributions are very similar to the
pressure distributions, differing mainly in magnitude. In Figure 5.39a, the shear stress
goes negative for radial values less than 0.07 m. This is due to the quasi-static pressure
being negative in this region. This is also in the region which extends beyond the limit
of the data available as previously mentioned, thus this could be an edge effect.
The largest shear stress energy in the µ = 0.8 configurations is at 270◦, with the
maximum at that angle occurring for the highest driving wall velocity. This 3500 rpm
distribution is much greater than the distributions at lower driving wall velocities. The
shear stress distributions at 180◦ and 270◦ are symmetrical, while that at 360◦ is skewed
towards the driving wall.
The shear stress at 180◦ shown in Figure 5.39a appears to show a radial shift outwards
in maximum values as the driving wall velocity increases, except for the distribution at
400 rpm. This effect is investigated for all configurations later on in this section.
The components of the shear stress energy distribution for µ = 0.8 in Figures 5.40
and 5.41 show that the quasi-static shear stress at 180◦ is the only component that
goes negative for radial values less than 0.07 m. This is due to the quasi-static pressure
component being negative in this region. The maximum contribution comes from the
quasi-static component at 180◦ at the lower velocities, while at 3500 rpm, the maximum
is the quasi-static component at 270◦. The largest contribution to the shear stress comes
from the quasi-static component.
The maximum contribution from the kinetic-collisional components is on par with the
maximum from the turbulent component. There is a uniformity of behaviour between the
angles maximums for the kinetic-collisional component with lower driving wall velocities.
In the 3500 rpm configuration, the kinetic-collisional component is only considerable at
270◦. The distribution of the turbulent component is only large at 180◦.
The behaviour of the shear stress energy distributions in the µ = 0.5 configurations
is shown in Figure 5.42. The general increase of maximum shear stress increasing with
driving wall velocity is not followed strictly in these cases, with the mid-range values
Discrete Element Method 105










































(a) Shear stress at 180◦.










































(b) Shear stress at 270◦.












































(c) Shear stress at 360◦.
Figure 5.39.: Shear stress at 180◦, 270◦ and 360◦, µ = 0.8.
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(a) Shear stress components at vwall = 200 rpm.






































(b) Shear stress components at vwall = 400 rpm.
Figure 5.40.: Shear stress components at 200 rpm and 400 rpm, µ = 0.8.
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Figure 5.41.: Shear stress components at 3500 rpm, µ = 0.8.
having a higher maximum than the highest driving wall velocities at 180◦ and 270◦. The
shear stress for many configurations does not tend to zero close to the rotating wall. The
odd behaviour seen on the edge of the system in Figures 5.42a and 5.42b is a numerical
effect caused by the extrapolation beyond the range of the data. The distributions at
360◦ are more symmetrical than their µ = 0.8 counterparts.
The shear stress components are shown for 200 rpm, 800 rpm and 3500 rpm in Fig-
ures 5.43 and 5.44. The maximum contribution to the shear stress in the µ = 0.5
configurations comes from the quasi-static component, with the greatest of those being
at 360◦. As the driving wall velocity increases from 200 rpm to 800 rpm, the quasi-static
components at 180◦ and 270◦ increase, relative to the other components, with the 270◦
value increasing more than the 180◦. Both of these values decrease in magnitude (relative
to the other components) as the driving wall velocity increases further, as is seen in
Figure 5.44.
The kinetic-collisional component at 360◦ remains the largest of these components
as the driving wall velocity increases. The components at 180◦ and 270◦ have similar
behaviour, with the 270◦ component increasing more at 800 rpm.
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The turbulent components are non-zero only within 2 particle diameters of the driving
wall. The component at 360◦ is barely noticeable at 3500 rpm, while those at 180◦ and
270◦ are much larger, increasing considerably with driving wall velocity.
The radial position of the maximum shear stress energy for each configuration is
shown in Figure 5.45. There appears to be a minor increase in the radial position as the
driving wall velocity increases, seen in the µ = 0.8 configurations. The location of the
maximum at the smaller driving wall velocity configurations is more scattered than the
higher driving wall velocity configurations. The position of the maximum at 360◦ is much
closer to the driving wall than that of the other angles and it appears to remain mostly
constant, in the µ = 0.5 case. There is more scatter in the position of the maximum for
the 180◦ and 270◦ in the µ = 0.5 configurations. For the µ = 0.8 case, the distance of the
maximum shear is farthest from the shearing wall for wall velocities. In this direction,
the material is mainly moving perpendicular to the direction of gravitational acceleration.
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(a) Shear stress at 180◦.






































(b) Shear stress at 270◦.







































(c) Shear stress at 360◦.
Figure 5.42.: Shear stress at 180◦, 270◦ and 360◦, µ = 0.5.
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(a) Shear stress components at vwall = 200 rpm.










































(b) Shear stress components at vwall = 800 rpm.
Figure 5.43.: Shear stress components at 200 rpm and 800 rpm, µ = 0.5.
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Figure 5.44.: Shear stress components at 3500 rpm, µ = 0.5.




















































Position of rotation wall
Figure 5.45.: The radial position of the maximum shear stress energy for each configuration.
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5.3.6. Effective friction coefficient
The effective friction coefficient was calculated from the pressure and shear stress distri-
butions shown above, using Equation 2.2. These effective friction coefficient distributions
are shown in Figures 5.46 and 5.47, as a function of radius in the shear cell annulus.
The effective friction coefficient distributions for the lower friction configurations
(Figure 5.46) are confined between [0.7, 1.3]. In the region where | τ
P
| < 1, the pressure
dominates the flow. At 180◦, the transition between pressure dominant flow and shear
dominant flow occurs between 5 and 7 particle diameters from the shearing wall (0.09
- 0.1 m). In the 270◦ distributions, this transition is shifted by 1 particle diameter
towards the shearing wall, to the range 0.085 - 0.105 m. At this angle, the higher
velocity distributions have a larger region of shear dominant flow than the lower velocity
distributions. At 360◦, the flow is mostly pressure dominated, with the majority of the
distributions remaining below the transition threshold (| τ
P
| = 1). The higher shearing
wall velocity distributions only become shear dominated at the outer edge of the annulus.
The distributions occurring in the shear dominant flow region all show a linear
behaviour, increasing with increasing distance from the shearing wall. This region
corresponds to the quasi-static flow regime. It appears that a higher effective friction
coefficient results from a higher shearing wall velocity, thus implying that a higher shear
velocity results in a higher shear stress. This dependence shows variation.
In the region dominated by pressure driven flow (close to the shearing wall), the
effective friction coefficient starts high before decreasing to a minimum within a particle
diameter of the shearing wall. The distribution then increases towards the outer wall,
as the transition to shear dominant flow occurs. This behaviour is clearly apparent in
the 180◦ and 270◦ distributions, while at 360◦ the majority of distributions are mostly
linear, with only the two lowest shearing wall velocity distributions showing a noticeable
minimum.
The higher friction configurations (Figure 5.47) are in the region 0.6 < | τ
P
| < 1.6. In
the 180◦ cases, the configurations with lower shearing wall velocity are always above the
flow transition threshold, meaning that the flow is always dominated by shear stress as
opposed to normal stress. For the higher shearing wall velocity distributions, the flow
is dominated by pressure very close to the shearing wall (within 2 particle diameters),
before transitioning to shear dominated flow. The only exception to this generalisation is
the distribution at 150 rpm, which starts out shear dominated and then becomes pressure
dominated towards the outer stationary wall.
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At 270◦, the lower velocity distributions behave similarly to the 150 rpm distribution
at 180◦. The effective friction coefficient starts out at a value greater than 1 and decreases
to a minimum before gradually increasing. Only the configurations with shearing wall
velocity below 350 rpm drop to an effective friction coefficient less than 1. Thus, most of
these distributions are in a flow regime that is dominated by shear stress over pressure.
The configurations with a higher shearing wall velocity behave similarly to those
at 180◦. They start at a minimum effective friction coefficient, rapidly increase while
still in the shear band and then become linear beyond 5 particle diameters from the
shearing wall. These distributions always have | τ
P
| > 1, thus are always in a flow regime
dominated by shear stress.
The distributions at 360◦ all have | τ
P
| > 1 beyond 7 particle diameters (0.1 m) from
the shearing wall. The transition to the shear dominated flow region occurs for some
shearing wall velocity configurations at a point 1 particle diameter from the wall (they
start in the pressure dominated region and the effective friction coefficient increases).
Other distributions have pressure dominated flow close to the shearing wall and transition
to shear dominated flow further away from the wall. This behaviour does not seem to be
influenced by the shearing wall velocity at this angle.
As with the µ = 0.5 cases, the effective friction coefficient has a linear behaviour in
the quasi-static regime, with the linear behaviour occurring beyond the roughly defined
edge of the shear band.
The higher shearing wall velocity distributions for the µ = 0.8 case are qualitatively
similar to the distributions seen in the µ = 0.5 case.
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(a) Effective friction coefficient at 180◦.














































(b) Effective friction coefficient at 270◦.














































(c) Effective friction coefficient at 360◦.
Figure 5.46.: Effective friction coefficient at 180◦, 270◦ and 360◦, µ = 0.5.
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(a) Effective friction coefficient at 180◦.
















































(b) Effective friction coefficient at 270◦.

















































(c) Effective friction coefficient at 360◦.
Figure 5.47.: Effective friction coefficient at 180◦, 270◦ and 360◦, µ = 0.8.
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5.3.7. Power Dissipation distribution





, were calculated from the shear stress and pressure distributions using
Mathematica. The total power dissipation distribution for each angle and driving wall
velocity is shown in Figures 5.48 and 5.51.
The overall magnitude of the power dissipated increases with driving velocity in the
µ = 0.8 configurations. In the 180◦ case (Figure 5.48a), the highest power dissipation
rate is at 2000 rpm, with the configurations with a driving wall velocity higher than that
having a lower maximum power dissipation. The distributions at 3000 rpm and 3500 rpm
exhibit an unnatural fluctuation close to the driving wall, due to the negative shear
stress and quasi-static pressure in this region. The power dissipation rate for the other
configurations is almost zero close to the driving wall, increasing rapidly to a maximum
value within 4 particle diameters of the inner wall and then falling down to approximately
zero as the distance from the driving wall increases.
The distribution’s maximums at 180◦ and 360◦ are closer to the driving wall than at
270◦, which has a less steep increase to the maximum. The higher driving wall velocity
distributions at 360◦ go negative after their peak, before increasing gradually to zero.
This same behaviour is seen in the 3500 rpm distribution at 270◦ (Figure 5.48b).
The panel of plots in Figure 5.49, shows the shear and compressive components of
the power dissipation distribution, for all three angles studied, over a range of driving
wall velocities. The shear components of the power dissipated are plotted with a solid
line, while the compressive components are the dashed lines. The shear component of
the power dissipation greatly dominates the graph, hence the compressive components
were plotted separately in Figure 5.50.
In Figure 5.49, the change in where the maximum power dissipated in the shear cell is
apparent. At lower shear rates, the maximum power dissipated is at 180◦ (black curve),
while at higher shear rates the maximum occurs at 270◦ (blue curve). As the shear rate
increases, the power dissipated at 270◦ gradually increases, relative to the other angles,
until it dominates at 3500 rpm. The power dissipated at 360◦, shown by the red curve,
starts out greater than 270◦, gradually increases at a slower rate, only approaching the
value at 180◦ at 3500 rpm.
The same configurations for the compressive power are shown in Figure 5.50 as for
the shear components. The greatest compressive power is dissipated at 360◦ for the
150 rpm configuration (Figure 5.50a), while the maximum is at 180◦ in the other lower
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(a) Total power dissipation at 180◦.














































(b) Total power dissipation at 270◦.














































(c) Total power dissipation at 360◦.
Figure 5.48.: Total power dissipation at 180◦, 270◦ and 360◦, µ = 0.8.
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(a) vwall = 150 rpm








































(b) vwall = 200 rpm








































(c) vwall = 300 rpm









































(d) vwall = 400 rpm











































(e) vwall = 450 rpm












































(f) vwall = 2000 rpm









































(g) vwall = 2500 rpm











































(h) vwall = 3500 rpm
Figure 5.49.: Power dissipation over the selected angles, for a range of driving wall velocities.
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(a) vwall = 150 rpm


































(b) vwall = 200 rpm



































(c) vwall = 300 rpm







































(d) vwall = 400 rpm




































(e) vwall = 450 rpm






































(f) vwall = 2000 rpm





































(g) vwall = 2500 rpm






































(h) vwall = 3500 rpm
Figure 5.50.: Compressive power dissipation over the selected angles, for a range of driving
wall velocities.
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driving wall velocity configurations. As the velocity increases, the power dissipation at
270◦ becomes the largest. The compressive power dissipation is negative after the peak
of the pressure distributions seen in Figure 5.33.
The distribution at a lower friction coefficient has a different behaviour, seen in
Figure 5.52. For the lower friction coefficient, the maximum power dissipation is always
at 360◦. As is seen in the shear stress distributions, the mid-range driving wall velocity
configurations have the maximum power dissipation rate, with the highest velocity
configurations slightly larger than the lowest velocities. The behaviour of the distributions
close to the driving wall is also quite erratic, the edge effects seen in the pressure and
shear stress distributions having been amplified by the derivatives. The radial position
of the maximum power dissipated in all configurations and angles is closer to the driving
wall than in the µ = 0.8 configurations.
The panel of figures in Figure 5.52 shows the components of the power dissipation
rate, over the three angles selected for a range of driving wall velocities. As is the case
for the µ = 0.8 configurations, these µ = 0.5 configurations show that the shear power
dissipation component is by far the largest. Thus, the compressive power dissipation
components are shown independently in Figure 5.53.
Figure 5.52 shows clearly that the greatest power is dissipated at 360◦ for all the
configurations. At lower velocities, the power dissipation rate is similar for the 180◦
and 270◦ angles. As the driving wall velocity increases, the power dissipation rate at
270◦ increases, relative to the other angles, reaching it’s highest position at 800 rpm.
The power dissipation at 180◦ increases marginally, relative to the other angles, until
1000 rpm where it is greater than 270◦. It then decreases again, along with 270◦, until a
minimum at 3500 rpm.
The compressive power dissipation rate, shown in Figure 5.53, shows similar behaviour
to the µ = 0.8 cases. The angular dependence of the maximum power dissipated shows
similar behaviour to the shear power dissipation rate, with 360◦ always being the greatest.
The relative behaviour of the power dissipation at 180◦ and 270◦ is the same as the shear
power dissipation.
The radial position of the maximum power dissipation rate for each configuration
is shown in Figure 5.54. The higher friction coefficient configurations at 270◦ have a
maximum which is the farthest away from the driving wall. Apart from the initial
oscillations in position of the lower velocity configurations, there is little change in
position of the maximum of the higher velocity configurations. The position of the
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(a) Total power dissipation at 180◦.














































(b) Total power dissipation at 270◦.










































(c) Total power dissipation at 360◦.
Figure 5.51.: Total power dissipation at 180◦, 270◦ and 360◦, µ = 0.5.
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(a) vwall = 200 rpm











































(b) vwall = 300 rpm











































(c) vwall = 400 rpm













































(d) vwall = 800 rpm







































(e) vwall = 1000 rpm












































(f) vwall = 2000 rpm











































(g) vwall = 3000 rpm









































(h) vwall = 3500 rpm
Figure 5.52.: Power dissipation over the selected angles, for a range of driving wall velocities.
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(a) vwall = 200 rpm




































(b) vwall = 300 rpm








































(c) vwall = 400 rpm

































(d) vwall = 800 rpm








































(e) vwall = 1000 rpm









































(f) vwall = 2000 rpm







































(g) vwall = 3000 rpm








































(h) vwall = 3500 rpm
Figure 5.53.: Compressive power dissipation over the selected angles, for a range of driving
wall velocities.
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maximum at 180◦ changes quite considerably at the lower driving wall velocities, with a
maximum distance occurring for the 250 rpm configuration. The µ = 0.8 configurations
at 360◦ have a more tightly confined maximum position, with a slight increase in distance
away from the driving wall of the maximum as the velocity increases.
The µ = 0.5 configurations do not have a well defined relationship between radial
position of the maximum and velocity. The configurations have maximums at 360◦ that
are much closer to the driving wall than the other angles, which behave similarly to each
other.


























































Figure 5.54.: The radial position of the maximum power dissipation rate for each configura-
tion.
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5.4. Summary
This chapter covered a thorough investigation of the dynamics of the horizontal annular
shear cell. The simulations showed that a steady-state is eventually reached within the
system and also confirmed the hypothesis that the tangential velocity component was
much greater than the radial velocity component, as was seen in the PEPT experiments.
The volume fraction distributions showed that 0.1 < φ < 0.7, with the maximum
located on the external wall of the shear cell. Minor differences were noted between the
different angular selections of the volume fraction distributions.
DEM derived velocity distributions have a magnitude that is dependent on the
angle within the system, while the shape was consistent. The non-dimensional velocity
distributions showed that there is greater slip of the material on the shearing boundary at
higher shearing velocities than lower ones. The coefficients of the exponential functions
fit to the tangential velocity showed that there was a direct correlation between the
driving wall velocity and the maximum velocity seen in the simulations. The natural
length scale decreased as the shearing velocity increased.
The width of the shear band was found to depend mainly on the angle under
consideration, rather than the driving wall velocity.
All three flow regimes were determined to be present within the shear cell, from the
range on inertial numbers calculated. It was found that the quasi-static regime was the
largest, covering almost half the annulus, while the dense and turbulent regimes were
close to the driving wall.
The pressure distributions are no longer the simple hydrostatic pressure gradient along
the rotation axis seen in shear cells with their rotation axis upright. The orientation of the
shear cell greatly affects this distribution, as well as that of the shear stress distribution. In
GDR MiDi [2004], the shear stress in the examined experiments decreased as 1/(y+Ri)
2 in
the xy-plane and the pressure was constant in this plane. In this work, both distributions
are described as Gaussian in shape, mostly confined to the rapidly sheared region. There
is an angular dependence, as well as a dependence on shear rate and friction coefficient.
The quasi-static components of the pressure and shear stress were the most dominant
terms and increased as the driving wall velocity increased. The distributions on the
downward side (180◦) were symmetric, while the upward side (360◦) were skewed towards
the driving wall.
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The total pressure and shear stress distributions were used to calculate the effective
friction coefficient distributions over the annulus of the shear cell. These distributions
allowed for the relative importance of the shear stress and pressure within the shear cell
annulus to be gauged. It was found that for the majority of cases, the flow was pressure
dominated close to the shearing wall, in the same region where the dense and turbulent
flow regimes occur. The transition to a flow dominated by the shear stress occurred
in the same region as the edge of the shear band. Beyond this transition, the effective
friction coefficient distributions showed a linear relationship, in the region of the shear
cell believed to be experiencing quasi-static flow.
The power dissipation also showed an angular dependence. It was found that the shear
power dissipation component played the largest role in the dissipation and the greatest
dissipation occurred within 5 particle diameters of the shearing wall. The compressive
power dissipation was largest at the bottom of the shear cell, where the material was
moving perpendicular to the direction of gravitational acceleration.
A closer examination of the velocity and volume fraction profiles in relation to the







The annular shear cell has been studied extensively in both experiments and simulations.
GDR MiDi [2004] used experimental results from Mueth et al. [2000], da Cruz [2004],
Da Cruz et al. [2002], Chambon et al. [2003] and Bocquet et al. [2001] to examine the
kinematic properties of the flow in the shear cell. These experiments used a range of
techniques including Magnetic Resonance Imaging, X-ray Tomography and High Speed
Imagining, with particles ranging in size from 0.25 to 2 mm. The distance between the
shearing wall and the outer wall ranged between 9 and 100 particle diameters. In both
the PEPT experiments and DEM simulations described in this thesis, the diameter of
the particles was 5 mm and the gap between the walls was 10 particle diameters wide. In
the experiments and simulations examined by GDR MiDi [2004], the motion of the inner
cylinder was either controlled by imposing the torque or the rotation rate. The rotation
rate is imposed in the experiments and simulations completed here.
Simulations conducted on annular shear cells include the work of Lätzel et al. [2000],
Schollmann [1999] and Koval et al. [2009]. These simulations were done in 2D using DEM
and Molecular Dynamics (MD). A 2D simulation using a Cellular Automata model was
conducted by Jasti and Higgs [2009] with the results being compared with experimental
work.
There are considerable differences between these closely examined systems and the
system under study in this thesis. First and foremost is the orientation of the rotating
axis. This work is performed with the rotational axis horizontal, or perpendicular to
the direction of gravity. This change in orientation results in a previously unexamined
angular asymmetry in the velocity, volume fraction and other dependent distributions.
The next difference comes in at the applied shear. Where most experiments are run
below 100 rpm, these experiments and simulations are run at 150 rpm up to 3500 rpm.
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The simulations were of a fully 3D system, closely matching the PEPT experiment
dimensions.
A comparison of the kinematic properties of the flow derived from the PEPT experi-
ments and DEM simulations with those discussed in GDR MiDi [2004] follows.
6.1. Kinematic flow properties
6.1.1. Velocity profile comparison
In their paper GDR MiDi [2004] use results from three different experiments performed
on shear cells to generate an overview of the velocity profile. These results are reproduced
in Figure 6.1 to aid with comparison of the DEM and PEPT results presented in this
thesis. The same format is used to present the velocity profiles of the DEM simulation
results in Figures 6.2, 6.3 and 6.4 and the PEPT data in Figure 6.5. In these figures, the
first panel is the tangential velocity as a function of radius, that has been normalised by
particle diameter, the middle panel shows the velocity on a logarithmic scale, while the
right-hand side panel shows the velocity on a logarithmic scale against the square of the
particle diameter.
(a) (b) (c)
Figure 6.1.: Velocity profiles as presented in GDR MiDi [2004].
In the top row of Figures 6.2, 6.3 and 6.4, the velocity has been normalised by
the shearing wall velocity, as is the case in the GDR MiDi [2004] paper. However,
considerable slip occurs in the experiments and simulations performed here, so in order
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to make the results truly comparable, the velocity normalised by it’s maximum value
in each experiment has been presented in the bottom row. The results are also split
according to the angle at which they were extracted, as the profiles have an angular
dependence.
In GDR MiDi [2004], the shear is localised to a few particle diameters from the
shearing wall and the profiles are qualitatively similar in all experiments. The shape
of the profile does not appear to depend on the shearing rate. Both Gaussian and
exponential profiles have been suggested, with the results in GDR MiDi [2004] showing
that the experimental profile decays slightly faster than an exponential (Figure 6.1b) and
behaves rather like a Gaussian (Figure 6.1c) when not too close to the shearing wall.

















































(a) Velocity profiles normalised by the shearing wall velocity.













































(b) Velocity profiles normalised by the maximum velocity in each experiment.
Figure 6.2.: Velocity profiles at 180◦, the open circle data points represent µ = 0.5 and the
stars represent µ = 0.8.
The velocity profiles derived from the DEM simulations differ considerably from the
profiles shown in GDR MiDi [2004]. The shear is still localised close to the shearing wall
and the profile shapes are independent of the shearing velocity. The DEM profiles are
exponential in the shear band with a constant tail beyond this. The second panel clearly
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shows that in the DEM simulations there is a plug flow region on the outer part of the
system. The width of the shear band (and hence plug flow region) has a dependence on
shear rate, angle of observation and friction properties of the material. The shape of the
profile plotted on a logarithmic axis is similar to that observed in Schollmann [1999],
whose MD simulations showed an exponential tangential velocity within the shear zone.
The shear band width is dependent on the angle of the measurement. In the logarithmic
plot in Figure 6.3 (270◦), the constant tail is much shorter than in the 180◦ case, while in
Figure 6.4 (360◦), the tail disappears entirely. In this case, the velocity does not remain
exponential in the tail region, becoming almost Gaussian.
























































(a) Velocity profiles normalised by the shearing wall velocity.













































(b) Velocity profiles normalised by the maximum velocity in each experiment.
Figure 6.3.: Velocity profiles at 270◦, the open circle data points represent µ = 0.5 and the
stars represent µ = 0.8.
In this normalised format, it is apparent that the friction between the particles in the
simulations has an effect on the velocity profile. The higher friction coefficient profiles
(the star data points) are less steep in the tail region than the lower friction coefficient.
This is contrary to the findings of Schollmann [1999], who claimed a comparatively weak
influence of the friction coefficient on the velocity profiles.
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(a) Velocity profiles normalised by the shearing wall velocity.













































(b) Velocity profiles normalised by the maximum velocity in each experiment.
Figure 6.4.: Velocity profiles at 360◦, the open circle data points represent µ = 0.5 and the
stars represent µ = 0.8.

















































Figure 6.5.: Velocity profiles derived from PEPT data, where the colour represents the angle
in the rig (black is at 180◦, blue is 270◦ and red is 360◦). The open circle data
points correspond to the grooved driving wall, while the stars are the beaded
wall data points.
The velocity profiles derived from the PEPT data show better agreement with GDR
MiDi [2004]. Close to the shearing wall, a more Gaussian profile is suggested by the
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right hand side plot in Figure 6.5. However, the tail behaviour is unclear. The shear is
still localised to a few particle diameters of the wall. There is not an obvious change
in velocity profile with the change in angle, although the difference due to the different
surfaces of the shearing wall is apparent. The open circles represent the grooved cylinder
configurations and they appear to have a more Gaussian profile than the profiles from
the beaded surface, which are closer to exponential (close to the shearing wall).
6.1.2. Volume fraction comparison
The volume fraction profiles seen in Mueth et al. [2000] show a slight increase of volume
fraction with radial distance from the inner wall. These profiles include the seeds that
were glued to the inner wall, thus the profile decreases from its highest point at the inner
wall, up to r/d ≈ 1, and then it increases gradually to the outer wall. In this work,
layering of the particles is apparent in the profiles and has a larger effect on the spherical
particles profile than it does on the non-spherical one.
The DEM derived volume fraction profiles also show an increase with radial distance
from the shearing wall. This increase is sharp in the shearing zone and levels off to
a maximum value in the outer region of the shear cell. The PEPT profiles show an
increase from the inner wall, to a maximum and then a rapid decrease with distance to
the outer wall. This outer edge behaviour is due to the lack of coverage in this zone in
the experiments.
Jasti and Higgs [2009] have explored the volume fraction profile changes with wall
roughness and particle-particle coefficient of restitution. Qualitatively, the profiles evident
here are similar to those derived in the DEM simulations. These profiles start from a low
point at the shearing wall and increase to their highest point at the stationary wall.
6.1.3. Flow rate and average velocity
The change in the flow regime evident in the logarithmic plots of the tangential velocity
was used to define the shear band width for each configuration. This width was selected by
calculating the change in the gradient of the velocity. When this change was approximately
0, the radial distance was taken as the edge of the shear band, as beyond this point, the
velocity was constant with radius, making this a plug flow region. This is a more rigorous
definition of the shear band width than the somewhat arbitrary selection of shear rate
dropping below 1 s−1 used previously.
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The average velocity (derived from PEPT data and DEM simulation results) as a
function of shear band width is shown in Figure 6.6. The shear band values are clumped
along specific r/d values because the data is discretely binned at 5 mm intervals.




























































Power law, a=0.013, b=1.75, fit to 360
Figure 6.6.: Average tangential velocity calculated over the shear band width for all config-
urations. Each power law fit is shown in the same colour as the relevant data,
with the excluded data points in green.
A power law was fit to these data for each angle examined in the shear cell. The
equations for each angles distribution were v180 = 0.0007H
3.13, v270 = 0.0003H
3.68 and
v360 = 0.01H
1.75. The goodness of fit calculation for each fit produced r-squared values of
0.86, 0.82 and 0.72 respectively. Data points that were considered outliers were excluded
from the calculation of these power law fits (shown in green in Figure 6.6).
The distributions at 180◦ and 270◦ are similar, while the distribution from the 360◦
data is quite different. This trend is seen throughout the analysis of the DEM simulation
results.
The flow rate (normalised over the length of the shear cell) was calculated from the
above data, given that Q/L = 〈vθ〉H. This is shown in Figure 6.7, where the colours
represent the different angles, while the data point shape differentiates the friction
conditions (or driving wall condition). The distribution follows the form of the average
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velocity, increasing with increasing shear band width. At smaller shear band, the flow
rates are closer together, spreading out further as the shear band increases in width.









Flow rate as a function of shear band width
















Figure 6.7.: Flow rate calculated over the shear band width for all configurations. The colours
represent the angles (blue is 180◦, green is 270◦, red is 360◦), while the plot shape
represents the different friction configurations (the open circle is the µ = 0.8,
DEM data, the star the µ = 0.5, DEM data, the left triangle is the beaded wall
PEPT data and the right triangle is the grooved wall PEPT data).
A power law was fit to this data, excluding the obvious outliers from the fit, with
results,
Q = 0.0003H4.58 + 0.19. (6.1)
and an R-squared value of 0.8. This function fit is shown in Figure 6.8.
Power law fits to each angle resulted in better fits for the 180◦ and 270◦ distributions.
These functions are Q180 = 0.0007H
4.134 + 0.003, Q270 = 7.8 × 10−5H5.23 + 0.18 and
Q360 = 0.016H
2.66 + 0.0013, with R-squared values for these fits of 0.92, 0.90 and 0.77
respectively.
Attempting to find a single function that effectively describes all the flow rate data
requires the non-dimensionalisation of the flow rate. Various attempts were made, with
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Flow rate over shear band width
 
 
Power law, a=0.0003, b=4.58, c=0.19
Q vs. H
Excluded Q vs. H
Figure 6.8.: Flow rate calculated over the shear band width for all configurations. The power
law fit is shown, along with the excluded outliers.
the most effective shown in Figure 6.9. The material moves in a non-uniform circular
motion, thus the effect of the radial and tangential acceleration needs to be accounted
for, along with particle size, angle and friction coefficient. The most effective non-
dimensionalisation was found to be µQ√
(γ̇2r+g)d
, although the flow rate is still more spread
out at higher shear band values.
6.2. Summary
The data from the PEPT experiments and results from the DEM simulations were
compared with the results shown in GDR MiDi [2004], as well as other shear cell
literature.
The volume fraction profiles from DEM match qualitatively those from Jasti and
Higgs [2009], and differed in the shear region from those of Mueth et al. [2000].
Velocity profiles derived from the DEM simulations were found to have an exponential
behaviour in the shear band, with a constant tail. This width of this tail decreased as
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Non−dimensional flow rate  
as a function of shear band width










Figure 6.9.: Non-dimensional flow rate calculated over the shear band width for all config-
urations. The colours represent the angles (blue is 180◦, green is 270◦, red is
360◦), while the plot shape represents the different friction configurations (the
open circle is the µ = 0.8, DEM data, the star the µ = 0.5, DEM data, the left
triangle is the beaded wall PEPT data and the right triangle is the grooved wall
PEPT data).
the angle around the shear cell increased, all but disappearing at 360◦. These profiles
were qualitatively similar to those seen in Schollmann [1999].
The behaviour of the velocity within the shear band, as derived from the PEPT
experiments, more closely followed the behaviour described in GDR MiDi [2004]. These
data showed an almost Gaussian profile in the shear band. The tail behaviour could not
be derived from the PEPT results.
The logarithmic plots of the velocity were used to form a more rigorous definition
of the shear band width. An examination of the average velocity over the shear band
width was performed. This showed a power law distribution. As seen elsewhere in the
thesis, the behaviour at 180◦ and 270◦ was similar, with the 360◦ distribution differing
from them both.
The flow rate of material through each radial line selected was examined. This
data also followed a rough power law, although the data points were confined close
together at smaller shear bands, becoming more spread out as that width increased. A
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non-dimensionalisation of the flow rate was examined, in order to find a suitable scaling.
The closest that could be determined was µQ√
(γ̇2r+g)d
. Even with this non-dimensional







Motivated by the need for a more effective model of particle dynamics leading to the
fine grinding taking place in an IsaMillTM, a granular flow model of a horizontally run
annular shear cell was developed. As a single encompassing theory for granular flows
does not yet exist, a combinatorial stress model was developed. This utilised components
of the shear stress tensor developed in literature [Bagnold, 1954b, Takahashi, 2009, Jop
et al., 2006, Lee and Huang, 2012] and the constitutive relations of GDR MiDi [2004] and
Jop et al. [2005]. The quasi-static shear stress was described by an empirical distribution
that depends on both the volume fraction distribution, φ(I), and inertial number, I. An
empirical dilatancy law was developed, φ(I) = φmaxe
−bIc , motivated by the need for the
volume fraction distributions to range 0 < φ < 0.7 for the range 10−4 < I < 1. The
coefficients, b and c were investigated using simulation results. The combinatorial stress
was used to derive a description of the effective friction coefficient (Equation 2.24) that
captures all flow regimes of granular flow. Figure 2.4 provided the general shape of this
effective friction coefficient.
The visco-plastic rheology was incorporated into an athermal energy balance to
derive a model for the power dissipation distribution, due to normal and shear stresses
(Equations 3.50 and 3.51). Both Positron Emission Particle Tracking (PEPT) experiments
and Discrete Element Method (DEM) simulations were used to derive inputs to this
model and further study the dynamics within the shear cell. As the hypothesis was made
that movement in the z-direction would be limited in relation to the θ-direction, all
relevant data was projected onto the r-θ plane, reducing the analysis to a 2-dimensional
problem.
The volume fraction distributions derived from the PEPT experiments, seen in
Figure 4.7, did not fully cover the annulus. This was due to the existence of a region of
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slow moving, dense material (a plug flow region) on the outer part of the annulus. The
tracer particle seldom ventured into this region in the experiment runs of 15 min and
longer runs were not possible due to heating of the granular media within the shear cell
and fear of destroying the tracer particle. For this reason, computer simulations of the
system were performed using DEM, which did not have the same susceptibility to the
plug flow region, as all the particles in the system are tracked at the same time.
The region of flow explored in the PEPT experiments showed the volume fraction
in this region to be 0 < φ < 0.375, which corresponds to the dense and collisional
regimes (I > 0.03). As no functional form of the volume fraction could be extracted, the
calculation of the inertial number, shear stress, pressure or power dissipation could not
be performed.
PEPT velocity distributions showed that the model hypothesis of a dominant tan-
gential velocity was indeed true. The tangential velocity distributions were initially
modelled as exponential functions, shown in Figure 4.15, but it was found in Chapter 6
that they followed a Gaussian distribution more closely in the sheared region. The data
were analysed at selected radii in the shear cell, which showed that velocity did have an
angular dependence due to the orientation of the rotation axis.
Although the PEPT experimental system indicated a rise in temperature of the
material, the meso-scale model developed in this thesis was purpose designed to be
insensitive to thermal fluctuations. This is further supported by the fact that the
velocities of the large particles used in this work are not discernible at the model scale.
Thus, the athermal hypothesis used in the power dissipation model development is
considered valid.
Simulations performed on the system using DEM allowed for a thorough examination
of the power dissipation model, including the angular dependence created by the horizontal
orientation and the dependence on two different friction coefficients of the simulated
glass beads.
All three granular flow regimes were determined to be present in the annular shear
cell. The volume fraction distributions covered the range 0.1 < φ < 0.7, which resulted
in the inertial number range 0 < I < 1.
The volume fraction and velocity components (tangential and radial) were extracted
along radial lines, corresponding to the same radial lines examined in the PEPT ex-
periments. Function fits to these data were used to calculate the shear rate, inertial
number, pressure, shear stress and effective friction coefficient along these lines. These
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distributions all showed a dependence on the driving wall velocity, friction coefficient
and the angle under examination.
The volume fraction distributions (Figures 5.12 to 5.15) started low at the shearing
wall and increased to a value close to the random close packing limit for spheres. These
distributions were similar to those seen in Jasti and Higgs [2009]. The tangential
velocity was found to follow an exponential distribution (Figures 5.22 and 5.23), with a
constant velocity tail in the plug flow region. The distributions of the inertial number in
Figures 5.30 and 5.31 showed that the turbulent and dense flow regimes were limited to
the region within 5 particle diameters of the shearing wall, while the quasi-static regime
(the plug flow region) covered almost half the annulus, depending on the angle.
On the side of the shear cell that had material moving in the direction of the
gravitational acceleration, the pressure and shear stress distributions were symmetric, as
seen in Figures 5.33, 5.36, 5.39 and 5.42. This extended to the bottom of the shear
cell, where the material was moving perpendicular to the gravitational acceleration. On
the upward moving side, the distributions were skewed towards the shearing wall and
tended to have a longer tail extending through the quasi-static regime. The quasi-static
component was the most dominant contribution to the total pressure and shear stress
distributions. In the simulations with a lower friction coefficient, the total pressure and
shear stress distributions were narrower than their higher friction coefficient counterparts,
with a shorter tail.
The effective friction coefficient distributions, shown in Figures 5.46 and 5.47, over
the shear cell annulus allowed for the relative importance of the shear stress and pressure
within the shear cell annulus to be determined. It was found that close to the shearing
wall, the flow was dominated by pressure (| τ
P
| < 1), while the region beyond the shear
band was dominated by the shear stress. In this shear dominated region, quasi-static
flow occurs, and the effective friction coefficient had a linear relationship with the radial
distance from the shearing wall.
The power dissipation distributions were calculated along the selected radial lines.
Here it was discovered that the shear power dissipation component was the greatest
contribution to the total power dissipation (apparent in Figures 5.49 and 5.52), which
was largest in the region less than 5 particle diameters from the shearing wall. In general,
the magnitude of the power dissipation increased as the driving wall velocity increased.
As with the shear stress and pressure distributions, the lower friction coefficient had
a narrower power dissipation band, the width of which was largely independent of the
shearing wall velocity (in both high and low friction cases). The angle of observation
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affected the magnitude of the distribution (the maximum value reached) and the symmetry
of the distribution, seen clearly in the total power dissipation distributions of Figures 5.48
and 5.51. Here, the material moving perpendicular to the direction of the gravitational
acceleration had a symmetric power dissipation distribution, while the other angles had
maximums skewed towards the shearing wall.
Data from DEM and PEPT were used in Chapter 6 to calculate the average velocity
(Figure 6.6) and flow rate (Figure 6.8) over the width of the shear band, for each
configuration studied. A power law relation was fit to this data, so 〈v〉 ∝ Hn, where n
was found to vary with angle. For the 180◦ and 270◦ cases, n = 3.13 and 3.68 and for
360◦ n = 1.75. The flow rate also showed a power law dependency on the shear band
width. However, the data were closer together for narrower shear bands, spreading out
further as shear band width increased. Attempts to non-dimensionalise the flow rate
resulted in µQ√
(γ̇2r+g)d
being the closest to collapsing the data onto a single curve.
Overall, the orientation of the shear cell under consideration added immense complexity
to the even the simple relations usually used to describe vertical shear cells, although the
constitutive description of the flow field performed reasonably well. Future work should
aim to achieve greater coverage of the annulus in PEPT experiments by developing a
method to cool the granular media during longer experiment runs. This will mean that the
PEPT data can be used to further validate the power dissipation model developed, as well
as providing a better handle of the description of the volume fraction distribution, φ(I).
A comparison of DEM simulations with a full tensorial formulation of the constitutive
stress model should be undertaken. The validity of the constitutive relations used in
this work should be examined by comparing them to the full tensorial descriptions. The
connection between the inertial number, I, and the distributions of the effective friction
coefficient over radial depth should be determined in order to compare results with the
full stress tensor description of Cortet et al. [2009].
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