This paper presents a complete solution to the H 2 and H ∞ problems for sampled-data systems. As opposed to previous work in the area, it is assumed here that all or some of the sampling function, the discrete-time controller and the hold function are available for design.
Introduction
Since the early 90th, much attention has been paid to H 2 and H ∞ optimal control of continuoustime systems using sampled-data controller, that is a controller implemented by a digital computer connected with a plant via an A/D (sampler) and a D/A (hold) converters; see [17, 5, 30, 8, 16, 27, 4, 25, 29] for an introduction to the subject and pointers to relevant literature. In a great majority of these works, however, only the discrete part of the sampled-data controller is designed, while the sampler and the hold are selected without taking into consideration the plant dynamics or the control objectives. In most cases, an approximate "ideal" sampler is used to obtain the discrete time measurements, while zero or first order holds are the devices of choice for converting the output of the discrete part of the controller to a continuous time control signal. The advantages of having fixed sampler and hold are numerous: the behavior of this devices is fairly well understood and hence can be incorporated (at least heuristically) in the controller design process, the design of hardware is considerably simplified, adequate simulation tools exist, etc. At the same time, fixing the sampler and hold devices irrespectively of control considerations may limit the closed-loop performance, especially when the sampling rate is not "fast" enough with respect to the plant dynamics.
Numerous attempts to incorporate the sampler and, especially, the hold into the design process have been made so far basically from the discrete-time performance point of view, see [15, 1] . Loosely speaking, these designs are based on the open-loop compensation of undesirable plant dynamics (e.g., nonminimum-phase zeros) and manage to achieve significant improvements of discrete-time performance, usually at the expense of a poor inter-sampling behavior. As a consequence, these works gave rise to criticism [10, 7] and the suspicion that, for instance, a generalized hold device will generically exhibit undesirable robustness properties. It becomes apparent that the design of sampling and/or hold devices should take into account inter-sampling behavior, even when sampling is fast.
The design of A/D and D/A converters on the basis of continuous-time performance is connected with serious technical difficulties. It is not surprising then, that only few results in this direction are available in the literature. For instance, LQG design of the hold function was discussed by Juan and Kabamba [14] (see also [12] ) assuming that the discrete-time part of the controller is fixed. The necessary conditions for optimality of the hold function derived in [14] are quite involved and apply only when rather restrictive constraints (fixed monodromy) on the hold function are imposed. The design of the H ∞ suboptimal hold function is considered by Başar [2] for the state-feedback and by Sun et al. [26] for the output feedback cases. In a remarkable work, Tadmor [27] treated the sampled-data H ∞ problem in a general setting, including the design of sampling and/or hold functions. In a more restrictive setting, [22] proposed a simple approach to the H ∞ control when both sampler and hold are design parameters. In all the H ∞ results above explicit formulae for the suboptimal sampler and/or hold are obtained. Finally, Bamieh [3] proposed an approximate solution to the 1 design of the sampling and hold functions.
An important break-through in the treatment of sampled-data systems was the introduction of "lifting," an operation that reduces the time-varying sampled data problem into a timeinvariant, albeit inherently infinite dimensional, discrete-time one. The idea is conceptually simple and involves three steps: i) lift the problem to the discrete-time; ii) solve the resulting formal discrete-time problem in the so-called lifted domain; and iii) "peel-off" the result back to continuous-time. The complexity of dealing with systems in the lifted domain has prevented so-far finding a complete solution to the relevant design problems. The main contribution of the current research is to show how the three design steps can effectively be carried out. In order to do this, a better understanding of the lifted domain and its connection with continuoustime is required. In order to streamline the presentation, we have divided the paper into two parts. In the first one, the framework is described and the main solutions are presented, based on the technical results derived in the second part. The second paper presents some technical developments which are relevant for the problems under consideration, but have also independent interest. For clarity, we have tried to make the two parts as self-contained as possible. We believe that with this structure we have achieved an adequate tradeoff between readability of the material and completeness. This paper is organized as follows. In Section 2 the problems to be considered throughout the paper are formulated. The next two sections are devoted to the solutions of these problems in the lifted domain. In particular, in Section 3 it is shown how a wide class of sampled-data problems can be reduced to a unified "standard problem" in the lifted domain, while in Section 4 the lifted solutions to the sampled-data H 2 ( §4.1) and H ∞ ( §4.2) problems are presented and some interesting properties of these solutions are discussed ( §4.3). The lifted solutions are then "peeled-off" (based on the technical results obtained in the companion paper [23] ) in Section 5, which contains complete solutions to the sampled-data H 2 and H ∞ problems, including the (sub)optimal sampling and hold. In Section 6 various properties and interpretations of the optimal sampling and hold functions are discussed. In §6.1 some qualitative conjectures concerning the control oriented design of the D/A converters are also presented.
Notation
The notation throughout the paper is as follows. A "bar" above a variable (ζ) denotes discrete-time signals in R n , while "breve" (ζ) -denotes discrete-time signals in the lifted domain. Also, we put forward the following operator notation which improves the readability of formulae when both finite and infinite dimensional input/output spaces are involved: a bar indicates an operatorŌ with both input and output spaces finite dimensional; grave accent -Ò, when the input space is finite dimensional and the output infinite dimensional one; acute accent -Ó, when the input space is infinite dimensional and the output finite dimensional one; and finally breve -Ȏ, when both input and output spaces are infinite dimensional.
The compact block notation A B C D denotes (matrix-or operator-valued) transfer functions either in s or in z domain in terms of their state-space realization. To distinguish linear time-invariant (LTI) systems in the time domain from the corresponding transfer functions, the former are denoted by script capital letters, so G(s) implies the transfer function of a continuoustime LTI system G. The lower linear fractional transformation of K over P is denoted as F P, K . Finally, Ric C − and Ric D denote the continuous-and discrete-time Riccati functions. These functions are not the standard ones usually found in the literature [32] , but rather are defined over product spaces:
where S = C − or D. There are good reasons for considering this generalized forms, see for instance [24, 13] and the Appendix in the companion paper [23] for definitions and properties. The functions Ric S are not defined over the whole R (2n+m)×(2n+m) but rather on a subset called dom Ric S . It is worth stressing that the function Ric S has a one-to-one correspondence with the stabilizing solution of appropriate Riccati equations.
Problem statement
Consider the single rate sampled-data control systems illustrated in Fig. 1 , where P c is a continuous-time generalized plant and w, z, y, and u are (continuous-time) exogenous input, regulated output, measured output, and control input, respectively. The sampled-data controller consists of a discrete-time partK d , a sampler S h , and a hold H h , assumed to be synchronized and with a sampling period h. Throughout this paper the generalized plant P c is assumed to be LTI with the following state-space realization:
The matrices D 11 and D 22 are both taken to be zero in order to simplify the derivations and obtain more transparent results. Moreover, for the H 2 problem D 11 = 0 is also a necessary condition for the cost function to be finite. The hold and sampler act on the output of the controllerū[k] and the measurement y(t) respectively, to generate [15, 1] 
and
for some φ H (τ) and φ S (τ) (generalized hold and sampling functions, respectively) defined on the interval [0, h). During the inter-sample, the hold function shapes the form of the control signal while the sampling function is used to weight the measurements. Note, that the integration limit for S h is chosen to be h − rather than h. This is motivated by the fact that any implementablē K d cannot process information instantaneously. As shown in [22] , this assumption considerably simplifies the treatment of sampled-data systems. Depending on whether the sampler and hold devices are considered as design variables or not, there are four possible classes of sampled-data control problems:
C a : Both sampler and hold are free for design;
The sampler is fixed but the hold is to be designed; C c : The sampler is to be designed but the hold is fixed; The last case has been extensively treated in the literature, especially when S h is the ideal sampler and H h is the zero-order hold (see [8] and the references therein). Usually the solutions in case C d are based on a conversion of a sampled-data problem to an equivalent pure discrete one which, in turn, can then be solved by known techniques. Such an approach, however, requires several intermediate steps to be performed. As a result, no closed-form solutions to the sampled-data H ∞ problem is available. Hence, although this paper addresses basically cases C a-c , which involve the design of the sampling and/or hold functions, the results for C d will also be presented.
The control problems to be dealt with in the paper are the H 2 and H ∞ optimization problems. Under arbitrary choice of the functions φ S and φ H in (2) and any LTIK d , the system in Fig. 1 is h-periodic in continuous time. For such systems the notions of the H 2 and H ∞ system norms can be introduced in a natural manner [8] . Thus, the following optimization problems can be posed:
Find an LTIK d and, possibly, a sampling function φ S (τ) and/or a hold function φ H (τ) so that the resulting sampled-data controller internally stabilizes the system in Fig. 1 and minimizes the H 2 norm of the closed-loop operator from w to z.
and OP H ∞ : Given a scalar γ > 0, find (if they exist) an LTIK d and, possibly, a sampling function φ S (τ) and/or a hold function φ H (τ) so that the resulting sampled-data controller internally stabilizes the system in Fig. 1 and makes the H ∞ norm of the closed-loop operator from w to z less than γ.
Remark 2.1. It is worth stressing that the discrete-time partK d of the sampled-data controller is always a design parameter. This is in contrast to the approach in [14, 12] , where the generalized hold is designed for a fixedK d . Nevertheless, the H h and S h resulting from the solution to OP H 2 and OP H ∞ are referred to as H 2 -optimal and H ∞ -suboptimal hold and sampler, respectively. The H 2 -optimality of H h (S h ) here is understood as the ability to designK d and, possibly, S h (H h ) so that the H 2 performance achieved by the sampled-data controller H hKd S h supersedes the one achieved using any other hold (sampling) device. Similarly, H ∞ -suboptimal hold (sampler) refers to the feasibility of designingK d and, possibly, S h (H h ) so that the overall sampled-data controller be γ-suboptimal.
The treatment of OP H 2 and OP H ∞ is complicated owing to their hybrid continuous/discrete nature and inherent periodicity. To circumvent these difficulties the so-called lifting technique of [31, 6, 4] (see also [28, 27] ) can be applied.
Lifted "standard problem"
The notion of lifting is based on a conversion of real valued signals in continuous time into functional space valued sequences, that is sequences that take values not from R but rather from some general Banach space (
Then given any h > 0, the lifting operator [6, 4] such that:
It is easy to see that the lifting operator is a linear bijection between appropriate norm the lifting operator can be made an isometry. Hence, treating a system ζ = Gω not as a mapping from ω to ζ but rather as a mapping fromω toζ gives essentially the same system (as an input-output mapping). Indeed, lifting preserves system stability and system induced norms. This allows one to conclude that G and
which is called lifting of G, are equivalent. The advantage of treating systems in the lifting domain stems from the fact thatG is time-invariant in discrete time even if G is h-periodic in continuous time. Hence, any periodic problem in continuous time can be reduced to a timeinvariant one in discrete time.
The application of this idea to the sampled-data setup in Fig. 1 is straightforward. In order to convert this setup to a pure discrete time-invariant one the operators P c , S h , and H h in Fig. 1 should be lifted toP c .
The lifted plantP c is LTI and has a state-space realization
Notice that althoughĀ is a square matrix with the same dimensions as A, the remaining entries in this state-space representation are operators acting from or/and to infinite dimensional spaces.
The lifted holdH h is a memoryless gain with transfer functioǹ
while the lifted sampler includes a backward shift [22] :
The expressions for the parameters of the plantP c , the holdH h , and the samplerŚ h can be derived using standard lifting arguments [4, 20] . They, however, are not essential for the discussion in this section and hence are postponed to the companion paper [23] .
What is important in the discussion to follow is the fact that lifting puts all blocks in Fig. 1 on equal footing, making them discrete-time LTI systems. Consequently, the four cases C a-d of the sampled-data interconnection in Fig. 1 with generalized sampler and hold, can be reduced to the standard setup of the linear optimal control in Fig. 2 , where the generalized plantP is given, while the controllerK is to be designed. The lifted samplerŚ h and holdH h can be absorbed either into the generalized plant or to the controller, depending on whether they are fixed or treated as free design parameters. The only fixed part that will always be absorbed into the controller is the backward shift z −1 ofŚ h . The reason for this is twofold: first, the state-space dimension ofP is preserved, and second, the characterization ofK is considerably simplified if it is strictly causal [22] . An optimization problem can therefore always be formulated as a "standard problem", with a strictly proper controller. For the four cases above one gets:
C a : Here, bothΦ S andΦ H are absorbed into the controller, giving
Any designed controller can always be factorized as follows: 
Any designed controller can always be factorized as follows:
whereΦ H andC K are any operators of appropriate dimensions such thatΦ HCK =C K . This yields bothK d and H h .
C c : NowΦ H is absorbed into the lifted plant butΦ S into the controller, giving
whereB K andΦ S are any operators of appropriate dimensions such thatB KΦS =B K . This yields bothK d and S h .
In this case, bothΦ S andΦ H are absorbed into the lifted plant, giving
Given a designedK, the discrete-time part of the controller is
Thus a designedK now contains information not only aboutK d , but also possibly aboutΦ H and/orΦ S . If the hold function is the design parameter, then it is completely characterized by the "C"-part of the controller. Likewise, if the sampling function is the design parameter, then it is completely characterized by the "B"-part of the controller. It is worth stressing, that although for all the cases above the problem fits into the unified framework in Fig. 2 , it is seen that some of the parameters ofP andK might have either finiteor infinite-dimensional input and/or output spaces depending on the situation. In this respect, it is assumed here that the generalized plant takes the form:
while a designed controller is necessarily of the form
The tilde is used to highlight that the corresponding operators may have either finite or infinite dimension depending on whether S h and H h are fixed or not.
Optimal design in the lifted domain
Having reduced the sampled-data setup to the discrete-time LTI "standard problem" in Fig. 2 , the next step is to reformulate and solve OP H ∞ and OP H 2 in terms ofP andK. This is the purpose of this section. Start by imposing the following assumptions on the generalized plant (6):
These assumptions are the counterparts of the standard assumptions imposed on a discrete-time generalized plant, to guarantee input-output stabilizability and non-singularity of the H 2 and H ∞ problems. Furthermore, the following assumption aboutP has to be made:
For the standard discrete-time systems with matrix valued parameters this assumption is obviously redundant. For lifted systems, however, this is not always true since sampling operations might be unbounded in the L 2 sense [8, Theorem 9.3.1]. Thus the assumption (A5), together with the assumption D 22 = 0, guarantees that S h operates over "proper" signals. Actually, it means that pre-filtering by an anti-aliasing filter is provided if necessary.
H 2 optimization
The notion of the H 2 system norm can be extended in a natural manner to LTI systems in the lifted domain [5] (see also [17] ) although it is not an induced norm. More specifically, the H 2 norm of an LTI systemG :
is defined as follows:
This definition is consistent with both the deterministic and the stochastic interpretations of the H 2 system norm in the time domain, and reduces to the usual definition whenG is the lifting of an LTI continuous-time system [5] . Thus, OP H 2 can now be reformulated in the lifted domain as follows:
OP eq H 2 : For the plantP given in (6), find a strictly causalK which internally stabilizesP and minimizes the performance index:
The solution to this H 2 problem is presented next without a proof. This is because, in principle, problem OP eq H 2 is a discrete-time LTI H 2 problem which can be solved by using existing techniques [8, 30] . Detailed treatment of the H 2 problem in the lifted domain in the case when both sampler and hold are fixed and the controller is not constrained to be strictly proper can be found in [21] .
The solution of OP eq H 2 requires the two H 2 DARE's
andȲ
Notice that for all the four cases described in Section 3, bothX andȲ of (7) are square matrices (e. g., finite dimensional ) with the same dimensions asĀ. Also, observe that the choice of the hold device affects only the control Riccati equation (7a), while the choice of sampler affects only the filtering Riccati equation (7b).
The main result for the OP eq H 2 can now be stated. Theorem 1. Let (A1)-(A5) be satisfied andX 2 ≥ 0,Ȳ 2 ≥ 0 be the stabilizing solutions to the DARE's (7). Then the optimal value of the performance index J H 2 is
and the unique strictly proper controller which achieves the optimal cost J opt H 2 has the state-space representatioñ
Note again that although the parameters ofP might be infinite dimensional, the solutions to the Riccati equations as well as the "A" parameter of the optimal controller are always finite dimensional matrices. The state feedbackF 2 and the output injectionL 2 "gains", however, might operate over infinite dimensional output and input spaces, respectively. Consider, for instance, the operatorF 2 . When H h is fixed (cases C c and C d ), the operator compositions
, as well as the operatorB 2 =B 2 , are finite dimensional matrices, which can easily be computed [5, 20] . Yet when H h is to be designed (cases C a and C b ) both equation (7a) andF 2 involve quite complicated infinite dimensional operators. The Riccati equations, like (7a), can in principle be dealt with via the associated Hamiltonians [9] , that enables to circumvent some problems. Nevertheless, in order to obtain the optimal state feedback "gain" one has to handle infinite dimensional operators, likeD * 12D 12 +B * 2XB 2 . The techniques for performing such manipulations over the lifted operators have been developed only recently in [20] . As shown in the companion paper [23] , the resultingF 2 (andĹ 2 ) can be obtained in an elegant form.
H ∞ optimization
Since for continuous-time systems the H ∞ norm is the induced L 2 /L 2 norm, the notion of the H ∞ system norm can be extended to sampled-data systems by defining it as the 2
induced operator norm. As shown in [4] , the H ∞ norm can be defined in the frequency domain as follows:
Correspondingly, the lifted equivalent of OP H ∞ for the setup in Fig. 2 takes the form OP eq H ∞ : For the plantP given in (6) and a number γ > 0, find a strictly causal internally stabilizing controllerK such that
or show that no such controller exists.
Using the same reasoning as in the OP eq H 2 case, the OP eq H ∞ problem is a discrete-time LTI H ∞ problem [6] , with the additional constraint that the controller must be strictly proper. This type of problems was discussed in detail for the case of finite dimensional parameters in [19] .
The solution of the OP eq H ∞ requires the following two H ∞ DARE's
where E 11 . = I 0 0 0 . As in the H 2 case, bothX andȲ solving the H ∞ DARE's (9) are square matrices of the same dimension asĀ. Also, the choices of H h and S h affect only equations (9a) and (9b), respectively.
Using (9), necessary and sufficient conditions for the existence of a solution to the OP H ∞ , as well as a particular solution may be established: Theorem 2. Given plant (6) such that the assumptions (A1)-(A5) hold, then the following statements are equivalent:
i) There exists a controllerK which solves the OP eq H ∞ .
ii) The DARE's (9) have stabilizing solutionsX γ ≥ 0 andȲ γ ≥ 0 such that
Given that the conditions of part ii) hold, then the matrixZ γ . = (I − γ −2Ȳ γXγ ) −1 is well defined and one controller which solves OP eq H ∞ is
As seen, the direct solution to the H ∞ problem involves infinite dimensional operators even in the case C d , that is when both sampling and hold functions are fixed. Nevertheless, as shown in the companion paper [23] the techniques developed in [20] enable the reduction of all these operator compositions to finite dimensional matrices, which can be easily computed.
Discussion
Although the lifted solutions of Theorems 1 and 2 are not readily implementable, some insight into the solutions to OP H 2 and OP H ∞ can be gained already at this stage. In particular: Remark 4.1. As noted in Section 3, if the hold (sampling) function is the design parameter, then it is characterized by the "C" ("B") part of the lifted controller. Hence, the H 2 -optimal hold is characterized by the operatorF 2 , which becomesF 2 in that case, while the H 2 -optimal sampler -by the operatorL 2 (Ĺ 2 ). On the other hand, by inspecting (8) and (7) one can see thatF 2 depends only on the subsystem fromũ toz, whileL 2 is completely characterized by the properties of the subsystem fromw toỹ. Therefore, there is complete separation between the design of H h and S h in the H 2 case. This separation is reminiscent of that between the state feedback and the state estimation in the standard H 2 (LQG) design and thus is not a surprise.
Remark 4.2. Much more surprising is the fact that similar separations arguments apply to the design of the H ∞ suboptimal hold and sampler as well. This fact is worth stressing, given the coupling which exists between the full information and the output estimation problems in the H ∞ output feedback control [32] . Although the "B" part of the lifted H ∞ suboptimal controller contains the coupling termZ γ , the latter is finite-dimensional and hence can always be absorbed into the discrete-time part of the controller. Consequently, the H ∞ suboptimal hold and sampler are characterized by the operatorsF γ2 andL γ2 , respectively. It is seen from (11) and (9) that these operators are not completely independent, since both of them are affected by the subsystem fromw toz. Nevertheless,F γ2 does not depend on the measurementỹ and L γ2 does not depend on the controlũ. Hence, both the hold and the sampling functions can be designed independently one from the other in the H ∞ case also. This is in contrast to previous works in the literature [28, 22] , where the H ∞ suboptimal sampler depended on the hold and it is not clear how to recover the separation. Thus in the limit case γ → ∞ the H ∞ -suboptimal controllerK γ (z) approachesK 2 (z), the H 2 -optimal one.
Main results
The solutions to the OP H 2 and OP H ∞ can now be presented. Again, these solutions are strongly based on the technical machinery developed in the companion paper. To keep the presentation clear, it is assumed that a zero-order hold is used in cases C c and C d , while an ideal sampler is used in cases C b and C d . From Remarks 4.1 and 4.2 it follows that such simplifications do not affect the results concerning the (sub)optimal sampler and hold. More general S h and H h can be treated in a similar fashion. Also, as follows from Remark 4.3, the solution of Theorem 2 approaches that of Theorem 1 as γ → ∞. For that reason, only the H ∞ results are presented bellow. The H 2 results can be obtained from the H ∞ ones by the simple substitution γ −1 = 0. The only part of the H 2 solution which needs to be treated independently is the calculation of the optimal performance J opt H 2 . This issue is touched upon in §5.5.
Define the matrices
and the matrix function of an argument ν ∈ Z +
The following quantity is also required:
where P c,11 (s) = C 1 (sI − A) −1 B 1 (in other words, γ 0 is the L 2 [0, h]-induced norm of the subsystem from w to z). This quantity can be computed as described in [8, Section 13.5] or [11] . Since γ 0 = D 11 2 , it is clear that γ 0 is the lower bound for the achievable H ∞ performance in sampled-data systems under any choice of S h and H h . Hence it is natural to consider only the cases where γ > γ 0 . Assumptions (A1)-(A5) are formulated in terms of the system description in the lifted domain. Results in the companion paper [23] allow replacing them for more readily checkable conditions. In particular, when H h is the design parameter, assumptions (A1) and (A3) can be equivalently formulated as while when H h is the zero-order hold (φ H (τ) = I) they can be replaced with Note, that although (A1 ) is equivalent to (A1) only if γ −1 = 0, OP H ∞ possesses no solutions whenever (A1 ) is violated. Hence, the replacement of (A1) with (A1 ) does not affect the solution.
Analogously, when S h is is the design parameter, assumptions (A2) and (A4) can be equivalently expressed as 
Both hold and sampler are free
In case C a the solution to OP H ∞ is as follows:
Theorem 3 (C a ). Given plant (1) such that assumptions (A1 )-(A4 ) hold, then for any γ > γ 0 the matrix Σ 33 is nonsingular and the following statements are equivalent:
i) There existK d , H h , and S h which solve OP H ∞ .
ii) (Γ X , Λ m ) ∈ dom(Ric C − ) and (Γ Y , Λ r ) ∈ dom(Ric C − ) and the following conditions hold:
where
Furthermore, if the conditions of part ii) hold, then the matrix Z γ . = (I − γ −2 Y γ X γ ) −1 is well defined and one possible choice forK d , H h , and S h is:
Proof (outline). Actually, it suffices to prove that the solution given in the Theorem is equivalent to the one in Theorem 2. To this end note, that by [23, Lemma 3] and its dual, the DARE's (9) have stabilizing solutions iff (Γ X , Λ m ) ∈ dom(Ric C − ) and (Γ Y , Λ r ) ∈ dom(Ric C − ). Then, items (a)-(c) are equivalent to (10) by [23, Lemma 8] . Now, consider the lifted controllerK γ (z) (=K γ (z)) in Theorem 2. It is clear thatΦ H =F γ2 andΦ S =Ĺ γ2 can be chosen. Then (13) follow directly from [23, Lemma 3] and its dual. It also follows from that Lemma that
from which the formula forK d (z) follows.
Free hold and fixed sampler
In case C b the solution to OP H ∞ is as follows:
Theorem 4 (C b ). Given plant (1) such that assumptions (A1 ), (A2 ), (A3 ), (A4 ), (A5 ) hold and let the sampling function be φ S (τ) = δ(τ). Then for any γ > γ 0 the following statements are equivalent:
i) There existK d and H h which solve OP H ∞ .
ii) (Γ X , Λ m ) ∈ dom(Ric C − ) and (Σ Y , Λ r ) ∈ dom(Ric D ) and the following conditions hold:
Furthermore, if the conditions of part ii) hold, then the matrix Z γ . = (I − γ −2Ȳ γ X γ ) −1 is well defined and one possible choice forK d and H h is:
and φ H (τ) as in (13a).
Proof (outline). The first part can be proven in a similar fashion as the first part of Theorem 3, except that the DARE (9b) is solved by using [23, Lemma 7] . To getK d (z) just note that if S h is the ideal sampler and D 21 = 0, then
which completes that proof.
Fixed hold and free sampler
In case C c the solution to OP H ∞ is as follows:
Theorem 5 (C c ). Given plant (1) such that assumptions (A1 ), (A2 ), (A3 ), (A4 ) hold and let the hold function be φ H (τ) = I. Then for any γ > γ 0 the following statements are equivalent:
i) There existK d and S h which solve OP H ∞ .
ii) (Σ X , Λ m ) ∈ dom(Ric D ) and (Γ Y , Λ r ) ∈ dom(Ric C − ) and the following conditions hold:
Furthermore, if the conditions of part ii) hold, then the matrix Z γ . = (I − γ −2 Y γXγ ) −1 is well defined and one possible choice forK d and S h is:
and φ S (τ) as in (13b).
Proof (outline). The first part can be proven similar to the first part of Theorem 3, except that the DARE (9a) is solved by [23, Lemma 7] . In order to obtain the formula forK d (z) it is more convenient to use the dual form of the H ∞ suboptimal controller, i.e.
(which becomesḰ(z) in this case). Then, using the dual result to [23, Lemma 3] one can get thatĀ
Both hold and sampler are fixed
In case C d the solution to OP H ∞ is as follows:
Theorem 6 (C d ). Given plant (1) such that assumptions (A1 )-(A4 ), (A5 ) hold and let the hold function be φ H (τ) = I and the sampling function be φ S (τ) = δ(τ). Then for any γ > γ 0 the following statements are equivalent:
and the following conditions hold:
Furthermore, if the conditions of part ii) hold, then the matrix Z γ . = (I − γ −2Ȳ γXγ ) −1 is well defined and one possible choice forK d is:
Proof (outline). The first part can be proven similar to the first part of Theorem 3, except that instead of [23, Lemma 3] one has to use [23, Lemma 7] . The formula forK d (z) then follows by (14) and the equalitȳ
which, in turn, follows from the fact that (X γ ,F γ ) = Ric D (Σ X , Λ m ).
The optimal H 2 performance
In this subsection the formula for the H 2 optimal performance index J opt H 2 given in Theorem 1, is expressed in terms of the matrices A, B 1 , and C 1 . This result is not new (see, e.g., [5] or [20, Theorem 2] ) and is presented here for completeness.
Form the matrix exponential
Then Lemma 1. Let X 2 and Y 2 be the stabilizing solutions to the Riccati equations (7), then the optimal value of the performance index J H 2 is
Discussion
Theorems 3-5 yield not only the discrete-time partK d of the sampled-data controller, but also the H ∞ suboptimal (or the H 2 optimal) sampling and/or hold functions 1 . In this section, generic properties of the (sub)optimal sampler and hold functions are presented, together with their interpretation. The first property is the separation between the design of the sampler and the hold, which has already been discussed in §4.3. The separation property has a clear significance: both sampler and hold are, in a sense, open-loop devices. Consequently, the design of the hold does not depend on the measurement y(t) and the design of the sampler does not depend on the control action u(t). The remaining properties refer to the S h and H h , are discussed separately below.
Optimal hold
Consider the H ∞ control CARE
which reduces to the H 2 one as γ → ∞. The H ∞ state feedback gain is then:
The following corollary can be derived from Theorems 3 and 4.
Corollary 1. Let X = X ≥ 0 be the stabilizing solution to the CARE (15). Then one possible H ∞ suboptimal hold function is
independently of the choice of the sampler and the measured output y(t). When γ −2 = 0, this becomes the unique H 2 optimal solution.
The following remarks are in order:
Remark 6.1. Notice that the optimal hold for the nonsingular H 2 and H ∞ problems is always "asymptotically stable," in the sense that its "A" matrix is Hurwitz. In other words, the continuation of the hold in (16) over the whole interval [0, ∞) belongs to L 2 . The "stability" property is intuitively reasonable: being the generalized hold an "open-loop" device, it prevents any sources of instability during the inter-sample.
Remark 6.2. As a curious corollary to the previous remark, the standard zero-order hold (ZOH) can never appear as part of an optimal hold for nonsingular problems; this is because the "A" matrix of a ZOH is the zero-matrix. The ZOH does appear as part of an optimal hold for singular H 2 and H ∞ problems, for which A + γ −2 B 1 B 1 X + B 2 F 2 has an eigenvalue at the origin. Such problems may arise when integral control is required, see [32, §17.3] . In the sampled-data case, the integral control action is actually "re-distributed" between the discrete-time part of the controllerK d and the hold H h .
Remark 6.3. It is worth mentioning that the design of the H 2 and H ∞ (sub)optimal holds does not depend on the sampling period h. The optimal hold function remains the same for all h and only the interval changes on which φ H (τ) is defined. Also, it can easily be verified that with the optimal H h the system is stabilizable for all h. In other words, if H h is either H 2 or H ∞ optimal, then no sampling period can lead to the loss of controllability (absence of pathological sampling).
The "stability" property discussed in Remarks 6.1 and 6.2 becomes particularly interesting when compared with previous works on the design of generalized hold functions. Indeed, for most hold devices designed in the literature from the discrete-time performance point of view (see [1] and the references therein) the continuation of φ H on the whole R + does not necessarily belong to L 2 (and even L ∞ ). For example, if the hold function of the form φ H (τ) = C H e A H τ B H is designed, then the typical choice is A H = −A , where A is the "A" matrix of a plant. Hence, the "stability" of such a hold depends on the open-loop plant dynamics. One is then led to ask, what is the underlying reason that rules out the use of "unstable" hold functions.
To answer this question, consider the continuous-time LQR problem for the procesṡ
and the cost function
The solution to the problem of minimizing J is given by the feedback law [18] u(t) = F 2 x(t), so that for a given t k and any τ > 0, the closed-loop state vector satisfies the equation
Substituting this equation into the formula for the control signal, gives
On the other hand, it follows from (2a) and (16) that the H 2 optimal hold produces the control signal
The comparison of the latter two expressions prompts the following interpretation of the H 2 optimal hold:
The H 2 optimal hold, given by (16) subject to γ −1 = 0, attempts to "reconstruct" the LQR feedback control law, assuming thatK d produces at the kth sampling instant an estimation of state vector of the plant at t = kh.
Similarly to the H 2 case, the interpretation of the H ∞ suboptimal hold can be obtained from the continuous-time H ∞ state feedback problem as follows:
Interpretation 2. The H ∞ suboptimal hold, given by (16), attempts to "reconstruct" the H ∞ suboptimal state feedback control law assuming that i)K d produces at the kth sampling instant an estimate of the state vector of the plant at t = kh; and ii) the disturbance w is the worst-case one (in an H ∞ sense), i.e., w(t) = 1 γ 2 B 1 X x(t). These interpretations explain the "stability" of the optimal hold. Indeed, optimal continuoustime control must guarantee the internal stability of the closed-loop system. Consequently, the reconstruction of the continuous-time control signal in an open-loop fashion lead to the "stable dynamics" of the hold. When the integral control results from the continuous-time design, the "A" matrix of the hold function has an eigenvalue at the origin. This is consistent with the discussion in Remark 6.2.
The main conclusion of the interpretations above is that the optimal hold attempts to reconstruct a "good" LTI continuous-time control law. Notice that this differs from some previous approaches to the design of H h which, while seeking to circumvent basic limitations of linear continuous-time control, attempted to outperform a continuous-time controller. The results of this paper suggest that the design of the hold should be based on the understanding that the optimal continuous-time control is the "best" possible choice; consequently, the sampled-data controller should mimic it as good as possible. We believe that this idea can be extended for designing controllers in problems with no known analytic solution but with computable optimal continuous time controller. For example, the H 2 or H ∞ problems when H h or S h are constrained to be scalar.
Optimal sampler
Consider now the H ∞ filtering CARE
which again reduces to the H 2 one when γ → ∞. The H ∞ filter gain is then as follows:
The following corollary can be derived from Theorems 3 and 5:
Corollary 2. Let Y = Y ≥ 0 be the stabilizing solution of the CARE (17). Then one possible H ∞ suboptimal sampling function is
independently of the choice of the hold and the control input u(t). When γ −2 = 0, this becomes the unique H 2 optimal solution.
Remark 6.4. Analogously with the case of the optimal hold, the optimal sampling function (18) is asymptotically stable in the sense defined in Remark 6.1. Moreover, the design of S h does not depend on the sampling period and it produces a detectable system for all h. In other words, if S h is either H 2 or H ∞ optimal, then no sampling period can lead to the loss of observability (absence of pathological sampling).
Remark 6.5. Another interesting property of the optimal sampler is that is does not require pre-filtering of the measurement output y(t) by an anti-aliasing filter. This is because, loosely speaking, the sampler itself serves as an anti-aliasing filter. Mathematically, this means that the generalized sampler S h with sampling function (18) is bounded as an operator L 2 → 2 .
Remark 6.6. The anti-aliasing capability of the optimal sampler is actually a consequence of the fact that the ideal sampler (the sampling function φ S (τ) = δ(τ)) can never appear as a part of an optimal sampler for nonsingular H 2 and H ∞ problems. The crucial assumption here is the full row rank of the matrix D 21 . The latter means that all of the measurement channels are corrupted by noise. For such a y(t) the instantaneous sampling is an illegal operation, that accounts for the absence of the impulse component in the optimal sampling function. In the case when an anti-aliasing filter is present, the matrix D 21 necessarily looses row rank and the problem becomes singular. It can be shown that in such a case the optimal sampler is of the form D S δ(τ) + C S e A S τ for some A S , C S , and D S = 0 (but still, D S D 21 = 0). This result gives rise to an interesting observation. It is well known that whenever S h contains the ideal sampler, the measured output must be pre-filtered by an anti-aliasing filter. The discussion above implies that the opposite is also true: whenever the measured output is pre-filtered by an anti-aliasing filter, an optimal sampler contains the ideal sampler.
Concluding remarks
In this paper a framework for the treatment of a rather general class of sampled-data control problems has been proposed. The cases when the sampler, the hold, or both, are available for design has been considered. Necessary and sufficient conditions for the existence of controllers as well as state-space formulas for all the blocks involved have been provided for all these cases. Conditions and the formulas for state-space matrices can be readily implement in a computer. The essence of this framework is to convert hybrid periodically time-varying problems to a unified discrete-time LTI "standard problem" using the lifting transformation with the subsequent solution of a problem directly in the lifted domain. The lifting procedure is then carried one step forward, by peeling-off the representations in the lifted domain back to continuous, or more specifically sampled-data, time. Specifically, the following sampled-data problems have been completely solved:
• The sampled-data H 2 problems when sampling and/or hold functions are the design parameters. The solution to this problem is, to the best of our knowledge, completely new.
• The sampled-data H ∞ problems under similar conditions. These solutions, although not new, are considerable more transparent than the previously existing in the literature.
In particular, (a) a separation structure has been established between the design of H ∞ suboptimal sampler and hold; and (b) when both sampler and hold are fixed, the first closed-form solution to the H ∞ problem, which avoids involved intermediate steps, has been derived.
In the final section, several comments which reconcile and compare the present result with some previous approaches to the design of generalized hold functions, are discussed. This paper is complemented with [23] , where all the technical results required to establish the main results in this paper are developed. The reader is therefore referred to this work for details and interesting additional results concerning sampled-data systems in the lifted domain.
