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Abstract—In this paper, a deep learning (DL)-based sphere
decoding algorithm is proposed, where the radius of the decoding
hypersphere is learnt by a deep neural network (DNN). The
performance achieved by the proposed algorithm is very close to
the optimal maximum likelihood decoding (MLD) over a wide
range of signal-to-noise ratios (SNRs), while the computational
complexity, compared to existing sphere decoding variants, is
significantly reduced. This improvement is attributed to DNN’s
ability of intelligently learning the radius of the hypersphere
used in decoding. The expected complexity of the proposed
DL-based algorithm is analytically derived and compared with
existing ones. It is shown that the number of lattice points
inside the decoding hypersphere drastically reduces in the DL-
based algorithm in both the average and worst-case senses.
The effectiveness of the proposed algorithm is shown through
simulation for high-dimensional multiple-input multiple-output
(MIMO) systems, using high-order modulations.
Index Terms—Sphere decoding, integer least-squares problem,
maximum likelihood decoding, deep learning, deep neural net-
work, multiple-input multiple-output, complexity analysis.
I. INTRODUCTION
THE problem of optimum maximum likelihood decoding(MLD) in spatial multiplexing multiple-input multiple-
output (MIMO) systems leads to an integer least-squares (LS)
problem, which is equivalent to finding the closest lattice point
to a given point [1], [2]. The integer LS problem is much
more challenging compared to the conventional LS problem,
where the unknown vector is an arbitrary complex vector, and
the solution is easily obtained through pseudo inverse. This is
because of the discrete search space of the integer LS problem
which makes it NP hard in both the worst-case sense and the
average sense [3].
Various suboptimal solutions, such as zero-forcing (ZF)
receiver, minimum mean squared error (MMSE) receiver,
nulling and cancelling (NC), NC with optimal ordering, have
been proposed for the integer LS problem in MIMO systems
with reduced computational complexity [4]. These solutions
first solve the unconstrained LS problem and then perform
simple rounding to obtain a feasible lattice point. While these
solutions result in cubic-order complexity, their performance
is significantly worse than the optimal solution.
The idea of sphere decoding for MIMO detection was intro-
duced in [5]. Sphere decoding suggests to confine the search
space of the original integer LS problem to a hypersphere and
M. Mohammadkarimi, M. Mehrabi, M. Ardakani, and Y. Jing are with
the Department of Electrical and Computer Engineering, University of Al-
berta, Edmonton, AB, Canada. (e-mail: {mostafa.mohammadkarimi,
mehrtash, ardakani,yindi}@ualberta.ca).
This research was supported by the Huawei Innovation Research Program
(HIRP).
implement a branch-and-bound search over a tree to achieve
MLD performance. It can reduce the number of lattice points
to be trialled, thus lower the complexity. Naturally, choosing
an appropriate radius for the decoding hypersphere is crucial
for sphere decoding. If the radius is too small, there might not
be any lattice point inside the hypersphere. On the other hand,
an overly large radius may result in too many lattice points
in the hypersphere, hence increasing the decoding complexity.
For example, the choice of radius based on the Babai estimate
guarantees the existence of at least one lattice point inside
the hypersphere [6]; however, it may lead to a large number
of points within the hypersphere. To achieve the exact MLD
performance with reduced complexity, sphere decoding with
increasing radius search (SDIRS) was proposed in [3], [7].
Many variations of sphere decoding with reduced compu-
tational complexity have also been proposed in the literature
[8]–[17]. Complexity reduction in sphere decoding through
lattice reduction, geometric and probabilistic tree pruning, and
K-based lattice selection methods have been addressed in [8]–
[17]. On the other hand, a few studies have addressed the
problem of radius selection in sphere decoding [3], [6]. A
method to determine the radius of the decoding hypersphere
was proposed in [3]. The proposed algorithm chooses the
radiuses based on the noise statistics; however, it ignores the
effect of the fading channel matrix. A modified version of
radius selection based on Babai estimate has been developed
in [6]. The proposed method can solve the problem of sphere
decoding failure due to rounding error in floating-point com-
putations. To take the advantage of sphere decoding for high-
dimensional MIMO systems with high-order modulations and
other applications, such as multi-user communications, mas-
sive MIMO, and relay communications [18]–[20], a promising
solution is to develop an intelligent mechanism for radius
selection to reduce computational complexity without perfor-
mance degradation.
Recent studies show that deep learning (DL) can provide
significant performance improvement in signal processing and
communications problems [21]–[28]. Specifically, DL tech-
niques have been employed to improve certain parts of conven-
tional communication systems, such as decoding, modulation,
and more [21]–[23]. These improvements are related to the
intrinsic property of a deep neural network (DNN), which is
a universal function approximator with superior logarithmic
learning ability and convenient optimization capability [29].
Besides, existing signal processing algorithms in communica-
tions, while work well for systems with tractable mathematical
models, can become inefficient for complicated and large-
scale systems with large amount of imperfections and high
nonlinearities. Such scenarios can be solved through DL,
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2which can characterize imperfections and nonlinearities via
well-structured approximations [24]–[28].
Motivated by these facts, a sphere decoding algorithm based
on DL is proposed in this paper, where the radius of the
decoding hypersphere is learned by a DNN prior to decoding.
The DNN maps a sequence of the fading channel matrix
elements and the received signals at its input layer into a
sequence of learned radiuses at its output layer. The DNN is
trained in an off-line procedure for the desired signal-to-noise
ratio (SNR) once and is used for the entire communication
phase.
Unlike the SDIRS algorithm, the proposed DL-based al-
gorithm restricts the number of sequential sphere decoding
implementations to a maximum predefined value. Moreover,
since the decoding radiuses are intelligently learnt by a DNN,
the number of lattice points that lies inside the hypersphere
remarkably decreases, which significantly reduces the com-
putational complexity. On the other hand, the probability of
failing to find a solution is close to zero. To the best of our
knowledge, this is the first work in the literature that proposes
a mechanism for radius selection dependent on both the fading
channel matrix and the noise statistics.
The remaining of this paper is organized as follows. Section
II briefly introduces the basics of DL and DNN. Section III
presents the system model. Section IV describes the proposed
DL-based sphere decoding algorithm. In Section V, an analyt-
ical expression for the expected complexity of the proposed
algorithm is derived. Simulation results are provided in Section
VI, and conclusions are drawn in Section VII.
A. Notations
Throughout the paper, (·)∗ is used for the complex conju-
gate, (·)T is used for transpose, (·)H is used for Hermitian, | · |
represents the absolute value operator1 b·e is the operation that
rounds a number to its closest integer, ∅ denotes the empty set,
E{·} is the statistical expectation, xˆ is an estimate of x, the
symbol I denotes the identity matrix, and the Frobenius norm
of vector a is denoted by ‖a‖.
The inverse of matrix A is denoted by A−1. Re{·} and
Im{·} denote real and imaginary operands, respectively. The
gradient operator is denoted by ∇. The m-dimensional com-
plex, real, and complex integer spaces are denoted by Cm, Rm,
and CZm, respectively. Finally, the circularly symmetric com-
plex Gaussian distribution with mean vector µ and covariance
matrix Σ is denoted by CN (µ,Σ).
II. DNN FOR DEEP LEARNING
Deep learning is a subset of artificial intelligence and
machine learning that uses multi-layered nonlinear process-
ing units for feature extraction and transformation. On the
contrary to the conventional machine learning techniques, the
performance of the DL techniques significantly improve as
the number of training data increases. Most of the modern
DL techniques have been developed based on artificial neural
network and are referred to as DNN.
1For the sets, it represents the cardinality.
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Fig. 1: A typical DNN with three hidden layers.
A DNN is a fully connected feedforward neural network
(NN) composed of several hidden layers and the neurons
between the input and output layers. It is distinguished from
the conventional NN by its depth, i.e., the number of hidden
layers and the number of neurons. A larger number of hidden
layers and neurons enables a DNN to extract more meaningful
features and patterns from the data. From a mathematical point
of view, a DNN is a “universal approximator”, because it can
learn to approximate any function z = Υ(x) mapping the input
x ∈ Rm to the output z ∈ Rn. By employing a cascade of L
nonlinear transformations on the input x, a DNN approximates
z as
z ≈ T(L)
(
T(L−1)
( · · ·T1(x;θ1);θL−1);θL), (1)
with
T(`)
(
x;θ`
)
, A`
(
W`x + b`
)
, ` = 1, · · · , L, (2)
where θ` ,
(
W` b`
)
denotes the set of parameters, W` ∈
Rn`×n`−1 (where n0 = m, nL = n) and b` ∈ Rn` represents
the weights and biases, and A` is the activation function of
the lth layer. The activation function is individually applied
to each element of its input vector in order to produce non-
linearity. The weights and biases are usually learned through
a training set with known desired outputs [29]. Fig. 1 shows
a typical DNN with three hidden layers.
III. SYSTEM MODEL
We consider a spatial multiplexing MIMO system with
m transmit and n receive antennas. The vector of received
basedband symbols, y ∈ Cn×1, in block-fading channels is
modeled as
y = Hs + w, (3)
where s = [s1, s2, · · · , sm]T ⊂ CZm denotes the vector
of transmitted complex symbols drawn from an arbitrary
constellation D, H ∈ Cn×m is the channel matrix, and
3w ∈ Cn×1 is the zero-mean additive white Gaussian noise
(AWGN) with covariance matrix Σw = σ2wI. The channel
from transmit antenna j to receive antenna i is denoted by
hij .
The vector s spans the “rectangular” m-dimensional com-
plex integer lattice Dm ⊂ CZm, and the n-dimensional vector
Hs spans a “skewed” lattice for any given lattice-generating
matrix H. With the assumption that H is perfectly estimated at
the receiver, MLD of the vector s in (3) given the observation
vector y, leads to the following integer LS problem:
min
s∈Dm⊂CZm
∥∥y −Hs∥∥2. (4)
As seen, the integer LS problem in (4) is equivalent to
finding the closest point in the skewed lattice Hs to the
vector y in the Euclidean sense. For large values of m and
high-order modulation, exhaustive search is computationally
unaffordable.
Sphere decoding can speed up the process of finding the
optimal solution by searching only the points of the skewed
lattice that lie within a hypersphere of radius d centered at the
vector y. This can be mathematically expressed as
min
s∈Dm⊂CZm
‖y−Hs‖26d2
∥∥y −Hs∥∥2. (5)
It is obvious that the closest lattice point inside the hypersphere
is also the closest point for the whole lattice. The main
problem in sphere decoding is how to choose d to avoid a
large number of lattice points inside the hypersphere and at
the same time guarantee the existence of a lattice point inside
the hypersphere for any vector y.
To achieve MLD error performance, SDIRS is required
since for any hypersphere radius ri, there is always a non-
zero probability that this hypersphere does not contain any
lattice point. When no lattice point is available, the search
radius needs to be increased from ri to ri+1, and the search is
conducted again. This procedure continues until the optimal
solution is obtained. While SDIRS substantially improve on
the complexity of MLD from an implementation standpoint,
the average and worst-case complexity can still be huge when
there are no lattice points in the hypersphere with radius ri, but
many in the hypersphere with radius ri+1. Hence, the choice
of ri’s is critical.
IV. DL-BASED SPHERE DECODING
The main idea behind our proposed DL-based sphere de-
coding algorithm is to implement SDIRS for a small number
of intelligently learned radiuses. That is, ri’s are learned and
chosen intelligently by a DNN. DL-based sphere decoding
makes it possible to choose the decoding radiuses based on
the noise statistics and the structure of H. This significantly
increases the probability of successful MLD with searching
over only a small number of lattice points.
In the proposed DL-based sphere decoding, the Euclidean
distance of the q closest lattice points to vector y in the skewed
lattice space is reconstructed via a DNN (as the DNN output)
prior to sequential sphere decoding implementations. Then,
these q learned Euclidean distances are used as radiuses of
the hyperspheres in sphere decoding implementations. The
value of q is chosen small due to computational complexity
consideration. Ideally, if the distances are produced with no
error, q = 1 is sufficient for the optimal decoding with the
lowest complexity, since the radius is the distance of y to
the optimal MLD solution. This radius for sphere decoding
guarantees the existence of a point inside the hypersphere
and actually only the optimal point is inside the hypersphere.
However, since a DNN is an approximator, there is the
possibility that no points lies within the hypersphere with the
learned radius. Thus, instead of learning the closest distance
only, q closest Euclidean distances are learnt by the DNN to
increase the probability of finding the optimal lattice point.
Since for any finite value of q, still there is the possibility that
no lattice point lies within the hypersphere with the largest
learned radius, a suboptimal detector, such as MMSE with
rounding or NC with optimal ordering is employed in order
to avoid failure in decoding.
Let us define the Euclidean distance between y and the ith
lattice point in the skewed lattice, i.e., Hsi, as
ri ,
∥∥y −Hsi∥∥, i = 1, 2, · · · , |D|m, (6)
where |D| is the cardinality of the constellation D. Further, by
ordering ri as follows,
ri1 < ri2 < · · · < riq < riq+1 < · · · < ri|D|m , (7)
the desired q × 1 radius vector r is given as
r , [ri1 ri2 · · · riq ]T . (8)
In the proposed DL-based sphere decoding algorithm, the
DNN, Φ(x;θ), reconstructs the radius vector r at its output
layer as
rˆ = Φ(x;θ), (9)
where
x ,
[
y¯ y˜ h¯11 h˜11 · · · h¯nm h˜nm
]T
, (10)
y¯ = Re
{
yT
}
, y˜ = Im
{
yT
}
, huv , h¯uv + ih˜uv , and θ ,
[θ1, θ2, · · · , θK ]T . The vector x represents the input vector of
the DNN, and θ is the vector of all parameters of the DNN.
The proposed DL-based sphere decoding is composed of
an off-line training phase, where the parameters of the DNN
is obtained by employing training examples, and a decoding
phase where the transmit vector is decoded through sphere
decoding or a suboptimal detector. In the following subsection,
these two phases are explained in details.
A. Training Phase
A three layers DNN with one hidden layer is considered
for the training phase, where the numbers of neurons in each
layers are 2n(m+1), 128, and q, respectively. Clipped rectified
linear unit with the following mathematical operation is used
as the activation function in the hidden layers:
f(u) =

0, u < 0.
u, 0 6 u < 1
1, u > 1
. (11)
4Algorithm 1 DL-based sphere decoding algorithm
Input: y, H, Φ(·,θ), q
Output: sˆ
1: Stack y and H as in (10) to obtain x;
2: Obtain the q radiuses through the trained DNN as rˆ =
Φ(x,θ) = [rˆi1 rˆi2 · · · rˆiq ]T ;
3: c = 1;
4: Implement sphere decoding for radius rˆic ;
5: if Dsp(y, rˆic) 6= null
6: sˆ = Dsp(y, rˆic);
7: else
if c < q
8: c = c+ 1 and go to 4;
9: else
10: sˆ = Dsb(y);
11: end
12: end
It should be mentioned that an SNR dependent DNN, in which
the structure of the DNN is designed to be adaptive to the SNR
value, can also be employed to further reduce computational
complexity. For the sake of simplicity, the structure of the
DNN is considered the same for all SNR values in this paper.
In the training phase, the designed DNN is trained with
independent input vectors, given as
x(i) ,
[
y¯(i) y˜(i) h¯
(i)
11 h˜
(i)
11 · · · h¯(i)nm h˜
(i)
nm
]T
(12)
for i = 1, 2, · · · , N to obtain the parameter vector θ of the
DNN by minimizing the following mean-squared error (MSE)
loss function:
Loss(θ) , 1
N
N∑
i=1
∥∥∥r(i) − Φ(x(i);θ)∥∥∥2, (13)
where r(i) is the desired radius vector when x(i) is used
as input vector. To achieve faster convergence and decrease
computational complexity, an approximation of the MSE loss
function in (13) is computed for mini-batches of training
examples at each iteration t as
ft(θ) ,
1
M
M∑
i=1
∥∥∥r(M(t−1)+i) − Φ(x(M(t−1)+i);θ)∥∥∥2, (14)
where M is the mini-batch size, and B = N/M is the
number of batches. By choosing M to be considerably small
compared to N , the complexity of the gradient computation
for one epoch, i.e., ∇θft(θt−1), t = 1, 2, · · · , B, remarkably
decreases when compared to ∇θLoss(θ), while the variance
of the parameter update still decreases.
During the training phase, for each SNR value, elements
of the transmitted vector s(i), elements of the fading channel
matrix H(i), and elements of the noise vector w(i), i =
1, · · · , N , are independently and uniformly drawn from D,
fh(h), and CN
(
0, σ2w
)
, respectively, where fh(h) denotes
the distribution of the fading channel. Then, the real and
imaginary parts of the observation vectors during training, i.e.,
y(i) = H(i)s(i) + w(i), along with H(i) are stacked as in (12)
and fed to the DNN to minimize the MSE loss function in
(14). For each input training vector x(i), the corresponding
desired radius vector r(i) is obtained by employing SDIRS
with a set of heuristic radiuses. Finally, the parameter vector
of the DNN is updated according to the input-output vector
pairs (x(i), r(i)) by employing the adaptive moment estimation
stochastic optimization algorithm, which is also referred to as
Adam algorithm [30].
The details of the Adam algorithm can be described as
follows. At the tth iteration, t = 1, · · · , B, the ith parameter
θi is updated as
θi,t = θi,t−1 − η αˆi,t√
δˆi,t + 
, (15)
where θ0 = [θ1,0, θ2,0, · · · , θK,0]T is random initial value, η
is the learning rate that determines the step size of the update
and
αˆi,t ,
αi,t
1− βt1
(16a)
δˆi,t ,
δi,t
1− βt2
(16b)
αi,t , β1αi,t−1 + (1− β1)gi,t (16c)
δi,t , β2δi,t−1 + (1− β2)g2i,t (16d)
gi,t , ∇θift(θt−1) (16e)
with β1, β2, and  being constant values. Appropriate default
settings are β1 = 0.9, β2 = 0.999, and  = 10−8. Empirical
results demonstrate that Adam algorithm works well compared
to other stochastic optimization methods, such as RMSProp
[31]. In particular, it exhibits a fast convergence and does not
stuck at saddle points by considering the past gradients during
the parameters update.
B. Decoding Procedure
In the decoding phase, first, the received vector y and fading
channel matrix H are fed to the trained DNN in the form of
(10) to produce the radius vector rˆ , [rˆi1 rˆi2 · · · rˆiq ]T ; then,
the transmitted signal vector is decoded by Algorithm 1, where
sphere decoding is conducted recursively with the learned
radiuses by the DNN, followed by a suboptimal detection if
the sphere decoding fails to find the solution. Sphere decoding
implementation with decoding radius rˆic fails to find a solution
when
C(y, rˆic) ,
{
s ∈ Dm∣∣∥∥y −Hs∥∥2 ≤ rˆ2ic} = ∅ (17)
that is, there is no lattice point inside the hypersphere with
radius rˆic . To help the presentation, define
Dsp(y, rˆic) ,

min
s∈Dm⊂CZm
‖y−Hs‖26rˆ2ic
∥∥y −Hs∥∥2, if C(y, rˆic) 6= ∅
null, if C(y, rˆic) = ∅.
(18)
5CDL(m,σ
2) = lim
U→∞
1
U
U∑
u=1
q∑
c=1
m∑
k=1
∞∑
v=0
Fsp(k)Ψ2k(v)× γ
( rˆ2ic,u
σ2w + v
, n−m+ k
)(
γ
( rˆ2ic,u
σ2w
, n
)
− γ
( rˆ2ic−1,u
σ2w
, n
))
+
(
m3 +
5m2
2
+ nm2 + 3mn− m
2
)(
1− 1
U
U∑
u=1
γ
( rˆ2iq,u
σ2w
, n
))
+ Fdn. (24)
On the other hand, if no point is found by the q rounds
of sphere decoding, MMSE is employed as the suboptimal
detector, in which the solution is obtained as
Dsb(y) =
⌊
(HHH + γ¯−1I)−1HHy
⌉
, (19)
where γ¯ is the average SNR. Simulation result show that due
to the intelligent production of the radiuses via a DNN, the
probability of decoding through suboptimal detector is very
close to zero.
V. EXPECTED COMPLEXITY OF THE DL-BASED SPHERE
DECODING
In this section, the expected complexity of the proposed
DL-based sphere decoding algorithm in the decoding pahse
is analytically derived. Since the DNN is trained once and is
used for the entire decoding phase, the expected complexity
of the training phase is not considered.
Lemma 1. The expected complexity of the proposed DL-based
sphere decoding algorithm is obtained as
CDL(m,σ
2) =
q∑
c=1
m∑
k=1
∞∑
v=0
Fsp(k)Ψ2k(v) (20)
× E
{
γ
( rˆ2ic
σ2w + v
, n−m+ k
)(
γ
( rˆ2ic
σ2w
, n
)
− γ
( rˆ2ic−1
σ2w
, n
))}
+
(
1− E
{
γ
( rˆ2iq
σ2w
, n
)})
Fsb + Fdn,
where rˆi0 = 0, γ(·, ·) is the lower incomplete gamma function,
Ψ2k(v) is the number of ways that v can be represented as
the sum of 2k squared integers,
Fsb = m
3 +
5m2
2
+ nm2 + 3mn− m
2
, (21)
Fdn =
L−1∑
i=0
2ni+1ni, (22)
and Fsp(k) is the number of elementary operations includ-
ing complex additions, subtractions, and multiplications per
visited point in complex dimension k in sphere decoding.
Proof. See the appendix.
As seen from the proof in the appendix, Fsb and Fdn
represents the number of elementary operations employed by
the MMSE suboptimal detector in (19) and DNN, respectively.
Also, the term γ(rˆ2ic/σ2w, n) in (20) is the probability of finding
at least a lattice point inside the hypersphere with the learned
radius rˆic , which is written as
pˆic , γ
( rˆ2ic
σ2w
, n
)
=
∫ rˆ2ic
σ2w
0
tn−1
Γ(n)
exp(−t)dt, (23)
where pˆi0 = 0.
By replacing the statistical expectation with sample mean
based on importance sampling, one can write the expected
complexity of the DL-based algorithm as in (24), where the
subscript u represents the index of sample in importance
sampling.
For M2-QAM constellation, Fsp(k) = 8k + 20 + 4M , and
Ψ2k(v) for 4-QAM, 16-QAM, and 64-QAM is respectively
given as [32]
Ψ2k(v) =
{(
2k
v
)
, if 0 6 v 6 2k
0 otherwise,
(25)
Ψ2k(v) =

2k∑
j=0
1
22k
(
2k
j
)
Ω2k,j(v), if v ∈ Ξ
0 otherwise,
(26)
and
Ψ2k(v) =

∑
ξ0,ξ1,ξ2,ξ3
1
42k
Ω2k,ξ0,ξ1,ξ2,ξ3(v), if v ∈ Q
0, otherwise
(27)
where Ω2k,j(v) is the coefficient of λv in the polynomial
(1 + λ+ λ4 + λ9)j(1 + 2λ+ λ4)2k−j , (28)
the set Ξ contains the coefficients of the polynomial in (28)
for k = 1, · · · ,m and j = 0, · · · , 2k, Ω2k,ξ0,ξ1,xi2,xi3(v) is
the coefficient of λv in the polynomial(
2k
ξ0, ξ1, ξ2, ξ3
)( 7∑
e0=0
λe
2
0
)ξ0(
λ+
6∑
e1=0
λe
2
1
)ξ1
(29)
×
(
λ+ λ4 +
5∑
e2=0
λe
2
2
)ξ2(
− 1− λ16 +
4∑
e3=0
2λe
2
3
)ξ3
,
where ξ0 + ξ1 + ξ2 + ξ3 = 2k,
(
2k
ξ0,ξ1,ξ2,ξ3
)
= (2k)!/(ξ0!ξ1!ξ2!ξ3!),
and the set Q contains the coefficients of the polynomial in
(29) for k = 1, · · · ,m.
VI. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed
DL-based sphere decoding algorithm through several simula-
tion experiments.
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Fig. 2: Performance comparison of the proposed DL-based sphere decoding algorithm (q = 3 and q = 10) and the SDIRS (MLD performance)
in [32].
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Fig. 3: Ratio of the average decoding time in the proposed DL-based
algorithm, TAve−DL, to the average decoding time in the SDIRS
algorithm, TAve−SDIRS, in [32].
A. Simulation Setup
We consider a 10×10 spatial multiplexing MIMO system in
Rayleigh block-fading channel where 16-QAM and 64−QAM
are employed. These configurations result in skewed lattices
with 420 and 440 lattice points, respectively. The elements
of the fading channel matrix are modeled as independent
and identically distributed (i.i.d.) zero-mean complex Gaussian
random variables with unit variance. The additive white noise
is modeled as a complex-valued Gaussian random variable
with zero-mean and variance σ2w for each receive antennas.
Without loss of generality, the average SNR in dB is defined
20 22 24 26 28 30
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10-4
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100
14 16 18 20 22 24
Fig. 4: Ratio of the maximum decoding time in the proposed DL-
based algorithm, TMax−DL, to the maximum decoding time in the
SDIRS, TMax−SDIRS, in [32].
as γ , 10 log
(
mσ2s/σ2w
)
, where σ2s is the average signal power.
In the training phase, 1000 batches of training data, i.e.,
B = 1000, are employed where each batch contains M = 20
input vectors. The learning rate, η, of the Adam optimization
algorithm is set as 0.001.
Unless otherwise mentioned, q = 10 and q = 3 are con-
sidered, and MMSE is employed as the suboptimal detector.
The performance of the proposed DL-based sphere decoding
algorithm in terms of bit error rate (BER) and computational
complexity is obtained from 106 Monte Carlo trials for each
SNR value. The computational complexity of the proposed
7algorithm is evaluated in terms of average decoding time,
maximum decoding time, and complexity exponent, which is
defined as
ec , log
C(m,σ2w)
logm
.
The performance comparison of the DL-based sphere decoding
algorithm with the SDIRS algorithm in [32] is performed with
the same sets of fading channel matrixes, transmit vectors, and
noise vectors.
B. Simulation Results
Fig. 2 illustrates the BER of the proposed DL-based sphere
decoding algorithm versus the average SNR. The MLD per-
formance is also shown for comparison, which was obtained
by employing SDIRS algorithm with pc(i) = 1 − 0.99i
at the ith sphere decoding implementation as suggested in
[32]. As seen, the proposed DL-based algorithm exhibits BER
performance close to that in MLD over a wide range of
SNRs. This behaviour shows that sequential sphere decoding
implementation with the learned radiuses reaches the optimal
solution. Moreover, as seen, by increasing q, the BER de-
creases. However, the performance gap between the DL-based
sphere decoding algorithm with q = 3 and the one with q = 10
is insignificant for higher SNR values. In other words, having
q = 3 is sufficient to find a close-to-optimal result for BERs
below 10−3.
In Fig. 3, the ratio of the average decoding time in the
proposed DL-based algorithm to the average decoding time in
the SDIRS algorithm in [32] is shown. As seen, the average
decoding time in the DL-based algorithm is significantly lower
than the one in [32] when 14 6 γ 6 23.3 dB for 16-QAM,
and when 20 6 γ 6 29.8 dB for 64-QAM. For example,
this ratio is almost 10000 at 22 dB SNR for 64-QAM. The
reason for this reduction in complexity is that the number of
lattice points inside the decoding hypersphere, and thus the
size of the search tree decreases in the average sense when
the radiuses of the hyperspheres are intelligently learnt by a
DNN. On the other hand, the sphere decoding algorithm in
[32] exhibits a lower computational complexity compared to
the proposed DL-based algorithm when γ > 23.3 dB for 16-
QAM, and when γ > 29.8 dB for 64-QAM. The reason is that
at high SNR values, it is unlikely for the lattice to collapse in
one or more dimension, an event that significantly increases
the number of points in the hypersphere for the scheme in
[32]. One possible way to improve the proposed method is to
consider SNR-based DNN, especially at high SNR values.
Fig. 4 shows the ratio of the maximum decoding time in the
proposed DL-based algorithm to that in the SDIRS algorithm
in [32]. As seen, the DL-based sphere decoding algorithm
outperforms the algorithm in [32]. This shows that the size
of the search tree in the DL-based sphere decoding is much
smaller than the one in the algorithm in [32] in the worst-case
sense.
In Fig. 5, the average number of lattice points (in the
logarithmic scale) falling inside the decoding hypersphere in
the DL-based sphere decoding algorithm is compared with
the one in the SDIRS algorithm in [32]. As seen, the average
number of lattice points in the DL-based algorithms is below
0.1761 (in the non logarithmic scale, bellow 1.5), while this
is much higher in the SDIRS algorithm.
Fig. 6 compares the complexity exponent of the proposed
DL-based sphere decoding algorithm in (24) with that of
the algorithm in [32]. As expected, the DL-based algorithm
exhibits a lower complexity exponent when the average SNR
is below 23 dB. Also, its complexity exponent shows the same
trend as its average decoding time in Fig. 3. This confirms the
validity of the theoretical result in (24).
VII. CONCLUSION
A low-complexity solution for integer LS problems based
on the capabilities of DL and sphere decoding algorithm
was proposed in this paper. The proposed solution leads to
efficient implementation of sphere decoding for a small set
of intelligently learned radiuses. The BER performance of
the DL-based sphere decoding algorithm is very close to
that in MLD for high-dimensional integer LS problems with
significantly lower computational complexity. The expected
complexity of the proposed algorithm based on the elementary
operations was derived, and its effectiveness in term of BER
and computational complexity for high-dimensional MIMO
communication systems, using higher-order modulations, was
shown through simulation. While the integer LS problem in
this paper was formulated for MIMO communication systems,
it is a promising solution for other situations when integer LS
problems are encountered, such as multi-user communications,
relay communications and more.
APPENDIX I
The expected complexity of sphere decoding implementa-
tion for radius d is given as [32]
C(m,σ2w, d) =
m∑
k=1
Fsp(k)
∞∑
v=0
γ
( d2
σ2w + v
, n−m+ k
)
Ψ2k(v).
(30)
By employing (30) and following the same procedure as
in [32], the expected complexity of the SDIRS algorithm for
r1 < r2 < · · · < rq is obtained as
C(m,σ2w, r1, · · · , rq) =
q∑
c=1
(pc − pc−1)
m∑
k=1
Fsp(k) (31)
×
∞∑
v=0
γ
( r2c
σ2w + v
, n−m+ k
)
Ψ2k(v),
where p0 = 0, and pc, 0 < c 6 q, is the probability of finding
at least a lattice point inside the hypersphere with radius rc,
which is obtained by replacing rc with rˆic in (23).
The probability that a solution is not found during the
sphere decoding implementation for the hypeespheres with
radiuses r1, r2, · · · , rq equals (1 − pq). Hence, the proposed
DL-based sphere decoding algorithm obtains the solution
through a suboptimal detector with probability (1− pq). This
leads to (1 − pq)Fsb additional average complexity given a
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Fig. 5: The average number of lattice points (in the logarithmic scale) falling inside the search hypersphere in the DL-based sphere decoding
algorithm and the SDIRS algorithm in [32].
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Fig. 6: Complexity component of the proposed DL-based algorithm
(q = 3 and q = 10) and the SDIRS algorithm in [32] for 16-QAM
modulation.
suboptimal detector with Fsb elementary operations. For the
MMSE detector in (19), the number of elementary operations
of (HHH+γ¯−1I) is nm2+m(n−m2 )+m2 , the matrix inversion
in (19) requires m3 + m2 + m elementary operations, HHy
requires m(2n− 1) elementary operations, and the product of
(HHH + γ¯−1I)−1 and HHy requires 2m2 − m elementary
operations [33]. Thus, the total elementary operations in the
MMSE detection is given as in (21).
Moreover, there is Fdn elementary operations due to the
DNN computations. The number of multiplication and addition
in the `th layer of a DNN with n` neurons is 2n`n`−1, where
n`−1 is the number of neurons in the (`− 1)th layer. Hence,
for a L-layer DNN with n0, · · ·nL neurons in each layer, Fdn
is given as in (22).
By employing (31) and including (1 − pq)Fsb and Fdn,
the expected complexity of the proposed DL-based sphere
decoding algorithm given the learned radiuses rˆi1 , · · · , rˆiq is
obtained as
CDL(m,σ
2
w, rˆi1 , · · · , rˆiq ) =
q∑
c=1
(pˆic − pˆic−1)
m∑
k=1
Fsp(k)
×
∞∑
v=0
γ
( rˆ2ic
σ2w + v
, n−m+ k
)
Ψ2k(v) + (1− pˆiq )Fsb + Fdn,
(32)
where pˆic is given in (23). Finally, since rˆi1 , · · · , rˆiq and thus
pˆi1 , · · · , pˆiq are random variables, one can write the expected
complexity of the DL-based sphere decoding as in (20).
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