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Resumen
Este trabajo tuvo como objetivo identificar la necesidad de implementar nuevas pruebas diagnósticas para
enfermedades virales indeterminadas en aves, para el caso de un laboratorio de diagnóstico veterinario por
biología molecular en Bogotá, Colombia. Así, por medio de la depuración de la base de datos y su posterior
análisis por árboles de decisión CHAID, Random Forest y Regresión logística. La metodología de árbol
CHAID se aplicó para identificar las variables más importantes en relación con la variable respuesta. Los
resultados de éste, indican que las variables de mayor impacto en la variable respuesta son las variables de
Departamento, Técnica y Prueba solicitada, lo cual coincide con los resultados obtenidos por Random
Forest y por el modelo de Regresión logística. En cuanto a este último, se planteó un modelo binario de la
variable respuesta (Resultado) con dos opciones: positivo o negativo y con 6 factores como variables
independientes. Las tres metodologías aplicadas dan cuenta del desequilibrio de los datos, con una alta
especificidad por el nivel negativo del factor Resultado, lo que da respuesta al objetivo planteado, pues se
identifica la necesidad de implementar nuevas pruebas diagnósticas para enfermedades virales
indeterminadas en aves.
Palabras clave: (CHAID), (aves), (Random forest), (PCR), (Regresión logística).
Summary
This document aimed to identify the need to implement new diagnostic tests for undetermined viral diseases
in birds, in the case of a molecular biology veterinary diagnostic laboratory in Bogotá, Colombia. Thus,
through the purification of the database and its subsequent analysis by decision trees CHAID, Random
Forest and Logistic Regression. The CHAID tree methodology was applied to identify the most important
2variables in relation to the response variable. The results of this indicate that the variables with the greatest
impact on the response variable are the variables of Department, Technique and Test requested, which
coincides with the results obtained by Random Forest and by the Logistic Regression model. Regarding the
latter, a binary model of the response variable (Result) was proposed with two options: positive or negative
and with 6 factors as independent variables. The three methodologies applied account for the imbalance of
the data, with a high specificity due to the negative level of the Result factor, which responds to the
objective set, since the need to implement new diagnostic tests for undetermined viral diseases in birds is
identified.
Key words: (CHAID), (birds), (Random Forest), (PCR), (Logistic regression).
I. INTRODUCCIÓN
El sector avícola se ve económicamente afectado por virus causantes de enfermedades respiratorias en aves
de circulación mundial, generando pérdidas anuales de millones de dólares, no solo por la pérdida en
producción sino también por las pérdidas económicas generadas por las restricciones comerciales (Rehan , et
al., 2019). En Colombia, el organismo de control agropecuario, el Instituto Colombiano Agropecuario ICA,
al ser miembro de la Organización Mundial de Sanidad Animal-OIE, adopta la lista de enfermedades de
notificación obligatoria estipulada por estos estos (World Organisation for Animal Health, 2020), y
estableció a través de la resolución 3714 del 2015 las 124 enfermedades de control oficial que afectan la
producción pecuaria del país, las cuales deberán ser notificadas a este organismo en caso de ser identificadas
(Instituto Colombiano Agropecuario, 2015).
Dentro de las enfermedades de control oficial aviar se encuentra la enfermedad de Newcastle-NDV
(Instituto Colombiano Agropecuario, 2015), la cual es causada por el Avulavirus 1 (AAVV-1) o
Paramixovirus aviar 1 (APMV-1) (Peeters & Koch, 2019) y es altamente contagiosa, debido a que las aves
infectadas eliminan constantemente el virus en sus heces y secreciones respiratorias, contaminando así el
alimento y el agua, de igual manera se ha reportado la presencia de partículas virales en el aire a una
distancia de 64m (Rehan , et al., 2019), es por esto que donde al estar infectada un ave, las demás podrán
estarlo en un lapso de 2 a 6 días (World Organisation for Animal Health, 2020), por lo que su diagnóstico
debe ser oportuno, teniendo en cuenta que no se cuenta con tratamiento y que las cepas extremadamente
virulentas pueden infectar a un gran número de aves en muy corto tiempo llegando a una mortalidad del
100%, afectando también la caída en la producción de huevos.
La OIE ha reconocido a la secuencia de división de la proteína F como un factor principal para la
determinación de la virulencia del virus de Newcastle y a la proteína de matriz M como la más importante
para la unión del virus y la fusión con la membrana celular del huesped (Rehan , et al., 2019), por lo cual es
la proteína blanco para el diagnóstico molecular por la prueba de Reacción en Cadena de la Polimerasa,
conocida por sus siglas en inglés como PCR.
La técnica molecular de PCR es un ensayo enzimático altamente sensible usado para la amplificación de un
fragmento de ADN o ARN específico, permitiendo la obtención del fragmento deseado tanto como se
desee. Cada ensayo de PCR requiere de un molde de ADN, cebadores o iniciadores formados por una
secuencia de ADN complementaria al ADN objetivo a detectar y amplificar, nucleótidos (adenina, guanina,
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3citocina y timina) y la enzima ADN polimerasa, la cual se encarga de la unión de nucleotidos para la
formación de un producto de PCR (Garibyan & Avashia , 2013). Existen varios tipos de PCR, pero para el
alcance de este documento solo se hará mención de las aquí trabajadas, a saber, PCR Anidada, PCR en
Tiempo Real, RT PCR Semianidada, RT PCR Tiempo Real y de la técnica de secuenciación.
La PCR Anidada es una modificación de la PCR que busca mejorar la sensibilidad y especificidad de la
técnica, usando dos cebadores y dos reacciones de PCR sucesivas, sin embargo, puede presentarse
contaminación por arrastre de la reacción debido a la manipulación adicional de los productos del amplicón,
por lo que se requiere que cada fase del proceso se realice en áreas fisicas completamente separadas (Carr,
Williams, & Hayden, 2010).
La PCR en Tiempo Real (qRT-PCR), es una PCR cuantitativa que proporciona información más allá de la
detección de ADN, ya que permite conocer cuanto ADN o gen específico está presente en la muestra
(Garibyan & Avashia , 2013).
La RT PCR o PCR de transcripción inversa es usada para la detección y amplificación de ARN, permitiendo
detectar la expresión de determinados genes, siendo la técnica más sensible entre las diferentes herramientas
de diagnóstico molecular desarrolladas para la detección de NDV (Rehan , et al., 2019). El proceso inicia
con la extracción del ARNtotal, separando la fracción del ARNmensajero, posterior a su purificación el
ARN es transcrito a ADN a través de la transcriptasa inversa. La PCR semianidada es una modificación de
la PCR anidada, donde solamente se usa un primer cebador, siendo más sensible que la PCR anidada, sin
embargo, la posibilidad de contaminación cruzada es latente (Perera & Acevedo, 2018). La técnica de RT
PCR en Tiempo Real permite la detección y medición de los productos generados durante cada ciclo del
proceso de PCR, su aplicación fue posible gracias a la introducción de una sonda de oligonucleótidos que
permite la hibridación dentro de la secuencia blanco (Applied Biosystems, 2017).La técnica de
secuenciación permite determinar la secuencia de nucleótidos de ADN, lo cual es fundamental para el
conocimiento de un gen que codifica para proteínas específicas (Griffiths , 2012). Esta técnica es aplicada
después de la PCR.
La enfermedad de Newcastle, debido a su sintomatología respiratoria (jadeo, tos, estornudos), nerviosa
(temblor, parálisis, cuello retorcido, espasmos) y digestiva (diarrea), puede ser confundida clínicamente con
enfermedades del complejo respiratorio como Influenza Aviar-AIV, Laringotraqueitis-ILTV y Bronquitis
infecciosa-IBV (Instituto Colombiano Agropecuario), es por esto que el diagnóstico de laboratorio debe
realizarse como un diagnóstico diferencial para estos 3 virus.
Considerando el estatus de Colombia como país libre del virus de la Influenza aviar tal y como se encuentra
expuesto en la resolución ICA 1610 de 2010 y el cual se ha mantenido en los programas de vigilancia
epidemiológica activa y pasiva a lo largo de los años, y con miras a dar cumplimiento a la Ley 1255 de
2008, donde se estipula la creación de un programa que preserve el estatus sanitario como país libre de AIV
(Congreso de la República, 2008) sin vacunación (Patiño Quiroz, Baldrich- Romero, & Duque Patiño,
2017), se realiza una vigilancia epidemiológica pasiva donde en principio se busca diagnóstico para
NDV/AIV, donde, cuando arroja resultados negativos se procede al diagnóstico diferencial para ILT y IBV,
encontrando un alto porcentaje de resultados negativos para este diagnóstico, pero el animal continúa
presentando sintomatología clínica.
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mortalidad, es clave para la toma de decisiones de notificación ante el ente regulador, el ICA, y así de esta
manera disminuir el riesgo de propagación a través del diagnóstico oportuno, el cual podrá realizarse por
métodos indirectos y directos. Entre los indirectos se encuentran las pruebas serológicas, donde se busca
establecer la presencia de anticuerpos específicos al virus de Newcastle, siendo este el primer agente del que
se debe sospechar al identificar animales con signos y sintomas compatibles con este virus. Las pruebas
diagnósticas de laboratorio usadas en el diagnóstico indirecto son la Inhibición de la hemaglutinación y el
ensayo por inmunoabsroción ligado a enzimas, ELISA por sus siglas en inglés. Dentro del diagnóstico
directo se encuentran las pruebas moleculares, donde se busca la detección del material genético del agente
viral (DANE, 2015). El aislamiento viral y la identificación del genotipo para NDV son pruebas obligatorias
determinadas por el comercio internacional, siendo requeridas como diagnóstico confirmatorio; asimismo el
virus puede ser aislado de pool de tejidos, líquido alantoideo, secreciones respiratorias y fecales (Rehan , et
al., 2019).
Teniendo en cuenta lo anterior, se busca identificar la necesidad de implementar nuevas pruebas
diagnósticas para enfermedades virales indeterminadas en aves, pues existe un agente patógeno diferente a
estos virus, causante de la enfermedad en las aves, por lo que se hace necesario ampliar este tipo de
diagnóstico, donde se incluya el diagnóstico de otros patógenos respiratorios, en el marco del bienestar
animal, tal como lo estipula la Ley 1774 de 2016 y el Decreto 2113 de 2017.
II. REFERENTES TEÓRICOS
Los patógenos virales respiratorios aviares causan grandes pérdidas económicas en la industria avícola a
nivel mundial. Son varios los virus causantes de estas pérdidas, sin embargo, por el alcance del documento
solo se hará énfasis en 4 virus, debido a que son los patógenos virales de notificación obligatoria para
Colombia (OIE, 2020), tal como lo estipula la OIE.
Virus de la influenza aviar-AIV
Pertenece a la familia Orthomyxoviridae, el cual presenta altas tasas de mortalidad según la patogenicidad
de la cepa, sumado a esto, debido a su genoma viral tipo ARN es propenso al reordenamiento, lo que genera
el desarrollo de virus zoonóticos (Brown Jordan, Gongora, Hartley, & Oura , 2018). Hay 3 géneros de esta
familia que se clasifican según las diferencias antigénicas de las proteínas centrales, a saber, A, B, C. La
clasificación en subtipos se determina según las combinaciones de proteínas de hemaglutinina (HA) y
neuraminidasa (NA), las cuales se ubican en la superficie viral. La influenza tipo A, propia de las aves,
cuenta con 16 subtipos de HA y 9 subtipos de NA, lo que genera diversas combinaciones de HA y NA
(Poovorawan, Pyungporn, Prachayangprecha, & Makkoch, 2013).
Virus de la bronquitis infecciosa-IBV
El IBV hace parte de la familia Coronaviridae, es un ARN virus, causante de afecciones respiratorias
altamente infecciosas, debido a la variabilidad en su genoma, pueden dar lugar a la evolución continua de
nuevas cepas con diferentes niveles de patogenicidad (Jackwood, et al., 2005). La sintomatología más
común abarca jadeo, depresión, letargia, estornudos, dificultad para respirar, tos, secreción nasal y ojos
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5llorosos. En cuanto a lesiones internas se observa traqueítis hemorrágica, congestión mucosa, pulmones
hemorrágicos y ocasionalmente cianosis pulmonar (Khataby, Kichou, Loutfi, & Ennaji, 2016).
Virus de la enfermedad de Newcastle-NDV
Este virus pertenece a la familia Paramyxoviridae, donde la gravedad de la enfermedad varía según la cepa
infectante (Brown Jordan, Gongora, Hartley, & Oura , 2018). Sus cepas se clasifican en velogénicas
(altamente infecciosas, alcanzando una mortalidad hasta del 100%), de fácil propagación por inhalación o
ingestión. Los signos generales incluyen depresión, pérdida de apetito, sed excesiva, deshidratación severa y
fiebre. Las cepas mesogénicas afectan a aves adultas, mientras que las cepas lentogénicas no son patógenas
(Schirrmacher, 2017).
Virus de laringotraqueitis infecciosa-ILTV
Perteneciente a la familia Herpesviridae, puede persistir de por vida en las aves infectadas, de igual manera,
al estar presente en las granjas es de difícil eliminación (Brown Jordan, Gongora, Hartley, & Oura , 2018).
Siendo altamente contagiosa afecta el tracto respiratorio superior de las aves, ocasionando conjuntivitis,
sinusitis, secreción óculo-nasal, mucosidad sanguinolenta, senos orbitarios inflamados, moderada
mortalidad y disminución en la producción de huevos (Gowthaman, et al., 2020).
Lo anterior en cuanto a los virus tratados en este documento, a continuación se hace referencia a los
modelos estadísticos aplicados:
Árboles de decisión CHAID y Random Forest
Los árboles decisión hacen parte de los métodos de minería de datos, reportados por primera vez en 1960.
Son de fácil implementación, además presentan buena robustez y pueden ser usados tanto con variables
cualitativas como cuantitativas. Están conformados por nodos y ramas; de los primeros se pueden hallar 3
tipos: nodo raíz o nodo de decisión, nodos internos o nodos de azar, los cuales representan una de las
opciones disponibles en ese punto de la estructura del árbol, donde el borde superior del nodo está
conectado al nodo padre y el borde inferior al nodo secundario o nodo hoja, también conocidos como nodos
finales, estos representan el resultado final de la combinación de decisiones. Por otra parte, las ramas
representan el resultado o la ocurrencia fortuita que surgen de los nodos raíz y nodos internos; cada ruta
desde el nodo raíz hasta un nodo hoja representa una regla de decisión de clasificación (SONG & LU,
2015).
El método de árbol de decisión es una poderosa herramienta para clasificación, predicción, interpretación y
manipulación de datos, permitiendo describir resultados de investigaciones, ya que simplifica las relaciones
complejas entre las variables de entrada y las variables de destino, al dividir las variables de entrada en
subgrupos significativos. Existen varios algoritmos y paquetes de software disponibles para la creación de
modelos de árboles de decisión, entre ellos se encuentra CHAID (Detección automática de interacción
chi-cuadrado), el cual utiliza la prueba Chi-cuadrado para seleccionar la variable de entrada, la cual puede
ser categórica o continua (SONG & LU, 2015).
El algoritmo de Random Forest-RF consiste en la agregación de una gran cantidad de árboles de
clasificación y regresión, lo que resulta en una reducción de la varianza en comparación con los árboles de
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6decisión individuales. RF sigue reglas específicas para el crecimiento de árboles, por lo que se considera
más estable en la presencia de valores atípicos (Sarica, Cerasa, & Quattrone, 2017), así como también
cuenta con una alta precisión predictiva. Cada árbol de RF se construye sobre la base de una muestra
bootstrap, extraída de forma aleatoria del conjunto de datos a través del método CART y el método
Decrease Gini Impurity-DGI, como criterio de división (Couronné, Probst, & Boulesteix, 2018).
III. METODOLOGÍA
En los anexos, en la figura 1 se representa el diseño metodológico resumido en 4 fases.
Limpieza de la base
Los datos trabajados provienen de la base de datos de enfermedades virales en aves de un laboratorio de
Biología Molecular de un laboratorio de diagnóstico veterinario de Bogotá, Colombia, de 3 años, a saber,
2017, 2018 y 2019, cada año con su respectiva base de datos. Cada base cuenta con un total de 36 variables.
Se realizó la depuración de la base teniendo en cuenta las variables que pudieran dar respuesta al objetivo:
identificar la necesidad de implementar nuevas pruebas diagnósticas para enfermedades virales
indeterminadas en aves, para el caso de un laboratorio de diagnóstico veterinario por biología molecular en
Bogotá, Colombia, y a la hipótesis:
La hipótesis general fue la similitud o no de la proporción de las pruebas solicitadas respecto a los
resultados.
● H0: Hay homogeneidad entre las pruebas solicitadas respecto a los resultados positivo y negativo (la
proporción de las pruebas solicitadas es similar en resultados positivos y negativos).
● H1: No hay homogeneidad (la proporción de pruebas solicitadas difiere en resultados positivos y
negativos).
Seguido a esto, se unieron las 3 bases, para crear una sola y poder manejar los datos de manera conjunta.
Esta nueva base contaba en principio con 36.189 datos y 9 variables (Año, Municipio, Departamento, Línea
comercial, Tipo de muestra, Motivo de análisis, Prueba solicitada, Técnica y Resultado). Sin embargo,
teniendo en cuenta la problemática a resolver, el factor de Motivo de análisis se filtró por el nivel de
Vigilancia pasiva, lo que dejó un total de 11.874 datos.
Unidad muestral o unidad de análisis
La unidad muestral se definió como las muestras biológicas aviares procesadas para AIV, NDV, IBV y LTI
ingresadas por vigilancia pasiva al laboratorio de Biología Molecular durante el año 2017 al 2019, a saber,
11.874 muestras biológicas aviares.
Identificación de variables
Para dar respuesta a la problemática, las variables fueron definidas de la siguiente manera:
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Variables independientes o explicativas: año, prueba solicitada, tipo de muestra, línea comercial, técnica,
departamento.
Dado a que se contaba con demasiados municipios, esta variable solo fue usada para la identificación
geográfica del municipio con mayor cantidad de muestras remitidas al laboratorio, lo cual fue contrastado
con la variable de Departamento.
Diseño de la investigación
El presente estudio es de tipo descriptivo con enfoque cualitativo no experimental, debido a que se
caracterizan variables categóricas obtenidas de muestras biológicas de aves recibidas en un laboratorio de
diagnóstico veterinario de Colombia durante los años de 2017 a 2019 en el área de Biología Molecular.
Análisis estadístico: Elección de los modelos
Tablas de frecuencia
Se realiza una descripción de los datos mediante una tabla de frecuencia. Estas tablas son usadas cuando se
trabaja con variables categóricas, donde los datos son organizados en tablas de doble entrada, en las cuales
se obtienen las frecuencias organizadas que aportan información respecto a la relación que existe entre
ambos criterios. Anexos-Tabla 4.
Dado a la naturaleza de todas las variables con las que se cuenta, cualitativas, se escogieron los siguientes
modelos estadísticos para la realización del análisis:
Árbol de clasificación CHAID
Esta técnica se trabajó por segmentación o clasificación, debido a que las variables a trabajar son
categóricas, es decir, son variables que describen características que acompañan a la muestra y no influyen
en su resultado. Se tomó como variable dependiente la variable de "Resultado" y como posibles variables
predictoras a las independientes. Para esto se usó el software SPSS versión 22.
La configuración de los árboles fue la siguiente:
Árbol 1
Variables Departamento, Línea comercial, Tipo
de muestra, Prueba solicitada, Técnica.
Método CHAID
Nodo padre 4.000
Nodo hijo 500
Tipo Validación cruzada (10)
α 0.05
χ² Pearson
Tabla 1 Configuración árbol CHAID 1
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8El siguiente árbol se define según los resultados obtenidos en el primero, donde se identificó a la variable
"Técnica" como la variable de mayor impacto, por lo que se quiso saber el comportamiento de los árboles
sin ésta.
Árbol 2
Variables Departamento, Tipo de muestra,
Prueba solicitada, Línea comercial.
Método CHAID
Nodo padre 3.000
Nodo hijo 500
Tipo Validación cruzada (10)
α 0.05
χ² Pearson
Tabla 2 Configuración árbol CHAID 2
Para la elaboración del tercer árbol no se tuvo en cuenta la variable de línea comercial, ya que no fue
significativa en el árbol anterior.
Árbol 3
Variables Departamento, Tipo de muestra,
Prueba solicitada.
Método CHAID
Nodo padre 5.000
Nodo hijo 2.000
Tipo Validación cruzada (10)
α 0.05
χ² Pearson
Tabla 3 Configuración árbol CHAID 3
Random Forest
Se usó esta metodología debido a que elimina el sesgo que un modelo de árbol podría introducir en el
sistema. A través de este modelo se buscó evaluar la relación entre las variables explicativas y la variable
respuesta. Se calculó también la disminución media del coeficiente de Gini para estimar la importancia de
cada variable. Este análisis se realizó usando el software estadístico Rstudio, versión 1.2.1335, con la
librería "randomForest". Se realizó la selección de una muestra del 70%, como el tamaño de entrenamiento.
Para esto se convirtieron en factores todas las variables. Se determinó la semilla de 8311 datos. Una vez
ajustado el modelo se determinó la cantidad de árboles, a saber, 500. Finalmente se determinó la
importancia de las variables con base en el coeficiente de Gini y se graficó.
Una vez obtenido el modelo, se evaluó su precisión con el área bajo la curva ROC. Esto se realizó con la
librería "pROC", también del software Rstudio versión 1.2.1335.
Regresión Logística
Para el desarrollo de este modelo, se hizo la conversión de las variables a variables "Dummy". El modelo
se ejecutó tanto con todas las variables independientes así como con las aceptadas por el modelo de RF, esto
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9con el fin de determinar diferencias entre ambos modelos. Para esto se usó la librería ggplot2, del software
Rstudio. Una vez generado el modelo, se identifican las variables significativas y se excluyen los
predictores cuyo p-valor no es significativo, es decir, lo que son (>0.05), mejorando de esta manera el
modelo. Se evalúa el modelo a partir de la matriz de confusión y un ANOVA.
IV. RESULTADOS
Se realizan tablas de frecuencia para indicar el número de observaciones de cada una de las variables, tabla
4. A partir de esta tabla, la variable "Resultado", demuestra el desequilibrio de la base, donde los datos están
inclinados hacia el resultado negativo.
Se identifican los municipios de donde previene el mayor número de muestras que ingresan al laboratorio
por vigilancia pasiva según el año. Para el año 2017 el municipio de Cáqueza del departamento de
Cundinamarca con 85 ingresos, para el año 2018 el municipio de San Luis del departamento del Tolima con
364 ingresos, figura 2, y para el año 2019 el municipio de Inírida del departamento del Guainía, lo cual
contrasta con la cantidad de muestras recibidas para ese mismo año por departamento.
Figura 2 Ingreso de muestras por vigilancia pasiva 2018 por departamento
Se realizan tablas de contingencia de las variables predictoras en función de la variable dependiente
(Resultado). A partir de dichas tablas se determina que para el año 2018 ingresa la mayor cantidad de
muestras por vigilancia pasiva, 6.998 muestras de un total de 11.874, donde el 82% arrojaron resultados
negativos.
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En cuanto a la línea comercial, la clase que predomina es la de traspatio con resultados negativos. En la
clase de “varios” se agruparon las de menor proporción, a saber, zoocría (1), no aplica (12), silvestre (10),
combate (8) y plaza de mercado (1).
El tipo de muestra que más predomina es el hisopo con resultados negativos. En la clase de “otros” se
agruparon tráquea (26), cama de aves (43), pulmón (17) y tejidos (12).
La prueba mayormente solicitada es NDV en un 33%, donde de este porcentaje el 83% arrojó resultados
negativos. La segunda prueba solicitada en un 30% es AIV, donde no presenta ningún resultado positivo, lo
que concuerda con el estatus sanitario del país, al ser libre de AIV sin vacunación. La detección de AIV se
lleva a cabo a través de la técnica molecular de RT PCR en Tiempo Real Gen de Matriz. La detección de
IBV se lleva a cabo por la técnica RT PCR Tiempo Real Región Líder 5´. La detección de ILTV se realiza
por la técnica de PCR Tiempo Real Gen glicoproteína C y en casos en los que se obtienen resultados
positivos por PCR Anidada Gen TK. La detección de NDV se realiza en mayor proporción por la técnica de
RT PCR Tiempo Real Gen de Matriz, cuando se obtienen resultados positivos por esta técnica la muestra es
procesada por la técnica de RT PCR Semianidada Gen de Fusión; cuando por esta técnica se obtienen
resultados positivos, la muestra es procesada por la técnica de Secuenciación.
Figura 3 Técnica vs. Prueba solicitada
Árboles de decisión CHAID
Las variables independientes incluidas por el modelo son técnica y prueba solicitada. En el nodo raíz del
árbol, anexos-figura 4, se encuentran los 11.874 datos analizados, de ellos, 10.009 presentan resultados
negativos, lo que representa el 84,3% de la muestra y 1.865 presentan resultados positivos (15,7%). Se
busca comprobar si existen diferencias en las técnicas vs. no existen diferencias en las técnicas frente al
resultado de la prueba, y se observa que sí existen diferencias en las técnicas, debido a que genera 3
segmentos.
La variable que mejor ayuda a diferenciar los grupos es la Técnica, siendo esta la más significativa. En el
caso de la técnica de análisis, la RT PCR en Tiempo Real para la detección del Gen M, se presenta un total
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de 6.973 muestras biológicas con resultados negativos (94,4%) y el valor restante, 414 (5,6%) corresponde a
muestras biológicas con resultado positivo. Para la técnica de PCR en Tiempo Real para la detección del
Gen glicoproteína C se presentan 1058 muestras negativas (87,8%) y 147 muestras positivas (12,2%). Para
las demás técnicas, RT PCR en Tiempo Real para la detección de la región líder sentido 5´, RT PCR
Semianidada para la detección del Gen F, PCR Anidada para la detección del Gen TK y Secuenciación, se
encuentran 1.978 muestras negativas (60,3%) y 1.304 muestras positivas (39,7%). En el siguiente nivel del
árbol de decisión CHAID, se encuentran diferencias respecto a la técnica y el resultado con la prueba
solicitada. En el caso de la técnica de RT PCR en Tiempo Real para la detección del Gen M, se discrimina
por la prueba solicitada más significativa, AIV con 3.671 pruebas negativas, para un 100%, lo cual
corresponde con el estatus sanitario del país, y 3.302 pruebas negativas para NDV (88,9%) y 414 pruebas
positivas (11,1%), lo cual es coherente, pues el diagnóstico de AIV y NDV se realiza solamente con la
técnica de RT PCR en Tiempo Real para la detección del Gen M.
Se clasifica adecuadamente el 100% de los resultados negativos. Debe señalarse que el árbol no se equivoca
con los resultados de AIV, ningún resultado negativo para AIV fue clasificado como positivo, lo cual
iniciaría una alerta sanitaria en el país.
En el árbol de decisión, anexos-figura 5, las variables independientes incluidas son prueba solicitada, tipo de
muestra y departamento. El nodo raíz inicia con las 11.874 muestras analizadas.
Clasificación
Observado
Pronosticado
NEGATIVO POSITIVO Porcentaje correcto
NEGATIVO 10009 0 100,0%
POSITIVO 1865 0 0,0%
Porcentaje global 100,0% 0,0% 84,3%
La variable que mejor ayuda a diferenciar los grupos es la Prueba solicitada, siendo esta la más significativa
para este árbol, donde esta vez segmenta la prueba de NDV con 3.309 muestras negativas (83,4%) y 661
(16,6%) muestras positivas, para ILTV 1.058 (87,4%) muestras negativas y 152 (12,6%) muestras positivas,
las otras pruebas, AIV, 3.671 (100%) son negativos, e IBV con 1.971 muestras negativas (65,2%) y 1.052
(34,8%) muestras positivas, permanecen iguales al segundo árbol.
En el siguiente nivel en el caso de NDV e IBV se determinan estas pruebas como las pruebas de mayor
significancia, discriminando por tipo de muestra para NDV, donde para Hisopo, 2.340 (90,8%) son muestras
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negativas y 236 (9,2%) muestras positivas, y para muestras de Pool de tejidos, Encéfalo, Líquido alantoideo,
Otros y No informa, 969 (69,5%) son muestras negativas, y 425 (30,5%) muestras positivas. Para la prueba
solicitada IBV se fragmentó por departamento, en los departamentos de Boyacá, La Guajira, Casanare,
Meta, Córdoba, Magdalena, Chocó, Sucre, Cesar, Bolívar y San Andrés, Providencia y Santa Catalina se
presenta el mayor porcentaje de muestras negativas y el más bajo porcentaje de muestras positivas. En
virtud de los resultados positivos, éste aumenta cuando las muestras provienen de los departamentos de
Quindío, Cauca, Valle del Cauca, Huila, Santander, Norte de Santander y Amazonas, 49,3%.
Se clasifican adecuadamente un 84,3% de la totalidad de resultados. En general debe señalarse que el árbol
no se equivoca con los resultados de AIV, ningún resultado negativo para AIV fue clasificado como
positivo.
Clasificación
Observado
Pronosticado
NEGATIVO POSITIVO Porcentaje correcto
NEGATIVO 10009 0 100,0%
POSITIVO 1865 0 0,0%
Porcentaje global 100,0% 0,0% 84,3%
Al igual que el árbol de la figura 5-anexo, en el árbol de la figura 6-anexo, el nodo raíz inicia con las 11.874
muestras analizadas. Las variables independientes incluidas son prueba solicitada y departamento. Debido a
que la variable de técnica fue la más importante del árbol anterior, se buscó saber que pasaba cuando esta
variable ya no estaba, por lo cual no fue incluida.
La variable que mejor ayuda a diferenciar los grupos nuevamente es la prueba solicitada, siendo esta la más
significativa para este árbol, donde en la prueba solicitada para AIV, 3.671 (100%) son negativos, las
pruebas de NDV e ILTV reúnen 4.367 muestras negativas (84,3%) y 813 muestras positivas (15,7%), y la
prueba de IBV con 1.971 muestras negativas (65,2%) y 1.052 (34,8%) muestras positivas.
En el siguiente nivel, en el caso de NDV e ILTV se determinan estas pruebas como las pruebas de mayor
significancia, discriminando por el departamento de procedencia de la muestra, donde para los
departamentos de Boyacá, Caquetá, La Guajira, Casanare, Cundinamarca, Tolima, Santander, Norte de
Santander, Guaviare, Bolívar, Amazonas y Vaupés, 1.730 muestras son negativas (75,8%) y 553 (24,2%)
son positivas, y para los departamentos de Antioquia, Putumayo, Quindío, Guainía, Cauca, Valle del Cauca,
Meta, Atlántico, Risaralda, Caldas, Nariño, Córdoba, Vichada, Magdalena, Huila, Chocó, Sucre, Cesar,
Arauca, San Andrés Providencia y Santa Catalina, y No informa, 2.637 muestras son negativas (91,0%) y
260 (9%) son positivas. Geográficamente no hay razón para esta segmentación, puesto que no hay un patrón
geográfico que defina esta distribución.
Nuevamente se clasifican adecuadamente el 100% de los resultados negativos. Debe señalarse que el árbol
nuevamente no se equivoca con los resultados de AIV, ningún resultado negativo para AIV fue clasificado
como positivo.
Clasificación
Observado
Pronosticado
NEGATIVO POSITIVO Porcentaje correcto
NEGATIVO 10009 0 100,0%
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POSITIVO 1865 0 0,0%
Porcentaje global 100,0% 0,0% 84,3%
Debido a que no se cuenta con variables dependientes a la variable respuesta (resultado) que puedan dar
cuenta del porque se presenta un mayor porcentaje de resultados negativos por vigilancia pasiva, se generan
clasificaciones en términos de las otras variables conocidas para identificar diferencias, encontrando
diferencias en términos de la técnica y prueba solicitada, donde los resultados positivos y negativos se ven
afectados por el tipo de muestra y por departamento.
Con base en los valores de la prueba Chi cuadrado que inician la formación de los segmentos < de 0.05, se
rechaza la hipótesis nula de no diferencias entre las proporciones, por lo que se concluye que existen
diferencias estadísticas significativas entre los resultados y las pruebas solicitadas, con un nivel de
significancia del 5%.
Random Forest-RF
Se determinó que en efecto la base presenta un desequilibrio hacia los resultados negativos, por lo cual el
modelo es adecuado para la determinación de verdaderos y falsos negativos, con un error <1%.
Confusion matrix:
NEGATIVO POSITIVO class.error
NEGATIVO 6808 234 0.033
POSITIVO 720 550 0.567
Tabla 5 Matriz de confusión RF
El modelo indica que las variables de Técnica, Prueba solicitada, Tipo de muestra y Departamento, son
significativas para la variable respuesta. Figura 7.
Figura 7 Random Forest
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La figura 7 representa la gráfica de significancia de las variables independientes frente a la variable
respuesta, por disminución media en los valores de Gini (MeanDecreaseGini), usando el modelo Random
Forest, clasificado por significancia. Los puntos representan la disminución media en el valor de Gini,
indicativo de la importancia de cada variable. Un valor más alto indica la importancia de este factor en la
variable respuesta.
Se presenta el gráfico de la curva ROC, Figura 8, el cual indica la relación entre sensibilidad y especificidad
del modelo, presentando un AUC=0.8, indicando ser un buen modelo para la identificación de falsos y
verdaderos negativos.
Figura 8 Curva ROC
Regresión logística
Se encontró coincidencia con los resultados obtenidos por RF, donde se excluye a la variable de Línea
comercial, debido a que no presenta significancia sobre la variable respuesta. Igualmente se determina que
es un buen modelo para el nivel negativo del factor Resultado.
Matriz de confusión
predicciones
observaciones Negativo Positivo
Negativo 10009 0
Positivo 1861 4
Tabla 6 Matriz de confusión Regresión logística
V. DISCUSIÓN Y CONCLUSIONES
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Base desbalanceada
El análisis de datos provenientes de bases desbalanceadas puede generar modelos erróneos que solo sean
adecuados para el factor con mayor porcentaje, por lo que en ocasiones se recurre a la reelaboración del
conjunto de datos, siendo en muchos casos métodos engañosos, por lo que lo mejor es la reelaboración del
problema (Kotsiantis, Kanellopoulos, & Pintelas , 2006). Esto es debido a que los algoritmos tradicionales
asumen que el conjunto de datos de entrenamiento está equilibrado, por lo que se generan sesgos hacia los
factores mayoritarios (Lu, et al., 2019).
Una métrica adecuada para problemas de clasificación es la elaboración de una matriz de confusión, debido
a que a través de esta es posible determinar la descripción general del nivel de desempeño del modelo
(Kotsiantis, Kanellopoulos, & Pintelas , 2006).
La precisión del modelo de árboles CHAID fue mayor al 80% para los resultados negativos y 0% para los
resultados positivos, por lo que se concluye que dicho modelo no funciona bien para este factor. La curva
ROC del modelo RF, presenta una buena precisión del modelo para la detección de verdaderos y falsos
negativos.
Los tres modelos aplicados indican que las variables de mayor impacto en la variable respuesta son las
variables de Departamento, Técnica y Prueba solicitada.
La precisión del clasificador es máxima al responder siempre por el nivel negativo del factor Resultado, por
lo tanto, se determina que es un excelente clasificador para obtener la mayor precisión posible, pues con
estas características, lo mejor que se puede hacer, en términos de precisión es responder con el nivel
negativo del factor Resultado.
La reelaboración del conjunto de datos no se considera para este análisis, debido a que la recolección de los
datos es el resultado de los muestreos biológicos realizados en campo por parte de los veterinarios, es decir,
el método de recopilación de los datos no interfiere en el desequilibrio de los mismos. Ahora bien, se
podrían aplicar métodos de submuestreo, sobremuestreo y/o generación de datos sintéticos, esto con el fin
de equilibrar los datos y posterior a esto, ajustar un modelo; sin embargo, cuando se aplica un método de
remuestreo para obtener la misma cantidad de datos del factor a analizar, se presentan proporciones
incorrectas de ambos niveles al clasificador durante el entrenamiento del modelo, sacrificando la precisión
del modelo en pruebas futuras en los datos sin cambios, sumado a esto, será necesario conocer las
verdaderas proporciones de niveles para clasificar un nuevo punto, y esa información se habrá perdido al
realizar el remuestreo (Rocca, 2019).
Sumado a esto, debe tenerse en cuenta que los pesos asignados a los resultados falsos negativos son
mayores que los falsos positivos, pues estos últimos serán siempre reconfirmados con técnicas mas
específicas, por lo cual, la probabilidad de emitir un resultado falso positivo es baja. Por otra parte, los
resultados falsos negativos, son críticos, esto debido a que serán liberados y no serán sometidos a
confirmación, por lo que granjas que se encuentren en cuarentena podrían ser liberadas aún cuando
presentan animales positivos.
Aclarado esto, los modelos aplicados dan cuenta de un alto nivel de especificidad, frente a los falsos
negativos, pues los errores no son simétricos, ya que predecir un falso positivo no cuenta con el mismo peso
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que predecir un falso negativo, por lo que los modelos aplicados responden adecuadamente para el análisis
de la base de datos desequilibrada.
La realidad es que los datos se encuentran desequilibrados, y es precisamente por esta razón el
planteamiento del problema, pues las muestras de origen aviar que ingresan por vigilancia pasiva al
Laboratorio de Diagnóstico Veterinario, en donde en principio se busca diagnóstico para NDV, y se obtiene
un resultado negativo, son procesadas para diagnóstico diferencial del virus de AIV, IBV e ILTV, y en un
84% de los casos se obtienen resultados negativos, pero el animal presenta sintomatología clínica.
Adicionalmente, debe considerarse que en este caso los niveles no deben ser separados, debido a que
perdería sentido, dada la variable respuesta, y teniendo en cuenta el objetivo y la hipótesis planteada, el
mejor clasificador puede ser uno "ingenuo", que siempre responda al nivel mayoritario (Rocca, 2019).
La inversión tanto en tiempo, como en insumos materiales y personal técnico que se realiza en la obtención
de un resultado que permita un diagnóstico para determinar la patología de las aves no está respondiendo a
las necesidades de los avicultores, tanto grandes como pequeños, quienes al no obtener resultados certeros
frente a la patología que padecen sus animales deben incurrir en los costos de otras pruebas diagnósticas.
Según el manual tarifario del ICA, de consulta libre, el costo del diagnóstico diferencial excede los
$500.000 por muestra, lo que para los pequeños productores puede representar serias perdidas económicas
al presentar un alto número de animales enfermos.
Por otra parte, las aves de traspatio son las que presentan mayor ingreso en los 3 años analizados, donde una
gallina ponedora en promedio cuesta 16.000 (Avicola Toscana, 2020), y según el manual tarifario del ICA,
la prueba más económica del diagnóstico diferencial de Newcastle es de $71.504 (para el año 2019), lo que
excede el costo del animal en un 440%, por lo que, al no obtener un resultado positivo para alguno de los 4
virus, ocasiona pérdidas para el productor y se vulnera el derecho de protección contra el sufrimiento y el
dolor al animal, según la Ley 1774 de 2016.
Esto conduce a la conclusión que sí existe una necesidad de implementar nuevas pruebas diagnósticas para
enfermedades virales indeterminadas en aves.
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Figura 1 Diseño metodológico
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Tabla 4. Frecuencia de variables
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Figura 4 Árbol CHAID 1
Figura 5 Árbol CHAID 2
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Figura 6 Árbol CHAID 3
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