In this paper, we introduced a new three-parameter probability model called Poisson generalized half logistic (PoiGHL). The new model possesses an increasing, decreasing, unimodal and bathtub failure rates depending on the parameters. The relationship of PoiGHL with the exponentiated Weibull Poisson (EWP), Poisson exponentiated Erlang-truncated exponential (PEETE), and Poisson generalized Gompertz (PGG) model is discussed. We also characterized the PoiGHL sub model, i.e the half logistic Poisson (HLP), based on certain functions of a random variable by truncated moments. Several mathematical and statistical properties of the PoiGHL are investigated such as moments, mean deviations, Bonferroni and Lorenz curves, order statistics, Shannon and Renyi entropy, Kullback-Leibler divergence, moments of residual life, and probability weighted moments. Estimation of the model parameters was achieved by maximum likelihood technique and assessed by simulation studies. The stress-strength analysis was discussed in detail based on maximum likelihood estimation (MLE), we derived the asymptotic confidence interval of R = P(X 1 < X 2 ) based on the MLEs, and examine by simulation studies. In three applications to real data set PoiGHL provided better fit and outperform some other popular distributions. In the stress-strength parameter estimation PoiGHL model illustrated as a reliable choice in reliability analysis as shown using two real data set.
Introduction
Most of the classical distributions used in the reliability studies are based on some certain assumptions and are not capable in accommodating non-monotone failure rates. Several attempts have been made to propose a new parametric model from the existing classical one in the last few decade. The advantage of these approaches for constructing a new probability model lies in the flexibility to model both monotonic and non-monotonic failure rate functions even though the existing distribution (or baseline) may have a monotonic failure rate. One of these techniques that receive significant attention is the convolution of the continuous and discrete probability model. For instance, the Poisson and exponential distribution were considered by [1] based on the minimum order statistics of random variables that follow the exponential distribution, and called the exponential Poisson (EP); the study of its properties, estimation, and application to earthquakes data was successfully achieved. In a similar way, [2] investigate the mixture of Burr XII and Poisson called Burr XII Poisson (BXIIP) some properties and superior performance over the Burr XII and some other models were demonstrated in an application to failure data. It can be seen that this technique allow us to propose more realistic statistical models that extend the well-known classical models and at the same time
The PoiGHL Model and Properties
In this section, we derived the new model and investigate some of its important properties. Among the parametric models, the half logistic distribution is perhaps one of the classical distribution widely used in statistical studies in several fields. The half logistic has a decreasing density and increasing failure rate. The density and hazard of HL are given by t(y) = 2αe −αy (1 + e −αy ) −2 , and τ(y) = α(1 + e −αy ) −1 respectively. Therefore, it's clear that the weakness of the HL distribution is the inability to accommodate non-monotone failure rates and unimodal density. Due to its wide application, the model has attracted several authors to propose its extension for added flexibility in modeling, for example, generalized half logistic (GHL) [14] , power half logistic (PwHL) [15] , Olapadehalf logistic (OHL) [16] etc. Among them, we are interested in the two-parameters generalized half logistic distribution, some statistical studies and usefulness of the GHL can be found in [17] .
The cumulative distribution and density functions of the generalized half logistic are defined by G(y) = 1 − e −αy 1 + e −αy a , y, α, a > 0,
and g(y) = 2a αe −αy (1 − e −αy ) a−1 (1 + e −αy ) a+1 y, α, a > 0,
respectively.
Let Y 1 , Y 2 , Y 3 , · · · , Y M be a random sample of size M from the GHL distribution with cdf in (1), let M be a zero-truncated Poisson random variable independent of Y with probability mass function given by
Let X = min{Y i } m i=1 , then the conditional random variable X|M = m has cdf
The cumulative distribution function of PoiGHL(α, λ, a) is the unconditional cdf F(x; α, λ, a) of X and obtained as 
The corresponding density function f (x; α, λ, a ) is given by f PoiGHL (x) = 2 a α λ e −αx (1 − e −αx ) a−1 (1 − e −λ ) (1 + e −αx ) a+1 e −λ 1−e −αx 1+e −αx a x, α, λ, a > 0.
The survival and failure rate functions (hrf) of the PoiGHL are given by S PoiGHL (x) = e −λ 1−e −αx 1+e −αx 
respectively, where x, α, λ, a > 0. 1 − e −λ ,
therefore, the cumulative distribution given in (4) can be a special case of (8) by taking the cdf of the GHL, G(x) = 1−e −αx 1+e −αx a .
Notice that (8) can be used to generate several new cdf by taking various form of baseline cdf G(x).
Interpretation 2. Let (X, W) be a random vector with joint density function f (x, w) defined on R 2 . Suppose that the conditional cumulative distribution of X given W = w is H(x|w) and W ∼ c(w). Then the following defines the unconditional survival function of X s(x) = H (x|w)c(w)dw.
The survival function s(x) is obtained by compounding the survival functionH(x|w) = 1 − H(x|w) and the density of c(w). Suppose that the survival function H(x|w) = e −w 1−e −λτ(x;α,a) e −λτ(x;α,a) −e −λ where τ(x; α, a) = 1−e −αx 1+e −αx a , x, α, λ, a > 0, and W assumed to have exponential distribution with mean 1, then X has survival function in (6) .
Proof. For all x, w, α, λ, a > 0, the survival function is given as 
Proof. Straight forward.
Proposition 2. The pdf of PoiGHL is decreasing corresponding to ψ = {(α, λ, a) T |α > 0, λ > 2, a ∈ ( 2 λ , 1)}, where ψ ∈ R 3 + is the parameter region.
Proof. We show that d log f (x)/dx is negative. , (10) from ( . If a < 1 and π(x) < 0, the (10) is negative. notice that, 1−e −αx 1+e −αx a−1 ≥ 1 for a < 1, so, π is negative if a λ (1+e −αx ) > 1, therefore, we need a λ > max(1 + e −αx ) = 2, implies that a > 2 λ , but a < 1 therefore, we must have λ > 2. The limiting behavior of the density in (5) and hazard function in (7) are: if x → 0, then f (x) ∼ 0 for a > 1, f (x) ∼ ∞ for a < 1, f (x) ∼ 
Quantiles
Here, we present the quantile of PoiGHL and some applications. The quantile function of a distribution has many applications in both theoretical and applied statistics, such as a means for estimation of model parameter, generating random data, study of skewness and kurtosis, and in computations of some properties of a distribution etc. The quantile of PoiGHL is derived as
where
and 0 < p < 1. The Median of PoiGHL is ξ(0.5), Table 1 shows that, as the α, λ, a increases, the median is increasing-decreasing-increasing-decreasing. The algorithm for generating random data that follow PoiGHL is: let P ∼ U(0, 1) then,
) is a random variable following PoiGHL, and U(0, 1) is a uniform distribution. Bowley's skewness (BS) [18] and Moor's kurtosis (MK) [19] are important tools used to investigate the skewness and kurtosis of a distribution. BS and MK are defined as functions of ξ(.) in (11) by
, and MK = ξ(
. Figure 3 shows that the skewness is decreasing in a and increasing then decreasing in λ while the kurtosis is increasing in a and increasing then decreasing in λ. 
Quantile Series Expansion
The power series representations of the quantile function can be used to compute some useful properties of PoiGHL such as moments, etc. Using the power series of log(
i for |u| < 1, from the Equation (11) we can write
where b * i = b i λ − i a and c j = (1 − e −λ ) j /j. Now, we can applying the Taylor series expansion of
we let c * 0 = −1 and c * j = c j , j ≥ 1, then we can write Equation (13) as
From [20] , the expansion of power series to the power of k ≥ 1, k ∈ N, we get
where (15) in (14),
Moments, Mean Deviations, Bonferroni and Lorenz Curves
Most of the important features and characteristics of distribution are studied through its moments such as skewness, kurtosis, variation, dispersion, etc. In this subsection, we compute the rth moments, moment generating function, incomplete moments, mean deviations, Bonferonni, and Lorenz curves, we also investigate them numerically.
Moments
The moments of the PoiGHL distribution is computed as follows.
Theorem 1.
The rth moments of PoiGHL(α, λ, a) is given by
.
Proof.
By the expansion of e −λ 1−e −αx 1+e −αx a and letting u = 1 − e −αx we have
. Applying the generalized binomial expansion in (1 + (1 − u)) −(a(i+1)+1) , we get.
. The integral part above is rth partial derivative of beta function, thus,
The moment generating function M X (t) of PoiGHL can be derived using the expansion of e tx = ∑ ∞ r=0 (t r /r!)x r and Equation (16) as.
Moreover, the central moments µ r in (16) can be used to compute the higher order moments by taking r = 1, 2, 3 · · · . Then the variance (σ 2 ), coefficient of variation (CV), skewness (γ 3 ) and kurtosis (γ 4 ) of the PoiGHL could be obtain from σ 2 Table 1 described that, as the α, λ, a increases, the first six moments, variance, coefficient of variation decreases, while the skewness and kurtosis are decreasing -increasing-decreasing.
It is also of interest to compute the conditional moments of PoiGHL. The main application of the incomplete moment refers to the mean deviations, mean residual lifetime functions, Bonferroni and Lorenz curves. The lower incomplete moment ψ r (t) = t 0 x r f (x)dx of PoiGHL is obtained by considering (16) . The resulting integral is infinite series of derivative incomplete beta function as
where ϕ(t) = 1 − e −λt , v = j + 1, and C i,j is given in Proposition 1. The upper incomplete moment can be derived from (16) and (17).
Mean Deviations, Bonferroni and Lorenz Curves
Now, we compute the mean deviation about the mean (md 1 (x)) and the mean deviation about the median (md 2 (x)). If X has the PoiGHL, then we can derive the mean deviations about the mean µ 1 = E(X) and the mean deviations about the median M by
The measures md 1 (x) and md 2 (x) can be calculated using the relationship J(.). By considering (17) we have
where ϕ(d) = 1 − e −λd . Table 1 indicated that md 1 (x) and md 2 (x) decreases as α, λ, a increases. The Bonferroni and Lorenz curves are income inequality measures that are also applicable to other areas including economics, demography, and insurance. Here, the Bonferroni and Lorenz curves can be computed by using (18) . For a given probability δ, the Bonferroni curve of PoiGHL is given by
and the Lorenz curve is
where q is the quantile at δ which can be derived from (11), hence ϕ(q)
. Figure 4 show the plots of the Bonferroni and Lorenz curves for various parameter values. 
Moments of Residual Life
Given that there was no failure of a component prior to the time t, the residual life (M w (t)) of a component is the period beyond the time t until failure. It is defined by the conditional moment of a random variable X − t|X > t. The reversed residual life (M w (t)) of a component is the conditional moment of a random variable t − X|X ≤ t which describes the time elapsed from the failure of a component given that its life is less than or equal to t. These two measures play a vital role in survival analysis and life testing. In this subsection, we are interested to present an explicit form of the wth moment for both of them. Proposition 3. Let t ≥ 0 and w ∈ N, then, the wth moments of residual life of PoiGHL distribution is given by
where S(.) = 1 − F(.) is the survival function of PoiGHL, ϕ(t) = 1 − e −λt , v = j + 1, and C i,j is given in Proposition 1.
Proof.
Proposition 4. Let t ≥ 0 and w ∈ N, then, the wth moments of reverse residual life of PoiGHL distribution is given byM
where F(.) is the cdf of PoiGHL, ϕ(t) = 1 − e −λt , v = j + 1, and C i,j is given in Proposition 1.
Order Statistics
Order statistics and their moments play a significant role in the reliability study and quality control; it is also a useful tool in the non-parametric statistic. The density of the jth order statistic X j:n , say f x j:n , in a random sample of size n from the PoiGHL distribution can be obtain as follows
. Substituting F j+m−1 (x) and f (x) above, then some algebra, we have
is the density function of PoiGHL(α, λ(k + 1), a), therefore, the rth moments of the jth-order statistics can be computed using Equation (16) as
and
Probability Weighted Moments
Probability-weighted moments (PWM) can be defined as expectations of functions of a random variable provided the ordinary moments of the random variable exist. It has various applications especially in parameters estimation of a distribution whose inverse form cannot be expressed explicitly and often used when maximum likelihood estimation (MLE) fails or difficult to compute, they may also be applied as starting values for MLEs. The estimation based on PWM is often considered to be superior to standard moment method of estimation. The PWM method was originally considered by [21] . The applications and details of PWM can be found in [22, 23] . For a random variable X the probability weighted moments is defined byδ r,s = E [X r F s (X)], where F(x) and f (x) are the cdf and pdf of X. Now, we obtain the PWMs of the PoiGHL as follows.
we can express F s (x) as
. By the exponential expansion and letting u = 1 − e −αx we get
Log-PoiGHL Distribution
In this subsection, we proposed the log-PoiGHL distribution (LPoiGHL) and discussed the relationship of PoiGHL with some other popular model.
The transformation of a random variable X from a uni-variate distribution to Y = log X has been studied for most of the classical probability models. The application of the log X transformation in modeling censored data using linear location-scale regression modeling can be found in [24] for log-beta Burr III (LBBurr III). However, there are still many extension of classical distributions for which the log X transform has not been considered. Here, we derive the expression for the density and the cumulative distribution of the log −PoiGHL.
Let X be a random variable having the PoiGHL given by (5), the random variable Y = σ log X has a log-PoiGHL distribution, whose density is parametrized by α = e − µ σ . The cdf and the corresponding pdf of the LPoiGHL(λ, a, µ, σ) can be presented as
respectively. The parameter a is the shape parameter, λ scaling (weight) parameter, µ location parameter, and σ is a dispersion parameter. Figure 5 provide the plots of the density and cdf of LPoiGHL(λ, a, µ, σ) for some values of parameters. Moreover, we can define the standardized random variable
The density and cdf of Z are given by
LPoiGHL can be use in the estimation of univariate survival function for censored data via linear location-scale regression modeling defined by [24] ), where y i ∼ LPoiGHL model given by (22) , µ i = x T i β is the location of y i , z i is the random error with density in (23),
is a vector of known explanatory random variables associated with y i and β = (β 1 , β 2 , · · · , β p ) T is a (p < n) vector of the unknown regression parameters. The location parameter vector µ = (µ i , µ 2 , · · · , µ n ) T is known as the model matrix of rank p; µ = X T β, where X = (x 1 , x 2 , · · · , x n ) T . λ=0.4, a=0.9, µ=1.5, σ=1.3 λ=0.5, a=1.2, µ=1.7, σ=1.3 λ=1.0, a=1.0, µ=1.0, σ=1.0 λ=0.8, a=0.7, µ=1.0, σ=1.0 λ=0.8, a=0.7, µ=0.5, σ=0.9 λ=2.8, a=1.7, µ=0.5, σ=1.9 λ=1.8, a=1.7, µ=0.7, σ=0.8 Figure 5 . Plots of the pdf and cdf of the LPoiGHL for various parameter values:
Some Related Distributions
We suppose that X is a random variable with the PoiGHL in (5), then some distributions that are related to the PoiGHL can be obtained as follows. , therefore,
which is the pdf of the exponentiated Weibull Poisson (EWP). The proof of (ii)-(viii) follow similar.
Proposition 6. Let X be a random variable with pdf in (5), If Y = 1 γ log γ log 1+e −αx 2e −αx + θ /θ , then Y has the Poisson generalized Gompertz (PGG) with parameters a, θ, γ, λ > 0, mention in [11] and if a = 1 we have Gompertz Poisson (GP) [29] . therefore,
which is the pdf of the Poisson generalized Gompertz and if a = 1 is Gompertz Poisson.
Entropies and Kullback-Leibler Divergence
In this section, we study the two most popular entropy measure known as the Shannon and Renyi entropies, we also examine their behavior numerically. The Kullback-Leibler (K||L) divergence of random variables with PoiGHL distribution is computed. The following lemma and proposition are used in the computations of these measures.
where,
Proof. Let,
let u = 1 − e −αx then by applying expansion to approximate the denominator we get,
Proposition 7. Let X be a random variable with pdf given by (5), then,
Proof. By using Lemma 1 above.
Shannon and Renyi Entropies
Entropy is the degree of disorder or randomness in a system, it has many applications in various fields of science, engineering, and finance such as statistical mechanics, thermodynamics, economics, biomedical studies among others. Entropy of a random variable X with density function f (x) is a measure of variation of uncertainty. Here, we consider the two important entropies known as the Shannon and Renyi entropies. The Shannon entropy measure is defined by E[− log f (X)]. The Shannon entropy of X with PoiGHL can be computed by considering the Lemma 1 and Proposition 7 as follows.
, by Proposition 7 we have
It can be seen from Table 2 that the Shannon entropy is decreasing as α, λ, a increases. For a random variable X with pdf (5), the Renyi entropy is defined by I R(ρ) = (1 − ρ) −1 log ∞ 0 f ρ (x)dx , where ρ > 0 and ρ = 1, notice that Shannon entropy is a special case of Renyi entropy as ρ → 1. We begin with
by letting u = 1 − e −αx and expansion of the denominator we have
, therefore,
Thus, the Renyi entropy is
. Table 3 show that if ρ increases for a fixed value of α, λ, a the entropy decreases, while if α, λ, a and ρ are increasing the entropy is decreasing. 
Kullback-Leibler Divergence
Now, we compute the Kullback-Leibler (K||L) divergence for the PoiGHL distributions. The K||L-divergence is a fundamental equation of information theory that measures the proximity of two probability distributions. It is also called the information divergence and relative entropy. For convenience, we choose the scale parameter α to be common. For a random variables
, therefore, the integrals can be computed by considering (25) and applying Proposition 7:
Characterization of PoiGHL Sub Model by Truncated Moments
Characterizations of probability distributions based on certain statistics are very essential in statistical inference and stochastic modeling. Ref. [30] discussed the characterizations via mean residual life and failure rates functions of absolutely continuous random variables. Ref. [31] characterized distributions by truncated moments. Ref. [32] investigate characterization of distributions by the moments of residual life. Recently, the characterization of Lindley distribution based on conditional expectations was discussed by [33] . Here we are able to characterize the sub model of PoiGHL distribution (i.e if a = 1) known as the half logistic Poisson (HLP) [12] based on some certain functional conditional expectations. The probability density, cumulative distribution function of the HLP with
respectively. Now, we provide supportive lemma for the characterization based on left truncated moments.
Lemma 2.
Suppose that the random variable X has an absolutely continuous c.d.f F(x) with F(0) = 0, F(x) > 0 ∀x > 0, with density function f (x) = F (x) and failure rate h(
where Λ > 0 is a normalizing constant.
Proof. Since,
differentiating both side we get
which is first order homogeneous linear differential equation w.r.t f (x). From the general solution of (28) we have
where Λ is normalizing constant.
Next, we characterized HLP based on Lemma 2. Proof. See Appendix A.1.
The following lemma described the characterization of a distribution by right truncated moment.
Lemma 3.
Suppose that the random variable X has an absolutely continuous c.d.f F(x) with F(0) = 0, F(x) > 0 ∀x > 0, with density function f (x) = F (x) and reverse failure rate r(x) = f (x)/F(x). Let Q(x) be a continuous function in
this implies,
which is first order homogeneous linear differential equation w.r.t f (x). From the general solution of (29) we have
where Λ is normalizing constant. Now, we provide the characterization of HLP based on Lemma 3.
Theorem 3.
Suppose that the random variable X has an absolutely continuous c.d.f F(x) with F(0) = 0, F(x) > 0 ∀x > 0, with density function f (x) = F (x) and reverse failure rate r(x) = f (x)/F(x).
Assume that E e Proof. See Appendix A.2.
Estimation and Inference
Estimation of the unknown parameters of the PoiGHL distribution by the method of maximum likelihood is established in this section. Let x 1 , x 2 , x 3 , · · · , x n be a random sample of size n obtained from the PoiGHL distribution. Let θ = (α, λ, a) T be a vector of parameters, the maximum likelihood estimates (MLEs) of θ, sayθ = (α,λ,â) T are obtained via the maximization of the log-likelihood function (log (θ)) given by log (θ) = n log 2 + n log a + n log α + n log λ − n log(
To find the MLEsθ = (â,α,λ) T , we need to obtain the solutions of the partial derivative of log (θ) with respect to α, λ, and a i.e 
∂ ∂a
For the interval estimation and hypothesis tests of the parameters we required K(θ) the 3 × 3 Fisher information matrix which is given by K(θ) = −E ∂ 2 (log (θ))/∂θ∂θ T . The approximate of the MLEs of θ, theθ, can be approximated as N 3 (0, K(θ) −1 ) under the usual condition for the parameters in the interior of the parameter space but not on the boundary. The approximate asymptotic distribution of √ n(α − α,λ − λ,â − a) is three dimensional normal distribution with zero means and covariance matrix K −1 (θ). The asymptotic behavior is also valid as K(θ) = lim n→∞ n −1 J n (θ), where J n (θ) is a unit information matrix evaluated atθ = (â,α,λ) T . The asymptotic confidence interval for each parameter θ can be determine using 100(1 − )% confidence interval as 
Next, we can compared PoiGHL with its sub model by conducting a likelihood ratio test (LR). Let considerθ andθ be the unrestricted and restricted MLEs of θ respectively, then the LR test between the null hypothesis H 0 : θ 1 = θ 0 1 versus alternative hypothesis H 1 :
l with degree of freedom l, where l is the difference in parameter dimension between the unrestricted model and the restricted model. The LR test rejects H 0 at level ξ whenever w > χ 2 l,1−ξ , where χ 2 l,1−ξ is the 1 − ξ quantile of Chi-square distribution with degree of freedom l. Now, we study the existence and uniqueness of the MLEs as discussed in [29, 34, 35] among others.
Proposition 8. Let  1 (α; λ, a, x) be the right hand side of (31), given that λ and a are true values of the parameters, then  1 (α; λ, a, x) = 0 has at least one root for a ≥ 1.
Proof. Let  1 (α; λ, a, x) be the right hand of (31), then lim α→0  1 = ∞ and lim α→∞  1 = − ∑ n i=1 x i , thus,  1 is a decreasing from non-negative or zero to negative, hence,  1 = 0 has at least one root. Let  2 (λ; α, a, x) be the right hand side of (32), given that α and a are true values of the parameters, then  2 (λ; α, a, x) = 0 has at least one root if n −1 ∑
Proposition 9.
Proof. Let  2 (λ; α, a, x) be the right hand of (32), and let m 2 (λ) =
,  2 decreases from non-negative or zero to negative, hence  2 = 0 has at least one root. Let  3 (a; α, λ, x) be the right hand side of (33), given that α and λ < 1 are true values of the parameters, then  3 (a; α, λ, x) = 0 has a unique root in
Proposition 10.
Proof. Let  3 (a; α, λ, x) be the right hand of (33) 
. on the other hand, lim a→∞ m 3 = 0,
. This is analogous to [1, 3] . To show the uniqueness, we show that  3 < 0 and it follow from J aa in the element of information matrix in Appendix B.
Simulation Study
Simulation results are obtained to assess the performance of the proposed maximum likelihood method. We generate 10,000 samples of size n = (30, 50, 100, 150, 200, 300), the estimated values, standard deviations (sd), bias and mean square error (MSE) of the estimators are computed using R-software. The results presented in Table 4 indicated that the performance of the MLE is quite good, it is clear that the estimated values of the parameters converge to their actual values as the sample size increases. The standard deviations and the mean square error decrease as the sample size increases, it is also noted that the bias is negative in some cases. 
Stress-Strength Reliabilty Analysis
Let the random variables X 1 and X 2 be independent that follow PoiGHL(α, λ 1 , a 1 ) and PoiGHL(α, λ 2 , a 2 ) respectively. In reliability analysis, the stress-strength model describes the life of a component which has a random strength X 1 that is subjected to a random stress X 2 . If X 1 > X 2 the component will function satisfactorily and when X 2 > X 1 the component will fail because the stress applied exceed the strength. The reliability of a component R = P(X 1 > X 2 ) = ∞ 0 f 1 (x; α, λ 1 , a 1 )F 2 (x; α, λ 2 , a 2 )dx, has many applications in different fields of engineering such as maintenance in electric power, and in study of fatigue failure of a components or structures etc.
The reliability R when X 1 and X 2 are independent random variables with the same univariate distributions, and its algebraic formula has been analyzed for most of the popular (or classical) distributions. For example, the estimation of P[X 1 < X 2 ] for generalized Pareto distribution has been considered by [36] and three-parameter generalized exponential distribution [37] among others. Estimation of P[X 1 < X 2 ] from logistic random variable [38] , and Laplace distribution [39] . However, there are still many other models especially the extensions of the classical distributions for which the form of R has not been derived. Now, we obtain the expression of R for PoiGHL and analyze it the special case when α = 1 and common λ for convenience. We start by , then letting u = 1 − e −αx , we get
Using the expansion of (1
, hence,
Notice that R is independent of α.
Estimation of R with a Common Parameter λ
In this subsection, we compute R with common parameter λ. For convenience, we choose to consider two parameter PoiGHL that is when the scale parameter α = 1. The MLEs of R and the asymptotic confidence interval of R are discussed Proposition 11. Let X 1 ∼ PoiGHL(a 1 , λ) and X 2 ∼ PoiGHL(a 2 , λ) be independent random variables, then the reliability R = P(X 2 < X 1 ) is given as
MLE and Asymptotic Confidence Interval of R
Let X 1 , X 2 , X 3 , · · · , X n be an independent random sample of size n from the PoiGHL(a 1 , λ) population, and let Y 1 , Y 2 , Y 3 , · · · , Y m be an independent random sample of size m from the PoiGHL(a 2 , λ) population. We wish to estimate the parameters a 1 , a 2 , and λ by method of maximum likelihood estimation. The log-likelihood function (log (Θ)) of the observed samples is given by log (Θ) =(n + m) log 2 + n log a 1 + m log a 2 + (n + m) log λ − (n + m) log(1 − e −λ )
The MLEs of Θ = (a 1 , a 2 , λ) T say,Θ = (â 1 ,â 2 ,λ) T can be obtain numerically by the solution of the nonlinear system (36) to (38) obtained by from (35) .
∂ ∂λ
The existence and the uniqueness of the MLEs can be analyzed as follows Proposition 12. Let q 1 (a 1 ; λ, x) be the right hand side of (36) , given that λ < 1 is a true values of the parameters, then q 1 (a 1 ; λ, x) = 0 has a unique root in
Proof. Follow similar to Proposition 10.
Proposition 13. Let q 2 (a 2 ; λ, y) be the right hand side of (37) , given that λ < 1 is a true values of the parameters, then q 2 (a 2 ; λ, y) = 0 has a unique root in
Proposition 14.
Let q 3 (λ; a 1 , a 2 , x, y) be the right hand side of (38) , given that a 1 and a 2 are true values of the parameters, then q 3 (λ; a 1 , a 2 , x, y) = 0 has at least one root if
Proof. Let q 3 (λ; a 1 , a 2 , x, y) be the right hand of (38), and let w(λ) =
, q 3 decreases from non-negative or zero to negative, hence q 3 = 0 has at least one root.
Next, the asymptotic distribution of theΘ = (â 1 ,â 2 , λ) T and asymptotic confidence interval of R are established. We denote the expected Fisher information matrix by
The elements
are given in Appendix C.1.
where, some elements u i,j , i, j = 1, 2, 3 can be obtain by considering Lemma 1 at α = 1.
where the computation of A * is similar to A in Lemma 1 at α = 1. The above computation are given in Appendix C.2. The asymptotic variances and covariances of the estimatorsâ 1 ,â 2 andλ is needed to compute the variance of the estimator ofR. The variance covariance matrix is the I −1 as We intended to construct the confidence interval ofR, which requires to determine the variance ofR. The asymptotic variance ofR is defined by
let us derive the expressions for the
and ∂R ∂λ , the numerical values of these derivatives can be computed using mathematical packages, we use R-software. In similar way, we consider Lemma 1 and the computations are given in Appendix C.3.
Once the estimated Var(R) is obtained usingΘ, then we can get the 95% asymptotic confidence interval of R defined byR ± 1.96 V ar(R).
Simulation Results
We generate N = 10, 000 samples from X ∼ PoiGHL(a 1 , λ) and Y ∼ PoiGHL(a 2 , λ) . The combination sample (n, m) are (20, 20) , (30, 20) , (30, 40) and (50, 50) . The estimates of a 1 , a 2 and λ are obtained from the samples to computeR. The validity of the estimation of R is discussed by analyzing (i) the average bias of the simulated N estimates of R,
(ii) the average mean square error of the simulated N estimates of R,
The average length of the asymptotic 95% confidence intervals of
It is clear from the Table 5 , the MLE method perform consistently, as the sample sizes increases by n or m or both, it is observe that the MSE decrease for a 1 < a 2 or a 1 > a 2 . The performance of confidence interval based on the MLEs is quite good and the ALCI decreases as the sample sizes increases. The variance Var(R) is also decreasing as the sample sizes increases. Table 5 . MLEs, R,R, Bias(R), MSE(R), Var(R), and ALCI for some parameter values. 
Real Data Applications
In this section, applications of PoiGHL is provided to demonstrate the usefulness of the new model in the various field of studies. The performance of PoiGHL in terms of fit is presented and its application in the stress-strength analysis is provided for illustration.
Application I
Here, we illustrate the superiority of the PoiGHL as compared to some other existing distributions using three real data sets. For each data set, we estimate the model's parameters by maximum likelihood estimation, and compare the fitted models by the Akaike Information Criterion (AIC), Bayesian Information Criterion (BIC), Consistent Akaike Information Criterion (CAIC). Moreover, the goodness of fit statistics known as the Anderson-Darling (AD), Cramer-von Mises (CvM), and Kolmogorov Smirnov (KS) are considered. The AD and CvM for each model are computed using the algorithm provided in the R-package called nortest [40] , while the KS is obtained by the algorithm in the R-package called GLDEX [41] . The model with the smallest value of these measures represent the data better than the other models. Further, the LR test between PoiGHL and HLP is discussed for each data. The competing distributions include: the generalized half logistic (GHL) in (1), half logistic Poisson (HLP) in (27) and
•
Mc-Donald half-logistic (McHL) [42] with cdf defined by,
• Beta half-logistic (BHL) [43] ,
• Kumaraswamy half-logistic (KwHL) [44] ,
Poisson odd generalize exponential-half logistic (POGE-HL) [11] ,
• Generalized half logistic poisson (GHLP) [46] ,
• Power half logistic (PwHL) [15] ,
• Poisson half logistic (PHL) [13] , F(x) = e λ 1−e −αx
• Half logistic (HL) F(x) = 1−e −αx 1+e −αx , x, α > 0. The first data set is the remission times (in months) of a random sample of 128 bladder cancer patients provided by [48] also analyzed by [46] The second data set from [49] also studied by [2] The third data set is from [50] also studied by [51] , it is the intervals in days between successive failures of a piece of 34 software with values: 9, 12, 11, 4, 7, 2, 5, 8, 5, 7, 1, 6, 1, 9, 4, 1, 3, 3, 6, 1, 11, 33, 7, 91, 2, 1, 87, 47, 12, 9, 135, 258, 16, 35 .
The MLEs and the numerical values of these measures for the PoiGHL and other competing distributions for the first, second and third data are provided in Tables 6-8 respectively. From each table it is clearly seen that PoiGHL has the smallest value of AIC, BIC, CAIC, AD, CvM and KS, thus PoiGHL represents the data set better than the other competing models. The LR test between the PoiGHL and HLP is given in Table 9 for which in all the three data set the LR test is in favor of PoiGHL. The histogram with the fitted PoiGHL density and Kaplan-Meier curve with fitted PoiGHL survival function for the first, second and third data are illustrated by Figures 6-8 , respectively. The quantile-quantile plot of PoiGHL and the plots of the profile log-likelihood of each parameter for each of the three data set are given in Figures 9-11 . 
Application II
This subsection, demonstrated the importance of PoiGHL in stress-strength analysis. We estimate R and its asymptotic confidence interval by using the two data set provided by [52] , say, X and Y, it is the failure stresses (in GPa) of single carbon fibers of lengths 20 mm and 50 mm, respectively. The data sets are also considered [53] Here, we used the R provided in Proposition 11. Let X ∼ PoiGHL(a 1 , λ) with sample size n = 69 and Y ∼ PoiGHL(a 2 , λ) with sample size m = 65, the unknown parameters to be estimated are a 1 , a 2 and λ. The Kolmogorov-Smirnov (K-S) test is used to show how good the PoiGHL fitted the two data set. The numerical values of the MLEs, log-likelihood, and K-S are a 1 = 14.8275, a 2 = 12.3005, λ = 9.7478, = −85.9813, KS X (p − value) = 0.06058(0.9485) and KS Y (p − value) = 0.0624(0.9482). We give a supportive plots in Figure 12 which show the plot of empirical with estimated PoiGHL cdf of X, the quantile-quantile plot for X, the plot of empirical with estimated PoiGHL cdf of Y, and the quantile-quantile plot for Y. Figure 13 is the profile log-likelihood of a 1 , a 2 and λ, which indicated that the maximum is unique.
Based on the estimation, R = 0.6172, and the 95% asymptotic confidence interval of R is (0.4918, 0.7426) with confidence length 0.2508 and the variance covariance matrix of the estimators is given below. Based on the estimators the asymptotic confidence interval is quite good indicating that PoiGHL is a good choice in reliability analysis. 
Conclusions
In this work, we proposed a new three-parameter model called Poisson generalized half logistic distribution (PoiGHL). The model includes the half logistic Poisson (HLP) as a sub-model and generalized half logistic (GHL) as limiting distribution. We derived and investigated some important mathematical and statistical properties of the PoiGHL such as the closed-form expressions of rth moment, moment generating function, quantile function, mean deviations, Bonferroni and Lorenz curves, order statistics, moments of residual life, probability weighted moments, Shannon and Renyi entropies, and Kullback-Leibler divergence. The characterization of HLP based truncated moments is discussed. The log transform of PoiGHL and Its relationship with some known distributions is provided. Estimation of the model parameters was established based on the maximum likelihood method and examine by simulation studies. The information matrix is derived. The stress-strength analysis of random variables with PoiGHL was discussed in detail based on maximum likelihood estimation and the asymptotic variance-covariance matrix is obtained and simulation studies are used to analyze the behaviors of the estimators. We demonstrate the usefulness and superiority of PoiGHL in terms of fit and potentiality in stress-strength parameter estimation by the use of real data applications. Three real data set are used for illustration in which PoiGLH outperform some other popular distributions in terms of fit as measured by the AIC, BIC, CAIC, AD, CvM, and KS. In the estimation of the stress-strength parameter, the model performs satisfactorily in an application to real data sets as examine by MSEs and the average length of the confidence interval, indicating that PoiGHL model can be considered as a good candidate in reliability analysis. 
