The main limitation of existing computational tools for continuous system reachability problems is that, due to the exponential growth of the computation with the dimension of the continuous state space, the tools can be applied effectively to relatively low dimensional problems (typically 1-4 dimensions). In this paper we adopt a two time scale approach to extend the use of continuous system reachability tools to six dimensions, thus making them applicable to a number of interesting case studies in the area of aeronautics. To prove the effectiveness of our approach, we apply it in the launch-pad envelope computation for safe landing of the HL-20 Personnel Launch Vehicle (PLV). The mathematical model of the PLV that is used is a three degree of freedom (six state) nonlinear point mass model, modified to contain several state constraints for the final approach phase. The results show that it is feasible to do exacting computations with nonlinear continuous dynamics in higher dimensions, if one can exploit additional structure in the model (in our case, the separation into slow and fast dynamics). 
I. INTRODUCTION
Because of their importance in applications ranging from engineering to biology and economics, questions of reachability, viability and invariance have been studied extensively in the dynamics and control literature. Most recently, the study of these concepts has received renewed attention through the study of safety problems in hybrid systems. Reachability computations have been used in this context to address problems in the safety of ground transportation systems 1, 2 , air traffic management systems [3] [4] [5] , flight control 6 , etc. Direct characterisation of reachability concepts is one of the topics addressed by viability theory 7 . The development of computational tools to support the numerous viability theory concepts is an on going effort 8 . An alternative, indirect approach to reachability is using optimal control. In this case, the reachable, viable or invariant sets are characterised as level sets of the value function of an appropriate optimal control problem. Using dynamic programming the value function is subsequently characterised by a partial differential equation. In earlier work we have shown how to encode reachability questions as optimal control problems where the cost is the minimum of a function of the state over a given horizon 4, 9 . The objective of the controller is either to maximise this quantity (SUPMIN problem), or to minimise it (INFMIN problem). It can be shown 9 that these two problems are equivalent to viability and invariance computations respectively. The value functions of these two problems can be characterised as viscosity solutions to first order partial differential equations, which are variants of the standard Hamilton-Jacobi equation. Therefore, efficient algorithms developed for this class of equations [11] [12] [13] [14] , whose properties have been extensively tested in theory and in applications, can be directly applied to reachability problems.
Both viability theory and viscosity solution type algorithms for performing reachability computations suffer from what is known as the "curse of dimensionality". Since both classes of algorithms are numerical and rely on gridding the state space, the memory and time necessary for the computation grows exponentially in the dimension of the state. This limits the applicability of the tools to relatively low dimensional problems. To the best of our knowledge the highest dimensional system addressed by these methods was of dimension five 15 ; even at this relatively low dimension the computation had to be rather course to remain manageable.
In this paper we propose to alleviate this limitation somewhat by exploiting the structure of the system. In particular, for systems that exhibit a partition between fast and slow dynamics, we propose to approximate the reachability computation by a sequence of two computations, one for the fast dynamics, followed by one for the slow dynamics. Even though not all high dimensional problems can be decomposed into fast and slow subproblems, many can. This is typically the case, for example, for problems in aerodynamics. To prove the effectiveness of our approach, we apply it in the launch-pad envelope computation for safe landing of the HL-20
Personnel Launch Vehicle (PLV), a vehicle from the previous decade but with plenty of available data. The mathematical model of the PLV that is used is a three degree of freedom (six state) nonlinear point mass model having parameters for three aerodynamic regions (supersonic, transonic, subsonic) and several state constraints for the final approach phase.
The paper is organized into sections as follows: Section II deals with the psychical description and the dynamics of the PLV, and the reachability problem. In Section III, we present the two time scale approximation applied to reachability computations. Finally, in the last Section we provide some concluding remarks and further research.
II. SPACE VEHICLE DYNAMICS AND PROBLEM OUTLINE

A. Physical Description and Dynamics
The Space Vehicle we consider here is known as the HL-20 Personnel Launch Vehicle, (Fig 1) . This vehicle is meant to be placed in orbit by an Expendable Launch Vehicle (ELV) like the Titan III. Once in orbit, it will carry out duties such as a space station crew transfer, or satellite repair. When returning to Earth, the vehicle will re-enter the atmosphere and glide to a landing pad in a manner similar to the Space Shuttle orbiter. In addition, the HL-20 has an adapter module 22 which includes a launch escape system that is intended to thrust the vehicle away from the ELV in case of malfunction either during the launch, or on the pad prior to launch (on-pad abort). The adapter module is meant to be jettisoned following abort motor burnout so that the PLV can glide back to a landing strip. 
over the parameters , , , ,
where, in similar fashion to
The maximum and the minimum trimmed values are achieved at 16.0 and -2.0 degrees of angle of attack respectively, for all Mach numbers from 0.3 to 2.5. Fig. 2 16 to determine a function of the form Table I. A six state point mass zero-thrust model of the HL-20 for 3-dimensional Flat Earth navigation is governed by the following equations of motion 21 : 
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From the back of the vehicle is zero when the lift vector points directly upward, and increases as the lift vector rotates counterclockwise from the vertical. The lift and drag forces are given by
The control inputs 2 , ( ) u u for equations (6)- (11) are the L C and . The equations for the air density , the speed of sound a and the gravitational acceleration g are:
The coefficients for the equations are summarized in Table II .
B. Reachability problem: Background
Given the control system
with
, and a set of states n K , a number of reachability related questions can be naturally formulated, regarding the relation between the set K and the state trajectories of (13) over the horizon T 9 . In this paper we are mostly interested in the following problem. 7 . One would typically like to characterize the set of initial states for which the answer to the viability question is "yes". More generally, one would like to characterize the set 
sup min
then it is easy to show that
Under certain mild technical assumptions ( l bounded and uniformly continuous, Lipschitz dynamics) the following characterization of V was derived in Ref. 9 .
Theorem 1: V is the unique bounded and uniformly continuous viscosity solution of the terminal value problem
over , 0, n x t T , with boundary condition , V x T l x .
C. Reachability approach to HL-20 launch pad abort problem
We assume that at the beginning of the computation the PLV is already in the air after a successive abort using the adapter module and now is flying a zero-trust glide-back trajectory to the landing strip. We can then characterize the computation of flight envelope for HL-20 safe landing after a launch pad abort as a reachability problem as follows:
Characterize the initial states for which control actions exist to ensure that the vehicle will land safely at a certain landing strip, while several constraints on the flight path, landing point and velocity are satisfied.
Strictly speaking, the HL-20 landing problem as formulated above is what is known in the literature as a problem of "viability with target" 20 . In this section we show how to approximate this problem by a plain viability problem so that we can employ algorithms developed for solving the PDE of Theorem 1 to solve it.
Figure 3. Landing and Launch Pad locations
In Fig 3 we present a launch pad abort scenario from Ref 22, on which we base our problem parametrization. If we set the origin of the Cartesian coordinate frame at the beginning of the landing strip, with the x inertial coordinate frame aligned to the landing strip, the constraints that will be used in conjunction with the equations (6) # # , -300 y 300ft # # , 10 10 # # Based on these definitions and equations (6)- (11), we encode an admissible flight domain
and trajectory constraints as a cost function Notice that the landing constrains, which in reality apply only to states with h=0, have been coded as linear functions of altitude, which meet the constraints at touchdown and extend them to the total envelope. For example the horizontal distance x from the origin at the touchdown point, must be inside the 100,100 ft space. A linear function with appropriate slope ( tan( ), to encode this constraint is:
Equations like these give rise to the terms in the second and third lines of equation (24).
and l(x) is Lipschitz continuous. To keep l bounded (and since we are only interested in the behavior in and around K ) we "saturate" the function l outside the set , x x, x x y y, y y , , ,
for some , x, y, , ,
The controls L C and are assumed to be varied through the following regions:
,max L C varies with M as presented in Fig 2(a) and the D C governed from L C by equation (5) .
With this formulation, we can solve the Hamiltonian of the Theorem 1 to obtain optimal controls, using the reachability computational tools.
III. Reachability Computations
The main limitation of existing computational tools for solving reachability problems is that, due to the exponential growth of the computation with the dimension of the state space, the tools can be applied effectively to relatively low dimensional problems (typically 1-4 dimensions). The current problem is 6 dimensional and beyond the capabilities of reachability computations on state of the art computers. For this reason we approach the solution by decomposing it into fast and slow dynamics.
A. Theoretical formulation
A noteworthy point in the equations (6)- (11) .
with optimal controls ˆ,
The solution of the problem gives us a range , ,
' of V and that can be used at each altitude h.
2) Slow dynamics problem: After obtaining ranges for the pseudo-controls , ( ) V h h from the fast dynamics, we form the Hamiltonian: 
B. Implementation and results
The two previous optimal Hamiltonians were coded in a numerical tool developed at Stanford University 11,12 for computing viscosity solutions to Hamilton-Jacobi equations using the algorithm of Ref 13, 14. 1) Pseudo-control computation: The computation was performed on a 30 30 30 grid for , , h V , with a 5 5 grid for controls L C required 600 seconds on a Pentium 4, 1.8GHz processor running Windows XP. Fig. 4(a) depicts the initial sets
for initial level set envelope with a missing part due to implementation of the cost function (30) and the level set after a horizon 6sec T . As expected the level set "shrinks" as T increases but for 6 T s , the shrinking stops. If we compare Fig 4(a) and Fig 4(b) we see that in Fig. 4(a) there is a missing part for high positive flight path angle and low velocity for any altitude. This part belongs to a stall region which has been intentionally inserted in the Fig 4(b) to test the capability of the algorithm on finding safe regions. 
(x,T) for T=6s
The general shape of the level sets suggests that certain states (e.g combining high altitude, high positive flight path angle with high velocity) are unsafe and should be avoided. If the PLV ever gets to such a state, then, whatever the flight management system does from them on, it will sooner or later violate the flight envelope requirements. If the initial condition is inside the level set, however, unsafe states can be avoided by applying the optimal controls determined by the Hamiltonian whenever the state trajectory hits the boundary of the level set.
2) Safe envelope computation: To obtain the controls for the computation of the slow dynamics problem we combine safe envelope grid points (pseudo-controls) and actual control inputs with the following algorithm:
For every h , combine every safe and V for that value of h with a 5 5 grid of controls L C , . To improve the accuracy of the approximation, on the boundary of the pseudo control envelope (Fig 4a) we use only the optimal L C , [obtain when solving (29)] combined with the corresponding , V h h .
The computation was performed on a 30 30 30 30 grid for , , , h x y and a 1500 safe controls for each h . It required 23580 seconds on a Pentium 4, 1.8GHz processor running windows XP.
As expected the level set "shrinks" as T increases but for 20 T s , the shrinking stops. The lower part of initial level set in Fig 5(a) and Fig 5(b) has a conical form due the cost function (32). Fig 5(a) represents all the safe , x,y h states when the 0 . From this figure is clear that values greater than 5000ft in the x direction are unsafe; the PLV cannot make it to the landing strip if it starts from one of these values. Furthermore, in Fig 6(b) when 90 there is not a landing point in the initial envelope, due to the cost function (32) where we have imposed -10 10 # # . As for safe states, all the x states in Fig 6(a) above height 1000ft are safe but there is an unsafe region for y greater than 1000ft.
These two figures are representative samples from the total aerodynamic envelope but demonstrate effectively that the new approach and provide a good insight for set of initial states (flight envelope) that can ensure the PLV safe landing at a certain landing strip while satisfying constraints on the flight path, landing point and velocity. Combining Fig 4(a) and Fig 5(a) we can assert that if for instance the escape adapter module can place the PLV within the envelope depicted in these figures, then there exists a way down to the landing strip. 
IV. Concluding remarks
The aim of this paper was to apply a few "tricks", first to decompose a 6-dimensions aeronautical problem into fast and slow dynamics and second to incorporate specifications for the landing point, the velocity and the heading into a viability computation. These tricks broaden the capabilities of existing computational reachability tools to new challenging areas. In addition to the HL-20 we are also in the process of validating this approach with other reusable launch vehicles such as the X-40A and the X-34.
Our numerical results suggest that it is feasible to do exacting computations for systems nonlinear continuous dynamics in higher dimensions, if one can exploit additional structure in the model (in our case, the separation into slow and fast dynamics).
In further work, we demonstrated the numerical convergence of our computation by analyzing the results as the continuous state space grid is made finer, a standard method of validation of scientific computing codes. We have also devised a way to incorporate control surface faults (tripped or stacked at a position) and ambient winds to compute states from which landing is safe irrespective of the action of the wind or the certain control surface failures. We intend to report results in these directions in the final version of the paper.
