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Introduction {#sec001}
============

Numerous and pressing environmental issues (e.g., species extinction, accelerated climate change, natural resource exploitation, overpopulation) result from poor human decisions \[[@pone.0141030.ref001],[@pone.0141030.ref002]\]. For example, despite climate scientists' description of current emissions as \"dangerous to extremely dangerous\" \[[@pone.0141030.ref003]\], anthropogenic influenced global carbon emissions have surpassed even the worst scenarios predicted by the Intergovernmental Panel on Climate Change \[[@pone.0141030.ref004]\]. Similarly, despite the necessity of biological diversity for long-term human and ecosystem health, medical research, and combating infectious disease \[[@pone.0141030.ref001]\], biodiversity is decreasing as extinction rates of microbial, plant, invertebrate and vertebrate species continue to increase across ecosystems \[[@pone.0141030.ref005],[@pone.0141030.ref006]\].

The repercussions of poor human decision-making extend beyond environmental issues. Poor human decision-making also underlies many grave societal dilemmas such as drug addiction and obesity \[[@pone.0141030.ref007]\]. The National Institute on Drug Abuse (NIDA) estimates that the United States spends \$600 billion dollars annually on drug and alcohol related issues including crime, health care, and losses in work productivity \[[@pone.0141030.ref008]\]. Arguably equally detrimental is the current rise in obesity, from which over one third of Americans (over 100 million people) now suffer \[[@pone.0141030.ref009]\]. Environmental and global health issues are far from mutually exclusive (see \[[@pone.0141030.ref001], [@pone.0141030.ref002]\] for discussion). Although often complex in nature, these issues highlight the need for more detailed understanding concerning influences of human behavior across numerous decision-making processes.

Impulsivity and Decision-Making {#sec002}
-------------------------------

One critical factor driving human decisions concerning natural resources and other societal issues is the appeal of immediate payoffs. The tendency to choose small but immediate outcomes over larger delayed outcomes is largely considered a form of impulsivity. Impulsivity is a multifaceted construct that can be measured in different ways \[[@pone.0141030.ref010]--[@pone.0141030.ref014]\] and has implications for environmental \[[@pone.0141030.ref002],[@pone.0141030.ref011]\], individual \[[@pone.0141030.ref007]\] and societal decision-making processes \[[@pone.0141030.ref011],[@pone.0141030.ref012],[@pone.0141030.ref015]\]. Impulsivity can be conceptualized as the inability to delay gratification, and is often associated with the choice of a smaller immediate reward over a larger delayed reward. A common way of measuring impulsivity is delay discounting, which describes the decrease in value of an outcome or reward with the increase in delay to its receipt \[[@pone.0141030.ref010]\].

Delay discounting has garnered much attention recently due to its generality and predictive validity \[[@pone.0141030.ref016],[@pone.0141030.ref017]\] across a range of maladaptive behaviors, including drug and alcohol addiction \[[@pone.0141030.ref018]--[@pone.0141030.ref020]\], obesity \[[@pone.0141030.ref021]\], and problematic gambling \[[@pone.0141030.ref022]\]. Beyond addictive behaviors, Chabris and colleagues \[[@pone.0141030.ref023]\] have suggested that degree of delay discounting is the single most important predictor of general real world behavior currently available, even when measured by a brief laboratory task. In other words, those who are impulsive within a laboratory delay discounting task using either real or hypothetical rewards \[[@pone.0141030.ref024]\] tend to also be impulsive in real world situations---potentially representing a relatively enduring trait \[[@pone.0141030.ref017]\], driven by genetic \[[@pone.0141030.ref025]\], neurocognitive \[[@pone.0141030.ref026],[@pone.0141030.ref027]\], and environmental \[[@pone.0141030.ref028],[@pone.0141030.ref029]\] influences.

New research also suggests that reducing degree of delay discounting in one realm may also decrease degree of delay discounting in other realms \[[@pone.0141030.ref030],[@pone.0141030.ref031]\]. Decreasing impulsivity in delay discounting, therefore, may be representative of global reductions in impulsivity across numerous behaviors. For this reason, current research has focused on delay discounting in general, and techniques that reduce delay discounting more specifically (\[[@pone.0141030.ref032],[@pone.0141030.ref033]\]; for a review see \[[@pone.0141030.ref034]\]).

Can Nature Reduce Impulsivity? {#sec003}
------------------------------

One recent line of research has shown that people discount delayed rewards less (i.e., are less impulsive/more self-controlled) when visually exposed to natural environments such as forests or mountains \[[@pone.0141030.ref002],[@pone.0141030.ref035]\]. For example, Berry et al. \[[@pone.0141030.ref035]\] showed that individuals exposed to photographs of natural environments exhibited significantly less impulsivity in a delay discounting task than those exposed to photographs of built environments. Using a different monetary discounting task, van der Wal and colleagues \[[@pone.0141030.ref002]\] also found that visual exposure to natural photographs on a computer screen resulted in less impulsivity than built photographs. In a follow-up experiment, similar results were obtained when participants walked through either natural landscape environments or built landscape environments and then chose between receiving money now or in the future.

Why does exposure to natural environments result in more self-control? One idea suggested by van der Wal et al. \[[@pone.0141030.ref002]\] involves evolutionary processes: Pictures of natural environments signal resource abundance and therefore individuals discount future outcomes less. Pictures of built environments may signal competition for mates and resources---an environment where impulsivity (i.e., the choice of smaller but immediate outcome) may be more beneficial.

A potentially complementary mechanism by which natural environments might increase self-control involves time perception. It is possible that restorative natural environments are tranquil---reducing general arousal, and/or increasing attentional capacity---and that viewing them lengthens the perception of time. Preliminary evidence exists supporting the idea that exposure to nature lengthens time perception, and a growing body of evidence has shown that lengthening time perception through various means decreases impulsivity. Rudd, Vohs, and Aaker \[[@pone.0141030.ref036]\] showed that scenes inspiring *awe* (which included, but were not limited to, nature scenes) caused people to feel they generally had more time available. However, this prior research only measured perceptions of future time availability and did not measure whether natural environments psychologically slow down time as it is actually occurring. Thus, it remains to be seen whether there is a direct nature-time estimate connection.

Several studies have demonstrated associations between altered sense of time perception and impulsivity \[[@pone.0141030.ref037]--[@pone.0141030.ref041]\]. For example, Wittman and colleagues \[[@pone.0141030.ref042]\] have identified neural substrates implicated in time perception and estimation, and impulsive decision-making (e.g., striatum activation). Based on these findings and physiological time perception mechanisms such as circadian and circannual rhythms, Wittman and Paulus \[[@pone.0141030.ref043]\] propose two time perception mechanisms that are biologically and culturally determined and that subsequently impact impulsive decision-making. Furthermore, independent of any experimental manipulation, those who estimate time of stimulus presentation to pass more slowly on an interval bisection task show less impulsivity on a delay discounting task (\[[@pone.0141030.ref013]\], see also \[[@pone.0141030.ref034]\] for a review including time saliency and perception influences on impulsivity). These findings show that time perception and time saliency are related to impulsivity in delay discounting, and that impulsivity might be influenced through time perception. Taken together, these studies suggest that viewing nature may lengthen time perception, consequently reducing impulsivity and benefiting human decision-making.

The Present Study {#sec004}
-----------------

No prior research specifically investigates possible effects of natural environments on time perception, nor has any prior research tested the effect of natural environments on both impulsivity and time perception in the same study. The present study aims to fill this gap by administering measures of delay discounting and time perception after visual exposure to natural versus built environments. Specifically, we hypothesized viewing scenes of natural environments would result in (1) less impulsivity and (2) lengthened time perception, relative to viewing scenes of built environments. We also expected that (3) lengthened time perception would be inversely related to impulsivity. If exposure to natural scenes reduces impulsivity and lengthens time perception, this will provide initial insight into possible mechanisms driving reduced impulsivity with exposure to natural scenes.

Method {#sec005}
======

Participants {#sec006}
------------

Forty-five undergraduate students were recruited from an introductory psychology course.

Ethics Statement {#sec007}
----------------

Participants provided their written informed consent and received course credit for participation. Individuals under the age of 18 were not permitted to participate in this study. The University of Montana Institutional Review Board approved all experimental and consent procedures.

Setting and Apparatus {#sec008}
---------------------

Participants were tested individually in a quiet room equipped with a desk, chair, computer and mouse. There were no cues related to time visible on the computer during the experimental sessions and participants did not have watches or cellular phones on their person. Experimental manipulations and data recording were programmed using E-Prime 2.0®. Survey and demographic data were collected using Qualtrics®.

Stimuli {#sec009}
-------

The stimuli used in the present study have been used previously to test differences in attention restoration across natural and built environments \[[@pone.0141030.ref044]\], as well as differences in impulsivity in a delay discounting task across natural and built environments \[[@pone.0141030.ref035]\]. In the natural condition, participants viewed photographs of nature (e.g., mountains, forests, lakes). In the built condition, participants viewed photographs of built environments (e.g., buildings, cities, roads).

Procedure {#sec010}
---------

Participants were assigned by block randomization to either the natural condition or the built condition. Within each condition, two separate tasks were completed. One task (the delay discounting task) was used as the measure of impulsivity. The other task (the interval bisection task) was used as a measure of short interval time perception. The order of these two tasks was randomly assigned across participants. In order to demarcate the tasks, the program for each was started by the research assistant \[[@pone.0141030.ref045]\]. Following the completion of each task, two long interval measures of time perception were collected (described in detail below), followed by collection of basic demographic information.

### Delay Discounting Task {#sec011}

Instructions were provided on the computer screen which led the participants through the task, and also noted that they should choose whichever options they preferred \[[@pone.0141030.ref046]\]. Participants used the mouse to progress through instructional screens and to make their choices. Before the start of the delay discounting task and between each delay block, participants viewed either natural or built photographs. Photographs were displayed for 10-s each. Prior to the delay discounting task participants viewed 25 photographs, and between each delay block viewed 5 photographs (which were randomly selected from the original set of 25). All aspects of the experiment were identical across conditions with the exception of the condition-specific photographs.

Participants were tested in the delay discounting task using hypothetical monetary outcomes. All choice screens presented the wording \"Would you rather have \[amount\] now or \[amount\] in \[delay\]?" Participants selected the immediate or delayed outcome to progress, and the side of immediate or delayed amount varied randomly across trials. The mouse cursor automatically centered after each choice. Participants completed 10 practice trials that were designed to familiarize the participant with the immediate and delayed tradeoff options. Following the 10 practice trials and condition-specific stimuli exposure, all participants experienced the titrating amount discounting procedure described below. Delays tested were 1 day, 1 week, 1 month, 6 months, 1 year, 5 years, and 25 years, in that order. Thus, there were 7 delay blocks with 5 photographs presented between each.

For each trial in the titrating amount delay discounting procedure, participants chose between immediate and delayed options. The first trial at each delay began with the choice of \$50 now or \$100 after a delay, and the immediate amount increased or decreased based on the participant's response with each subsequent trial. If the immediate outcome was selected, the amount of the next immediate outcome decreased; if the delayed outcome was selected, the amount of the next immediate outcome increased (see \[[@pone.0141030.ref046]\] for more detail on the titration procedure).

### Short Interval Timing Task: Temporal Bisection {#sec012}

In the interval bisection task, participants categorized whether the condition-specific stimuli were presented for a duration closer to 0.4 (i.e., short anchor) or 1.6 (i.e., long anchor) seconds across a range of durations (see \[[@pone.0141030.ref013]\] for a detailed description of an interval bisection task and analyses). These durations were selected to evaluate whether differences in time estimates using relatively short durations of stimulus presentation (i.e., milliseconds/seconds) would result from viewing natural versus built photographs. Using these durations of stimulus presentation, no differences in time estimations were revealed between natural or built conditions, and no relations to impulsivity were found. Therefore, the task is not described further. While these null data are not discussed further here, this topic is revisited in the discussion as it relates to the long interval estimates of time perception measured (described below).

### Long Interval Measures of Timing {#sec013}

Directly after completing both the delay discounting task and the interval bisection task, participants answered two questions assessing their perception of time using longer time intervals (as opposed to the short time intervals examined by the interval bisection task). The first question was, \"How quickly has time seemed to pass since you first arrived and signed the informed consent?\" with \"time flew\" (1), and \"time dragged\" (5) as anchors. The second question was an open-ended question, \"How many minutes would you estimate have elapsed since you signed the informed consent?\" Hereafter the first timing question will be referred to as \'scale long task\' and the second timing question will be referred to as \'numerical estimate long task.\' Following these assessments of time perception, participants answered several basic demographic questions (e.g., age, sex).

Data Analysis {#sec014}
-------------

Of the 45 individuals that participated, data for 2 were not considered due to nonsystematic discounting \[[@pone.0141030.ref047]\]. Delay discounting data were considered systematic and used if indifference points did not increase across consecutive delays by more than 20% of the larger later reward---and thus assumes a monotonically decreasing function \[[@pone.0141030.ref047]\]. To evaluate impulsive decision-making within the delay discounting task, two measures of impulsivity were assessed: *k* values and Area Under the Curve (AUC). To examine *k* values (which represent degree of delay discounting), the following widely employed simple hyperbola was used \[[@pone.0141030.ref010]\]: $$\text{V} = \text{A}/\left( {1 + k\text{D}} \right)$$ where V is the subjective value of the outcome (i.e., the indifference point, or the value at which the immediate and delayed options are of equal subjective value), A is the amount of the delayed reward, D is the delay to receipt of the reward, and *k* is the degree to which the value of the reward decreases with delay. The values of A and D are predetermined based on the values used within the research context (e.g., if the delayed reward used is 100 dollars, then the numerator is 100).

[Eq 1](#pone.0141030.e001){ref-type="disp-formula"} was fit to the median indifference points for the natural condition and the built condition using nonlinear regression (GraphPad Prism®). Fitting a curve to the indifference points across conditions enables visual assessment of how well the formula describes the data, as well as visual comparison of impulsivity across natural and built conditions. Resulting *k* parameter values serve as a comparison across groups, and offer a measure of impulsive decision-making. High *k* values represent more impulsive decision-making.

Area Under the Curve was computed as an atheoretical measure of delay discounting. In order to calculate the AUC, the delays and indifference points are normalized. Then the area underneath the curve is calculated using the equation *x*2 −*x*1\[(*y*1 + *y*2)/2\], where x2 and x1 represent successive delays and y1 and y2 represent the indifference points associated with those delays \[[@pone.0141030.ref048]\]. These values are then summed, resulting in AUC calculations between 0 and 1, with higher numbers representing more self-control.

For time perception, we were interested in two primary questions related to a potential relation between viewing natural scenes and impulsivity. First, did viewing natural scenes alter time perception relative to built scenes? To examine this, two-tailed *t*---tests were conducted to assess the effects of condition (natural versus built) on the two long interval time estimate questions. Second, is time perception associated with impulsivity? To test this, correlations between impulsivity and long interval time estimates were computed. Values for AUC and *k* were not normally distributed \[[@pone.0141030.ref049]\] so statistical analyses presented below do not assume Gaussian distributions (i.e., all statistical analyses presented with impulsivity measures are Mann Whitney *t*-tests or Spearman correlations).

Results {#sec015}
=======

[Table 1](#pone.0141030.t001){ref-type="table"} presents demographic information for participants in the natural and built conditions. Of the 43 participants, 17 were male and 26 were female. The mean age was 22.5 years (SD = 5.3). *T*-tests comparing demographic make-up across the natural and built conditions indicated no significant differences across groups for these variables---age (*t* \[[@pone.0141030.ref041]\] = .355, *p* = .725), sex (*t* \[[@pone.0141030.ref041]\] = 1.048, *p* = .301), or ethnicity (*t* \[[@pone.0141030.ref038]\] = .555, *p* = .582; note that not all participants chose to report ethnicity).

10.1371/journal.pone.0141030.t001

###### Demographic Information for Natural and Built Conditions.

![](pone.0141030.t001){#pone.0141030.t001g}

                         Condition      
  ---------------------- -------------- --------------
  Proportion Caucasian   19/22          16/21
  Proportion Male        7/22           10/21
  Mean Age (SD)          22.82 (6.48)   22.24 (3.85)

Main effects of viewing nature scenes: Impulsivity Measurements {#sec016}
---------------------------------------------------------------

[Table 2](#pone.0141030.t002){ref-type="table"} displays all variables analyzed in the present experiment. [Fig 1](#pone.0141030.g001){ref-type="fig"} displays the median indifference points for the natural (n = 22) and built (n = 21) conditions. Median indifference points decreased as a function of delay in each condition. Participants exposed to scenes of natural environments exhibited less impulsivity relative to those exposed to built environments (i.e., higher indifference points were revealed in the natural condition). [Eq 1](#pone.0141030.e001){ref-type="disp-formula"} provided good fits to the median indifference points for the natural (R^2^ = .96; *k* = .018) and built (R^2^ = .99; *k* = .360), conditions as well as the indifference points of individual participants (Natural Mdn R^2^ = .92; Built Mdn R^2^ = .96). Median *k* values were .015 and .477 for the natural and built conditions, respectively. Two tailed t-tests confirmed that participants who viewed natural environments showed less impulsivity (lower *k* values) than participants viewing built environments (Mann-Whitney t-test; U = 131, *p* = .016, Cliff\'s Delta = .43). In addition to the *k* values obtained by using [Eq 1](#pone.0141030.e001){ref-type="disp-formula"}, the same analyses were applied using delay discounting models proposed by Rachlin \[[@pone.0141030.ref050]\], Green and Myerson \[[@pone.0141030.ref051]\], and Takahashi \[[@pone.0141030.ref052]\], and yielded similar conclusions.

![Indifference points as a function of delay for the natural and built conditions.\
Median indifference points as a function of delay (months) for natural (circles) and built (triangles) conditions. Lines show the best fit of [Eq 1](#pone.0141030.e001){ref-type="disp-formula"} to the median indifference points.](pone.0141030.g001){#pone.0141030.g001}

10.1371/journal.pone.0141030.t002

###### Timing and Impulsivity Measures for the Natural and Built Conditions.

![](pone.0141030.t002){#pone.0141030.t002g}

  ------ ------------------- ---------------------------------- ------------------------------------------------------- ------------------------------------------------------------------- ------------------------------- ------- -------
         Natural Condition                                                                                                                                                                                                          
         P \#                Average Proportion Long Response   Scale Long Task -Time \"flew\" (1) or \"dragged\" (5)   Numerical Estimate Task (Estimation of Session Length in Minutes)   Actual Session Time (Minutes)   AUC     *k*
         1                   0.365                              5                                                       45                                                                  22.25                           0.995   0.000
         2                   0.651                              4                                                       30                                                                  23.65                           0.689   0.003
         3                   0.492                              5                                                       15                                                                  23.58                           0.682   0.004
         4                   0.460                              3                                                       30                                                                  22.14                           0.190   0.098
         5                   0.587                              3                                                       35                                                                  26.13                           0.019   1.957
         6                   0.492                              3                                                       30                                                                  26.3                            0.996   0.000
         7                   0.619                              3                                                       15                                                                  27.63                           0.795   0.001
         8                   0.683                              4                                                       35                                                                  24.35                           0.780   0.003
         9                   0.540                              2                                                       35                                                                  24.5                            0.048   0.485
         10                  0.651                              3                                                       40                                                                  23.78                           0.284   0.172
         11                  0.460                              2                                                       30                                                                  23.45                           0.718   0.003
         12                  0.429                              4                                                       30                                                                  23.43                           0.350   0.022
         13                  0.508                              4                                                       35                                                                  23.53                           0.217   0.185
         14                  0.635                              4                                                       20                                                                  22.24                           0.070   1.896
         15                  0.476                              3                                                       25                                                                  21.69                           0.547   0.009
         16                  0.587                              3                                                       30                                                                  26.31                           0.747   0.002
         17                  0.524                              4                                                       40                                                                  28.18                           0.093   0.805
         18                  0.476                              3                                                       40                                                                  21.76                           0.281   0.050
         19                  0.556                              5                                                       30                                                                  23.49                           0.429   0.017
         20                  0.524                              3                                                       30                                                                  23.66                           0.044   0.311
         21                  0.317                              2                                                       40                                                                  22.36                           0.467   0.011
         22                  0.429                              4                                                       35                                                                  26.13                           0.427   0.013
  Mean                       0.52                               3.45                                                    31.59                                                               24.12                           0.45    0.27
  SD                         0.09                               0.91                                                    7.77                                                                1.89                            0.31    0.57
         Built Condition                                                                                                                                                                                                            
         P \#                Average Proportion Long Response   Scale Long Task -Time \"flew\" (1) or \"dragged\" (5)   Numerical Estimate (Estimation of Session Length in Minutes)        Actual Session Time (Minutes)   AUC     *k*
         23                  0.383                              5                                                       15                                                                  22.38                           0.451   0.101
         24                  0.432                              3                                                       20                                                                  21.59                           0.015   5.738
         25                  0.573                              2                                                       20                                                                  24.21                           0.092   0.777
         26                  0.547                              4                                                       25                                                                  22.16                           0.965   0.000
         27                  0.519                              2                                                       22                                                                  24.34                           0.011   3.267
         28                  0.432                              4                                                       25                                                                  28.41                           0.021   1.799
         29                  0.534                              3                                                       25                                                                  22.66                           0.138   0.480
         30                  0.421                              3                                                       27                                                                  22.3                            0.022   2.222
         31                  0.529                              3                                                       25                                                                  28.33                           0.354   0.027
         32                  0.472                              3                                                       25                                                                  23.45                           0.101   1.815
         33                  0.468                              3                                                       25                                                                  21.84                           0.027   0.477
         34                  0.618                              4                                                       35                                                                  23.62                           0.921   0.001
         35                  0.442                              2                                                       20                                                                  22.3                            0.052   0.386
         36                  0.625                              3                                                       40                                                                  24.33                           0.092   0.283
         37                  0.716                              5                                                       28                                                                  28.26                           0.202   0.138
         38                  0.571                              2                                                       20                                                                  21.73                           0.044   0.528
         39                  0.634                              3                                                       45                                                                  21.97                           0.153   0.270
         40                  0.335                              3                                                       30                                                                  21.66                           0.125   0.925
         41                  0.553                              2                                                       25                                                                  22.26                           0.226   0.026
         42                  0.512                              3                                                       20                                                                  24.42                           0.999   0.000
         43                  0.577                              3                                                       30                                                                  28.2                            0.053   0.706
  Mean                       0.52                               3.10                                                    26.05                                                               23.83                           0.24    0.95
  SD                         0.09                               0.89                                                    7.07                                                                2.41                            0.32    1.40
  ------ ------------------- ---------------------------------- ------------------------------------------------------- ------------------------------------------------------------------- ------------------------------- ------- -------

[Fig 2](#pone.0141030.g002){ref-type="fig"} displays the mean AUC for the natural (n = 22) and built (n = 21) conditions. As with *k* values, participants exposed to scenes of natural environments exhibited less impulsivity relative to those exposed to built environments (i.e., higher AUC revealed in the natural condition). The AUC indicated greater levels of self-control in the natural relative to built condition (U = 136, *p* = .0217, Cliff\'s Delta = .41). As would be expected, a strong and significant negative correlation between *k* and AUC was observed (Spearman correlation, r = -.95, n = 43, *p* \< .0001).

![Area Under the Curve for the natural and built conditions.\
Mean AUC for the natural (open bar) and built (filled bar) conditions. Vertical lines represent the standard error of the mean.](pone.0141030.g002){#pone.0141030.g002}

Main effects of viewing nature scenes: Time Perception Measurements {#sec017}
-------------------------------------------------------------------

### Session Time {#sec018}

To verify that there were no differences in session length across conditions, we calculated actual session times. Session times were nearly identical across natural and built conditions (see [Table 2](#pone.0141030.t002){ref-type="table"}), and as such were not significantly different (two-tailed t test, *t* \[[@pone.0141030.ref041]\] = .44, *p* = .67). Thus, any differences in long interval time estimates cannot be attributed to mean differences in actual time between sessions. Again, all actual time and perceived time measures are presented in [Table 2](#pone.0141030.t002){ref-type="table"}, including the null interval bisection findings.

### Numerical estimate long task {#sec019}

Although in both conditions participants experienced almost identical amounts of time passing in reality, those in the Natural condition estimated significantly more minutes had elapsed than those in the Built condition ([Fig 3](#pone.0141030.g003){ref-type="fig"}---left panel; *t* \[[@pone.0141030.ref041]\] = 2.44, *p* = .019, *d* = .713). This numerical estimate long task was significantly different from the actual elapsed time in the Natural condition (paired *t*-test, t \[[@pone.0141030.ref021]\] = 4.60, *p* = .0002, *d* = .962), but not the Built condition (paired *t*-test, t \[[@pone.0141030.ref020]\] = 1.619, *p* = .1212). This time perception measure, however, was not significantly correlated with impulsivity measures (AUC; [Fig 3](#pone.0141030.g003){ref-type="fig"}---right panel; Spearman correlation, r = .1323, n = 43, *p* = .398; *k*; r = -.153, n = 43; *p* = .328).

![Estimation of session length in minutes for the natural and built conditions (left panel) and scatter plot of AUC as a function of Numerical Estimate (right panel).\
Mean estimate of session length in minutes for the natural (filled bar) and built (open bar) conditions (left panel). Horizontal lines represents the actual session length mean rounded to the nearest minute for both the natural and built conditions. Scatter plot of AUC as a function of Numerical Estimate in Minutes (right panel)---circles and triangles represent participant responses in the natural and built conditions, respectively. Asterisk represent significant differences in time estimation across natural and built conditions. Vertical lines represent the standard error of the mean.](pone.0141030.g003){#pone.0141030.g003}

### Scale long task {#sec020}

Contrary to the numerical estimate long task, the scale long task was found to be significantly correlated with impulsivity as measured by AUC ([Fig 4](#pone.0141030.g004){ref-type="fig"}---right panel; Spearman correlation, r = .353, n = 43, *p* = .020), with it only trending towards significance with *k*, however (*k*; r = -.277, n = 43, *p* = .072). [Fig 4](#pone.0141030.g004){ref-type="fig"} shows that, consistent with the effect of condition on the numerical estimate long task, those in the Natural condition reported that time had \'dragged\' more so than those in the Built condition (right panel) on the scale long task (time flew \[[@pone.0141030.ref001]\] versus time dragged \[[@pone.0141030.ref005]\]); however, this difference was not statistically significant (*t* \[[@pone.0141030.ref041]\] = 1.31, *p* = .198).

![Score on the scale long task for the natural and built conditions (left panel) and scatter plot of AUC as a function of Scale Long Score (right panel).\
Mean score on the \'scale long task\' for the natural (filled bar) and built (open bar) conditions (left panel). Vertical lines represent the standard error of the mean. Scatter plot of AUC as a function of the Scale Long Score (right panel)---circles and triangles represent participant responses in the natural and built conditions, respectively.](pone.0141030.g004){#pone.0141030.g004}

Discussion {#sec021}
==========

Several notable outcomes emerged from the present study in which we evaluated the effects of visual exposure to natural versus built stimuli on impulsivity and time perception. These results (I) validate previous research showing that exposure to natural environments results in less impulsivity (i.e., greater self-control), (II) show novel evidence that exposure to natural environments can lengthen perception of time, and (III) show evidence for the relationship between time perception and impulsivity. Below, we explore each of these in turn, while discussing similarities and differences between this study and previous research.

Natural Environments and Impulsivity {#sec022}
------------------------------------

Consistent with previous findings \[[@pone.0141030.ref002],[@pone.0141030.ref035]\] exposure to natural environments resulted in greater self-control relative to exposure to built environments. Given that this has been demonstrated using different natural and built stimuli as well as real world natural and built exposure across various impulsivity tasks \[[@pone.0141030.ref002],[@pone.0141030.ref035]\], this effect appears to be robust. This line of research adds to the growing body of evidence highlighting the beneficial aspects of natural environments for humans. Exposure to natural environments reduces stress, increases happiness, improves mood and restores attention \[[@pone.0141030.ref044], [@pone.0141030.ref053]--[@pone.0141030.ref056]\]. The present study confirms that apart from cognitive and mood influences, exposure to natural environments may also improve human decision-making.

These results are particularly important given the potentially sweeping implications of nature's effect on impulsivity. Reducing impulsivity in one realm has been shown to influence impulsivity in other realms \[[@pone.0141030.ref030]\], suggesting similar underlying processes at work. Thus, the present results have implications for global reductions in impulsive decision-making that may apply not only to disorders associated with impulse control, but also to our everyday decision-making--including those in the environmental realm (e.g., the choice to take public transportation with an increased delay but reduced emissions, rather than driving a private car with a reduced delay but more emissions, \[[@pone.0141030.ref002], [@pone.0141030.ref011], [@pone.0141030.ref057]\]).

Natural Environments and Time Perception {#sec023}
----------------------------------------

Time perception is malleable--it psychologically speeds up and slows down based on various cues \[[@pone.0141030.ref058]--[@pone.0141030.ref060]\]. The present study provides evidence that part of this variability in time perception is due to the presence or absence of natural environments. Merely viewing natural environments can lengthen time perception: people who viewed natural environments reported longer time estimates than those who viewed built environments.

This effect was strongest (and statistically significant) for the more *objective* measurement of the passage of long intervals of time (the estimate involving minutes passed and not scale ratings of perceived time speed). This makes sense in that the scale long measure was not *anchored* with the actual time passed, and thus it is less clear what a low or high score might mean in relation to actual time. In contrast, the numerical estimate long task in minutes can be directly compared to the actual amount of time, and thus is a more precisely anchored measurement, in this context, of the "lengthening" of time.

Natural Environments, Time Perception, and Impulsivity {#sec024}
------------------------------------------------------

Viewing natural scenes influenced both time perception and impulsivity, although this was manifested in different ways across the two separate long interval time perception measures. First, the 'scale long task' measurement, while showing a weaker relation to the experimental manipulation than the 'numerical estimate long task' measurement, showed a stronger (and significant) relationship to impulsivity. It is possible that impulsivity is more related to long interval scale measurements of time perception because those scale measurements are more subjective in nature. The \'scale long task\' measurement is a measurement of what time "feels" like, unanchored by actual time, and it could be that that feeling is more tied to impulsivity than a more objective measurement such as the 'numerical estimate long task'.

Taken in total, then, we have (a) a time-impulsivity effect for a scale measurement of time perception (scale long task), and (b) a time-condition effect for the minutes passed estimate measurement of time perception (numerical estimate long task). Further, there was no effect of short interval time perception (measured by temporal bisection) in relation to impulsivity or condition. Baumann and Odum \[[@pone.0141030.ref013]\] showed that although some measures of time (an interval bisection task) were weakly correlated with impulsivity in a delay discounting task, others were not (Zimbardo Time Perspective Inventory), and thus the present results are not necessarily surprising. Although we did not show that time perception as measured by an interval bisection task was correlated with impulsivity in the present experiment, we used shorter stimulus durations than those used previously \[[@pone.0141030.ref013]\] making direct comparisons difficult. It is possible that longer as opposed to shorter stimulus durations in an interval bisection task correlate more closely to the relatively longer time considerations presented in delay discounting tasks (i.e., days to years). It should also be noted that because the numerical estimate long task (estimate in minutes) by necessity followed the delay discounting task, differences in time perception may be influenced by the natural-built manipulation and choices of larger versus smaller rewards, rather than an intrinsic relation between timing and impulsivity. More research on this topic is warranted.

Some evidence from other timing studies shows that those who perceive time to pass more slowly tend to be *more impulsive* (\[[@pone.0141030.ref013]\], see \[[@pone.0141030.ref040]\] for a review on time perception and impulsivity). These studies, however, have largely been conducted with timing discrimination tasks at very short intervals, measuring fine temporal perception within the milliseconds to seconds range \[[@pone.0141030.ref040]\]. Recall that in the present study, we found no differences in time perception across natural and built conditions at very short timing intervals (i.e., milliseconds to seconds). It is possible that lengthened time perception of longer intervals (i.e., minutes or longer) with exposure to natural environments, may have different effects on impulsive decision-making and may represent something akin to an expanded perception of time in which waiting for delayed consequences is less aversive. Another interpretation is that lengthened time perception of longer intervals enables individuals to bridge the gap between the present behavior and future consequences, or possibly represents greater future foresight \[[@pone.0141030.ref038]\]. These results converge with other evidence suggesting that the focus on temporal domains alters delay discounting \[[@pone.0141030.ref037]\], although the direct relation between millisecond to second time perception and longer durations is still unclear. More evidence is needed to draw firm conclusions on the relation between exposure to natural environments, time perception, and impulsivity, and the relations between short and long interval timing mechanisms.

Considering the consistent pattern of previous research on the relationship between time perception and impulsivity, along with the present results, we suspect that there is a connection between time perception and impulsivity, but that the mechanism driving differences in impulsivity across environmental conditions is more complex than simply time perception. For example, as attention is restored by visual exposure to natural relative to built environments \[[@pone.0141030.ref044]\] and increased attention is also related to decreased impulsivity \[[@pone.0141030.ref061]\], it is possible that attention and/or arousal---which we did not measure in the present study---combined with temporal perception, also influences differences in impulsivity observed across natural and built scenes. More research is necessary before drawing a firm conclusion about the underlying mechanisms driving differences in impulsivity with exposure to natural versus built environments, but the present study adds important evidence to this discussion.

Conclusion {#sec025}
==========

This study provides evidence for the importance of better understanding the role of time perception in discounting of future outcomes, and how this can differ by exposure to natural or built environments. Prior research has demonstrated that those who discount the future steeply in one area (e.g., money, health), discount the future steeply in other areas (e.g., environmental), suggesting similar underlying processes governing these decisions \[[@pone.0141030.ref011],[@pone.0141030.ref017]\]. Thus, identifying techniques which increase future valuation (i.e., less impulsive decisions) of outcomes like money, as in the present study, may also serve to increase future valuation of other outcomes such as health and environmental outcomes \[[@pone.0141030.ref030]\]. Such global changes in decision-making may be driven in part by changes in time perception, and this may be influenced by environments in which we spend our time. Continued research in this vein may ultimately provide a foundation for understanding how we might promote healthy, future-oriented and sustainable decision-making that will benefit ourselves and our ecosystems.
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