We propose a numerical method using contour integral to solve polynomial eigenvalue problems (PEPs). The method finds eigenvalues contained in a certain domain which is defined by a surrounding integral path. By evaluating the contour integral numerically along the path, the method reduces the original PEP into a small generalized eigenvalue problem, which has the identical eigenvalues in the domain. Error analysis indicates that the error of the eigenvalues is not uniform: inner eigenvalues are less erroneous. Four numerical examples are presented, which confirm the theoretical predictions.
Introduction
The present paper is concerned with a numerical method to solve polynomial eigenvalue problems. The polynomial eigenvalue problem (PEP) [1, 4, 7] involves finding an eigenvalue λ and corresponding nonzero eigenvector x that satisfy F (λ)x = 0, where F (λ) = ∑ l i=0 λ i A i with real or complex coefficient matrices. The eigenvalue problem of the matrix polynomial is considered to be a generalization of linear eigenvalue problems.
Polynomial eigenvalue problems can be used in a variety of problems in science and engineering. For example, quadratic eigenvalue problems arise in oscillation analysis with damping [9, 18] and stability problems in fluid dynamics [8] , and the three-dimensional (3D) Schrödinger equation can result in a cubic eigenvalue problem [10] . Similarly, the study of higher-order systems of differential equations leads to a matrix polynomial of degree greater than one [5] . However, its applications are more complicated than standard and generalized eigenvalue problems.
One reason is in the difficulty in solving the PEPs. Polynomial eigenvalue problems are typically solved by linearization [6, 13, 15] , which promotes the k-th order n × n matrix polynomial into the larger kn × kn linear eigenvalue problem. Other methods, such as Arnoldi shift and invert strategy [2] , can be used when several eigenvalues are desired. A disadvantage of the shift-and-invert Arnoldi methods is that a change of the shift parameter requires a new Krylov subspace to be built. Another approach is a direct solution obtained by means of the Jacobi-Davidson method [17] , although this method has been investigated far less extensively.
We herein propose an eigensolver, which prevents the inflation of the matrix dimension. Indeed, we can even reduce the dimension of the problem by focusing on only the eigenvalues of physical interest. For linear problems, the Sakurai-Sugiura (SS) method [16] can find certain eigenvalues in a given domain, is capable to solve non-Hermitian systems, and is suitable to modern distributed parallel computers. In the present paper, we propose a solution of polynomial eigenvalue problems by means of the SS method. The proposed method enables us to obtain the eigenvalues of the matrix polynomial by solving the generalized eigenvalue problem, which is derived by solving systems of linear equations. Since these linear systems are independent for each equation, they can be solved in parallel. The proposed method is discussed from the theoretical point of view. In order to give the theoretical proof of the present SS method, we have redefined PEP in terms of the Smith form which is sometimes called the canonical form for polynomial matrix. In addition, some results of numerical examples are reported to confirm our theoretical observations. The remainder of the paper is organized as follows. In the next section, we introduce the Smith form for matrix polynomials, which is sometimes called a canonical form, and its related results. In Section 3, we present the numerical method for solving the PEP by means of the SS method and present theoretical results for the proposed method. In Section 4, we present the algorithm of the SS method for the case in which the domain is given by a circle and the numerical integration is evaluated via the trapezoidal rule. We also provide the preliminary error analysis for the approximated eigenvalues of matrix polynomials evaluated by the SS method. Some numerical examples are shown in Section 5. Finally, conclusions and suggestions for future study are presented in Section 6.
Matrix polynomials
In this section, we first define the term matrix polynomial. Then, we introduce the Smith form for matrix polynomials, which is sometimes called a canonical form, and its related results.
Definition 2.1 (matrix polynomial) If
is called a matrix polynomial of degree l.
The matrix polynomial F (z) is called regular when the determinant of F (z) is not identically zero for all values of z.
Definition 2.2 (vector polynomial)
If u 0 , u 1 , . . . , u l ∈ C n and u l = 0, then the vector-valued function defined on C by
is called a vector polynomial of degree l.
Theorem 2.3 (the Smith form [7])
Let F (z) be an n × n regular matrix polynomial. Then, F (z) admits the representation
where
is a diagonal polynomial matrix with monic scalar polynomials
.., n. In addition, P (z) and Q(z) are n × n matrix polynomials with constant nonzero determinants.
Representation (1), as well as the diagonal matrix D(z), is called the Smith form of matrix polynomial F (z). D(z) is defined uniquely. The eigenpairs of the PEP F (λ)x = 0 is formally derived from the Smith form. Let q j (z) be the column vectors of Q(z),
and p j (z) be
Let λ i be a set of zero points of d n (z), where
where α ji ∈ Z + (non-negative integer) and α ji ≤ α j i for j < j (see [7, p. 320] ). The eigenpairs of the PEP is defined by the the zero-points of d j (z) and q j (z).
Lemma 2.4
Let q j (z) be a vector polynomial of (2) , and
Proof. Because P (z) and Q(z) are invertible,
Since d j (λ i ) = 0, we have the result of the lemma. 2
Note that if the eigenvalue λ i is simple and not degenerated, i.e., λ i is the simple zero of det F (z), the invariant polynomials satisfy α ji = 0 for j = n and α ni = 1.
An eigensolver using contour integral
In this section, we propose an eigensolver using contour integral. This method enables us to obtain the eigenvalues of the matrix polynomial by solving a generalized eigenvalue problem derived in this section.
Let F (z) be an n × n regular matrix polynomial of degree l, and let λ 1 , . . . , λl be finite eigenvalues of the matrix polynomial F (z). For nonzero vector u, v, we define
The existence of the Smith form allows us to prove the following.
be the Smith form for F (z), and let P (z) and Q(z) be defined by (1) .
Proof. It follows from (1) that
This proves the theorem.
2
Let Γ be a positively oriented closed Jordan curve in the complex plane. Let λ 1 , . . . , λ m be distinct eigenvalues that lie in the interior of Γ. Assume that these eigenvalues are simple and not degenerated. Then we can suppose that α jl = 0 and α nl = 1 for j = 1, . . . , n − 1 and l = 1, . . . m. 
Definition 3.2 For a non-negative integer k, the moment µ k is defined as
The following theorem is one of the main result of the present paper.
Theorem 3.4 The eigenvalues of the pencil H
be the Smith form of F (z). Then, from Theorem 3.1, we have
Here, ν l are given as follows:
Let V m be the Vandermonde matrix
λ m ). One can easily verify that
Since D m is also nonsingular, we have the result of the theorem. Next, we consider a method to evaluate eigenvectors. For the nonzero vector v ∈ C n , let
and let
Note that µ k = u H s k . Then, we have the following theorem. For the proof of Theorem 3.5, we need the following lemma. Lemma 3.6 Let q n (z) be a vector polynomial of (2) and let (λ l , w l ) be the eigenpairs of the pencil
Proof. From equation (6),
Since V m and D m are nonsingular, and Λ m e l = λ l e l , V T m w l admits the following representation:
Here, e l is the l-th unit vector. Let p n (z) be a vector polynomial of (3) and let
Note that σ l = 0 if χ n (λ l ) = 0. As in the proof of Theorem 3.4, we can derive the following equation.
Therefore,
Here, c l are
From Lemma 2.4 and Lemma 3.6, we obtain
This proves Theorem 3.5.
Case in which Γ is given by a circle
In actual applications, the contour integrals of equation (5) is evaluated numerically.
In this section, we will introduce a detailed algorithm where a trapezoidal rule is employed on a circular integral path. Let γ and ρ be the center and the radius, respectively, of the given circle. Let N be a positive integer, and let
The integral of (5) is evaluated via the N -point trapezoidal rule, and the momental weight is shifted and scaled based on a numerical consideration. Therefore, we obtain the following approximations for µ k .
Note that the resulting eigenvalues are also shifted and scaled.
To calculate the eigenvectors, let
and approximate s k as
Because of the numerical approximation, the derived Hankel matrices H Again, we assume λ to be a simple eigenvalue. Let vector u be the corresponding left eigenvectors. Then, the following estimation is given in [12] .
The first term of the right-hand side of equation (9) is evaluated as
From equation (9) and equation (10), we obtain
From equation (11), we can define the following sensitivity factor for each eigenvalue. 
Now, we will investigate the sensitivity factor in the SS method. Let A = H < m and B = H m . From equation (7), the right eigenvector of the matrix pencil
|e
Therefore, we obtain the sensitivity factor of the eigenvalues of
When µ k is approximated numerically, eigenvalues on the periphery of Γ start to contaminate. Therefore, we usually take the dimension of the Hankel matrixm larger than m. Assuming that those peripheral eigenvalues are also simple, Then, we can writeμ
Hereν i for i ≤ m,ν i for i > m,λ i and ε approach to ν i , 0, λ i and 0 respectively, as the integrator is improved. Indeed, in the case of the N -point trapezoidal rule applied on the circular path treated here, we can show that
where η i = (λ i − γ)/ρ and c i is a constant determined by F (z). From equation (13), we can see that the inner eigenvalues λ i , i = 1, . . . , m are less sensitive to the perturbation, while the peripheral eigenvalues may fluctuate largely. Note that Hankel matrices tend to be very ill-conditioned [19] . Also in the present case, the condition number of the Hankel matrix can be enormous because of the trace |ν i | for i > m. As shown in the sensitivity factor analysis, however, the inner eigenvalues can be calculated accurately.
The algorithm of the SS method is shown below. 
Algorithm 1 (SS method)
Input: u, v ∈ C n , N, K, δ, γ, ρ Output:λ 1 , . . . ,λm,x 1 , . . . ,xm 1. Set ω j ← γ + ρ exp(2πi(j + 1/2)/N ), j = 0, . . . , N − 1 2. Compute y j = F (ω j ) −1 v, j = 0, . . . , N − 1 3. Computeŝ k , k = 0, . . . , 2K − 1 by (8) 4. Formμ k = u Hŝ k , k = 0, . . . , 2K − 1 5. ConstructĤ K = [μ i+j−2 ] K i,j=1 andĤ < K = [μ i+j−1 ] K i,j=1
. ,m
In practice, we choose vectors u and v as random vectors. The dimension of the Hankel matricesm is determined from the singular value decomposition of H K with the singular value threshold of δ. Therefore, K must be taken large enough that K ≥m, wherem is the number of inner and peripheral eigenvalues.
The block version of the SS method for generalized eigenvalue problems was proposed in [11] . The numerical examples in [11] indicate that the block SS method has the potential to achieve higher accuracy.
Let U and V be n × L matrices, the column vectors of which are linearly independent and used as initial vectors. The block SS method is defined by replacing f (z) in equation (5) with matrices U H F (z) −1 V . For a non-negative integer k, the matrix M k is defined as
Then,mL ×mL block Hankel matrices H < mL and Hm L are defined as
Here, the order of the block Hankel matricesm can be smaller than m, wheremL ≥ m.
By approximating the integral of equation (15) via the N -point trapezoidal rule, we obtain the following approximations for M k .
Similarly, we obtain the follow approximations for S k .
Note that M k = U H S k . Therefore, the algorithm of the block SS method is shown below. 
Algorithm 2 (Block SS method)
Input: U, V ∈ C n×L , N, K, L, δ, γ, ρ Output:λ 1 , . . . ,λm,x 1 , . . . ,xm 1. Set ω j ← γ + ρ exp(2πi(j + 1/2)/N ), j = 0, . . . , N − 1 2. Compute F (ω j ) −1 V , j = 0, . . . , N − 1 3. ComputeŜ k , k = 0, . . . , 2K − 1 by (16) 4. FormM k = U HŜ k , k = 0, . . . , 2K − 1 5. ConstructĤ KL = [M i+j−2 ] K i,j=1 andĤ < KL = [M i+j−1 ] K i,j=1 ∈ C
. ,m
In practice, we choose matrices U and V as random matrices.
Note that Algorithm 2 with L = 1 is equivalent to Algorithm 1. At Step 2, we need to solve the systems of linear equations with L right hand side vectors. Practically, however, we can take smaller N and larger ρ in the block version, so that the total computational cost is similar to, or even smaller than the single case. The rigorous proof of the block SS method, which includes the PEP with degeneracy, is underway.
Numerical examples
In this section, we investigate the theory using several examples of polynomial eigenvalue problems. The algorithm was implemented in MATLAB 7.4. We generated a matrix V := [v 1 , . . . , v L ] using the MATLAB function rand and set U = V . The MATLAB command mldivide\ was used to evaluate F (z) −1 V numerically. We compared the eigenvalues {λ j } that were obtained by the Block SS method and the eigenvalues {λ * j } that were computed by calling the MATLAB function polyeig. We define the residual of λ j as F (λ j )x j 2 , wherex j is the corresponding eigenvector and x j 2 = 1.
Example 1
In Example 1, we confirm the error estimation of the approximated eigenvalues in Section 4. We consider the quadratic eigenvalue problem
Here, A i are matrices of order n = 10 and A 0 is positive definite. We set β = 0.8. We took the integral path Γ as
so that 4 eigenvalues lie in Γ. The distribution of eigenvalues and the integral path are shown in Figure 1 . We took N = 32, K = 16, L = 1 and δ = 10 −12 . We obtained 14 eigenvalues of F (z) and computed approximation of their sensitivity factorsτ k . Note that from equation (13) and equation (14), we can approximate sensitivity factors τ k byτ
where we set λ k ←λ k and m ←m.
The numerical results are shown in Table 1 . In Table 1 , underlines denote disagreement of digits betweenλ k and λ * k . As shown in Table 1 , the sensitivity factorŝ τ k are exponentially amplified if λ k is outside Γ. We can also see that the relative errors for the outer eigenvalues actually increase exponentially. Meanwhile, the inner eigenvalues were calculated accurately, even though the condition number of the Hankel matrix was very large such that cond(Hm) = 8.25 × 10 12 . 
Example 2
In Example 2, we show that the SS method can be used to solve polynomial eigenvalue problems. We consider the quadratic eigenvalue problem with
given in [18, p.250] . There are six eigenvalues
The integral path Γ was taken as follows:
We took N = 10, K = 5, L = 1 and δ = 10 −12 .
The numerical results are shown in Table 2 . The SS method found five eigenvalues inside the circle. Therefore, the SS method can be used for polynomial eigenvalue problems.
Example 3
Next, we consider the connected damped mass-spring system [18, p.258 ]
We took n = 50 degrees of freedom and chose κ 0 = 5, κ 1 = 3. The integral path Γ was taken as follows:
All of the eigenvalues lie in the left half-plane shown in Figure 2 . The circle shows Γ. A total of 16 eigenvalues lie in Γ. The numerical results are shown in Table 3 . As shown in Table 3 , we obtained all of the eigenvalues in Γ. The largest residual of the computed eigenvalues is 2.72 × 10 −12 .
Example 4
In Example 4, we show that the SS method can be applied to higher-order matrix polynomials. We consider the quartic eigenvalue problem
given in [14] . Here, A i are matrices of order n = 64, obtained by a tensor product construction. We constructed A i by calling the MATLAB function kron. The integral path Γ was taken as follows:
The distribution of eigenvalues and the integral path are shown in Figure 3 . A total of 13 eigenvalues lies in Γ. We set N = 64, K = 8, L = 24 and δ = 10 −12 .
The numerical results are shown in Table 4 . As shown in Table 4 , we obtained all of the eigenvalues in Γ. The largest residual of the computed eigenvalues is 2.32 × 10 −12 . 3.94×10 
Conclusions
In the present paper, we have proposed a novel method to solve polynomial eigenvalue problems. By using contour integral, the method converts the original problem into a small linear eigenvalue problem that has identical eigenvalues in the domain defined by the integral path. The numerical evaluation of the contour integral can be performed highly in parallel, which makes the method suitable to the modern cluster computer architecture. The present method is closely related to the contour integral method proposed for generalized eigenvalue problems [16] , though the theories behind them are not identical. Relevance and irrelevance between them are still under study.
From an application point of view, the potential applicability of the polynomial eigenvalue problem has not been scrutinized yet, especially for the higher order polynomials. It is probably due to the lack of effective numerical methods to solve highdimensional and high-order polynomial eigenvalue problems. The proposed method can deal with high-order problems without pain, which may derive quite a new algorithm in the field of science and engineering. We are now under collaboration with physicists and chemists in this direction.
