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El proposito de este texto es hacer una exposicion clara y sencilla de
algunos de los conceptos mas importantes de las gramaticas logicas. Estas
se comenzaron a desarrollar a nales de la decada de 1960 con el n de
explicar, de manera formal y rigurosa, el signicado del lenguaje natu-
ral. Para que la exposicion sea sencilla, desarrollaremos una gramatica
logica para un fragmento peque~no y sencillo del espa~nol, tomando las
herramientas formales mas basicas que se puedan usar, adaptandolas para
dar cuenta de algunos aspectos interesantes y no triviales de la semantica
del espa~nol.
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In this text we set out to present in as clear and simple a manner as possi-
ble some of the core concepts dening logical grammars. Such grammars
were developed at the end of the 1960's with the purpose of explaining
in a formal and rigorous way the meaning of natural language. In order
for the present exposition to be simple, we shall develop a logical gram-
mar for a small and simple fragment of Spanish, using the easiest formal
tools available, and adapting them to account for some interesting and
non{trivial aspects of the semantics of Spanish.
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Introduccion
Aspectos centrales de las gramaticas logicas
En la interseccion entre losofa, lingustica y logica surgio una em-
presa, llamada semantica formal, encaminada a explicar el signicado
del lenguaje natural (por brevedad ln) de manera formal y rigurosa ha-
ciendo uso de sistemas logicos (por brevedad sl).2 En concreto, el obje-
tivo es explicar el concepto \signicado de una oracion en ln", el cual es
losocamente complicado y poco exacto, por medio del concepto \inter-
pretacion semantica de una formula en el lenguaje de sl", el cual puede
formularse de manera exacta y explcita.3 Esta propuesta apela tanto
a la idea de \traduccion" de oraciones de ln en formulas del lenguaje
formal de un sl como a la interpretacion otorgada por sl a cada una
de sus formulas. En otras palabras, la explicacion del signicado de una
oracion S de ln esta dada por la composicion de (i) la traduccion de S
en una formula ' de sl; y (ii) la interpretacion semantica de ' en sl.
Los desarrollos en logica matematica de la primera mitad del siglo
xx permitieron que la segunda funcion, a saber, la interpretacion seman-
tica en sl, sea formal y rigurosa. En consecuencia, para que la expli-
cacion en su conjunto sea formal y rigurosa es menester que la funcion
de traduccion sea presentada con igual formalidad y rigor. A nales de
la decada de 1960 y comienzos de la decada de 1970 aparecieron varias
propuestas para formalizar las funciones de traduccion. Un modelo de
la combinacion de una funcion formal y rigurosa de traduccion con una
interpretacion semantica de sl es lo que se conoce como una gramatica
logica.4
El proposito de este texto es hacer una exposicion clara y sen-
cilla de algunos de los conceptos mas importantes de las gramaticas
logicas. Para que la exposicion sea sencilla, o bien apelaremos a herra-
mientas formales sencillas o bien simplicaremos herramientas comple-
jas; en cualquier caso, es importante observar que se presupone que el
lector conoce y maneja con uidez la logica de predicados de primer or-
2 Los ancestros mas importantes de esta empresa son Frege, Russell, Wittgen-
stein (en el Tractatus Logico{Philosophicus) y Carnap. Para una breve presentacion
historica ver, por ejemplo, [21, 1, 28].
3 Ver [5, cap. 1] para una presentacion de los aspectos mas importantes de este
tipo de explicacion.
4 Ver, por ejemplo, [17, 18, 19, 16]. Para una exposicion relativamente reciente,
ver [9, 10, 23].
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den. En la seccion 1 presentaremos una gramatica generativa para dar
cuenta de la estructura sintactica de las oraciones de un fragmento del
espa~nol. En la seccion 2 presentaremos un metodo de traduccion formal,
el cual hara uso del lenguaje de la logica de primer orden aumentado
con el operador  y tres variables de orden superior. Es importante en-
fatizar que, a pesar de que debemos usar el calculo  en el proceso de
traduccion de las palabras, solo otorgaremos interpretacion semantica a
las oraciones de nuestro fragmento restringido del espa~nol. El sistema
logico utilizado para interpretar el lenguaje de la logica de primer orden
sera una adaptacion de la Logica de Predicados Dinamica (dpl por sus
siglas en ingles) |en oposicion a la logica de tipos intensional utilizada
por Montague5|, cuyas principales caractersticas expondremos en la
seccion 3. Con estas herramientas crearemos una gramatica logica que
podra dar cuenta de algunos aspectos interesantes y no triviales de la
semantica del espa~nol, los cuales expondremos en un momento. En la
seccion 4, a manera de conclusion, recopilaremos algunos de los lmites
de la presente gramatica, presentaremos algunos puntos de comparacion
de la gramatica logica aqu propuesta con respecto a la gramatica de
Montague, y propondremos algunos temas para trabajos futuros.
Algunos aspectos importantes
de la explicacion formal del signicado
Usualmente se imponen dos requerimientos sobre la traduccion.6 El
primero es que esta debe ser una funcion explcita: debe ser posible com-
putar la traduccion de una oracion sin apelar a trucos o intuiciones o, en
otras palabras, debe ser meramente mecanica. El segundo requerimiento
es que la traduccion debe ser composicional, es decir, la traduccion de
una oracion debe computarse a partir de la traduccion de sus partes com-
ponentes y de la forma como se combinan.7 En este texto relajaremos
los requerimientos sobre la traduccion de las partes componentes en el
5 Para una presentacion accesible, ver [9, vol. 2, cap. 5] (version en espa~nol en [10,
cap. 5]).
6 Estos requerimientos son heredados de la funcion de interpretacion de sl, la cual
cumple con ser una funcion meramente mecanica y, en general, composicional. Ellos
dan forma a la idea de presentacion completamente explcita y exacta de una funcion;
sin embargo, es posible usar otro tipo de requerimientos para sustanciar esta idea, por
ejemplo, usando una version mas debil del requerimiento de composicionalidad, como
lo hace la Teoria de Representacion de Discursos (drt por sus siglas en ingles; ver
[14, 11]).
7 Sobre el principio de composicionalidad, ver, por ejemplo, [20, 13, 30].
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sentido de que estas ultimas no requieren ser interpretadas en sl; solo la
traduccion de las oraciones debe poder interpretarse en sl.
Dado que la traduccion de las palabras se hara mediante una tabla,
los desafos se enfocan en las dos preguntas siguientes:
1. >Cual debe ser la traduccion de las palabras para obtener de manera
correcta la traduccion de las oraciones?
2. >Como combinar la traduccion de las palabras y, en general, la tra-
duccion de las expresiones compuestas, para obtener la traduccion
de las oraciones?
A estos desafos con referencia a la funcion de traduccion se suma
el siguiente desafo a la gramatica logica en su conjunto:
3. >Cuales deben ser las interpretaciones semanticas de las formulas
proporcionadas por la funcion de traduccion para que estas sean
traducciones correctas de las respectivas oraciones?
Dar cuenta de estas preguntas no es una empresa trivial; en efecto,
cualquier respuesta debe resolver, por lo menos, dos desafos:8
(i) la explicacion de algunos aspectos de la ambiguedad semantica; y
(ii) la explicacion de algunos aspectos de la resolucion de anaforas, los
cuales pasaremos a explicar brevemente.9
Ambiguedad semantica
La explicacion de la ambiguedad semantica esta dirigida a resolver el
siguiente problema. Oraciones como (1) y (4) son ambiguas, dado que
se pueden traducir al menos de dos maneras distintas: (1) se puede tra-
ducir como (2) y (3); (4) como (5) y (6) |para cada traduccion estamos
asumiendo la interpretacion estandar de la logica de predicados de primer
orden|:
(1) Todo hombre ama a una mujer.
8 Los desafos presentados a continuacion son de caracter tecnico. Existen desafos
de caracter losoco, cuya presentacion se encuentra por fuera del alcance del presente
texto (para discusion ver, por ejemplo, [26, 27, 3]).
9 Los problemas de la ambiguedad se presentan, por ejemplo, en [8, 25]; los pro-
blemas de la anafora se presentan, por ejemplo, en [22, 8, 4, 15].
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(2) 8x hombre(x)! 9y(mujer(y) ^ amar(x; y))
(3) 9y mujer(y) ^ 8x(hombre(x)! amar(x; y))
(4) Juan no lee un libro.
(5) :9x libro(x) ^ leer(j; x))
(6) 9x libro(x) ^ :leer(j; x))
Dado que ninguna de las palabras que aparece en estas oraciones es am-
bigua, la ambiguedad de las oraciones no proviene de una ambiguedad
lexica. En la medida en que una restriccion para la construccion de
una gramatica logica es la composicionalidad de la traduccion, debe-
mos asumir que la ambiguedad depende de dos procesos de combinacion
distintos. Este es el desafo presentado por la ambiguedad semantica:
>cuales son esos dos procesos de traduccion?
Resolucion de anaforas
La empresa en cuestion tambien debe explicar la resolucion de la anafora
en el sentido de que debe dar cuenta de las siguientes observaciones. En
primer lugar, para anaforas co{referenciales,10 como (7), es necesario que
la traduccion producida sea (8) |o alguna formula equivalente|, en la
cual los pronombres se traducen en las constantes correctas:
(7) Si Mara ama a Juan, ella lo invita.
(8) amar(m; j)! invitar(m; j)
Los pronombres \ella" y \lo" se traducen en (8) por m y j, respec-
tivamente, para as resolver la anafora. La dicultad radica en que en un
proceso composicional de traduccion, la traduccion de (7) debe obtenerse
como combinacion de las traducciones de \Mara ama a Juan" y de \Ella
lo invita"; ademas, en un proceso mecanico de traduccion los pronombres
\ella" y \lo" se traducen por variables, es decir, la traduccion de \Ella
lo invita" debera ser invitar(x; y), la cual no es una subformula de (8).
En otras palabras, una traduccion composicional parece producir (9) y
no (8):
10 Una anafora co{referencial ocurre en una oracion que contiene un pronombre,
cuya identidad depende de un nombre propio que aparece en la misma oracion o en
una oracion cercana en el discurso. Para mas detalles ver x3.2.
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(9) amar(m; j)! invitar(x; y)
En segundo lugar, para anaforas de atadura,11 como (10), la traduccion
debe producir (11) y no (12); esta ultima se construye al traducir primero
cada parte de la conjuncion y luego al unir las formulas por medio de la
constante ^, que es la manera natural de hacer una traduccion composi-
cional:
(10) Una mujer ama a Juan y ella lo invita.12
(11) 9x mujer(x) ^ amar(x; j) ^ invitar(x; j)
(12) 9x mujer(x) ^ amar(x; j) ^ invitar(x; y)
Notese que la traduccion (12) es problematica porque la variable x, a pe-
sar de ocurrir de manera acotada en 9x mujer(x)^amar(x; j), ocurre
libremente en invitar(x; y), y porque la variable y es libre y por lo tanto
no es co{referencial con la constante j.
En tercer lugar, debe ser posible otorgar traducciones adecuadas a
discursos |un discurso es una secuencia de oraciones| de tal manera
que sea posible resolver anaforas que cruzan las fronteras de las oraciones.
Por ejemplo, (13) debe traducirse como (14) y (15) como (16):
(13) Mara ama a Juan. Ella canta
(14) amar(m; j) ^ cantar(m)
(15) Un hombre bebe. El ama a Mara
(16) 9x hombre(x) ^ beber(x) ^ amar(x;m)
La dicultad es triple: debe ser posible extender el proceso de tra-
duccion a los discursos; esta extension debe ser composicional; y hay que
hacerlo de tal manera que los pronombres anaforicos puedan resolverse
adecuadamente, como en los ejemplos que acabamos de mencionar.
11 Hay varios tipos de anafora de atadura; en este caso nos interesa la que ocurre
en una oracion que contiene un pronombre cuya identidad depende de un termino
indenido. Para mas detalles ver la seccion 3.
12 En espa~nol usualmente el pronombre personal se omite, pues este resulta ob-
vio y redundante a partir de la conjugacion del verbo; sin embargo, para facilitar el
tratamiento de la anafora, haremos explcitos todos los pronombre personales.
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1 La sintaxis de la gramatica logica
La primera suposicion que debemos hacer para enfrentar el problema de
la ambiguedad es que la funcion de traduccion no tiene como argumento
una oracion en ln, sino un arbol de derivacion de la oracion. Los arboles
de derivacion son objetos sintacticos, los cuales son proporcionados por
una teora sintactica. En este texto, la teora sintactica que utilizare-
mos sera una gramatica generativa basada en una coleccion de reglas de
re{escritura, algunas de las cuales son mas bien no convencionales en
lo que respecta a la teora de lenguajes formales.13 No obstante, esta
gramatica nos permitira, de una manera relativamente sencilla, generar
las oraciones que nos conciernen |a saber, un fragmento del espa~nol que
contenga las oraciones (1), (4), (7), (10), y los discursos (13) y (15)|.
Los elementos mas importantes de la gramatica generativa son los
siguientes:
1. Una coleccion de variables (o smbolos no terminales);
2. Una coleccion de palabras (o smbolos terminales);
3. Una variable especial O, llamada el smbolo inicial, el cual repre-
sentara la categora de las oraciones;
4. Un conjunto de reglas de re{escritura (o reglas de produccion).
La gramatica generativa que presentaremos en este texto es una
adaptacion bastante libre de una gramatica generativa independiente del
contexto (por brevedad gic).14 Existen cuatro caracteristicas que dife-
rencian la presente gramatica de una gic tradicional. La primera es que
los smbolos no terminales seran sensibles a caractersticas semanticas.15
13 Agradezco a un evaluador anonimo por sus valiosos comentarios para mejorar la
presentacion de esta teora sintactica.
14 Las gic fueron inventadas por Chomsky (ver [6]). Para una introduccion, ver [7];
[9, vol. 1, cap. 7]; [24].
15 Debido a que la combinacion \reglas de re{escritura + caractersticas semanticas"
no es usual en la teora de lenguajes formales, me permitire explicarla brevemente.
Una regla de re{escritura independiente del contexto establece que un smbolo dado
(digamos T ), el cual puede encontrarse dentro de una cadena de smbolos (T VI),
puede re{escribirse por una cadena de smbolos (D NC), dando como resultado una
cadena distinta (D NC VI). La regla se llama \independiente del contexto" puesto
que es insensible a los smbolos que puedan acompa~nar, a izquierda o a derecha, al
smbolo que hay que re{escribir. Esta regla se representa por T ! D NC. Ahora
bien, existen propiedades de tipo semantico, agrupadas en lo que se conoce como
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Ademas, es importante resaltar que el uso de la caracterstica semantica
\Index", que nos sera muy util en la resolucion de la anafora (ver x3.2)
pero cuyo rango son los numeros naturales, engloba una innitud de re-
glas de re{escritura. La segunda diferencia entre la presente gramatica
y una gic tradicional es que en la primera incluiremos una regla de
generacion bastante ad hoc, la cual no es independiente del contexto ni
tampoco sensible al contexto, a saber, la regla de cuanticacion (ver
regla 9 abajo). La tercera es que algunas reglas estipulan el uso de
preposiciones, aunque las preposiciones no hagan parte de los smbolos
terminales. Finalmente, la cuarta diferencia es que las reglas que in-
troducen los conectivos (reglas 7 y 8) discriminan entre cual conectivo
puede usarse. A pesar de estas diferencias, que admito no son menores,
me permitire abusar de la notacion y continuare abreviando la presente
gramatica por la sigla gic.
Las categoras gramaticales del espa~nol que utilizaremos, junto con
los smbolos no terminales que las representan y las palabras de cada
categora, se presentan en el siguiente cuadro:
Categora en Espa~nol Smbolo No Terminal Smbolos Terminales
Sustantivos NC hombre, mujer, libro
Termino T Pedro, Mara, Juan
Verbo Intransitivo V I camina, bebe
Verbo Transitivo V T ama, invita, lee
Determinante D un, una, todo, toda
Conjuncion C y, o, si. . . entonces
Negacion NEG no
Pronombre PrA ella, el, la, lo
En una gic hay dos tipos de reglas de re{escritura: las que conectan
caractersticas semanticas, que pueden ser atribuidas a los smbolos. Por ejemplo,
T[Anim: 1] representa que la propiedad \ser animado" (Anim: 1) se le atribuye al
smbolo T . Las reglas que utilizaremos en nuestra gramatica generativa usan las
caractersticas semanticas para impedir cierto tipo de combinaciones; por ejemplo,
por medio de la regla T"
gen: 
Anim: 
# ! D[gen: ] NC" gen: 
Anim: 
# (ver regla 2 abajo) no se
puede re{escribir T"
gen: M
Anim: 1
# por D[gen: F] NC"
gen: M
Anim: 0
#, toda vez que la regla obliga
a que haya concordancia entre el genero (gen) del T , del D y del NC, y que haya
concordancia entre el Anim del T y del NC. Empero, si una regla no menciona alguna
de las caractersticas del smbolo no terminal, signica que la regla permite cualquier
valor de dicha caracterstica.
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smbolos no terminales con smbolos terminales, llamadas reglas lexicas;
y las que conectan smbolos no terminales con otros smbolos no ter-
minales, llamadas reglas estructurales. Las reglas lexicas del fragmento
|las cuales determinan la categora y caractersticas de las palabras|
son las siguientes:
NC"
gen: M
Anim: 1
#  ! hombre NC"
gen: F
Anim: 1
#  ! mujer NC"
gen: M
Anim: 0
#  ! libro
T264 gen: MAnim: 1
Index: i
375
 ! Pedro j Juan T264 gen: FAnim: 1
Index: i
375
 ! Mara
V I  ! camina j bebe
V T  ! ama V T[Anim: 0]  ! lee V T[Anim: 1]  ! invita
D[gen: M]  ! un j todo D[gen: F]  ! una j toda
C  ! y j o j si. . . entonces NEG  ! no
PrA264 gen: MDecl: Nom
Index: i
375
 ! el PrA264 gen: FDecl: Nom
Index: i
375
 ! ella
PrA264 gen: MDecl: Ac
Index: i
375
 ! lo PrA264 gen: FDecl: Ac
Index: i
375
 ! la
Las reglas estructurales de nuestra gic son las siguientes:
Regla 1.
(
O ! T[Anim: 1] V I
O ! T[Decl: Nom] V I
Regla 2. T"
gen: 
Anim: 
# ! D[gen: ] NC" gen: 
Anim: 
#
Regla 3. T gen: 
Decl: Nom
 ! PrA gen: 
Decl: Nom

Regla 4. V I ! NEG V I16
16 Es importante observar que la regla de la negacion requiere aun perfec-
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Regla 5.
8>><>>:
V I ! V T a T[Anim: 1]
V I ! V T T[Anim: 0]
V I ! V T[Anim: 1] a T[Anim: 1]
V I ! V T[Anim: 0] T[Anim: 0]
Regla 6. V I ! PrA[Decl: Ac] V T 17
Regla 7. (valida solo para \y" y \o") O ! O C O
Regla 8. (valida solo para \si . . . , entonces") O ! si O entonces O
Regla 9. (Regla de cuanticacion) Esta regla construye una oracion a
partir de un termino T gen: 
Anim: 
 y una oracion O. Para poder
aplicar la regla es necesario que se cumpla una condicion sobre
O, a saber:
Es necesario que O contenga un V I de la forma
PrA[gen: ] V T[Anim: ] (note la coincidencia de  en
T y PrA, y de  en T y V T ).
La regla de cuanticacion estipula que:
1. Si el V I de O es de la forma PrA[gen: ] V T[Anim: 1], en-
tonces este debe ser reemplazado por V T[Anim: 1] a T

gen: 
Anim: 1

(observe la preposicion \a"), donde el termino T es el
suministrado al aplicar la regla.
2. Si el V I de O es de la forma PrA[gen: ] V T[Anim: 0], en-
tonces este debe ser reemplazado por V T[Anim: 0] T

gen: 
Anim: 0
,
donde el termino T es el suministrado al aplicar la regla.
Por ejemplo, a partir de la siguiente oracion y termino:
O
T
gen: M
Anim: 1

D[gen: M]
todo
NC
gen: M
Anim: 1

hombre
V I
PrA[gen: F]
la
V T
ama
T
gen: F
Anim: 1

D[gen: F]
una
NC
gen: F
Anim: 1

mujer
cionamiento, pues permite generar oraciones, como \todo hombre no camina", que
no son gramaticales en espa~nol (la oracion debera ser \ningun hombre camina").
17 Esta regla debe diferenciarse de la regla 4 puesto que en espa~nol el pronombre
acusativo, \lo" o \la", siempre va a la izquierda del verbo transitivo, mientras que el
objeto directo siempre va a la derecha.
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se puede aplicar la regla de cuanticacion para obtener:
O
T
gen: M
Anim: 1

D[gen: M]
todo
NC
gen: M
Anim: 1

hombre
V I
V T
ama
a T
gen: F
Anim: 1

D[gen: F]
una
NC
gen: F
Anim: 1

mujer
Indicaremos por un asterisco (*) en el VI que la oracion se obtuvo
por medio de la regla de cuanticacion.
Note que hemos denido una gic que proporciona dos arboles de
derivacion distintos, los cuales permiten generar la oracion \Todo hom-
bre ama a una mujer": un arbol del derivacion que no utiliza la regla
de cuanticacion y otro que s utiliza dicha regla. Estos dos arboles de
derivacion constituyen la mitad de la solucion del primer desafo, a saber,
dar cuenta de la ambiguedad semantica. Para obtener una solucion com-
pleta falta mostrar como podemos obtener las traducciones de cada uno
de los arboles de derivacion y extender la explicacion para obtener las dos
traducciones de \Juan no lee un libro". En este orden de ideas, debemos
concentrarnos ahora en la funcion de traduccion.
2 La funcion de traduccion
La funcion de traduccion tiene como argumento un arbol de derivacion y
no una oracion. Ya hemos visto como obtener un arbol de derivacion
(o varios en el caso de ambiguedad) para un rango de oraciones del
espa~nol.18 El siguiente paso para obtener una funcion de traduccion
explcita es denir un lenguaje formal no interpretado en el cual po-
damos traducir las oraciones de nuestra gic y mostrar como debemos
transformar un arbol de derivacion en una formula de dicho lenguaje.
18 No hemos dicho como producir de manera mecanica todos los arboles posibles
para una oracion dada. Esta tarea no es sencilla, pero tampoco es difcil; es posible
utilizar algoritmos top{down o botom{up que exploren las posibles combinaciones de
reglas que involucren las categoras adecuadas. Para los propositos del presente ensayo
considero que la formulacion de la gic presentada en la seccion anterior representa un
procedimiento sucientemente explcito.
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Ahora bien, solo expondremos por medio de ejemplos el procedimiento
mecanico mediante el cual transformamos un arbol de deduccion en una
formula de primer orden. La denicion rigurosa del lenguaje en el cual
se realizara la traduccion de las palabras y las expresiones complejas
se encuentra por fuera de los lmites del presente texto;19 los detalles
del proceso de traduccion, el cual se dene en paralelo a las reglas de
la gic, se presentaran en x2.3. En x2.2 solucionaremos el desafo de la
ambiguedad.
2.1 Vision general del proceso de traduccion
Es menester comenzar por introducir el vocabulario del lenguaje en el
cual traduciremos las oraciones. El vocabulario incluye las constantes de
individuo p, m, j (que hacen las veces de \Pedro", \Mara" y \Juan")
y variables de individuo (x, y, z, etc.), cada una de las cuales puede
tener un subndice (1, 2, etc., el cual puede ser representado por una
metavariable i, j, k, etc.). Es decir, tenemos constantes m1, j2, mj ,
etc., y variables x2, y1, xj , yi, etc. Tenemos tambien las constantes
de predicado unario hombre, mujer, libro, caminar, beber y las
constantes de predicado binario amar, invitar, leer. Las constantes
logicas son los conectivos ^, _, !, $, :, y los cuanticadores 8 y 9.
Finalmente, los smbolos auxiliares (; ).
Este vocabulario da lugar a un lenguaje de primer orden en el
cual podemos traducir las oraciones del fragmento del espa~nol que nos
interesa. Ahora bien, la dicultad tecnica reside en que para poder tra-
ducir las palabras que aparecen en esas oraciones requerimos del operador
 y de tres variables de orden superior: X una variable de segundo or-
den, X una variable de tercer orden y X una variable de cuarto orden.
Explicaremos en primer lugar el proposito del operador .
Para comenzar, se suele escribir '(x) si ' contiene ocurrencias
libres de x (note que '(x) puede tener ocurrencias libres de otras varia-
bles). La aplicacion del operador , llamada abstraccion , se realiza
de la siguiente manera. Dada una variable x y una formula '(x), el
operador  produce una \funcion", denotada por x('(x)).20 El efecto
19 Hay dos maneras de obtener una presentacion rigurosa de este lenguaje: se puede
apelar a la teora de tipos (ver [9, 10, vol. 2, cap. 4]), o se puede denir en sus propios
terminos. Esta ultima opcion es aun una tarea por realizar.
20 Dado que, en sentido estricto, las formulas que contienen  o alguna variable de
orden superior no seran interpretadas, la abstraccion  no produce una funcion, sino
solo una expresion.
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neto del operador x es establecer que las ocurrencias libres de la varia-
ble x en '(x) puedan ser reemplazadas por una constante o por otra
variable de individuo distinta a x. Incidentalmente, x funciona como
un cuanticador, ligando las ocurrencias libres de x que se encuentren
en su rango (el rango de x en x('(x)) es '(x)).
La abstraccion  tambien se utiliza sobre formulas con varias varia-
bles libres. Por ejemplo, ama(x; y) puede someterse a abstraccion  sobre
la variable y, obteniendo y(ama(x; y)), la cual a su vez puede some-
terse a abstraccion  sobre la variable x, obteniendo x(y(ama(x; y))).
Evaluar esta funcion en una constante, digamos p, produce
x(y(ama(x; y)))(p), la cual, por medio de conversion , es equivalente
a y(ama(p; y)).21
Las variables de orden superior se introducen para poder reem-
plazar expresiones complejas dentro de otras expresiones. Por ejemplo,
la variable de segundo orden X puede usarse para ser reemplazada por
una \funcion" x('(x)). As, por ejemplo, X(X(p))(x(camina(x))) y
x(camina(x))(p) son equivalentes. En efecto, en la \funcion" X(X(p))
se debe reemplazar la variable X por su argumento; en este caso el ar-
gumento es otra \funcion", x(camina(x)); el resultado de hacer este
reemplazo es la expresion x(camina(x))(p). Debemos ahora evaluar
la \funcion" x(camina(x)) en el argumento p, con lo cual se obtiene
camina(p). En otras palabras, X(X(p))(x(camina(x))) es equiva-
lente a camina(p), lo cual se conoce por el nombre de conversion 
iterada.
Podemos ver ahora, mediante un ejemplo sencillo, como utilizar
el operador  para traducir palabras y que papel juega este en la com-
binacion de aquellas en la traduccion de oraciones. Supongamos que
queremos traducir la oracion \Pedro bebe". Dado que el proceso debe
ser composicional, a partir de las traducciones de \Pedro" y de \bebe"
debemos producir la traduccion de \Pedro bebe", la cual sabemos que
debe ser bebe(p). La cuestion ahora es, >cual debe ser la traduccion de
\Pedro" y \bebe" para producir bebe(p)? En la gramatica denida en
21 Note que el orden en que aparecen x y y y los respectivos parentesis de-
termina cual variable debe ser reemplazada. En efecto, x(y(ama(x; y)))(p) y
y(x(ama(x; y)))(p) no son equivalentes. La primera, por medio de conversion ,
es equivalente a y(ama(p; y)); la segunda es equivalente a x(ama(x; p)). Mas aun,
x(y(ama(x; y)))(p) y x(y(ama(x; y))(p)) no son equivalentes. En la primera se
reemplaza x, obteniendo y(ama(p; y)) y en la segunda se reemplaza y, obteniendo
x(ama(x; p)).
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este texto, \Pedro" se traduce por X(X(p)) y \bebe" por x(bebe(x)).
Ahora, para producir la traduccion de la oracion, tomamos el arbol de
derivacion de la oracion (ver (i)), introducimos la traduccion de las pa-
labras en el smbolo no terminal que se encuentra inmediatamente arriba
de cada palabra (ver (ii)), el arbol gua la combinacion de las palabras
(ver (iii)) y la conversion  hace el resto (ver (iv)):
i) O
T
Pedro
V I
bebe
ii) O
X(X(p))
Pedro
x(bebe(x))
bebe
iii) X(X(p))(x(bebe(x)))
X(X(p))
Pedro
x(bebe(x))
bebe
iv) bebe(p)
x(bebe(x))(p)
X(X(p))(x(bebe(x)))
X(X(p))
Pedro
x(bebe(x))
bebe
2.2 Solucion al desafo de la ambiguedad
Armados con este proceso de traduccion podemos resolver el desafo de
la ambiguedad. La solucion es realizar las traducciones de los dos arboles
de derivacion de la oracion \Todo hombre ama a una mujer".
Primera traduccion: con base en el arbol que no utiliza la regla de
cuanticacion desarrollamos el proceso de traduccion, cuyos pasos mas
importantes pasamos a describir. Debemos primero traducir las palabras
(con base en las reglas presentadas en x2.3.1, pagina 36):
todo 7! X(Y (8x(X(x)! Y (x)))) hombre 7! y(hombre(y))
ama 7! X(z(X(u(ama(z; u))))) mujer 7! w(mujer(w))
una 7! X(Y (9v(X(v) ^ Y (v))))
En primer lugar, traducimos el termino \Todo hombre", obteniendo:
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todo hombre 7! Y (8x(hombre(x)! Y (x)))
Debemos ahora combinar la traduccion de \ama" con la traduccion de
\una mujer", la cual sabemos que es Y (9v(mujer(v) ^ Y (v))), obte-
niendo:
ama a una mujer 7! z(9v(mujer(v) ^ ama(z; v)))
Debemos ahora combinar la traduccion de \todo hombre" con la tra-
duccion de \ama a una mujer", lo cual resulta en:
Todo hombre ama a una mujer
7! 8x(hombre(x)! 9v(mujer(v) ^ ama(x; v)))
Hemos obtenido as la primera traduccion de \Todo hombre ama a una
mujer", que corresponde a la lectura (2) de la introduccion.
Segunda traduccion: nos basaremos en el arbol de la pagina 31,
el cual esta basado en la regla de cuanticacion aplicada a la oracion
\Todo hombre la ama" y al termino \una mujer". En primer lugar, la
traduccion de \la ama" se obtiene al combinar la traduccion de \la" |a
saber, X(X(X(X(xi)))), note el uso del subndice i en la variable x|
con la traduccion de \ama", lo cual resulta en z(ama(z; xi)). Debemos
ahora combinar la traduccion de \todo hombre" con la traduccion de \la
ama", obteniendo 8x(hombre(x) ! ama(x; xi)). Ahora, la traduccion
actua sobre la regla de cuanticacion, combinando la traduccion de \una
mujer", la cual actua como una funcion, con una adaptacion de la tra-
duccion de \Todo hombre la ama", la cual actua como el argumento
|ver la denicion general de la traduccion de la regla de cuanticacion
en x2.3.2|. En otras palabras, la funcion es Y (9u(mujer(u) ^ Y (u)))
y el argumento es xi(8x(hombre(x) ! ama(x; xi))), con lo que se
obtiene:
Todo hombre ama a una mujer
7! 9u(mujer(u) ^ 8x(hombre(x)! ama(x; u))) :
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Hemos obtenido as la segunda traduccion, que corresponde a la lectura
(3) de la introduccion y, de esta manera, hemos resuelto el desafo de
la ambiguedad semantica. Las dos traducciones que corresponden a las
lecturas (5) y (6) de la oracion \Juan no lee un libro" se dejan al lector.
2.3 Reglas de traduccion
En este apartado presentaremos la denicion rigurosa de las reglas que
conforman el proceso de traduccion. Estas se dividen en las reglas de
traduccion del lexico y las reglas de traduccion de las reglas estructurales
de la gic.
2.3.1 Traduccion de las reglas lexicas
Categora Smbolo Terminal Traduccion
NC
hombre x(hombre(x))
mujer x(mujer(x))
libro x(libro(x))
T[Index: i]
Pedro X(X(pi))
Mara X(X(mi))
Juan X(X(ji))
V I
camina x(camina(x))
bebe x(bebe(x))
V T
ama X(x(X(y(ama(x; y)))))
invita X(x(X(y(invita(x; y)))))
lee X(x(X(y(lee(x; y)))))
D
un, una X(Y (9x(X(x) ^ Y (x))))
todo, toda X(Y (8x(X(x)! Y (x))))
C
y ^
o _
(si. . . ) entonces !
NEG no X(x(:(X(x))))
PrA[Index: i]
ella, el X(X(xi))
la, lo X(X(X(X(xi))))
NB1: las variables utilizadas para la traduccion pueden cambiar,
p.e., x por y o z, : : :, x1, x2, : : :; X por Y o Z, etc.
NB2: para traducir \si. . . entonces", solo el \entonces" debe tra-
ducirse por !; el resto (\si. . . ") se elimina en la traduccion.
2.3.2 Traduccion de las reglas estructurales
La traduccion de las reglas estructurales 1, 2, 4, 5 y 6 es sencilla y
uniforme:
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1. La categora de cada smbolo terminal se traduce de acuerdo con
la tabla de la seccion 2.3.1;
2. Combine, por medio de la aplicacion funcional, la traduccion del
smbolo no terminal de la izquierda con la traduccion del smbolo
no terminal de la derecha (ignorar las preposiciones);
3. Simplique por medio de conversion  tanto como sea posible.
La regla 3 no requiere traduccion.
La traduccion de las reglas 7 y 8 es sencilla: si O1 y O2 son ora-
ciones, C un conectivo, y '1 y '2 son las respectivas traducciones de O1
y O2, entonces la traduccion de O1 C O2 es:8><>:
'1 ^ '2 si C es ^
'1 _ '2 si C es _
'1 ! '2 si C es !
La traduccion de la regla 9, es decir, la regla de cuanticacion, se
realiza de la siguiente manera:
Supongamos que '(x) es la traduccion de laO y que X( (X))
es la traduccion de T . La traduccion que se obtiene por medio
de la regla de cuanticacion es X( (X))(x('(x))).
3 La semantica de la gramatica logica
Uno de los objetivos de la presente gramatica logica es la explicacion del
problema de la ambiguedad semantica. La explicacion proporcionada en
las dos secciones anteriores tiene como puntos fundamentales una teora
sintactica y una funcion de traduccion, por medio de las cuales podemos
producir de manera formal y rigurosa las dos lecturas de las oraciones
ambiguas que hemos utilizado como banco de pruebas. El otro problema
que la presente gramatica logica apunta a resolver es el de la resolucion
de algunos tipos de anafora. El componente de la gramatica logica que
se encargara de proporcionarnos las herramientas para llevar a cabo esta
explicacion sera el de la interpretacion semantica. Este es el tema de la
presente seccion.
El sistema logico al que apelaremos se conoce como Logica de Pre-
dicados Dinamica (o dpl por sus siglas en ingles), el cual fue original-
mente concebido por Groenendijk y Stokhof [12] dentro de lo que se
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conoce como la semantica dinamica. Antes de considerar algunos de los
detalles mas importantes de dpl y la manera como este sistema logico
nos permite atacar el desafo de la anafora, es conveniente repasar una
de las formulaciones de la semantica de la logica de predicados (ver, por
ejemplo, [9, vol. 1, x3.6.3]), la cual nos permitira hacer enfasis en las
herramientas tecnicas nucleares de dpl.
3.1 Logica de predicados
Un modelo M de la logica de predicados es una pareja hD; Ii, en donde
D es un conjunto de \entidades", tambien conocido como el dominio del
modelo, y una funcion de interpretacion I, la cual asigna una entidad
I(c) en el dominio D a cada constante c del lenguaje, y un conjunto de
n{tuplas de entidades I(P )  Dn a cada predicado n{ario P del lenguaje.
Las condiciones de verdad de una formula de la logica de predicados
se establecen en relacion a un modelo M y a una funcion de asignacion
g, la cual es una funcion que a cada variable de individuo le asigna una
entidad en el dominio D. En smbolos, si V es el conjunto de variables de
individuo del lenguaje, g : V ! D. El conjunto de todas las funciones de
asignacion se denota por DV . Si x es una variable y d 2 D, denotamos
por g[x=d] la funcion que a x le asigna d y a toda otra variable distinta
de x le asigna el valor determinado por g para esa variable.22
Para poder denir las condiciones de verdad, es menester denir la
interpretacion de los terminos |constantes o variables de individuo|;
si t es un termino, su interpretacion en el modelo M es relativa a una
funcion de asignacion g, se denota por JtKM;g y se dene de la siguiente
manera:
JtKM;g = (I(t) si t es una constante
g(t) si t es una variable
Si  es una formula, decimos que  es verdadera en el modelo M con
respecto a la funcion de asignacion g si VM;g() = 1 y falsa si VM;g() = 0,
donde VM;g() se denen por induccion sobre  de la siguiente manera:
22 En smbolos, donde  es una metavariable cuyo rango son las variables de indi-
viduo:
g[x=d]() =
(
d si  es x
g() en otro caso
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1. VM;g(P (t1; : : : ; Pn)) = 1 si y solo si hJt1KM;g; : : : ; JtnKM;gi 2 I(P ),
2. VM;g(:) = 1 si y solo si VM;g() = 0,
3. VM;g( ^  ) = 1 si y solo si VM;g() = 1 y VM;g( ) = 1,
4. VM;g( _  ) = 1 si y solo si VM;g() = 1 o VM;g( ) = 1,
5. VM;g(!  ) = 1 si y solo si VM;g() = 0 o VM;g( ) = 1,
6. VM;g($  ) = 1 si y solo si VM;g() = VM;g( ),
8. VM;g(8x) = 1 si y solo si para todo d 2 D, VM;g[x=d]() = 1,
9. VM;g(9x) = 1 si y solo si existe por lo menos un d 2 D tal que
VM;g[x=d]() = 1.
La anterior denicion de VM;g() dene las condiciones de verdad
de . Empero, la interpretacion semantica que queremos asignarle a
cada formula  del lenguaje de la logica de predicados estara dada por
el conjunto de funciones de asignacion con respecto a las cuales  es
verdadera en el modelo. Denotaremos dicho conjunto por JKM, el cual
se dene en smbolos de la siguiente manera:
JKM = fg 2 DV : VM;g() = 1g
Ilustraremos esta denicion por medio de un ejemplo. Supongamos el
modelo M denido de la siguiente manera:
D = f,;/g I(m1) = , I(caminar) = f,g
I(m2) = / I(beber) = f,;/g
I(j1) = / I(mujer) = f,g
I(j2) = / I(amar) = f(,;/)g
I(invitar) = f(,;/); (/;,)g
Para este lenguaje y este modelo solo existen cuatro funciones de
asignacion:
g1(x1) = , g2(x1) = , g3(x1) = / g4(x1) = /
g1(x2) = , g2(x2) = / g3(x2) = , g4(x2) = /
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Podemos encontrar ahora la interpretacion semantica de caminar(x1):
Jcaminar(x1)KM = fg : VM;g(caminar(x1))=1g
= fg : Jx1KM;g 2 I(caminar)g
= fg : g(x1) 2 I(caminar)g = fg1; g2g :
La interpretacion semantica de una formula, as denida, tiene por ob-
jeto representar los posibles \estados de cosas" que hacen verdadera una
formula respecto a un modelo. Dado que el desafo que tenemos entre
manos es la resolucion de la anafora, el \estado de cosas" corresponde al
valor de las variables, el cual esta consignado en las funciones de asig-
nacion. En otras palabras, la resolucion de la anafora consiste precisa-
mente en establecer la identidad de los pronombres, y puesto que estos se
traducen por variables, la identidad de los primeros estara determinada
por el valor de las segundas, el cual es proporcionado por las funciones
de asignacion.23JKM es, en consecuencia, la contraparte formal y rigurosa del sig-
nicado de la oracion S cuya traduccion es .
3.2 Resolviendo la co{referencialidad
Una anafora co{referencial aparece en una oracion que contiene un pro-
nombre cuya referencia esta determinada por un nombre propio dentro de
la oracion. En la introduccion presentamos un ejemplo, que reproducimos
por conveniencia aqu:
(17) Si Mara ama a Juan, ella lo invita.
(18) amar(m; j)! invitar(m; j)
En la oracion (17) hay dos anaforas co{referenciales. El pronombre
\ella" debe ser co{referencial con |es decir, debe tener la misma re-
ferencia que| el nombre propio \Mara", y el pronombre \lo" debe ser
co{referencial con el nombre propio \Juan". Resolver la(s) anafora(s)
23 Vale la pena observar que la interpretacion semantica es independiente de las
variables acotadas de una formula, pero no de las variables libres. En efecto, si  es una
sentencia |es decir, una formula sin variables libres|, entonces JKM es o bien ; o bien
DV . Mas aun, es posible que J(x1)KM 6= J(x2)KM; por ejemplo, Jcaminar(x1)KM =
fg1; g2g, mientras que Jcaminar(x2)KM = fg1; g3g.
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consiste precisamente en proporcionar una interpretacion semantica que
cumpla con este requisito. La formula (18) resuelve la anafora, pues \ella
lo invita" se traduce por invitar(m; j), en donde el sujeto del verbo co-
rresponde a m (\Mara") y el objeto directo a j (\Juan"). En otras pa-
labras, tanto el nombre propio \Mara" como el pronombre \ella" se tra-
ducen por la misma constante, m, y en consecuencia son co{referenciales;
lo mismo sucede con \Juan" y \lo".
Ahora bien, la funcion de traduccion que hemos desarrollado en la
segunda seccion del presente texto produce la siguiente traduccion para
la oracion \Si Mara ama a Juan, ella lo invita":
(19) amar(m1; j2)! invitar(x1; x2)
Esta traduccion es adecuada solo si m1 y x1 son co{referenciales (es
decir, si I(m1) = g(x1)) y si j2 y x2 tambien lo son. La interpretacion
semantica de esta formula, de acuerdo a la semantica de la logica de
predicados denida en el apartado anterior, es la siguiente:
Jamar(m; j)! invitar(x1; x2)KM
= fg : hI(m); I(j)i 62 I(amar) o hg(x1); g(x2)i 2 I(xinvitar)g
= fg2; g3g
Sin embargo, de acuerdo con el \estado de cosas" descrito por g3, m1
y x1 no son co{referenciales, pues el primero reere a , y el segundo a/ (es decir, I(m1) = ,, pero g3(x1) = /). As pues, la interpretacion
semantica de (19) proporcionada por la logica de predicados no es ade-
cuada para resolver la anafora.
La solucion a este problema requiere una suposicion sobre la sin-
taxis y una modicacion a la interpretacion semantica. En primer lugar,
vamos a suponer que desde la misma oracion que vamos a interpretar
ya nos es dada una co{indexacion apropiada, en el sentido de que los
terminos co{referenciales tienen el mismo subndice. Por ejemplo, en
lugar de traducir (17) vamos a traducir (20):
(20) Si Mara1 ama a Juan2, ella1 lo2 invita.
Ademas, suponemos que esta co{indexacion se preserva en la traduccion,
como en (19).24
24 Es cierto que esta suposicion es bastante fuerte, pues en cierto sentido la co{
indexacion ya resuelve la anafora; sin embargo, el problema general de la resolucion
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El segundo paso consiste en adaptar la interpretacion de los termi-
nos, de manera tal que solo sean admisibles las funciones de asignacion
que respeten la co{indexacion. En lugar de la interpretacion de los
terminos denida en la pagina 38, usaremos la siguiente denicion:
JtKM;g =
8>>>><>>>>:
I(t) si t es una constante sin subndice
g(t) si t es una variable (con o sin subndice)
I(t) si t es una constante ci y g(xi) = I(ci)
null si t es una constante ci y g(xi) 6= I(ci)
Decir que JtKM;g = null es lo mismo que decir que la interpretacion
del termino t es indenida con respecto a g. El efecto neto producido
por la situacion de que JtKM;g = null es que g no hara parte de la inter-
pretacion semantica de ninguna formula que incluya a t. En consecuen-
cia, con base en esta nueva denicion de la interpretacion de los terminos,
tenemos que Jcaminar(x1)KM = fg2g, y en el \estado de cosas" descrito
por g2 se tiene que m1 es co{referencial con x1 y que j2 es co{referencial
con x2. Hemos obtenido as una interpretacion semantica adecuada que
resuelve las dos anaforas co{referenciales en cuestion.
El siguiente tipo de anafora que debemos resolver relaciona un
termino indenido con un pronombre; dicho pronombre debera tener la
misma referencia que el termino indenido, a pesar de que el contenido
de la oracion no haga especco cual es dicha referencia. Un ejemplo
tpico de este tipo de anafora lo dimos en la introduccion, que repetimos
aqu por conveniencia:
(21) Una mujer1 ama a Juan2 y ella1 lo2 invita.
(22) 9x mujer(x) ^ amar(x; j) ^ invitar(x; j)
La interpretacion semantica de la oracion (21) debe resolver los dos tipos
de anafora: la anafora co{referencial que se da entre \Juan" y \lo"; y
la anafora de ligadura que se da entre el termino indenido \una mujer"
|representado en (22) por la ocurrencia de la variable x en el predicado
mujer(x), la cual se encuentra acotada por el cuanticador 9x| y el
pronombre \ella" |representado en (22) por la ocurrencia de la varia-
ble x en el predicado invitar(x; j)|. Dado que el cuanticador 9x
de la anafora es muy complicado, por lo que es valido para propositos del presente
texto concentrarnos en un aspecto puntual y peque~no, aunque interesante.
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acota todas las ocurrencias de x en (22), todas ellas referiran a la misma
entidad. Esto garantiza la resolucion de la anafora entre \ella" y \una
mujer".
Ahora bien, de acuerdo a la funcion de traduccion de nuestra
gramatica logica, incluidas las suposiciones impuestas en el apartado
anterior, (21) se traduce por (23):
(23) 9x1
 
mujer(x1) ^ amar(x1; j2)
 ^ invitar(x1; x2)
La anafora entre \Juan2" y \lo2" se resuelve, como hemos visto, por
medio de la interpretacion de terminos adaptada a los subndices. No
obstante, el mismo truco no sirve para que la ocurrencia de x1 en
invitar(x1; x2) quede acotada por el cuanticador 9x1. Para lograr esto
necesitamos una interpretacion semantica mas poderosa; una opcion es
apelar a la semantica dinamica de dpl [12], la cual contiene interpreta-
ciones dinamicas de 9 y ^ que permiten atacar precisamente este pro-
blema.
3.3 Semantica dinamica
La semantica dinamica se enmarca en el ambito de la logica dinamica, el
proposito de la cual es analizar en sus bloques componentes la manera
en que las acciones, concebidas lo mas abstractamente posible, modican
un estado de cosas en el mundo [29]. En lo que respecta a la semantica
dinamica, un estado de cosas esta compuesto por un discurso y su con-
texto; el primero es una secuencia de oraciones y el segundo es la repre-
sentacion semantica de dicha secuencia. Las acciones son las oraciones
|o mejor, la proferencia de estas|; ellas modican el estado de cosas al
sumarse a la secuencia de oraciones del discurso y as contribuir al cam-
bio del contexto. En este orden de ideas, la interpretacion semantica de
una oracion consistira en la representacion de su contribucion potencial
al cambio del contexto.
Una manera eciente de representar una accion es por medio de un
conjunto de parejas; en cada una de estas parejas, la primera componente
representa un estado de cosas antes de la accion y la segunda componente
representa un estado de cosas que es posible obtener como consecuencia
de la accion (note que es posible obtener distintos estados de cosas por
medio de una accion).
Anteriormente hemos convenido en representar estados de cosas
por medio de funciones de asignacion. Resulta entonces obvio establecer
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la interpretacion semantica de las oraciones como conjuntos de parejas
de funciones de asignacion:
JKM = fhg; hi 2 DVDV :
condiciones sobre g y h y la relacion entre ellasg :
Se requiere ahora establecer las condiciones que debe cumplir cada com-
ponente de las parejas y la relacion entre ellas para que la pareja pertenez-
ca a la interpretacion semantica de una oracion. Haremos esto por in-
duccion sobre .
Para formulas atomicas, digamos P (t1; : : : ; tn), denimos:
JP (t1; : : : ; tn)KM = fhg; hi : g = h& hJt1KM;h; : : : ; JtnKM;hi 2 I(P )g
Esta manera de denir la interpretacion dinamica de las formulas
atomicas mata dos pajaros de un solo tiro. En efecto, ella combina
las condiciones de verdad de las formulas atomicas con la concepcion
dinamica de acciones sobre estados de cosas |a pesar de que la dinamica
en este caso resulta en la preservacion del estado de cosas|. Las parejas
de funciones de asignacion que pertenecen a la interpretacion de una
formula atomica son aquellas cuyas componentes cumplen dos propieda-
des: (i) la formula es verdadera con respecto a cada componente; y (ii)
las dos componentes son iguales.
La interpretacion dinamica se puede apreciar mejor en la denicion
del cuanticador existencial. Antes de denirla, sin embargo, necesita-
mos introducir la notacion k[x]g, la cual, en palabras, quiere decir que k
diere de g a lo sumo en el valor que le asigna a x.25 La denicion de la
interpretacion del cuanticador existencial es la siguiente:
J9xKM = fhg; hi : 9k j k[x]g& hk; hi 2 JKMg
Las parejas de funciones de asignacion que pertenecen a la interpretacion
25 Formalmente, k[x]g si y solo si k() = g() para todo  distinto de x. Note que
se deja abierta la posibilidad, aunque no se requiera, de que k(x) = g(x). Por ejemplo,
de acuerdo al modelo de la pagina 39, g1[x1]g1 y g3[x1]g1, puesto que g3(x2) = g1(x2);
pero no se tiene que g2[x1]g1, puesto que g2(x2) 6= g1(x2). De manera informal,
decimos que si k[x]g, entonces k actualiza el estado de cosas representado por g a lo
sumo en la identidad de x.
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de 9x1caminar(x1) son tales que: (i) la segunda componente actualiza
el estado de cosas representado por la primera a lo sumo en la identidad
de x1; y (ii) la identidad de x1 debe pertenecer al conjunto I(caminar).
La denicion de la interpretacion de la conjuncion es la siguiente:
J ^  KM = fhg; hi : 9k j hg; ki 2 JKM& hk; hi 2 J KMg
De acuerdo con esta interpretacion, hg; hi representa la accion de ^ si
existe un estado de cosas k que se obtiene como consecuencia de la accion
de  sobre g, el cual, como consecuencia de la accion de  , conduce al
estado de cosas h. Por ejemplo, con base en el modelo de la pagina 39,
encontramos la interpretacion semantica de caminar(x1) ^ beber(x1):
Jcaminar(x1) ^ beber(x1)KM
= fhg; hi : 9k j hg; ki 2 Jcaminar(x1)KM& hk; hi 2 Jbeber(x1)KM
= fhg; hi : g = k& k(x1) 2 I(caminar)& k = h&h(x1) 2 I(beber)g
= fhg; gi : g(x1) 2 I(caminar)& g(x1) 2 I(beber)g
= fhg1; g1i; hg2; g2ig
Dado que en este ejemplo ninguno de los lados de la conjuncion modica
el estado de cosas, la conjuncion tampoco modica el estado de cosas.
Es por esto que la primera y la segunda componente son iguales. La
verdadera capacidad dinamica de la conjuncion se aprecia cuando se
combina, por ejemplo, con el cuanticador existencial, como lo veremos
a continuacion.26
3.4 Solucion de las anaforas
La primera anafora que podemos resolver por medio de la interpretacion
dinamica de las constantes logicas involucra un termino indenido y una
conjuncion; el problema que debemos afrontar para resolverla es que en
la traduccion que nos proporciona la gramatica logica, a saber (23), aqu
reproducido por (24),
(24) 9x1
 
mujer(x1) ^ amar(x1; j2)
 ^ invitar(x1; x2),
26 Por razones de espacio, omitiremos la denicion de la interpretacion de las demas
constantes (sin embargo, ver [12]).
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el cuanticador existencial 9x1 debe acotar la ocurrencia de x1 en
invitar(x1; x2), la cual se encuentra por fuera de su alcance. Las in-
terpretaciones dinamicas del cuanticador existencial y de la conjuncion
permiten resolver precisamente este problema. En aras de la simplicidad
de la exposicion, aunque sin riesgo de perder ningun detalle importante,
encontraremos la interpretacion de (25):
(25) 9x1mujer(x1) ^ caminar(x1)
J9x1mujer(x1) ^ caminar(x1)KM =
= fhg; hi : 9k j k[x1]g&h = k&h(x1) 2 I(mujer)&h(x1) 2 I(caminar)g
= fhg; hi : h[x1]g&h(x1) 2 I(mujer)&h(x1) 2 I(caminar)g
= fhg1; g1i; hg3; g1i; hg2; g2i; hg4; g2ig
En esta interpretacion, el cuanticador 9x1 acota tanto la primera como
la segunda ocurrencia de x1; en efecto, el valor asignado a x1 por la
interpretacion de la formula de la izquierda |a saber, 9x1mujer(x1)|
se transere a la formula de la derecha |a saber, caminar(x1)| gracias
a la interpretacion dinamica de la conjuncion. En otras palabras, la
formula de la derecha debe interpretarse con respecto al estado de cosas
determinado por la interpretacion de la formula de la izquierda, la cual
ya determina la identidad de x1.
No es difcil ver que
J9x1 mujer(x1) ^ amar(x1; j2)
^invitar(x1; x2)KM = fhg1; g1i; hg3; g1i; hg2; g2i; hg4; g2ig :
En todas las parejas de esta interpretacion la segunda componente es tal
que el referente de \una mujer1" es igual al referente de \ella1" y, por lo
tanto, la interpretacion resuelve la anafora de ligadura en cuestion.
Con una sencilla adaptacion de estas herramientas es posible re-
solver la anafora del discurso, como por ejemplo (13) y (15), reproducidas
por conveniencia aqu por (26) y (27):
(26) Mara ama a Juan. Ella canta
(27) Un hombre bebe. El ama a Mara
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Si convenimos en que el punto debe traducirse por la conjuncion, entonces
nuestra gramatica producira las formulas (28) y (29) como traducciones
de (26) y (27), respectivamente:
(28) amar(m1; j2) ^ cantar(x1)
(29) 9x1
 
hombre(x1) ^ beber(x1)
 ^ amar(x1;m2)
La interpretacion de los terminos adaptada a los subndices permite re-
solver la anafora en (28), mientras que la interpretacion dinamica de 9 y
^ permite resolver la anafora en (29).
4 Comentarios nales
La presente gramatica logica explica algunos aspectos no triviales de la
semantica del espa~nol por medio de un andamiaje tecnico relativamente
sencillo. Esto no signica que no haya cosas por perfeccionar, ni que
no haya limitaciones ni problemas. Finalizaremos este texto exponiendo
brevemente estos asuntos, los cuales hacen parte de los aspectos generales
del contexto de la presente gramatica logica.
Para comenzar, debemos recordar que la gic, tal como esta formu-
lada en la seccion 2, permite generar oraciones que no son gramaticales
en espa~nol, como\Todo hombre no camina". Tambien es un aspecto
para mejorar el hecho de que aun falta por proporcionar una denicion
rigurosa del lenguaje no interpretado que incluye el operador  y las
variables de orden superior, el cual es usado por la funcion de traduccion.
Dicha denicion rigurosa se necesita para que la conversion  pueda apli-
carse sin problemas de manera general, y no solo para los casos que se
pueden obtener al usar la traduccion de las palabras denida en x2.3.1.
No sobra decir que, de ser aplicadas las reglas de traduccion correcta-
mente sobre las traducciones de las palabras, teniendo en cuenta utilizar
una variable distinta para cada palabra, ningun problema debe aparecer
al realizar la conversion .
Con el objetivo de exponer las limitaciones de la presente gramatica
en su correcta perspectiva, mencionaremos nuevamente sus caractersticas
principales. Recordemos que la teora sintactica utilizada aqu consiste
en una Gramatica Independiente del Contexto, con algunas extensiones,
adaptada al idioma espa~nol. El lenguaje utilizado para la traduccion no
se interpreta sino para las oraciones, lo cual permite restringirnos a una
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logica de primer orden. Ademas, la interpretacion semantica es completa-
mente extensional, aunque dinamica. Ahora bien, la gramatica de Mon-
tague |el cual es el modelo a seguir en lo que respecta a las gramaticas
logicas| usa una teora de orden superior intensional, por medio de la
cual puede dar cuenta de un numero de fenomenos, la explicacion de los
cuales se encuentra por fuera del alcance de las herramientas de la pre-
sente gramatica. En particular, los requerimientos de una logica de orden
superior se presentan en [9, 10, x4.2.1] y [8, cap. 7]; los fenomenos de la
intensionalidad se presentan en [9, 10, caps. 2 y 3] y [2]; la ambiguedad
intensional en [19] y [9, 10, cap. 2 y x6.3.8]. Finalmente, resta mencionar
que la solucion propuesta por dpl a las anaforas con terminos indenidos
ha recibido algunos cuestionamientos en la literatura (ver [12, x5.1] para
discusion).
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