Astrt. In 1970, Keller and Segel proposed a parabolic system describing the chemotactic feature of cellular slime molds and recently, several mathematical works have been devoted to it. In the present paper, we study its blowup mechamism and prove the following. First, chemotactic collapse occurs at each isolated blowup point. Next, any blowup point is isolated, provided that the Lyapunov function is bounded from below. Finally, only the origin can be a blowup point of radially symmetric solutions.
Introduction
A system of parabolic partial di¨erential equations of mathematical biology is attracting interest. It was proposed by Nanjundiah [22] in 1973, as a simpli®ed model of the Keller and Segel system [16] describing a chemotactic feature, the aggregation of some organisms (cellular slime molds) sensitive to gradient of a chemical substance. Precisely, with uxY t and vxY t standing for the density of the organism and the concentration of the chemical substance at the position x e and the time t e 0Y T, respectively, it is given as so that the e¨ect of di¨usion Á u and that of chemotaxis Á wuv are competing for u to vary. The second equation is linear, and v is produced proportionarily to u, di¨uses, and is destroyed by a certain rate.
The phenomenon of the blowup in a ®nite time of the solution is important from both mathematical and biological points of view. There are conjectures by Nanjundiah [22] , Childress [5] , and Childress and Percus [6] ; c Ã c Ã c 8paw is the threshold number in the following sense: if ku 0 k L 1 `c Ã then the solution exists globally in time and if ku 0 k L 1 b c Ã then uxY t can form a delta function singularity in a ®nite time. The latter case is referred to as the chemotactic collapse. The arguments were heuristic, making use of numerical computations for the stationary problem, while recent studies are supporting their validity rigorously ( [12] , [14] , [19] , [20] and [21] ).
First, the existence of such numbers c Ã and c Ã was proven by Ja Èger and Luckhaus [14] for a simpli®ed system. Later, Nagai [19] treated another system, (KS) with t 0, referred to as N model in the present paper; as [6] conjectured, 8paw is actually the threshold number in the above sense for radially symmetric solutions. Then, several works were devoted to the full system, (KS) with t b 0. Particularly, Herrero and Vela Âzquez [12] constructed a radially symmetric solution with u collapsing at the origin in a ®nite time, having the concentrated mass equal to 8paw. Its counter part was shown by Nagai, Senba, and Yoshida [21] ; radial solutions exist globally in time with uniformly bounded, provided that ku 0 k L 1 `8 paw. In this way, conjecture [5] has been almost settled down in the a½rmative for radially symmetric solutions.
As for the general case, contrarily to the conjecture, [21] gave only
as a criterion for the existence of global solutions. (The same result is obtained by Biler [3] and Gajewski and Zacharias [7] independently.) But this number 4paw is also realized to be best possible and the reason for the discrepancy between radial and non-radial cases has been clari®ed by Nagai, Senba and Suzuki [20] and Senba and Suzuki [23] . Namely, the former studied N model and showed, among others, that if 4paw ku 0 k L 1 8 paw and the solution blows up in a ®nite time then the concentration toward q occurs to u. (This phenomenon is proven also for the full system recently by Senba and Suzuki [25] and Harada, Nagai, Senba, and Suzuki [10] .) On the other hand the latter studied the stationary problem in details; the underlying variational structure and its e¨ects to the dynamics. In particular, it asserts that many non-radial stationary solutions, missed by [6] , exist and take roles in non-stationary problems even in the case that is a disc. Through those studies we are led to the following conjecture:
Component u forms a delta function singularity at each blowup point x 0 e with the concentrated mass equal to 8paw and 4paw according to x 0 e and x 0 e q, respectively.
Actually Senba and Suzuki [24] studied N model and proved the above phenomenon with the mass greater than or equal to the expected values. The present paper studies the full system and proves the following; if the solution uY v blows-up in a ®nite time, then u forms a delta function singularity at each isolated blowup point, and any blowup point is isolated, provided that the Lyapunov function described below is bounded. Finally, only the origin can be a blowup point of radially symmetric solutions.
Summary
Let us put that t g w 1 for simplicity. The following facts are known. 1. ( [27] , [3] ) Given smooth nonnegative initial data u 0 P 0 and v 0 , we have a unique classical solution uÁ Y tY vÁ Y t to (KS) de®ned on the maximal time interval 0Y T max . The solution is smooth and positive on Â 0Y T max . If T max` y, then it holds that
In particular, W t is a Lyapunov function. It is monotone decreasing, so that either
We prepare several notations and de®nitions.
Definition ( i ) In the case of T max` y, we say that x 0 e is a blowup point of u if there exist ft k g y k1 r 0Y T max and fx k g y k1 r satisfying ux k Y t k 3 y, t k 3 T max , and x k 3 x 0 as k 3 y. The set of blowup points of u is denoted by B.
( ii ) We say that x 0 e B is isolated if there exists R b 0 such that
for any r e 0Y R. The set of isolated blowup points of u is denoted by B I . (iii) System (KS) is called radially symmetric if fx e R 2 j jxj`1g and u 0 u 0 jxj, v 0 v 0 jxj. Our results are stated as follows. Theorem 3. If (KS) is radially symmetric and T max` y, then B f0g.
In our notation, the delta function d x 0 dx e M acts as hhY d x 0 dxi hx 0 for x 0 e and h e C. It is easy to see that L 1 norm of uÁ Y t is preserved (see section 3). Therefore, Theorem 1 implies that the number of isolated blowup points is ®nite. More precisely,
Condition (1) actually holds for the blowup solution constructed by [12] . However, except for this example any criteria for (1) have not been known. In this connection, it may be worth mentioning about the semilinear heat equation
, it is known that blowup occurs if and only if lim t4T max Jut Ày, where
stands for the Lyapunov function ( [8] , [13] , e.g.). To our knowledge, it has not been clari®ed whether lim t4T max Jut b Ày and T max` y can occur for the other cases of (3). But those relations between Lyapunov functions and blowup mechanisms may suggest that (KS) with two space dimension obeys some features of (3); in the former case the boundedness of the Lyapunov function implies the ®niteness of blowup points. Our theorems are proven through localized energy estimates, particularly the localized Lyapunov function. Concluding the section, we describe it in short.
The localized Lyapunov function is de®ned by
where j is a nonnegative C y function. If j I 1, W j t is equal to W t, but usually j is a cut-o¨function satisfying
Actually it is taken in the following way.
Given x 0 e , we have 0`R H`R with Bx 0 Y 2R r . Then we take j satisfying
Given x 0 e q, we ®rst prepare z e C y 0 R 2 satisfying z zj yj, 0 z 1 in R 2 , and
Then we set jx zX x. It holds thatn z X qX qn Á z X 0 on q because qX aqn is proportional to 0Y À1 on q, and such j satis®es (4) and (5) . We have the following.
where
Proof. Multiplying log u À vj by the ®rst equation of (KS) and using Green's formula, we have
Here, it holds that
In use of the second equation of (KS), we have
which, together with (7), (8) and (9), leads to
The proof is complete. r
We sometimes write j j x 0 Y R H Y R . Now we describe the way of proof and some technical di½culties. Theorem 1 is proven by the method of [20] , localizing estimates of [21] . The crucial point for the proof of Theorem 2 is showing ®niteness of blowup points. As is described in [24] , it follows if local L 1 norms of u have bounded variations in time, and this actually holds if the Lyapunov function is bounded. (In N model, it can be shown that the local L 1 norms have always bounded variation in time thanks to remarkable properties of the Green's function. See [24] .) Finally, Theorem 3 is a consequence of those arguments.
Preliminaries
Regard Àh 1 as a closed operator in L p 1`p`y, denoted by A p , by
It is sectorial so that ÀA p generates an analytic semigroup denoted by fT p tg (see [15] ). The spectrum sA p is independent of p and satis®es sA p r fz e C j Rez 1g. We have the following because r R 2 is bounded and q is smooth (see [26] ):
T p t is an operator of integration with the symmetric kernel GxY yY t independent of p, satisfying
for jj 2, jj 2, and xY yY t e Â Â 0Y y, where C b 0 is a constant and 0`d`1.
An immediate consequence is
where C p b 0 is a constant determined by p e 1Y y. 
Making use of those estimates instead of the elliptic estimate for the second equation, we get the following similarly to N model (see [20] ). We have vt 0 e DA p for 0`t 0`Tmax and henceforth suppose that v 0 e DA p .
Proposition 3.1. The following relations hold for the solution uY v to (KS), where C qY e b 0 is a constant determined by q e 1Y 2 and e e 0Y 1a2:
Proof. Integrating the equations of (KS) over , we have Equality (13) implies (11) 
follows from (14) and v b 0. Poincare Â-Wirtinger's inequality assures the equivalence
Rewrite the second equation of (KS) as 
On the other hand, inequality (10) gives that
and (15) 
for w e W 1Y 1 , where K b 0 is a constant determined by . Inequality (17) implies some estimates on u.
Recall the cut-o¨function
where A b 0 and B b 0 are constants determined by 0`R H`R f 1.
Lemma 3.2 The following inequalities hold for any s b 1, where C b 0 is a constant:
Proof. Putting w u 1a2 , we have
Hence (18) follows from (17) and kwk L 1 kuk L 1 . We turn to (19) . Take w u À s 1a2 with a maxfaY 0g. We have
On the other hand we have kwk 
where C e b 0 is a constant determined by e b 0. Therefore,
by (17) . Taking e b 0 as
we obtain (20) . r
Finiteness of blowup points
This section is devoted to the proof of Therems 2 and 3. First, a technical estimate is derived for local norms of the solution uY v to (KS)
Proof. We show the following equality ®rst:
This can be derived by (6), but here we prove it directly by (KS). In fact, multiplying log u by the ®rst equation of (KS), we get that
by the second equation of (KS). On the other hand,
On the other hand we have
Equality (23) has been proven. Now we proceed to the proof of (22) . First, in use of (18), we get that
We obtain
by (11) . Similarly, we have
by (16) . Finally,
Here, for any r e 0Y R.
Proof. We divide the argument in ®ve steps. Take R H e 0Y R and let
Step 1 We show that (24) with T max` y implies
Therefore, taking R b 0 smaller, we can assume that
In fact, inequality (19) with
gives that
Therefore, taking s b 1 as 8K 2 Malog s`1a2, we have (26) 
by (22).
Step 2 Multiplying u by the ®rst equation of (KS), we have
From the second equation of (KS) follows that
Therefore, in use of
Here, last three terms of the right-hand side are dominated as follows. First, inequality (16) gives that 1 2
to w u 1a2 implies that 1 2
Here, we have
In this way, inequality (30) has been reduced to
We can make use of (20) for the ®rst term of the right-hand side. It holds that
where M b 0 is the constant de®ned in (28). Making s b 1 large, this term is absorbed into the left-hand side of (31 (20) holds with u replaced by w, and kwk L 1 Bx 0 Y R H C follows from (32). Finally, if we make use of the second equation of (KS), we obtain for any r e 0Y R.
Step 4 Put u 1 uw Bx 0 Y r , u 2 u À u 1 , and let v 1 , v 2 be the solutions for 
by (34). Inclusion X p r C 1 holds and hence
for any r e 0Y R.
Step 5 Take r H e 0Y r and put 1 j x 0 Y r H Y r 6 . We multiply u p p1 1 by the ®rst equation of (KS) and get
where u 1 u 1 . Here, C b 0 is independent of p 1 and we can apply an iteration scheme of Moser's type (see Alikakos [2] ). To this end we make use of Gagliardo-Nirenberg's inequality in the form of
where K b 0 independent of q e 1Y q 0 for given q 0 b 1.
First, apply (38) for w u
. We have
, the right-hand side is dominated by
Second, apply (38) for w u
Finally, apply (38) for w u p1a2 1 and q 2. We have
Inequality (37) has been reduced to
However, again (38) for q 2 implies
and hence sup 0t`T max
and letting k 3 y,
follows. In use of (35), we obtain
Since r H e 0Y r and r e 0Y R are arbitrary, we have (25) . The proof is complete. r 
for 0`T max À t f 1. Then (22) 
and hence
This assures the existence of lim t4T max uj dx. In use of (40) we have lim inf
Since x 0 e B and 0`R f 1 is arbitrary, this implies that
by (11) , and in particular, any blow-up point is isolated. r
Isolated blowup points
In this section we study the behavior of u around the isolated blowup points more precisely and prove Theorem 1.
We ®rst note the following.
Lemma 5.1. Let uY v be a solution to (KS) and x 0 e B I . Then there exist 0`R f 1 and y e 0Y 1a2 such that
Proof. Because x 0 e B I , there exists R 0 b 0 such that
for any r 0 e 0Y R 0 . Then the parabolic estimate for the second equation of (KS) (see [26] Proof. Recall (6) and put
Relations (11) The following lemma is a modi®cation of [21] .
Lemma 5.4. We have uvj dx
where M j uj dx.
Proof. Since Àlog s is convex, Jensen's inequality applies as Proof. In use of (43) This contradicts (45) with R replaced by Ra2.
The case x 0 e q can be treated similarly and the proof is complete. r
We are able to give the following. 
