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Abstract
We propose a kernel machine based hypothesis testing procedure in nonlinear
function-on-scalar regression model. Our research is motivated by the Newborn Epi-
genetic Study (NEST) where the question of interest is whether a pre-specified group
of toxic metals or methylation at any of 9 differentially methylated regions (DMRs)
is associated with child growth. We take the child growth trajectory as the functional
response, and model the toxic metal measurements jointly using a nonlinear function.
We use a kernel machine approach to model the unknown function and transform the
hypothesis of no effect to an appropriate variance component test. We demonstrate
our proposed methodology using a simulation study and by applying it to analyze
the NEST data.
Keywords: Kernel machine, variance component test, Gaussian process
1
ar
X
iv
:1
90
7.
10
20
7v
1 
 [s
tat
.M
E]
  2
4 J
ul 
20
19
1 Introduction
Developmental exposures are associated with alterations to the epigenome in early life,
although determining how these alterations affect an individual has proved challenging.
Genomically imprinted genes are a class of genes characterized by monoallelic expression,
and use allele-specific differential CpG methylation by silencing one of the two parentally-
derived alleles (Ollikainen and Craig [2011], Woodfine et al. [2011]). There are several
known differentially methylated regions (DMRs), where multiple adjacent CpG sites show
this type of parent-of-origin-specific methylation. Literature has suggested that certain
gene methylation profile characteristics within a DMR can control the expression of genes
to impact the weight of a child (Wang et al. [2015b]). Methylation at the mestit1 gene has
been associated with the Silver-Russell syndrome that causes low height and weight at birth,
short stature in later life, and other abnormalities (Meyer et al. [2003]). It has been observed
that imprinted genes, such as PEG3, cause low birth weight in humans (Ishida and Moore
[2013], Kappil et al. [2015], Lambertini et al. [2012]). Hypomethylation of the IGF2 DMR
leads to growth restriction (Gicquel et al. [2005]). Studies have also found the methylation
of the sgce gene to be associated with a child’s birth weight (Gonzalez-Nahm et al. [2018]).
Expression levels at ZAC1, MEG3, and NNAT are positively associated with large for
gestational age status (Kappil et al. [2015]). Degree of methylation of ZAC1 (PLAGL1)
is associated with prenatal and post-natal growth in healthy infants (Azzi et al. [2014],
McCullagh and Nelder [1989], Gonzalez-Nahm et al. [2018]). Exposure to heavy metals in
the foetal stage has also been found to cause low birth weights (Hu et al. [2015], Sabra
et al. [2017]). Low birth weight is frequently followed by steeper growth trajectories in early
life, called catch-up growth (Finkielstain et al. [2009], Lui and Baron [2011], Moore et al.
[2015]). Such accelerated growth in early life is a consistent risk factor for cardiometabolic
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impairment in adulthood (Anderson et al. [2014], de Kroon et al. [2010], Whincup et al.
[2008]). Our goal is to test whether there is an association between pre-natal exposure
to heavy metals and a child’s growth over time. Furthermore, we wish to determine if a
certain DMR is associated with a child’s growth trajectory.
Our study was motivated by the Newborn Epigenetic STudy (NEST), a birth cohort
study in Durham, North Carolina. At birth, cord blood was collected and processed from
babies to obtain the levels of pre-natal exposure to metal, and the child’s methylation
profiles for several DMRs. The weight of those infants was collected over 5 years. This
led to between 2 and 30, randomly and irregularly spaced observations for each individual.
Demographic and lifestyle information was also collected from the pregnant ladies.
We consider the problem of associating child growth trajectories and child gene methy-
lation profiles, while accounting for other confounders. the response is a function (children
growth trajectory measured over time) and the covariates are both scalar and vector val-
ued (gene methylation profiles and other confounders). We want to determine if the gene
methylation profile for a certain gene affects the growth of infants. We would also con-
sider the problem of associating child growth trajectories and a child’s prenatal exposure
to heavy metals, while accounting for the same set of afore-mentioned confounders.
We face two main challenges. We wish to test the effect of the sites within a DMR,
allowing for the possibility that the effect on the growth trajectory may be nonlinear.
Additionally, the functional data is relatively sparse, with each child in the NEST data set
having between 2 and 30 recorded weight measurements, randomly and irregularly spaced
across five years. These factors make it difficult to analyze the data using existing functional
methods. Analyzing the influence of heavy metals presents the same challenges. Our goal
is to develop a new method that can determine if there is a potentially non-linear effect of
a multidimensional covariate on irregularly-spaced functional data.
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In the literature of functional data analysis, there has been abundant work done in
function on function regression. Goldsmith and Schwartz [2017] studies the linear con-
current model using a Bayesian approach, Ratcliffe et al. [2002] implements functional
logistic regression on longitudinal data using a modified Fisher Scoring algorithm, Sen-
turk and Nguyen [2011] proposes varying-coefficient model for sparse longitudinal data,
Kokoszka et al. [2008] uses a PCA based approach, Hoover et al. [1998] examines spline
based methods, and Yao et al. [2005] uses a method based on local polynomial smoothing
and functional principal components for estimation. Jiang and Wang. [2011] uses a func-
tional single index model, extending the parametric linear mixed-effects model to a more
flexible semiparametric mixed-effects model for function on function regression. However,
Jiang and Wang. [2011] does not perform any hypothesis testing.
There has also been considerable work done in scalar on function regression. Fan and
Zhang [2000] provides a two step method based on local polynomial smoothing, Cardot et al.
[2003] explores spline based methods, James et al. [2009] incorporates shrinkage methods
in estimating a functional predictor/scalar response model, Goldsmith and Scheipl [2014]
focuses on minimizing the cross-validated prediction error, Reiss et al. [2017a] develops a
method called principal coordinate ridge regression which uses ridge regression on principal
components and rank penalized splines, and Gertheiss et al. [2013] uses functional Principal
Component Regression. An extensive discussion has been provided in the review paper
Reiss et al. [2017b].
The work done regarding function on scalar regression is much more scarce, with the
literature concentrated on linear models. The majority of the works focus on estimation
problems and do not perform any hypothesis testing. With most of the articles concern-
ing themselves with univariate covariates, the number of papers regarding multivariate
covariates is extremely low.
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Several Bayesian methods for function-on-scalar regression exist (Goldsmith and Kitago
[2016]). Morris et al. [2003] developed wavelet-based functional mixed models assuming
that residual curves consist of independent measurement errors. Morris and Carroll [2006]
extended this to allow correlated residual curves. Goldsmith et al. [2015] deals with multi-
level functional responses, i.e., responses are clustered within groups or subjects. Goldsmith
and Kitago [2016] estimates the bivariate function-on-scalar regression with subject level
random functional effects while accounting for potential correlation in residual curves. A
penalized spline approach for functional mixed models was taken in Baladandayuthapani
et al. [2007], whereas Baladandayuthapani et al. [2010] used a piecewise constant basis.For
cross-sectional functional data observed sparsely at the subject level, Montagna et al. [2012]
developed a Bayesian latent factor model.The computational burden of the Bayesian pro-
cedures can be prohibitive for data exploration and model building even for moderate
data sets, which has contributed to the slow adoption of Bayesian methods in functional
data analysis. As an example, a comparison of the Bayesian penalized spline method in
Baladandayuthapani et al. [2007] to a method based on functional principal component
analysis on simulated data found computation times of 5 h versus 5 s (Staicu et al. [2010]).
Given the time inefficiency of Bayesian methods, we are going to focus on the non-Bayesian
approaches.
Faraway [1997] considers the linear function-on-scalar model. It mentions multivariate
multiple regression tests based on likelihood ratio statistic, which would be useful only if
the number of points at which each function is observed is small, say three or four. Then
we would have to work with an assumption that so few points are capable of representing
an entire function, which is unreasonable. Bootstrap-based testing methods have also been
discussed. According to a review paper by Wang et al. [2015a], a widespread method-
ology is to expand the responses and regression coefficients on the same functional basis
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(B-spline or eigenbasis) and using penalized smoothing splines. Barber et al. [2017] extends
the LASSO to functional data performing simultaneous variable selection and parameter
estimation by combining basis expansions with a group LASSO style penalty. Reiss et al.
[2010] uses the same linear model as Faraway [1997]. It recasts the penalized ordinary least
squares (P-OLS) estimator of the coefficient functions described by Ramsay and Silver-
man in the 1990s (Ramsay and Silverman [1997]) to obtain a penalized generalized least
squares(P-GLS) alternative. It uses basis functions, with quadratic roughness penalties to
avoid overfitting, both GCV and REML have been explored for estimating the smoothness
parameter. They suggest an algorithm that increases the computational efficiency of the
smoothing by cross-validation. They have suggested a test statistic for hypothesis testing
similar to an F statistic from Ramsay and Silverman [1997]. Reiss et al. [2011] consid-
ers the same model as Faraway [1997]. It uses penalized regression with basis of cubic
B-splines to avoid overfitting. The penalized integrated sum of squared errors was min-
imized. The smoothness parameter was chosen to minimize the ”leave-one-function-out”
cross-validation score. They also suggest a hypothesis testing method for the null model
H0 : E[y(s)] = x
T
0 β0(s) against the alternative model H1 : E[y(s)] = x
T
1 β1(s) where x0
is a predictor vector of length m0 contained within the vector x1 of length m1 > m0, us-
ing a pointwise F-statistic at s (Ramsay and Silverman [1997]). They mention that F(s)
could be tested at all distances simultaneously, i.e., in a manner that takes into account
the multiple s values being tested, by a permutation testing approach (Nichols and Holmes
[2001]). However, how well their suggested test statistic performs has not been demon-
strated. Reiss and Huang [2010] is similar to Reiss et al. [2011] in formulating the model,
but uses pointwise restricted likelihood ratio test with tensor product penalty for smooth-
ing bases. A specific method proposed by Wu and Chiang [2000] utilized kernel smoothing
on the functional coefficients and assumed independent and identically distributed random
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errors.
Li et al. [2017] extends the functional single index model to a functional varying-
coefficient single index model The article also proposes, but does not illustrate a test
statistic similar to the one by Reiss et al. [2011] for the same hypothesis test.
So far, all the articles dealing with function on scalar regression mentioned propose
models that are linear in their scalar covariates. This may cause the model to fail to capture
a non-linear relationship between the scalar covariate X, and the functional response y(t).
Moreover, they have not attempted to perform a hypothesis testing. In our approach we
have non-linear function on scalar regression, making it more universal. We have also
proposed a method for testing of hypothesis, while comparing it to the hypothesis testing
method proposed but not demonstrated in Ramsay and Silverman [1997].
The rest of the article is organized as follows: In section 2 we describe the data that
motivates our work, and the way we model the data to get an appropriate hypothesis testing
problem. Furthermore, we obtain a couple of test statistics and use them to develop a test
for the null hypothesis. Next, in section 3 we have performed a simulation study for the
cases of both dense data and sparse data, and compared the performances of the test
statistics obtained in section 2. In this section, we have also compared the performance
of our method with the one suggested by . Subsequently, in section 4 the methodology
thus developed has been applied to a real-life dataset. Section 5 comprises the conclusion.
Acknowledgments have been made in section 6. Section 7 is the appendix that explains
computational simplifications used in section 3.
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2 Methodology
We have n individuals. Corresponding to the ith individual there is data at mi many time
points, tij, belonging to some bounded continuous interval for j = 1, . . . ,mi, i = 1, . . . , n.
Functional data, Yi(tij) is observed for individual i, at time point tij, for j = 1 . . .mi, i =
1, . . . , n. Some scalar covariates, Xik and Zil are observed corresponding to Yi, for i =
1, . . . , n, k = 1, . . . , p, ` = 1, . . . , q.
2.1 Dense Case
To begin, let us consider the simpler situation of dense data, where we have observations
for m data points for each individual, i.e., mi = m for i = 1, . . . , n. So, we consider the
model
Yi(tj) =
q∑
`=1
Zi`η`(tj) + β(Xi, tj) + εi(tj), (1)
where Yi(tj) is the observed response corresponding to individual i at time tj, Zi` is the
`th observed covariate which is not of interest to us (nuisance) for individual i, Xi =
(Xi1, . . . , Xip)
T is the vector of observed covariates of interest to us corresponding to Yi(tj),
at time tj for individual i; β(·, ·) is a function determining how the observed response
depends on the covariates of interest, η`(tj) are the regression co-efficients of Zi`, and εi(tj)
are error terms for the ith individual at time tj, which are independent of each other, for
tj belonging to some bounded continuous interval, i = 1, . . . , n, j = 1, . . . ,mi, ` = 1, . . . , q.
The error terms are also independent of Xi and Zi` for i = 1, . . . , n, ` = 1, . . . , q.
Our primary goal is to test whether there is an association between the covariate Xi
and the functional response Yi(·). Thus, we aim to test the null hypothesis, H0 : β(·, ·) = 0
against the alternate hypothesis Ha : β(·, ·) 6= 0. Under H0, the functional response Y (·)
would be independent of the vector covariate Xi. β(·, ·) is a bivariate function with a
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scalar operand and a vector operand. So, our problem is essentially an infinite-dimensional
hypothesis testing problem.
2.2 Sparse Case
Now, if we extend this to our case with sparse data, we must consider the following model,
which is an extension of equation 1:
Yi(tij) =
q∑
`=1
Zi`η`(tij) + β(X, tij) + εi(tij), (2)
where Yi(tij) is the observed response corresponding to individual i at time tij, Zi` is
the `th observed covariate which is not of interest to us (nuisance) for individual i, Xi =
(Xi1, . . . , Xip)
T , is the vector of observed covariates of interest to us corresponding to Yi(tij),
at time tij for individual i; β(·, ·) is a function determining how the observed response
depends on the covariates of interest, η`(tij) are the regression co-efficients of Zi`, and εi(tij)
are error terms for the ith individual at time tij, which are independent of each other, for
tij belonging to some bounded continuous interval, i = 1, . . . , n, j = 1, . . . ,mi, ` = 1, . . . , q.
The error terms are also independent of Xi and Zi` for i = 1, . . . , n, ` = 1, . . . , q. We use
this framework to deal with the same hypothesis testing problem as before.
2.3 Approach
2.3.1 Dense Case
We want to test the null hypothesis, H0 : β(·, ·) = 0. Again, let’s begin with the simpler
case where mi = m for i = 1, . . . , n, i.e., the case where no data is missing. We assume
β(·, ·) to be a Gaussian Process centered at 0, with variance τK, where τ ≥ 0. This is a
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valid assumption to make if the i(·) have mean 0 for i = 1, . . . , n, once we center Yi(·)
about 0.
A Gaussian process is a process whose finite dimensional distributions are Gaussian.
Since a Gaussian is determined by its first and second-order cumulants and these in-
volve pairwise interactions only, its finite dimensional distributions are completely deter-
mined by mean and covariance function (Seeger [2004]). If the random function F is
distributed as a Gaussian Process with mean function µ and covariance function κ, we
denote it as F ∼ GP (µ, κ). In Gaussian Process regression, given a set of input variables
W = (w1, w2, . . . , wc), the latent function variable f = (f1, f2, . . . , fc) has a joint Gaussian
distribution P (f |W) = N(M,KGP(W,W)), where M is the mean vector with c elements,
and KGP(W,W) is a c × c covariance matrix (Cui and Fearn [2017]). The covariance
matrix KGP is in fact a kernel function evaluated at the c instances. The observations for
a given individual at different time points would be correlated to each other, and the ob-
servations for different individuals would also be correlated to each other at different time
points. However, the covariance would be more when the observations are for the same
individual. Also, for different individuals, the covariance would be more at time points that
are closer together. To incorporate this, for two given time points, th and tk, we propose K
as K{(Xi, th), (Xj, tk)} = L(Xi,Xj)e−(th−tk)2 , i = 1, . . . , n, j = 1, . . . , n, h = 1, . . . ,m, k =
1, . . . ,m. Therefore, for observed ((X1, t), . . . , (Xn, t)),
(β(X1, t), . . . , β(Xn, t)) ∼ N(0, τK),
where K is the mn × mn kernel matrix with n rows and n columns of m × m blocks,
with the (i, j)th block as K{(Xi, t), (Xj, t)} which is a matrix with its (h, k)th element
as K{(Xi, th), (Xj, tk)}. Such a K is clearly positive definite. So, for β(·, ·) = 0, we
require τ = 0. This provides us with the equivalent null hypothesis, H ′0 : τ = 0, and the
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corresponding alternate hypothesis, H ′a : τ 6= 0. Then, the original problem of testing an
infinite-dimensional function is converted to a much simpler one parameter test.
We model η`(tj) =
∑U
u=1B`u(tj)θ`u, where B`u is a basis function, and θ`u is the cor-
responding co-efficient, for j = 1, . . . ,m, ` = 1, . . . , q, u = 1, . . . , U . We use penalized
likelihood maximization with thin plate regression splines as the basis functions. The
smoothing parameters are estimated by generalized cross-validation criterion n D
(n−DoF )2 ,
where D is the deviance, and DoF is the effective degrees of freedom of the model. The
effect of the nuisance covariates is removed to get Y ∗i (tj) = Yi(tj) −
∑q
`=1 Zi`η̂`(tj). We
obtain a test statistic from the score equation of this model to test whether τ = 0. We are
motivated by the method proposed in Tzeng et al. [2009]. In it a score based hypothesis
testing has been developed for a vector based model. We have developed a similar method
to incorporate the case of functional responses.
Let Σ(·, ·) be the covariance operator of process ε, i.e., Σ(s, t) = Cov(ε(s), ε(t)). Let
R be a matrix of dimension m ×m, with the (j, k)th element as Σ(tj, tk). Let Σ0 be the
block diagonal matrix of dimension nm× nm formed by n number of R. Then, Σ0 is the
variance-covariance matrix of ε = (ε1(t1), . . . , ε1(tm), . . . , εn(t1), . . . , εn(tm)). But the true
error terms are not observable. So, we have to work with an estimate of ε. From equation 1
it follows that under H0, ̂i(tj) = Y
∗
i (tj) is an unbiased estimator of i(tj). Then, Σ̂0 is the
variance-covariance matrix of (Y ∗1 (t1), . . . , Y
∗
1 (tm), . . . , Y
∗
n (t1), . . . , Y
∗
n (tm)). We consider the
Karhunen-Loeve expansion of εi(tj), εi(tj) =
∑∞
v=1 φv(tj)ψiv + wij, where wij is the white
noise term, wij ∼ N(0, σ2). This can be approximated by
∑V
v=1 φv(tj)ψiv + wij for some
suitable V. Similarly, we can get the K-L expansion of Σ(s, t), Σ(s, t) =
∑∞
v=1 φv(s)φv(t)λv+
σ2I(s = t). This can be approximated by
∑ζ
v=1 φv(s)φv(t)λv+σ
2I(s = t) for some suitable ζ.
We use functional Principal Component Analysis to get ζ, φv(tj), λv for j = 1, . . . ,m, v =
1, . . . , ζ. We obtain R̂i(tj, tk) =
∑ζ
v=1 φv(tj)φv(tk)λv + σ
2I(tj = tk), and we use it to
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construct Σ̂0. Now, we have Y
∗ ∼ N(0, τK + Σ0) This gives us the following likelihood
function:
L(τ |Y∗, t,X) = e−Y∗T [τK+Σ0]−1Y∗/2{|τK + Σ0|1/2(2pi)nm/2}−1 (3)
And the corresponding log-likelihood equation is obtained as `(τ |Y∗, t,X) = −Y∗T [τK +
Σ0]
−1Y∗/2− log{|τK + Σ0|1/2(2pi)nm/2}. When τ = 0, we have
δ`
δτ
= −1
2
trace([Σ0]
−1K) +
1
2
Y∗T [Σ0]−1K[Σ0]−1Y∗.
We note that only the second term depends on Y∗. We use Σ̂0 to approximate Σ0. The
test statistic we propose is T1 = Y
∗Σ̂−10 KΣ̂
−1
0 Y
∗T . Unfortunately, it does not have a
standard distribution under the null hypothesis. Thus, the null distribution needs to be
estimated. We use a re-sampling approximation permutation test (Berry et al. [2001])
in which we break the ordered sets of (Xi,Y
∗
i ) into (Xi), and (Y
∗
i ) for all i in 1, . . . , n.
Then, some (Xi∗) is randomly assigned to each (Y
∗
i ), where {i∗}n1 is a permutation of
{1, . . . , n}. The test statistic is then obtained for the set (Xi∗ ,Y∗i ). Under H0, X and Y∗
are unrelated, so the statistic thus obtained is a valid test statistic under the assumption
of the null hypothesis. For b = 1, . . . , B, {Xi1 , . . . , Xin}b, a permutation of {X1, . . . , Xn} is
obtained, and the corresponding test statistics T
(b)
1 is obtained. The distribution of the B
statistics thus obtained provides a simulation of the null distribution of the test statistics.
If H0 : τ = 0 is rejected at desired level of significance, α, then we select the covariate X
as a predictor for the variable Y. The p-value is estimated as the proportion of times we
obtain a test statistic as extreme as the one observed on simulating the test statistic a large
number of times from the null model.
12
2.3.2 Sparse Case
The discussion so far corresponded to an ideal case where the data obtained is dense.
However, real data is generally sparse. So, we need to make certain adjustments. K
is defined as K{(Xi, tih), (Xj, tjk)} = L(Xi,Xj)e−(tih−tjk)2 , i = 1, . . . , n, j = 1, . . . , n, h =
1, . . . ,mi, k = 1, . . . ,mj. Therefore, for observed ((X1, t11), . . . , (Xn, tnmn)), we obtain
(β(X1, t11), . . . , β(Xn, tnn)) ∼ N(0, τK), where K is the
∑n
i=1mi ×
∑n
i=1mi kernel ma-
trix with n rows and n columns of mi × mj blocks, for i = 1, . . . , n, j = 1, . . . , n, with
the (i, j)th block as K{(Xi, ti), (Xj, tj)} which is an mi × mj matrix with its (h, k)th el-
ement as K{(Xi, tih), (Xj, tjk)}. η`(tij) is estimated by generalized additive modeling of
Yi(tij) on Zi` to get η̂`(tij) for i = 1, . . . , n, j = 1, . . . ,mi, ` = 1, . . . , q. We model η`(tij) =∑U
u=1B`u(tij)θ`u, where B`u is a basis function, and θ`u is the corresponding co-efficient, for
i = 1, . . . , n, j = 1, . . . ,mi, ` = 1, . . . , q, u = 1, . . . , U . The effect of the nuisance covariates
is removed to get Y ∗i (tij) = Yi(tij)−
∑q
`=1 Zi`η̂`(tij). Ri is a matrix of dimension mi ×mi,
with the (j, k)th element as Σ(tij, tik). Let Σ0 be the block diagonal matrix of dimension∑n
i=1mi ×
∑n
i=1mi formed by R1, . . . ,Rn. Then, Σ0 is the variance-covariance matrix of
ε = (ε1(t11), . . . , ε1(t1m1), . . . , εn(tn1), . . . , εn(tnmn)). But the true error terms are not ob-
servable. So, we have to work with an estimate of ε. From equation 2 we observe that under
H0, ̂i(tij) = Y
∗
i (tij) is an unbiased estimate of i(tij). Then, Σ̂0 is the variance-covariance
matrix of (Y ∗1 (t11), . . . , Y
∗
1 (t1m1), . . . , Y
∗
n (tn1), . . . , Y
∗
n (tnmn)). We consider the Karhunen-
Loeve expansion of εi(tij): εi(tij) =
∑∞
v=1 φv(tij)ψiv+wij, where wij is the white noise term,
wij ∼ N(0, σ2). This can be approximated by
∑V
v=1 φv(tij)ψik + wij for some suitable ζ.
Similarly, we can get the K-L expansion of Σ(s, t), Σ(s, t) =
∑∞
v=1 φv(s)φv(t)λv+σ
2I(s = t).
This can be approximated by
∑ζ
v=1 φv(s)φv(t)λv + σ
2I(s = t). We use functional Princi-
pal Component Analysis to get ζ, φv(tij), λv for j = 1, . . . ,mi, v = 1, . . . , ζ. We obtain
R̂i(tij, ti`) =
∑ζ
k=1 φk(tij)φk(ti`)λk + σ
2I(tij = ti`), and use it to construct Σ̂0. The likeli-
13
hood function is similar to equation 3, with nm replaced by Σni=1mi. This leads to similar
changes in the subsequent equations, eventually giving us the same test statistics. The
permutation based method is similar to the one for the dense data case.
In the ideal scenario, we would obtain p-values following the uniform distribution. We
observe the histograms, and the performance of the methods are compared by evaluating
the proportion with p-values less than 0.01, 0.05, and 0.1. It is desired that the proportions
obtained be close to the values of 0.01, 0.05, and 0.1, respectively. If the values obtained
are considerably less than those desired, then the tests would be deemed conservative, and
low power would be anticipated. If the values obtained are significantly greater than those
desired, then there would be more type I error than desired, and the test wouldn’t be useful.
3 Simulation Study
3.1 Settings
We performed s = 10, 000 simulations with n = 100, p = 5, q = 3, Xij = Xi ∼ Nq(0, Iq),
Zi1 = 1, Zi2 ∼ N(0, 1), Zi3 ∼ Ber(0.4), η1(t) = t, η2(t) = sin(2pit), η3(t) = cos(2pit),
ε(tij) =
√
2ai1cos(2pitij) +
√
2ai2sin(2pitij) + wij, where ai1 ∼ N(0, 1), is independent of
ai2 ∼ N(0, 2), and they are both independent of wij ∼ N(0, 1) for i = 1, . . . , n, j =
1, . . . ,mi. We compared the results for L(·, ·) as the linear kernel, the quadratic kernel,
and the gaussian kernel. For testing the performance of the method in terms of type I
error, β(·, ·) = 0 was used.
The power was computed at 0.05 level of type I error. We performed sp = 1000 sim-
ulations under the previous setup but with different values of β(·, ·). For the purpose
of estimating the power, β1(Xi, t) = δXit, β2(Xi, t) = δXi
2
t, β3(Xi, t) = δe
−Xit, and
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β4(Xi, t) = δe
−Xi2t were considered, where Xi = 1p
∑p
k=1Xik, and Xi
2
= 1
p
(
∑p
k=1Xik)
2.
The linear case was demonstrated by β1(Xi, t), the quadratic case by β2(Xi, t), and non-
separable cases by β3(Xi, t) and β4(Xi, t). Due to the fact that β3(Xi, t) may be approxi-
mated by a linear function from its Taylor series expansion in certain cases, β4(Xi, t) has
also been considered. Different δ values were considered to determine where sufficient power
was being achieved. It would be expected that the power would be lower when the data is
sparse.Power curves were drawn for the purpose of comparison.
1. Dense Data
We considered mi = m = 51, tij =
j
m
, i = 1, . . . , n, j = 1, . . . ,mi.
The values of δ used were δ = (0, 0.1, 0.2, . . . , 1), (0, 0.1, 0.2, . . . , 1.2), (0, 0.1, 0.2, . . . , 1),
and (0, 0.1, 0.2, . . . , 1) for β1, β2, β3, and β4, respectively.
2. Sparse Data
We generated mi{7, 8, . . . , 14}, and considered tij = jm . Then, tik was obtained
through simple random sampling without replacement of size mi from tij for i =
1, . . . , n, j = 1, . . . ,m, k = 1, . . . ,mi.
The values of δ used were δ = (0, 0.3, 0.6, . . . , 1.5), (0, 0.5, 1, . . . , 4), (0, 0.3, 0.6, . . . , 1.5)
and (0, 0.5, 1, . . . , 3) for β1, β2, β3, and β4, respectively.
The test statistics, T ∗ = YT0 Σ
−1
KΣ−1Y0 was computed, with Y0 = (Y ∗11, Y
∗
12, . . . ,
Y ∗1m1 , Y
∗
21, Y
∗
22, . . . , Y
∗
2m2
, . . . , Y ∗n1, . . . , Y
∗
nmn). This was compared with a test statistic
similar to the one suggested in Li et al. [2017]. For this purpose, we considered the model
Yi(tij) =
∑q
`=1 Zi`η`(tij) + xi
Tβ(tij) + εi(tij) for j = {1, . . . ,mi}, i = {1, . . . , n}. The null
model had β0(tij) = 0, for j = {1, . . . ,mi}, i = {1, . . . , n}, and under H1, β1(tij) and η`(tij)
were estimated by the same procedure used to estimate η`(tij) in our own methodology,
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for j = {1, . . . ,mi}, i = {1, . . . , n}. The test statistic used was F ∗ = [RSS0−RSS1]RSS1 where,
RSS0 and RSS1 are the residual sum of squares under H0 and H1, respectively. The null
distribution was simulated by the permutation method, running 1000 permutations. We
computed p-values for each of the sim = 10, 000 simulations and histograms were obtained.
A histogram resembling the uniform distribution would be desired. The type I errors at
0.01, 0.05, and 0.1 were calculated for comparison. Power curves were obtained for the four
β functions for different values of δ. A higher power at a lower value of δ would make the
corresponding kernel more useful.
Table 1 here
Table 2 here
Fig. 1 here
Fig. 2 here
The p-values obtained appear to follow a distribution similar to the uniform distribution,
hence our method appears to have acceptable type I error. Linear kernel gives higher power
for β1, and quadratic kernel gives higher power for β2. This is as would be expected. Linear
kernel also gives higher power for β3, this would be as the linear term is the most significant
in the Taylor series expansion of the exponential term. For β4, the Gaussian kernel gives
the most power. We also observe that a linear kernel is incapable of detecting the presence
of a quadratic component. We see that the Gaussian kernel works better than the linear
kernel for non-linear β. While the quadratic kernel is better when β is quadratic, when
β is a more complicated function, like the non-separable β4, the Gaussian kernel performs
best.
The simulated results confirm our suppositions and suggest that the methodology de-
veloped is suitable for testing our hypothesis. When performing the hypothesis test, the
true underlying function of the covariate is unknown, so it is suggested that a Gaussian
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kernel be used in the methodology developed. This is because if the true function is linear,
using a Gaussian kernel would not cause much loss of power compared to using a linear
kernel, but if the true function is a complicated non-linear one, the power obtained would
be much higher compared to using a linear kernel.
4 Data Analysis
4.1 Data Description
Data was obtained from the Newborn Epigenetic STudy (NEST), which is a birth cohort
study in Durham, North Carolina which measured DNA methylation at DMRs regulating
genomically imprinted domains using umbilical cord blood leucocytes from 619 infants
recruited in Durham, North Carolina in 2010-2011 (King et al. [2015]). Between 2009 and
2011, the NEST recruited pregnant adult women from six prenatal clinics who intended to
deliver at either of the two obstetric facilities serving Durham, North Carolina, enabling
collection of umbilical cord blood at birth(King et al. [2015]). Overall the two NEST waves
(2006 –2008 and 2009 –2011), approached 3646 pregnant women over 18 years of age and
about 70%(n = 2534) of them consented, with successful umbilical cord blood collection at
delivery for 2214. Enrolment occurred during the first prenatal clinic visit ( 13 weeks) with
questionnaire and peripheral blood collected. DNA methylation of samples of umbilical
cord blood leucocytes was evaluated at nine DMRs of imprinted genes among the first 619
newborns from the second wave. Demographic and lifestyle information such as age, race,
education history, socioeconomic status, smoking during pregnancy, type of nutrients they
consumed while expecting, and toxic metals exposed to during gestation were collected
from the pregnant ladies. In addition, some lifestyle information was collected after the
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birth, such as whether the mother breastfed her baby. At birth, cord blood was collected
and processed from each child and the metal levels in the blood for 24 metals, and their
methylation profiles for the nine DMRs was recorded. Weight of newborn babies was
collected over 5 years. This led to between 2 and 30, randomly and irregularly spaced
observations for each individual. Complete methylation profiles and demographic covariates
were available for 59 children. Data about metal levels and demographic covariates both
were available for 77 children. Of these, 2 growth curves were found to have sharp spikes,
which may have been due to improper measurements, and have been left out of the analyses
giving us 75 usable records.
4.2 Application of Method
The weights of the children, which are functions of time, were considered as the response
variables. The variables of interest were the methylation profiles for each of the nine DMR
sites and the metal levels. For the metals, the analysis was done for all the metals together,
and then repeated by splitting the metals into two groups: one with highly toxic metals
comprising arsenic, cadmium, lead, chromium, and mercury, and the other consisting of the
rest. The demographic information of the mothers were treated as the nuisance covariates.
Since the underlying β(·, ·) function is not known, we have used the gaussian kernel in our
methodology. In both the cases Bonferroni correction has been used and the tests have
been performed at 0.05 level of significance.
4.3 Results
Table 3 here
Table 4 here
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4.4 Interpretation
Considering Bonferroni correction, a p-value of 0.0167(= 0.05/3) for the analysis of metals,
and a p-value of 0.0056(= 0.05/9) for the methylation profiles would allow us to reject our
null hypothesis and surmise association between our covariate and children’s growth curve.
The p value of 0.0081 suggests that there seems to be some association between the level
of metals in cord blood and the growth trajectory of children. The p-value of 0.0122 for
the metals which are not highly toxic suggests that they are associated with child growth.
None of the genes were found to have any significant association with the growth trajectory
of children.
5 Conclusion
The amount of metals in a child’s cord blood, especially those that are not highly toxic,
seems to affect the child’s weight in its early childhood. Further analyses may elucidate
how the different metals interact to affect the child’s growth.
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7 Appendix
1) K as a Kronecker product.
Let’s consider the (h, k)th element of the (i, j)th block for some h{1, . . . , mi}, k{1,
. . . , mj}, i{1, . . . , n}, j{1, . . . , n}. K{(Xi, tih), (Xj, tjk)} = L(Xi,Xj)e−|tih−tjk|, i =
1, . . . , n, j = 1, . . . , n.
This is clearly a separable function in (Xi,Xj), and (tih, tjk). Then, we can see that the
(i, j)th block is L(Xi,Xj)⊗Tij, where Tij is the mi ×mj matrix with the (h, k)th element
as e−|tih−tjk| for h = 1, . . . ,mi, k = 1, . . . ,mj. Now, if we had mi = m, with tih = th for
h = 1, . . . ,m, i = 1, . . . , n, then, the (i, j)th block would have been L(Xi,Xj) ⊗ T, where
T is the m×m matrix with the (h, k)th element as e−|th−tk| for h = 1, . . . ,m, k = 1, . . . ,m.
This results in the following corresponding kernel matrix: K∗ = A ⊗ T, where A is the
n×n matrix with the (i, j)th element as L(Xi,Xj). Now, if we only consider those rows and
columns of K∗ that correspond to the observed data, we would have the required kernel
matrix K.
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Nominal value of α Linear Kernel Quadratic Kernel Gaussian Kernel Competitor
0.01 0.0112 0.0108 0.0094 0.0107
0.05 0.0542 0.0513 0.0469 0.0514
0.1 0.1009 0.1018 0.0997 0.1020
Table 1: Type I Error, Dense Data
Nominal value of α Linear Kernel Quadratic Kernel Gaussian Kernel Competitor
0.01 0.0112 0.0108 0.0094 0.0107
0.05 0.0542 0.0513 0.0469 0.0514
0.1 0.1009 0.1018 0.0997 0.1020
Table 2: Type I Error, Sparse Data
Igf2 cbs1 Igf2 dmr Meg3 cbs Meg3 ig Mestit1 Nnat Peg3 Sgce zac
0.3820 0.9630 0.1440 0.3140 0.0568 0.2760 0.5930 0.7940 0.5630
Table 3: p-values, DMR sites
All Metals Toxic Metals Other metals
0.0081 0.5225 0.0122
Table 4: p-values, Metals
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Figure 1: Simulation Study - Comparing the power curves for T1, and the comparison
method for dense data.
22
Figure 2: Simulation Study - Comparing the power curves for T1, and the comparison
method for sparse data.
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