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”Ad accedendum ad caelum, terram fodere opportet.”




A Andre´, e´rudit et grand gamin, ami perdu au cours de ma the`se, qui avait comprit que la





evenue l’un des piliers de la politique actuelle et des enjeux e´conomiques, l’environ-
nement est au centre des pre´occupations d’avenir et des avance´s de la recherche. Dans ce
contexte de crise e´nerge´tique, l’optimisation des rendements est un souci partage´ par l’ensem-
ble des constructeurs automobiles, ainsi que par tous les utilisateurs de syste`mes base´s sur la
combustion d’hydrocarbures.
Dans les MAC (Moteurs a` Allumage Commande´), la flamme est susceptible d’atteindre la
paroi de`s que 30% de la charge est consomme´e, se traduisant par une proportion e´leve´e de
combustible bruˆlant en proche paroi [Heywood 1988].
La re´duction des taux admis par les normes europe´ennes, ainsi que l’apparition de nouvelles
technologies de rendement tels le downsizing et l’augmentation du taux de compression aug-
mentant le ratio surface/volume des chambres de combustion, ont accru le besoin d’ame´liorer
la mode´lisation de l’interaction/flamme paroi par des expressions plus pertinentes et ade´quates
[Leduc et al. 2003].
Dans le cadre du projet INTERMAC (INTERaction dans les Moteurs a` Allumage Commande´),
la taˆche du CORIA consiste a` produire une base de donne´es a` l’e´chelle RANS (provenant de
donne´es DNS) afin de tester, valider et modifier le mode`le d’interaction de´veloppe´e par IFPen.
Ce mode`le vise l’ajout d’une composante d’interaction, phe´nome`ne non pris en compte par les
lois de paroi actuelles.
Ce projet repose sur l’interaction forte entre les diffe´rents protagonistes pre´sents (fig 1). Le

























Figure 1 – Interactions et e´changes au sein du projet INTERMAC
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expe´rimentales servant aussi a` valider les re´sultats du code DNS.
Le CORIA a ensuite utilise´ cette base de donne´es pour tester les mode`les initiaux propose´s par
IFPEn, puis en fonction des re´sultats obtenus, a ite´re´ avec IFPEn pour modifier et ame´liorer les
mode`les. Ces tests ont inclus des simulations 2D laminaires, 2D turbulentes, et 3D turbulentes.
Figure 2 – Configurations rencontre´es au sein d’un MAC [Benteboula 2006]
La combustion dans un MAC (en fonctionnement homoge`ne) se re´partie en quatre e´tapes : ini-
tiation de la combustion a` la bougie, croissance du noyau de flamme laminaire, transition vers
une flamme turbulente puis extinction au voisinage des parois. La flamme avant l’interaction
avec la paroi est donc essentiellement turbulente.
INTERACTION
En ge´ne´ral, il est usuel de distinguer 3 types d’interactions distinctes (fig 2 ) :
– Le coincement frontal (ou Head on Quenching HOQ) : la flamme se propage dans les gaz
frais et impacte frontalement la paroi.
– Le coincement late´ral (ou Side on Quenching SOQ) : la flamme se propage le long de la
paroi et interagit en continu.
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– Le coincement cavitaire (ou Crevice Quenching) : la flamme se propage dans une cavite´
suffisamment e´troite pour voir sa courbure continue. Elle interagit sur toute la longueur.
Si la cavite´ est trop e´troite, l’interaction provoque l’extinction du front de flamme.
Dans un cas de test classique type HOQ laminaire, l’interaction entre la flamme et la paroi
peut eˆtre de´compose´e en 3 e´tapes (fig 3.3) :
– Le front de flamme consume les gaz frais (a` la tempe´rature T 0, a` la fraction massique de
fuel Y 0F ) et se propage dans le domaine libre tout en se rapprochant de la paroi froide (a`
la tempe´rature Tw). La flamme se propage a` la vitesse de flamme laminaire S
0
L.
– La flamme atteint la paroi a` la distance de coincement finie δQ. L’e´paisseur thermique de la
flamme atteint la paroi, et le flux ge´ne´re´ par cette interaction, de l’ordre duMW.m−2 pen-
dant quelques millisecondes, provoque la diminution puis l’extinction du front de flamme.
La distance flamme/paroi est minimale et le flux de chaleur absorbe´ par le mur qw est
maximum (fig 3.4). Ce flux bref et intense provoque une importante fatigue des mate´riaux
de la paroi et peut provoquer l’usure pre´mature´e du moteur.
– La re´action chimique a tre`s fortement diminue´, laissant une couche d’imbruˆle´s entre la
paroi et la distance de coincement. Chaleur et espe`ces diffusent.
La pre´sence d’imbruˆle´s et d’un flux thermique a` la paroi impactent le rendement e´nerge´tique
global du moteur. Les situations HOQ et SOQ sont les plus repre´sentatives de l’interaction
d’une flamme avec les surfaces de la chambre de combustion.
Travaux re´alise´s
Dans un contexte de crise e´nerge´tique majeur, la recherche de l’optimum et de l’efficience re-
vient sur le devant de la sce`ne. Il e´tait hier possible de bruˆler du combustible sans se soucier des
conse´quences environnementales, d’exe´cuter des calculs sans imaginer l’impact sur la consom-
mation des calculateurs, de concevoir des moteurs dans un alliage re´sistant sans en optimiser
au pre´alable les couˆts. La flambe´e des prix du combustible et des matie`res premie`res, l’augmen-
tation des gaz a` effets de serre, et la disparition des ressources primaires au profit d’e´nergies
instables ou peu rentables, obligent a` une nouvelle vision ainsi qu’a` la responsabilite´ de chacun.
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Le travail de cette the`se a entie`rement e´te´ consacre´ a` la recherche de l’efficacite´, en terme d’im-
pact physique avec les e´tudes du projet ANR INTERMAC et du projet ANR SIGLE, ou en
terme d’impact sur les e´tudes elles meˆmes avec l’ame´lioration des performances de calculs.
Le projet INTERMAC, visant la validation d’un mode`le et l’ame´lioration des calculs RANS de
l’interaction proche paroi dans les moteurs a` allumage commande´, met en avant l’impact sig-
nificatif du front re´actif sur les flux parie´taux locaux, directement lie´ au stress des mate´riaux.
Cette e´tude a e´te´ mene´e en collaboration avec IFPen et le CETIL, afin de croiser re´sultats
expe´rimentaux, re´sultats de simulation nume´rique directe, et re´sultats mode´lise´s.
Le projet SIGLE, visant a` la validation d’un mode`le eule´rien par l’utilisation de simulations
lagrangiennes, permet l’utilisation future de simulations LES de jets diphasiques froids, afin
notamment de diminuer les temps de calculs de futurs e´tudes a` l’e´chelle industrielle.
Le de´veloppement continu du code de calcul, ainsi que l’optimisation des performances et la
paralle´lisation, a permis de re´aliser ces e´tudes malgre´ la faible disponibilite´ des ressources de
calcul, et a` fortement impacte´ l’efficacite´ e´nerge´tique de la pre´sente et des futures e´tudes.
La premie`re partie de ce document sera de´die´e aux aspects the´oriques et nume´riques de l’e´tude,
a` savoir :
– dans un premier chapitre les e´quations et hypothe`ses du code de calcul avec les e´quations
de Navier-Stokes ainsi que la pre´sentation du code de calcul utilise´
– l’aspect the´orique du suivi lagrangien pour la re´solution de l’interaction entre les particules
et le fluide
– les calculs de la chimie re´gissant le phe´nome`ne de combustion
– les algorithmes utilise´s pour re´soudre l’e´quation de Poisson ainsi que la de´marche de
recherche de ces me´thodes
– la technique d’injection turbulente utilise´e dans les simulations.
Le seconde chapitre regroupe les techniques de codage et de´veloppement utilise´es pour
de´cupler les performances et renforcer la stabilite´ du code de calcul. Les optimisations au
niveau algorithmique ont permis des gains significatifs (2.49× par exemple sur les ope´rations
de de´rivation (DF4) et de convolution (Poisson) en optimisant l’agencement des calculs) et
d’excellentes performances paralle`les avec la modification de l’algorithme paralle`le du multi-
grid. Cette dernie`re optimisation consiste en l’ajout d’une communication collective au sein de
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du pre´-conditionneur multi-grid afin d’e´viter les effets de niveau de grille maximum due a` la
re´partition de la me´moire sur les processeurs. Cette modification permet de retrouver un niveau
de paralle´lisme acceptable la` ou` les codes normaux montrent des performances limite´es.
Le troisie`me chapitre portera sur l’e´tude re´alise´e par le CORIA dans le cadre du projet IN-
TERMAC, avec la simulation nume´rique directe de l’interaction entre une flamme en V dans
un canal et la paroi froide. Les donne´es de cette simulation ont permis la validation du mode`le
de´veloppe´e par IFPen, ainsi que la mise en e´vidence de l’impact de la prise en compte du flux
dans les lois de parois classiques. Le gain apporte´ est significatif avec comme re´fe´rence la loi
de paroi classique LnKC. Le flux donne´ par les mode`les montre une meilleur restitution du
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Figure 3 – Comparaison des flux totaux utilisant le mode`le d’interaction alpha
Le quatrie`me chapitre sera fourni sous la forme d’une publication, re´alise´e en partenariat avec
l’IFMT de Toulouse dans le cadre du projet SIGLE. L’e´tude porte sur la validation d’un mode`le
eule´rien de´veloppe´e par l’IMFT en vue de prendre en compte l’impact de la tempe´rature dans
le cas de jets froids. Les calculs re´alise´s a` l’aide de simulations lagrangiennes ont permis la con-
























 qw, model 1
 qw, model 2
 qw, LnKC
Figure 4 – Inte´gration spatiale des 3 mode`les, comparaison avec le flux DNS dans une situation a` l’e´chelle
RANS
Figure 5 – Comparaison pour une meˆme configuration de deux approches diffe´rentes : une approche Lagrang-
ienne (a) et une approche Eule´rienne (b)
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Figure 6 – Valeurs pour τv = 0.5 et τp = 0.5. Champ : Densite´ de gouttes par mailles. Lignes : iso-valeurs du
taux de re´action (noir re´action max, blanc re´action faible)
Le dernier chapitre regroupera les deux e´tudes pre´ce´dentes avec la simulation de l’interaction
flamme/paroi dans le cadre d’une injection sous forme diphasique de combustible liquide, et
mettra en e´vidence l’impact des proprie´te´s de ce dernier sur le flux parie´tal ainsi que sur sa
composante mode´lise´e. Ce chapitre est un essai pour tester le mode`le de´veloppe´ par IFPen,
ainsi que visualiser le comportement de la flamme et son impacte sur les grandeurs de l’e´tude
INTERMAC. IL s’agit donc d’une travail non aboutit par manque de temps, mais qui permettra
d’ouvrir des pistes pour de futures e´tudes, notamment en terme de formation de film liquide
a` la paroi. Cette e´tude a permis la mise en e´vidence de certains phe´nome`nes comme la forte
probabilite´ de formation de film liquide a` la paroi (fig 6) ou l’apparition d’un point d’inflexion
pour les cas a` τv = 0.5 lors de l’e´tude de la distance flamme/paroi ainsi que du flux parie´tal.




Alors que Surcouf participait a` un dˆıner en pre´sence de ses anciens ennemis britanniques, l’un
d’eux lui dit : ≪ Enfin, Monsieur, avouez que vous, Franc¸ais, vous battiez pour l’argent tandis
que nous, Anglais, nous battions pour l’honneur. . . ≫ Surcouf lui re´pondit d’un ton calme :
≪ Certes, Monsieur, mais chacun se bat pour acque´rir ce qui lui manque. ≫
Surcouf
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1.1 Introduction
L
a majeure partie de cette the`se a e´te´ de´die´e aux calculs nume´riques sous leur forme la plus
pre´cise : les calculs de Simulations Nume´rique Directe (DNS). Bien que non adapte´s a` des
e´chelles industrielles, les re´solutions DNS permettent une observation des phe´nome`nes localise´s
de me´canique des fluides et de re´actions chimiques, cependant limite´e a` des domaines de petites
dimensions.
Le principe des calculs DNS repose sur de multiples e´quations et hypothe`ses qu’il est important
d’expliciter en de´tail. Ce chapitre regroupe l’essentiel des aspects the´oriques utilise´s par la suite.
Dans un premier temps, les e´quations et grandeurs utilise´es au sein du solveur Asphodele seront
regroupe´es et adimensionne´es, avant de poser les fondements et les hypothe`ses des calculs a`
bas nombre de Mach et de de´tailler les mode`les utilise´s pour les simulations lagrangiennes.
Dans un second temps, les principes de la chimie concernant l’aspect re´actif des simulations de
combustion seront aborde´s. Seront finalement vues les me´thodes e´tudie´es et utilise´es au cours
de cette the`se pour re´soudre l’e´quation de Poisson 1 ainsi que l’injection turbulente dans le
domaine.
1. cf champs de pression dynamique P 1, cite´ dans la premie`re partie de ce chapitre
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1.2 E´quations re´solues par le code Asphodele
L
es calculs de simulation nume´rique en me´canique des fluides des milieux re´actifs de type
DNS font appel au jeu d’e´quations de Navier-Stokes. Ces e´quations, bien que relativement
comple`tes, ne suffisent pas a` repre´senter tous les effets pre´sents dans la re´alite´. Cependant leur
imple´mentation suffit amplement a` de´crire l’e´volution de structures complexes aussi bien aux
grandes qu’aux petites e´chelles de la turbulence.
Il est aussi inte´ressant de remarquer qu’il n’existe pas de solution analytique ge´ne´rale a` ces
e´quations. Elles font parties du lot des Proble`mes du prix du mille´naire qui compte sept
de´fis mathe´matiques re´pute´s insurmontables, et dont la re´solution analytique est re´compense´e
par un prux d’1 million de dollars [Proble`mes du mille´naire].
1.2.1 E´quations de Navier Stokes
Ces e´quations, couramment utilise´es au sein du monde industriel et de la recherche, sont a`
la base de tous calculs re´alise´s au sein de cette the`se. Leur forme ge´ne´rale est donne´e si dessous



































































Avec ui la vitesse suivant i, Yk la concentration massique de l’espe`ce k, esu l’e´nergie interne
du fluide par unite´ de masse, p la pression et τij le tenseur des contraintes visqueuses.
Afin d’ame´liorer les performances du code de calcul (notamment en termes de pre´cision nume´rique)
et de faciliter l’exploitation des re´sultats, les e´quations de Navier-Stokes utilise´es au sein du
code Asphodele sont adimensionne´es.
1.2.2 Normalisation/Adimensionnement
Dans la suite de ce document, lorsque cela sera ne´cessaire et signale´, les variables adimen-
sionne´es seront marque´es par un signe plus : .+, et les grandeurs dimensionne´es resteront sans
symbole particulier. Par exemple : x = x0x
+ avec x la valeur dimensionne´e en m.s−1, x0 la
valeur dimensionne´e de re´fe´rence en m.s−1, et x+ la valeur adimensionne´e et donc sans di-
mension. Il est a` noter que les grandeurs thermodynamiques de re´fe´rence sont pour leur part
symbolise´es par l’indice ”∞” : T∞, ρ∞,... afin de souligner que leurs lois d’e´tat peuvent eˆtre
applique´es hors domaine.
Les grandeurs ge´ne´rales sont donne´es ci-dessous :
x = x0x
+ e = u20e
+
u = u0u
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La premie`re e´quation a` adimensionner au sein d’un code faisant appel a` la thermodynamique
des fluides est l’e´quation d’e´tat, dans notre cas l’e´quation des gaz parfaits.









1.2.2.2 Vitesses de correction :
Afin d’e´viter une non conservation de la masse et de compenser la disparition nume´rique
de certaines espe`ces (notamment lors de chimies rapides), une vitesse de correction des espe`ces
a e´te´ imple´mente´e au sein du code Apshodele (une autre possibilite´ est d’utiliser une espe`ce















































Sur le meˆme principe, afin de respecter la conservation de l’e´nergie, une vitesse de correction
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1.2.2.3 Conservation de la masse :














1.2.2.4 Conservation de la quantite´ de mouvement :






























1.2.2.5 Conservation des espe`ces :
Encore une fois, il suffit de partir de l’e´quation dimensionne´e de NS :
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1.2.2.6 Conservation de l’e´nergie sensible :















































1.2.3 Approximation a` bas nombre de Mach
Maintenant que les e´quations sont pose´es et adimensionne´es, il est possible d’expliquer et
d’appliquer la simplification commune aux codes low-Mach (LMN).
Il est par ailleurs important avant tout de bien diffe´rencier deux notions :
– Un code incompressible (low-Mach) est un code conside´rant la simulation de milieux forte-
ment incompressibles (telle l’eau ou les gaz a` faible vitesse) a` des vitesses ne´gligeables par
rapport a` la vitesse du son dans le milieu. Cela conduit a` une pression thermodynamique
constante en espace et en temps si le milieu est ouvert. La masse volumique et ainsi la
tempe´rature du milieu sont aussi conside´re´es constantes.
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– Un code incompressible dilatable (dilatable low-mach) est un code incompressible prenant
en compte les variations de masse volumique et donc de tempe´rature inhe´rentes aux
re´actions chimiques exothermiques ou endothermiques (la combustion dans notre cas).
L’approximation LMN permet de ne´gliger la propagation d’ondes acoustiques qui posse`dent
des temps de propagation tre`s faibles re´duisant les pas de temps de simulation. La me´thode
utilise´e ici est celle propose´e par Majda et Sethian [Majda et al. 1985] applique´e a` la chimie.
Plusieurs approches existent dans la litte´rature [Cook et al. 1996, Najm et al. 1998]. Une e´tude
mathe´matique a e´te´ mene´e pour de´terminer le domaine de stabilite´ de cette approximation,
pour une grande plage de valeur de fluctuation de tempe´rature et de conductivite´ thermique
[Alazard 2005]. D’autres e´tudes ont de´montre´ que les solutions des e´coulements de´termine´s a`
partir de l’approximation LMN sont aussi solutions des e´quations de Navier-Stokes incompress-
ibles [Feireisl et al. 2007]. Cette approximation a meˆme e´te´ e´tendue aux fluides supercritiques
[Ouazzani et al. 2007], ainsi que dans des conditions de simulation plus intenses [Hujeirat et al.
2008, Almgren et al. 2005 2006].
L’approximation a` bas nombre de Mach se pose comme suit. Soit ǫ = γM2. Si l’on suppose
un nombre de mach suffisamment faible, alors M ≪ 1 et donc ǫ ≪ 1. Il est alors possible de
de´velopper les variables de transport en se´ries de variable ǫ telles que F = F (0)+ ǫF (1). Dans le
cas pre´sent nous nous contenterons de de´veloppement asymptotique au premier ordre et seuls
les termes d’ordre 0 sont conserve´s car ǫ≪ 1.
Les e´quations de Navier Stokes et la loi des gaz parfait re´gissant le syste`me adimensionne´ donne´
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Il est a` noter que le de´veloppement applique´ a` la pression fait apparaitre deux termes bien
distincts.
– p(0) repre´sente la pression thermodynamique uniforme en espace (absence d’acoustique
oblige) mais variable en temps si le milieu est ferme´ (re´acteur homoge`ne par exemple).
– p(1) repre´sente la pression dynamique ge´ne´re´e par l’e´coulement, aussi appele´e parfois ”pres-
sion incompressible” par abus de langage, variable en espace et en temps.
Le de´veloppement de l’e´quation de conservation de la quantite´ de mouvement est atypique



















1.2.4 E´quation de Poisson
Il est maintenant ne´cessaire de re´soudre le champ p+
(1)
, i.e. la ”pression incompressible” de
l’e´coulement. Nous verrons par la suite que la re´solution de ce champ est l’e´le´ment fondamental
du solveur low-Mach.
















L’avancement en temps du champ de vitesse se fait de la manie`re suivante, en prenant en
compte la correction de pression dynamique :
(ρ+u+j )










Conside´rons ensuite l’avancement en temps, mais sans prendre en compte les effets de pres-
sion :
(ρ+u+j )
∗ = (ρ+u+j )
n +∆t+Hni (1.22)
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ρn−2, ρn−1, ρn, ρn+1
)
(1.26)
Nous obtenons alors une e´quation de Poisson pouvant se re´sumer sous la forme :














La re´solution de cette e´quation de Poisson sous sa forme implicite a fait l’objet d’une e´tude
particulie`re au cours de cette the`se, avec la construction d’un solveur de Poisson paralle`le. Cette
e´tude sera explicite´e par la suite au sein de ce chapitre.
1.2.5 Le code Asphodele
Le code Asphodele de´veloppe´ est un code de DNS type low-Mach a` maillage structure´. Le
code est apte a` simuler des cas 1D, 2D ou 3D avec chimie simple/complexe ainsi que des cas
avec suivi lagrangien de particules. Dans les grandes lignes, les caracte´ristiques du code actuel
sont les suivantes :
– DNS Low-Mach dilatable
– 1D, 2D, et 3D (code unifie´)
– Maillage structure´ a` pas fixe suivant l’axe
– Discre´tisation en espace : PADE 6 (scalaire) [Lele 1991, Reveillon 2007], DF 4 (scalaire et
MPI) (CF Annexe B)
– Discre´tisation en temps : Runge Kutta 3 a` faible empreinte me´moire [Kennedy et al. 2000]
– Solveur de Poisson : FishPack (scalaire et pseudo-MPI) [Adams et al. 2004], BigFish
30
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Figure 1.1 – Logo utilise´ pour la version MPI du code
(scalaire et MPI)
– Cine´tique chimique simple ou complexe
– Gaz parfait ou re´el
– Suivi lagrangien paralle`le (cf chapitre projet SIGLE)
– Injection turbulente type Klein (scalaire) ou Kraichnan (scalaire et MPI) (cf section in-
jection turbulente)
Au de´part de la the`se, Asphodele e´tait un code scalaire (i.e. non paralle`le) utilisant des
me´thodes implicites pour re´soudre le champ, a` savoir un PADE d’ordre 6 en espace pour le
calcul des de´rive´es et la librairie FishPack 90 pour la re´solution de Poisson. De plus, malgre´
une bonne optimisation pour les calculs sur machine vectorielle, de nombreux point restaient a`
optimiser.
Face aux demandes du projet INTERMAC en termes d’e´tendue de domaine a` simuler en DNS,
il fut ne´cessaire de revoir la strate´gie de calcul. La premie`re partie de la the`se a consiste´ a` op-
timiser le code scalaire, trouver des me´thodes de remplacement au PADE et a` FishPack aptes
a` eˆtre paralle´lisables, et pour finir paralle´liser le code.
Aujourd’hui le code Asphodele renomme´ Parasphodele est entie`rement paralle`le, et les me´thodes
utilise´es pour y parvenir seront de´cries dans les sections suivantes.
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ans le cadre de cette the`se une e´tude sur les sprays lagrangiens a e´galement e´te´ mene´e.
Elle a tout d’abord e´te´ base´e sur le projet ANR SIGLE, visant la validation d’un mode`le
eule´rien a` l’aide de calculs lagrangiens. Ces re´sultats ont fait l’objet d’une publication en com-
mun avec l’IFMT de Toulouse (Chapitre 2). Le solveur lagrangien a ensuite e´te´ utilise´ pour
e´tudier l’interaction flamme/paroi dans les cas d’injection diphasique.
Dans cette partie de pre´sentation des e´quations utilise´es, serons vus les principes de l’e´tude
lagrangienne ainsi que les lois utilise´es pour mode´liser l’interaction entre le fluide et les gouttes.
1.3.1 Approches de calcul
Il existe deux grandes visions pour re´soudre les e´coulements comportant du spray disperse :
l’approche eule´rienne et l’approche lagrangienne.
L’approche eule´rienne est base´e sur des calculs statistiques : les gouttes sont conside´re´es par des
fonctions de distribution de leur caracte´ristiques (vitesse, masse, nombre, ...) puis les e´quations
d’e´volution de ces fonctions sont re´solues.
Cette me´thode apporte des facilite´s de codage paralle`le, mais reste moins pre´cise que les calculs
discrets. En effet, le choix d’utiliser des mode`les pre´cis impose de fait des calculs mathe´matiques
lourds et au final plus couˆteux dans certains cas qu’un calcul lagrangien. A l’inverse du cal-
cul eule´rien, le calcul lagrangien conside`re les gouttes individuellement ou par parcelles, ce qui
ne´cessite par ailleurs des lois d’e´volution pour e´valuer leurs variations temporelles, comme leur
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Chapitre 1 : E´quations et the´orie 33
e´vaporation, leur tempe´rature, etc.
Dans le cadre de cette the`se, l’e´tude s’est concentre´e sur les calculs lagrangiens, avec un nombre
de gouttes variables, allant jusqu’a` plus d’un million de gouttes simule´es dans le domaine. Les
gouttes sont cependant conside´re´es e´the´re´es vis a` vis les unes des autres, c’est-a`-dire qu’il n’y
a pas prise en compte des interactions inter-gouttes, comme les collisions. Il est important de
noter que lors de l’e´vaporation des gouttes, des termes sources locaux apparaissent [Re´veillon
et al. 2000], et apportent des phe´nome`nes inexistants dans les cas monophasiques (turbulence,
re´gime de flamme, etc).
A noter pour finir les hypothe`ses suivantes sur la prise en compte des interactions entre les
deux phases :
– Transfert d’e´nergie : gouttes ←→ gaz
– Transfert de quantite´ de mouvement : gouttes←− gaz (pas d’influence du mouvement des
gouttes sur le mouvement du gaz)
– Transfert de masse : gouttes −→ gaz (pas de condensation du gaz vers les gouttes)
1.3.2 Loi d’e´volution du mouvement
La force de gravite´ est ici ne´glige´e ainsi que la force de pression pour s’inte´resser a` la force
de traˆıne´e qui reste pre´dominante. Conside´rons une goutte a` la position X a` l’instant t, a` la
vitesse V(t) et de section S = πD2, e´voluant dans un liquide a` la vitesse u(X) au niveau de la
goutte.











la masse de la goutte.




ρa2CD ||u(X)−V|| (u(X)−V) (1.29)
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Avec Cu, facteur correctif duˆ a` la turbulence ge´ne´re´e en aval de la goutte (Plusieurs formu-
lations empiriques existent pour ce coefficient [Saulnier 2006]), et Rep, le nombre de Reynolds
particulaire, lie´ a` l’e´coulement autour de la goutte et a` l’interaction de celle-ci sur l’e´coulement,
de´finies par :




















1.3.2.1 Transfert de masse
Pour de´terminer le transfert de masse de la goutte vers la phase gazeuse, il est ne´cessaire de
re´e´crire l’e´volution de la fraction massique de l’espe`ce S, composant la goutte, autour de cette
dernie`re [Kuo 2005].













Avec la conservation de la masse : 4πρUrr
2 = 4πρ(δ)Ur(δ)δ
2 = cste.
Les conditions aux limites sont les suivantes :
YS = YS,∞ a r = δY (1.34)







+ ρδUr(δ)YS,δ a δ < r < δY (1.36)
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De la meˆme manie`re que pre´ce´demment, il est possible de partir de l’e´quation de diffusion













Avec comme conditions aux limites :
T = T∞ a r = δY (1.42)






= hc(T∞ − Tk,δ) = ρ(δ)Ur(δ)Lv +
Ql
πa2k
a δ < r < δY (1.44)
Avec Lv la chaleur latente de vaporisation du liquide de la goutte, etQl sa capacite´ thermique.
En inte´grant cette expression et en utilisant la conservation de la masse donne´e pre´ce´demment




= −Wv = −4πρ(δ)Ur(δ)δ
2 (1.45)
Avec md la masse de la goutte : md = πρda
3/6
Il en ressort l’e´quation de tempe´rature de la goutte :
dmdCpdTd
dt
= Wv (Hc − Lv − TdCp) (1.46)
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Sachant que dmd
dt




= Wv (Hc − Lv) (1.47)
Le coefficient de convection normalise´ Hc a` la surface d’e´change de la goutte a` la position X
s’e´crit :
Hc =
Cp (T (X)− Td)
BT
(1.48)

















Par interpolation de la phase porteuse a` la position de la goutte, le terme T (X) peut eˆtre








ln(1 + BT )
BT
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ln(1 + BT )
(1.51)
1.3.3 Lois d’e´vaporation
Trois grandes lois ont e´te´ code´es au sein du code Asphodele. La premie`re loi, appele´e loi
en d2, est base´e sur l’estimation que le taux surfacique d’e´vaporation des gouttes est constant
et ne de´pend pas de son environnement. La seconde loi, prend en compte la tempe´rature, la
pression et la saturation du milieu environnant. La dernie`re loi, base´e sur une simplification de
la seconde, ne de´pend que de la tempe´rature du milieu.
Afin d’estimer ces lois, il est ne´cessaire au pre´alable de re´soudre les e´quations de me´canique des
fluides permettant de connaˆıtre les profils de couche limite de tempe´rature et de vapeur a` la
surface de la goutte.
Conside´rons un rayon de goutte constant : δT et δY sont respectivement respectivement de´finis
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Figure 1.2 – E´volution de la concentration autour d’une goutte, e´vaporation [Borghi, Champion, 2000]
comme les rayons de couche limites de tempe´rature et de diffusion des espe`ces. Par ailleurs, un
nombre Lewis unitaire donne dans ce cas δT = δY . Il est aussi possible de de´finir deux nombres
adimensionne´es :





avec δ le rayon de la goutte. Dans une atmosphe`re au repos, i.e. sans convection, δY → ∞
et donc Shc → 2.





De meˆme, le nombre de Nusselt tend vers 2 quand δT →∞.
Les champs T et YF sont conside´re´s e´gaux a` leur valeur a` l’infini : YF (δY ) = Y
∞
F et T (δT ) = T
∞.
1.3.3.1 Loi du d2
Cette loi, valable dans les e´coulements a` saturation relativement constante, se veut simple
face aux lois classiques qui font appel a` de nombreuses ope´rations mathe´matiques couˆteuses en
temps de calcul. Il s’agit d’une premie`re approche, suffisante pour tester et valider un code.
Cette loi ne de´pendant que du diame`tre de la goutte, la loi d’e´volution de la masse de la goutte
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ln(1 + BM)t+ a0 (1.55)








1.3.3.2 Loi comple`te, par la relation de Clausius-Clapeyron
Cette loi, beaucoup plus comple`te, de´pend a` la fois de la tempe´rature, de la pression et de
la saturation. Dans le cas d’un changement de phase (liquide vers gaz), la relation de Clausius-
Clapeyron permet de calculer le nombre de Spalding. A noter que cette relation est valable
seulement lorsque le re´gime se situe loin de l’e´tat critique dans le diagramme des phases.
Par la suite, la goutte sera suppose´e constitue´e d’un liquide d’espe`ce S, et les variables car-
acte´ristiques de saturation seront indice´es par .sat.







Avec RS la constante des gaz parfaits lie´e a` l’espe`ce S.































La tempe´rature de re´fe´rence T0,k utilise´e ici est la tempe´rature d’e´bullition du liquide de la
goutte a` pression de re´fe´rence P0,k. Il est possible de de´finir la fraction massique de l’espe`ce S
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Cette de´finition permet de retrouver directement le nombre de Spalding graˆce a` la relation
1.39.
1.3.3.3 Loi simplifie´e de´pendant de la tempe´rature
La loi vue pre´ce´demment permettait de de´terminer les parame`tres de saturation a` la surface
de la goutte en fonction de la pression, de la tempe´rature et de la fraction massique de l’espe`ce
S.
Il est cependant possible de poser deux hypothe`ses sur cette loi :
Dans un cas simplifie´, en conside´rant que l’espe`ce S est relativement dilue´e, la fraction mas-
sique se situe ge´ne´ralement entre 0 < YS < 0.2. De plus, les simulations e´tant effectue´es a` faible
nombre de mach, la pression thermodynamique est suppose´e constante. Il est donc possible
d’estimer que les parame`tres de saturation ne de´pendent que de la tempe´rature, i.e. le nombre
de transfert B(T, YS, P ) ≃ B(T ). Cela se nomme l’Indexation artificielle de Tempe´rature (IAT).
Pour commencer, il est suppose´ que BM est fonction line´aire de T . Il est alors possible de
de´finir le mode`le IAT par :
BM(T ) = Π(T (X− Tu)) (1.61)
Avec Π constante. La goutte est ici conside´re´e comme e´tant toujours a` son e´tat de saturation
a` sa surface, avec pour seul parame`tre externe T . Un nombre de Spalding the´orique BM,0










Avec a0 le diame`tre initial de la goutte. Le coefficient Π est quant a` lui base´ sur l’e´cart entre
gaz bruˆle´s Tb et gaz frais Tu.
39
Chapitre 1 : E´quations et the´orie 40


































(T (X)− Tu) (1.65)





A l’aide de ce mode`le, il est possible de prescrire le temps caracte´ristique d’e´vaporation des
gouttes sans interfe´rer sur leurs proprie´te´s initiales ou sur les parame`tres de la chimie.
C’est ce mode`le qui sera utilise´e dans la suite des calculs afin de mode´liser l’interaction flamme/paroi
lagrangienne.
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fin d’appre´hender dans son ensemble le phe´nome`ne d’interaction flamme/paroi, il est
ne´cessaire de s’inte´resser a` la chimie re´gissant l’aspect combustion des simulations nume´riques.
Dans le cadre de cette the`se, l’e´tude se concentrera sur les transferts thermiques a` la paroi et
non sur la cine´tique chimie. En dessous d’une tempe´rature de paroi de 400K les effets de la
paroi sur la cine´tique deviennent ne´gligeables. L’aspect polluant essentiellement provoque´ par
les imbruˆle´s dans la zone de coincement entre la flamme et la paroi froide ne sera pas non plus
aborde´ dans cette e´tude.
Une premie`re approche ”ge´ne´raliste” a e´te´ pose´e (e´chelle macroscopique), afin notamment de
calculer certaines grandeurs ne´cessaires au bon de´roulement de la simulation. Une approche
plus nume´rique a ensuite e´te´ conduite afin de comprendre et d’utiliser les mode`les de chimie
inte´gre´s aux codes de CFD (e´chelle microscopique).
Dans un premier temps la partie macroscopique de la re´action, la thermochimie, sera aborde´e,
puis les mode`les de chimie nume´rique, a` savoir la chimie complexe et la chimie simple.
1.4.1 Re´action e´tudie´e
1.4.1.1 Espe`ces en jeux
Figure 1.3 – Re´action globale du propane avec de l’air, de´gagement d’e´nergie
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La configuration e´tudie´e dans le cadre du projet INTERMAC se compose d’un me´lange de
me´thane (phase de tests) ou de propane (calculs finaux) et d’air a` 300K.
A la stœchiome´trie, la re´action associe´e a` la chimie est la suivante :
CH4 + 2 (O2 + 3.76N2) −→ CO2 + 2H2O + 2× 3.76N2
C3H8 + 5 (O2 + 3.76N2) −→ 3CO2 + 4H2O + 5× 3.76N2
Soit :
• f < 1 : combustion pauvre
fCH4 + 2 (O2 + 3.76N2) −→ fCO2 + 2fH2O + 2× 3.76N2 + 2(1− f)O2
fC3H8 + 5 (O2 + 3.76N2) −→ fCO2 + 4fH2O + 5× 3.76N2 + 5(1− f)O2
• f > 1 : combustion riche
fCH4 + 2 (O2 + 3.76N2) −→ CO2 + 2H2O + 2× 3.76N2 + (f − 1)CH4
fC3H8 + 5 (O2 + 3.76N2) −→ 3CO2 + 4H2O + 5× 3.76N2 + (f − 1)C3H8
Cette e´quation de´crivant la re´action a` l’e´chelle macroscopique servira de support a` l’ensem-
ble des calculs de chimie effectue´s au cours de cette the`se. Une vision plus ”thermicienne”
de la re´action permet ensuite le calcul des grandeurs physiques essentielles au calibrage des
simulations.
1.4.1.2 Thermochimie
L’aspect thermique de la re´action de combustion permet le calcul de la tempe´rature de fin
de combustion, grandeur ne´cessaire a` la calibration du mode`le de chimie simplifie´e (calcul de
α = (Tb − Tu)/Tb) (e´q. 1.75).
Soit la conservation de l’e´nergie globale :
∆Hcomb = ∆Hprod
Ce qui peut aussi se mettre sous la forme de´veloppe´e suivante (en fonction des e´nergies de
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∣∣∣(nCO2∆h0fCO2 + nH2O∆h0fH2O + nN2∆h0fN2)− (nCH4∆h0fCH4 + nO2∆h0fO2 + nN2∆h0fN2)∣∣∣
Gaz simples, pas d’enthalpie de formation (nulle) :
∆Hcomb =
∣∣∣nCO2∆h0fCO2 + nH2O∆h0fH2O − nCH4∆h0fCH4 ∣∣∣








∆Hcomb = |−392.52− 2 ∗ 241.83 + 74.87| = 801.31 kJ.mol
−1
Aussi appele´ Pouvoir calorifique infe´rieur (car l’eau reste a` l’e´tat de vapeur et conserve de
ce fait une partie de l’e´nergie de la re´action, supe´rieur sinon).











CpCO2(T )dT + 2
∫ Tc
T0




Les Cp sont calcule´s selon la formule suivante :
C0p
R







L’inversion de ce syste`me permet l’obtention de la tempe´rature de fin de re´action. Dans le
cas du Propane, gaz utilise´ pour les simulations turbulentes 2D et 3D, la tempe´rature de fin de
combustion est estime´e a` 2266.4K par ce calcul.
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1.4.2 Mode´lisation
La description du phe´nome`ne de re´action chimique passe par le mode`le d’Arrhenius. Celle
loi permet le calcul du taux de re´action d’une re´action donne´e.
Deux approches ont e´te´ e´tudie´es au cours de cette the`se, avec en premier lieu une description fine
du phe´nome`ne de combustion a` l’aide d’un solveur de chimie complexe, puis une approximation
nettement moins couˆteuse en ressources de calcul avec une chimie a` une e´tape dite chimie
simple.
1.4.2.1 Chimie complexe
La chimie complexe permet de prendre en compte de nombreux aspects de la combustion,
notamment la pre´sence de radicaux libres ou la production de polluants. Elle fait appel a` des ta-
bles de cine´tique chimique, mesure´es expe´rimentalement et adapte´es a` des cas particuliers. Elle
est extreˆmement consommatrice de ressources, aussi bien de calcul que de stockage me´moire. En
effet, la chimie complexe ne´cessite le calcul d’exponentielles (et de puissances), ope´rations fort
couteuses nume´riquement. De plus, le solveur implicite requiert de lourds calculs matriciels (en
particulier les termes de Jacobien des terles sources), sans compter que chaque champ d’espe`ces
doit eˆtre stocke´ en me´moire. Pour reme´dier a` cela, des me´thodes de tabulations ont vu le jour
(FPI adapte´es dans Asphode`le par [Bouali, 2010]), mais n’ont pas fait l’objet d’une e´tude dans
cette the`se car non adapte´es aux calculs proche paroi.
Point inte´ressant, un calcul en chimie complexe peut eˆtre fait sur des calculateurs massivement
paralle`les (i.e. beaucoup de cœurs a` faible consommation), leur taux de scaling avoisinant l’op-
timum, puisqu’il s’agit d’un calcul local au point (pas d’e´changes de donne´es entre processeurs).
A noter pour finir que des calculs de chimie complexe ont e´te´ effectue´s au cours de cette the`se,
pour des configurations 1D et a` l’aide du sche´ma USC Mech V2 [Wang et al. 2007] adapte´ aux
hydrocarbures. Cependant pour des questions de temps de calculs, il ne fut pas possible de
produire des re´sultats satisfaisant pour eˆtre expose´s ici.
Avant de s’inte´resser aux re´actions, il est important de de´finir ici les diffe´rences et les liens entre
les grandeurs thermodynamiques usuelles :
Soit Xk la fraction molaire, Yk la fraction massique, et [Xk] la concentration molaire. Ces
44
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Avec Wk la masse molaire de l’espe`ce k, W la masse molaire du me´lange et K le nombre total
d’espe`ces.
Les sections suivantes de´crivent la manie`re dont sont calcule´s les diffe´rents taux de re´action,
avec leur thermodynamique associe´e. Cette de´marche est importante a` de´tailler, car elle est
utilise´e au sein du package CHEMKIN pour les calculs de chimie complexe implicite.
1.4.2.2 Principe
La chimie complexe suit un sche´ma cine´tique classique en chaque point du domaine discre´tise´,
a` savoir :
– Charger les K espe`ces en me´moire.
– Calculer l’ensemble des grandeurs chimiques et thermodynamiques associe´es (hk, Cpk , ...)a`
l’aide de la tempe´rature du champ et des tables de capacite´ thermique.
– Re´soudre l’ensemble des I re´actions qui de´crivent le sche´ma cine´tique (Forward et Re-
verse).
– Calculer l’avancement de chaque espe`ce k a` l’aide de ces taux de re´actions ainsi que la
variation d’e´nergie associe´e.
1.4.2.3 Thermodynamique
Les valeurs des capacite´s thermiques a` pression constante sont donne´es a` l’aide de polynoˆmes
et de coefficients tabule´s [Kee, Rupley, Meeks, 1996]. Il est ge´ne´ralement ne´cessaire de de´finir 2
intervalles de tempe´rature, avec un jeu de coefficients donne´s spe´cifiques a` chaque portion.
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Sur le meˆme principe, il est possible d’obtenir les valeurs de l’enthalpie et de l’entropie, utilise´es





























T 4k + a7k













1.4.2.4 Taux de re´action
Il est possible de repre´senter l’ensemble des re´actions chimiques i = 1 a` I re´versible ou







Avec respectivement υ′ki et υ
′′
ki les coefficients stœchiome´triques (>= 0) des re´actions directes
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kfi et kri sont les constantes de re´action respectivement du sens direct ”forward”, et du sens
inverse ”reverse”. Ces constantes en concentration (mais pas en tempe´rature) sont de´finies par








avec Ai la constante du facteur pre´-exponentiel, βi l’exposant de tempe´rature, et Ei l’e´nergie
d’activation. A noter que ces 3 coefficients sont donne´s dans les tables CHEMKIN. Il en va
ainsi pour le coefficient de la re´action normale kfi . kri est quant a` lui nettement plus de´licat a`
de´terminer.
1.4.2.5 Re´action inverse
kri s’obtient a` l’aide de kfi et des constantes d’e´quilibre de chaque re´action i, calcule´es a`
























Les variations ∆ font re´fe´rence au passage de l’e´tat de re´actants a` l’e´tat de produit des espe`ces

















La combinaison de ces deux re´actions (forward et reverse) permet une description fine du
phe´nome`ne de combustion et de l’e´paisseur du front de flamme ainsi que de sa vitesse. Il est
cependant important de noter que malgre´ leur pre´cision, ces calculs de´pendent fortement du
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mode`le cine´tique (table) utilise´ en entre´e. Il est ne´cessaire d’utiliser un mode`le dont le domaine
de validite´ correspond a` celui de l’e´tude.
Cependant, face au couˆt des calculs induits par cette chimie de´taille´e, il a e´te´ ne´cessaire de se
tourner vers une chimie simplifie´e dite a` une e´tape (”one step”), et qui s’est ave´re´e suffisante
pour nos e´tudes.
1.4.2.6 Chimie simple
La chimie simple, ou ”une e´tape”, est en fait un mode`le re´sumant l’ensemble des re´actions
de chimie complexe en une seule, en ne conside´rant que les re´actifs initiaux et les produits
majoritaires. Une re´action ”parfaite” en quelque sorte, calibre´e avec des valeurs expe´rimentales
afin de refle´ter la re´alite´. [Poinsot Veynante 2005]
Il est bien suˆr illusoire d’espe´rer mener des calculs de de´gagement de polluants avec cette
me´thode, mais cette repre´sentation est suffisante pour les calculs de distance de coincement et
de flux parie´tal lors de l’interaction flamme/paroi.
L’e´quation re´gissant la chimie une e´tape est la suivante :
νFYF + νOYO → νPYP
Avec YF , YO et YP respectivement la fraction massique de fuel, d’oxydant et de produits, et
νF , νO et νP les coefficients stœchiome´triques correspondants.




O exp(−Ta/T ) (1.74)
Avec K la constante pre´-exponentielle, et Ta la tempe´rature d’activation du me´lange. Ce
taux de re´action permet de suivre l’e´volution des fractions massiques des espe`ces YF , YO, YP
ainsi que l’e´volution de la tempe´rature locale graˆce aux e´quations de conservation suivantes :
∂ρYF
∂t










Avec WF , WO les masses molaires du fuel et de l’oxydant, Cp la capacite´ thermique du
me´lange, et q0 la chaleur libe´re´e par mole de combustible.
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Le coefficient stœchiome´trique massique est de´fini selon :
Φs = νOWO/νFWF
Il est possible de re´e´crire le terme exponentiel en introduisant deux nouvelles grandeurs








En conside´rant la valeur T normalise´e par la tempe´rature des gaz frais Tu, l’e´quation (1.74)













Le calcul de cette simple loi d’Arrhenius, calibre´e sur des donne´es expe´rimentales permet
la repre´sentation d’une chimie nume´rique suffisante dans le cas de notre e´tude. C’est cette loi
simplifie´e qui sera utilise´e dans toute la suite des calculs DNS, a` l’aide d’une version ame´liore´e
faisant appel a` la me´thode KGKAS [Thomine 2011].
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a re´solution de l’e´quation de Poisson est l’un des e´le´ments majeurs de l’imple´mentation
d’un code type low-Mach. Certaines personnes qualifient meˆme cette partie de ”cœur du
code” ou ”cœur du me´tier”, ce qui n’est pas e´tranger au temps de calcul requis. Cette e´quation
se retrouve dans de nombreux domaines, et notamment dans l’imagerie avec la me´thode de
de´coupage Poisson Matting [Sun et al. 2004].
Re´soudre le champ de pression incompressible revient a` inverser le syste`me line´aire associe´ a`
l’ensemble du domaine. Or, ce type de re´solution apporte 2 facteurs handicapants : re´soudre ce
syste`me couˆte excessivement cher en termes de ressources de calcul, et il est impossible pour
des questions de taille de la stocker en me´moire.
Il est plus inte´ressant de stocker la matrice en ne conservant que les termes non nuls, mais il
n’est pas possible de stocker sa matrice inverse, qui ne contient que peu ou pas de termes nuls.
Une explication par l’exemple est ici de mise :
Conside´rons un domaine de taille 100 × 100 points, stocke´ en double pre´cision. La matrice de
Poisson e´tant de taille nbpoint× nbpoint (ie ici (100× 100)2), cela donne un total en me´moire
de (100 ∗ 100)2 × 8 bits /10−6 = 800 mo, ce qui reste acceptable pour un ordinateur classique.
En conside´rant maintenant le meˆme domaine, mais en 3 dimensions : 100× 100× 100 points, il
est possible d’obtenir par le meˆme calcul un total de 8 000 000 mo = 800 go de me´moire RAM
ne´cessaire pour stocker la matrice inverse. Aucun ordinateur actuel a` me´moire partage´, aussi
puissant soit-il, ne peut absorber un tel volume. Il est donc difficile d’imaginer qu’une simula-
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tion DNS ou LES de plusieurs centaines de millions (voir milliards) de points puisse utiliser un
tel principe.
Il est ainsi ne´cessaire de recourir aux me´thodes ite´ratives, c’est a` dire re´soudre le champ de
pression dynamique localement a` chaque ite´ration du solveur DNS.
Dans une premie`re partie, la construction de la matrice de Poisson ainsi que ses diffe´rents
aspects seront analyse´es. Seront ensuite pre´sente´es les me´thodes ite´ratives utilise´es au sein de
cette the`se, ainsi que les me´thodes de pre´-conditionnement multi-grid. Pour finir, l’aspect opti-
misation sera e´voque´.
Dernier point avant de rentrer dans le vif du sujet : seule la recherche de performances a e´te´
vise´e, au de´triment parfois de la conformite´ a` l’algorithme ou aux e´quations originales.
1.5.2 Construction de la matrice
Le syste`me de Poisson 2D a` re´soudre, de´crit pre´ce´demment, est le suivant :
∆P = F (1.77)
Soit en discre´tisant l’e´quation :
AP = F
Avec A la matrice de discre´tisation. En conside´rant une discre´tisation centre´e de la de´rive´e




P (i+ 1, j)− 2P (i, j) + P (i− 1, j)
∆x2
+
P (i, j + 1)− 2P (i, j) + P (i, j − 1)
∆y2
(1.78)
Pour un syste`me de 4 × 4 points, et en conside´rant des conditions aux limites pe´riodiques,
on peut expliciter la matrice selon :
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1, 1 2, 1 3, 1 4, 1 1, 2 2, 2 3, 2 4, 2 1, 3 2, 3 3, 3 4, 3 1, 4 2, 4 3, 4 4, 4
1, 1 4 −1 −1 −1 −1
2, 1 −1 4 −1 −1 −1
3, 1 −1 4 −1 −1 −1
4, 1 −1 −1 4 −1 −1
1, 2 −1 4 −1 −1 −1
2, 2 −1 −1 4 −1 −1
3, 2 −1 −1 4 −1 −1
4, 2 −1 −1 −1 4 −1
1, 3 −1 4 −1 −1 −1
2, 3 −1 −1 4 −1 −1
3, 3 −1 −1 4 −1 −1
4, 3 −1 −1 −1 4 −1
1, 4 −1 −1 4 −1 −1
2, 4 −1 −1 −1 4 −1
3, 4 −1 −1 −1 4 −1
4, 4 −1 −1 −1 −1 4
La redondance de l’ensemble est en fait trompeuse. En effet, il est conside´re´ ici un pas d’espace
fixe, ce qui ne sera pas toujours le cas dans nos calculs en pratique.
Un point inte´ressant a` noter est que la matrice est pratiquement vide (creuse). Il est possible
de ne stocker en me´moire que ses termes non nuls afin de re´soudre une partie des proble`mes de
taille me´moire explique´s pre´ce´demment.
1.5.3 Conditions aux limites
Les conditions aux limites de la pression dynamique ont un impact important pour la
re´solution de Poisson, notamment a` cause de leur roˆle dans la syme´trie de la matrice.
Dans le solveur Asphodele, elles sont imple´mente´es de la manie`re suivante :
Sortie :
La pression est de´finie avec une condition de Dirichlet homoge`ne : P 0 = 0.
Cette condition aux limites ne perturbe pas la matrice principale, puisqu’elle se situe dans le
terme de droite. Elle renforce meˆme la stabilite´ du syste`me et sa pre´sence sur au moins un axe
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Figure 1.4 – Apparition de la dissyme´trie dans la matrice, conditions de Neumann homoge`ne ∂P
∂x
= 0
est ne´cessaire au bon de´roulement du calcul. En effet, une valeur fixe du champ donne un ou
plusieurs points d’accrochage a` la me´thode ite´rative qui ne parviendra pas a` se stabiliser sans.
Pe´riodicite´ :
Cette condition peut sembler simple, mais Asphodele supposant que la maille Nx(1) est e´gale a`
la maille 1 pour un cas pe´riodique, la matrice n’est plus syme´trique. Une simple parade utilise´e
ici avec succe`s a consiste´ a` re´duire temporairement la taille du champ (i.e. ignorer la dernie`re
maille du champ) avant de faire appel a` la me´thode ite´rative.
Entre´e et murs : :
Ces conditions sont les plus de´licates a` utiliser. En effet, le champ de pression incompressible
est de´fini ici par une condition de Von Neumann homoge`ne : ∂P
0
xn
= 0, c’est a` dire que la de´rive´e
normale est nulle.
Asphodele e´tant un solveur a` maillage non de´cale´ (aussi appele´ ”colocated”, par opposition a`
un solveur a` mailles de´cale´es appele´ ”staggered”), la condition de Von Neumann apporte une
dissyme´trie de la matrice et ne permet pas de re´soudre le champ avec un solveur de Poisson
type Gradient Conjugue´ simple (fig1.4). En outre, une condition de Von Neumann n’apporte
aucun ”point d’accroche” au solveur de Poisson (Dirichlet impose une valeur nulle fixe´e, pas
Von Neumann), rendant plus longue la convergence.
Par exemple, le champ e´tudie´ ici, compose´ d’une entre´e en x = 0, deux murs en y = 0 et
y = Ly et une sortie en x = Lx, donne la matrice suivante :
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1, 1 2, 1 3, 1 4, 1 1, 2 2, 2 3, 2 4, 2 1, 3 2, 3 3, 3 4, 3 1, 4 2, 4 3, 4 4, 4
1, 1 4 −2 −2
2, 1 −1 4 −1 −2
3, 1 −1 4 −1 −2
4, 1 −1 4 −2
1, 2 −1 4 −2 −1
2, 2 −1 −1 4 −1 −1
3, 2 −1 −1 4 −1 −1
4, 2 −1 −1 4 −1
1, 3 −1 4 −2 −1
2, 3 −1 −1 4 −1 −1
3, 3 −1 −1 4 −1 −1
4, 3 −1 −1 4 −1
1, 4 −2 4 −2
2, 4 −2 −1 4 −1
3, 4 −2 −1 4 −1
4, 4 −2 −1 4
Il est notable que la pre´sente matrice n’est plus syme´trique a` cause des conditions aux lim-
ites e´tudie´es. Cet aspect aura un impact sur les me´thodes utilise´es par la suite.
Pour finir, il est ne´cessaire de prendre en compte l’interaction entre les conditions aux limites
et leur impact sur la matrice. En effet, les angles et les coins de la zone de calcul doivent recevoir
une attention toute particulie`re et des valeurs spe´cifiques en fonction des conditions aux limites
qui les entourent (fig 1.5).
La prise en compte de chaque cas particulier ne repre´sente pas de difficulte´ majeure mais reste
longue a` imple´menter du fait de la diversite´ des configurations possibles.
Pour finir, il est inte´ressant d’e´voquer que seule la de´rive´e de P est recherche´e. Le calcul
donne un re´sultat a` une constante pre`s. Il est ainsi possible, dans un cas sans point d’accroche
tel un champ entie`rement pe´riodique ou un re´acteur homoge`ne ”full-Neumann”, d’imposer un
point a` 0 pour permettre la convergence du syste`me.
Afin de re´soudre l’e´quation de Poisson tout en compensant les effets de ressources en me´moire,
une approche ite´rative a e´te´ e´tudie´e au cours de cette the`se.
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Figure 1.5 – Traitements spe´cifiques sur la matrice de Poisson, cas des coins (corners) et des areˆtes (edges)
1.5.4 Me´thodes ite´ratives
Une me´thode ite´rative est un algorithme consistant a` re´soudre un calcul par ite´rations, avec
pour objectif de se rapprocher de la solution a` chaque nouvelle ite´ration tout en diminuant le
re´sidu associe´. Le processus s’arreˆte lorsque la pre´cision voulue est atteinte.
Les me´thodes ite´ratives sont souvent utilise´es pour les calculs paralle`les du fait de leur grande
facilite´ a` eˆtre ”de´coupe´es”. Elles ne´cessitent cependant d’eˆtre couple´es a` un pre´-conditionneur
afin d’eˆtre performantes et d’e´viter un trop grand nombre d’ite´rations, pouvant amener une
accumulation d’erreur.
Ces algorithmes sont extreˆmement voraces en ressources CPU, en me´moire ainsi qu’en commu-
nications MPI, rendant essentiel une optimisation des calculs.
Certaines de ces me´thodes ite´ratives sont des me´thodes de Krylov [Van der Vorst 1995]. Il est
possible de trouver de plus amples informations sur ces me´thodes et leurs aspects mathe´matiques
dans des articles accessibles aux non mathe´maticiens tel [Ipsen et al. 1982] ou [Gutknecht 2007].
1.5.4.1 Gradient Conjugue´
La premie`re me´thode e´tudie´e fut le Gradient Conjugue´ simple, sans pre´-conditionnement.
Cet algorithme fut imagine´e en 1950 simultane´ment par Cornelius Lanczos et Magnus
Hestenes. Il s’agit d’une me´thode ite´rative qui converge en un nombre fini d’ite´rations pour
une fonctionnelle quadratique. Cet algorithme expose´ en de´tail ici [Van der Vorst 1995] servira
de base pour les suivants qui en de´rivent.
En conside´rant la re´solution du syste`me Ax = b, son algorithme est le suivant :
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Soit la solution initiale x0 (initial guess), mise a` zero ou charge´e avec la solution du pas de
temps pre´ce´dent comme point de de´part (plus performant). Notons xi la solution calcule´e au
pas i, et r0 et ri respectivement le re´sidu initial et le re´sidu (e´cart entre la solution actuelle et la
solution du syste`me a` re´soudre) au pas i. Soit pi et qi des tableaux (vecteurs) de travail, et α, β
des variables (scalaires) de travail. L’algorithme suivant ite`re sur i, et le re´sidu ri diminue au fur
et a` mesure que i augmente. Une fois le re´sidu souhaite´ atteint, la solution est contenue dans xi.
x0 = initial guess, r0 = bAx0
p−1 = 0
β−1 = 0
ρ0 = (r0, r0)
for i = 0, 1, 2, ...





xi+1 = xi + αipi
ri+1 = ri − αiqi
if xi+1 is accurate enough then quit





Cette me´thode est relativement peu couˆteuse en terme de ressources (par rapport a` celles
pre´sente´es par la suite), mais doit respecter certaines conditions contraignantes : la matrice
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doit impe´rativement eˆtre syme´trique et de´finie positive. Ces conditions sont ne´cessaires (mais
pas suffisantes) pour assurer la convergence de l’algorithme du Gradient Conjugue´.
1.5.4.2 Gradient Conjugue´ Pre´-conditionne´
Le Gradient Conjugue´ peut eˆtre grandement ame´liore´ par l’ajout d’un pre´-conditionneur.
Ce pre´-conditionneur se trouve sous la forme d’une matrice K, proche de la matrice principale
A. Le principe du pre´-conditionneur est que le syste`me KP = F peut eˆtre facilement re´solu et
ce a` faible couˆt, ce qui rapproche de la solution principale, notamment si les caracte´ristiques
essentielles de A se retrouvent dans K. Une me´thode simple de pre´-conditionnement, impar-
faite mais pre´sentant un bon de´but, consiste a` utiliser une matrice K−1 e´gale a` l’inverse de la
diagonale principale de la matrice A. Cela va normaliser le syste`me par le poids de la diagonale
et aider a` la convergence et a` la stabilite´ du GC.
Le nouvel algorithme, maintenant appele´ Gradient Conjugue´ Pre´-conditionne´ (PCG) est le
suivant (les modifications apporte´es par le pre´conditionnement par rapport au GC ont e´te´
mises en gras), avec K la matrice de pre´conditionnement et ωi une variable (scalaire) de tra-
vail :
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x0 = initial guess, r0 = bAx0
p−1 = 0
β−1 = 0
solve ω0 from ω0K = r0
ρ0 = (r0,ω0)






xi+1 = xi + αipi
ri+1 = ri − αiqi
if xi+1 is accurate enough then quit






Au sein du solveur d’Asphodele, les conditions de sortie et de pe´riodicite´ utilisant un Dirichlet
permettent l’utilisation d’un PCG simple. Cependant, les conditions de type Von Neumann
dues aux murs, aux syme´tries axiales et aux entre´es de´-syme´trisent la matrice de Poisson A,
empeˆchant ainsi la convergence et la stabilite´ du PCG. Comme dit pre´ce´demment, cet aspect
est provoque´ par l’agencement ”colocated” du maillage : le point d’inflexion de la de´rive´e nulle
se situe sur le dernier point de maillage, provoquant l’apparition du coefficient −2 pour le point
suivant a` l’inte´rieur du domaine (cf fig 1.4).
Afin de re´soudre ce proble`me et pour pouvoir utiliser des matrices plus complexes comme
celles apparaissant si l’on introduit des frontie`res immerge´es, deux algorithmes plus sophis-
tique´s, le BICGSTAB et le BICGSTAB(2) ont e´te´ utilise´s pour re´soudre le champ de pression
incompressible.
1.5.4.3 BICGSTAB
Le BICGSTAB, pour Bi-Conjugate Gradient Stabilized [Van der Vorst 1995], est une me´thode
ite´rative permettant l’utilisation de matrices non syme´triques au de´triment des performances
avec un couˆt de calcul supe´rieur (un peu plus de 2 fois supe´rieur au PCG). Cela ressemble
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essentiellement a` un ”double” PCG.
Le jeu de donne´es est exactement le meˆme que pour le PCG, mais double´. Ainsi il sera possible
de repe´rer deux cœurs de PCG, ainsi que leur liaison. L’algorithme de cette me´thode est le
suivant :
Initialisation classique
x0 = initial guess, r0 = bAx0
r¯0 is an arbitrary vector such that
(r¯0, r0) 6= 0, example r¯0 = r0
ρ−1 = α−1 = ω−1 = 1
v−1 = p−1 = 0
Ite´ration
for i = 0, 1, 2, ...
——– Liaison ——–
ρi = (r¯0, r0)
βi−1 = (ρi/ρi−1)(αi−1/ωi−1)
pi = ri + βi−1(pi−1 − ωi−1vi−1)
——– PCG1 ——–
Solve pˆ from Kpˆ = pi
vi = Apˆ
αi = ρi/(r¯0, vi)
s = ri − αivi
if ‖s‖ small enough then
xi+1 = xi + αipˆ; quit
——– PCG2 ——–
Solve z from Kz = s
t = Az
wi = (t, s)/(t, t)
xi+1 = xi + αipˆ+ ωiz
if xi+1 accurate enough thenquit
ri+1 = s− ωit
end
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Le BICGSTAB est l’algorithme utilise´ au sein du solveur paralle`le BIGFISH code´ pour
Parasphodele.
1.5.4.4 BICGSTAB(2)
Une seconde me´thode fut imple´mente´e a` des fins de tests, le BICGSTAB(2) [Van der Vorst
1995], connu pour sa tre`s grande stabilite´. L’algorithme consiste en deux BICGSTAB se suivant
couple´s a` un Generalized Conjugate Residual (GCR). Les BICGSTAB sont nomme´es ”pair” et
”impair” (”even” et ”odd”) , meˆme si le test du re´sidus n’a lieu qu’une fois par ite´ration globale.
Son algorithme est le suivant :
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x0 = initial guess, r0 = bAx0
rˆ0 is an arbitrary vector such that
(rˆ0, r0) 6= 0, example rˆ0 = r0
ρ0 = 1;U = 0;α = 0;ω2 = 1
for i = 0, 2, 4, 6, ...
ρ0 = −ω2ρ0
even BICG step :
ρ1 = (rˆ0, ri) ; β = αρ1/ρ0; ρ0 = ρ1
u = ri − βu
v = Au
γ = (v, rˆ0) ;α = ρ0/γ
r = ri − αv
s = Ar
x = xi + αu
odd BICG step :
ρ1 = (rˆ0, s) ; β = αρ1/ρ0; ρ0 = ρ1
v = s− βv
w = Av
γ = (w, rˆ0) ;α = ρ0/γ
u = r − βu
r = r − αv
s = s− αw
t = As
GCR(2)− part :
ω1 = (r, s) ;µ = (s, s)
ν = (s, t) ; τ = (t, t)
ω2 = (r, t) ; τ = τ − ν
2/µ
ω2 = (ω2 − νω1/µ) /τ
ω1 = (ω1 − νω2) /µ
xi+2 = x+ ω1r + ω2s+ αu
ri+2 = r − ω1s− ω2t
if xi+2 accurate enough thenquit
u = u− ω1v − ω2w
end
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Cependant, devant la simplicite´ des matrices e´tudie´es, le BICGSTAB(2) s’est ave´re´ trop
gourmand en ressources de calcul face au gain en termes de temps de convergence par rapport
au BICGSTAB classique. Le BICGSTAB(2) est en fait plus adapte´ a` des cas moins classiques
comme la re´solution de Poisson dans des codes non structure´s.
1.5.5 Pre´-conditionnement multi-grid
Toutes ces me´thodes ite´ratives posse`dent un de´faut majeur : leur temps de convergence est
excessivement long. Des centaines voir des milliers d’ite´rations sont parfois ne´cessaires pour
parvenir a` un re´sidu acceptable. L’ajout d’un pre´-conditionneur est absolument ne´cessaire pour
acce´le´rer leur convergence.
La me´thode multi-grid introduit un pre´-conditionneur efficace et adapte´ pour seconder une
me´thode ite´rative et acce´le´rer sa convergence.
En effet, les me´thodes multi-grid apportent un tre`s bon lissage des basses fre´quences (du fait
de la re´solution sur une grille grossie`re, sans hautes fre´quences (fig 1.6)) et une convergence en
O(N) avec N le nombre d’inconnues a` re´soudre, alors que les me´thodes ite´ratives classiques
type Gradient conjugue´ convergent en O(Nα) (avec 1 < α ≤ 2) et excellent dans le lissage
des hautes fre´quences, ce qui se traduit par une forte de´croissance du re´sidu maximum global
au cours des premie`res ite´rations. Combiner ces deux me´thodes permet d’allier leurs avantages
pour de faibles inconve´nients.
Le principe du multi-grid est relativement simple. Il consiste a` effectuer quelques ite´rations
d’une re´solution ”Low Cost” proche de la re´solution re´elle et ce en e´voluant sur diffe´rents
niveaux de maillage, ne´cessitant du coup des interpolations, des restrictions, etc.
Un bon moyen de ”sentir” les effets du multi-grid au cours de la convergence de la me´thode
ite´rative est de se rappeler que la re´solution de Poisson revient a` inverser un syste`me line´aire :
dans une re´solution implicite chaque point doit avoir connaissance des autres. Ainsi, pour que
l’information circule d’un point a` un autre d’un domaine de 1000 points de large, en conside´rant
un ”stencil” (i.e. une largeur de balayage pour la de´rive´e seconde par ite´ration) de 1 point de
chaque coˆte´, il faut 1000 ite´rations de gradient conjugue´ simple pour que les extremums du
domaine aient connaissance l’un de l’autre. En utilisant un multi-grid, l’information circule
plus vite (meˆme si elle est moins pre´cise), la taille du domaine vise´ e´tant fortement diminue´e.
Il est possible d’assister a` une convergence bien plus rapide.
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Figure 1.6 – Principe du multi-grid, Lissage des basses fre´quences
Plusieurs me´thodes ont e´te´ vues ou e´tudie´es au cours de cette the`se : le Red Black Gauss Sei-
del, le Weighted Jacobi, et pour la ge´ne´ration de maillage l’Algebraic multi-grid et le Geometric
multi-grid.
Il est inte´ressant de poser de`s maintenant les choix effectue´s et les raisons de ces choix.
La me´thode Red Black Gauss Seidel [Oh 2003] se veut une me´thode simple et efficace pour
appre´hender le multi-grid. Cependant, le taux de convergence de´sastreux de cet algorithme et
ses contraintes ont pousse´ a` chercher d’autres me´thodes. Le Weighted Jacobi est pour sa part
aussi simple a` mettre en place, et se montre plus performant [Boulder 2005][Strang 2006]. La
me´thode de ge´ne´ration de maillage d’Algebraic multi-grid [Notay 2010][Napov et al. 2012][Wurst
2009], simplement vue mais non e´tudie´e, permet des facilite´s d’imple´mentation et de portabilite´
dans les cas de maillages non structure´s. A l’inverse, la me´thode de Geometric multi-grid se veut
complexe lors de maillages non structure´s mais apporte des gains de performance significatifs par
rapport a` l’Algebraic [Wurst 2009][Wesseling 2000][Feuchter 2003][Wu et al. 1987]. Asphodele
e´tant un code a` maillage structure´, le choix s’est finalement porte´ sur cette dernie`re me´thode
couple´e a` un Weighted Jacobi qui fut e´tudie´e et code´e au sein du code, les difficulte´s de maillages
ne se posant pas ici.
Dans un premier temps, l’algorithme multi-grid ge´ne´rique pour un cas simple a` deux grilles
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sera pre´sente´, puis le principe sera ge´ne´ralise´ a` plusieurs niveaux de grilles avant d’aborder
en de´tail les me´thodes code´es, a` savoir le Red Black Gauss Seidel (RBGS) et le Geometric
multi-grid (GMG) - Weighted Jacobi.
1.5.5.1 La me´thode en bigrid, principe de base
Conside´rons deux niveaux de calcul (2 grilles donc) : le niveau de calcul ”normal” du code
repre´sente´ par la matrice Ah, le second membre Fh et le vecteur solution Ph, le niveau de calcul
grossier repre´sente´ par la matrice AH .
Afin de re´soudre Poisson, le proble`me discret suivant est a` calculer :
AhPh = Fh
A partir de ce point, la me´thode multi-grid fonctionne comme suit :
Pre´-lissage :
La me´thode commence par effectuer n ite´rations de Weighted Jacobi. Une solution approche´e
P˜h du vecteur solution Ph est alors obtenue.
P˜h = L (Ah, Fh, n)
Re´sidu :
Le re´sidu de ce syste`me est ensuite calcule´ :
rh = Fh − AhP˜h
Restriction :







Il est ensuite possible de calculer la correction sur la grille grossie`re δPh.
δPH = S (AH , rH)
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Figure 1.7 – Me´thode du Bigrid, principe de base a` e´tendre sur plus de niveaux
Prolongement :
La valeur de la correction δPH est prolonge´e sur le niveau de calcul fin (celui du code normal)





P˜h est mis a` jour en appliquant la correction calcule´e sur la grille grossie`re :
P˜h ← P˜h + δPh
Post-lissage :
Pour finir, il reste a` effectuer n′ ite´rations de Weighted-Jacobi.
P˜h ← L
′ (Ah, Fh, n
′)
A la fin du calcul, P˜h tend vers Ph.
La me´thode multi-grid consiste a` appliquer le meˆme principe que la me´thode bigrid mais sur
plus de niveaux de grilles, afin d’acce´le´rer encore la convergence tout en diminuant le couˆt de
calcul (seuls les premiers niveaux sont couˆteux car ce sont ceux qui ont le plus grand nombre
de points, et seuls les derniers niveaux apportent un gain significatif sur la convergence).
1.5.5.2 Red Black Gauss-Seidel
Invente´e au 19ie`me sie`cle, conjointement par Carl Friedrich Gauss et Philipp Ludwig
von Seidel, la me´thode de Gauss-Seidel permet une re´solution ite´rative des syste`mes line´aires.
Cependant, l’algorithme original impose un calcul point apre`s point, rendant caduques les pos-
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La me´thode du Red Black Gauss Seidel (RBGS), peut eˆtre vue comme une variante pour utiliser
la me´thode de Gauss-Seidel en paralle`le. Elle a e´te´ imple´mente´e ici comme pre´-conditionneur
d’un BICGSTAB afin d’acce´le´rer la convergence de ce dernier.
Cet algorithme est tre`s utilise´ dans les e´coles et les universite´s, notamment pour sa grande
facilite´ a` eˆtre code´ et compris. Le cas classique consiste a` re´soudre l’e´quation de la chaleur en
2D avec des conditions aux limites fixe´es, puis de paralle´liser ce meˆme code avec MPI.
Des solutions analytiques sont connues et permettent de ve´rifier les re´sultats.







En discre´tisant le tout, il est possible d’obtenir la forme suivante :
Pi+1,j − 2Pi,j + Pi−1,j
h2x
+
Pi,j+1 − 2Pi,j + Pi,j−1
h2y
= F (1.80)













La valeur Pi,j peut maintenant eˆtre calcule´e a` l’aide des points voisins. Comme il s’agit d’un
sche´ma implicite, c’est ici qu’entre en jeu la me´thode RBGS.
Les diffe´rents points sont alternativement associe´s a` une couleur (rouge, noir, rouge, noir, ...).
Il suffit ensuite de calculer tous les points rouges en fonction des points noirs, puis de calculer
66
Chapitre 1 : E´quations et the´orie 67
les points noirs avec ces nouveaux points rouges, et ainsi de suite. En ite´rant le re´sidu diminue
et le re´sultat final apparait. Cette algorithme est bien suˆr autonome, et pourrait, dans l’absolu,
eˆtre utilise´ pour re´soudre Poisson. Cependant le nombre d’ite´rations avant d’atteindre un re´sidu




Figure 1.8 – Me´thode du Red-Black Gauss-Seidel, principe du calcul par couleurs
Le RedBlack Gauss Seidel, bien que simple, montre vite ses limites en terme de conditions
aux limites et de performances (faible baisse du re´sidu). Une me´thode proche de type Weighted
Jacobi avec un maillage ge´ne´re´ a` l’aide un Geometric multi-grid a donc e´te´ adopte´e par la suite
afin d’ame´liorer fortement les performances et la ge´ne´ration des grilles de calculs.
1.5.5.3 Geometric multi-grid
La me´thode Geometric multi-grid consiste en diffe´rents niveaux de grilles semblables a` des
maillages. Ces grilles sont de plus en plus grossie`res afin de lisser les basses fre´quences. Les
diffe´rents niveaux de maillages sont totalement inde´pendants, le but e´tant d’avoir un nombre
de nœuds de´croissant, a` savoir dans notre cas 2 fois moins a` chaque niveau supple´mentaire.
La principale difficulte´ inhe´rente a` cette me´thode re´side dans la construction des diffe´rents
maillages. Dans notre cas, le code e´tant structure´ a` pas fixes et non de´structure´, ce proble`me
ne se pose pas.
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Une fois cette e´tape acheve´e, il reste a` calculer les matrices des diffe´rents niveaux, i.e. a` calculer
les matrices de l’ope´rateur laplacien interpole´es sur chaque niveau de grille. Pour cela, un
ope´rateur d’interpolation reposant sur les bases suivantes est utilise´ : la valeur centrale de la










































Avec ii et jj les points sur la grille de niveau infe´rieur (soit jj = 2 × j et ii = 2 × i), et E le
point a` l’Est, N au Nord, NW au Nord-Ouest, etc. Il s’agit ici des points en rouge sur la figure
1.9.
La valeur 0.125, en principe fixe´e a` 0.25, est utilise´e car donnant de meilleurs re´sultats au
niveau de la convergence. (Pour rappel, le calcul du multi-grid n’a pas d’impact sur la ve´racite´
des re´sultats du BICGSTAB, il ne fait que faciliter sa convergence)









































Soit respectivement sur la figure 1.9 les couleurs violet, vert, orange et bleu.
Mk+1SE(i,j) = 0.125 ∗M
k
SE(ii,jj−1)
Mk+1NE(i,j) = 0.125 ∗M
k
NE(ii,jj)
Mk+1NW (i,j) = 0.125 ∗M
k
NW (ii−1,jj)
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Figure 1.9 – Principe de re´partition du maillage, Geometric multi-grid
Soit respectivement sur la figure 1.9 les couleurs orange, violet, bleu et vert.
Tous ces calculs sont effectue´s une seule fois au de´but du calcul, et n’interviennent pas dans
les performances du code.
1.5.5.4 Algorithme final
L’algorithme utilise´ ensuite en cours de calcul peu s’e´crire comme suit, avec K la matrice de
pre´conditionnement, et la solution initiale contenue dans F, ainsi que le re´sultat final :
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Descente dans les niveaux
U0 = F/D−1
⇄ Comm MPI(U0)

















U0 = U1 − ω
D−1
(F −KU1)













Les ope´rations de restriction et d’interpolation consistent a` poser 0.25 fois les quatre points
adjacents pour la restriction, et l’imposition de la valeur sur les 4 points adjacents pour l’inter-
polation (fig 1.10).
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Figure 1.10 – Ope´rations de changement de grilles, interpolation et restriction
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1.6 Turbulence et injection turbulente
D
ans cette section sera traite´ l’aspect turbulent de la me´canique des fluides, et notamment
la me´thode de Kraichnan/Celik [Kraichnan, 1970] d’injection turbulente artificielle se
voulant faible consommatrice en ressources de calcul. Cette me´thode a e´te´ utilise´e pour les
calculs 2D, ainsi qu’en amont du canal d’injection pour les simulations 3D.
La premie`re partie de cette section rappelle les notions de base de la turbulence, afin d’introduire
la seconde partie qui traite de la me´thode d’injection turbulente e´tudie´e au cours de cette the`se.
1.6.1 Transforme´e de Fourier
Afin de de´velopper la me´thode de Kraichnan/Celik, il est essentiel de disposer des 2 relations
de passage d’un espace a` l’autre (normal et spectral). La transforme´e de Fourier est de´finie de




A(r)e−jkrd3r = TF (A(r)) (1.82)




Aˆ(r)ejkrd3k = TF−1(Aˆ(k)) (1.83)
avec j2 = −1.
Il s’agit des relations utilise´es par de´faut dans les librairies mathe´matiques de calcul (fftw).
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1.6.2 Turbulence et grandeurs caracte´ristiques
De´finition :
En chaque point du champ re´solu, il est possible de de´coupler la vitesse en la somme de sa
composante continue et de sa fluctuation.
ui = ui + u
′
i (1.84)
La pre´sente e´tude se concentrera sur la turbulence homoge`ne isotrope. Ceci implique deux
hypothe`ses :
– Isotropie : les proprie´te´s de la turbulence sont invariantes par rotation dans le syste`me de
coordonne´es.
– Homoge´ne´ite´ : les proprie´te´s de la turbulence sont invariantes par translation dans le
syste`me de coordonne´s.
Corre´lation des vitesses :
Le tenseur de corre´lation des vitesses entre deux points A et B est de´fini de la manie`re suivante :
Qij(A,B, t) = u′i(A, t)u
′
j(B, t) (1.85)
Avec u′ la composante fluctuante de la vitesse, et x l’ope´rateur de moyenne spatiale. Dans
le cas d’une turbulence homoge`ne isotrope, la valeur du tenseur est uniquement de´pendante de
la distance r, ce qui permet de poser :
Qij(A,B, t) = Qij(r, t) ∀A,B tels que r = ~||AB|| (1.86)
Ce qui implique aussi :
u′2i = U
2
p ∀A, ∀i (valeur en r = 0) (1.87)
Avec Up la vitesse turbulente repre´sentative de l’intensite´ de la turbulence dans chaque
direction.
Energie cine´tique turbulente :
Il est alors possible de de´finir l’expression de l’e´nergie cine´tique turbulente de la manie`re suivante











Chapitre 1 : E´quations et the´orie 74
Echelle inte´grale :
Il est aussi possible de de´finir les fonctions de corre´lation longitudinales et transverses, respec-















Taux de dissipation :
Le taux de dissipation engendre´ par la viscosite´ du milieu ambiant, repre´sentant le transfert









Il est d’usage commun de de´finir ensuite la turbulence a` l’aide de 3 grandeurs caracte´ristiques : ld
l’e´chelle de Kolmogorov correspondant aux plus petits tourbillons de la turbulence, ud la vitesse
de retournement de ces tourbillons et enfin τd leur temps caracte´ristique de retournement (a`












Nombre de Reynolds turbulent :
Il est possible de de´finir une grandeur adimensionne´e importante en me´canique des fluide : le
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Enfin, dans le cas d’e´coulements turbulents a` vitesse moyenne u non nulle, ce qui sera presque






Le tenseur spectral Eij(k) est relie´ a` la transforme´e de Fourier du tenseur de corre´lation des







−jkrd3r = TF (Qij(r)) (1.97)
Dans le cas d’un e´coulement incompressible a` turbulence homoge`ne et isotrope, le tenseur










Avec k et ki respectivement la norme et une composante de k, et E(k, t) le spectre d’e´nergie








1.6.3 Injection turbulente paralle`le
Avant de poser la me´thode utilise´e en tant que telle, il est important de de´finir l’approxima-
tion de Taylor ainsi que le spectre de Passot-Pouquet, pose´ par la suite.
Approximation de Taylor :
Dans notre cas, la turbulence injecte´e est isotrope et homoge`ne, porte´e par un e´coulement
moyen sans gradients initiaux suivant les 3 axes. Soit a` l’injection :
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Comme il est impossible d’estimer en toute rigueur le tenseur spectral a` partir de trans-
forme´es de Fourier spatiales du tenseur des corre´lations, Taylor proposa en 1938 l’hypothe`se
que la turbulence reste ”gele´e” sur la dure´e de l’e´chantillonnage, et qu’elle est donc simplement
convecte´e par l’e´coulement moyen en entre´e U1 [Taylor, 1938 ; Bailly, Comte-Bellot, 2003]. Cela







La mesure du signal temporel en un point permet ainsi d’obtenir les proprie´te´s spatiales de
la turbulence a` cet endroit.
Passot Pouquet :
Le spectre d’e´nergie cine´tique turbulente E(k) vu pre´ce´demment peut eˆtre exprime´ sous une
forme analytique couramment utilise´e et connue sous le nom de Spectre de Passot-Pouquet
















Cette expression simule un e´coulement turbulent a` grandes e´chelles tout en prenant en
compte une de´croissance exponentielle. Le maximum d’intensite´ e´nerge´tique des tourbillons
e´tant atteint ici au nombre d’onde ke. Ces tourbillons ont alors une e´chelle inte´grale de λe =
2pi
ke
et correspondent aux plus grandes e´chelles de la turbulence. Il est possible de remarquer que





L’objectif de cette me´thode est de permettre une injection de turbulence artificielle respectant
les conditions d’incompressibilite´ a` moindre couˆt CPU et me´moire. L’algorithme fut propose´
par Kraichnan [Kraichnan, 1970] pour un cas incompressible et une turbulence isotrope. Celik et
al. [Smirnov et al. 2001] perfectionne`rent la me´thode afin de l’adapter a` des cas non homoge`nes
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et non isotropes pour des simulations LES.
Le principe est relativement simple : le champ de fluctuations est obtenu a` l’aide d’un e´chantillon
d’harmoniques de Fourier ale´atoires. Ce signal est ensuite ajoute´ au champ moyen a` l’aide de
l’approximation de Taylor vue pre´ce´demment. Il est important de noter que ce champ turbu-
lent ne respecte pas les e´quations de Navier Stokes mais uniquement la continuite´, a` savoir une
divergence nulle.
A l’aide de l’e´quation (1.82), il est possible d’e´tablir la relation liant le champ fluctuant u′





avec j2 = −1.
En appliquant l’approximation de Taylor (1.6.3), il est possible de poser l’estimation suiv-
ante :
uˆ(k, t) = uˆ(k)ejωt avec ω = k.u (1.105)






























uˆ(k).k = 0 (1.108)
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L’association des e´quations (1.106) et (1.108) doit alors eˆtre approche´e d’une manie`re discre`te,
a` l’aide de se´ries de Fourier. Le champ fluctuant est ici repre´sente´ par une se´rie compose´e de N






uˆn.kn = 0 ∀n (1.110)
avec u′(r, t) la transforme´e de Fourier discre`te au nombre d’onde kn du champ fluctuant et
ωn = kn.u la pulsation discre`te. Comme u′(r, t) est un complexe, il est possible de l’e´crire sous
la forme :
uˆn(kn) = vˆn(kn) + jwˆn(kn) (1.111)
avec respectivement vˆn(kn) et wˆn(kn) les parties re´elles et imaginaires de uˆn(kn).
Comme la vitesse fluctuante u′ est re´elle dans l’espace physique, elle est e´gale a` son conjugue´
u′∗. Cette proprie´te´ permet de poser :


























[vˆn(kn) cos (knr + ωnt) + wˆn(kn) sin (knr + ωnt)] (1.114)
vˆn.kn = 0 et wˆn.kn = 0 ∀n (1.115)
Le principe de la me´thode de Kraichnan/Celik consiste ici a` ge´ne´rer deux vecteurs vˆn et wˆn
tout en respectant la condition d’incompressibilite´ (1.115) et en assurant un spectre E(k) de
turbulence homoge`ne a` celui attendu. Afin de de´terminer vˆn et wˆn, il est possible de les e´crire
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sous une forme de´compose´e :
vˆn = ζn × kn et wˆn = ξn × kn ∀n (1.116)
Les vecteurs ζn et ξn sont choisis par tirage inde´pendant au sein d’une distribution gaussienne




afin de respecter la condition u′iu
′
i = 1. Les
nombres d’onde kn et les pulsations ωn sont choisis afin de respecter le spectre de turbulence
voulu quand N →∞. Pour obtenir un spectre de Passot Pouquet (1.103), Kraichnan tire kn et
ωn d’une distribution gaussienne d’e´cart type 1
2
. Il est possible d’utiliser cette technique pour
tout type de spectre de turbulence de´sire´ en adaptant la distribution d’ou` sont tire´s kn et ωn.
Il est possible de remarquer ici un point important de la me´thode de Kraichnan/Celik :
aucune transforme´e de Fourier inverse n’est ne´cessaire, les valeurs de fluctuations e´tant directe-
ment calcule´es dans l’espace physique. Cela se traduit par un tre`s faible couˆt CPU face a` la
plupart des autres me´thodes d’injection turbulente.
Il reste ici a` poser kn.r dans l’e´quation 1.114 a` l’aide de l’approximation de Taylor dans le
cas des e´coulements unidirectionnels :
kn.r = k1U1t+ k2x2 + k3x3 (1.117)
avec U1 la vitesse moyenne a` l’entre´e qui servira de re´fe´rence a` l’amplitude de la turbulence.
L’e´quation 1.114 est alors comple`te.
Il est aussi remarquable qu’il n’est pas ne´cessaire ici de stocker un champ 3D complet, seul
le plan correspondant a` l’entre´e est mis en me´moire et recalcule´ a` chaque pas de temps. La
me´thode de Kraichnan/Celik se veut donc tre`s peu gourmande en me´moire.
Avant de clore cette section sur l’injection turbulente, il me semble important de pre´ciser
quelques points :
Une injection synthe´tique, aussi sophistique´e soit-elle, ne pourra jamais restituer une ve´ritable
turbulence. Il sera certes possible de retrouver la de´croissance e´nerge´tique, mais il manquera
certaines structures spe´cifiques a` certaines configurations. Je prends pour exemple les struc-
tures dites en ”fer a` cheval” des e´coulements proche paroi. Seul le calcul d’un pre´-canal peut
permettre de retrouver ces structures et leurs proprie´te´s.
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Figure 1.11 – Injection 2D ge´ne´re´e par la me´thode de Kraichnan-Celik, champ de vitesse u = u1 + u2




”Un bon sche´ma vaut mieux qu’un long discours.”
Napole´on
81







es optimisations nume´riques apporte´es au cours de cette the`se repre´sentent une importante
partie du travail effectue´. A l’origine une version expe´rimentale, instable, lente et scalaire,
le code est aujourd’hui solide, rapide et efficace, et a` meˆme d’eˆtre exe´cute´ en paralle`le sur
des super calculateur. L’utilisation conjointe de me´thodes de codage strictes et d’outils de
profiling a permit la localisation des noyaux de´fectueux du code, puis leur optimisation voir
leur re´e´criture. Dans un second temps, les me´thodes non paralle´lisables utilise´es ont e´te´ mise
de coˆte´ et remplace´es par de nouveaux algorithmes plus aptes au calcul a` me´moire distribue´e.
Pour finir, le code a e´te´ entie`rement paralle´lise´, avec une attention particulie`re sur le solveur
de Poisson, e´le´ment le plus ”e´nergivore”. Une connaissance accrue des me´thodes nume´riques et
de l’architecture informatique fut ne´cessaire a` l’accomplissement des divers objectifs pre´sente´s
par la suite. L’objectif ici fut la recherche des nouvelles me´thodes de calculs intensifs, avec pour
finalite´ la rentabilite´ maximale par heure de calcul utilise´e.
Afin de faciliter l’acce`s a` certaines notions de´licates, une premie`re section de ce chapitre sera
de´die´e aux divers e´le´ments introductifs essentiels a` la compre´hension de la suite du chapitre par
le lecteur.
2.2 Notions et vocabulaire
Durant la suite de ce chapitre, l’architecture Intel Nehalem sera utilise´e comme re´fe´rence.
Outre ses performances exceptionnelles, cette architecture est actuellement la plus utilise´e sur
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les machines de calculs, locales ou distantes, notamment a` cause de son triple canal me´moire.
La figure (2.1) pre´sente une vision sche´matise´e d’une unite´ de calcul classique. Pour com-
mencer, il est inte´ressant de regarder le cœur du syste`me, le processeur, puis de faire un tour
des e´le´ments de me´moire avant de finir avec les cartes additionnelles (GPU, Re´seau, etc).
Le processeur (Ou CPU pour Central Processing Unit) est probablement l’unite´ de calcul la
plus raffine´e et la plus complexe du syste`me. Cette puce de silicium est compose´e de nombreux
transistors exe´cutant des millions d’ope´rations arithme´tiques chaque seconde, tous synchronise´s
par un circuit d’horloge (d’ou` la notion de fre´quence). Le processeur est compose´ des unite´s de
calcul, les ALU (Arithmetical and Logical Unit) pour les ope´rations simples et les FPU (Floating
Point Unit) pour les ope´rations plus complexes, et d’une me´moire cache utilise´e pour stocker
les informations a` traiter, ainsi que les re´sultats des calculs. La compre´hension des niveaux de
me´moire (cache L1,L2 et L3) est essentielle a` une optimisation performante. Il est par ailleurs
important de retenir (car souvent observe´ au cours de cette the`se) que la fre´quence de calcul du
processeur ne fait pas tout, loin de la` : la taille de la me´moire cache L3 qui repre´sente presque
toujours le goulet de ralentissement est l’e´le´ment le plus important. Par analogie, il serait inutile
d’avoir l’usine et les chaines de production les plus performantes si l’acheminement des matie`res
premie`res ne suit pas la cadence.
La me´moire vive Ou RAM (Random access memory) est la me´moire ou` re´sident les valeurs en
cours de calcul. Lorsqu’un code de calcul est exe´cute´, il est charge´ vers la me´moire RAM, puis
les diffe´rents champs physiques (tempe´rature, vitesses, etc.) sont stocke´s dans cette me´moire.
La vitesse d’acce`s de la RAM est bien suˆr bien infe´rieure a` celle du cache du processeur, mais
bien supe´rieure a` celle du disque dur. A noter que dans notre cas, les fre´quences des barrettes de
me´moire RAM ont un impact significatif, ainsi que leurs latences, les codes de calcul nume´rique
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Figure 2.1 – Architecture d’une machine locale, socket X58 pour Intel Nehalem avec chipset LGA 1366 (source
x86-secret.com)
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faisant appel a` outrance a` cette me´moire. Si elle n’est plus alimente´e, la me´moire RAM est
efface´e.
Les disques durs (Pour HDD pour Hard Disk Drive) sont des unite´s de me´moire de grande
capacite´ utilise´s pour stocker les donne´es en entre´e du calcul ainsi que les diffe´rents re´sultats
obtenus. L’acce`s aux informations sur les disques est lent, mais seule cette unite´ permet de
sauver les donne´es une fois l’alimentation coupe´e.
La carte graphique (Ou GPU pour Graphic Processing Unit) est le circuit graphique per-
mettant des affichages 2D et 3D fluides, allant des jeux vide´o aux post-traitements des calculs
nume´riques en passant par la simple navigation sur Internet. Ces cartes, gourmandes en e´nergie,
peuvent cependant accomplir des miracles correctement utilise´es. En effet, leur architecture sim-
plifie´e permet des performances hors norme pour peu que les algorithmes de calcul s’y preˆtent.
Oublie´s du monde de la recherche durant de nombreuses anne´es, les GPU sont aujourd’hui au
cœur des de´bats sur le futur du calcul HP avec l’arrive´e de langages de programmation acces-
sibles aux chercheurs et aux inge´nieurs. Le GPU peut eˆtre vu comme une machine comple`te et
autonome : il posse`de son propre e´tage d’alimentation, ses unite´s de calculs, sa me´moire vive
de´die´e, etc.
Les puces re´seau sont des e´le´ments peu complexes permettant de relier diffe´rentes machines
ensemble. Un super calculateur peut en fait eˆtre vu comme un grand nombre d’unite´s de cal-
culs inde´pendantes relie´es entre elles par un re´seau. Le re´seau souffre cependant de de´bits peu
e´leve´s et surtout d’une importante latence (i.e. temps d’attente avant le de´but d’un transfert
de donne´es), impactant significativement les transferts de donne´es.
Le de´fi du calcul nume´rique intensif consiste donc a` tirer le meilleur de chaque e´le´ment, tout en
prenant en compte l’impact sur les autres e´le´ments. La premie`re partie de cette the`se a consiste´
a` optimiser le code Asphodele dans sa version scalaire (mono-processeur) avant de le rendre
paralle`le (multi-processeur).
2.3 Optimisations scalaires
De nombreuses optimisations ont e´te´ effectue´es au cours de cette the`se. Elles interviennent
dans des domaines varie´s, mais les plus courantes sont regroupe´es ci-dessous. A noter que bien
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e´videmment, la phase d’optimisation d’un code ne doit commencer qu’apre`s avoir fige´ la version
du code et s’eˆtre assure´ de la bonne marche des calculs. En cas de doute, il est pre´fe´rable de
laisser le code tel quel sans chercher a` optimiser, le compilateur re´alisant la plupart du temps
de meilleures optimisations que l’utilisateur.
Localiser et supprimer les ope´rations couˆteuses La premie`re chose a` faire, e´vidente mais pour-
tant souvent peu respecte´e, est de re´duire au maximum les ope´rations couteuses, a` savoir les
divisions, les puissances de nombre re´els, les ope´rateurs mathe´matiques types exponentiel, cosi-
nus, sinus, etc. Bien souvent, ces ope´rations sont re´pe´te´es sans re´el inte´reˆt au sein d’une boucle.
Les exemples typiques sont les suivants (cas volontairement simplifie´, parfois l’ope´ration est
bien plus subtilement dissimule´e) :










Serait bien mieux optimise´ de la manie`re suivante :
86




















Une me´thode tre`s performante pour localiser les ope´rations couˆteuses et les optimiser consiste a`
utiliser un ”profiler”, a` savoir un programme surveillant l’exe´cution du code et permettant par
la suite de connaitre le pourcentage de temps de calcul utilise´ par chaque routine, les ope´rations
les plus appele´es, les goulets d’e´tranglement me´moire, etc. Les meilleur a` mon avis pour le de-
bugging et la recherche des hotspots sont le duo Valgrind/callgrind-Kcachegrind avec GCC, ou
Intel Vtune Amplifier avec la suite de compilateurs Intel.
Organisation de la me´moire, vectorisation Il est aussi important de noter qu’en Fortran la
me´moire n’est pas range´e dans le meˆme ordre qu’en C. En effet, les boucles doivent eˆtre utilise´es
d’une manie`re inverse´e (le premier indice sera dans la boucle centrale, et le dernier indice dans
la boucle exte´rieur), sous peine d’une re´duction conside´rable des performances (au lieu d’eˆtre













De meˆme, il est possible d’e´crire les boucles d’une manie`re vectorielle, facilitant la taˆche du
compilateur et les optimisations re´alise´es par celui-ci, ame´liorant souvent les performances et
la lisibilite´ du code :
A(:,:) = C(:,:)*2.0
Allocation me´moire, e´criture fichiers Un autre de´faut couramment observe´ au sein des codes de
calculs est l’allocation omnipre´sente de tableaux a` l’entre´e des subroutines et leur de´sallocation
en sortie de la routine. Une telle pratique engendre des pertes de temps syste`me lie´es a` l’or-
ganisation de la me´moire (fragmentation). Allouer des tableaux de travail de`s l’ouverture du
code et les laisser alloue´s permet de remplacer la plupart des tableaux ne´cessaires aux calculs
des routines. Il est aussi pre´fe´rable de faire passer ces derniers en tant qu’argument plutoˆt que
d’utiliser un Common (entendre par la` un module regroupant les variables et partage´ entre les
routines, il s’agit d’une centralisation), afin de renforcer la portabilite´ des routines du code.
Autre point me´moire important : l’e´criture des fichiers. Il est acceptable d’e´crire des donne´es
a` outrance au sein de boucles, mais si le volume est faible, il est largement pre´fe´rable d’u-
tiliser un tableau tampon et d’e´crire une fois celui-ci plein. L’acce`s aux disques ralentit con-
side´rablement un code. Pour pallier a` ces de´fauts, il est possible d’utiliser des librairies I/O
tel PHDF5, augmentant grandement les performances d’e´criture sur les calculateurs paralle`les.
Maximisation du cache CPU, extensions processeur Lors de calculs lourds en terme de volume
de donne´es, comme un calcul de de´rive´e ou au cours des convolutions de Poisson, maximiser le
cache L3 du CPU peut engendrer des gains remarquables. En effet, il est pre´fe´rable de re´utiliser
des informations encore dans le cache en anticipant certains calculs afin de ne plus avoir a` les
rappeler par la suite (fig 2.3).
L’explication de ce raisonnement re´side dans la simple observation des temps de latence et
des de´bits atteints par les diffe´rents niveaux de me´moire. Ainsi, l’acce`s a` une donne´e en me´moire
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Figure 2.3 – Optimisation du cache L3, re´organisation des ope´rations de calculs
RAM provoque non seulement un temps d’attente important par un temps de re´ponse e´leve´,
mais aussi un temps de transfert important vers le cache du processeur.
Cette organisation de me´moire permet aussi l’utilisation de traitement par lots (packets),
favorisant l’utilisation des instructions types SSE (pour Streaming SIMD Extensions). Dans
notre cas, les jeux d’instruction SSE4.1 et SSE4.2 (incluant le 4.1) ont e´te´ utilise´s.
Suite a` plusieurs tests et apre`s discussions avec des inge´nieurs Intel, il en est ressorti que la
forme la plus optimise´e pour les calculs sur Xeon Nehalem avec 8mo de L3 ou 16mo e´tait, pour
la boucle de re´fe´rence suivante (simplifie´e) repre´sentant la grande majorite´ du temps de calcul
du solveur elliptique :
Boucle de re´fe´rence :
do j=1,Nx2
do i=1,Nx1
DF(i,j) = A(i,j,1) * F(i,j) + A(i,j,2) * F(i-1,j) + A(i,j,3) * &
F(i+1,j) + A(i,j,4) * F(i,j-1) + A(i,j,5) * F(i,j+1)
end do
end do
Boucle cache optimise´e :
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DF(i,j) = A(i,j,1) * F(i,j)
end do
do i=1,Nx1
DF(i,j) = DF(i,j) + A(i,j,2) * F(i-1,j)
end do
do i=1,Nx1
DF(i,j) = DF(i,j) + A(i,j,3) * F(i+1,j)
end do
do i=1,Nx1
DF(i,j) = DF(i,j) + A(i,j,4) * F(i,j-1)
end do
do i=1,Nx1
DF(i,j) = DF(i,j) + A(i,j,5) * F(i,j+1)
end do
end do
Le calcul est ici de´coupe´ de fac¸on a` ce que DF et F re´sident dans le cache, tandis que les
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diffe´rentes valeurs A( :, :,1 :5) sont charge´es dans le cache. Cette organisation e´vite les copies
redondantes, le processeur e´tant apte a` travailler sur une variable tout en pre´-chargeant la suiv-
ante.
Le second travail a consiste´ a` utiliser des instructions dites SIMD (Single Instruction Mul-
tiple Data). L’appellation est explicite : au lieu de faire un calcul par cycle, le CPU exe´cute
deux ou quatre calculs si l’instruction est identique, permettant l’acce´le´ration des calculs mas-
sifs (fig 2.5), moyennant quelques inconve´nients d’organisation me´moire : les tableaux traite´s
doivent impe´rativement eˆtre aligne´s sur 16bits. Un exemple frappant d’utilisation de ces
instructions peut eˆtre trouve´ sur le site de´die´ d’Intel : un calcul de suivit de particule per-
mettant la restitution du champ de vitesse en fonction de cliche´s photo a` haute cadence est
acce´le´re´ par 3.8x a` l’aide des instructions MPSADBW et PHMINPOSUW du SSE 4.2, sur
un processeur de type Westmer, en simple pre´cision. A l’origine, ces instructions sont an-
ciennes (MMX, 3DNow, etc) mais n’ont re´ellement e´te´ exploite´s que re´cemment et servent
surtout dans les calculs me´dia, avec les traitements d’image et l’encodage/de´codage des vide´os,
soit sur le plan algorithmique pur la meˆme chose que des calculs de CFD.
Dans le cadre de cette the`se, les calculs s’effectuant en double pre´cision, et sur des pro-
cesseurs de type Nehalem, les gains maximum the´oriques sont de 2x. Avec l’arrive´e des AVX
(registre double´, de 128bits a` 256bits) des processeurs Sandy Bridge et Ivy Bridge, les gains
maximum the´oriques s’e´le`vent a` 4x.
Ces unite´s SIMD se retrouvent aise´ment sur le sche´ma de micro architecture (fig 2.6). Il est
aussi possible de remarquer les registres de type AVX apparus sur les dernie`res ge´ne´rations de
CPU.
Le tableau suivant re´capitule les performances de ces optimisations, en fonction des compi-
lateurs et des modifications apporte´s :
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Figure 2.5 – Acce´le´ration d’une ope´ration redondante a` l’aide des unite´s SIMD (Single Instruction, Multiple
DATA)
Compilateur Options de compilation Type de boucle Acceleration
gfortran -O4 re´fe´rence 1x
-O4 cache optimise´e 0.89x
ifort -O4 re´fe´rence 1x
-O4 et SSE re´fe´rence 0.95x
-O4 cache optimise´e 1.45x
-O4 et SSE cache optimise´e 2.49x
A noter aussi qu’ifort (Intel) est le´ge`rement plus rapide que gfortran (Gnu) sur la boucle de
re´fe´rence (de l’ordre de 3% a` 4%).
Il est inte´ressant de remarquer que gfortran n’est pas capable d’optimiser une telle boucle,
seul ifort est apte a` re´aliser une telle ope´ration. Les supercalculateurs utilise´s au cours de cette
the`se e´tant base´s sur le compilateur ifort, ce proble`me est donc secondaire. Autre point essentiel,
l’apport des instructions SSE fournis par les nouvelles ge´ne´rations de processeur. Le passage
de 1.45x a` 2.49x, soit une acce´le´ration de 1.71x graˆce aux SSE, est proche du gain maximum
the´orique de 2x. Bien e´videmment, ces instructions sont lie´es a` cette architecture, mais il est
possible de compiler le code a` l’aide de l’option -axSSE4.2, le rendant le´ge`rement plus lent mais
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Figure 2.6 – Micro Architecture d’un coeur Sandy Bridge, mise en e´vidence des SIMD et des AVX
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portable sur toute machine malgre´ l’optimisation. Autre possibilite´, le pre´-processing, me´thode
explicite´e par la suite.
Dernier de´tail, d’importance : le calcul de Poisson responsable de la grande majorite´ du temps
de calcul en low-mach, est entie`rement base´ sur ce type de boucles, d’ou` un gain extreˆmement
impressionnant sur les calculateurs compatibles.
L’utilisation de librairies Il est souvent recommande´ d’utiliser des librairies classiques tel LA-
PACK, BLAS, SCALAPACK, ATLAS, etc. pour des calculs courants comme les ope´rations
matricielles, ou autres. En effet, ces librairies sont aujourd’hui standards et disponibles sur
presque tous les supercalculateurs en versions optimise´es. Les gains de performances peuvent
parfois eˆtre tre`s significatifs.
Une librairie tierce a e´te´ utilise´e afin de maximiser les performances du solveur de chimie : la
librairie vMKL (pour vectoriel Math Kernel Librairy). Cette librairie posse`de de nombreux
atouts, notamment celui de re´duire le temps de calcul de certaines ope´rations lourdes comme
le calcul de l’exponentielle au prix d’une le´ge`re baisse de pre´cision, peu impactant ici en chimie
double pre´cision. L’utilisation de la librairie a permis d’observer un gain de 34% pour une
loi Arrhenius standard sur une chimie simple. Ce type d’outil est disponible sur presque tous
les supers calculateurs a` base d’Intel ou d’AMD. Il est de toutes fac¸ons possible d’utiliser un
pre´-processing adapte´ afin de ge´ne´rer des segments de code non portables par la suite.
Pre-processing Le pre´-processing a e´te´ utilise´ au sein du code afin de le rendre portable sur
tout type d’architectures. En effet, prenons l’exemple de l’optimisation de cache CPU vue
pre´ce´demment. Utilise´e sur une machine utilisant ifort, elle apporte un gain significatif. A
l’inverse, utilise´e avec le compilateur gfortran, cette optimisation re´duit les performances. Le
principe du pre´-processing est de ne compiler que certaines parties du code, en fonction des
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options de compilation choisies. La meˆme me´thode a e´te´ utilise´e pour rendre le code Asphodele
utilisable en scalaire comme en MPI.
Par exemple le code :
...
#ifdef MPI





Compile´ avec le compilateur gfortran, sans options particulie`res (gfortran -cpp moncode.f90 ),
le compilateur survole en premier lieu le code et ne conserve que les lignes correspondant au
flag de compilation.
Options de compilation Code lu et compile´ au final
gfortran code.f90 compilation impossible
gfortran -cpp code.f90 rank = 0
gfortran -cpp -DMPI code.f90 call mpi comm rank(MPI COMM WORLD,rank,ierror)
Ce principe permet au code de s’adapter a` l’architecture ou au compilateur utilise´, et de con-
server un seul code pour une utilisation scalaire ou une utilisation MPI.
L’ensemble de ces optimisations a permis des gains importants sur l’ensemble du code de calcul.
Cependant, face aux couˆts des simulations DNS, autant en ressources de calcul qu’en me´moire, il
a e´te´ ne´cessaire de paralle´liser le code de calcul Asphodele (Asphodele + MPI = Parasphodele).
2.4 Paralle´lisation du code
2.4.1 Introduction a` la notion de calcul paralle`le
La notion de paralle´lisation peut eˆtre introduite en utilisant un exemple concret un peu hors
contexte : soit un doctorant invitant ses colle`gues de laboratoire affame´s a` manger des paˆtes.
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Figure 2.7 – Principe du calcul paralle`le, exemple concret
Si le nombre de personnes pre´sentes n’est pas trop important, il pourra cuisiner les paˆtes dans
une seule casserole, sur un feu. Il peut aussi utiliser 2 feux pour aller 2 fois plus vite. Il peut
aussi re´partir les paˆtes dans 2 petites casseroles, et les mettre sur 2 feux.
Mais si le nombre d’invite´s est trop important, le doctorant ne pourra plus cuisiner avec une
casserole normale, et avec ses 2 plaques par manque de capacite´ (sans compter le temps de cuis-
son). La seule solution sera de re´partir les paˆtes au sein d’un grand nombre de petites casseroles
sur de nombreux feux (chez les voisins par exemple, d’ou` le terme de communications).
Le pre´sent raisonnement n’est que peu mathe´matique (l’hypothe`se de line´arite´ de la vitesse de
cuisson des paˆtes par rapport a` l’apport thermique n’e´tant probablement pas valable), mais il
en va de meˆme pour un code de calcul : tant que la taille des donne´es en me´moire n’est pas
trop importante, il est possible de calculer sur une machine locale, voire d’exe´cuter le calcul sur
plusieurs processeurs en travaillant sur la meˆme me´moire (me´moire partage´e). Mais si la taille
du calcul devient trop imposante, il est alors ne´cessaire de re´partir le calcul sur plusieurs unite´s
de calculs a` me´moire non partage´e.
Le principe d’utiliser un seul processeur se nomme calcul ”scalaire”, le principe d’utiliser
plusieurs processeurs avec une me´moire partage´e se nomme calcul a` me´moire partage´e (avec
OpenMP), et le principe de de´couper la me´moire sur plusieurs processeurs inde´pendants se
nomme calcul a` me´moire distribue´e (avec MPI).
2.4.2 MPI
MPI, pour Message Passing Interface, est une imple´mentation qui permet de de´couper un
calcul lourd sur plusieurs processeurs. MPI s’occupe en fait de ge´rer les communications qui
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vont avoir lieu entre les diffe´rents processus. En effet, sauf cas particuliers, lors du de´coupage
d’un domaine de calcul puis du calcul en paralle`le, des informations et des donne´es doivent
pouvoir circuler entre les processus afin de les accorder sur un meˆme tempo, voire de leur per-
mettre d’effectuer certains calculs (cf suite de cette section). MPI assure donc le roˆle de chef
d’orchestre de l’ensemble des calculs paralle`les.
Pourquoi utiliser MPI ? Lorsque la re´alisation de calculs lourds est souhaite´e, comme des cal-
culs de chimie complexe ou de la DNS, la puissance d’un processeur meˆme e´quipe´ de 4 cœurs,
ou la capacite´ me´moire d’une machine unique, ne sont pas suffisants, un calcul pouvant alors
prendre des anne´es ou simplement ne pas pouvoir tourner par manque d’espace. De plus, les
dernie`res ge´ne´rations de processeurs ont quasiment atteint leurs limites physiques, expliquant
la stagnation actuelle des fre´quences de calcul (autour de 3Ghz a` 4Ghz, les processeurs sur-
chauffent au-dela`).
Afin de pallier a` ce proble`me, les constructeurs s’inte´ressent maintenant aux processeurs a`
plusieurs cœurs tout en conservant la fre´quence maximale de 3.5Ghz et en augmentant les perfor-
mances me´moires et les ope´rations natives/pre´-caˆble´es (comme les sse4.2 vues pre´ce´demment).
Dans cet environnement propice a` la paralle´lisation des calculs, l’utilisation d’MPI est devenue
une ne´cessite´.
Quand utiliser MPI ? Cette question doit eˆtre souleve´e et muˆrement conside´re´e avant de se
lancer dans la paralle´lisation d’un code. En effet, l’algorithme de calcul utilise´ doit eˆtre par-
alle`le, c’est-a`-dire divisible en me´moire et en calculs.
Par exemple, un solveur implicite doit connaitre tous les points du domaine pour re´soudre
un seul point. Cette proce´dure de calcul ne pourra pas eˆtre distribue´e en me´moire et donc
non paralle´lisable. Un autre exemple est la me´thode de Gauss-Seidel. Comme l’ensemble des
points doit eˆtre calcule´ dans un ordre pre´cis, la me´moire peut eˆtre distribue´e mais pas le calcul
(Chaque processus devra attendre que son voisin ait fini son calcul). Dans ces cas, les calculs
ne pourront jamais profiter de la distribution, et l’imple´mentation de MPI dans le code sera
inutile. A l’inverse, le calcul de la viscosite´ ou les calculs de chimie de´pendant seulement des
proprie´te´s locales d’un seul point du domaine pour eˆtre calcule´es, sont totalement paralle´lisables.
Il est inte´ressant de noter que si les calculs peuvent eˆtre distribue´s mais pas la me´moire, il
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Figure 2.8 – De´coupage carte´sien et organisation MPI carte´sienne
est alors possible d’utiliser OpenMP au lieu de MPI. Cependant, les calculs ne peuvent eˆtre
effectue´s que sur une machine locale (de 8 a` 16 cœurs de calculs, avec un maximum d’environ
200go de me´moire vive). Dans tous les cas, MPI devra si possible eˆtre pre´fe´re´ a` OpenMP si l’al-
gorithme utilise´ le permet. En effet, en local MPI montre souvent des performances e´quivalentes
a` OpenMP tout en permettant le futur de´ploiement du code sur des calculateurs paralle`les.
2.4.3 Imple´mentation au sein d’Asphodele :
Afin de re´aliser des calculs complets en DNS, paralle´liser le code est rapidement apparu
comme une ne´cessite´. L’apprentissage de l’utilisation de MPI [Chergui 2012] et de son imple´mentation
au sein d’un code de calcul ont donc repre´sente´ une importante partie de cette the`se. Les lignes
suivantes de´crivent succinctement les points cle´s de la paralle´lisation du code Asphodele en sa
version MPI : Parasphodele.
Organisation des threads et Initialisation Au sein du code Parasphodele, MPI initialise en
premier lieu une organisation carte´sienne des processeurs (Topologie MPI). Cette organisation
permet a` chaque processus de connaitre ses voisins dans l’espace physique global, simplifiant du
coup radicalement les e´critures et structurant les communications. Chaque processus re´cupe`re la
partie de grille qui lui est associe´e et initialise les champs correspondants a` ce domaine (Vitesse,
tempe´rature, etc). A partir de ce moment, chaque processus exe´cutera les calculs comme s’il
e´tait seul, et interagira avec les autres au moment des synchronisations de pas de temps, des
de´rive´es, des conditions aux limites et de la re´solution de Poisson.
Communications Afin de re´aliser un calcul en commun, les processus ont besoin de communi-
quer entre eux. MPI joue ici le roˆle de ge´rant de ces communications.
Les communications MPI sont principalement utilise´es dans les cas suivants :
– Synchronisation des pas de temps, des maximums et des minimums
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– De´rive´es (mise en commun des bords des champs)
– Solveur de Poisson (me´thode implicite)
– Conditions aux limites de sortie
Les autres calculs comme la chimie ou la thermodynamique sont totalement inde´pendants
d’un point a` un autre et ne ne´cessitent donc pas de communications.
De´rive´es Chaque champ ne´cessitant le calcul d’une de´rive´ est e´largi sur ses bords d’un nombre
de points correspondants au stencil de la de´rive´e (soient 2 points dans le cas du DF4). Ces
points sont appele´s ”ghost”. Pour rappel, un processus MPI n’a pas acce`s a` la me´moire d’un
autre processus. Ces ”ghost” contiennent des ”images” des points normalement stocke´s sur
les processus voisins dans la topologie MPI. Au cours du calcul de la de´rive´e, les processus
partagent leurs bords par l’interme´diaire de communications MPI et stockent les valeurs dans
ces ghosts, afin de re´aliser la de´rive´e de leur champ physique. Conside´rons une de´rivation 2D
avec un champ de´coupe´ sur 4 processus (fig 2.9) :
– Chaque processus calcule le centre du domaine a` de´river.
– Les processus e´changent ensuite leurs valeurs aux bords avec leurs voisins, et stockent les
valeurs re´cupe´re´es dans leur ”ghost”.
– Chaque processus peut terminer le calcul de sa de´rive´e en utilisant les valeurs des ”ghost”.
Figure 2.9 – De´rivation MPI, principe des communications
Une optimisation simple dans le cas pre´sent consiste a` e´changer les donne´es des bords tout
en calculant la de´rive´e du centre du domaine. En effet, si le champ est suffisamment grand
(notamment pour des cas 3D), le temps de calcul de la de´rive´e pour la partie centrale du
champ de chaque processus permettra de ”masquer” le temps des communications. Ce type de
communications se nomme : communications de´synchronise´es.
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Conditions aux limites Les conditions aux limites impactent fortement la topologie MPI,
notamment la re´partition carte´sienne des processus. Cependant, seule la condition de sortie
be´ne´ficie d’un traitement particulier, avec la mise en commun des valeurs de vitesse convective.
Pour cela, un communicateur spe´cifique a` chaque coˆte´/face du domaine est cre´e´ au de´but du
calcul.
2.4.4 Poisson :
Le solveur de Poisson est probablement l’e´le´ment le plus gourmand en ressources MPI. En
effet, il s’agit d’une me´thode ite´rative re´solvant une e´quation implicite.
Le solveur de´veloppe´ dans le cadre de cette the`se, BigFish, combine une me´thode de type
BICGSTAB et un pre´conditionneur multigrid. De ce fait, des communications sont ne´cessaires
pour les stencils de la de´rive´e seconde (le Laplacien) ainsi que pour les mises en commun des
min et max, sans compter les communications lie´es au multigrid. L’ensemble a be´ne´ficie´ d’une
attention toute particulie`re, avec a` la cle´ une optimisation permettant l’utilisation de l’algo-
rithme sur de nombreux processeurs sans re´duction de l’efficacite´ du multigrid.
Plusieurs optimisations secondaires sont re´alisables dans de tels algorithmes, notamment la
re´duction du nombre de MPI ALL REDUCE (communication collective) par l’utilisation d’al-
gorithmes modifie´s, l’utilisation de communications non bloquantes, et l’utilisation de communi-
cations laissant ouverts les pipelines de communication (appele´es communications persistantes).
Mais avant toute optimisation nume´rique, il est inte´ressant d’investiguer les possibilite´s al-
gorithmiques, souvent plus avantageuses.
Il apparaˆıt en effet une limite fortement contraignante : afin d’obtenir le meilleur facteur de
convergence et de diminuer au maximum le nombre d’ite´rations du BICGSTAB, la re´solution
du pre´conditionneur multigrid ne´cessite de descendre sur la grille la plus grossie`re possible,
c’est a` dire la grille de 2 ∗ 2 points (en 2D). Or, en conside´rant un cas re´parti sur 16 pro-
cesseurs, le dernier niveau possible correspond a` 1 point par processeurs, soit au total une grille
de 4 ∗ 4 points. Il manque ici la re´solution de la grille 2 ∗ 2, et au lieu par exemple de con-
verger en 12 IT, le code convergera en 18 IT, ce qui finira par couˆter fort cher en continuant a`
augmenter le nombre de processeurs (croissance du nombre d’ite´ration non line´aire (supe´rieur)).
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Figure 2.10 – Latences de la communication AllReduce en fonction de la taille du message a` envoyer [Myricom
2006]
Une optimisation code´e au sein d’Asphodele et de BIGFISH a consiste´ a` e´tudier les latences
et temps de transfert de certaines communications lourdes en MPI (notamment en fonction de
la taille des e´le´ments a` transfe´rer) et d’en rajouter certaines pour au final fortement re´duire le
nombre d’ite´rations et donc le temps de calcul.
Conside´rons les communications collectivesMPI ALL REDUCE etMPI ALL GATHER.
Les courbes de latence suivantes ont e´te´ obtenues sur un supercalculateur en n’utilisant qu’un
seul nœud par node, afin d’e´viter les communications inter-nodes par me´moire partage´e (fig
2.10 et fig 2.11) .
Il est possible de voir ici que malgre´ leurs diffe´rents objectifs, ces deux communications pren-
nent sensiblement autant de temps. Or l’algorithme du BICGSTAB fait appel a` six MPI ALL REDUCE
par ite´rations, et fait appel deux fois au pre´conditionneur multigrid. Il est donc rentable de ra-
jouter un MPI ALL GATHER au sein du pre´conditionneur, soit deux par ite´rations du solveur,
pourvus que le nombre total d’ite´rations soit suffisamment re´duit.
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Figure 2.11 – Latences de la communication AllGather en fonction de la taille du message a` envoyer [Myricom
2006]
L’ide´e ici est de conserver l’algorithme initial du multigrid, mais de modifier une partie du
calcul. Conside´rons un multigrid a` n niveaux (fig 2.12) :
1. Calculer en paralle`le une premie`re partie de la descente jusqu’a` la limite locale (grille n−k),
a` savoir le moment ou` il ne reste qu’un point sur l’un des axes. Soit la portion 1→ n− k.
2. Mettre en commun toutes les valeurs restantes a` l’aide d’un MPI ALL GATHER.
3. Terminer la descente en local, sur chaque processeur. Soit la portion n− k + 1→ n.
4. Remonter en local, jusqu’au niveau de la grille n− k. Soit la portion n→ n− k + 1.
5. Terminer la monte´e en paralle`le. Soit n− k → 1.
En terme de couˆt de communications, cela donne donc :
Algorithme original :
1 IT de Poisson
→֒ 1 IT du BICGSTAB
→֒ 6 MPI ALL REDUCE
→֒ 2 Multigrid
→֒ Pas de communications collectives
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Figure 2.12 – Optimisation sur le multigrid, forte ame´lioration de la convergence
Poids total : 6 communications collectives par IT de Poisson.
Algorithme modifie´ :
1 IT de Poisson
→֒ 1 IT du BICGSTAB
→֒ 6 MPI ALL REDUCE
→֒ 2 Multigrid
→֒ 1 MPI ALL GATHER
Poids total : 8 communications collectives par IT de Poisson.
En conside´rant ces communications comme pre´dominantes en terme de couˆt temporel (ce qui
serait le pire sce´nario et ne sera jamais le cas, loin de la`), l’ensemble est donc rentable pourvu
que le nombre d’IT avec la nouvelle me´thode soit 6/8 = 0.75 fois infe´rieur au nombre d’IT avec
la premie`re me´thode, ce qui sera en fait le cas de`s que les 3 derniers niveaux de grilles sont sup-
prime´s. A noter aussi l’e´limination par la meˆme occasion de toutes les petites communications
point a` point des derniers niveaux, et que la reprise en n− k+ 1 ne ne´cessite pas de communi-
cation particulie`re, d’ou` un gain non ne´gligeable car la latence cumule´e de ces communications
recouvre largement le surcout de la communication collective rajoute´e.
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Cette modification trouve´e au cours de cette the`se permet au final de toujours conserver les
meˆme performances de calcul quel que soit le nombre de processeurs utilise´s et d’assurer de
bonnes performances paralle`les.
2.4.5 Performances du code
Pour achever la mise a` jour du code Asphodele en sa version optimise´e et paralle`le Paras-
phodele et pour valider les performances, il reste a` ve´rifier les performances de scaling sur les
calculateurs paralle`les.
La version MPI du code utilisant le nouveau solveur de Poisson BigFish a e´te´ teste´e sur la
machine Jade 1 du CINES. Des tests de performance ont ainsi e´te´ re´alise´s afin notamment de
prouver l’efficacite´ du solveur implicite et des techniques d’optimisation.
Une premie`re se´rie de calcul appele´e ”strong scaling” a consiste´ a` de´terminer le point d’in-
flexion correspondant au meilleur ratio points par CPU. Comme le solveur de Poisson optimise´
impose des puissances de 2, seuls les cas 64*64, 128*128 et 256*256 ont e´te´ teste´s pour la con-
figuration 2D. Pour ce faire, le champ a e´te´ fixe´ a` 4097 ∗ 1024 = 4195328 points, puis le nombre
de processeurs a e´te´ modifie´ pour faire varier le nombre de points par taˆches et tester les cas
pre´ce´demment expose´s. A noter que la configuration ”flamme-paroi en V” a e´te´ utilise´e pour
ce test.




=⇒ Ef+r = Efr/Efrmin (2.1)
Il est possible de parfaitement observer le point d’inflexion pour des cas a` 128×128 points (fig
2.13), le choix du nombre de points pour la suite des simulations sera donc de 128×128 = 16384
points. A partir de ce constat, il est possible de re´aliser un ”weak scaling” afin de connaitre
les possibilite´s du code en fonction du nombre de cœurs de calcul. Le weak scaling consiste
a` fixer le nombre de points par processeurs et a` augmenter le domaine et donc le nombre de
processeurs tout en regardant le temps ne´cessaires au calcul d’un nombre d’ite´rations fixe´ (le
pas de temps e´tant fixe).
Il est a` noter que le ”weak scaling” n’est pas vraiment repre´sentatif pour les simulations im-
plicites comme la noˆtre. En effet, la re´solution ite´rative de Poisson va fortement e´voluer en
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Figure 2.13 – StrongScaling
fonction du nombre de points, i.e. le nombre d’ite´rations ne´cessaires a` la re´solution va aug-
menter avec l’augmentation du nombre de points et donc de processeurs.
Une tentative de de´gager des valeurs plus cre´dibles peut eˆtre re´alise´e par la prise en compte
du nombre d’ite´rations de Poisson, en conside´rant que Poisson occupe 100% du temps CPU, ce
qui serait bien suˆr faux mais proche de la re´alite´. Ces re´sultats seraient alors dans la zone verte
de la figure 2.14.





Les re´sultats sont donne´s par la figure 2.14.
La valeur de re´fe´rence e´tant celle utilise´e pour 16 processeurs, valeur tre`s restrictive, il est
ainsi possible d’affirmer que le scaling est bon pour un code implicite. Bien suˆr, ce n’est
pas suffisant pour tourner sur des calculateurs tel Babel de l’IDRIS re´clamant des scalings ex-
cellents (a` moins d’utiliser les parties Cp variables du code, voire une chimie complexe, mais
non ne´cessaires ici), cependant ce score est tre`s nettement suffisant pour utiliser Paraspho-
dele sur des calculateurs type Antares, Vargas, Jade ou Titane, d’autant qu’Antares et Titane
be´ne´ficient du SSE4.2, acce´le´rant fortement les calculs.
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Figure 2.14 – WeakScaling
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Chapitre 3
Interaction d’une flamme gazeuse avec
la paroi
”Nul ne perse´ve`re, car chacun a` son verre a` soi.”
Auteur Inconnu
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3.1 Introduction et e´tat de l’art
Ce chapitre regroupe Dans un premier temps, les calculs DNS seront teste´s sur un cas simple
1D afin de ve´rifier la ve´racite´ des grandeurs recherche´es. Par la suite le mode`le sera teste´ dans
un cas simple 2D laminaire, domaine hors zone de pre´dilection du mode`le (turbulent), puis
l’e´tude se focalisera sur son comportement en cas turbulent 2D et 3D.
Afin de suivre aise´ment le raisonnement de l’e´tude, un sche´ma re´capitulatif des e´tapes ainsi
que des flux finaux compare´s (en bleu) est a disposition en de´but de chapitre (fig ??).
3.1.1 Etat de l’art de l’interaction flamme-paroi
De nombreuses e´tudes ont e´te´ mene´es sur l’interaction flamme/paroi. Avec l’expansion des
possibilite´s de calculs et l’ame´lioration des me´thodes de mesures optiques, une grande partie
des phe´nome`nes physiques et re´actionnels sont aujourd’hui explique´s, bien qu’il subsiste encore
quelques zones d’ombres, notamment au niveau des re´actions chimiques a` la paroi.
Alors qu’e´tudier d’une manie`re expe´rimentale une si petite e´chelle que la distance en proche
paroi est de´licat, a` cause notamment des perturbations engendre´s par la paroi sur les instruments
de mesures (faisceaux PIV, etc.), il existe un bon nombre d’articles expe´rimentaux traitants
de cette interaction. [Foucheraet et al. 2003] e´tudia l’interaction d’une flamme laminaire de
me´thane dans l’air au sein d’une cuve, [Nishiwaki et al. 1998] e´tudia le meˆme type de me´lange,
en re´gime de transition laminaire/turbulent, et [Boust et al. 2007] se concentra sur une flamme
laminaire, mais dans de multiples configurations (HOQ, SWQ) au sein d’une chambre a` volume
constant et a` diffe´rentes pressions (0.5-3.5 atm).
De nombreuses e´tudes nume´riques sur l’interaction flamme paroi peuvent eˆtre trouve´es en
re´gime laminaire. [Dabireaua et al. 2003] utilisa un me´lange hydroge`ne/air pour re´aliser des
calculs de type HOQ,SWQ en chimie complexe a` 750K. [Owston et al. 2007] fit appel au meˆme
me´lange, mais pour des configurations entre 300K et 1200K, pour des pressions de 1 a` 2 atm.
[Owston, Vinicio Magi et al. 2007] e´tendirent l’e´tude au me´lange n-heptane/air pour une con-
figuration de type Cylindre (configuration moteur), a` 750K. [De Lataillade et al. 2010] utilisa
le meˆme me´lange pour une configuration HOQ,SWQ a` 300K et a` 1 atm. [Kediaa et al. 2011]
simula un me´lange me´thane/air dans une configuration bruleur a` 300K et a` pression ambiante.
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Figure 3.1 – Repre´sentation du raisonnement effectue´ sur le mode`le IFPen. Les valeurs compare´es sont en bleu.
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[Allichea et al. 2010] et [Kurdyumova et al. 2009] simule`rent un me´lange me´thane/air laminaire
avec une chimie simple, dans une configuration de type canal proche de celle l’e´tude de cette
the`se.
Les e´tudes en re´gime turbulent sont plus rares, mais tendent a` se de´mocratiser avec la monte´
en puissance des calculateurs. [Akselvollb et al. 1996] a e´tudie´ un me´lange hydroge`ne/air avec
chimie simple dans une configuration canal trubulent. [Wanga et al. 2006] utilisa le meˆme type
de chimie pour un me´lange de type Polye´thyle`ne/air a` 300K et a` la pression atmosphe´rique
pour une configuration de type flamme libre. [Madhav Rao Vendra et al. 2012] utilise`rent un
me´lange de type me´thane/air turbulent avec chimie simple a` 300K, tandis que [Alshaalan et al.
1998] firent appel a` la meˆme configuration, mais a` 600K. Pour finir, [Gruber et al. 2010] mis en
avant les phe´nome`nes chimiques de l’interaction flamme paroi avec une flamme hydroge`ne/air
en V dans un canal turbulent, re´solue avec un solveur de chimie complexe.
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3.1.2 Impact de la chimie et de la tempe´rature du mur
Le choix de la chimie, dans le cas d’e´tudes d’interaction flamme/paroi, de´pend fortement
des donne´es cible´es ainsi que de la tempe´rature de la paroi.
En effet, afin de rendre compte de la complexite´ du phe´nome`ne, et pour capter les polluants
forme´s ainsi que la quantite´ exacte d’imbruˆle´s restants, il est ne´cessaire d’utiliser un sche´ma
cine´tique de´taille´. De meˆme, une tempe´rature de paroi supe´rieure a` 400K ame`nera l’appari-
tion d’effets a` la paroi rendant caduque l’hypothe`se d’une paroi inerte et par l’utilisation d’une
chimie simplifie´e. A noter que la plupart des e´tudes se sont concentre´es sur l’impact de la paroi
sur la structure de la flamme, et non l’inverse (c’est a` dire l’impacte de la flamme sur le flux
thermique a` la paroi).
Plusieurs e´tudes avec chimie de´taille´e ont e´te´ mene´es afin de de´crire les me´canismes de l’extinc-
tion proche paroi. Re´cemment, Gruber [Gruber et al. 2010] a simule´ une flamme en V au sein
d’un canal turbulent avec chimie de´taille´e et parois froides. Westbrook et al [Westbrook et al.
1981] ont aussi utilise´ un calcul nume´rique pour du me´thane a` diffe´rentes richesses/pressions/tempe´ratures
de parois. Ces calculs ont montre´ des re´sultats sensiblement identiques :
Si T < 800K dans la zone d’induction, les radicaux diffusent de la zone de combustion vers le
carburant et consomment ce dernier pour propager la re´action. Il existe, parmi les re´actions du
sche´ma cine´tique, des re´actions de recombinaison des radicaux qui vont former des composants
stables. Ces re´actions ne ne´cessitent pas ou peu d’e´nergie d’activation, et sont fortement exother-
miques. Dans le cas d’une ”flamme froide” (< 800K), ces re´actions de recombinaison deviennent
largement majoritaires et le sont au moment ou` la flamme rentre dans la zone de quenching.
Ces re´actions deviennent si importantes face aux autres re´actions que les radicaux ne´cessaires
pour consommer le carburant disparaissent : la flamme est alors coince´e.
Gruber [Gruber et al. 2010] a montre´ que ces re´actions rapides sont accompagne´es d’importants
de´gagements de chaleur, provoquant localement une forte hausse du flux parie´tal.
3.2 Configuration de test, cas 1D
La configuration 1D (fig 3.2) correspond au cas Head on Quenching rencontre´ en configura-
tion moteur. Ce cas simple permet de tester le comportement du code ainsi que de ve´rifier la
concordance des grandeurs habituellement utilise´es (fig 3.3 et 3.4) lors des calculs d’interaction
flamme/paroi.
111
Chapitre 3 : Interaction d’une flamme gazeuse avec la paroi 112


































Figure 3.3 – Distance flamme/paroi au cours du temps
3.2.1 Nombre de Peclet
Afin de repre´senter la distance flamme/paroi, il est possible de de´finir un nombre adimen-
sionne´, le nombre de Peclet, permettant de comparer la distance de coincement critique δQ
a` l’e´paisseur diffusive de flamme ou a` l’e´paisseur thermique de flamme. Ce nombre atteint sa
valeur minimale (Peclet critique, PeQ) au moment de l’interaction avec la paroi, lorsque la
flamme atteint sa distance de coincement (fig 3.5).
A configuration donne´e et a` pression donne´e, le nombre de Peclet critique est une constante
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Figure 3.4 – Flux thermique a` la paroi au cours du temps
pour une configuration de type HOQ. Deux expressions peuvent eˆtre utilise´es :








D’une manie`re ge´ne´rale, les valeurs de PeQdiff gravitent autour de 3.2, qu’elles proviennent
de simulations avec chimie complexe ou simple. Adamczyk et Lavoie [Adamczyk 1978] obtien-
nent par exemple une valeur proche de 3.5 avec une chimie simple pour un me´lange me´thanol
ou me´thane air a` diffe´rentes richesses, idem pour Westbrook et al. [Westbrook et al. 1981]
avec une chimie de´taille´e. Pour une flamme interagissant paralle`lement avec la paroi, Bruneaux
[Bruneaux et al. 1996] trouve une valeur d’environ 7. Pour une interaction de type cavitaire,
les valeurs varient entre 10 et 50 [Bruneaux et al. 1996][Girard et al. 1983][Angelberger et al.
1997], la flamme se trouvant comprime´e entre 2 murs.
Une autre approche base´e sur l’e´paisseur thermique est utilise´e par Popp et Baum [Popp and
Baum 1997] ainsi que par Chauvy et al [Chauvy et al. 2010].
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Pour des simulations avec chimie de´taille´e avec un me´lange me´thane/air, Popp et Baum [Popp
and Baum 1997] trouvent un PeQther d’environ 0.7 avec une tempe´rature de paroi Tw de 300K.
Chauvy et al [Chauvy et al. 2010] trouvent pour leur part une valeur de 0.38 pour une meˆme
tempe´rature Tw mais avec un me´lange d’iso-octane.


















Figure 3.5 – Evolution des nombres de Peclet au cours du temps
Les Peclet critiques valent ici, pour un me´lange propane/air a` la stœchiome´trie et a` Tw =
298.15K :
– PeQdiff ≈ 3.1
– PeQther ≈ 1.2
Ces grandeurs sont conformes aux e´tudes expose´es plus haut, avec une valeur tout de meˆme
e´leve´e pour le PeQther , qui peut s’expliquer par la me´thode de calcul de la chimie (une e´tape).
Il est possible d’observer un rapprochement a` vitesse constante du front de flamme (S0L), puis
apre`s interaction un e´cartement du front de flamme toujours le´ge`rement re´actif (cf pente de la





Au cours de l’interaction flamme/paroi en re´gime laminaire, le flux de chaleur au mur est
inversement proportionnel a` la distance de coincement [Vosen et al. 1985].
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Ce flux de chaleur peut eˆtre estime´ par un model simple [Ferguson et al. 1977][Vosen et al.
1985] (supposant la line´arite´ du profil de tempe´rature dans la zone de coincement, fig 3.6),
donne´ par la formule suivante :
qlam = λ











Figure 3.6 – Hypothe`se de line´arite´ du profil de tempe´rature dans la zone de coincement
Ce qui donne dans le cas de notre configuration de test : qlam ≃ 430 000W.m
−2 . Cette valeur
servira par la suite de re´fe´rence pour les calculs du mode`le d’interaction.
Dans le cadre du calcul DNS, le flux de chaleur a` la paroi est estime´ a` l’aide du gradient


















Avec ∆H0r = 50.35 ∗ 10






En trac¸ant ces 2 valeurs (fig 3.7), il est possible de se rendre compte du bien-fonde´ de cette
relation, meˆme si le flux reste quasi nul durant la premie`re phase de l’interaction, les gaz proches
paroi e´tant encore frais.
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Figure 3.7 – Similarite´ entre l’inverse du flux adimensionne´ et du nombre de Peclet, en particulier durant
l’interaction
3.3 Objectifs et configuration
Maintenant que sont pose´es les bases de l’interaction flamme paroi, il est temps d’entrer
dans le vif du sujet, avec les objectifs et la configuration du projet INTERMAC.
L’objectif du CORIA, au sein du projet INTERMAC, est d’extraire un ensemble de donne´es de
simulations 2D et 3D d’interaction flamme paroi en vue de tester, valider et si besoin modifier
le mode`le de´veloppe´ par IFPen, le mode`le Alpha [Truffin et al. 2012]. Pour cela, en accord avec
le CETHIL et IFPen, une configuration de type ”flamme en V dans un canal” a e´te´ retenue
(fig 3.8). La flamme vient donc interagir avec la paroi avec un angle donne´, et provoque un flux
thermique local.
Afin de rendre compatibles les grandeurs (DNS, RANS, Expe´rimental) et d’extraire des infor-
mations pertinentes, de nombreuses proce´dures complexes et effectue´es en paralle`le, permettant
d’effectuer statistiquement des analyses, ont e´te´ de´veloppe´ au sein du code Asphodele.
3.3.1 Configuration e´tudie´e
La configuration e´tudie´e a fortement e´volue´ au cours du projet. La configuration initiale
consistant en une flamme en V interagissant avec une paroi unique (comme le cas expe´rimental).
Le choix de passer a` une flamme en V interagissant avec un canal ferme´, pour des raisons
d’influence des conditions aux limites dans le cas de calculs low-mach (la sortie convective
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”aspirait” la couche limite et provoquait un e´tirement des profils) a ensuite e´te´ effectue´. Autres
modifications : la vitesse d’injection et les dimensions du canal. De dimensions Lx = 7 cm, Ly
= 4 cm et Lz = 2 cm, la boˆıte 3D est passe´e a` Lx = 4 cm, Ly = 0.5 cm et Lz = 0.25 cm, pour
des raisons de couˆt de calculs. Il eut e´te´ possible de simuler de bien plus grands domaines, mais
les ressources de calcul disponibles ne permettant pas l’utilisation de plus de 256 processeurs,
un calcul de plus grande envergure n’e´tait pas envisageable.
Figure 3.8 – Configuration 2D e´tudie´e
Pour finir, les configurations finales retenues ont e´te´ les suivantes :
Configuration 2D :
Vitesse d’injection : 5 m.s-1
Dimensions : 6 cm x 0.5 cm
Intensite´ turbulente en entre´e : 23% (u′/u)
Configuration 3D :
Vitesse d’injection : 5 m.s-1
Dimensions : 4 cm x 0.5 cm x 0.25 cm
Intensite´ turbulente en entre´e : 15% (u′/u)
Dans le cas de la simulation 3D, il a e´te´ ne´cessaire de coder une injection turbulente par
pre´-calcul d’un canal laissant la couche limite turbulente s’e´tablir (fig 3.9) . Les profils en sortie
sont ensuite stocke´s et re´injecte´s en entre´e du calcul re´actif. Le pas de temps du calcul re´actif
e´tant environ 30 fois plus petit que celui du pre´-calcul, il est ne´cessaire d’interpoler les captures
a` l’aide d’une interpolation line´aire d’ordre 1.
117







Figure 3.9 – Interpolation temporelle du champ de vitesse du canal de pre´-calcul, profil de couche limite
turbulente e´tablie
3.4 Mode´lisation
3.4.1 Lois de paroi
Pour pouvoir simuler des e´coulements attache´s a` des nombres de Reynolds e´leve´s, des mode`les
de parois ont e´te´ introduits afin de de´terminer des conditions aux limites et e´viter de re´soudre
finement les zones proches des parois. Une loi de paroi classique permet de de´terminer les flux
parie´taux de quantite´ de mouvement et de chaleur, ainsi que les quantite´s turbulentes dans une
cellule parie´tale (fig 3.10). Elle remplace alors les conditions de non-glissement et d’isothermicite´
sur la paroi solide par une valeur estime´e de la vitesse et de la tempe´rature dans la couche limite
inertielle. Cette me´thode permet de capturer correctement les caracte´ristiques de l’e´coulement
plus loin de la paroi sans avoir a` re´soudre toute la couche limite. Les lois de parois permettent
de relier les flux parie´taux (contrainte parie´tale τw et flux de chaleur qw) aux variables de
l’e´coulement moyen dans la cellule parie´tale, situe´e dans la couche limite ou` ces lois peuvent
eˆtre applique´es.
Ces lois reposent ne´anmoins sur un certain nombre d’hypothe`ses : e´coulement 2D plan, sta-
tionnaire a` Mach faible et ne´gligent un certain nombre de termes lie´s notamment aux gradients
de pression, a` la convection naturelle ou aux flux radiatifs. Elles s’appuient e´galement sur une
approche simplifie´e de la couche limite. Une sous-couche visqueuse dans laquelle la viscosite´
turbulente est conside´re´e nulle et une sous-couche inertielle dans laquelle la viscosite´ turbulente
est conside´re´e comme pre´ponde´rante par rapport a` la viscosite´ mole´culaire.
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Figure 3.10 – Principe des lois de parois avec le mode`le k-epsilon [K. Truffin et al]
Les e´quations de quantite´ de mouvement utilise´es en RANS s’e´crivent sous une forme



















Avec ω˙T le taux de de´gagement de chaleur de la flamme. Ce terme sera suppose´ nul pour le
moment, avant d’y revenir par la suite.
Dans ces conditions, les e´quations de quantite´ de mouvement et de tempe´rature peuvent eˆtre



























Il est alors possible de poser une vitesse de frottement ainsi qu’une tempe´rature de frottement
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Ce qui permet de re´e´crire les e´quations pre´ce´dentes (3.9) et (3.10) sous une forme adimen-
sionne´e :



























En inte´grant les e´quations (3.14) et (3.15) dans la couche limite, il en ressort les expressions
suivantes (qui seront utilise´es pour le profil d’injection turbulente dans le cas 2D) :
– Sous couche visqueuse (y+ < 10.8) :
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u+ = y+ et T+ = Pry+ (3.18)








lny+ + CT,0 (3.19)
Avec Cu,0 = 5.0 et CT,0 = 3.9.
3.4.2 Le mode`le LnKC
Sont pose´es dans cette section les bases de la loi de paroi LnKC, de´veloppe´e par C. Angel-
berger [Angelberger et al. 1997]. Afin de prendre en compte les variations locales de la masse





dy+ , dψ+ = ρ+du+ , dθ+ = ρ+dT+ (3.20)
µ+t = µt/µw est ici remplace´ par µ
++
















A noter ici que dans le cadre du mode`le d’interaction et des calculs RANS la valeur de η+










Cette approximation donnera lieu par la suite a` une e´tude d’impact sur le flux LnKC.
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L’inte´gration des e´quations (3.37) et (3.38) donne :
η+ ≤ η+c,ψ ψ
+ = η+ (3.25)




ln(η+) + Cψ,0 (3.26)
η+ ≤ η+c,θ θ
+ = Prη+ (3.27)




ln(η+) + Cθ,0 (3.28)




c,θ les valeurs de´limitant les sous couches visqueuses et
inertielles. Ces valeurs sont pose´es a` η+c,ψ = 10.8 et η
+
c,θ = 13.2. La contrainte de cisaillement est
obtenue par une formulation hors e´quilibre faite de fac¸on a` pre´dire l’annulation du frottement







Le choix de la masse volumique ρw plutoˆt que ρ permet de prendre en compte l’augmentation
du frottement pendant l’interaction flamme-paroi. Le flux de chaleur peut s’exprimer en utilisant









Une autre formulation proche est propose´e par Han et Reitz [Han et al. 1997], les diffe´rences







ln(η+1 ) + 5.5
(3.31)






1 T˜ ln(T˜ Tw)
2.1ln(θ+) + 3.9
(3.32)
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3.4.3 Loi pour e´coulement re´actif
Le raisonnement pre´ce´dent est maintenant repris en incluant le taux de de´gagement de
chaleur moyen de la flamme pendant l’interaction. La contribution de la flamme lorsque celle-ci
n’interagit pas avec la paroi sera ne´glige´e. Pour cette raison, le taux de de´gagement de chaleur
vu dans les e´qs. (3.7) et (3.8) sera note´ ˜˙wIT . En effet, il s’agit ici de l’effet a` mode´liser. Cette
hypothe`se fait partie des mode`les de´veloppe´s au cours de ce projet dans [Truffin et al. 2012].
Pour cela, l’hypothe`se de stationnarite´ sera suppose´e ve´rifie´e, ce qui se justifie dans le cadre
























A noter ici que l’inte´grale ne de´pend pas de y, hauteur de la cellule, car la zone d’interaction
de la flamme doit eˆtre plus petite que la hauteur de cellule dans un cas RANS. Sur le meˆme




















˜˙ωITdy = 1 (3.38)
Ce qui remplace le syste`me (3.28) par le syste`me suivant, avec µ++ = (κη+)2dψ+dη+ :
η+ ≤ 10.8 ψ+ = η+ (3.39)
η+ > 10.8 ψ+ =
1
κ
ln(η+) + Cψ,0 (3.40)
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Il est possible de voir ici que le flux est base´ sur deux contributions, qw = qLnKC + f(η
+)qI .
C’est sur cette base qu’a e´te´ pose´ le mode`le de´veloppe´ par l’IFPEn, le mode`le alpha.
3.4.4 Mode`le Alpha
La manie`re utilise´e pour mode´liser simplement un flux d’interaction laminaire, qlam, a e´te´
vue pre´ce´demment (e´quation 3.3).
Dans des cas turbulents, K. Truffin et al. [Truffin et al. 2012] proposent une approche plus
adapte´e. Le proble`me majeur est que le profil du taux de de´gagement de chaleur dans la couche
limite n’est pas connu, car ce dernier n’est pas constant. Dans le contexte RANS, l’objectif est
de mode´liser la contribution de la flamme en moyenne (d’un point de vue statistique), et en se
basant sur les quantite´s moyennes e´value´es a` l’e´chelle de la cellule parie´tale.
Pour commencer, le mode`le alpha propose d’exprimer le flux de chaleur moyen comme la somme
de deux contributions : le flux lie´ a` la diffe´rence de tempe´rature entre le fluide et la paroi (qNR)
et le flux lie´ a` la pre´sence de la flamme lors de l’interaction (qI).
qw = qalpha = qloi + qI (3.45)
Le mode`le de´veloppe´ par IFPen reprend ainsi l’observation que le flux est base´ sur la somme
d’une loi de paroi et d’un flux d’interaction. L’ide´e est ici de mode´liser la seconde composante,
a` savoir qI .
La figure 3.11 illustre la structure de la flamme dans la cellule de calcul. La surface totale







Ξ |∇c| dV = ΞAmean (3.46)
avec Ξ le plissement turbulent de la flamme et Amean la surface de flamme moyenne de´limitant
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Figure 3.11 – Surface de flamme re´active interagissant avec la paroi : La surface de flamme totale Atot est la
somme de 3 composantes : AIR la surface de flamme interagissant avec la paroi, A
NI
R la surface de flamme non
interagissant, ANR la surface non re´active apre`s coincement. D’apre`s [Truffin et al. 2012]
le volume des gaz frais et des gaz bruˆle´s. La surface de flamme correspondant a` la surface totale










avec V le volume de la cellule de calcul. ANIR et A
I
R sont respectivement la surface de flamme
re´active qui n’interagit pas / qui interagit avec la paroi et AQ est la surface non re´active.
Par la suite, bien que la densite´ de surface ne soit pas re´partie de fac¸on homoge`ne dans la
cellule, la notation Σ sera utilise´e a` la place de < Σ >.
En se plac¸ant dans le repe`re moyen de la flamme (fig 3.12), l’e´nergie ou le flux thermique
qui traverse la face d’aire Amean pendant l’interaction s’exprime par :
FI = qIAmean (3.48)
La surface totale de flamme interagissant avec le mur est AIR et l’e´nergie totale lie´e a` l’inter-





qlam~n • d~S = A
I
R < qlam >AIR (3.49)
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










est la moyenne temporelle et spatiale conditionne´e a` la surface de flamme re´active
du flux laminaire maximum pendant l’interaction. Sa mode´lisation ne´cessitera une analyse DNS
a` la fois temporelle et spatiale sur la configuration de la flamme en V turbulente. Pour e´valuer
qI , l’ide´e consistera a` chercher a` mode´liser le rapport des surfaces dans (3.50). Ce dernier peut










= αI QR Ξ (3.51)
Dans le cas des calculs DNS, il a e´te´ de´cide´ de calculer et de´finir ces valeurs de la fac¸on
suivante :






Est dit re´actif un point dont le taux de re´action est supe´rieur a` un seuil ω˙min.
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Est dit interagissant un point re´actif dont le flux correspondant a` la paroi est supe´rieur a`
un seuil qwmin .
Une autre de´finition similaire consiste a` dire interagissant un point dont le parame`tre de







Equivalent, dans le cas de chimies simples avec fraction de combustible limitant a` :





T − T u
T b − T u
)
(3.54)




Points possedant un gradient de c
(3.55)
Avec c la variable d’avancement : c = 1− YF
Y u
F










Avec ρb constante. Dans les approches de type CFM Ezekoye et al. 1992], ou` le front
de flamme est conside´re´ comme une interface infiniment mince, il est possible d’e´crire :
c = ρ
ρb































Ferguson et Keck [Ferguson et al. 1977] conside`rent la flamme laminaire comme une zone
de fort gradient de tempe´rature dont l’e´paisseur de re´action est ne´gligeable. Ils relient la perte
d’e´nergie de la flamme au flux conductif dans la zone de quenching.
Il est logique de poser pour une flamme laminaire :∫ y
0
˜˙ωITdy = qlam (3.58)
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Dans un cas turbulent, cela se traduit par :∫ y
0
˜˙ωITdy = αIQRΞqlam (3.59)
Ce qui donne deux formulations possibles pour le flux a` la paroi :






−→ qw = qLnKC + qI = qLnKC + αIQRΞqlam = qw,modele1 (3.60)










L’objectif est de valider et si besoin d’ame´liorer le mode`le de flux lie´ a` l’interaction d’une
part, et la prise en compte de la flamme sur la loi de paroi d’autre part. Il est important de
retenir ici les de´nominations des 2 mode`les, (mode`le 1, mode`le 2), par la suite il sera toujours
fait re´fe´rence a` ces mode`les de cette fac¸on.
3.4.5 Passage DNS a` RANS
L’un des plus grands de´fis de ce projet re´side dans le passage de donne´es de l’e´chelle spatiale
et temporelle DNS a` l’e´chelle RANS.
La DNS tente une re´solution comple`te des e´quations de Navier Stokes instationnaires, se
traduisant par des pas de temps et des pas d’espace tre`s petits. A contrario, l’approche RANS
simule les e´quations de NS moyenne´es en temps et en espace, sur des dimensions industrielles.
Le passage de donne´es instantane´es a` des valeurs moyennes temporelles n’est pas en soi une
difficulte´ (car l’hypothe`se de stationnarite´ est valable dans le cas de cette configuration, il suf-
fit d’e´chantillonner le champ instantane´ re´gulie`rement, puis de moyenner ces valeurs), mais le
passage de donne´es de l’e´chelle spatiale DNS a` l’e´chelle spatiale RANS dans le cas de calculs
multiprocesseurs repre´sente un tout autre de´fit.
En effet, selon les modalite´s du projet INTERMAC, les donne´es doivent eˆtre fournies sous la
forme de ”boˆıtes” de taille RANS, boˆıtes regroupant des paquets de points moyenne´s ensem-
ble afin de fournir un signal instationnaire moyenne´ spatialement. De meˆme, certaines donne´es
1D/2D (pour des champs respectivement 2D/3D) doivent eˆtre fournies sous forme de ”seg-
ments”, valeurs projete´s sur le plan (x, z) (fig 3.13).
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Figure 3.13 – Principe d’utilisation des boˆıtes (Box) et des segments (Seg)
Conside´rons un champ de vitesse U et un flux parie´tal Flux. Toutes les N ite´rations, chaque








puis e´crit la valeur dans un fichier, ainsi que le temps t correspondant a` cet enregistrement. (En
re´alite´, le code stocke les valeurs dans un buffer afin d’e´viter des e´critures a` chaque ite´ration,
l’e´criture en fichier puis la re´initialisation du buffer n’ayant lieu que lors des phases de sauveg-
ardes).
La difficulte´ vient du fait que pour eˆtre simple a` l’usage, le syste`me ne doit avoir besoin en entre´e
que d’un fichier texte comportant le nombre de boˆıtes/segments ainsi que les positions de ces
boˆıtes/segments. Or, du fait de la partition MPI, certaines boˆıtes sont re´parties sur plusieurs
processeurs. De meˆme, le front de flamme projete´ (ou toute autre valeur sur segment) peut se
trouver re´parti sur plusieurs processeurs. Il a donc e´te´ ne´cessaire de paralle´liser tous ces calculs,
a` l’aide notamment de communicateurs spe´cifiques a` chaque boˆıte ou segment. A noter que la
routine de calcul des champs moyenne´s ainsi que des boˆıtes/segments fait tout de meˆme plus
de 2500 lignes a` elle seule et a repre´sente´ un travail conse´quent. Elle met par ailleurs a` mal les
super-calculateurs avec la cre´ation et l’utilisation de milliers de communicateurs (4700 environs
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pour le cas 3D), l’allocation d’importantes quantite´s de me´moire, ainsi que l’utilisation de 7
niveaux de boucles imbrique´es.
Dans le cadre de notre e´tude, nous avons enregistrer les donne´es analyse´es suivantes :
– Champs 2D/3D complets a` instants donne´s
– Champs 2D/3D complets moyenne´s en temps
– Plans 1D/2D (valeurs a` la paroi ou projete´s) complets moyenne´s en temps
– boˆıtes 2D/3D a` instants donne´s → moyenne temporelle en post pro
– Segments 1D/2D a` instants donne´s → moyenne temporelle en post pro
Au final, le code calcul les champs/valeurs suivants :
– u, v, w les moyennes de Reynolds (temporelles) des composantes de vitesse
– u′, v′, w′ les fluctuations de vitesse u′ = u− u
– u˜, v˜, w˜ les moyennes de Favre des composantes de vitesse
– u′u′, ′u′v, u′w′, v′v′, v′w′, w′w′ les corre´lations des fluctuations de vitesses
– k l’e´nergie cine´tique turbulente, k = 1
2
(
u′2 + v′2 + w′2
)
– T et T˜ la tempe´rature et sa moyenne de Favre
– ρ la masse volumique
– YF la fraction massique de fuel
– Cp la chaleur massique a` pression constante
– ω˙F le taux de re´action du combustible
– ν la viscosite´ cine´matique
– λ la conductivite´ thermique
– C et C˜ la variable d’avancement c = 1− YF
Y u
F
et sa moyenne de Favre
– Σ et Σ˜ la densite´ de surface de flamme et sa moyenne de Favre


























– y+ la distance au mur adimensionne´e y+ = y uτ
νw
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u l’enthalpie des gaz frais a` T0 et H
0
b l’enthalpie des gaz bruˆle´s a` T0.
A noter que dans le cas d’une chimie simplifie´e (a` une e´tape), ce parame`tre peut se mettre
sous la forme :









– ΣR = −ω˙F/ρ
uY bS0L
– α la fraction de flamme interagissante
– Q la fraction de flamme re´active
– Ξ le plissement
– Ψ+ (cf 3.20)
– θ+ (cf 3.20)
– η+ (cf 3.20)
– θ l’angle du front de flamme par rapport a` la paroi
– δ la distance du front de flamme a` la paroi
– K˜m =< ∇.u˜ − nn : ∇u˜ >s et K˜T =< ∇.u
′′ − nn : ∇u′′ >s les taux moyens et turbulents
d’e´tirement a` la surface de flamme provoque´s par l’e´coulement moyen et l’e´coulement
turbulent respectivement [Poinsot et Veynante 2011].
– n1, n2, n3 les composantes du vecteur forme´ par le gradient de C au niveau du front de
flamme
Tout ceci a e´te´ code´ au cours de la the`se au sein de la routine d’analyse et ve´rifie´ puis valide´.
3.5 Cas 2D laminaire :
Une premie`re e´tude 2D laminaire a e´te´ re´alise´e, a` l’aide d’un profil d’entre´e constant, laissant
une couche limite se de´velopper dans le canal et interagir avec la flamme. L’objectif de cette
e´tude a e´te´ de pouvoir valider rapidement les grandeurs calcule´es, les simulations turbulentes a`
plus haut Reynolds ne´cessitant des temps de calculs nettement plus longs.
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3.5.1 Grandeurs d’e´coulement transverse
Avant d’utiliser les mode`les de loi de paroi et d’interaction, il est ne´cessaire de ve´rifier que
le calcul de η+ est conforme a` l’hypothe`se pose´e pre´ce´demment. Pour cela, il est possible de















Figure 3.14 – Profils d’η+ inte´gre´ et mode´lise´ avant (pre), durant (-), et apre`s (post) l’interaction
Il est clair que l’hypothe`se s’ave`re fausse lorsque le champ n’est pas homoge`ne en tempe´rature,
et donc en viscosite´. En effet, avant l’interaction (fig 3.14), il est possible d’observer deux zones
bien distinctes : la partie gaz frais entre le mur et la flamme (zone ou` l’estimation est valable),
et la partie gaz bruˆle´s (zone ou` sont obtenues deux courbes distinctes). La viscosite´ variant
fortement a` travers le front de flamme, l’hypothe`se que η+ n’est plus une fonction monotone
de y+ n’est plus ve´rifie´e. Cette variation s’observe aussi a` plus faible e´chelle apre`s l’interaction
(fig 3.14), et peut fortement impacter la forme du flux de la loi de paroi LnKC.
Cependant, lors de l’interaction, cette hypothe`se ne doit pas poser de proble`mes majeurs. Il
sera possible de voir par la suite que son impact sur le flux final est de toute fac¸on ne´gligeable,
et que cette hypothe`se peut eˆtre utilise´e en pratique pour les calculs.
3.5.2 Grandeurs d’interaction longitudinale
Distance d’interaction, Peclet :
Il est inte´ressant, afin de se donner une ide´e du profil du front de flamme, de tracer la distance
du maximum du taux de re´action par rapport a` la paroi, ainsi que le nombre de Peclet diffusif
correspondant (fig 3.16). Il apparaˆıt une forme classique de flamme en V, se propageant du
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centre du canal vers les parois pour y interagir. La distance d’interaction est ici d’environ 80µm
et le Pe correspondant de 2.5.
Sur la figure 3.15 apparait une distance d’accrochage du front de flamme derrie`re le point chaud.
Cette distance correspond au temps d’allumage du me´lange convecte´, le point chaud imposant
une gaussienne et non un cre´neau.









































Figure 3.16 – Distance du front de flamme a` la paroi et Peclet correspondant
Angle du front de flamme :
Le calcul de l’angle moyen du front de flamme (fig 3.17) est fortement perturbe´ par la me´thode
d’interpolation, trop peu lisse par rapport au maillage DNS relativement fin. En effet, ici seuls
sont pris en compte les deux angles voisins de l’angle du point a` calculer. Ainsi, si les deux
angles voisins sont nuls, l’angle final est lui meˆme nul, meˆme si le profil du taux de re´action
est courbe´ en ce point. Les re´sultats sont donc fausse´s, surtout dans le cas d’une interaction
laminaire a` forte vitesse (angle proche de 0).
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Des me´thodes plus performantes ont e´te´ imple´mente´es par la suite. Une me´thode par spline
cubique [Daget 2006] a premie`rement e´te´ code´, mais une forme plus simple a finalement e´te´
retenue et a e´te´ utilise´e pour le reste des calculs : l’estimation de l’angle par utilisation du
gradient de la variable d’avancement C.
Il est a` remarquer, malgre´ le bruit, que la tendance de la variation a e´te´ capte´e : une valeur pos-



















Figure 3.17 – Angle du front de flamme par rapport a` la paroi (en degre´s)
Flux thermique a` la paroi :
De la meˆme manie`re qu’a e´te´ calcule´ le flux DNS pour le cas 1D, il est possible de tracer le flux
moyen donne´ par la configuration flamme en V laminaire (fig 3.18). Il est inte´ressant de noter
l’influence de l’angle dans le cas pre´sent, puisque le flux maximum est ici infe´rieur d’environ
8-10% au cas 1D HOQ, malgre´ un angle d’impact relativement faible (environ 10 degre´s).
Vitesses d’e´coulement :
Concernant les vitesses d’e´coulement (fig 3.19), il est possible de remarquer un champ convecte´
sur x (U1 >> U2) non e´tabli (U2 > 0) en amont du front de flamme (Le cas test laminaire
posse`de une injection sans profil spe´cifique, la couche limite se de´veloppe donc de`s le de´but
du domaine). Puis l’e´coulement est repousse´ vers la paroi par le front de flamme, provoquant
une hausse du taux de frottement parie´tal τw et de la vitesse parie´tale uτ . Ce phe´nome`ne
n’est pas anodin sur la distance flamme/paroi (la flamme s’aplanit sur la zone d’interaction),
et son impact sera discute´ par la suite, dans le cas de l’e´coulement turbulent. L’e´coulement
passe ensuite totalement a` travers le front de flamme est se relaminarise tout en acce´le´rant par
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Figure 3.18 – Flux de chaleur a` la paroi, pic d’interaction
dilatation des gaz bruˆle´s.
A noter la pre´sence d’un effet escalier, du au manque de boˆıtes de capture dans certaines zones.
































Figure 3.19 – Profils de vitesse longitudinaux, et profil de vitesse parie´tale.
Taux de re´action :
Le taux de re´action repre´sente quant a` lui tre`s bien le phe´nome`ne d’extinction apre`s la zone
d’interaction, puisqu’il s’effondre totalement au contact du mur (fig 3.20). Le cas laminaire est
assez extreˆme, et dans le cas turbulent cette transition se fera plus en douceur.
Le taux de re´action avant interaction semble varier fortement. Cet aspect est duˆ a` la position
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du maximum du taux de re´action par rapport a` la maille la plus proche. La valeur correcte
























Figure 3.20 – Profil longitudinal du taux de re´action, mise en e´vidence de l’extinction
Flux LnKC laminaire :
Le profil du flux qlnkc est en fait ici entie`rement lie´ au profil de T˜ (3.44), comme observable sur
la figure 3.21. Il est inte´ressant d’observer que la loi de paroi donne un pic de flux au moment
de l’interaction, phe´nome`ne attendu. Cependant, le cumul des pics d’interaction de cette loi et





























Figure 3.21 – Profil longitudinal du taux de re´action, mise en e´vidence de l’extinction
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Flux d’interaction :
Le cre´neau de α repre´sente la zone d’interaction (fig 3.22) ici d’environ 4.5×10−3m. L’e´paisseur
re´active de flamme diminue quant a` elle tout au long de l’interaction, permettant de retrouver
le ”Pic” de flux observe´ lors des calculs DNS.















Figure 3.22 – Profil longitudinal des parame`tres du mode`le alpha
Flux total :
Il est possible d’observer deux divergences du mode`le 1 par rapport au flux DNS (fig 3.23).
En premier lieu, la loi de paroi sous-estime le flux avant interaction a` cause notamment de la
loi de paroi. Ensuite, le flux d’interaction est le´ge`rement surestime´, meˆme si l’on retrouve la
forme principale donne´e par le flux exact. Ces aspects sont dus a` l’utilisation de mode`les hors
de leur zone de validite´.
En effet, le mode`le LnKC est initialement pre´vu pour eˆtre utilise´ en re´gime turbulent, la version
laminaire n’e´tant qu’un de´rive´ de la version turbulente, et le mode`le d’interaction est pour sa
part entie`rement de´die´ aux cas turbulents. Il sera visible par la suite que leur utilisation en
re´gime turbulent est nettement plus adapte´e.
3.6 Cas 2D turbulent
Cette e´tude 2D a e´te´ re´alise´e dans des conditions similaires au cas final 3D. L’objectif a
e´te´ ici de tester le mode`le dans un cas pseudo-re´el de simulation en e´coulement turbulent. Ce
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 qw, model 1
Figure 3.23 – Flux longitudinal avec prise en compte du mode`le complet
premier calcul a permis de cibler les lacunes des diffe´rentes approches utilise´es ainsi que de
grandement ame´liorer le code de la routine d’analyse et des routines de post-processing. Suite
a` la validation du mode`le 1 dans cette configuration, un cas 3D a e´te´ simule´, et sera discute´
par la suite.
Figure 3.24 – Profil 2D du taux de re´action instantane´, e´chelle en m
3.6.1 Ve´rifications des hypothe`ses
Profil d’injection :
La premie`re analyse a e´te´ de ve´rifier la conformite´ du profil en entre´e, a` savoir l’allure de la
couche limite turbulente. En effet, contrairement au cas 3D turbulent, le cas 2D a utilise´ une
injection de turbulente dite synthe´tique, a` l’aide de la me´thode de Kraichnan Celik [Celik et
al. 2001]. L’utilisation d’une telle me´thode est largement suffisante pour une simulation 2D, la
turbulence n’e´tant de toute fac¸on pas re´aliste sans la 3ieme dimension. Au final, il ressort en
entre´e de domaine un profil respectant les profils de re´fe´rence d’une couche limite turbulente
(fig 3.25) donne´es par les e´quations 3.18 et 3.19. Il est cependant inte´ressant de noter une baisse
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Figure 3.25 – Profils transverses de la couche limite turbulente (moyenne temporelle peu converge´e) ainsi que
des mode`les usuels (e´quations 3.18 et 3.19)
Hypothe`se sur η+ :
Il est important de pre´senter de`s maintenant l’impact de la formulation de η+ sur le flux
LnKC turbulent. En effet, malgre´ l’e´cart sur les re´sultats observe´s pre´ce´demment, l’impact sur
l’e´volution du flux LnKC est faible (fig 3.26), notamment dans la zone d’utilisation du mode`le,
a` savoir durant la phase d’interaction.




3.6.2 Grandeurs d’interaction longitudinale
Distance flamme paroi, Peclet :
En trac¸ant le profil moyen de la distance du front de flamme a` la paroi ainsi que le Pe, il en
ressort une forme classique de flamme en V (fig 3.27) a` l’instar du cas 2D laminaire. A noter
que le Pe = 5 est ici environ 2.5 fois plus grand que dans le cas laminaire. (Forme plus e´tale´e
de l’interaction)
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Figure 3.27 – E´volution longitudinale du nombre de Peclet pour le cas 2D turbulent
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Angle du front de flamme :
L’angle forme´ entre le front de flamme moyen et la paroi est tout a` fait cohe´rent avec le profil
observe´. La nouvelle me´thode de calcul consistant a` utiliser le gradient de c fait par ailleurs ses
preuves, le profil e´tant nettement plus lisible que pour les versions pre´ce´dentes. La valeur de
l’angle moyen est une donne´e d’entre´e ne´cessaire pour calculer le parame`tre alpha du mode`le
d’interaction flamme-paroi (pour plus de de´tails, se re´fe´rer a` [Truffin et al 2012]).
Il faut remarquer ici la de´croissance de l’angle vers un profil plan (fig 3.28). Cette de´croissance
s’effectue en trois e´tapes bien distinctes observables facilement sur les profils 2D :
– Une de´croissance rapide jusqu’a` 12× 10−3m. Il s’agit de la zone ou` le front de flamme se
propage librement sans ressentir la pre´sence de la paroi.
– Une diminution plus lente jusqu’a` 15 × 10−3m. Le front de flamme commence a` eˆtre
repousse´ par l’e´coulement proche paroi, mais n’interagit pas encore (flux nul). Le front de
flamme ressent l’influence de la paroi.
– Un profil plat avec un angle nul jusqu’a` 30 × 10−3m. Cette zone correspond a` la zone
d’interaction re´active : le taux de re´action de la flamme est actif, et le flux transmis a` la
paroi est maximum.
Il est ensuite possible d’observer une reprise de la de´croissance de l’angle. Le flux a` la paroi
est ici induit par les gaz bruˆle´s. Le taux de re´action existe toujours, mais son ”front” a` valeur
tre`s faible se de´place vers la zone centrale du canal, consommant les imbruˆle´s restants diffuse´s


















Figure 3.28 – Angle moyen du front de flamme turbulent par rapport a` la paroi
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Profils de vitesse :
Figure 3.29 – Profil 2D du champs de vitesse convective moyen, e´chelle de re´fe´rence (m.s−1)
Figure 3.30 – Profil 2D du champs de vitesse transversale moyen, e´chelle de re´fe´rence (m.s−1)
Les profils de vitesse sont similaires aux cas laminaires, meˆme si les e´carts sont moins
prononce´s (fig 3.31).
Il est possible de remarquer la meˆme tendance que pre´ce´demment : une augmentation locale de
V , ainsi que de uτ .
Les gaz frais se retrouvent pie´ge´s entre le front de flamme re´actif et la paroi. L’arrive´e de ce front
de flamme provoque ainsi une hausse des frottements parie´taux. Une fois le front de flamme
passe´, les gaz acce´le`rent verticalement vers la zone centrale du canal (phe´nome`ne de pousse´e
par dilatation) ainsi que horizontalement vers la sortie du domaine pour expulser les gaz chauds
dilate´s.
Taux de re´action :
Le profil du taux de re´action de carburant est pour sa part nettement plus e´tale´ que dans
le cas laminaire (fig 3.33). Une de´croissance du taux de re´action est observable dans la zone
d’interaction. L’intensite´ de la pente donne une ide´e des zones de forte interaction. Il subsiste
aussi une pre´sence, minime, de ce taux de re´action apre`s la zone d’interaction, preuve de la
pre´sence de gaz frais dans la zone de coincement, re´agissant par diffusion avec les gaz chauds.
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Figure 3.31 – Profils de vitesses et de vitesse parie´tale en re´gime turbulent













Figure 3.33 – Taux de re´action moyen du front de flamme turbulent
143
Chapitre 3 : Interaction d’une flamme gazeuse avec la paroi 144
Loi de paroi, mode`le LnKC :
Le profil de flux estime´ par la loi de paroi montre une croissance stable jusqu’a` 25× 10−3m
avec un maximum de 98KW.m−2, point maximum de l’interaction, puis une de´croissance plus
lente au fur et a` mesure que la chaleur diffuse (fig 3.26).
Il est essentiel, pour bien comprendre le comportement de la loi ici, que la boˆıte (maille RANS)
utilise´e pour e´chantillonner les valeurs a` l’e´chelle RANS occupe toute la demi hauteur du canal.
Le flux donne´ par la loi est donc de´ja` e´leve´ alors que la flamme est encore loin de la paroi, la
maille englobant une partie de gaz frais et une partie de gaz bruˆle´s ainsi que le front de flamme.
Au moment de l’interaction, la maille englobe la zone de coincement ainsi que les gaz bruˆle´s.
La majeure partie de l’e´nergie n’ayant pas encore e´te´ transmise a` la paroi, la valeur de T˜ est
donc maximale, et le flux maximal donne´.
Apre`s l’interaction, l’e´nergie est absorbe´e par la paroi, et la chaleur encore contenue dans les
gaz bruˆle´s diffuse vers la paroi. Le valeur moyenne de T˜ diminue dans la maille, provoquant
une baisse de la valeur donne´e par la loi LnKC.
Figure 3.34 – Profil 2D de T˜ moyen, e´chelle de re´fe´rence (m.s−1)
Loi d’interaction, Mode`le Alpha :
Le trace´ des parame`tres du mode`le alpha (α,Q et Ξ, e´quation 3.51, figure 3.35) donne lieu a`
des observations inte´ressantes :
La valeur de Q se situe aux environs de l’unite´ avant la zone d’interaction, puis diminue gradu-
ellement jusqu’a` 0 et atteint cette valeur avant α. Cela se traduit par une fin de profil re´actif
plus e´tale´e. En effet, α et Q de´pendent tous deux du taux de re´action. Une valeur de α non
nulle montre la pre´sence d’un front re´actif. Dans ce cas, pour que Q soit nul, il faut une zone de
Σ = |∇c| importante, soit une surface e´tale´e. Le front de flamme s’e´paissit au fur et a` mesure
de l’interaction.
Le parame`tre α donne un profil semblable a` une Gaussienne et montre la pre´sence d’une zone
d’interaction prononce´e entre 20× 10−3m et 38× 10−3m.
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Enfin, le plissement Ξ stagne a` 1.1 avant de montrer une hausse importante en plein cœur de
l’interaction. Le calcul du plissement se fait dans chaque maille de calcul, avec cependant un
clipping entre les valeurs 0.1 < c < 0.9 (c la variable d’avancement). Cette me´thode e´vite les
















Figure 3.35 – Profils moyens d’Alpha, Q et Plissement en re´gime turbulent
Le mode`le d’interaction 1, donne´ par l’e´quation (3.50), sans prise en compte du plissement,
donne une valeur cohe´rente et repre´sente le flux d’interaction, non pris en compte par la loi de
paroi LnKC (fig 3.36). Il permet la prise en compte de chaque fluctuation du flux DNS (3.4),
preuve de l’interaction forte entre les parame`tres de la loi d’interaction et le flux DNS. Il est
a` noter que dans le cas pre´sent le plissement est conside´re´ a` 1. Sa valeur oscillera entre 1 et 2
par la suite, ce qui pourra amener le mode`le a` surestimer le´ge`rement le flux a` la paroi. A noter
aussi une valeur de´ja` e´leve´e avant interaction du flux total mode´lise´ qw (e´quation 3.60), a` cause
du mode`le LnKC. Comme explique´ pre´ce´demment, cette valeur est due a` la taille de la maille
d’e´chantillonnage, et ne sera pas pe´nalisante dans un contexte RANS.
Le profil de qw,modele 1 surestime ici la valeur maximale du flux DNS de 15% environ. Apre`s la
phase d’interaction, la valeur du flux de´croˆıt pour retourner a` la valeur de qLnKC .
Avec prise en compte du plissement, le mode`le 1 surestime le flux a` la paroi de pre`s de 25%
(fig 3.37). A cause du flux LnKC, la forme pre´-interaction est toujours largement surestime´e,
tandis que la forme post-interaction est pour sa part fortement sous-estime´e. Cependant, le pic
de flux a` l’interaction est correctement reproduit.
Une autre approche avait e´te´ pose´e avant le mode`le 2 (e´quation 3.44), consistant a` inte´grer
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Figure 3.37 – Flux du mode`le alpha, avec prise en compte du plissement
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la loi d’interaction au sein de la loi LnKC pour donner le flux qw,model 2. Cette seconde version
































Figure 3.38 – Flux du mode`le alpha, version inte´gre´e a` LnKC
Inte´gration spatiale :
L’objectif final d’application du mode`le e´tant les simulations RANS, il est maintenant
ne´cessaire pour se rendre compte du bien-fonde´ de la formulation utilise´e de l’inte´grer spa-
tialement le long de la zone d’interaction. La zone d’interaction sera suppose´e correspondant a`
l’ensemble de la zone ou` α > 0, soit toute la taille du domaine ici.
Les valeurs globales donne´es par chaque flux sont donc de :
– qw,DNS = 26.5MW.m
−1
– qLnKC = 15.5MW.m
−1
– qI = 15.5MW.m
−1
– qw,model 1 = 30MW.m
−1
– qw,model 2 = 27.5MW.m
−1
Les mode`les apportent une ame´lioration notable a` la loi de paroi classique, la loi de paroi
LnKC sous-estimant la valeur re´elle de moitie´. Le mode`le d’interaction apporte ici la portion
manquante, permettant a` la seconde loi e´tudie´e (e´quation 3.61) de restituer une valeur quasi
exacte du flux DNS.
La premie`re approche vue (e´quation 3.60) surestime le flux DNS de 13%, ce qui reste tout a`
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Figure 3.39 – Flux moyens inte´gre´s sur la longueur du domaine (type RANS), comparaison avec le flux de
re´fe´rence
fait acceptable.
Une premie`re conclusion pour cette e´tude 2D est que l’apport des mode`les d’interaction de´veloppe´s
par K. Truffin et al. est significatif. Il est maintenant ne´cessaire de mener une e´tude comple`te
a` l’aide d’une simulation 3D.
3.7 Cas 3D turbulent
Les simulations 3D ont e´te´ mene´es sur le calculateur Antares du Crihan (Centre de Ressources
Informatiques de Haute-Normandie). Malgre´ les ressources disponibles, il n’a pas e´te´ possible de
simuler un domaine suffisamment grand pour obtenir une flamme pleinement turbulente. Il sera
possible de se rendre compte que la turbulence en entre´e est rapidement dissipe´e, notamment
au moment de l’interaction. Il faudra donc se contenter ici d’une flamme relativement peu
turbulente, mais qui permet tout de meˆme de de´gager plusieurs grandeurs inte´ressantes.
3.7.1 Ve´rification des profils transverses
La concordance du champ e´tudie´ avec les e´quations (3.42) est ve´rifie´ ici. Pour rappel, les
profils vus ici sont :
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η+ ≤ 10.8 ψ+ = η+ (3.67)
η+ > 10.8 ψ+ =
1
κ
ln(η+) + Cψ,0 (3.68)

























avec et sans la composante de de´gagement de chaleur.
Dans la zone avant interaction, le profil DNS de ψ+ est en bon accord avec la loi de paroi(fig
3.40). La valeur dans la zone centrale du canal est par contre surestime´e par le mode`le. Cela
peut s’expliquer par le fait que l’e´coulement se laminarise, l’intensite´ turbulente ayant de´ja`
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Figure 3.40 – Profil de ψ+ avant l’interaction, comparaison avec les e´quations (3.42)
Dans la zone d’interaction, la valeur de ψ+ se de´cale par rapport au mode`le de sous-couche
(fig 3.41). Le profil a` diminue´, du fait du passage de l’e´coulement a` travers le front de flamme.
Apre`s l’interaction, le profil de ψ+ est remonte´, a` cause notamment de l’acce´le´ration du gaz
par dilatation apre`s le front de flamme (fig 3.42), provoquant une forte hausse des gradients
locaux.
L’e´tude de la valeur de θ+ est inutile dans la zone pre´-interaction, puisqu’il s’agit de la zone
non re´active, et que le fluide frais se trouve a` la meˆme tempe´rature que la paroi.
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Figure 3.42 – Profil de ψ+ apre`s l’interaction, comparaison avec les e´quations (3.42)
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Le profil de θ+ observe´ au moment de l’interaction est fortement sous estime´ (fig 3.43). Cette
valeur faible est bien suˆr cohe´rente, le front de flamme n’ayant pas encore fini de re´agir, le profil
thermique de couche limite n’est pas encore e´tabli. La dernie`re partie sera inte´ressante a` visu-
aliser pour confirmer cette e´volution. Les mode`les montrent ici des comportements diffe´rents :
le calcul de re´fe´rence, sans prise en compte de l’interaction donne la valeur la plus faible. Le
mode`le 2 montre pour sa part une divergence avec les autres profils et s’e´carte fortement des
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Figure 3.43 – Profil de θ+ pendant l’interaction, comparaison avec les e´quations (3.42)
Le profil thermique θ+ apre`s la zone d’interaction se rapproche mieux du mode`le, et il est
possible d’observer l’e´tablissement d’un profil de couche limite classique (fig 3.44). La valeur du
taux de re´action e´tant maintenant nulle et l’interaction n’ayant plus lieu, le taux de de´gagement
de chaleur n’apporte rien ici, et les profils mode´lise´s se rejoignent.
Ces valeurs sont suffisamment cohe´rentes pour montrer que les champs e´tudie´s sont corrects,
meˆme si la turbulence n’est pas suffisamment e´leve´e pour estimer une simulation pleinement
turbulente.
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Figure 3.44 – Profil de θ+ apre`s l’interaction, comparaison avec les e´quations (3.42)
3.7.2 Profils longitudinaux, mode`le alpha
Distance flamme paroi La distance flamme-paroi est similaire au cas 2D (fig 3.45). Il ressort ici
un profil classique de rapprochement de la paroi, puis d’e´loignement par diffusion. La distance
minimale a` la paroi est ici de 0.195 × 10−3m pour un Peclet diffusif de 4. Il est possible de
remarquer ici un point d’inflexion vers 17× 10−3m jusqu’au point critique δQ vers 22× 10
−3m.
Cette portion correspond au de´but de l’interaction, la paroi entrant dans le champ d’influence
de la flamme provoquant une diminution de la vitesse de rapprochement de la flamme. Cette
portion correspond aussi au maximum de τw visualise´ figure 3.48.
Grandeurs thermodynamiques Les profils moyens sont ici aussi pleinement en accord avec ce
que qui avait e´te´ vu dans le cas 2D (fig 3.46). La diffusion thermique apre`s l’interaction et
l’absorption de l’e´nergie du fluide par la paroi froide est par ailleurs tre`s bien observable.
Il est aussi important de noter que c n’est pas e´gal a` 1 une fois l’interaction termine´e. Il reste
donc une portion non ne´gligeable d’imbruˆle´s.
Il est pour finir inte´ressant de tracer la valeur de 1− δ/h avec δ la distance flamme/paroi et h
la hauteur de demi canal et de la comparer a` c = 1−YF/Y
0
F (fig 3.47). Les valeurs visualisables
ici convergent et conservent la meˆme allure. L’e´cart entre les 2 courbes te´moigne de l’e´paisseur
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Figure 3.45 – Distance flamme paroi pour le cas 3D
de Σ = |∇c| et montre tre`s clairement une re´duction progressive de cette e´paisseur, te´moin
de la re´duction de l’intensite´ turbulente. Une flamme turbulente induit une fois moyenne´e




































Figure 3.46 – Grandeurs thermodynamiques et variable d’avancement, cas 3D
Profils de vitesse Les profils de vitesse sont reporte´s figure 3.48. Il est possible d’observer
encore une fois une forte augmentation du frottement parie´tal, ainsi qu’une hausse de la vitesse
verticale avant l’interaction.
L’augmentation de τw, lie´e a` celle de uτ , est engendre´e par l’arrive´e du front de flamme sur la
paroi. Il s’agit ici de la re´tro-action de la paroi sur le front. Le fluide est localement comprime´
entre la flamme visqueuse et la paroi, provoquant une augmentation de uτ . L’augmentation de
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Figure 3.47 – Comparaison des grandeurs lie´es 1− YF /Y
0
F et 1− δ/h, mise en e´vidence de la de´croissance de
l’intensite´ turbulente
V est parfaitement observable sur les trace´s 2D. Les gaz chauds dilate´s acce´le`rent apre`s le front
re´actif, le fluide se dirigeant alors vers le centre du canal, provoquant aussi une augmentation









































Figure 3.48 – Vitesses et vitesse tangentielle, cas 3D
Angle du front de flamme L’angle du front de flamme, calcule´ a` l’aide du gradient de c local,
montre une diminution du profil vers une stabilisation a` 0o, i.e. une flamme paralle`le a` la paroi.
A noter trois phases bien distinctes :
– L’angle diminue progressivement jusqu’a` 17× 10−3m, position de de´but d’interaction.
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– L’angle chute brutalement au cours de la phase la plus active de l’interaction, i.e. jusqu’a`
24× 10−3m.
– L’angle se stabilise autour de ze´ro, la flamme est alors paralle`le a` la paroi.
A noter ensuite une valeur ne´gative de l’angle, comme pour le cas 2D. Le front re´actif subsistant

















Figure 3.49 – Angle du front de flamme, convergence vers une flamme paralle`le a` la paroi, cas 3D
Mode`le alpha et Flux En visualisant les profils de α, Q et Ξ (fig 3.50), il est possible de
remarquer que ces valeurs sont moins converge´es que dans le cas des e´tudes 2D. Cependant
l’allure ge´ne´rale est suffisamment marque´e pour exploiter les donne´es. Le plissement Ξ est ici
encore plus e´leve´ avant et pendant la premie`re phase d’interaction que dans le cas 2D, ce qui
tend a` montrer l’importance de sa prise en compte.
L’allure des valeurs α et Q est similaire au cas 2D, meˆme s’il ressort une forme un peu diffe´rente
pour Q avec une valeur plus faible avant la phase d’interaction, de l’ordre de 0.8.
L’e´tude des flux a` la paroi peut eˆtre de´compose´e en 3 parties :
– Le calcul du flux lie´ a` l’interaction uniquement
– Le calcul du flux total
– L’inte´gration de ce dernier sur le domaine
Calcul du flux lie´ a` l’interaction :
Seront compare´s ici le flux lie´e a` la chaleur de´gage´e par le taux de re´action, ainsi que sa portion
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Figure 3.50 – Variables du mode`le d’interaction : α, Q et Ξ, cas 3D









L’hypothe`se ω˙IF = αω˙F est pose´e, car il s’agit de valeurs moyennes converge´es. En effet,
dans le cadre des calculs DNS, seuls les valeurs se´pare´es de α et de w˙T ont e´te´ capture´es et








w˙Tαdy = qI,0 (3.73)
Et le flux donne´ par le mode`le alpha pour les mode`les 1 et 2 :
qI,model 12 = αQΞqlam (3.74)
Il est possible d’observer sur la figure 3.51 que la valeur du flux total de´gage´ par la re´action est
relativement constant avant l’interaction. Il diminue ensuite pour devenir nul, et ce sur la zone
correspondant a` la zone d’interaction. En multipliant cette valeur par le facteur d’interaction
α, il est possible d’obtenir la composante d’interaction de ce flux.
La comparaison des deux flux (fig 3.52) montre une tendance similaire, la valeur donne´e par le
mode`le 1 e´tant supe´rieure d’environ 17%.
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Figure 3.52 – Comparaison des flux d’interaction
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Calcul du flux total :
Les flux d’interaction sont maintenant utilise´s au sein des mode`les finaux afin de pre´dire le
flux total a` la paroi.
Pour finir, le flux donne´ par le mode`le 1 est compare´ a` celui donne´ par le mode`le 2, les deux
partageant la meˆme source de flux d’interaction. Pour rappel, le mode`le 1 est donne´ par la
relation suivante :
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Figure 3.53 – Comparaison des flux totaux utilisant le mode`le d’interaction alpha
Le mode`le 1 montre une valeur bien supe´rieure du flux maximum avec une valeur avoisinant
les 350KW.m−2. Les deux mode`les entourent le Flux DNS, l’un surestimant la valeur, l’autre la
sous-estimant. Il est inte´ressant de remarquer que les flux ne suivent pas toujours la tendance du
flux DNS, et le surestiment largement avant la phase d’interaction, puis le sous-estime apre`s.
Cet aspect est duˆ a` la hauteur des ”boxs” de capture, qui capturent l’ensemble de la demi
hauteur du canal, et n’apparaitra pas dans le cadre de calculs RANS.
Inte´gration sur le domaine :
L’inte´gration des 3 mode`les ainsi que de la valeur de re´fe´rence, le flux DNS, permet de
visualiser ce que donneraient les mode`les dans une situation RANS.
Le total des valeurs obtenu est :
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Figure 3.54 – Inte´gration spatiale des 3 mode`les, comparaison avec le flux DNS dans une situation a` l’e´chelle
RANS
– qw,DNS = 185MW.m
−1
– qw,model 0 = 150MW.m
−1
– qw,model 1 = 160MW.m
−1
– qw,model 2 = 185MW.m
−1
Les valeurs se suivent, mais le mode`le 2 donne ici une valeur exacte du flux parie´tal. Meˆme
s’il peut s’agir d’un hasard, a` cause notamment de la distance d’inte´gration, il en re´sulte tout de
meˆme qu’il s’agit de la valeur la plus cohe´rente. A noter aussi le faible e´cart entre les mode`les 0 et
1, preuve de la cohe´rence du mode`le alpha a` l’e´gard du flux donne´ par la chaleur a` l’interaction.
Il serait instructif dans de futures e´tudes de calculer les flux mode´lise´s a` l’aide de ”boxs” plus
petites, et ainsi ve´rifier si les valeurs convergent sur le profil donne´ par le flux DNS.
3.7.3 Conclusion
L’objectif de cette e´tude consistait a` extraire des donne´es d’une simulation DNS afin de
tester et valider le mode`le d’interaction de´veloppe´ par K. Truffin, dans un cas monophasique
turbulent et pre´-me´lange´.
Malgre´ l’absence de simulations totalement turbulentes, il a e´te´ ve´rifie´ que le mode`le Alpha
apporte une re´elle ame´lioration face aux lois de parois classiques, et permet une meilleure prise
en compte des pertes thermiques a` la paroi, ainsi que du stress engendre´ sur les mate´riaux par
le passage de la flamme.
Les valeurs locales, bien que parfois sous ou surestime´es, donnent d’excellents re´sultats une fois
inte´gre´es a` l’e´chelle RANS, domaine d’application du mode`le.
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Par la suite, il serait inte´ressant de tester le mode`le avec des simulations DNS de type com-
pressible, afin de ve´rifier certains aspects comme la compression du champ de vitesse, ainsi que
l’e´talement du front de flamme le long de la paroi. Des e´tudes en chimie complexe seraient aussi
utiles, afin de ve´rifier l’impact des re´actions radicalaires en proche paroi sur le flux donne´ par
le mode`le.
Figure 3.55 – Rendu 3D d’un champ instantane´. Vitesse U en couleur, Front re´actif en noir.
160
Chapitre 4
Dispersion en tempe´rature d’un spray





Interaction d’une flamme lagrangienne
avec la paroi
≪ Vi veri universum vivus vici. ≫
(Par le pouvoir de la ve´rite´, j’ai de mon vivant, conquis l’univers).
V
162
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Figure 5.1 – E´volution de la concentration autour d’une goutte, e´vaporation puis combustion [Borghi, Cham-
pion, 2000]
L’e´tude pre´sente ici repose sur l’utilisation conjointe des e´le´ments diphasiques utilise´s pour
la partie SIGLE de la the`se, et sur les routines d’analyse du projet INTERMAC. L’objectif est
de visualiser le comportement d’une flamme en V dans un canal ainsi que son interaction avec
la paroi, dans un cas d’injection diphasique de fuel. Pour cela, deux grandeurs caracte´ristiques
seront utilise´es : le temps d’e´vaporation des gouttes τv et le temps caracte´ristique des particules
τp. Un mappage 3D permettra de ressortir les tendances fortes, et d’aiguiller de futures e´tudes
sur le sujet vers les possibles points d’inflexions observe´s. Cette e´tude n’est pas acheve´e, mais
permet la simulation d’un grand nombre de possibilite´s de combustibles.
5.1 Etude bibliographique
L’aspect the´orique de la combustion diphasique peut eˆtre retrouve´ dans l’ouvrage de R.
Borghi et M. Champion [Borghi, Champion, 2000], qui de´crit l’ensemble des aspects the´oriques
utilise´s au sein des codes de calculs.
De nombreuses e´tudes ont e´te´ conduites expe´rimentalement sur la combustion des gouttes,
ainsi que celle des sprays. La plupart de ces e´tudes ont e´te´ mene´es en microgravite´, afin d’e´tudier
en de´tail la combustion d’une ou plusieurs gouttes. TF. O’Malley et KJ. Weiland [O’Malley,
Weiland, 2004] e´tudie`rent le comportement d’une goutte isole´e en micro gravite´, et observe`rent
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Figure 5.2 – Combustion d’une goutte isole´e en micro-gravite´ [O’Malley, Weiland, 2004]
parfaitement l’allure sphe´rique du front de flamme (fig 5.2). D’autres e´tudes, mene´es a` l’aide
de gouttes de fort diame`tre mirent en e´vidence des phe´nome`nes comme l’impact du diame`tre
initial sur le diame`tre d’extinction, ou l’impact de l’e´coulement sur le taux de re´action [Dietrich,
1996][Bachalo, 1994]. Certaines e´tudes valide`rent les mode`les utilise´s en simulation nume´rique,
comme celui de la loi en d2 [Yang, Avedisian, 1989].
Des simulations DNS en turbulence homoge`ne [Elgobashi & Truesdell 1992] ainsi qu’en
turbulence non homoge`ne [Ling et al. 1998] de particules solides ont e´te´ mene´es, avec par la suite
la prise en compte de l’effet d’e´vaporation [Mashayek 1998][Miller et al. (1999, 2000)][Re´veillon
et al. 2000]. Cependant, peu de simulations DNS de type two-ways (i.e. action du fluide sur les
particules ET action des particules sur le fluide) avec combustion ont e´te´ re´alise´es [Mashayek
1999, 2000]. Une e´tude a e´te´ mene´e par Re´veillon [Reveillon et al. 2005] sur la combustion de
sprays et la mise en e´vidence des diffe´rents re´gimes de combustion.
5.2 Etude DNS
Au cours de ce chapitre de´die´ a` l’e´tude de l’interaction flamme/paroi dans le cas de flammes
sprays, les analyses suivantes seront mene´es :
– Impact des temps caracte´ristiques diphasiques sur la distance a` la paroi
– Impact sur le flux a` la paroi, ainsi que le flux inte´gre´ sur le domaine
– Impact sur la pe´ne´tration des gouttes a` travers le front de flamme
164
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– Impact sur le re´gime de combustion : pre´-me´lange ou diffusion
– Impact sur le flux donne´ par le mode`le 1 de IFPen
Les temps caracte´ristiques utilise´s comme re´fe´rence des simulations et qui varieront au fur
et a` mesure des calculs afin de couvrir un large spectre de combustibles sont :





avec S0L la vitesse de flamme du propane, fixe´e a` 0.4m.s
−1 et Dth le coefficient de diffusion
thermique du propane. Cette valeur de temps est fixe´e suivant l’e´paisseur du front de flamme
de re´fe´rence.





Son e´volution influe sur la rapidite´ d’e´vaporation des gouttes. Plus τv est grand, plus l’e´vaporation
est rapide.





Son e´volution influe sur la balistique des gouttes, a` savoir leur capacite´ a` eˆtre entraine´e par
l’e´coulement. Plus τp est grand, moins les gouttes sont affecte´es par l’e´coulement environnant.
Les valeurs utilise´es seront les 9 possibilite´s donne´es par les jeux de valeurs initiales : τv =
0.1; 0.5; 0.9 et τp = 0.1; 0.5; 0.9.
5.3 E´tude longitudinale
5.3.1 E´volution de la distance a` la paroi
L’objectif est ici de de´finir l’influence des deux parame`tres sur la distance flamme/paroi par
l’interme´diaire du nombre de Peclet. Comme observe´ pre´ce´demment, cette distance est corre´le´e
au flux maximum transmis et donc au stress du mate´riau. A noter des difficulte´s de calcul pour
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Figure 5.3 – Nombre de Peclet pour τv = 0.1 fixe´
le cas a` τv = 0.9 et τp = 0.1, les donne´es ne seront donc pas utilise´es ici, et sa valeur pour la
visualisation 3D sera interpole´e, contrainte en fait impose´e par le logiciel de visualisation.
E´volution de τp :
Dans le cas τv = 0.1, la valeur de τp influence peu (fig 5.3). Les gouttes s’e´vaporent trop vite
pour que l’effet balistique apparaisse. Les distances a` la paroi donnent un Peclet de 8 a` 9. Le cas
τv = 0.5 montre une distanciation par rapport a` la paroi au fur et a` mesure que τp augmente
(fig 5.4). A noter l’e´chec de la capture dans une zone, due a` une erreur nume´rique dans la
routine de´die´e a` la de´tection du front de flamme. Cette erreur est sans influence ici. L’aspect
balistique des gouttes apparait, et le front de flamme se retrouve plus e´tale´ sur le domaine. Le
cas τv = 0.9 montre les meˆme tendances que τv = 0.5 (fig 5.5), et il est possible d’observer
une convergence des cas τp = 0.5 et τp = 0.9. Ce dernier aspect s’explique par la lenteur de
l’e´vaporation des gouttes, amenant tous les cas a` l’extre´mum oppose´ du cas τv = 0.1. Il en
ressort deux extre´mums, τv = 0.1 et τv = 0.9, et un cas non converge´ entre deux : τv = 0.5.
E´volution de τv :
L’e´tude pour τp = 0.5 (fig 5.6) montre une augmentation de la distance parie´tale ainsi qu’un
de´calage positif de son minimum avec l’augmentation de τv, et une convergence des cas τv = 0.5
et τv = 0.9 (fig 5.7). La similitude de ces deux derniers cas est forte, et se retrouve pour le cas
τp = 0.9. Fait important, les distances du cas τv = 0.9 sont plus faibles que le cas τv = 0.5.
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Figure 5.5 – Nombre de Peclet pour τv = 0.9 fixe´
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Figure 5.7 – Nombre de Peclet pour τp = 0.9 fixe´
168







































                
Figure 5.8 – Repre´sentation 3D des Peclets minimums, mise en valeur de la forme en V
Cette tendance s’observe bien lors du trace´ 3D des minima de chaque simulation (fig 5.8).
Ainsi, il apparait une forme en V, avec deux tendances :
– ց τp =⇒ց Pe
– τv = 0.1 7−→ 0.5 =⇒ր Pe et τv = 0.5 7−→ 0.9 =⇒ց Pe
Ces tendances vont par ailleurs se retrouver dans la valeur des flux.
5.3.2 E´volution du flux a` la paroi (DNS et mode`le)
Le calcul du flux, utilisant la meˆme me´thode que dans les chapitres pre´ce´dents, indique ici
le stress thermique engendre´ par la flamme sur la paroi.
E´volution de τp :
Le cas τv = 0.1 montre des valeurs similaires (fig 5.9), avec tout de meˆme un flux plus prononce´
pour le cas τp = 0.1 se de´clenchant en avance des deux autres. Les cas τv = 0.5 et τv = 0.9 mon-
trent des comportements similaires (fig 5.10 et 5.11), et l’absence du cas τv = 0.9 avec τp = 0.1
ne permet pas de se prononcer sur la convergence du dernier cas. Cependant, les courbes a`
τp = 0.5 et a` τp = 0.9 convergent a` chaque fois, tandis que le cas τp = 0.1, si l’on extrapole son
comportement au cas τv = 0.9, montre un flux bien supe´rieur, du meˆme ordre de grandeur que
les cas a` τv = 0.1.
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Figure 5.9 – Flux a` la paroi pour τv = 0.1 fixe´
E´volution de τv :
Les flux montrent ici un comportement cohe´rent aux vues des distances a` la paroi. Les cas
τv = 0.1 montrent des flux maximums (fig 5.12 et 5.13), tandis que les cas τv = 0.5 et τv = 0.9
convergent et montrent des flux similaires, plus e´tale´s sur la longueur. Ce comportement s’ex-
plique facilement par la dispersion des gouttes et leur re´sistance au front de flamme, causant
une e´vaporation plus disperse´e et un front de flamme moins re´actif et plus e´tale´.
La vue 3D des flux permet une repre´sentation plus simple du stress engendre´ sur la paroi
par les diffe´rents cas e´tudie´s (fig 5.14), et montre une forme en V pouvant se re´sumer sous la
forme :
– ց τp =⇒ր qw
– τv = 0.1 7−→ 0.5 =⇒ց qw et τv = 0.5 7−→ 0.9 =⇒ր qw
170









































































Figure 5.11 – Flux a` la paroi pour τv = 0.9 fixe´
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Figure 5.13 – Flux a` la paroi pour τp = 0.9 fixe´
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Figure 5.14 – Repre´sentation 3D des Flux maximums, mise en valeur de la forme en V
5.4 E´tude visualisation 2D
5.4.1 Pe´ne´tration du front de flamme
Afin d’e´tudier la pe´ne´tration des gouttes a` travers le front de flamme, la me´thode la plus
efficace consiste a` tracer le champ de densite´ de gouttes par maille, et d’y superposer les iso-
contours du taux de re´action, ce dernier e´tant colore´ en fonction de son intensite´.
Le cas τv = 0.1 a` τp = 0.5 montre un front de flamme similaire a` une simulation en pre´-
me´lange (fig 5.15). La densite´ de gouttes montre une e´vaporation rapide, et une disparition
des gouttes avant la traverse´e du front de flamme. Les rares gouttes parvenant a` l’inte´rieur
de la flamme (tre`s probablement dans des zones d’extinction locale cause´e par la turbulence)
s’e´vaporent avant d’atteindre la position moyenne du centre de la flamme. IL est possible de
remarquer ici des poches re´actives plus intenses juste avant l’interaction avec la paroi, non ex-
plicable pour le moment.
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Figure 5.15 – Valeurs pour τv = 0.1 et τp = 0.5. Champ : Densite´ de gouttes par mailles. Lignes : iso-valeurs
du taux de re´action (noir re´action max, blanc re´action faible)
Figure 5.16 – Valeurs pour τv = 0.5 et τp = 0.5. Champ : Densite´ de gouttes par mailles. Lignes : iso-valeurs
du taux de re´action (noir re´action max, blanc re´action faible)
Le cas τv = 0.5 a` τp = 0.5 montre une flamme perturbe´e ainsi que le passage de gouttes
a` travers la zone moyenne du front re´actif (fig 5.16). La densite´ de gouttes est ici forte, avec
notamment de nombreuses gouttes pie´ge´es entre la flamme et la paroi. A noter la pre´sence de
gouttes pendant et apre`s la phase d’interaction avec la paroi, le front de flamme plus e´loigne´
de la paroi laisse ici passer de nombreux paquets de gouttes.
Le cas extreˆme τv = 0.9 a` τp = 0.9 (fig 5.17), avec le taux d’e´vaporation le plus lent et la
balistique de gouttes la plus forte, montre une flamme similaire au cas pre´ce´dent, avec plus
de gouttes a` travers le front re´actif et une importante quantite´ de paquets de gouttes entre la
flamme et la paroi pendant l’interaction.
Il est inte´ressant de remarquer la forte pre´sence de gouttes le long de la paroi. Dans un cas
de simulations couple´es avec un solveur diphasique, les possibilite´s de cre´ation de films liquide
semblent importantes, et ce, de´s le cas τv = 0.5. Ce film pourrait avoir des conse´quences im-
portantes sur les flux parie´taux.
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Figure 5.17 – Valeurs pour τv = 0.9 et τp = 0.9. Champ : Densite´ de gouttes par mailles. Lignes : iso-valeurs
du taux de re´action (noir re´action max, blanc re´action faible)
Figure 5.18 – Coupe sur le front de flamme, mise en valeur des 3 zones re´actives. Champ : indice de Takeno ξ.
Lignes : iso-valeurs du taux de re´action (noir re´action max, blanc re´action faible)
5.4.2 Flamme de Diff/Pre
Il est possible d’introduire un parame`tre permettant la distinction des fronts de flammes de
type flamme de pre´-me´lange et de type flamme de diffusion. De fac¸on de´sormais classique, ce













Lorsque ξ s’approche de 0, la flamme est en re´gime de flamme de diffusion, et inversement,
lorsque ξ s’approche de 1, la flamme est en re´gime de pre´-me´lange.
Le trace´ d’une coupe permet ici la repre´sentation de ce phe´nome`ne (fig 5.18). Il est en effet
possible d’observer ici trois phases (fig 5.19) :
– La concentration de YF augmente, mais l’e´nergie ne´cessaire a` la combustion n’est pas
suffisante pour de´marrer la re´action.
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Figure 5.19 – Trace´ des parame`tres de re´gime de flamme le long de la coupe (fig 5.18)
– La re´action de´marre, plus proche d’un cas diffusif que d’un cas de pre´-me´lange, puis
s’acce´le`re pour transiter vers une flamme de type pre´-me´lange et atteint son maximum
d’intensite´.
– La concentration de YF commence a` diminuer, et le taux de re´action diminue pour revenir
vers une flamme moins intense, tandis que la valeur de ξ transite a` nouveau vers une
flamme en re´gime de diffusion.
Le front de flamme re´actif se compose donc d’une zone en re´gime de pre´-me´lange entoure´e de
deux zones en re´gime de diffusion, la zone apre`s passage du pic re´actif maximum e´tant plus
e´paisse que la premie`re.
Il est aussi possible de tracer la valeur moyenne, dans tout le champ, du taux de re´action
en fonction de ξ et de x, y, et YF . Cela donne une ide´e de la position des diffe´rents types de
re´gime de flamme, ainsi que leurs liens avec le me´lange.
Les valeurs observe´es ici sont pour les cas τv = 0.1, 0.5, 0.9 a` τp = 0.5 fixe´, ce dernier n’influant
que peu sur les rendus observe´s.
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L’analyse se concentre ici sur les trace´s de la quantite´ de flamme re´active suivant ξ et x (figs
regroupement 1, table 5.1).
Le cas τv = 0.1 ne montre pas d’e´volution remarquable avec la variation de τp. Il est cependant
possible de noter la dominance du re´gime de pre´-me´lange dans le cas τp = 0.1 par rapport aux
deux autres.
Le passage a` τv = 0.5 montre un resserrement des valeurs vers ξ = 0.55, avec disparition des
extremums, a` part pour τp = 0.1.
τv = 0.9 ne montre pas d’e´volution particulie`re par rapport a` τv = 0.5, malgre´ une sensible
baisse des valeurs vers ξ = 0.5.
Pour finir, il est important de noter que le point chaud, en de´but de domaine, n’impacte pas
sur les re´sultats car le taux de re´action l’entourant est quasi nul. Cette remarque sera utile par
la suite.
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Le trace´ des profils suivants y montre des tendances marque´es (figs regroupement 2, table
5.2). Le re´gime de flamme en pre´-me´lange se concentre sur les bords des parois, tandis que
le re´gime de diffusion a lieu principalement dans le centre du domaine. A noter les distances
de coincement parfaitement marque´es, ainsi que la le´ge`re pente de retour vers un re´gime de
diffusion dans la zone de coincement. Il est aussi possible de remarquer deux traine´es se´pare´es
par une zone non re´active que nous n’avons pas pu analyser faute de temps. Pour finir, comme
vu pre´ce´demment, le re´gime de flamme de diffusion dans la zone centrale du canal n’est pas duˆ
au point chaud directement.
Le cas τv = 0.1 ne montre pas d’e´volution majeure avec l’e´volution de τp ici. Le passage a`
τv = 0.5 montre la meˆme tendance que pre´ce´demment, a` savoir un resserrement sur ξ = 0.55,
avec la disparition des extremums, l’augmentation de τp apportant la disparition des re´gimes
totalement pre´-me´lange ou diffusion au profit d’un re´gime hybride. Les cas a` τv = 0.9 ne mon-
trent eux pas de nette e´volution, avec tout de meˆme une diminution de ξ moyen, soit le passage
vers un re´gime plus diffusif.
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L’e´volution des valeurs suivant YF (figs regroupement 3, table 5.3) montre une concentration
du re´gime diffusif tandis que les flammes en re´gime de pre´me´lange sont e´tale´es sur un plus
grand domaine de YF , d’ou` l’apparence moins forte de ce re´gime. Il est ainsi possible de poser
la tendance suivante : ր YF −→ր ξ.
Le cas τv = 0.1 ne montre pas de diffe´rences majeures pour l’e´volution de τp. Le passage
a` τv = 0.5 montre un resserrement des valeurs comme dans les cas pre´ce´dents. Les valeurs
s’estompent pour τv = 0.9, signe d’une e´talement des re´gimes. Il est aussi possible de remarquer
une le´ge`re baisse de ξ moyen.
5.5 Mode`le d’interaction
L’objectif de cette section est de tester le comportement du mode`le de´veloppe´ par IFPen
dans le cas de simulations lagrangiennes. Malgre´ l’importance des fluctuations observe´es pour
ces mode`les, notamment a` cause du fort plissement cause´ par les gouttes, seule la valeur inte´gre´e
inte´ressera pour le test du mode`le.
5.5.1 Flux longitudinaux
Le calcul des flux longitudinaux repose sur les meˆmes e´quations que celles vues pre´ce´demment
(chapitre 3).
Pour le cas τv = 0.1, la valeur du flux d’interaction surestime le flux DNS d’environ 15− 18%
(fig 5.20). Le flux se re´sorbe ensuite plus rapidement que le flux DNS, et la forme ge´ne´rale laisse
pre´sager une valeur inte´gre´e de qI conforme aux attentes.
Le cas τv = 0.5 montre des valeurs fortement perturbe´es (manque de convergence), mais
donne cependant les tendances observables (fig 5.21). Les flux maximums sont surestime´s de
plus de 40% par endroit. A noter toutefois la bonne concordance des croissances et de´croissances
du flux, donne´es par les parame`tres α et Q, le plissement Ξ e´tant la cause des perturbations. Le
domaine n’est ici pas assez grand pour les simulations a` faible e´vaporation, la flamme sortant
du domaine conc¸u pour la configuration monophasique. Il est encore possible d’observer le point
d’inflexion correspondant au flux maximum. Cet aspect de distance sera a` prendre en compte
lors du calcul des valeurs inte´gre´es.
Le cas τv = 0.9 sort du domaine d’e´tude (fig 5.22), mais reste dans les meˆmes ordres de
grandeurs que le cas τv = 0.5, comme observe´ dans les pre´ce´dentes e´tudes. Le flux mode´lise´ est
181
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 qint ( τv=0.1, τp=0.1 )
 qint ( τv=0.1, τp=0.5 )
 qint ( τv=0.1, τp=0.9 )
 qw ( τv=0.1, τp=0.1 )
 qw ( τv=0.1, τp=0.5 )
 qw ( τv=0.1, τp=0.9 )





















 qint ( τv=0.5, τp=0.1 )
 qint ( τv=0.5, τp=0.5 )
 qint ( τv=0.5, τp=0.9 )
 qw ( τv=0.5, τp=0.1 )
 qw ( τv=0.5, τp=0.5 )
 qw ( τv=0.5, τp=0.9 )
Figure 5.21 – Flux a` la paroi, pour τv = 0.5 et diffe´rentes valeurs de τp
183





















 qint ( τv=0.9, τp=0.5 )
 qint ( τv=0.9, τp=0.9 )
 qw ( τv=0.9, τp=0.5 )
 qw ( τv=0.9, τp=0.9 )
Figure 5.22 – Flux a` la paroi, pour τv = 0.9 et diffe´rentes valeurs de τp
tout a` fait compatible avec le flux DNS durant la phase de de´but d’interaction, puis surestime
le pic d’environ 40%.
Il est maintenant inte´ressant d’inte´grer les diffe´rents flux afin d’estimer leur comportement
en situations RANS. Point important : l’ensemble du domaine n’e´tant pas pre´sent pour les cas
τv = 0.5 et τv = 0.9, il sera essentiel de prendre en compte cet aspect.
5.5.2 Flux longitudinaux
Le cas τv = 0.1 vois ses flux converger pour toutes les valeurs de τp (fig 5.23). Les flux
d’interaction mode´lise´s donnent une valeur infe´rieure, ce re´sultat e´tant cohe´rent en l’absence
de la composante ”loi de paroi”. Les valeurs sont par ailleurs stabilise´es pour les mode`les, et
leur valeur finale est conforme au flux DNS.
Les cas τv = 0.5 et τv = 0.9 donnent des profils similaires, et surestiment les valeurs (fig
5.24 et 5.25). Cependant, il est a` prendre en compte que dans le cas τv = 0.1, au meˆme point
d’interaction (pic de flux, en x = 8mm pour τv = 0.1, en x = 12mm pour τv = 0.5 et en
x = 15mm pour τv = 0.9), la valeur du flux inte´gre´ est supe´rieur au flux DNS avant de repasser
a` des valeurs infe´rieures. Meˆme si l’e´cart observe´ ici est bien supe´rieur (surtout pour τp = 0.1),
les valeurs semblent converger par la suite. Le comportement du mode`le d’interaction devrait
donc eˆtre cohe´rent avec le flux DNS.
Pour conclure sur le mode`le, il est possible d’affirmer ici que son comportement donne d’ex-
cellents re´sultats pour τv = 0.1. De plus, ses valeurs inte´gre´es donnent, dans la limite de notre
configuration d’e´tude, de bons re´sultats pour les cas τv = 0.5 et τv = 0.9, avec une re´serve pour
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 qint ( τv=0.5, τp=0.1 )
 qint ( τv=0.5, τp=0.5 )
 qint ( τv=0.5, τp=0.9 )
 qw ( τv=0.5, τp=0.1 )
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 qw ( τv=0.5, τp=0.9 )
Figure 5.24 – Valeurs inte´gre´es sur x du flux a` la paroi, pour τv = 0.5 et diffe´rentes valeurs de τp
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 qint ( τv=0.9, τp=0.9 )
 qw ( τv=0.9, τp=0.5 )
 qw ( τv=0.9, τp=0.9 )
Figure 5.25 – Valeurs inte´gre´es sur x du flux a` la paroi, pour τv = 0.9 et diffe´rentes valeurs de τp
les cas τp = 0.1 dans ce domaine. Il sera inte´ressant de mener une e´tude ulte´rieure sur ces bases,
avec prise en compte de l’e´talement du front de flamme sur un domaine bien plus long.
5.6 Conclusion
Cette e´tude a donc permi l’analyse de l’impact du passage d’une injection monophasique
a` une injection sous forme de particules fluides sur l’interaction flamme/paroi. Les re´sultats
ont mis en avant un e´talement du front entrainant une distance flamme/paroi supe´rieure ainsi
qu’un flux moindre.
L’apparition d’un re´gime de flamme diffusif a fortement impacte´ la structure de la flamme, et
me´rite une e´tude approfondie, notamment en terme de re´gime de flamme proche paroi.
Pour terminer, le mode`le d’IFPen a montre´ un excellent comportement, et plus pre´cise´ment
dans le cas de fuel le´gers a` e´vaporation rapide. Malheureusement, la faible taille du domaine de
simulation n’a pas permis de conclure entie`rement quand a` l’aspect des re´sultats une fois les
flux inte´gre´s sur la longueur.
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Cette the`se a permis l’ame´lioration et l’optimisation de plusieurs points et ce dans de mul-
tiples domaines initialement e´loigne´s.
Le second chapitre a mis en avant les importantes ame´liorations apporte´es au code de calculs,
ainsi que les optimisations sur la re´alisation de calculs dans le cadre des calculateurs paralle`les,
avec des facteurs d’acce´le´ration significatifs. Il a ainsi e´te´ possible d’observer des gains sur des
ope´rations couˆteuses, notamment :
– sur la re´solution de Poisson avec un algorithme paralle`le modifie´ permettant le scaling du
code avec une efficacite´ de 0.6 pour 1024 processeurs par rapport aux 16 de re´fe´rence
– sur les ope´rations de convolution avec un gain net de 2.49X en ame´liorant les e´changes
me´moire et en utilisant des instructions pre´-caˆble´es
– sur les calculs mathe´matiques avec une acce´le´ration de 34% sur la loi d’Arrhenius graˆce a`
une librairie externe.
Le code Asphode`le a e´te´ entie`rement paralle´lise´, et sa stabilite´ renforce´e.
Le troisie`me chapitre a montre´ l’apport du mode`le de´veloppe´ par IFPen, avec une prise en
compte du pic de flux d’interaction synonyme d’une augmentation de plus de 0.2MW.m−2 par
rapport au flux de re´fe´rence donne´ par la loi de paroi. Une fois inte´gre´es, les valeurs donnent un
flux total cohe´rent avec le flux donne´ par la DNS. Le choix entre les 2 versions du mode`le reste a`
faire, mais la proximite´ des re´sultats impose de plus amples investigations pour les de´partager,
notamment en situation RANS.
Le quatrie`me chapitre, re´alise´ en partenariat avec l’IMFT, a permis la mise en e´vidence de
l’importante corre´lation entre le mode`le eule´rien et les simulations lagrangiennes dans un cas
de calculs d’un jet plan turbulent anisotherme, avec une attention particulie`re sur l’injection
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turbulente afin de faire correspondre les deux codes utilise´s. Ce mode`le montre d’excellents
re´sultats pour des particules a` faible ou moyenne inertie, mais diverge pour des cas a` faible
nombre de Stockes thermique(Stθ = 8). Il a ensuite donne´ lieu a` une publication dans le jour-
nal ”International Journal of Heat and Mass Transfer”.
Le dernier chapitre a permis de montrer le comportement de l’interaction flamme paroi dans
le cas d’un apport de fuel par particules avec suivit lagrangien. Cette e´tude est encore au
stade d’essai, mais elle montre les bon re´sultats du mode`le de IFPen dans un cas d’injection
diphasique de combustible, ainsi que les diffe´rents re´gimes de flamme observables dans ce type
de configuration. Ces donne´es couvrent un vaste domaine de combustibles et permettront aux
e´tudes futures de directement cibler le comportement a` pre´voir.
Il sera inte´ressant par la suite de mener de plus amples analyses, notamment en terme de
dimensions de domaines afin de profiter d’une turbulence plus de´veloppe´e et de Reynolds plus





6.1 Annexe A, normalisation des e´quations de
NS
Les grandeurs ge´ne´rales sont donne´es ci-dessous :
x = x0x
+ e = u20e
+
u = u0u
























La premie`re e´quation a` adimensionner au sein d’un code faisant appel a` la thermodynamique
des fluides est l’e´quation d’e´tat, dans notre cas l’e´quation des gaz parfaits.






















6.1.0.2 Vitesses de correction :
Afin d’e´viter une non conservation de la masse et de compenser la disparition nume´rique
de certaines espe`ces (notamment lors de chimies rapides), une vitesse de correction des espe`ces
a e´te´ imple´mente´e au sein du code Apshodele (une autre possibilite´ est d’utiliser une espe`ce















































Sur le meˆme principe, afin de respecter la conservation de l’e´nergie, une vitesse de correction












































6.1.0.3 Conservation de la masse :
































6.1.0.4 Conservation de la quantite´ de mouvement :













Et en remplac¸ant par les relations donne´es au-dessus, il est possible de re´e´crire l’e´quation.

























































































































































































En divisant l’e´quation de quantite´ de mouvement adimensionne´e par
ρ∞u20
x0
, on obtient la
forme finale suivante :

















6.1.0.5 Conservation des espe`ces :
















































































































































6.1.0.6 Conservation de l’e´nergie sensible :



























































































































































































































Pour finir il est ne´cessaire de traiter le terme de dissipation visqueuse, sur le meˆme principe





































































































Ce qui peut nettement se simplifier pour obtenir la forme finale :


































6.2 Annexe B : Calcul des coefficients du DF4





























































































































Nous cherchons ici la de´rive´ premie`re, soit f 1n. Il suffit donc d’inverser le syste`me pour obtenir
les coeficients voulus.
Methode d’inversion : afin de rendre le calcul peu couteux en temps, on de´place les ∆kx sur
le vecteur de droite. La matrice re´sultante est alors inversible soit par un syste`me simple, soit
avec une calculatrice formel. On trouve donc au final :



















1 −2.5 −1 1
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Soit donc pour le cas qui nous interesse :
f 1n = f
′
n =
fn−2 − 8fn−1 + 8fn+1 − fn−2
12∆x
(6.11)
Sur le meˆme principe, il est possible de retrouver les valeurs des coeficients pour les de´rive´es
premie`res de´centre´es, et les coefficents pour les de´rive´es secondes centre´es et de´centre´es :
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xi−4 xi−3 xi−2 xi−1 xi xi+1 xi+2 xi+3 xi+4 Erreur
3 -16 36 -48 25 h4/5
-1 6 -18 10 3 h4/20
1 -8 0 8 -1 h4/30
-3 -10 18 -6 1 h4/20
-25 48 -36 16 -3 h4/5




xi−5 xi−4 xi−3 xi−2 xi−1 xi xi+1 xi+2 xi+3 xi+4 xi+5 Erreur
-10 61 -156 214 -154 45 137h4/180
1 -6 14 -4 -15 10 13h4/180
-1 16 -30 16 -1 h4/90
10 -15 -4 14 -6 1 13h4/180
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