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By now it is a well-known fact, thanks to the work of S. Kakutani and 
J. L. Doob, that when we compose a harmonic function on [w” with a 
Brownian motion, the resulting process is a (local) martingale. This con- 
junction provides a way of viewing [w” from Wiener space with advantage. 
As regards HP spaces, “the magical world of Brownian motion,” as E. Stein 
[lo] has put it, has provided some new insights. However, as his work 
with C. Fefferman [4] has shown, real-variable techniques are much more 
flexible for the study of HP spaces. This lack of flexibility is due to the fact 
that martingale methods seem to be married to the analysis of harmonic 
functions of Brownian motion: the composition of an arbitrary (smooth) 
function with an [w”+ ’ valued Brownian motion is not a martingale. In fact, 
such a composition is a semi-martingale; that is, as a stochastic process, it 
is the sum of several martingales and a process of bounded variation. It is 
the presence of this bounded variation part that is the principal impedient 
to the application of martingale inequalities that are basic for HP theory 
from a probabilistic viewpoint. The aim of this paper is to show that this 
difficulty may be overcome by showing that one martingale component 
dominates the entire semi-martingale process, at least in the range 
l<p<co. 
Let us recall the context of the boundary value problem of HP theory, 
as treated by Fefferman and Stein [4]. We are given a tempered distribu- 
tion on Iw”, say f, and we extend this distribution to Iw;* ‘, the upper half- 
plane by convolution with a “bump” function 4, dilated by the parameter 
y>O. That is, 
qx, v) = f I_“, 4 (5) Ax’) dx’. 
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In particular, the HP norm of the distribution f given by 
llfllw=(, 
UP 
sup I@(& y)l p dx 
) 
3 o<p<co, 
Y>O 
does not depend on the “bump” function 4. (Here, of course, we assume 
that 4 is sufficiently smooth and that “independence” means the norms for 
each pair of bump functions are equivalent.) 
From the standpoint of martingale theory, the Poisson kernel plays a 
more distinguished role. If 4 is an arbitrary, smooth bump, then the best 
we can say about @(Z,) (Z, being n + l-dimensional Brownian motion 
from Z, E R “,“‘) is that it is a (local) semi-martingale: that is, @(Z,)= 
M, + A,, where M, is a local martingale and A,, t > 0, is a process of boun- 
ded total variation on every finite interval. The process A I, t > 0, is absent 
(that is, A, E 0) if and only if @ is harmonic. In other words, @(Z,) is a 
local martingale if and only if the bump 4 is the Poisson kernel. If we 
assume that 4 is the Poisson kernel, then the HP norm of f is equivalent 
to the Lp norm of a Brownian maximal function @*(o)=sup, I@(Zjw))(; 
that is, 
where the norm on the right is an integral over Brownian paths coming 
from infinity. (Although this process is unusual, it has the virtue of transla- 
tion and rotational invariance over parallel hyperplanes (R”, y) c Iw:+ ‘, as 
y varies in 0 < y < co.) The point we wish to emphasize is that “standard 
martingale inequalities” fail to hold for semi-martingales. However, when 
the semi-martingale @(Z,) arises from a convolution 4 * f; the situation 
can be rescued, to some degree. To be specific, let 4 be a function in the 
Schwartz class Y and @(x, y) = (4, *f)(x), where 4,(x) = v-“~$(x/y), and 
f is a function defined on IF!“. Let Z, = (X,, Y,) be a Brownian motion in 
R “,” ‘, starting from a fixed point (x0, yo), y, > 0, and killed when Y, hits 
zero. Then by the formula 
@(z,) = @(x0, Yo) + J-i g (Zs) dYs 
+ j; V,@(Z,) . dX, +; f; d@(Z,) ds. 
We will assume that @(x0, yo) tends to zero as y, increases, so that 
formally, time extends from -co to zero, and we have 
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(2) 
The process that appears in (1) has n + 1 local martingale components and 
a drift term; we shall speak of the corresponding terms from infinity in (2) 
as the martingale and drift terms, even though they are not, strictly speak- 
ing, even local martingales. The y-component process is most important, 
and we shall refer to it as the “little martingale” associated with @. We wish 
to compare two maximal functions; the first is associated with the semi- 
martingale @, 
@*= sup l@(Z,)l; 
-3C<f<O 
the second is associated with the little martingale, 
m*= SUP 
IJ 
I 
-co<t<o -co 
g (Z,) dY,. 
Our principal result is that 
Ilm*ll,= Il@*llp for l<p<co, 
under a suitable nondegeneracy condition on 4. One such nondegeneracy 
condition is due to Calderbn and Torchinsky [2]: Suppose 4 is such that 
its Fourier transform does not vanish identically along any ray from the 
origin. In particular, any nonnegative 4 satisfies this condition; we discuss 
this special case separetly. 
Before going further, the author would like to express his warmest 
gratitude to Martin Silverstein for many very rewarding and helpful 
conversations on these ideas. 
THE BACKGROUND RADIATION PROCESS AND 
TERMINAL CONDITIONAL EXPECTATIONS 
We set Z(t, y,) = (A’,, Y,), where Y, is a one-dimensional Brownian 
motion started at y, > 0 killed at 0, and X, is an independent Brownian 
motion with initial distribution Lebesgue measure on the hyperplane 
(W, yo) in RnC1. The processes Z(t, yo), as Y, varies, may be sewn together 
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to give a single process with Brownian increments from each parallel 
hyperplane in R”++ ‘. We refer to this construction as the background radia- 
tion processes IV++ ‘. It is given by a o-finite measure on paths whose y 
coordinate tends to infinity. There is a no natural time here; we have a flow 
rather than a process with a fixed origin in time. However, it will become 
clear that a convenient ime scale is given by fixing time zero at the bound- 
ary (y=O) of OX:+‘, then letting time run backwards from zero to -cc as 
the y-component of the path tends to infinity. With this convention, the 
paths are given a a-finite measure by requiring the increments to be 
Brownian between first passage times through parallel hyperplanes. 
Stochastic integrals with respect to this process may be formed for time 
intervals between first passage times. By a formal limiting argument, to be 
justified in context, we obtain random variables that are stochastic 
integrals over the entire time interval from - cc to zero. 
The background radiation process just constructed is a a-finite measure 
on path space. This a-finite measure may be decomposed into finite 
measures by conditioning the process to terminate at fied points x0 E R" at 
time zero. The construction of the conditional processes proceeds in the 
same manner with one exception. We start a Brownian process at an initial 
point (x’, y) E rW?++ ‘, then condition it to terminate at (x,, 0) using dila- 
tions of the Poisson kernel to obtain the conditional transition functions 
from the Brownian semi-group (Doob’s h-process for lfV++’ [S]). However, 
at level (x’, y) we insist that the initial distribution be given by the Poisson 
kernel with dilation y (in other words, the Cauchy distribution on R” with 
spread y > 0), rather than Lebesgue measure. With this choice we obtain a 
consistent family of probability measures at each level that may be 
extended to a probability measure on continuous paths in rW;+’ between 
(x,, 0) and infinity in the sense that the y-coordinate of each path tends to 
infinity. 
We can obtain another description of the conditional process by the 
technique of time reversal. We consider a process Z,* = (X,*, Y,*) with 
0 < s < co, where X,* is a Brownian motion started at x,, E R” and Y,* is an 
independent process with the same distribution as the modulus of a three- 
dimensional Brownian motion (the Bessel (3) process), started from y = 0. 
It can be shown that the background radiation process Z,, with its time 
running negatively, is equivalent to Z?,, as defined above. “Equivalence” 
here means that the two processes have the same distributions for passage 
times between parallel hyperplanes { R” x y, } and { R” x y2}, y, > y,. The 
passage times z, are first passage for Z,, where time runs from -cc to 0, 
and so become last passage times for Z: when time is reversed. (A com- 
plete exposition of these facts may be found in Meyer [9]. The background 
radiation process is an “approximate Markov process,” due to Hunt [S].) 
Now let (b be a test function from the class Y and f a C; function with 
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integral zero, so that @(x,, y) = (4, * f)(xo) tends to zero as y tends to 
infinity. Then we may write 
@(Z,) = J’ V@(Z,) dZ, + 4 1’ Ll@(Z,) ds, 
-cc -m 
(1’) 
where the stochastic integrals are interpreted by taking account of (1) and 
the construction of the Z, process. The process @(Z,) tends to f(q,) almost 
surely when t tends to 0 since Q, is continuous up to the boundary of W++ ‘,
and the paths Z, converge almost surely to (x,,, 0) under the conditional 
probability measure. In fact, it will be shown that each component in the 
sum (1’) tends to a limit along paths converging to (x,, 0). For the 
individual components, however, the limits are not path independent. For 
example, the component JLuo (&0/8y)(Z,) dY, will converge to a limit that 
depends on the entire path Z,. - cc < s < 0, and not just the terminal value 
(x030). 
THEOREM 1. Let q4 be a function in the class Y that is positive and radial, 
and f a CF function with integral zero. Then 
E 
0 a@ 
ay dys II xo = cfbo) 
-co 
almost everywhere (dx,). The constant c depends only on 4. 
Proqf: Define random variables 
s T; $VA dys, Y>O 
(2) 
(3) 
by starting Brownian motions from the hyperplane R” x y. The indicated 
Brownian stochastic integrals with respect to the y-component Brownian 
motion define a family of random variables indexed by the levels y. This 
family converges to a limit in L* with respect o the background radiation 
measure. To see this, note first that the transition density for the 
y-component Brownian motion is given by 
P?(Y,, y2) = ( exp -(Iv1 -Y212)-exp -(Iv, +Y*12) 1 2t 2t > 6 
and the potential kernel by 
s 
co P~(Y,, y2)d~=2min(ylV y2)=2(yl A y2). 
0 
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The transition density for the process Z, from W” x y is then 
&r(z19 z*)=PS)(Y*, YJ’P,(X1,X*), 
where pr(xI, xz) is the standard Brownian transition density in W”, and 
z, = (xi, vi), i = 1, 2. Therefore, using the notation for the stochastic integral 
described above, we have 
so that 
by Fubini’s theorem, together with the identification of the potential kernel 
given above. Therefore, 
where C depends only on the function q5. This last fact is from standard 
Fourier analysis: by Plancherel, we have 
and 
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All of this means that the family of variables (2) are uniformly bounded in 
L2, and by the same method we may check that they are in fact a 
convergent family as y tends to infinity. The limit is the random variable 
indicated in Theorem 1. In the same way, we give a sense to the variables 
jym (Nqy)(Z,) dX’,, i= 1,2, . . . n, and by the subtraction, to the variable 
f J; A@(Z,) ds. 
With these random variables well-defined for a large class of boundary 
functions f for a given mollifier 4, we may consider conditional expecta- 
tions of these variables, given terminal points on [w” x (0). There are two 
methods known to us for computing these conditional expectations: duality 
and time reversal. Here let us use time reversal, then remark on the duality 
method later on. (Both methods have been used before; see [S, 61.) An 
arbitrary martingale, subjected to a time-reversal transformation t -+ ( - t), 
does not retain its martingale character in general; indeed, the reversed 
process is not even adapted since the “past” becomes “future.” However, 
the “little martingale” in question here is not arbitrary; it has additional 
structure of a Markov character. The integrand of {fm (&D/+)(2,) dY,, 
depends on the past Z,., s’ <s, only through the present Z,, so that 
(&P/ay)(Z,) may as well be considered to be a function of the future Z,., 
s’>s. 
To see the effect of time reversal on the martingales in question, let 
f(x, y) be a smooth function defined on IF!:+ ’ and consider a “segment” of 
the forward process Z, + s, 0 6 s < t, where r is the time of a level crossing 
for the process Z, whose time parameter begins at -co. Let us suppress 
the variable r for the moment and write 
M,= ‘fV,) dys; s 0 
recall that M, is the limit of sums 
with AYsz= Y,!- Y,,-,. Reversing time has the effect of reversing the succes- 
sion O=s,<s, < . . . < s, = t. The reversed process Y,* is parametrized by 
the interval - t < s’ < 0 with - t = sb < s; < . . < s; = 0 and 
AY,T= Yz- Yz-, 
= Y;c_&, - YIL-,+, 
= -AYsn-,+,. 
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If we set n-i=j, then 
W’= f: f(Zs,+,)AYs, 
i=l 
n-1 
= iFo f(Zs,) A ys,+ I 
= 2 f(ZsnJ A&p,+, 
.j= n 
= - 1 f(Z;) A Y;. 
j=n 
As it stands, My does not approximate a semi-martingale with respect to 
the process Z,* since f(Zt), j= 1,2, . . . . n, does not have the correct 
measurability. However, 
so that 
Now let n tend to infinity and take account of the stochastic differential 
equation defining the Bessel (3) process Y:: 
dY:=dB,++ dt. 
We obtain 
lim My= - 
n-00 
I” f(Z;) dY,1- j” 8 (Z:) ds’ 
--I -I 
= -j-O f(Z;) dB,. - j-” f(Z,?)( Y,7)-’ ds’ -j-O g (Z:) ds’. 
--I --I --I 
Now let us write everything in the original time scale. The forward process 
begins at time t < 0, the time of a first crossing of some level y > 0, and 
continues until the y-component Brownian motion crosses zero. By 
580/87/l-15 
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definition, this final crossing takes place at time zero. With this change of 
notation, the above computation becomes 
j’+‘f(Z,) dY, = -jr f(Z,*) dB, -jr f(Z,*)( Y,*) ’ ds 
r i I 7 of 
-jr $ (Z,*) ds. 
T-I 
The same procedure may be applied to each component of the X, process 
with the result 
j’+‘f(Z,)dX:= -j7 
r T , 
f(Z,*)dX:- jr’-, g (Z,;)ds. 
I 
The effect of these transformations is to facilitate the computation of the 
conditional expectation given the terminal position x0. The reversed pro- 
cess on the right is a semi-martingale whose initial position is x0. There- 
fore, the conditional expectation given x0 may be treated as unconditional 
relative to a process starting at x0. With sufficient regularity, we may let t 
tend to “infinity” (in this case, -7) and compute the expectation explicitly: 
the first term, a stopped, centered martingale, has expectation zero, and the 
second is a “potential” term which we can evaluate in the case at hand. In 
fact, if we carry out this computation we obtain 
where the expectation on the right, E,,, is unconditional. 
For the case of interest, the function 
J‘(x, Y) = g (4 Y) = g (4.;f)(x)> 
where f(x) is the boundary function. Because f and q4 are “nice” functions, 
we may let the initial level y tend to infinity (so that r tends to -co) and 
write 
a E 
-00 
$f VJ dys II xo) 
=- Exe 5 (Z:)(Y,*)-‘+$ (Z:)] ds). 
Now we may use Fubini’s theorem to interchange the order of integrations 
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on the right. It is know that the green function for Zg, starting from 
x0 E R:“, is given by 
s 
02 gs(xo, 0; x, Y) ds = ‘Q~,(x, - x), (4) 
0 
where K,(x, -x) is the Poisson kernel for rWT+ ’ (see [4, 81). Therefore, we 
obtain 
E ’ ~(Z,)dYJ~x,)=-2j-j~(x’,y)K,(x,-x’)dx’dy 
-00 
-2 jg3 x’, y) yKy(xo - x’) dx’ dy. 
Now take the Fourier transform with respect o the x0 variable. The above 
expression becomes 
where ($), (@) are derivatives relative to the radial variable. Now, 
a change of variables y’ = l<l y allows us to show that the integral is 
independent of the value of 151. In other words, 
-2 i‘l Cl51 (~‘KY M)+Y 151’(6”)(v 151)le-Y’5’)4=C> 
0 
and it remains for us to verify that C # 0. The above integral is 
by partial integration, and since J(y) = $(yer), where e, is the first 
coordinate vector, we obtain 
-2 5 6(y)(yeey)’ & = -2 f d(x) f: e-iY’X’.X1(ye--y)‘dydx 
J2n 
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where c is spherical Lebesgue measure and x1 is the first coordinate spheri- 
cal variable. From here, we may write this as 
XI - 2i 1x1 x; - 1x12 x; 
( lx12 x: + 1)2 ddx,) d I-xl 
IxI”+’ j” ,xl2;‘+ 1j2 a(dx,) d I.4 
1 
since x1 is an odd function on the sphere. This last integral is strictly 
positive when q4 is a nonnegative function, which completes the proof. 
Now let us investigate the terminal conditional expectation of the little 
martingale when the mollifier 4 is positive but not necessarily radial. It 
turns out that we do not recover f in this case; nevertheless, not too much 
is lost. 
THEOREM 2. Let C/I be in the Schwartz class Y and f a smooth boundary 
function as in Theorem 1. Suppose that 4 is positive. Then 
’ E -a 5 (Z,) dys II xo)= TfM 
where T is a translation invariant singular integral operator such that the 
corresponding Fourier multiplier m(r) is homogeneous of degree zero and 
nonzero on the sphere C,- , . 
ProofI We revert to the computation in the proof of Theorem 1. There 
we showed that 
’ E 
-cc 
g (Z,) dY.5 II xo) 
= g (~3 Y) + Y $? (x, Y)) J$.(xo - xl dx 4 
As before, we take the Fourier transform relative to the variable x0 and 
obtain 
’ le -cc ~(%)dY,lI S)=Z jbc ~(y~(yr))e-ll(ld*j(e) 
* 
=2 s om g (YC) Y I51 epriSi 4 .$3 
= -2 Jam J(Y5) $ (y I51 e ““‘)dy.&). 
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The multiplier of f(c) may be computed as in the proof of Theorem 1: 
change variables y + y 1 t] and let 5’ be the spherical variable 5’ = </ 151. 
Then the multipler becomes 
iY 1% <'.X'(ye-Y), dx dy 
so that by Fubini’s theorem and partial integration in y, we obtain 
which is strictly positive on the sphere C, ~ r, as we have seen in the proof 
of Theorem 1. 
The fact that T is a singular integral operator now follows from the fact 
that 
for every differential monomial. (See Hormander [7].) 
MARTINGALE AND SEMI-MARTINGALE INEQUALITIES 
The identification of the conditional expectation in Theorems 1 and 2 
gives a method for proving that the little martingale is comparable in the 
HP-norm to the semi-martingale obtained by expressing @(Z,) as an Ito 
integral. In order not to labor the discussion with technicalities, let us con- 
tinue to assume that the boundary function f is smooth and compactly 
supported. Then we may associate three norms with f: its HP-norm as 
defined using the nontangential maximal function N(Q) of the extension CD; 
the HP-norm of the semi-martingale @(Z,) defined as the &-norm of the 
maximal function @* = sup, l@(Z,)l; and, finally, the &-norm of the 
maximal function of the little martingale 
THEOREM 3. Let q5 be a nonnegative function in the class Y. Then if the 
boundary function f has integral zero, 
for all 1 dp< 00. 
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Remarks. The natural condition for this equivalence is the non- 
degeneracy condition of Calderon and Torchinsky [2]: 
If 4 3 0, then I$( t)[ > 0 for all sufficiently small It 1, so that the (CT) condi- 
tion is satisfied. The reader should observe, in the course of the proof, that 
nonnegativity is used in one place only (Theorems 1 and 2). 
For the equivalence 
lIW@)ll, r IIW,~ o<p<co, 
and for the estimate 
for 0 <p < 2, the (CT) condition is the natural hypothesis. We are, 
however, unable at this time to obtain the full norm equivalence of the 
three functionals for the interval 0 < p < 1 under the general (CT) condi- 
tion. Therefore we have chosen to restrict ourselves to the case where 4 3 0 
in the interest of simplicity. 
Proof of Theorem 3. First, let us prove that IIN(@)ll,r Il@*llP in the 
given range of p. (Actually, the proof to be given is valid for the interval 
0 <p < 1 as well.) The argument hat llN(@)ll, E lI@*llP follows the lines of 
those given in [ 11, even though some of the details in the cited references 
apply only to harmonic functions. In fact, the inequality 
meas.(@* > A) 6 C meas.(N(@) > 2) 
holds for any extension @(f ), and this implies one side of the equivalence. 
To prove the other half of the equivalence, define the function 
and the extension Y(f )(x, y) = ($, *f)(x). By Theorem 4.6 of Calderon 
and Torchinsky [2], 
IINW, G cp llN@)ll,~ 
which provides one of the basic steps in the argument given in [ 1 ] that 
shows 
IIW@)llpG c, Il@*llp. 
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(In [l], the function 4 is the Poisson kernel, but this is not crucial; the 
essential feature is the norm estimate given above.) 
Now let us show’that the norm of the little martingale is equivalent to 
Il@*llp. First, consider the case p > 1 together with the additional assump- 
tion that 4 is positive and radial. In this case, by Theorem 1, we have 
and so by integration with respect to x0, and estimates due to Fefferman 
and Stein [4], 
When ~5 is positive, but not necessarily radial, we have by Theorem 2, 
1 Tf(x,)I = CE sp, g dys 11 xo). 
( 
Now Tf is a regular integral operator whose symbol F(<‘) is bounded 
below and smooth on the unit sphere. It follows that f-‘(c’) is also the 
symbol of a singular integral operator. It follows that T is invertible 
modulo constants, and if the boundary function f has integral zero we can 
apply, in order, the Fefferman-Stein estimates, the Calderon-Zygmund- 
Hormander theorem on L, boundedness of singular integral operators to 
T-l, and, finally, Theorem 2, to obtain 
llwvll”,~ cp Ilf II”, (=C, IIT-‘T-‘Tfll;) 
GCp IlT’fll; 
=C,E j” :dY, 
(I I) 
d C, ,,(j”;i /ij*,~p. 
P 
This proves the inequality 
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for 1 <p < cc when y5 is positive, but not the general case where 4 satisfies 
the hypothesis (CT). 
Let 4 be a function of the class Y, but otherwise unrestricted. We 
associate two quadratic functionals to Q(f): the Lusin area functional 
A’(@) given by taking the integral of IV@ * y1 pn over the cone f(x,) based 
at x0 with axis of symmetry the positive y coordinate axis in rWz+’ and the 
Brownian quadratic variation S’(f), obtained by integrating IV@/’ along 
the path Z,, - cc < s d 0, with respect o time ds. These two functionals are 
defined on different spaces (R” and path space, respectively), but we can 
compare their distributions. To this end, we use “meas.” to indicate 
Lebesgue measure on one hand, and the background radiation measure on 
the other. 
LEMMA 1. 
meas.(S>;1),<CA-‘/ A* + C meas.(A > A). 
{A 6i.J 
Proof: We construct a saw-toothed region over a set of boundary 
points that is approximately the set 
w= {x0: A(x,) < A}. 
Precisely, let WC be the complement in R” of the set W and let x* be the 
Hardy-Littlewood maximal function of the characteristic function of the 
set WC. Let W, be the complement of the set, where x* is greater than 
one-half, so that WE 2 WC. However, by the maximal theorem, 
meas.( WG) d C meas.( WC), 
and so WOs W is approximately the same as W. Form the saw-toothed 
region Wl over W, defined by 
w; = u f(x,). 
X” E Iv0 
Now, we consider S2(@) as a time functional. The basic relation between 
S’(Q) and A2(0) is given by the same terminal conditional expectation 
introduced earlier: 
A’(@)(x,,)=~j- IV@I*y’-“dxdy 
r( -VI 1 
(IW2 x rcx,,,)(Z,) ds II xo 
= ‘XS2Pxr(x,,) II ~“1. 
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This identification is verified by an interchange of the expectation and time 
integration, noting that the green function (3) is comparable to y’ en in the 
cone I-(x,). Write 
expressing the time in IV,+ and ( W,‘)” = WC, respectively. We estimate the 
distribution function of S(@xw,-) rather crudely: 
meas.(S(@X wi) > A) 6 meas.(paths hitting WC ) 
6 C meas.( WG) 
= C meas.(A(@) > A). 
(For the second inequality, see [4, pp. 163-1641.) 
For the remaining part S( @x ,+,; ) we use Chebyshev’s inequality, Fubini’s 
theorem, and the basic relation 
which finishes the proof of the lemma. 
The last (crucial) inequality is the raison d’he of W, rather than W. 
(See the discussion on pages 163-164 of [4].) 
To complete the discussion, we must show that 
But this inequality is a simple consequence of the closed graph theorem 
and the reverse inequality. The argument goes as follows: The space collec- 
tion of objects m of the form 
is a closed subspace of the Banach space JJ of all “martingales” built on 
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the sample paths of y,, - 03 <s < 0, where the norm on such an object is 
given by the norm of the limiting random variable. That is, if 
where U(S) is simply measurable on the past of the y-process, then 
0 
II mP II = 111 4s) b(s) 
~ 02 II P 
Burkholder’s LP-norm inequalities extend to this case, and 
for 1 <p<oo. 
Now we claim that the collection m is a closed subspace of the Banach 
space &? In fact, since 
Cauchy sequences in m correspond to convergence sequences in LJ’(R”). By 
Hijlder’s inequality, &is leads to the conclusion that 
uniformly for XE R”, for each fixed y > 0. Finally, this means that the 
limiting random variable 
This proves that m is closed in &t. This being so, we know that the 
boundedness of the map 
implies that the inverse map is also bounded by the closed graph theorem. 
This proves inequality (*). 
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The proof of Theorem 3 for the case p > 1 is therefore complete, and the 
case p = 1 remains. One direction, namely, 
has been proved in the above discussion. To obtain the other direction, we 
prove one more lemma. 
LEMMA 2. *Xlth the hypotheses of Theorem 2, we have 
E 
(I 
O g (Zs)dX II xo)=Rj(f)(x,), i = 1, 2, ,,., n. -cc 
Proof. Following the proof of Theorem 2, we see that 
I 
B 
( 
J”“- 
-00 
$f (Z,) dXj II(i) = 2 J: $ (~5) ytiepY 15’ dy .j’(t) 
1 
=&i(f)(T) 
=6af)(5), 
for i= 1, 2, . . . . n. Here Xf is the ith component of the “horizontal” 
Brownian motion, and T is the singular integral operator of Theorem 2. 
Therefore, we have 
for i- 1, . . . . n. We now use the fact that the space H1 may be given an 
equivalent norm by considering the sum XI= 1 II Ri f (I 1 + II f II 1. Since each 
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Riesz transform is a conditional expectation, we may use Jensen’s 
inequality as before to show 11 rfllH, 6 C [I (j”‘? 5 (&D/dy) dY,)* II 1. We also 
know that T-' is a singular integral operator and that singular integral 
operators are bounded on H' (Fefferman and Stein [4]). Therefore, 
the reverse inequality has already been shown. 
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