We analyse a dataset from the Offshore Reliability Data (OREDA) Database, looking for a model, which can be used to unveil aspects of the quality of the maintenance performed. To do so we must investigate the mathematical modelling of maintenance and repair of components that can fail due to a variety of failure mechanisms.
Introduction
In this paper we employ a model for components which fail due to one of a series of "competing" failure mechanisms, each acting independently upon the system. The components under consideration are repaired upon failure, but are also preventively maintained. The preventive maintenance (PM) is performed due to casual observation of an evolving failure. The maintenance need not be perfect; we use a version of an imperfect repair model to allow a flexible yet simple maintenance model. Our motivation for analysing this dataset is to estimate quantities, which describe the "goodness" of the maintenance crew; their ability to prevent failures by performing thorough maintenance at the Formally, we consider a mechanical component which is set into operation at time t = 0. We assume that the component is (as good as) new at that time. At some random times T 1 , T 2 , . . . the component fails. After failure the component is immediately repaired and put back into service. The data can Table 1 This dataset describes the service time of a single component over a period of 1659 time units taken from the OREDA data (OREDA 2002) . The failures are caused by different failure mechanisms, coded in the FM column. The failure mechanisms can roughly be grouped into to groups: One containing codes 1.0 -1.4; the other containing codes 2.0 -2.7. Each group of failure mechanisms is coded "hierarchically": For instance is 1.0 a general description of the failure mechanisms in the first group whereas codes 1.1 -1.4 are specialisations of this failure mechanism. The same coding is employed for the other group. Severity describes the criticality of the failure ("C" denotes critical failures, "D" are degraded failures, "I" are incipient failures, and "?" represent missing data). For confidentiality reasons all failure times are scaled with an undisclosed factor α (that is, if the true failure time is T i , the reported failure time is α · T i ; as this corresponds to a change of scale only, it does not change the validity of the following analysis).
now be given as an ordered sequence of points
where each point represents an event. Here Y i = inter-event time, i.e. time since previous event (time since start of service if i = 1)
We have to find a model for data of type (1). The basic ingredient in such a model is the hazard rate ψ(t) at time t, for a component which is new at time t = 0. We assume that ψ(t) is a continuous and integrable function on [0, ∞).
In practice it will be important to estimate ψ(·) since this information may, e.g., be used to plan future maintenance strategies.
The first thing we observe from our dataset is that when a failure is detected, the maintenance crew will repair the failure, and put the component back in operation. Thus, the dataset must be consider using theory for repairable systems (see e.g., (Ascher and Feingold 1984) ). The most frequently used models for repairable systems assume either perfect repair (renewal process models) or minimal repair (nonhomogeneous Poisson-process models). In our case this picture is complicated by the fact that the analysis is performed at the subunit level. Some of the maintainable items building up the compressor unit will be repaired thoroughly after an event, whereas others may be left as they are or given only minor adjustments. Hence, neither perfect nor minimal repair models may be appropriate, and we shall here adopt the imperfect repair model presented by Brown and Proschan (1983) . This will introduce one parameter, p, which is the probability of perfect repair for a preventive maintenance. This quantity is of interest since it can be used as indication of the quality of maintenance. The parameters may in practice be compared between plants and companies, and thereby unveil maintenance improvement potential.
The events can be categorised as either i) Critical failures, ii) Degraded failures iii) Incipient failures) or iv) External events (component taken out of service or some other random censoring). This information can be read off the Severity column in Table 1 . In the OREDA database a critical failure is an event that causes immediate and complete loss of a system's capability of providing its output. A degraded failure is defined as a failure that prevents the system from providing its output within specifications, and which may develop into a critical failure in time. An incipient failure is defined as a failure that not immediately causes loss of the system's capability of providing its output, but that could develop to a critical or degraded failure in the near future if not attended to. We will not distinguish between incipient and degraded failures in our analysis, but term both severities "Degraded". The development of a failure can be seen as depicted in Fig. 1 . We assume that the component is continuously deteriorating when used, so that the performance gradually degrades until it falls outside a preset acceptable margin. As soon as the performance is unacceptable, the component experiences a critical failure. Before the component fails it may exhibit inferior performance, which will be found as a degraded failure in our dataset. This is a "signal" to the maintenance crew that a critical failure is approaching, and that the inferior component may be repaired. In our dataset these "signals" are detected through continuous condition monitoring, observed production interference, or functional testing. When the maintenance crew intervenes and repairs a component before it fails critically, the repair action is called (an unscheduled) preventive maintenance. The maintenance crew will typically strive for avoiding critical failures, because they are considered more costly than the degraded ones.
Our model must take into account the relation between preventive maintenance and critical failures. As it is assumed that the component gives some kind of "signal", which will alert the maintenance crew, it is not reasonable to model the (potential) times for preventive maintenance and critical failures as stochastically independent. We shall therefore adopt the random signs censoring of Cooke (1996) . This will eventually introduce a single new parameter q, with interpretation as the probability that a critical failure is avoided by a preceding unscheduled preventive maintenance.
The dataset we analyse in this paper stems from a single component, but the analysis can easily be extended to a more general by assuming that all components fail independently of each other.
Basic ingredients of the model
In this section we describe and discuss the two main building blocks of the model we will use. In Section 3.1 we consider the concept of imperfect repair, as defined by Brown and Proschan (1983) . Then in Section 3.2 we introduce our basic model for the relation between preventive and corrective maintenance.
Imperfect repair
The repairable systems model we propose to use for this dataset is motivated by the imperfect repair model of Brown and Proschan (1983) , which we term the BP model in the following. We therefore start with a review of this model. As usual, we define T i to be the consecutive event times, and we use Y i for the inter-event times (time between events). For simplicity of notation we assume that the component is observed from time t = 0, and with the definition
. . , n where n is the number of events (see Figure 2 ). We use ψ(t) for the hazard rate for a component of "age" t, and
for the conditional intensity given F t − , the history of the counting process up to time t, see (Andersen et al. 1992) . Furthermore, N (t) is the number of events in (0, t] and N (t − ) is the number of events in (0, t). We will assume that failures are repaired immediately, and we disregard the time to repair. This notation enables us to repeat some of the most standard repair models:
is the time since the last event, i.e., age is measured by the inter-event times (Y in Figure 2 ); minimal repair is given by λ (t | F t − ) = ψ (t), that is, the age is equal to the calendar time (T in Figure 2) ; imperfect repair can be modelled by
is the effective age immediately after the last repair. In the BP model, Ξ N (t − ) is defined indirectly by letting a failed component be given perfect repair with probability p; with probability 1 − p it is treated with minimal repair. To determine Ξ i (i > 1) we therefore need both T (or Y ) and the maintenance history. Fig. 2 . We have three time dimensions to measure the age of a component: Age w.r.t. calendar time (T ), age w.r.t. inter-event times (Y ), and effective age (Ξ). The value of Ξ i , i > 1, depends upon both inter-event times as well as maintenance history. This is indicated by a dotted line for the Ξ i 's.
It is easy to see that for i ≥ 1 we have under the BP model that Ξ i = 0 with probability p and Ξ i = Ξ i−1 + Y i with probability 1 − p; Ξ 0 = 0 by definition. We can also express Ξ i by using the inter-event times:
with probability p Y i with probability p · (1 − p)
For simplicity of notation we follow (Kijima 1989) and introduce the random variable D i , used to denote the outcome of the repair after the i'th event; D i = 0 if it was a perfect repair and D i = 1 if it was minimal. The BP model with parameter p corresponds to assuming that all
. . , n; we will assume that D i may be unobserved. It follows that
Let h = {D 1 , D 2 , . . . , D n } be a repair history; that is, a set consisting of realisation of all maintenance actions telling if it was perfect or minimal. Let H be the set of possible repair histories. Note that |H| = 2 n−1 . (Strictly speaking, there are 2 n possible repair histories, but as the last maintenance action has no effect on the observed inter-event times we have no interest in the repair at the last event, and it suffices to consider 2 n−1 histories.)
Notice that we can express the conditional intensity given the history as
). Consequently, to make the BP model oper-ational, we only need the parameter p and the distribution function f Ξ (ξ) = ψ(ξ) exp(−Ψ(ξ)); Ψ(ξ) is the accumulated hazard, Ψ(ξ) = ξ u=0 ψ(u) du. Having defined those, the distribution function of the inter-event time Y i is to be calculated as One of our goals will be to estimate the BP-parameter p. It is a quantity of some interest, because it can be used as an indication of the quality of the performed maintenance. The parameter can be compared between plants and companies, and thereby unveil maintenance improvement potential (because it measures maintenance quality independent of the failure processes).
Modelling preventive maintenance versus critical failures
Recall from Section 2 that PM interventions are reported as degraded failures. Degraded failures censor critical failures, and the two types of failure may be highly correlated. We model the interaction between PM and critical failures as a competing risks problem. The "true" underlying competing risks model is not identifiable from a competing risks dataset, in particular can any dataset of this type be explained by a model of independent risks (Tsiatis 1975) . Bunea and Bedford (2002) investigate the result of this model uncertainty on maintenance optimisation, and conclude that the effect of making wrong model assumptions can be substantial. Input from domain experts and careful analysis of the information actually available in the dataset is therefore of major importance when deciding how to model the relationship between preventive maintenance and critical failures. In our case, the degraded failures are defined as a step towards critical failures (consider again Fig. 1 ). Maintenance personnel who find a component in a degraded state will (typically) repair it to avoid a critical failure, because critical failures usually lead to higher costs than repairing the degraded failure. Hence, it is reasonable to assume the competing risks to be positively correlated.
A number of possible ways to model interaction between degraded and critical failures are discussed by Cooke (1996) . We adopt one of these, called random signs censoring. In the notation introduced in Section 2 we consider here the case when we observe pairs (Y i , J i ) where the Y i are inter-event times whereas the J i are indicators of failure type (critical or degraded). For a typical pair (Y, J) we let Y be the minimum of the potential critical failure time X and the potential degraded failure time Z, while J = I(Z < X) is the indicator of the event {Z < X} (assuming that P (Z = X) = 0 and that there are no external events). Thus we have a competing risks problem. However, while X and Z would traditionally be treated as independent, random signs censoring makes them dependent in a special way.
The basic assumption of random signs censoring is that the event of successful preventive maintenance, {Z < X}, is stochastically independent of the potential critical failure time X. In other words, the conditional probability q(x) = P (Z < X|X = x) does not depend on the value of x.
Cooke (1996) does not fully describe random signs censoring, as the conditional density function f (z|X = x, Z < X) can be chosen arbitrarily. Lindqvist et al. (2004) develop a framework called the Repair Alert (RA) model. It is a special case of random signs censoring, where the existence of a continuous function G(t) such that
is assumed. Lindqvist et al. (2004) show that for any pair of sub-survival functions compatible with random signs censoring there exists exactly one repair alert model (under some regularity condition).
The repair alert model introduces the new parameters G(·) and q. Langseth and Lindqvist (2003) propose a special parametrisation of the RA model called the Intensity Proportional Repair Alert (IPRA) model. This model is defined as follows:
• Let X have hazard rate function ω(·) and cumulative hazard Ω(·).
• {Z < X} and X are stochastically independent.
• Conditionally, given Z < X and X = x, the distribution of the intervention time Z satisfies
Thus, the IPRA model is a repair alert model where G(t) = Ω(t). The IPRA model therefore assumes the conditional density of Z proportional to the intensity of the underlying failure process. This seems like a coarse but somewhat reasonable description of the behaviour of a competent maintenance crew. The assumptions above determine the distribution for Y = min(X, Z) as
where Ie(t) = ∞ t exp(−u)/u du is known as the exponential integral (Abramowitz and Stegun 1965) .
Using the IPRA model, we define the distribution of Y , the time to the next event for a component as good as new, from the hazard rate of the failure process, ω(t), and the parameter q. In particular, this defines ψ(t), the intensity of events. Finally, we can use this to calculate the conditional intensity given the history, which is given as λ (t | F t − ) = ψ Ξ N (t − ) + t − T N (t − ) under the BP-model. Langseth and Lindqvist (2003) prove identifiability in this combined model.
The data analysis
In this section we will generate a formal test for the applicability of the combined model for the present dataset. We will assume that the underlying distribution of failures (the distribution of X, when using the notation of Section 3.2) follows the log-normal distribution.
Estimation of φ(t) under imperfect repair
One of the fundamental statistics when working with competing risks models is the probability of repair beyond t, P (Z < X|Z ≥ t, X ≥ t), denoted φ(t) by Cooke (1996) . One reason for this quantity to be of such importance is that many classes of models give a unique footprint in terms of the set of possible functions φ(t) they can give rise to. For example, the repair alert models are characterised as the set of models for which φ(t) < φ(0) for all t > 0 (recall that φ(0) = q). Similarly, it is simple algebraic manipulations to see that the footprint of the IPRA model can be expressed as
To test if the IPRA model fits our dataset well we would like to compare the observed φ(·) to the functional relationship prescribed by Equation (9). However, to do so we must be able to calculate φ(·) also when the data stems from a repairable system.
Under perfect repair, we use the relationship φ(t) = P (Z<X,Z≥t) P (Z<X,Z≥t)+P (Z>X,X≥t) to generate the consistent estimatorφ(t) = {#z > t}/ ({#z > t} + {#x > t}); we use {#z > t} to denote the number of observed events where {Z < X, Z > t} and similarly {#x > t} represents the number of observed events where {Z > X, X > t}. When we turn to the imperfect repair, things are not that simple: We do not know the effective age of the component as it fails, and are therefore not able to calculate {#x > t} and {#z > t} directly. Note, however, that we are able to calculate these numbers when we condition on a particular repair history, and the correct way of estimating φ(t) under the BP model would be to sum over all possible repair historieŝ
where φ(t) now must be calculated as a function of p and therefore is denoted φ(t|p). However, these calculations come at the computational cost of order O(2 n+m ). In our case, this corresponds to summing approximately 10 25 terms, a computationally prohibitive task.
We therefore need an approximation toφ(t|p). Our first approach is based on sampling. In particular, we sample N repair histories h i , and definê
Obviously,φ N (t|p) converges toφ(t|p) a.s. as N → ∞. We can therefore approximate φ(t|p) at the cost O (N (n + m) ). In practice, however, N must be chosen quite large to offer reasonable results, and this motivates a different approximation:
where P (z j + Ξ j−1 > t|x, z) and P (x i + Ξ i−1 > t|x, z) can be calculated using Equation (3). It is a consequence of Slutsky's theorem thatφ S (t|p) is 2 ) operations. The applicability of the two approximations for our dataset can be seen in Fig. 3 . They give similar results in this case (n = 12, m = 30, N = 1000), althoughφ S (t|p) appears smoother for larger values of t. In the following we useφ S (t|p) as our approximation ofφ(t|p) if not stating otherwise.
Testing the applicability of IPRA
To use the IPRA model we make two assumptions:
(1) The Repair Alert model must be applicable; φ(t|p) < φ(0|p) for all t > 0.
(2) Among the RA models, the IPRA model is to be chosen; G(t) = Ω(t).
It is natural to consider a two-stage test: First test if the "true" (underlying) φ(t|p) is dominated at zero, thereafter test if IPRA is a good candidate among the RA models. However, there does not, to the best of our knowledge, exist any test for the applicability of RA under imperfect repair. Dewan et al. (2002) show how U -statistics can be used to test various hypothesis regarding φ(t), but it is not obvious how the test statistic behaves when the model is integrated into the repairable systems framework. Therefore, we will not proceed along these lines here, but rather propose to use parametric bootstrap (see, e.g., (Efron and Tibshirani 1993) ) to test the IPRA model directly. We want to use the footprint in Equation (9) as our starting point for this test. By substituting u = Ω(t), we express the IPRA footprint as
Note that this footprint only implicitly depends on the cumulative hazard Ω(t). Fig. 4 shows v(u|q) (Ω(t) and q fitted by maximum likelihood parameters) together with its observed values. We get a reasonable fit for small values of u, whereas the fit is rather poor for u > 1.5. However, the number of data points in this part of the model is rather small and the poor fit might therefore be expected. (When the system is as good as new there is a probability of exp(−1.5) = .78 of failure beyond that time, and even some of these events will be censored by earlier maintenance.)
To formally test how applicable the combined model is for this dataset, we define ∆ as the area between the theoretical footprint and the observed values in Fig. 4 . A large value of ∆ will suggest that the combination of IPRA and BP should be rejected. We use parametric bootstrap to approximate ∆'s distribution. The approximated density function, calledf (B) (δ) in Fig. 5 , can be used to make formal inference regarding the model. The dataset gives ∆ = .65, and from the bootstrap distribution we find that P (B) (∆ > .65 | H 0 ) = 0.6. Hence, we accept the hypothesis that IPRA combined with BP defines an appropriate class of models for this dataset.
Do we need a repairable systems model
To this end we have fitted a IPRA model for the time between events, and added a BP model on top of that to model the repair of the system. The test in the last section accepted the hypothesis that this combined model generated the dataset in Table 1 . The maximum likelihood parametrisation of the model was to usep = .74 in the BP model, combined with the IPRA-model whereq = .65, and the underlying failure process was assumed to follow the Log Normal distributions; we used the maximum likelihood estimates for the parameters:μ = 3.7 andτ 2 = 1.8 2 .
To test whether the repairable system part of the model is required, we use the likelihood ratio test. The full model as outlined in Section 3 (p = .74) obtains a log likelihood of −212.1. The IPRA as renewal process (all repairs are perfect; p = 1) gives log likelihood of −214.4, which is significantly poorer than the full model at level 0.03. IPRA as a nonhomogeneous Poisson Process (all repairs are minimal; p = 0) gives log likelihood of −258.9, which is significantly poorer than the full model at all reasonable levels. We therefore conclude that the repairable systems model is indeed required (et level .03); this is in accordance with expert knowledge, which also points towards perfect and minimal repair models being unacceptable.
Conclusions
In this paper we have analysed a dataset from the OREDA database (OREDA 2002) describing a compressor system. We fitted a competing risks model and coupled that with the imperfect repair. Inference was done to verify that this model was capable of describing the dataset well.
We stress that due to non-identifiability of competing risks problems we cannot really infer that IPRA combined with the BP model is the correct model for the present dataset. We can only conclude that the data does not reject this combined model, and that if we where to choose a building-block among the RA models, then IPRA can be a reasonable alternative (this is also strengthened by the fact that IPRA is inexpensive w.r.t. the number of required parameter). To be advocating this model we would need to discuss the assumptions of RA with domain experts.
Leaving non-identifiability issues aside, the main goal of our analysis has been to find parameters that describe the quality of the performed maintenance. We have fitted maximum likelihood parameters, and found that the maintenance crew's "thoroughness" is quantified by the parameter p (p = .74) and their "eagerness" by q (q = .65). It is our belief that these numbers, together with information about the annual maintenance expenditure and the number of critical failures that occur per year, characterise the efficiency of the maintenance at a level that can be compared between different maintenance crews and even between different installations.
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