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Abstract. We consider the extended linear complementarity problem (XLCP) introduced by Mangasarian and
Pang [22], of which the horizontal and vertical linear complementarity problems are two special cases. We give
some new sufﬁcient conditions for every stationary point of the natural bilinear program associated with XLCP to
be a solution of XLCP. We further propose some unconstrained and bound constrained reformulations for XLCP,
and study the properties of their stationary points under assumptions similar to those for the bilinear program.
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1. Introduction
The extended linear complementarity problem (XLCP) introduced by Mangasarian and
Pang [22], is to ﬁnd a pair of vectors x and y in <n such that
Mx¡Ny 2P;x ¸ 0 ;y ¸ 0 ;h x;yi =0 ; (1)
where M and N are two real matrices of order m £ n, P is a polyhedral set in <m, and
h¢;¢i denotes the usual inner product. Throughout the paper we assume that the feasible set
of XLCP is nonempty :
f(x;y) j Mx¡Ny 2P;x¸0;y¸0g6 =; :
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In the special case when m = n and P is a singleton, XLCP reduces to the horizontal linear
complementarity problem which has been a subject of extensive research is recent years
[34,14,1,32,12,31]. IfonefurtherassumesthatN istheidentitymatrix, thentheclassical
linear complementarity problem [2] is obtained.
Associated with XLCP is the natural bilinear program (BLP)
minimize hx;yi
subject to Mx¡Ny 2P;x¸0 ;y¸0 : (2)
Clearly, a pair of vectors (x;y) solves XLCP if and only if (x;y) is a global minimizer
of BLP with zero optimal value. In [22], Mangasarian and Pang established a number of
properties of XLCP and related BLP. Among other things, it was shown that if the matrix
MN>iscopositiveonthedualoftherecessionconeofthesetP, theneveryKarush-Kuhn-
Tucker (KKT) point of (2) is a solution of XLCP. A further study of XLCP and associated
BLP was undertaken by Gowda [13]. For example, copositiveness of MN> was replaced
byamoregeneralX-row-sufﬁciencyproperty. Itwasalsopointedoutinthelatterreference
that the XLCP stated here is essentially equivalent to the “general linear complementarity
problem” considered by Ye [33] in the context of interior points algorithms.
In this paper, we give some new sufﬁcient conditions for every KKT point of BLP (2)
to be a solution of XLCP (1). Our primary goal, however, is to derive some optimization
reformulations which are, just like BLP, equivalent to the original problem XLCP, yet
their feasible sets have simpler structure. Consider, for a moment, the classical linear
complementarity problem of ﬁnding a z 2< nsuch that
z ¸ 0;Q z + q ¸ 0 ;h z;Qz +qi =0 ;
where Q is an n£n matrix and q 2< n. The natural quadratic problem that one associates
with LCP is (see [2])
minimize hz;Qz +qi
subject to z ¸ 0;Q z+ q¸0 :
It is well known that this quadratic program is, in general, not very useful for solving the
LCP,inpartbecauseitsfeasiblesettypicallyhasafairlycomplicatedstructure. Clearly, sit-
uation with the BLP (2) associated with XLCP is very similar. In recent years, considerable
amount of research on complementarity problems has focused on obtaining optimization
reformulations with simple constraints. Of particular interest are unconstrained reformula-
tions (for example, [24, 19, 15, 6, 16, 26, 4, 18, 20, 17, 23]) and reformulations where the
feasible set contains only nonnegativity constraints (see [10, 24, 9, 3, 30, 7]). Research in
this direction is vast and is by no means limited to the cited references. For example, bound
constrained reformulations can be also constructed for the variational inequality problem
[27].
Motivatedbytheabovementioneddevelopmentsforstandardcomplementarityproblems,
we propose a number of smooth optimization reformulations for XLCP of the form
minimize f(x;y): =p ( x;y)+Ã( x;y)
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where the set B in <2n contains only some nonnegativity constraints if any at all, the
function p is a smooth external penalization for the polyhedral set P,
p(x;y)
½
=0 if Mx¡Ny 2P
>0 otherwise ,
and Ã is a nonnegative “complementarity function” satisfying the condition
(x;y) 2B ;Ã ( x;y)=0 () x ¸ 0;y ¸ 0 ;h x;yi =0 :
Obviously, the appropriate choice of Ã depends on the choice of the set B. And of course,
some additional conditions will have to be imposed on the function Ã to obtain useful
reformulations. We consider two types of problems. For the ﬁrst one, B is the nonnegative
orthant in <2n, i.e.
B = f(x;y) 2< 2 njx¸0 ;y¸0g:
We consider several complementarity functions. First of all, we can choose as Ã the square
of the bilinear function itself :
Ã1(x;y): =
1
2
( h x;yi)2:
This function Ã1 has been used for other types of problems in [8, 9]. Another possible
choice which we shall study is
Ã2(x;y): =
1
2
n X
i =1
x2
iy2
i :
A related least squares formulation has been employed for standard complementarity prob-
lems in [25]. The function Ã2 has an advantage over Ã1 in that it grows somewhat slower
on the nonnegative orthant.
Given that all feasible x and y are nonnegative for this choice of B, it is tempting to
consider the bilinear function itself
Ã3(x;y): =h x;yi;
which is simpler than either Ã1 or Ã2. However, as we shall see, using this function results
in reformulations with weaker properties (see also remarks in [9]).
Note that the functions Ã1 and Ã2 are essentially of growth order four. We therefore also
consider the following functions which have quadratic growth (thus, in general, one would
expect them to be more attractive computationally). These functions are well known in
complementarity literature :
Ã4(x;y): =
1
2
n X
i =1
µq
x2
i + y2
i ¡ xi ¡ yi
¶2
;
which is the (squared) Fischer-Burmeister function [5, 16, 4]; the implicit Lagrangian
function [24, 29]
Ã5(x;y): =h x;yi +
1
2®
¡
k(x ¡ ®y)+k2 ¡k x k 2+k ( y¡®x)+k2 ¡k yk 2¢
;190 SOLODOV
where (¢)+ stands for the projection operator onto the nonnegative orthant, and ®>1is a
parameter; and the restricted implicit Lagrangian [10, 24, 29]
Ã6(x;y): =h x;yi +
1
2®
¡
k(x ¡ ®y)+k2 ¡k x k 2¢
:
For functions Ã4 and Ã5 we also consider the unconstrained reformulations with
B = <2n:
Thepaperisorganizedasfollows. InSection2,westudytheBLP(2)andgivesomesufﬁ-
cient conditions which guarantee that every KKT point of BLP solves the XLCP. In Section
3 we consider the bound constrained reformulations, and in Section 4 the unconstrained
reformulations. We establish the equivalence between their stationary points and solutions
of XLCP under some of the same assumptions used for the bilinear program. Section 5
contains concluding remarks.
Throughout this paper, we assume that the polyhedral set P in <m appearing in the
statement of XLCP (1) is represented as
P = fu 2< mjGu ¸ gg;
where G is some k£m real matrix and g 2< k. For this representation, the recession cone
[28] of the set P is the set
0+P = fu 2< mjGu ¸ 0g;
and its dual is
(0+P)¤ = fv 2< mjh v;ui¸0for all u 2 0+Pg
= fv 2< mjv=G >¹for some ¹ ¸ 0g;
where G> denotes the transpose of matrix G. Finally, we recall that a square matrix Q is
said to be copositive on a cone K if hQv;vi¸0for all v 2K , and strictly copositive if the
latter inequality is strict for all 0 6= v 2K .
2. The Bilinear Program
We start with some sufﬁcient conditions for every KKT point of the bilinear program
minimize hx;yi
subject to x ¸ 0;y¸0 ;G ( Mx¡Ny)¸g (4)
to be a solution of the XLCP. Note that the ﬁrst condition in Theorem 1 below has been
establishedin[22]. Weincludeitsproofforcompleteness. Theothertwoconditionsappear
to be new. It should be noted that the second condition in Theorem 1 cannot be satisﬁed for
the horizontal LCP, because in that case P is a singleton and, hence, (0+P)¤ is the whole
space. However, it is not difﬁcult to construct examples when this condition holds in the
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in Theorem 1, observe that it is equivalent to saying that (0;0) is a solution of XLCP. Of
course, to obtain this trivial solution, no reformulations are needed. However, the XLCP
may have other solutions, and the BLP may have other KKT points. Theorem 1 guarantees
that if (0;0) 2Pthen all KKT points of BLP are solutions of XLCP.
Theorem 1 Suppose that one of the following three conditions is satisﬁed :
(i) The matrix MN> is copositive on (0+P)¤.
(ii) It holds that M>v · 0 and N>v ¸ 0 for all v 2 (0+P)¤.
(iii) It holds that (0;0) 2P.
Then every KKT point of the BLP solves the XLCP.
Proof: If (x;y) is a KKT point of (4) then there exist vectors ¹ 2< kand t;s 2< nsuch
that (see, for example, [21])
y ¡ M>G>¹ ¡ t =0 ;x + N > G > ¹ ¡ s =0 ;
0=h x;ti = hy;si = h¹;GMx ¡ GNy ¡ gi;
GMx ¡ GNy ¡ g ¸ 0;¹ ¸ 0 ; x;y;t;s¸0:
Suppose that assumption (i) is satisﬁed. Using the KKT conditions, we obtain
0 ·h x;yi = hx;yi¡h x;ti¡h y;si+ht;si¡h t;si
= hx ¡ s;y ¡ ti¡h t;si
= ¡hN>G>¹;M>G>¹i¡h t;si
= ¡hMN>(G>¹);G >¹i¡h t;si·0 ;
where the last inequality follows from copositivity of MN> on (0+P)¤ and the fact that
G>¹ 2 (0+P)¤, and nonnegativity of t and s. It immediately follows that hx;yi =0 , and
hence (x;y) is a solution of XLCP.
Now suppose that assumption (ii) holds. We have that
0=h x;ti + hy;si
= hx;y ¡ M>G>¹i + hy;x+N>G>¹i
=2 h x;yi¡h x;M>G>¹i + hy;N>G>¹i: (5)
Under the assumption that M>v · 0;N > v¸0 for all v 2 (0+P)¤, it follows from
nonnegativity of x and y that each of the terms in the right-hand-side of (5) is nonnegative.
Hence they are all zero. In particular, hx;yi =0and (x;y) solves the XLCP.
Finally, let the last condition (iii) hold. Since (0;0) 2P, it follows that 0 ¸ g. From (5)
we further obtain
0=2 h x;yi¡h Mx¡Ny;G>¹i
=2 h x;yi¡h GMx ¡ GNy ¡ g;¹i¡h g;¹i
=2 h x;yi¡h g;¹i;192 SOLODOV
where the last equality follows from the KKT conditions. Because g · 0 while ¹ ¸ 0,
both terms in the right-hand-side of the latter inequality are nonnegative. Hence hx;yi =0
and (x;y) is a solution of XLCP.
In [13], an X-row-sufﬁciency property was introduced. In particular, a pair of matrices
M and N is said to be X-row-sufﬁcient with respect to a polyhedral set P if the following
property holds :
v 2 (0+P)¤; (M>v)i (N>v)i · 0;i =1 ;:::;n = )
(M>v) i (N>v) i =0 ;i =1 ;:::;n:
It is easy to see that (i), i.e. copositiveness of MN>on (0+P)¤, implies X-row-sufﬁciency
with respect to P. Note that (ii), on the other hand, implies that the matrix ¡MN> is
copositive on (0+P)¤.
Corollary 1 If the feasible region of BLP is nonempty and one of the assumptions of
Theorem 1 is satisﬁed, then XLCP is solvable.
Proof: The result follows from the fact that the quadratic objective function of the BLP
is always bounded below on the feasible region. Thus BLP has solutions whenever it is
feasible. Theorem 1 further guarantees that these solutions of BLP solve the XLCP under
the given assumptions.
3. Bound Constrained Reformulations
We now turn our attention to bound constrained reformulations. For simplicity, we shall
consider only one exterior penalty function for the set P. In particular, we shall use
p(x;y): =
1
2
k ( ¡ GMx + GNy + g)+k2;
where k¢kis the 2-norm. The problem under consideration is therefore the following :
minimize (1=2)k(¡GMx + GNy + g)+k2 + Ã(x;y)
subject to x ¸ 0;y¸0 : (6)
In principle, one could use some of the other smooth penalty functions as well.
To establish the equivalence of KKT points of (6) and solutions of XLCP (1), we require
the complementarity function Ã to possess (some of) the following properties :
I. Ã(x;y) ¸ 0 for all x ¸ 0;y¸0 ; moreover Ã(x;y)=0 () hx;yi =0 .
II. x ¸ 0;y ¸ 0 ;hrxÃ(x;y);ryÃ(x;y)i·0= )Ã ( x;y)=0 .
III. Ã(x;y)=0 = )r ( x;y)Ã(x;y)=0 .
IV. xi =0 ;y i¸0= )[ r y Ã ( x;y)]i =0 and
yi =0 ;x i¸0= )[ r x Ã ( x;y)]i =0 .
V. hx;rxÃ(x;y)i + hy;ryÃ(x;y)i = cÃ(x;y), where c>0 .SOME OPTIMIZATION REFORMULATIONS 193
VI. hrxÃ(x;y);ryÃ(x;y)i¸0 for all x ¸ 0;y¸0 .
The properties listed above are quite natural. Before proceeding with the analysis, we show
that some complementarity functions of interest satisfy all of them.
Lemma 1 Complementarity functions Ã1;Ã 2and Ã4 satisfy all properties I-VI; Ã3 sat-
isﬁes all properties except III; Ã5 satisﬁes all properties except II; and Ã6 satisﬁes all
properties except II and III.
Proof: For functions Ã1;Ã 2and Ã3, the assertions can be checked by direct observation.
For the Fischer-Burmeister function Ã4, all properties except V are well known (see, for
example, [11]). We proceed to prove V. Let
'(a;b): =
1
2
³ p
a 2+b 2¡a¡b
´ 2
:
With this notation,
Ã4(x;y)=
n X
i =1
'(xi;y i):
Let 'a and 'b denote partial derivatives of ' with respect to a and b, respectively. If
a = b =0 , clearly a'a(a;b)+b'b(a;b)=0=2 ' ( a;b). Assume now that a 6=0or
b 6=0 . Then we can write
'a(a;b)=
³ p
a 2+b 2¡a¡b
´µ
a
p
a 2+b 2¡1
¶
;
and similarly for 'b(a;b). Then we have
a'a(a;b)+b'b(a;b)=
³ p
a 2+ b 2¡ a ¡ b
´ µ
a 2
p
a 2+ b 2¡ a +
b 2
p
a 2+ b 2¡ b
¶
=
³ p
a 2+ b 2¡ a ¡ b
´ 2
=2 ' ( a;b):
Summing up for all i, we obtain Property V.
FortheimplicitLagrangianÃ5,propertiesI,IIIandVIarealsowellknown(see[24,3,23]).
Let
'(a;b): =ab +
1
2®
¡
(a ¡ ®b)2
+ ¡ a2 +( b¡®a)2
+ ¡ b2¢
:
We then have
Ã5(x;y)=
n X
i =1
'(xi;y i):
Observe that
'a(a;b)=b+
1
®
((a ¡ ®b)+ ¡ a ¡ ®(b ¡ ®a)+)194 SOLODOV
and
'b(a;b)=a+
1
®
( ¡ ® ( a¡®b)+ +( b¡®a)+ ¡ b):
Property IV can now be veriﬁed directly. Furthermore,
a'a(a;b)+b'b(a;b)=ab ¡
a2
®
+
a
®
(a ¡ ®b)+ ¡ a(b ¡ ®a)+
+ab ¡
b2
®
¡ b(a ¡ ®b)+ +
b
®
(b ¡ ®a)+
=2 ab ¡
1
®
(a2 + b2)+
1
®
( a¡®b)2
+ +
1
®
(b ¡ ®a)2
+
=2 ' ( a;b);
from which Property V follows.
The restricted implicit Lagrangian Ã6 can be analyzed similarly; we omit the details.
It should be noted that for some of the complementarity functions, the properties con-
sidered above can be further strengthened. In I-VI we only list what seem to be minimal
conditions necessary in the context of this paper.
We next establish that provided Ã satisﬁes appropriate assumptions, every KKT point of
(6) is a solution of XLCP under precisely the same conditions that guarantee this property
for the BLP (4). We point out that (6) has the advantage over the latter in that its feasible
set has simple structure.
Theorem 2 Suppose that one of the following four sets of assumptions is satisﬁed :
(i) The function Ã satisﬁes I,II,III,IV; and the matrix MN> is copositive on (0+P)¤.
(ii) The function Ã satisﬁes I,III,V; and it holds that M>v · 0 and N>v ¸ 0 for all
v 2 (0+P)¤.
(iii) The function Ã satisﬁes I,V; and (0;0) 2P.
(iv) The function Ã satisﬁes I,III,IV,V,VI; and the matrix MN> is strictly copositive on
(0+P)¤.
Then every KKT point of (6) solves XLCP.
Proof: Letusdenotev := G>(¡GMx+GNy+g)+. Observethatv 2 (0+P)¤ because
(¡GMx+GNy+g)+ ¸ 0. Let(x;y)beaKKTpointof(6). Thenthereexisttwovectors
t;s 2< nsuch that
¡M>v + rxÃ(x;y) ¡ t =0 ;N > v + r y Ã ( x;y) ¡ s =0 ; (7)
0=h x;ti = hy;si; x;y;t;s¸0: (8)SOME OPTIMIZATION REFORMULATIONS 195
We further obtain
¡hMN>v;vi = ¡hM>v;N>vi
= hrxÃ(x;y) ¡ t;ryÃ(x;y) ¡ si
¸h r x Ã ( x;y);ryÃ(x;y)i¡h t;ryÃ(x;y)i¡h s;rxÃ(x;y)i; (9)
where the inequality follows from the nonnegativity of t and s.
Suppose that the assumptions in (i) are satisﬁed. Note that if for some i 2f 1 ;:::;ngit
holds that ti > 0 then (8) implies that xi =0 . In that case, by Property IV, it follows that
[ryÃ(x;y)]i =0 . Hence,
ht;ryÃ(x;y)i =0 :
By the same argument, also
hs;rxÃ(x;y)i =0 :
It now follows from (9) and the copositiveness of MN> on (0+P)¤ that
0 ¸h r xÃ ( x;y);ryÃ(x;y)i:
By Property II, we conclude that Ã(x;y)=0 . We also have that x ¸ 0 and y ¸ 0.
Therefore, by Property I, hx;yi =0 .
It remains to establish that Mx¡Ny 2P . By Property III, Ã(x;y)=0implies that
r(x;y)Ã(x;y)=0 . Recalling the deﬁnition of v, it is easy to see that KKT conditions
(7),(8) for problem (6) reduce to the KKT conditions for the following convex program :
minimize (1=2)k(¡GMx + GNy + g)+k2
subject to x ¸ 0;y¸0 : (10)
It follows that (x;y) is a global solution of this problem. Hence because of the feasibility
of the given XLCP, (¡GMx + GNy + g)+ =0 , i.e. Mx¡Ny 2P. Therefore (x;y) is
a solution of XLCP.
Now suppose that the assumptions in (ii) are satisﬁed. Using KKT conditions (7),(8) and
Property V, we obtain
0=h x;ti + hy;si
= hx;rxÃ(x;y)i + hy;ryÃ(x;y)i¡h x;M>vi + hy;N>vi
= cÃ(x;y) ¡h x;M>vi + hy;N>vi: (11)
Since it holds that M>v · 0 and N>v ¸ 0 for v 2 (0+P)¤, it follows from nonnegativity
of x and y that all terms in the right-hand-side of the above equality are zero. In particular,
Ã(x;y)=0and, by Property I, hx;yi =0 . Now using Property III, the proof that
Mx¡Ny 2Pfollows as before by considering (10).
Suppose now that the conditions in (iii) hold. By (11) we further obtain
0=cÃ(x;y)+h¡Mx+Ny;vi
= cÃ(x;y)+h G ( ¡ Mx+Ny)+g;(¡GMx + GNy + g)+i
¡hg;(¡GMx + GNy + g)+i
= cÃ(x;y)+k ( ¡ GMx + GNy + g)+k2 ¡h g;(¡GMx + GNy + g)+i:196 SOLODOV
Since (0;0) 2P ,w eh a v eg·0 ; from the above we see that Ã(x;y)=0and (¡GMx +
GNy¡g)+ =0 . Together with nonnegativity of x and y, and taking into account Property
I, this means that (x;y) solves XLCP.
Finally, suppose that the assumptions in (iv) are satisﬁed. By (9) and Properties IV and
VI, we obtain that
¡hMN>v;vi¸0 :
By strict copositiveness of MN> on (0+P)¤, it follows that v =0 . By KKT conditions
(7),(8) and Property V, we further obtain
0=h x;rxÃ(x;y) ¡ ti + hy;ryÃ(x;y) ¡ si
= hx;rxÃ(x;y)i + hy;ryÃ(x;y)i
= cÃ(x;y):
By Property I, it now follows that hx;yi =0 . The proof that Mx¡Ny 2Pfollows as
before, using (10) and Property III.
Remark. It can be seen from the proof of Theorem 2 that every KKT point of (6) which
is feasible with respect to the set P is necessarily a solution of XLCP, provided Ã satis-
ﬁes Properties I and V (note that all functions considered in this paper possess these two
properties).
According to Lemma 1 and Theorem 2, all KKT points of the bound constrained mini-
mizationproblem(6)aresolutionsoftheXLCPunderpreciselythesameconditionsneeded
for the BLP, provided the functions Ã1;Ã 2or Ã4 are used in (6). If one is to use in (6)
the bilinear function itself (i.e. Ã3), then the equivalence holds only if (0;0) 2P . So this
reformulation has much weaker properties, which is consistent with observations made in
[9]. For the implicit Lagrangian Ã5, the equivalences hold under the same assumptions as
forÃ1;Ã 2orÃ4,exceptthatcopositivenessofMN>on(0+P)¤ hastobereplacedbystrict
copositiveness. This is also consistent with some results [11] for standard complementarity
problems.
We also tried to use the feasible set
B = f(x;y) j x ¸ 0g
thuskeepingonlynonnegativityconstraintsforx,asonewouldnaturallytryfortherestricted
implicit Lagrangian Ã6 (or another function considered in [30]). While some results can
still be obtained with those reformulations, they seem to be overall weaker than Theorem
2.
4. Unconstrained Reformulations
We now consider the unconstrained problem
min
(x;y)2<2n
1
2
k(¡GMx + GNy + g)+k2 + Ã(x;y): (12)SOME OPTIMIZATION REFORMULATIONS 197
Naturally, one might expect this problem to be useful for resolving the XLCP only if Ã is
an unconstrained complementarity function. The two most interesting (smooth) functions
of this class are the Fischer-Burmeister function Ã4 [5, 16, 4] and the implicit Lagrangian
Ã5 [24, 29].
To establish the equivalence of stationary points of (12) and solutions of XLCP (1), we
require the complementarity function Ã to possess (some of) the following properties :
I. Ã(x;y) ¸ 0 for all x; y ; moreover
Ã(x;y)=0 () x ¸ 0;y¸0 ;h x;yi =0 .
II. hrxÃ(x;y);ryÃ(x;y)i¸0 for all x; y.
III. hrxÃ(x;y);ryÃ(x;y)i =0 = ) Ã ( x;y)=0 .
IV. Ã(x;y)=0 () r (x;y)Ã(x;y)=0 .
V. hx;rxÃ(x;y)i + hy;ryÃ(x;y)i = cÃ(x;y), where c>0 .
These properties are standard, except for V which has been established in Lemma 1. Thus
we omit the proofs.
Lemma 2 The function Ã4 satisﬁes all properties I-V; Ã5 satisﬁes all properties except
for III.
We next describe conditions which guarantee that stationary points of the unconstrained
problem (12) are solutions of the XLCP.
Theorem 3 Suppose that one of the following three sets of conditions is satisﬁed :
(i) The function Ã satisﬁes I,II,III,IV; and matrix MN> is copositive on (0+P)¤.
(ii) The function Ã satisﬁes I,II,IV; and matrix MN> is strictly copositive on (0+P)¤.
(iii) The function Ã satisﬁes I,V; and (0;0) 2P.
Then every stationary point of (12) is a solution of XLCP.
Proof: Let (x;y) be a stationary point of problem (12). Then we have
¡M>v + rxÃ(x;y)=0 (13)
and
N>v + ryÃ(x;y)=0 ; (14)
where v := G>(¡GMx + GNy + g)+ 2 (0+P)¤. It follows that
0=¡hM>v;N>vi¡h M>v;ryÃ(x;y)i
= ¡hMN>v;vi¡h r xÃ( x;y);ryÃ(x;y)i: (15)
Suppose that the assumptions in (i) are satisﬁed. Copositiveness of MN> on (0+P)¤ and
Property II imply that
hrxÃ(x;y);ryÃ(x;y)i =0 :198 SOLODOV
By Property III, Ã(x;y)=0 . Hence, by Property I, x ¸ 0;y¸0and hx;yi =0 .
It remains to show that Mx¡Ny 2P. By Property IV, Ã(x;y)=0implies that
rxÃ(x;y)=r yÃ ( x;y)=0 :
Therefore the stationarity conditions (13), (14) for problem (12) reduce to the condition
that
0=r ( x;y)k(¡GMx + GNy + g)+k2:
In view of convexity and the fact that the set P is nonempty, the latter equality implies that
(¡GMx + GNy + g)+ =0 , i.e. Mx¡Ny 2P, and we have that (x;y) solves XLCP.
Now suppose that the assumptions in (ii) hold. By strict copositiveness of MN> on
(0+P)¤, and Property II, it follows from (15) that 0=v=G >( ¡ GMx + GNy + g)+.
Then the stationarity conditions (13), (14) for problem (12) reduce to
rxÃ(x;y)=0 and ryÃ(x;y)=0 ;
that is r(x;y)Ã(x;y)=0 . By Property IV, we conclude that Ã(x;y)=0 . Therefore, by
Property I, x and y are complementary. The proof that Mx¡Ny 2Pfollows as before.
Assume now that (iii) is satisﬁed. We have
0=h x;¡M>v + rxÃ(x;y)i + hy;N>v +ryÃ(x;y)i
= hx;rxÃ(x;y)i + hy;ryÃ(x;y)i + h¡Mx+Ny;vi
=2 Ã ( x;y)+h¡GMx + GNy + g;(¡GMx + GNy + g)+i
¡hg;(¡GMx + GNy + g)+i
=2 Ã ( x;y)+k ( ¡ GMx + GNy + g)+k2 ¡h g;(¡GMx + GNy + g)+i;
where the third equation follows from Property V. Since (0;0) 2P, we have that g · 0.I t
now follows that (¡GMx + GNy + g)+ =0and Ã(x;y)=0 . By Property I, (x;y) is a
solution of XLCP.
5. Concluding Remarks
We have studied several optimization reformulations for the extended linear complemen-
tarity problem. For the bilinear programming reformulation, some new conditions were
established which guarantee that every Karush-Kuhn-Tucker point of the reformulation is
a solution of the XLCP. We also proposed some new unconstrained and bound constrained
reformulations, and established the equivalence of their stationary points to the solutions
of XLCP under the same assumptions used for the bilinear program.
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