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ABSTRACT
There has been considerable interest in constructing pen-based intelligent tutoring systems
due to the natural interaction metaphor and low cognitive load afforded by pen-based interaction.
We believe that pen-based intelligent tutoring systems can be further enhanced by integrating an-
imation techniques. In this work, we explore methods for recognizing and animating sketched
physics diagrams. Our methodologies enable an Intelligent Tutoring System (ITS) to understand
the scenario and requirements posed by a given problem statement and to couple this knowledge
with a computational model of the student’s handwritten solution.
These pieces of information are used to construct meaningful animations and feedback
mechanisms that can highlight errors in student solutions. We have constructed a prototype ITS that
can recognize mathematics and diagrams in a handwritten solution and infer implicit relationships
among diagram elements, mathematics and annotations such as arrows and dotted lines. We use
natural language processing to identify the domain of a given problem, and use this information
to select one or more of four domain-specific physics simulators to animate the user’s sketched
diagram. We enable students to use their answers to guide animation behavior and also describe
a novel algorithm for checking recognized student solutions. We provide examples of scenarios
that can be modeled using our prototype system and discuss the strengths and weaknesses of our
current prototype.
iii
Additionally, we present the findings of a user study that aimed to identify animation re-
quirements for physics tutoring systems. We describe a taxonomy for categorizing different types
of animations for physics problems and highlight how the taxonomy can be used to define require-
ments for 50 physics problems chosen from a university textbook. We also present a discussion
of 56 handwritten solutions acquired from physics students and describe how suitable animations
could be constructed for each of them.
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Intelligent Tutoring Systems (ITS) are an important area of research. In recent years, several re-
searchers have attempted to use pen-based input to create better intelligent tutoring systems for
a variety of domains such as Circuit Analysis [53, 72, 229], Chemistry [156, 198], Mechanical
Design [5, 104, 153], Mathematics [14, 31, 48, 98, 120], Computer Science [33, 103], and Intro-
ductory Physics [17, 40, 121, 123, 174].
This interest in using pen interaction to build educational software is well founded because
pen-based interfaces are natural and transparent [1], allow users to input mathematics faster than
typing [12, 13] and may help reduce cognitive load on students compared to menu-based sys-
tems [194, 195]. A good discussion of the affordances of pen-based interfaces for educational
software is presented in [14] and [17]. In summary, pen-based interaction closely mimics the ease
of using pen and paper to take notes and communicate ideas, and is more natural than using a
WIMP-based system or typing up solutions. These factors make pen-based interaction particularly
suitable for educational software.
The act of drawing (or sketching)1 is an important part of the design process [129, 106,
204, 205] and has important benefits in science education [3, 117, 208]. Larkin and Simon [117]
examine the importance of visualization and drawing, concluding: ”Diagrams can group together
all information that is used together, thus avoiding large amounts of search for the elements needed
to make a problem solving inference”.
1For clarity, drawing or sketching is different from writing text or mathematics. It relates either to freeform sketch-
ing or using domain specific notation for diagramming.
1
Additionally, diagrams represent information in a spatial rather than a sequential manner
(a.k.a textually), enabling easier spatial inferences [117]. Spatial skills have been found to cor-
relate strongly with improved performance in STEM2 disciplines [208]. Additionally, sketching
diagrams has positive benefits for students in the form of increased engagement and improved
learning [3]. In conclusion, drawing is an integral aspect of problem solving in science. Pen-based
input provides the ability to leverage the natural problem solving behavior, including writing math-
ematics and sketching diagrams for constructing a unique class of intelligent tutoring systems.
Figure 1.1: Friction problem statement taken from University Physics 13 Ed [226], Page 129.
An important goal is to understand the natural workflow that students employ in scientific
problem solving, so that it can be supported in a tutoring system. Alvarado et al. [7] have done
preliminary work in this vein with respect to drawing logic diagrams. For physics, it is instruc-
tive to examine some physics problems and their solutions. Figure 1.1 depicts the statement of
a multipart kinematics problem that requires the application of f = ma for a correct solution.
Figure 1.2 shows a written solution acquired from a student for this problem. The solution demon-
strates that writing mathematics and making diagrams are two integral aspects of problem solving.
The solution in Figure 1.2 shows a sketched diagram that has been annotated with arrows, distance
measurements and an equation for force. Both parts of the solution are clearly labeled. For part
(a), the student uses the equation of motion (S = v0t + 12at
2) to reach an answer. For part (b),
the student first uses the principle of work done to derive a value for the velocity which is used to
reach the required answer. Alternatively, it is also possible to solve part (b) with just the equations
2Science, Technology, Engineering and Mathematics
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of motion (Use v21 − v20 = 2aS to derive velocity). When we examine the contents of this solution,
the diagram was sketched to model the scenario of the assigned problem and it was annotated with
the initial conditions provided in the statement. The student used physics and mathematics princi-
ples to write a series of equations which lead to an answer which was a numeric quantity in both
these instances. Generally, the answer to a physics problem may be a function or a number, and in
special cases, an identity or a statement.
Figure 1.2: A handwritten solution for the kinematics problem presented in Figure 1.1.
On paper, the solution to a solved problem is static, providing no insight into how the
answer would affect the scenario provided in the problem. Research indicates that when solving
mechanical problems, many people report consciously simulating what would happen [44, 101,
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181, 182]. Hegarty [87] presents a good introduction to various aspects of mental animation as
applied to mechanical reasoning. We hypothesize that by providing the ability to animate student’s
diagrams, we will be able to construct better tutoring systems, because, on paper, the answer to
an assigned problem in mathematics or science itself does little to impart intuitive knowledge to a
student.
Our primary research goal, therefore, is to investigate methods and techniques to enhance
the state-of-the-art for pen-based intelligent tutoring systems in the domain of physics, with an em-
phasis on supporting natural workflow and providing animation support for sketched diagrams. To
support a natural workflow, students must be allowed to write in an unconstrained manner. An ITS
must also develop a deep understanding of each student’s problem solving process including what
is asked in the statement, what has the student written down, and abilities to reason about sketched
diagram(s). We hypothesize that given this level of understanding, an ITS will be better suited to
check solutions for correctness, provide meaningful feedback, and aid knowledge scaffolding and
student learning.
1.1 Motivating Examples
This section presents three example problems taken from Young and Freedman’s University Physics
13th Edition [226] that demonstrate the desired functionality of our proposed system and also high-
light inherent research challenges.
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Figure 1.3: Source: University Physics 13 Ed [226], Page 116. In this example, the textbook
provides the answer and also indicates possible strategies for a student to approach such problems.
1.1.1 Example 1: Acceleration of a Moving Box
Figure 1.3 shows an worked example taken from a university level physics textbook. The task
is to find the acceleration of a box moving under the action of a horizontal force. The scenario
involves 1-Dimensional motion and requires the use of the f = ma equation along the x-axis to
find the answer. However, if considered from the perspective of an intelligent tutoring system, there
are several complex issues. First, there is the problem of specification. Each problem statement
assigned to students must be properly instrumented by an instructor or teaching assistant. This is
necessary because the system needs to be aware of what information is provided to the student
if it is to judge whether the student has used the information correctly. Second, if the problem
was solved in an unconstrained manner ( e.g., freeform input with pen and paper.), then sketch
recognition principles need to be applied to:
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• Disambiguate the diagram and its annotations from the equations in the solution.
• Construct a computational model of the diagram by recognizing its elements and correlating
them with their annotations.
• Recognize the mathematical equations in the solution and infer their logical ordering.
• Determine if the solution is mathematically and logically sound.
Finally, there is the need to animate the sketched diagram by using the derived answer. For
this purpose, the ITS needs information about the domain of the problem in order to use the proper
animation mechanisms. Additionally, knowledge of domain-specific mathematical notation is also
required to understand and use the student’s answer for animation.
1.1.2 Example 2: Deduce Mass Using Force Equation
Figure 1.4: Source: University Physics 13 Ed [226], Page 129.
Figure 1.4 shows the statement of a simple kinematics problem that can be solved by the
direct application of f = ma. Figure 1.5 depicts three solutions to this problem collected from
students. All three solutions use the same physics principle to solve the problem yet there is
significant variation in the notation used. Figure 1.5(a) annotates the diagram with the initial
conditions, while Figure 1.5(c) writes down the initial conditions and only labels the forces on
the diagram. Figure 1.5(c) also labels an arrow for the normal force acting on the box which is
6
extraneous information for the problem at hand. Figure 1.5(b) does not draw a diagram and also
shows how the units for mass are derived in his solution.
(a) Solution1 (b) Solution2 (c) Solution3
Figure 1.5: Three solutions to the physics problem presented in Figure 1.4 that use the same
principle (f = ma) to solve the problem, yet show wide variation in notation and diagrams.
These solutions show that even for a simple problem, there is potentially huge variation in
how students sketch diagrams and write down their solutions. This is in agreement with the findings
of Alvarado et al. [7] one of which is explicitly stated as ‘Symbol recognizers must incorporate a
wide range of drawing styles (for most users)’.
1.1.3 Example 3: Motion Under Constant Acceleration
Figure 1.6: Source: University Physics 13 Ed [226], Page 130.
Figure 1.6 shows the statement of a another kinematics problem. Figure 1.7 depicts two so-
lutions to this problem collected from students. Again, we observe significant variation in notation
between both solutions, which use the same physics principle (equation of motion S = v0t+ 12at
2)
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to solve the problem. The diagram in Figure 1.7(a) consists of a large box labeled with mass and
annotated with arrows for weight and force. Figure 1.5(b), on the other hand, contains a free body
diagram consisting of a point mass annotated with labeled arrows. Figure 1.7(b) also includes text
phrases, interspersed within the solution that explain the student’s reasoning.
(a) Solution1 (b) Solution2
Figure 1.7: Two solutions to the physics problem presented in Figure 1.6 that use the same principle
(S = v0t+ 12at
2) to solve the problem, yet show wide variation in notation and diagrams.
1.2 Proposed Features for Pen-based Intelligent Tutors
The solutions presented in Figures 1.2, 1.5, and 1.7 clearly demonstrate that mathematical equa-
tions and sketched diagrams are the most important aspects of written solutions. However, notation
and problem solving strategy can vary widely, even for relatively simple problems. Diagrams con-
tained within physics solutions contain complex, interrelated elements, such as shapes (denoting
moving objects), annotation symbols, labels, equations denoting initial conditions, and possible
text phrases explaining the student’s reasoning.
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We propose the following set of high-level features for pen-based physics tutoring systems:
1. Natural Workflow: The ability to solve a given problem in a natural manner. In mathematics
and physics, the workflow begins with a text statement outlining a scenario. A student
then provides a handwritten solution containing diagram(s) and mathematical equations. We
believe that providing an approximation of unconstrained pen-input is the ideal interaction
metaphor for this purpose.
2. Deep Understanding: Given a problem and its handwritten solution, the tutoring system
should be able to:
• Infer what information is provided to the student, e.g., what are the initial conditions in
the problem statement?
• Understand the objective of the question. Is the student asked to compute the value of
some quantity or derive a function?
• Construct a computational model for the diagram in the solution.
• Construct a computational model for the mathematical steps in the solution.
3. Multiple Sources of Input: In order to achieve the deep understanding goal, sketch recogni-
tion techniques alone are not enough. The tutoring system must use different input sources
in parallel: the text of a given problem, the mathematical steps in the solution, and possibly,
contextual information provided by the instructor (problem authoring)3.
4. Integrated Domain Knowledge: A tutoring system must necessarily incorporate knowledge
about its target domain(s). This knowledge enables the system to understand the recognized
solution to a given problem, in light of the notation and rules of a particular domain. Domain
3One of our guiding principles is to minimize the need for authoring and instrumenting by instructors and teaching
assistants. This makes the deep understanding goal more difficult, as metadata for the assigned problem must now
be inferred rather than specified by a power user. In this work, we utilize Natural Language Processing techniques to
extract this information from the problem statement.
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knowledge can be used to aid the recognition process by providing contextual clues for
diagram elements. Additionally, it can be used to determine if the student has correctly used
mathematical and physics rules, given the requirements inferred from the text of the problem.
5. Animation Capabilities: Given the importance of visual feedback and animation [44, 87, 101,
117, 181, 182], an tutoring system should be able to animate the diagram(s) in a student’s
solution. Students should be able to interact with and manipulate the animation of sketched
diagrams, by use of hand-written mathematics and/or gestures. This functionality enables
students to explore alternate answers to a given scenario. This is important because the
ability to construct models of alternate possibilities leads to an improvement in reasoning
capabilities [101].
6. Feedback: Feedback can take several forms. First, the ITS should be able to detect and
highlight mistakes in a given solution. Second, students should be able to view how physics
quantities vary over time. Graphing is an important tool in this respect. Step by step feedback
and error highlighting may also be used for knowledge scaffolding [217].
1.3 Research Challenges
We need to address three fundamental challenges to reach out stated goals: 1) parsing a text state-
ment via natural language processing, 2) recognition of a written solution to generate a computa-
tional model for animation and feedback, and 3) the ability to animate a recognized diagram. A
sizable body of work exists for generating realistic physics animations in video games and simu-
lation [22, 21, 61, 213, 140]. Such techniques can be adapted for tutoring purposes [40, 41, 42].
However, the task of making an animation system general enough to deal with a variety of physics
concepts is non-trivial and poses significant design challenges. With respect to natural language
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processing, our needs are modest and can be met via simple heuristics built around existing frame-
works such as SharpNLP [180] which provides a wrapper around the powerful WordNet lexical
database [62, 139].
Therefore, unconstrained sketch recognition is the most challenging research question for
our goals. Animation techniques are well-known for narrow domains but using them in a gen-
eral purpose system presents a significant design challenge. Given a written solution, there is an
initial need to distinguish the mathematical steps from diagram(s) and associated annotations. Ide-
ally, sketched diagrams and mathematical equations in the solution ought to be two separate input
modalities 4, but in unconstrained solutions, they must be separated by the use of sketch recog-
nition techniques. The recognition problem is made harder by the fact that some mathematical
equations are part of the sketched diagram in the form of annotations.
Reliable recognition of mathematical equations is another important challenge. With re-
spect to handwriting and mathematics recognition, evidence suggests that adult users are not will-
ing to accept accuracies lower than 97% [114] while children are willing to accept accuracies as
low as 91% [167], allowing us to specify theoretical bounds on the required recognition accuracy
for a tutoring system as between 91% to 97%. These figures also correspond well with human
recognition of handwriting, which ranges from 94.9% to 96.5% [148].
Research challenges for understanding physics diagrams can be summarized as [40]:
1. Unknown Elements: The number of diagram elements in a target domain should be well-
known, so that recognition systems can be customized for them. However, given the vast
scale of physics problems, the number of potential diagram elements is potentially bound-
less.
4Indeed, some existing pen-based systems [98, 17, 123, 121] treat diagrams and solution steps as separate input
modalities by forcing users to draw and write in separate panes on the same interface. We believe this approach
detracts from the natural interaction afforded by pen-based systems and induces extraneous cognitive load.
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2. Inference of Context: Oftentimes, there are multiple ways of sketching a diagram, which
can be annotated and labeled with arrows, dotted lines, alphanumeric symbols and even
equations 5. Similar annotations can carry different meaning in different contexts.
3. Partial Specification: The information contained in sketched diagrams may be incomplete or
even redundant in some cases. Such scenarios can be confusing from a recognition stand-
point.
4. Imprecision: Sketched diagrams are approximate, by nature. Their purpose is to condense
and clarify the provided information to aid the problem solving process. From an animation
perspective, an imprecise diagram may lead to an incorrect animation, necessitating the use
of sketch beautification techniques to properly represent user intent.
We envision the use of animation as a core feedback mechanism in future tutoring systems.
Existing animation systems can be tailored to specific types of problems. However, for intelligent
tutoring, it is unfeasible to write specific animation scenarios for particular problems. Therefore,
intelligent tutoring systems must support general-purpose animation mechanisms which can be
used in conjunction with pen-based input. Yet, any such animation mechanism must be limited by
definition, i.e., it will always be possible to find examples of physics problems from the targeted do-
main that cannot be handled by it (due to generality). The key design challenge here is to describe
general animation behaviors that will allow a student to build an animation for a representative
sample of problems for a particular domain by using a small set of diagram elements.
5This set of annotations is not exhaustive. Depending on the chosen domain, different annotation symbols may
need to be supported.
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1.4 Reader’s Guide
This document is outlined in the following manner. Chapter 2 presents a review of existing work
related to sketch understanding and physics tutoring. We outline the high-level design and the user
interface of our prototype tutoring system in Chapter 3. Chapters 4 and 5 describe our strategies for
1) extracting information from the problem statement and 2) recognizing and beautifying written
solutions and diagrams. Chapter 6 describes our framework for animating recognized physics
diagrams. In Chapter 7, we outline a method for modeling recognized solution steps and describe
rules for verifying the correctness of a written solution. Next, Chapter 8 presents examples of
physics problems taken from a textbook and modeled using our prototype system. This chapter
also discusses the limitations of our methodology and identifies categories of animations that need
to be supported for physics solutions. In Chapter 9, we analyze 50 physics problems selected
from a university level textbook [226] for animation requirements. Chapter 9 also discusses how a
corpus of 56 student solutions may be animated. Chapter 10 concludes this work by summarizing
its contributions and outlining avenues of future work.
A brief description of our earlier prototypes is given in Appendix A. Appendix B con-
tains IRB approval and closure letters for our user study which was used to construct the dataset




Figure 2.1: Two-part kinematics problem from University Physics 13 Ed [226], Page 165.
2.1 Sketch Recognition and Understanding
Pen-based systems provide the ability to manipulate a computer system via a stylus. Sophisticated
methods and techniques are needed to parse and understand sketches drawn by users. The goal
of sketch recognition systems is to construct models of input sketches in order to do something
interesting. Sketch recognition systems are either interactive (update model after each ink stroke),
work in batch mode (process entire sketch in one go, triggered by either a gesture or a button
press) or mixed mode (can work in both batch and interactive modes). Gestures can be employed
to control various aspects of the user experience.
These choices depend on the chosen objectives of the system and have direct design and us-
ability implications [30, 209]. User perception of sketch recognition has been explored by Wais et
al. [209], who conclude that 1) Users prefer to trigger recognition once they have finished drawing
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2) The method of triggering recognition must be reliable1. Additionally, they also tested methods
for indicating annotations and receiving recognition feedback. Similarly, Bott et al. [30] have ex-
plored user preferences for batch and realtime recognition feedback for math recognition results
via a Wizard of Oz study. Their findings indicate that recognition accuracy has little impact on
user preference of feedback mechanism which is instead dictated by the amount of mathematical
equations a user is expected to write. In particular, Bott et al [30] found that users prefer realtime
feedback when they are expected to write more than a one expression.
Each sketch consists of a collection of digital ink strokes representing different categories
of data: text (letters, dots, words, phrases, sentences), mathematics (numbers and equations), and
drawings (art, scientific diagrams, tables, etc). There is considerable variation in writing styles
and notation between different domains and even between individual users, leading to immense
differences in sketched symbols in each of the above categories [131]. Symbols can be written in
different sizes, positions, and orientations (rotation and tilting). Users can speed up or slow down
their writing while tracing different parts of the same ink strokes. This variation in writing speed
is measurable and can serve as an important feature for recognition. Similarly, pause time between
ink strokes can also be an important feature for recognition [7]. Users sometimes finish their
ink strokes with flourishes2. Furthermore, users can sometimes add ink strokes that are intended
to correct something drawn earlier3. From a user’s perspective, a sketch is logically organized
into regions containing different types of data. Identification of such regions is a difficult research
problem in itself. Some of these issues are highlighted in the two-part solution shown in Figure 2.2,
which corresponds to the statement in Figure 2.1.
1In their experiments, users preferred the button press method over gesture based recognition, because it was
consistently more reliable.
2Such flourishes at or near the terminal points of ink strokes are called hooks [119] or tails [84] in sketch recognition
literature.
3Such extraneous strokes are usually intended to fix or extend existing ink and include behaviors such as overtrac-
ing, continuation, touching up, and unintentional strokes [84].
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Figure 2.2: A handwritten solution to the problem presented in Figure 2.1. The interesting (from a
sketch understanding perspective) elements of the solution are marked for demonstrative purposes.
In conclusion, sketch understanding is a complex problem at a low level. Extracting high-
level information from a sketch is yet harder. As mentioned before, there is wide variation in
domain-specific notation and individual handwriting. Domain symbols (unistroke or multistroke)
must be considered in groups to extract interesting information. Additionally, contextual infor-
mation, typically encoded as a set of domain-specific rules assumes a critical importance at this
stage. For example, in Figure 2.2, a low level recognition engine may recognize the numbers and
letters in the equations and text. However, a high-level recognizer must group recognized letters
and numbers with shapes and use physics domain knowledge to understand the units and formulae.
Resolving ambiguity is a difficult problem, and in our opinion, may not always be possible (e.g.,
see the regions marked ‘ambiguous’ in Figure 2.2).
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Figure 2.3: A typical sketch recognition workflow is depicted here consisting of ink preprocessing,
stroke grouping/segmentation, a classification step subdivided into a low and high level recognition
steps, and a final beautification step.
2.1.1 The Ideal Sketch Recognition Pipeline
Sketch understanding systems are usually organized as a sequential pipeline (depicted in Fig-
ure 2.3. Initially, ink strokes are preprocessed to remove noise and prepare them for recogni-
tion, followed by an optional grouping (also called segmentation) step4. Then, low-level domain-
agnostic recognizer(s) are employed to extract sketched symbols. Recognized symbols are exam-
ined in the context of domain-specific rules (which may possibly trigger reclassification if some-
thing illogical is detected) to construct a model of the input sketch. At this point, the job of the
4Grouping or Segmentation is an interesting and non-trivial problem. It is inextricably linked to low- and high-
level recognition. Deciding which strokes are to be combined to create a single symbol is a partial solution to the
symbol recognition problem. Similarly, at a higher level, deciding which groupings of domain symbols are interesting
requires the knowledge about notation and domain context. Common methods for grouping ink strokes rely on spatial
proximity, temporal order, and encoded context rules. There is considerable flexibility in this step. It can be a part
of low and high level recognition or can be performed as a separate preprocessing step. Sometimes, ink strokes must
be subdivided during this step to create sub-strokes that correspond to unique domain symbols. For example, the text
fragments in Figure 2.2 are written in joined handwriting and need to be segmented. Yet, the F in the mathematics is
written with 3 different ink strokes, which need to be grouped.
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sketch understanding system is over and the model is passed onto some other module in the system
for further computation and/or interaction.
2.1.2 Ink Preprocessing
An input sketch is a collection of digital ink strokes, each of which is represented by a sequence of
2D points with position (x,y), timestamp, pen pressure (usually as a floating point number in the
0-1 range) and tilt information5. Different pen-input systems (on a hardware level) may support
different subsets of these raw features. However, position (x,y) and timing are always available.
During preprocessing, ink strokes in the input sketch are cleaned and prepared for classification.
Sezgin et al. [176] proposed a recognition methodology consisting of approximation, beautifica-
tion, and basic recognition. This strategy is useful for low-level recognition in simple domains
where the number of symbols and contextual rules for beautifying them are well known. However
for complex domains, this approach is inadequate. Preprocessing can consist of several tasks:
• Dehooking [119]: Removal of areas of sharp curvature near the terminal points of each ink
stroke. Hooks are usually artifacts of the sketching process and can confuse cusp detectors
by adding false positives.
• Noise Filtering: Use filtering methods (from signal processing) to smooth the points in each
ink stroke. This remove kinks and constructs a more uniform view for classification.
• Resampling: Users draw ink strokes with variable speed, leading to a high density of points
in some areas of the stroke. During resampling, interpolation methods are used to reduce
each stroke to a fixed number of equidistant points. This strategy is used in several corner
finding and stroke classification methods [88, 89, 215, 216, 219].
5In the past, ink strokes have also been represented by 2D pixel matrices but such representations are quite uncom-
mon nowadays.
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• Cusp (Corner) Detection: Cusps or Corners are points of sharp curvature in the ink stroke.
They play an important role in stroke segmentation and low level recognition [176, 161]6.
Strategies for cusp detection usually examine geometric and temporal features of stroke
points. Some recent reliable methods for cusp detection include [88, 89, 215, 216, 219],
each of which defines a preprocessing methodology for noise filtering and resampling. Of
these, ClassySeg [88] is one the most recent methods and uses AdaBoosted C4.5 decision
trees to achieve 94.6% ‘all-or-nothing’ cusp recognition accuracy, when trained in a user-
optimized configuration.
2.1.3 Region Segmentation and Page Layout Analysis
Identification of interesting regions in a sketch can guide a recognition system to select appropriate
algorithms for the class of data in each region. This avenue of research is not entirely related to
sketch-based interaction. Instead, it was initially motivated by the need to extract structure from
scanned pages and documents. However, there are several insights which are useful for free-form
sketch understanding. Some popular techniques in this domain include the Docstrum system [151]
(based on bottom-up, nearest neighbor clustering), CLIDE [187] (based on Kruskal’s Algorithm),
Kise et al. [109] (Approximated Area Voronoi Diagrams) and Lee et al. [122] (Pyramidal Quadtree
Representation coupled with Texture Analysis), the RXYC algorithm [145] (Recursive X-Y Cut,
top down approach similar to space partitioning algorithms), Morphological Smearing [86], and
Whitespace Analysis [20]. Good comparative surveys of early techniques for document analysis
have been published by Cattoni et al. [37] and Mao et al. [134].
6Cusp detection is not necessarily a preprocessing step. Systems such as Paleosketch [161] and Hammond et
al. [84] employ it during the low-level recognition step.
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Wang et al. [211] attempted to use machine learning methods (decision trees, HMMs, etc)
to identify the contents of known regions, with a reported accuracy of 98.5%. More recently, com-
parative performance analyses were conducted by Shafait et al. [178] and Indermühle et al. [95]
to benchmark classification performance and identify scenarios where different document analy-
sis algorithms prove more suitable. Their results indicate that for non-Manhattan layouts (layouts
with text in different orientations), the voronoi diagram based approach by Kise et al. [109] and
morphological smearing [86] perform best. This has direct bearing on the design on sketch-based
interfaces as user’s often write and draw in non-Manhattan layouts.
2.1.3.1 A Note on Text/Non-Text Division Strategies
Deciding if an ink stroke belongs to a text or a non-text symbol is an important question for sketch
understanding systems, helping to optimize recognition algorithms. Therefore, it is quite common
to treat stroke grouping as part of the text/non-text classification process [184].
Jain et al. [97] did early work in this domain, developing a hierarchical approach based on
2-feature classification to identify regions containing either text or text and graphics, followed by
use of a distance-based minimum spanning tree to group non-text strokes into regions containing
either tables or diagrams. They report a text/non-text classification accuracy of 99%. However, in
practice, this figure is useful as a theoretical bound as their dataset mostly included figures with
text in Manhattan layouts. Other methods have since been investigated, notably Spatio-temporal
heuristics [184], Probabilistic Feature Grammars coupled with Genetic Programming [28], Hidden
Markov Models (HMMs) [25], Stochastic Context Free Grammars [146], Data Mining [160], Ad-
aBoost [224] (with decision trees as a weak learner), Markov Random Fields [233] (with Support
Vector Machines used for individual stroke classification, with an accuracy of 96%), Support Vec-
tor Machines with Spatio-Temporal Graphs [212], BLSTM Neural Networks [96] (Bidirectional
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Long-Short Term Memory) . Zhou et al. [234], Matsushita et al. [137] and Mochida et al. [143]
have adapted similar techniques for distinguishing text in Japanese from non-text strokes. Almost
all of these methods include a stroke grouping or recognition step after the text/non-text classifier
has labeled each ink stroke.
Bhat and Hammond [24] have developed a lightweight technique using a single feature
measuring entropy based on Shannon’s formula. An experimentally determined threshold is used
to classify ink strokes as either text or non-text. Bhat and Hammond report a accuracy of 92% for
their entropy-based technique but it is worthwhile to note that their test dataset consisted of exam-
ples of two unique diagrams collected from only seven users. More recently, Blagojevic et al. [26]
have also investigated the entropy metric and found that in practice, the entropy based classifier
yields roughly 83% accuracy. Additionally, Blagojevic et al. [27] have conducted extensive bench-
marks experiments to determine the performance of data mining techniques for the text/non-text
classification task. Using 114 ink features for training, they found that the LogitBoost7 [69] and
LADTree8 [90] classifiers yield the best accuracy for this task, at roughly 97%. In similar vein,
Delaye et al. [56, 55] have developed methods based on Conditional Random Fields which seem
to corroborate the findings of Blagojevic et al. [27] with overall classification accuracies at around
93.5% and 97%.
2.1.4 Symbol Recognition
Methods for recognizing sketched symbols can be categorized in several ways such as by type of
symbols recognized (unistroke9 or multistroke symbols), by target domain (handwriting, chemi-
cal drawings, math recognition, etc), by granularity (low-level, high-level, segmentation, etc), by
7Additive Logistic Regression.
8Alternating decision tree using the LogitBoost strategy.
9Methods for recognizing unistroke symbols are sometimes referred to as gesture recognition methods.
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choice of representation (structural methods vs image-based methods vs stroke or trajectory based
methods) or by type of classification method used (machine learning, heuristics, ensembles, etc).
Of these, listing by symbol type fails to capture the variety and nuances of approaches used for
symbol recognition ( by reducing methods to an either/or choice). Listing methods by domain
or by granularity can make it confusing to identify trends. Similarly, categorization by choice is
representation is too limited to account for hybrid approaches such as recognizer fusion or ensem-
ble based methods. Therefore, we prefer to categorize symbol recognition methods by choice of
classification method:
2.1.4.1 Heuristic or Rule-based Methods
Heuristic approaches attempt to apply hand-coded rulesets to determine domain classifications for
ink strokes. Early work in this domain includes CALI [66], a multistroke recognition algorithm
for 12 different symbols. CALI was presented in both heuristic and machine learning forms10,
with its heuristic formulation providing the better recognition accuracy at around 95%. Yu and
Cai [227] also created a domain independent, low-level unistroke recognizer. A popular recent
system is the PaleoSketch [161], which describes rules for recognizing and beautifying 9 low-level
unistroke primitives with high accuracy ( over 98%). The PaleoSketch system was modified to use
a Neural Network based classifier [84, 162] and a novel clustering algorithm, in order the support
the recognition of multistroke symbols.
Hammond and Davis have also developed LADDER [83] which is a shape description
language that allows a user to specify sketch recognition rules in a domain independent manner.
Users can describe sketch primitives and some high level semantics for individual domains in
10The machine learning flavor of CALI was tested with K-Nearest Neighbor, Naive Bayes, and Decision Tree
formulations, with the Naive Bayes providing best accuracy at around 93.5%.
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text form, which is then used to generate domain specific recognizers. LADDER is a powerful
and expressive system, yet it slows down considerably for sketches containing a large number of
strokes. This is fundamentally a design problem, as it is performing close to exhaustive search for
grouping primitive elements (which is known to be exponential [124, 131, 132, 177]). Hammond
and Davis [85] present an interesting approach based on indexing recognized primitives that helps
reduce the size of the search space.
2.1.4.2 Graph-based Methods
Graph-based recognizers usually attempt to model ink strokes in an input sketch by constructing
graphs with ink strokes as labeled vertices and assign edges based on some interesting relation-
ships between ink strokes. Lee et al. [124] present a good overview of graph-based recognition
techniques. Graph-based methods have been applied to multistroke symbol recognition [34, 49,
80, 112, 124, 135, 225], handwritten numerals [43], and recognition of stick figures [132] with
varying degrees of success. Symbol recognition with graph-based techniques requires identify-
ing subsets of input graphs that fit the description of domain symbols. Framing sketch recogni-
tion in this way poses the problem of stroke grouping and multistroke symbol recognition as a
Subgraph Isomorphism problem (which is NP-Complete) [124, 131, 132, 177]. Hall, Pomm and
Widmayer [80] present a very nice formalism that frames sketch recognition as a combinatorial op-
timization problem, reducing it to the well-known Hamiltonian Circuit problem (which is known
to be NP-Hard).
Graph-based methods are interesting for two reasons. First, they model recognition in a
manner that can be visualized and understood intuitively11. Second, graph theoretic constructions
11It is difficult to visualize the operation of machine learning and statistical approaches such as Support Vector
Machines and Hidden Markov Models in a similar manner.
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enable researchers to reason about the overall difficulty of sketch recognition, showing that the
stroke grouping problem (which is an integral part of the sketch recognition pipeline) is at least
NP-Complete, if not NP-Hard. In practice, most sketch recognition systems include workarounds
that avoid exhaustive search through all subsets of ink strokes by either limiting ways in which
symbols can be drawn or by approximation.
2.1.4.3 Statistical, Template-based and Machine Learning Methods
Template matching methods use the notion of visual similarity to train simple classification algo-
rithms that use various distance metrics (e.g. Hausdorff distance, Yule Coefficient, and Tanimoto
Coefficient) to determine the label for new symbols. A very popular and lightweight template
matching algorithm is the $1 Recognizer [214] which uses a ‘path distance’ to classify unistroke
symbols with very good accuracy (reported accuracy of 99% with 5 training samples per symbol).
The $1 recognizer has been extended to yield the $N recognizer [10] (generalization of $1 to mul-
tistroke symbols), Protractor[126] ( Nearest Neighbor classifier with angular distance measure)
and the $N-Protractor [11] systems. Similarly, Ouyang and Davis [155] use a deformable template
matching (using an image-based stroke representation in conjunction with a custom image defor-
mation model) to recognize handwritten symbols, Powerpoint shapes and circuit diagrams with
over 95% accuracy.
Statistical methods and traditional machine learning formulations have been another pop-
ular source of sketch recognition methods. Some representative examples include diagram recog-
nition with neural networks [2, 71, 70, 84], multi-domain sketch understanding with Bayesian
networks [6], circuit diagram recognition with Naive Bayes-based classifiers [72], a Bayesian
classification approach using visual language models [185] for the SILK system [116], various
recognition methods based on Hidden Markov Models (HMMs) [8, 16, 175, 177, 186], Condi-
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tional Random Fields [165, 223], Support Vector Machines (SVMs) [32, 102, 128, 147, 154, 222],
Constellation Models [179], Zernike Moments [92], and AdaBoost-based Classifiers [118, 183].
Most of the machine learning methods described above seem to perform fairly well on their target
domain or dataset, yielding accuracies in the 90-95% range.
However, comparing the results between different classification algorithms reveals instances
where one algorithm performs better vs another. With this view, hybrid or ensemble methods that
fusing the strengths of individual classifiers hold the promise for increased recognition perfor-
mance (See Section 2.1.4.4). With respect to machine learning and data mining based methods,
exhaustive feature libraries [160, 54] have been developed that can be used for classification algo-
rithms on a variety of domains. One such library [160] lists 114 stroke-based features (categorized
using grounded theory [192]). Blagojevic et al. [26] have examined strategies for automatically
selecting subsets of these features using the WEKA framework [81], and have also used it in con-
junction with Rubine’s classifier [169] to establish its effectiveness. This same feature library has
been used to identify good text/non-text classifiers [27] (mentioned in Section 2.1.3.1). Stahovich
et al. [190] have also developed a 2-step method to group and recognize multistroke symbols in
logic diagrams. They first use a single stroke classifier (AdaBoost with c4.5 decision trees as weak
learners) to assign a class (gate, wire, text) to each stroke (features adapted from [160]. For clus-
tering, they compare two methods based on threshold-based and AdaBoost-based grouping as a
second step. Delaye et al. [54] have constructed a competing feature library, called the HBF49
feature set, consisting of 49 different ink features that have been tested using a Support Vector
Machine (SVM) classifier, with good accuracy.
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2.1.4.4 Hybrid Methods
Hybrid sketch recognition methods aim to combine the strengths of different techniques, in order
to yield an improvement in overall accuracy. Cates [36] presents a terminology for describing
multiple sketch representations as spatial, temporal and conceptual, and describes methods that
combine multiple representations for recognition to yield better accuracy than a single representa-
tion. Kara and Stahovich [105] describe an ensemble-based approach that combines four template
matching classifiers12 (input is represented as a pixel array). The method for combining these
template matching classifiers is based on [110]), with a polar-coordinate based representation to
mitigate issues with rotational invariance. Using this method, Kara and Stahovich report a recog-
nition accuracy of around 98% on a dataset containing graphic symbols and an accuracy of around
95% on a dataset containing digits.
Tumen et al. [201] present another method for achieving feature-level fusion between sev-
eral image-based methods, including Zernike Moments, IDM (Image Deformation Models), and
Shape Context. Additionally, they introduce the Extended Trace Transform (ETT) as novel method
for calculating features from sketch data. Their results show that ETT results in more compact and
representative feature vectors. They describe methods for extracting and fusing features, as well as
methods for identifying relative importance. Additionally, they tested their extracted features us-
ing 10 different classifiers and demonstrated that using combined features from different methods
yields a significant boost in recognition accuracy.
In a similar vein, Arandjelovic and Sezgin [15] describe a method for fusing an image-
based sketch recognition method (Zernike Moments) with a recognition method usually employed
for temporal representations of sketches (Hidden Markov Models). Three methods for fusing the
results of both classifiers were tested: Naive Bayes, Mean Combination Rule [110], and Dempster-
12Distance metrics used are Hausdorff Distance [170], Modified Hausdorff Distance [60], Tanimoto Coefficient [65]
and Yule Coefficient [200].
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Shafer [220]. Additionally, the outputs of the HMM and Zernike moment based classifiers was also
used to train Support Vector Machines in ‘One-against-All’ and ‘One-against-One’ configurations.
Their findings indicate that the fused classifiers yield better performance than single classifiers.
2.1.4.5 Miscellaneous Methods
In addition to the methods described the previous sections, Agent-based recognition frameworks
have also been used for sketch recognition [63, 130, 35].
2.2 Pen-based Systems
2.2.1 Pen-based Systems for Physics
As stated earlier, our overarching goal is to construct pen-based intelligent tutors for physics,
particularly classical mechanics. While no sketch-based tutoring system of sufficient capability
exists for this target domain, several researchers have made strides toward one in recent years.
Alvarado [5], Oltmans [153] and Kara [104] have constructed systems for sketch understanding in
the domains of computer aided design, mechanical design and vibratory systems. These tools can
recognize and animate relevant diagrams but none of these allow users to write down mathematics
that can influence animation. Scott and Davis [174] have constructed PhysInk that allows users to
specify physically correct behaviors via sketching techniques.
The MathPad2 [120] system is an interesting tool because (1) it is domain independent (2)
allows for unconstrained sketch input and (3) allows users to explicitly associate equations with
diagrams to guide animation behavior. However, MathPad2 is difficult to use as a tutoring system,
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because it includes no domain knowledge and lacks deep reasoning mechanisms about sketched
solutions. Additionally, users must specify all aspects of animation through hand-written math-
ematics. CogSketch [67] is another sketch-based system that emphasizes conceptual labeling of
sketches by its users. While CogSketch permits unconstrained sketch input and aims to aid devel-
opment of sketch-based educational software, its focus is very broad, ranging from investigating
cognitive aspects to running simulations. This makes it unsuitable as a tutoring system, as it lacks
the focus on understanding student solutions automatically and providing visual feedback.
Newton’s Pen [123], Newton’s Pen II [121], and Mechanix [17] are important sketch-based
systems targeted at the domain of Statics. Newton’s Pen [123] and Newton’s Pen II [121] focus on
drawing free body diagrams and writing equilibrium equations. Both do not use animation or allow
unconstrained sketch input. Instead, users must adhere to a particular workflow while sketching
diagrams. Additionally, diagrams and equations must be drawn/written in separate pre-defined
areas. Newton’s Pen II [121] also describes an interesting method based on Hidden Markov Models
(HMM) to correct errors in recognized equations. Mechanix [17] is another tutoring system for
statics that allows students to sketch truss and free-body diagrams. Mechanix is a deployed system
and has been thoroughly user-tested, with encouraging results. It allows instructors to easily author
and assign new problems to students via a web-based interface. Students solve assigned problems
via a sketch-based interface. If a diagram is incorrect, the student can make corrections until it
matches the instructor’s correct solution [64]. While Mechanix allows students to sketch drawings
in an unconstrained manner, it is focused on a very narrow type of diagram, and does not support
handwriting recognition. Students must enter the values for different labeled forces via a text box.
While mechanix provides useful feedback and hints, it does not provide any animation of sketched
diagrams.
We have previously made strides toward our stated goals with a prototype physics tutor-
ing system titled PhysicsBook [40], which is an extension of our older work [41, 42]. Our initial
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prototype [42] was a simple proof of concept that could recognize unconstrained written solutions
containing both diagrams and mathematics and used a customized physics engine to animate di-
agrams. Users could associate their answers with components of a diagram to guide animation
behavior. This was extended by incorporating sketch beautification methods and additional anima-
tion capabilities [41]. At this stage, the animation parameters were limited to physics quantities
directly related to motion such as the use of position, velocity, acceleration and force variables
defined as functions of time [41]. By providing support for diagram annotations such as arrows
and dotted lines, and by using realtime data transformations, we constructed PhysicsBook [40],
which was able to provide additional animation support for select cases of pulley systems, work
done, kinetic and gravitational potential energy.
In summary, very few existing sketch-based systems for physics provide animation capabil-
ities or allow for unconstrained input. Additionally, most are focused on particular sub-domains of
physics. We have made initial strides toward these goals with our previous prototype PhysicsBook,
but our approach has so far been limited by reliance on a single monolithic physics engine for an-
imation. Additionally, we have focused exclusively on the answer step in the solution, not using
any of the information provided in the problem statement or the rest of the solution. In this paper,
we describe an extensible framework that overcomes the shortcomings of our previous approach,
in order to better meet our stated goals.
2.2.2 Pen-based tools for other Domains
The previous section highlighted a few prominent examples of recent pen-based tools constructed
to augment some aspect of physics education. However, the domain of pen-based interaction is
quite old, beginning with Sutherland’s seminal work [193]. In addition to physics, researchers
have also leveraged pen-based interaction for educational tools targeting other STEM (Science,
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Technology, Engineering and Mathematics) disciplines. Some recent examples include pen-based
tools for Circuit Analysis [53, 72, 229], Chemistry [156, 198], Anatomy [164], Mathematics [14,
31, 39, 48, 98, 120], and Computer Science [33, 103, 125, 159, 228].
There has also been significant work on using pen-based interaction for other creative and
design tasks. Table 2.1 provides a representative listing of such tools from the last two decades and
briefly describes their intended use.
Table 2.1: Listing of Pen-based Systems by Year
Year Name Purpose
1994 PerSketch [172] Perceptual Image Editor
1995 Silk [116] User Interface Design
1996 Sketch [232] 3D Modeling
1996 Electronic Cocktail Nap-
kin [77]
Design Diagrams
1996 Gross & Do [78] Diagramming Tool based on Electronic Cock-
tail Napkin [77]
1997 Pegasus [93] Rapid Geometric Design
1997 QuickSet [46] Multimodal Training Tool
1998 Music Notepad [68] Musical Score Creation
1999 Teddy [94] 3D Modeling
2000 Harold [45] 3D Modeling
2000 SATIN [91] Plush Toy Design
2002 Tahuti [82] UML Class Diagrams
2003 Scanscribe [171] Perceptual Text and Graphics Editor
Continued on next page
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Year Name Purpose
2003 Denim [149] Website Design
2003 SketchPoint [127] Informal Presentations
2004 GIDeS++ [163] 3D Modeling
2005 Okabe et al. [152] Tree Modeling
2005 HHReco [92] Sketching and Beautifying Symbols On Power-
point Slides
2005 Yang et al. [221] 3D Modeling
2006 Motion Doodles [199] Animation
2007 Plushie [144] Plush Toy Design
2007 MaramSketch [79] Software Design & Diagramming
2007 SketchUML [166] UML Diagrams
2008 AgentSketch [35] UML Diagrams
2008 Matisse [23] 3D Modeling
2008 K-Sketch [51] Animation
2008 Lineogrammer [231] Diagramming Tool with Beautification Support
2008 ILoveSketch [18] 3D Modeling
2009 EverybodyLovesSketch [19] 3D Modeling
2010 Inkus [133] Business Process Models
2010 ICanDraw [58] Sketching Faces
2010 LAMPS [196] Teaching Mandarin Phonetic Symbols
2012 QuickDraw [39] Geometry Diagrams
2012 Vignette [108] Artwork and Texturing
Continued on next page
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Year Name Purpose
2012 Concepture [59] Regular language based framework for Repeti-
tive Drawings
2012 Dragimation [210] Technique for Manipulating Animations
2012 Sketch It, Make It(SIMI) [99] Design tool for fabrication
2013 SimSketch [29] Simulation
2014 Draco [107] Animation
2014 EulerSketch [52] Euler Diagrams
2014 PatternSketch [38] Structured Drawings
2.3 Traditional Tutoring Systems
VanLehn [206] describes Tutoring Systems as:
”...having two loops. The outer loop executes once for each task, where a task usually
consists of solving a complex, multi-step problem. The inner loop executes once for each step
taken by the student in the solution of a task. The inner loop can give feedback and hints on each
step. The inner loop can also assess the students evolving competence and update a student model,
which is used by the outer loop to select a next task that is appropriate for the student.”
This is, perhaps, the simplest and most intuitive way to describe the function of an intel-
ligent tutoring system. VanLehn [206] presents an excellent introduction to the domain of intelli-
gent tutoring systems and summarizes different approaches for interacting with students, providing
coarse and fine grained feedback and for student modeling using cognitive methods. Additionally,
a listing of tutoring systems is also provided for laymen. Representative examples of Intelligent
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Tutoring Systems presented in [206] include Steve [100, 168], Andes [207], Algebra Cognitive
Tutor [9], AutoTutor [74, 75, 76], SQL-Tutor [141, 142].
Of these, Steve [100] is an animated agent to aid training in physical procedural tasks, in
a virtual reality environment. Steve includes mechanisms for monitoring students and providing
proactive assistance, and is also capable of demonstrating entire tasks. Andes [207] is a physics
tutoring system, which provides step by step guidance (by pre-computing solution steps) in prob-
lem solving, and has been extensively tested in the classroom. AutoTutor [74, 75, 76] is another
tutoring system that emphasizes natural language dialogue with the student for feedback. AutoTu-
tor uses Latent Semantic Analysis (LSA) [115] to compare the semantic content of a student’s step
with encoded learning events to generate feedback. It has been shown to correlate with improved
learning in the domains of Newtonian physics and computer literacy. SQL-Tutor [141, 142] is a
constraint-based tutoring system for teaching the basics of the SQL query language.
The Algebra Cognitive Tutor [9] belongs to the family of Cognitive Tutors, which are based
around the idea that instruction and interventions by the tutoring system should be designed with
reference to a cognitive model. Cognitive tutors [111] have been developed for teaching LISP,
geometry and algebra, with the Algebra Cognitive Tutor being one of the most popular and well-
known systems. More recently, Anthony et al. [14] have coupled the ideas behind Cognitive Tutors
with a pen-based interaction methodology to create a tutoring system for algebraic equation solv-
ing. Their system uses the math parser behind the Freehand Formula Entry System (FFES) [189]
for recognizing handwritten input. The system presented by Anthony et al. [14] is nice because it
1) presents a unified view and workflow of a pen-based tutoring system 2) is grounded in sound
cognitive principles and 3) is well tested by students. However, it does not utilize animation, and
also requires the students to type in their final answer, to mitigate recognition errors. We believe
these two factors detract somewhat from the overall natural interaction metaphor provided by using
a pen-based interface.
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Tutoring systems usually require a student model to measure learning progress, and to
determine if intervention and/or feedback is needed. Bayesian Networks are very popular for this
purpose [47, 57, 73, 138]. Traditionally, tutoring systems have relied on using WIMP (Windows,
Icons, Menus, Pointers) interfaces, which impose cognitive load [194] on the student. Ideally, the
process of learning new concepts in an education setting should not be synonymous with learning
a new interface. With pen-based interfaces, students can write their solutions in a natural manner.
While pen-based systems may also involve some learning curve, we conjecture that the cognitive
load is significantly less when using pen-based interaction.
Tutoring systems in general must utilize some understanding of a given problem and its so-
lution, in order to provide feedback. An advantage of pen-based tutoring systems is the promise of
a more natural mode of interaction. Compared to WIMP based interfaces, they can also incorporate
sketch understanding techniques to provide better feedback/animation mechanisms.
2.4 Commercial Tools and Teaching Aids
Lastly, several commercial tools are also available that let users construct animations for physics
concepts. Representative examples include Algodoo [4], Working Model 2D [218], Newton’s
Playground [150] and Crayon Physics [50]. Such tools can create animations but they do not let
students work out a given problem and then directly associate the answer with a diagram to do
the animation. In such tools, a student would solve the problem in a notebook and then have to
separately reconstruct the diagram using the tool to perform the animation. Other commercial tools
such as Maple and Matlab allow experienced users to construct physics animations programmatic
ally, but are difficult and complicated to use.
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CHAPTER 3
PROTOTYPE PEN-BASED PHYSICS TUTORING SYSTEM
Figure 3.1 depicts the high level architecture of our prototype ITS which is logically divided into
four modules: User Interface, Recognition, Animation Runtime and Solution Checking.
Figure 3.1: System Architecture
In our idealized workflow, students load up a problem statement and solve it in a natural
manner. After completing the solution, they can tell the system to recognize and animate any dia-
grams in the solution, view graphs of interesting quantities, or ask for verification. Our prototype
system requires is aimed purely at students. We aim to provide students with powerful anima-
tion tools that they can use to experiment and see physics concepts in action. The key feature of
our prototype ITS is to use the student’s own answer to a problem and their sketched diagrams
to generate an animation. Our prototype ITS requires no input/instrumentation from an instructor
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and instead relies on natural language processing techniques to infer contextual information about
each problem.
Animation is a core mechanism in our prototype ITS. It can be difficult to provide animation
support for all types of physics problems due to the requirement of modeling the vast number of
physics concepts. We have designed our animation system to allow a student to model elements of
diagrams via a simple set of shapes (circles and polygons) that may be attached to pulleys, wires
or springs. Shapes can be free falling or constrained to move along a surface (represented by a
line segment or a polyline). Initial conditions can be indicated via mathematical expressions and
supplemented with annotations such as arrows and dotted lines. Dotted lines and intervals (parallel
dotted lines) also enable students to indicate a particular event in the simulation or to define a
displacement range. We demonstrate that these behaviors provide good animation support for a
variety of physics problems in kinematics.
3.1 User Interface
The key feature of our prototype ITS is to use a student’s answer to a given problem to animate
the diagram that was drawn as part of the solution. We allow students to write in an unconstrained
manner and place no explicit restrictions on how or what to draw. The user interface (Shown in
Figure 3.2) is simple with a big writing area and an always visible toolbar for system functions.
The toolbar contains the text of the problem and allows a user to trigger recognition, animation,
and solution checking. A stylus to write down the solution to a given problem on the writing area.
We impose no constraints on the user’s input. For editing, the ‘Scribble’ gesture can be used to
erase parts of the solution which can then be rewritten correctly. When the writing area is filled,
users can scroll down for more space. The system menu can also be used to save and load solutions
(along with problem statements) from disk.
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Figure 3.2: A screenshot of our prototype ITS
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Once a solution is complete, the ‘Recognize’ button can be used to trigger sketch recogni-
tion. This interaction method is chosen because earlier studies by [209] have indicated that users
prefer to trigger sketch recognition after they finish solving a problem. However, experiments
by [30] have found that users prefer realtime recognition feedback for mathematics when they are
expected to write more than one expression. To balance both of these concerns, the math recog-
nition engine in our prototype is continuously active and provides realtime feedback as the user is
writing. If needed, this behavior can be disabled via a checkbox on the system menu.
During the recognition phase, the solution is parsed to produce 1) physics simulator(s) for
the diagram, and 2) a series of ordered mathematical steps. During recognition, our prototype
uses spatial proximity and label matching to implicitly associate initial conditions written by the
user with recognized diagram elements. Implicitly associated equations can be viewed by hov-
ering the stylus over recognized diagram elements. Any associations missed during recognition
can be explicitly indicated by the user. To make an explicit association, users select mathemati-
cal expression(s) with the ‘Lasso’ gesture and use the ‘Tap’ gesture to link them with a diagram
element.
Hitting the ‘Animate’ button triggers the animation runtime, which uses domain-specific
physics simulator(s) to animate the recognized diagram. Our prototype also generates a list of
ordered solution steps during recognition, which can be used to check if the solution is correct,
according to the rules of physics. To trigger solution checking, a user hits the ’Check’ button on
the system menu, which displays the results of analysis on a separate window. The system menu
can also be used to view realtime graphs of physics quantities during animation.
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3.2 Ink Stroke Preprocessing
A written solution in our prototype system is a collection of digital ink strokes, each of which is
a sequence of 2D points. After each ink stroke is completed, it is passed through a preprocessing
step that performs the following operations to prepare it for eventual recognition:
1. Remove hooks near stroke endpoints using method described in [119]
2. Filter stroke to remove kinks and to ensure equally spaced points using method described
in [219]
3. Compute bounding box, centroid and average radius
4. Enumerate cusps using the IStraw algorithm [219]
5. Count self-intersections
6. Check if this stroke is a gesture (Tap, Lasso, or Scribble)
If the stroke denotes a gesture, the gesture’s effect is applied and the stroke is discarded.
Each non-gesture ink stroke is immediately added to the math recognizer after preprocessing which
yields realtime recognition results. Realtime mathematics recognition also allows us to speed up
the recognition phase which can then be customized to only recognize diagram elements.
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CHAPTER 4
UNDERSTANDING HANDWRITTEN PHYSICS SOLUTIONS
A written solution to a given problem needs to be parsed in order to construct a computational
model that can be animated and checked to provide feedback. As we focus purely on the student
experience, our prototype ITS does not provide support for an instructor/teacher to author indi-
vidual problems for students. Therefore, important information about each problem (such as its
domain, initial conditions, objective) needs to be inferred from the problem statement. Each solu-
tion is logically divided into two parts: an annotated diagram and a series of mathematical steps,
which must be disambiguated by a recognition system. To complicate matters, our mathematics
recognition engine is continuously active, incorporating each new ink stroke and providing real-
time recognition feedback. Taken together, these form three distinct modes of input which must be
considered in unison to yield a good animation.
Figure 4.1 depicts the workflow of our sketch recognition system. The three inputs to the
system are: 1) the text of the current problem, 2) the entire handwritten solution and 3) the results
of the math recognizer. With the problem statement, we use a heuristic-based approach built around
the SharpNLP framework [180] and WordNet [139, 62] to infer the problem domain (e.g. momen-
tum, linear motion, etc), to extract the initial conditions for objects in the described scenario, and
to identify the objective of the question (what quantity is the student asked to work out?). The so-
lution is parsed to identify low-level diagram elements which are then linked implicitly with initial
conditions via a set of heuristics. The ink for the recognized diagram is removed from the math
recognizer which outputs a list of ordered solution steps. Finally, information gleaned from the
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text of the problem is used to identify simulation engine(s) which are then added to the animation
runtime , along with beautified diagram elements.
Figure 4.1: A problem statement, a solution, and recognized mathematics are inputs to the recog-
nition system. These are used to 1) recognize and beautify the diagram, 2) identify and set up
simulation engine(s) for the student’s diagram and 3) output a list of ordered solution steps.
4.1 Natural Language Processing
The input to the NLP subsystem is the text of the problem. We use the SharpNLP framework [180]
to parse the problem statement into sentences, which are in turn parsed into tagged chunks. Chunks
corresponding to noun phrases are clustered together to yield fragments. Using regular expressions,
we filter each fragment to identify patterns that contain names of physical quantities followed by
a number followed by physics units. Each such fragment denotes a possible initial condition or
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information about the scenario. Fragments that do not conform to this pattern are compared with
a known list of names for physics objects to construct a list of entities in the diagram. We have
examined a set of 50 physics problems 1 selected at random from Young’s University Physics 13th
Ed [226] to compile this list of common object names:
Names = { circle, ball, sphere, orange, skater, baseball, puck, skaters, truck, car, monkey,
square, crate, box, bananas, supertanker, sled, wagon, rock, building, floor, table, surface, ice,
pond, ramp, horizontal, spring, wire, pulley }.
Our prototype contains four simulation engines for free fall kinematics, friction and sliding-
contact problems, equilibrium problems and for momentum problems. Based on our analysis of
50 representative problems, we have identified a set of key words that help identify each problem’s
domain:
Freefall Kinematics {moving, falling, spring, dives, falls, hits, dropped, pulley, hangs, rope }.
Friction { friction, rough, surface, rests, rest, slides, downhill, inclined plane, stops, ramp, in-
clined, pulley, hangs, rope }.
Momentum { momentum, impulse, collision, collides, elastic, head-on, rest }.
Equilibrium { tension, rope, hangs, wire, chain, suspended, weights, break}.
Given the text of a new physics problem, we simply count all the occurrences of each do-
main’s keywords in the statement to get a score for each domain. The highest scoring domain
is picked as the primary candidate. The secondary options are passed to the high level reason-
ing engine along with the primary candidate. If two domains acquire the same score, we use the
following precedence order to break the tie: Free fall Kinematics, Friction, Momentum, and Equi-
librium to decide the primary domain. There is a good reason for considering secondary candidate
1The selected problems are listed in Table 9.1 in Chapter 9.
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simulators. In some cases (See Section 8.4.2), it is possible that the primary simulator can only an-
imate part of the recognized diagram, forcing the animation runtime to use the secondary simulator
to animate the remaining parts of the diagram.
We analyzed the statements of 50 physics problems (See Table 9.1) to measure the accuracy
for this keyword-based recognition scheme. Using this method, the primary domain was correctly
identified for 78% of the problems in Table 9.1. This is not a discouraging result, because some
of the test problems are out of scope for our prototype system. For the sample problems presented
in Chapter 8, the domain is correctly identified every time. A confusion matrix for the problem
statements is presented in Table 4.1:
Table 4.1: Confusion Matrix for NLP Heuristics
Kinematics Equilibrium Friction Momentum
Kinematics (13 problems) 9 1 2 1
Equilibrium (11 problems) 0 8 3 0
Friction (18 problems) 2 0 16 0
Momentum (8 problems) 1 0 1 6
4.2 Mathematics Recognition Engine
Our math recognition system is built around the StarPad 0.1.3 system [191], which in turn is based
on techniques presented in MathPaper [230]. This system maintains a list of ink strokes which
are analyzed to yield realtime recognition results. The StarPad system uses rule-based symbol
recognition with the Microsoft Ink Analyzer as a fallback for unknown symbols and is capable
of recognizing and updating multiple mathematical expressions simultaneously, and also provides
support for limited forms of matrices and algorithmic notation. The MathPaper [230] system which
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underlies StarPad was tested in a user evaluation and received favorable feedback, yet recognition
accuracy numbers were not recorded. However, the recognition performance appears to be quite
robust given its use in several recent systems [125, 103, 48].
The Math Recognizer in our prototype is always active and maintains a list of ink strokes
that are analyzed to provide realtime recognition results. Each ink stroke, after it is completed and
preprocessed, is immediately added to this list, causing the recognition results to be updated. We
manipulate the recognition results to 1) generate a set of alphanumeric tags, which are numbers
and/or strings of characters in isolation, and can denote either labels for diagram elements or the
value of some quantity. 2) Mathematical equations recognized by StarPad are split up into one of
two categories: a constant expression or a variable expression. Constant expressions have a single
variable on the left hand side of the equation and either an real number or fraction on the right hand
side. Variable expressions are equations that contain one or more variables in the right hand side.
4.3 Diagram Recognition
Our prototype ITS supports the animation of diagrams from different domains of physics. There-
fore, physics solutions are processed in two separate stages, initially using domain-agnostic heuris-
tics to detect diagram elements and group related annotations in a bottom-up manner. This step
explicitly separates the diagram from the mathematical steps in the solution, and also performs
some initial beautification. The second recognition pass works top-down, assigning meaning and
context to the recognized diagram by using physics domain knowledge. The domain of the problem
is inferred from the text by our NLP engine. The recognized diagram elements are beautified and
added to the animation runtime. Figure 4.2 shows the steps in our diagram recognition pipeline.
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Figure 4.2: An overview of the Diagram Recognition Pipeline in our prototype ITS.
4.3.1 Text/Non-Text Division Strategy
It should be noted that we do not use stroke-based text/non-text divider strategies (See Section 2.1.3.1.
While existing methods for text/non-text stroke division can promise very robust performance (up
to 97.5% [27]), they have some shortcomings. The best performance in this regard is usually
achieved via machine learning algorithms which require training from large datasets of labeled
examples. Additionally, while the time cost of classifying each ink stroke as text or non-text is
quite fast (usually under a second), the computational cost of training the best performing classifi-
cation algorithms can be quite prohibitive [27]. Rule-based methods have also been developed for
this purpose [24] but they do not perform as well as machine learning approaches. At the current
stage of our system, we do not have a large dataset of labeled physics problems to train a good
text/non-text classifier.
Our solution is to apply the unistroke and multistroke recognizers to the entire solution
in a particular order (Shown in Figure 4.3). This approach yields a considerable number of false
positives (FP). After each recognizer is finished, we apply a threshold to the size of its results to
prune the false positives. This method works quite well at this stage of our system but eventually,
we may need to incorporate a more robust text/non-text divider strategy.
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Figure 4.3: Bottom-up Sketch Recognition Workflow showing the order in which low-level recog-
nizers are applied. After each recognizer is finished, a pruning step removes false positives (FP) in
the recognition results.
4.3.2 Bottom-up Recognition Phase
During the first (bottom-up) recognition step, domain-agnostic recognizers work in a bottom-up
manner to identify unistroke (circles, polygons, polylines, helixes, and line segments) and multi-
stroke diagram elements (arrows, dotted lines, intervals and pulleys). Figure 4.3 shows the order in
which low-level recognizers are applied to the solution. This order of the recognizers is chosen to
enable a feed-forward architecture where initial results are used in conjunction with raw ink data
for succeeding recognizers. Each recognizer works on the entire set of ink strokes. Recognition re-
sults are pruned for false positives (See Section 4.3.4 for details), and the ink strokes corresponding
to successful recognition results are labeled. Unlabeled strokes and results from earlier recognizers
are passed onto the next recognizer in the pipeline. Section 4.3.4 gives details of heuristics used
by each recognizer in Figure 4.3.
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(a) Circle (b) Polygon (c)
Helix
(d) Line Segment (e) Polyline
Figure 4.4: Examples of unistroke diagram elements supported by our prototype ITS.
After unistroke and multistroke symbol recognition, the ink strokes corresponding to rec-
ognized elements are removed from the solution, updating the math recognition results which now
only include text labels and equations. Some multistroke symbols (arrows, dotted lines, and in-
tervals) denote annotations for diagram elements. Bottom-up recognition is finalized by inferring
relationships between diagram elements, annotations, labels, and solution steps based on spatial
proximity (clustering) and label matching (implicit association). As a result of the cleanup process,
the ink strokes pertaining to the diagram are removed from the math recognizer, leaving only the
solution steps, which are assigned a logical ordering based on their spatial position (for details, see
Chapter 7).
4.3.3 Top-Down Recognition Phase
The second recognition pass assigns meaning to the recognized diagram and its annotations by
leveraging the information extracted from the text of the problem. This functionality is logically
contained in the ‘High Level Reasoning Engine’ that accepts the results of diagram recognition
and information from the problem statement, and uses the two together to construct one or more
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domain-specific simulators for animation. Each simulator incorporates specific rules for physics
quantities and unit conversions, allowing it to extract information from associated equations and
properly apply initial conditions to recognized diagram elements. As an example, during this
step, reasonable values are assigned for the physical properties of diagram elements, such as mass,
weight, moment of inertia, etc.
4.3.4 Unistroke and Multistroke Recognition Heuristics
Our prototype supports the recognition of 5 unistroke diagram elements: Circles, Helixes, Line
Segments, Polylines and Polygons (Examples shown in Figure 4.4) and 4 multistroke diagram
elements: vertical and horizontal dotted lines, intervals, arrows, and pulleys (Examples shown in
Figure 4.5). We do not support alternative classifications. Therefore, once each stroke is classified
as one of the 5 unistroke elements, it is removed from both the pool of available strokes and from
the math recognizer. Our heuristics for detecting these basic elements are adapted from [40, 39]




(b) Interval (c) Arrow (d) Pulley
Figure 4.5: Examples of multistroke diagram elements supported by our prototype ITS.
Table 4.2: Recognition Heuristics for Unistroke and Multi-
stroke Symbols. The last column lists the rule for pruning
false positives of each type.
Symbol Heuristic Pruning Rule
Line Segment Two distant2 cusps, at beginning and end of ink







Length > 20% of
screen height
Continued on next page
2‘distant’ implies the two points are not within touch distance. Touch Distance = 2.5% of screen width.
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Symbol Heuristic Pruning Rule
Circle Two nearby3 cusps at the beginning and end of
the ink stroke. Uniform curvature, where ‘Cur-
vature = standard deviation in distance from
each stroke point to stroke centroid’. Thresh-
old value of ‘Curvature < 2% of screen width’
is used
Area > 750 square pix-
els
Polygon ∥Cusps∥ > 3, First and last cusp must be
nearby. Stroke segment between each consec-
utive pair of cusps must be a line4
Same as Circle
Polyline ∥Cusps∥ > 2, First and last cusp must be dis-
tant. Stroke segment between each set of cusps
must be a line
Same as Line Segment
Helix Two distant cusps, Number of self intersections
≥ 3
Same as Line Segment
Arrow Two stroke corresponding to shaft and arrow-
head. Arrow shaft must pass linearity test. Ar-
row head must have 3 cusps. Middle cusp of ar-
rowhead must be near (within Touch Distance)
of one of the endpoints of an arrow shaft
Shaft must be longer
than 15% of screen
width
Continued on next page
3Two points are ‘nearby’ if they are within Touch Distance.
4For polygons, pen strokes must finish at the initial point, yielding 4 points for a triangle (with the first and last
vertex repeated).
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Symbol Heuristic Pruning Rule
Dotted Line Set of 4 or more ink strokes that each pass the
linearity test, are vertical or horizontal, and have
length between 1-6% of screen height. The en-
tire set is clustered around a certain x- or y-
value and does not deviate more than 1.5% of
the screen width. Maximum inter-segment dis-
tance is approximately half of maximum seg-
ment length
Dotted lines must be
longer than 30% of
screen height
Interval Set of parallel dotted lines with an overlapping
projection along the major axis.
None required
Pulley A recognized circle to act as hinge, two recog-
nized line segments (tangent to hinge) to act as
wires, and one small line segment (that passes
linearity test) to act as anchor. Anchor must
touch hinge center with one end. Methods
adapted from QuickDraw [39]
None required
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Figure 4.6: An example diagram of a ball resting on a surface, with a tag and two annotations ( an
arrow and an interval).
4.4 Clustering and Implicit Associations
With a list of recognized diagram elements, tags and equations, our prototype tries to infer im-
plicit relationships between them. Some diagram elements (arrows, dotted lines, and intervals) are
annotations for other elements and do not depict objects in an animation, e.g., arrows (annotated
with equations) denote the direction and magnitude of vector quantities to be associated with some
simulation object. Figure 4.6 presents an example where a tag and two annotations need to be
clustered with the ball and surface. We use the following rules for clustering tags, equations and
annotations with recognized diagram elements:
1. Associate Tags: User defined tags are associated with diagram elements based on a euclidean
distance check. If a tag is contained with a circle or polygon, it is associated. If the tag is not
fully contained but is written close to a diagram element5, an association is created6. In case
5Measure of proximity = Distance threshold equal to 0.05% of screen width.
6this rule is applied to all diagram elements, not merely circles and polygons
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of a tie or multiple possible associations, the tag is associated with the diagram element that
was drawn first. An example is shown in Figure 4.7.
Figure 4.7: Spatial proximity of a tag and the ball necessitates clustering.
2. Associate Equations with Nearby Arrows: If an equation is written close to the head of an
arrow, an association is created. A distance threshold D = 75% of current arrow’s shaft
length is used for this purpose. An example is shown in Figure 4.8. Arrows are especially
tricky for making implicit associations because it is possible to specify the quantity associ-
ated with an arrow in several ways. Figure 4.9 demonstrates some ways in which a velocity
of 50m/s at an angle of π/4 with the horizontal may be represented by an arrow using our
prototype ITS.
Figure 4.8: A mathematical expression written close to the head of an arrow necessitates clustering.
3. Tag Matching Using user defined tags, we associate equations depicting initial conditions
with recognized diagram elements in the following way:
(a) Equations and Arrows: As mentioned previously, Arrows are a complex case for im-
plicit associations because their tags can denote a physical quantity rather than a sym-
bolic name. To associate the proper equation with a tagged arrow, it is sufficient to
examine the left hand side of each equation to see if it matches the arrow’s tag.
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Figure 4.9: Different ways to specify a velocity of 50m/s at an angle of π/4 to the horizontal using
an arrow
(b) Equations and Diagram Elements: If an equation has only one variable on its left hand
side, and its subscript matches the tag for a diagram element, an association is made.
For example, a ball depicted by a circle may be tagged ‘B’ by the user. if there is an
equation in the solution such as mB = 15, it is logical to assume that the ball tagged
‘B’ by the user has a mass of 15 kg.
Figure 4.10: In this example, the arrow with its associated equation will be clustered with the
dotted line of the interval which itself will be clustered with the ball.
4. Cluster Annotations with Diagram Elements: Our prototype supports three annotations: dot-
ted lines, intervals and arrows. First, all arrows are examined to see if their shaft is partially
contained within or in close spatial proximity7 to a diagram element (including intervals and
dotted lines). If so, the arrow with all its implicit associations is itself associated with the
7distance threshold = 3% of screen width.
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diagram element. Second, dotted lines and intervals are examined to check if they intersect a
diagram element (excluding annotations). If an intersection is found, an association is made.
Figure 4.10 depicts a scenario where an arrow denoting a horizontal velocity of 5m/s will
initially be clustered with an interval. The interval itself is clustered with the ball resting
on a surface. The order of clustering is not important because rules for inferring associated
values from connected annotations are built into each simulation engine in our system.
Our method for inferring implicit relationships between diagram elements has a time com-
plexity of O(n2), where n is the number of diagram elements. This is not an optimal strategy for
performing comparisons, and may possibly see improvement by incorporating spatial partitioning
methods (grids, quadtrees, etc). However, given the small number of elements, tags and equations
usually found in physics diagrams, this is not a significant bottleneck at this stage.
Inferring associations in this manner eliminates the need for users to associate all required
initial conditions with the diagram manually. For each association (either inferred implicitly or
indicated explicitly by the user), the system needs to extract the actual value of the physical quantity
denoted by the association. Annotations denoted by arrows indicate vector quantities. Arrows can
have dotted lines associated with them to indicate the angle with vertical or horizontal axes. By
examining arrow labels, in combination with associated angle and axis annotation, the system is
able to infer any of the following vector quantities: velocity, force, momentum, acceleration.
4.5 High Level Reasoning Engine
This phase of the recognition process merges the information extracted from the text of the prob-
lem with the recognized diagram elements. First, an appropriate primary simulator is chosen and
assigned to the animation runtime. A series of secondary simulators is also instantiated, if the NLP
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Engine indicates a need to do so, and assigned to the animation runtime. If no problem statement is
provided, then the Free Fall Kinematics simulator is chosen as the primary simulator. We anticipate
that this scenario can arise when the user wants to doodle or to quickly prototype an idea using our
system. The Free Fall Kinematics simulator is the most general purpose of our simulation engines
and allows for multiple granularities of input, making it ideal as the default choice.
Second, the high level reasoning engine passes the list of initial conditions to the Solution
Checking module for later use. Once the correct simulator(s) are identified and instantiated, they
are used to construct the simulation from the recognized diagram elements. Recognized elements
are passed via the Animation Runtime to the correct simulators which match equation variables to
domain-specific physics quantities, and assign initial conditions to each element based on either
user defined annotations/equations or the element’s spatial appearance. The responsibility for han-
dling communication between the different simulators and for performing the overall animation
lies with the Animation Runtime.
56
CHAPTER 5
BEAUTIFICATION OF RECOGNIZED DIAGRAMS
In this chapter, we first describe QuickDraw [39], a diagram beautification framework based on
geometric constraint solving, that we have developed independently of our physics tutoring pro-
totype. QuickDraw provides a powerful and robust method of globally beautifying an entire geo-
metric diagram. it is able to work iteratively or in batch mode and is robust to recognition errors
where some constraints are not properly recognized. .
We then describe the beautification procedures employed in our prototype ITS, some of
which are based off of our earlier prototypes [40, 41] and some which have been adapted from the
quickdraw system.
5.1 The QuickDraw Framework
QuickDraw [39] is a pen-based diagramming tool for geometry diagrams containing line segments
and circles. Key contributions of this work include a novel diagram beautification algorithm based
on realtime geometric constraint solving. QuickDraw first infers a series of geometric constraints
between recognized drawing elements. Then, the notion of iterative refinement is applied to suc-
cessively assign values to attributes of each diagram element such that the inferred constraints are
obeyed. Table 5.1 lists all the constraints recognized by the QuickDraw system.
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Line segments with same length
Line segments with endpoint(s) at same horizontal level
Line segments with endpoint(s) at same vertical level
Circles
Circles with same radius
Concentric circles
Circles touching at their circumference
Intersecting Circles
Circle passing through the center of another circle
Circles & Line
Segments
Line segment tangent to circle
Line segment intersecting circle
Line segment passing through center of circle
Line segment touching circumference with an endpoint
Continued on next page
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Primitive Types Constraint
Line segment touching circle center with an endpoint
5.1.1 Recognition and Constraint Inference in QuickDraw
A sketched diagram is first parsed into primitive diagram elements (line segments and circles).
The recognition heuristics are described in [39]. Recognized primitives are assigned a canonical
ordering O, from left to right followed by top to bottom. This ensures a deterministic view of each
diagram, independent of the order in which its elements were drawn.
5.1.2 Constraint-based Beautification Framework
Once primitive elements C (lines and circles) are recognized, QuickDraw infers the intended con-
straints between them (See Table 5.1 for supported constraints). After inferring constraints, a
novel beautification algorithm (Algorithm 1) is used to processes the recognized primitives and
inferred constraints to generate a precise geometric diagram whose elements satisfy the intended
constraints.
Each primitive diagram element C has attributes s such that it can be uniquely determined
after some appropriate subset of its attributes are known. For example, the attributes of a line
segment are its slope, intercept (y-intercept if slope is not vertical; otherwise x-Intercept), length,
and x- and y- coordinates of its two end points. A line segment can be uniquely determined from
the x- and y- coordinates of the two end points, or alternatively from its slope, intercept and y
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Algorithm 1 Beautification Algorithm
{C̃ = Set of Primitives; α = Set of Constraints; }
Require: C̃, α
A := Set of all attributes of primitives in C̃;
B := ∅;
while B ̸= A do




s := attribute from A− B with the highest rank.
Read value of s from sketch.
end if
B := B ∪ {s};
C := parent primitive of s.
if C is determined from its attributes in B (using U ) then




coordinates of its two end points (if the slope is not vertical). Similarly, the attributes of a circle
are its radius and the coordinates of its center. A circle is uniquely determined if all of its attributes
are known. This knowledge is captured as an extensible set of rules U .
The idea behind defining constituent attributes for each diagram primitive is that constraints
between primitives uniquely identify some of their attributes. This knowledge is captured as an
extensible set of rules V , each of which specifies how to compute the value of some attribute from
values of some other attributes under appropriate constraints. For example, if a line L is tangent
to a circle C, C.radius can be computed from C.center, L.slope, and L.intercept. Specifically,
C.radius can be computed as the perpendicular distance between C.center and the line determined
by L.slope and L.intercept. As another example, under the same constraint that a line L is tangent
to a circle C, L.intercept can be computed from L.slope, C.center, and C.radius.
The beautification framework in QuickDraw maintains a worklist B that holds the set of
all attributes whose values have been computed. B is initialized to the empty set. The main loop
of the beautification algorithm is repeated until B is equal to set A that holds all attributes of all
recognized primitives. Each iteration of the main loop attempts to identify an attribute s ∈ (A−B)
(of some diagram primitive C) whose value can be computed from the attributes in B using any of
the rules V : s is then added to B. If the primitive C is uniquely determined from its attributes in B
using any of the rules U , then C is beautified and all of its attributes are added to B.
If no such attribute s exists, then to maintain progress, the algorithm identifies an attribute
s ∈ (A− B) with the highest rank. The rank of an attribute s of a diagram primitive C is given by









 ,O(C), 1W (s)

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An interesting element of the above rank tuple is a weight function W that maps each at-
tribute type to some score between 0 and 1 and is used to assert the relative importance of knowing
some attribute over another. More specifically, the relative weight ordering reflects the order of
observing any visual discrepancies (thereby avoiding the need to edit diagram primitives unless
really required), and also the order of ease of editing diagram primitives if QuickDraw didn’t get
it right.
QuickDraw uses the following relative weights: (a) Attributes of a line-segment: x-y coor-
dinates of the two end-points and length (0.5 each), intercept (0.75), slope (1). (b) Attributes of a
circle: x-y coordinates of the two end-points (0.5 each), radius (1).
The first element of the rank tuple identifies a diagram primitive C that is closest to being
determined. This is estimated by computing the maximum of the weighted ratio of the attributes
that are known from among some minimal set of attributes S of C that uniquely determine the
primitive C. The second element of the rank tuple breaks any ties among C by using the canonical
ordering O(C) assigned to the primitive at recognition time. The third element of the rank tuple
identifies an attribute s of component C that has the lowest weight. The value of the attribute s
with the highest rank is then read off from the sketch. C is then beautified and all of its attributes
are added to B.
This beautification framework has two interesting characteristics: robustness and interac-
tive support. The algorithm is robust due to the powerful deductive reasoning enabled by an exten-
sible set of rules U and V over a saturated set of constraints inferred using sketch understanding
techniques. This allows it to correctly beautify diagrams when the recognition engine misses out
on some constraints. The algorithm also allows for interactive drawing. The main loop of the al-
gorithm can be run in an incremental fashion after adding attributes of any new diagram primitives
sketched by the user to A and updating the set of constraints.
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Figure 5.1: A roughly sketched square.
5.1.3 Example: A Sketched Square
Given the sketched square in Figure 5.1, QuickDraw should ideally infer the following constraints
between four recognized line segments:
1. Two line segments are horizontal and two are vertical.
2. The horizontal line segments are parallel, and are both perpendicular to the vertical line
segments.
3. The vertical line segments are parallel, and are both perpendicular to the horizontal line
segments.
4. All the line segments in the sketch form a connected path, and are all equal in length.
5. The perpendicular distance between horizontal line segments is the same as that between
vertical line segments.
Beautification now proceeds as follows. (i) After computing the slope of all the line-
segments, the algorithm reads off the x-y coordinates of the top-left corner and the y-coordinate
of the bottom-left corner from the sketch and then beautifies the left line-segment. (ii) Next, the
algorithm computes the y-coordinate of the top-right corner from the y-coordinate of the top-left
corner (because of the top segment having horizontal slope constraint), and then the x-coordinate
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of the top-right corner from the two left corners (because of the equal length constraint between
the top and left segments), and then beautifies the top line-segment. (iii) In a manner similar to
the previous case, the algorithm computes the y-coordinate of the bottom-right corner from the y-
coordinate of the bottom-left corner (because of the bottom line-segment having horizontal slope
constraint), and then the x-coordinate of the bottom-right corner from the two left corners (because
of the equal length constraint between the bottom and left line-segments), and then beautifies the
bottom line-segment.
Alternatively, suppose that the system had failed to infer any equal length constraint involv-
ing the bottom line-segment. The algorithm can still compute the x-coordinate of the bottom-right
corner from the x-coordinate of the top-right corner (because of the right line-segment having verti-
cal slope constraint). Let us also suppose that the system failed to infer the vertical slope constraint
for the right line-segment. The algorithm can still compute the slope of the right line-segment from
the slope of the top line-segment (because of the perpendicular constraint between the top and right
line-segments) followed by computing the intercept of the right line-segment from the x coordi-
nate of the top-right corner. The algorithm can then compute the x-coordinate of the bottom-right
corner from the two top corners (because of the equal length constraint between the right and top
line-segments).
These instances of missing constraints highlight the robustness of the QuickDraw beautifi-
cation framework, which is able to make up for the missing constraints by making effective use of
other (logically equivalent) constraints. Some examples of diagrams that can be beautified using
QuickDraw are shown in Figure 5.2.
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Figure 5.2: Examples of geometric diagrams that can be precisely beautified using the QuickDraw
beautification framework.
65
Figure 5.3: The diagram recognition pipeline in our prototype ITS. Beautification occurs at two
points during recognition, and may also occur when a user makes an explicit association.
5.2 Beautification in our Prototype ITS
Sketch beautification is extremely important for constructing a physically correct animation [41].
Hand drawn diagrams are approximate in nature, and must be precisely beautified in order to gen-
erate a plausible and correct animation. For our prototype system, we have adapted beautification
techniques from QuickDraw [39] and our earlier prototypes [41, 40]. Figure 5.3 depicts the dia-
gram recognition pipeline in our prototype. In some instances, recognized diagram elements can be
beautified in isolation, immediately after they are recognized. For other instances of beautification,
the relationship between diagram elements needs to be considered, possibly within the context of
the problem domain. This is handled by a beautification post-processing step that is invoked after
the entire recognition process is complete. Lastly, beautification may be needed when an equation
is explicitly associated with an element by a user.
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5.2.1 Initial Beautification: Individual Elements
The first beautification pass is conducted immediately after unistroke and multistroke elements
have been recognized, and only affects each element in isolation. This comprises the following
steps:
1. Line Segments, Helixes, and Arrows are aligned vertical or horizontal if their slope falls
within a specified range (within approximately 8 degrees of the x- or y-axes).
2. Polygon vertices are checked to see if they are in counter-clockwise order, and assigned a
counter-clockwise winding if not so. The ordering is checked by taking the 2D cross product
of direction vectors of each pair of adjacent edges1.
3. Each edge in polygons is aligned vertical or horizontal if its slope falls within a specified
range (within 8 degrees of x- and y-axes).
4. Each segment of polylines is aligned vertical or horizontal if its slope falls within a specified
range (within 8 degrees of x- and y-axes).
5. Dotted lines and intervals are aligned vertical or horizontal (within 8 degrees of x- and y-
axes).
6. Pulleys are beautified to ensure that the constraints specifying their appearance are ensured
precisely: One end of anchor touches the center of the hinge and the wires touch at tangent
points to the hinge. We use the QuickDraw [39] framework for beautifying pulleys, because
pulleys are described purely in terms of geometric constraints and are therefore natural can-
didates for constrained-based beautification.
1The 2D cross product is defined as v1 × v2 = x1y2 − y1x2.
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5.2.2 Secondary Beautification: Annotations and Groups of Elements
The initial beautification pass examines each diagram element in isolation. Yet, in physics dia-
grams, there is sometimes a need to examine interesting groups of elements simultaneously and
ensure their correct positions if a realistic animation is to be constructed. Therefore, we conduct a
second pass after the recognition process is complete, comprising the following tasks:
1. Arrow directions are altered if an equation specifying an angle with the horizontal or vertical
axis is associated.
2. If a shape (Circle or polygon) rests on a surface (line segment or polyline), their positions are
manipulated to ensure touch constraints. Resting contact is determined by checking spatial
proximity, with a threshold = 5% of screen width.
3. For springs and pulleys that are connected to shapes, the connection point is manipulated
to ensure that it exists on the shape boundary. This mitigates imprecise drawing where the
endpoints are usually drawn inside the shape.
Finally, explicit associations can also alter the appearance of diagram elements. For such




In our earlier prototypes, we used a single physics engine [42, 41, 40] for animating student di-
agrams. This approach was limited to modeling scenarios where the student’s answers could be
morphed to concepts related to f = ma which formed the core position update mechanism for
the physic engine (See Appendix A for a listing of earlier prototypes). Student answers resulting
in equations for position, displacement, velocity, acceleration, force and spring stiffness could be
used directly [42, 41] while equations for concepts such as work done, kinetic and gravitational po-
tential energy needed to be transformed during animation [40]. This design was difficult to extend
to new domains of physics problems and was prone to instability as new features were added.
Our current prototype uses separate, domain-specific simulators to provide animation sup-
port for diagrams belonging to linear motion, free fall, projectile motion, equilibrium, momentum,
and friction. This design is more modular and easier to extend. Each simulator is entirely self-
contained, thus localizing logical bugs and minimizing impact on other system areas. Figure 6.1
depicts a high-level overview of the design of our animation module. The fundamental unit of
animation in our new architecture is a shape (circle or polygon). Each simulator defines different
rules for modeling forces, resolving collisions and updating the position of shapes. Each simulator
also integrates rules for understanding domain-specific quantities and equations and for performing
unit conversions. Additionally, we have abstracted out pulleys and springs as an optional add-on
to all simulators1, allowing for reuse of these components between diagrams in different domains.
1However, at this time, pulleys and springs are only supported in the context of Freefall Kinematics and Friction
simulators.
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Figure 6.1: High-level overview of the animation module showing components of each do-
main-specific simulator, the common elements shared between simulators and the interdependence
between the animation module and parts of the Solution Checker.
Each simulator provides entry points for mathematical equations that can be explicitly as-
sociated with physical properties of simulation elements, altering their animation behavior. As-
sociated equations are evaluated at association time or during animation to yield scalar or vector
values that are used to guide the animation in accordance with the user’s intent. It should be noted
that the modified behavior caused by associated mathematics may or may not be intuitively correct.
This serves as a feedback mechanism indicating whether there is a mistake in the user’s solution.
Each simulator also exposes a list of domain-specific physics quantities for shapes that can be used
to generate realtime graphs.
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Our animation framework provides a possibility for runtime data transformations. This
affords us the choice to extend one or more simulators at a later date to include animation support
for new types of problems, without writing entirely new simulators. Table 6.1 summarizes the
differences in notations and functionality supported by the three simulators in our prototype ITS:
Table 6.1: Simulation Configuration








Arrows, Dotted Lines Free Fall, Free-hanging
Springs, Projectiles,
Pulleys, Doodling
Friction Circles, Polygons, Pul-







Momentum Circles, Polygons, Pul-
leys, Springs, Line Seg-
ments










6.1 Free Fall Kinematics Simulator
This simulator is based on game physics engine concepts [140, 61]. Its core functionality includes
collision detection and resolution, constant and drag forces and an incremental position update
mechanism based on numerical integration. Sketched shapes (circles and polygons) denote rigid
bodies. Users can associate equations for forces, velocity, position, and acceleration which can
augment or replace the standard position update mechanism. Additionally, equations may be as-
signed to alter mass, spring stiffness, work done, kinetic energy and gravitational potential energy.
Equations for time limits may be associated with the simulator itself by using ‘Lasso’ to select
an equation (usually of the form t = x, where x is the time limit) and ‘tapping’ anywhere on the
writing area2.
This simulator is able to provide support for problems that involve bodies in free fall or are
attached to springs, or for pulley systems released from rest. Within these domains, it is able to
animate diagrams whose corresponding solutions yield an answer in the form of one of the physics
quantities mentioned above.
6.2 Friction Simulator
The friction simulator models kinetic and static friction between two surfaces. This allows it to
animate diagrams where an object is in sliding contact with a fixed surface. It does not have any
collision detection. For this simulator, users must have drawn one fixed surface denoted by a
long line segment or a polyline, upon which a shape rests. Users may sketch intervals to denote
a range of displacement, and may associate equations for displacement with the interval. Users
2This mechanism is supported by all simulators in our Animation Runtime to denote time limits for a particular
animation.
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may also associate equations for mass, velocity, acceleration, constant force, kinetic friction, static
friction, coefficients of kinetic and static friction, work done, kinetic and potential energy, and
spring stiffness with various recognized diagram elements.
This simulator is able to handle problems from the domain of friction where a single body
is moving along a rough surface, and may or may not be constrained to move within a specified
distance. Additionally, by setting the friction forces to zero, this simulator can be used to pro-
vide animation support for inclined plane problems or problems involving 1-D motion along a
frictionless surface.
6.3 Equilibrium Simulator
The equilibrium simulator provides support for problems where a body is held in equilibrium by a
number of breakable wires. It does not have any collision detection. For this simulator, wires can
be drawn as line segments connected to shapes. Users may associate equations for mass, force, and
tension with diagram elements. At recognition time, the length of each recognized wire is taken as
allowed length. If any wire is stretched beyond 20% of its allowed length, it is tagged as broken,
and its effect is removed from the simulation. Broken wires are not rendered.
This functionality enables us to model a small set of equilibrium problems where systems in
equilibrium are released from rest and the student’s answer determines if equilibrium is maintained.
Possible avenues of future work include providing support for angular effects such as moment of
force, and enabling users to mark or test the center of turning.
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6.4 Momentum Simulator
This simulator models elastic collisions between two bodies moving in 1-dimension along a fixed
surface. Again, users must draw one fixed surface denoted by a long line segment or a polyline,
upon which two shapes rest. Users may sketch a single dotted line to denote the event of a colli-
sion and may associated equations or arrows denoting velocity with the collision event. For this
simulator, we have adopted the convention that all velocities prior to collision are denoted by u
and all velocities after the collision are denoted by v. Users may only associate equations for mass
and velocity. For collision problems, a coordinate system is usually required, where one direction
is assumed as the positive direction, with any vector quantities that lie in the opposite direction
having a negative sign. In our Momentum simulator, the sign of direction is automatically inferred
from arrow annotations (arrow direction implies direction of associated vector quantity). This also
means that while + and − signs are ignored when matching equations to arrow labels. For an
example, please refer to Section 8.2.7.
This simulator is able to handle limited instances of momentum problems, and serves
merely as a proof-of-concept at the moment. Possible extensions include support for collisions




Our solution checker is based on building a graph structure to represent the mathematical steps in a
student’s solution. In principle, this scheme is similar to the standard representation for a deductive
proof [136, 173, 188], where one starts with a set of givens and uses logic to reach a conclusion.
In our case, the initial conditions specified in the problem statement are the givens, and the overall
solution is a mathematical (rather than deductive) proof. The steps in the solution can be linked
in a graph-structure where each link signifies an inference based on a mathematical or physical
principle. The initial conditions and the answer then become the leaf nodes for the graph.
As our prototype system does not contain any prior knowledge or instrumentation about
each problem, it does not contain a known model (which can be coupled with model tracing tech-
niques for tutoring). Instead, we extract pertinent information from the text of a given problem,
and generate the graph-model at runtime. Existing ITS’s incorporate sophisticated facilities for
pre-computing the solutions to given problems (Andes [207] is a relevant example). Our method-
ology is different. We construct a model of a written solution and then use path searching methods
to determine if the student has used some path to arrive at an answer. Using a database of physics
and mathematical equations (containing common algebraic variations1), we infer relationships be-
tween solution steps and verify the soundness of each step.
The solution checker can be invoked by hitting the ‘Check’ button from the system menu.
This module contains knowledge of physics concepts in the form of a database of physics and
1In our current prototype, the size of the database is quite small. It is limited to the equations used for solving the
problems in Chapter 8. However, the database is easy to extend by providing examples of new equations in an xml
format.
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mathematics equations, as well as their variations. Additionally, information extracted from the
text of the problem is also utilized here.
Checking can only happen once the solution has been recognized and parsed into diagram
and solution steps. The solution checker also assumes that the mathematical steps in the solution
are in correct logical order. We infer the ordering by sorting the y-coordinate for the centroid
of each step in ascending order. This enables us to order solutions written vertically in a single
column format. We currently do not have a method to assign ordering to solutions steps written in
two-column format. Lastly, the solution must not contain chained mathematical expression, e.g.,
f = ma = (2)(1.5) = 3N .
7.1 A Graph Model for Solution Steps
We use two key insights to check solutions. First, each step in the solution must be mathematically
sound, i.e., it must use physics and mathematics formulae correctly. Second, the solution must
be sound as a whole, i.e., each step should use well-known mathematics and physics knowledge
and/or be dependent on the preceding steps. Our solution checker assigns a label to each solution
step. Each solution step falls into one of four categories: Initial Condition, Formula Statement,
Manipulation, and Answer.
Initial Condition Usually written in the early stages of a solution. It is also possible for the
student to write them in the middle. Also, sometimes, students may not write them at all.
They can also be identified by examination of the problem statement, as it contains all initial
conditions.
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Formula Statement Well-known equation that expresses a mathematics or physics principle. Our
domain knowledge database contains a list of equations as well as their variations. These
steps can be identified by a simple lookup.
Manipulation These are steps where the student either substitutes values for quantities, manip-
ulates the equation in some manner (e.g. multiplying/dividing/adding some value to both
sides), simplifies an expression or computes values. In order to speed up the labeling pro-
cess, any solution step that is not an initial condition, a formula, or the answer is labeled a
manipulation step.
Answer Last step in the solution. Based on the analysis of the problem statement, our system can
infer the quantity the student is asked to solve for. We can check the last solution step to see
if it is an expression for the relevant physical quantity.
Labeled solution steps can be used to verify if the solution is correct. A trivial rule is
to check the existence of the answer, indicating if the solution is complete. We then construct a
directed graph data structure S, where each vertex si corresponds to a solution step. The solution
step labeled ‘Answer’ is not added to S. Edges in S are assigned based on the following rules:
R1. If a vertex s denotes a formula statement, an edge is assigned from the list of physics/mathematics
equations E to that vertex.
R2. If the mathematical step in a vertex sj is a manipulated form of another mathematical step
si, an edge is assigned from si to sj . This can include substitution of values into a formula,
arithmetic manipulation or computation.
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R3. If a vertex sm denotes a computed value or an initial condition e.g. a = 1.5m/s2, and there
exists a subset Sdependent ⊂ S such that each vertex sk ∈ Sdependent uses the value in sm, then
an edge is assigned from sm to each sk ∈ Sdependent.
R4. If the vertex corresponding to the last solution step sn denotes a computation for the quantity
asked for in the question, an edge is assigned from sn to the answer A (which exists as a lone
vertex outside the graph).
7.2 Rules for Checking a Solution Graph
For our purposes, domain knowledge in the form of physics and mathematics formulae and the
answer A are modeled as vertices outside S which are connected to vertices inside the graph. The
solution represented by S is valid if the following conditions are true:
1. S contains no cycles.
2. ∀i = 1...n, si is valid, i.e., uses mathematical and physics formulae correctly, substitutes
values correctly and only uses mathematically valid manipulations.
3. ∀i = 1..n, If si is not labeled ‘Initial Condition’, Indegree(si) ∈ S ≥ 1
4. ∀i = 1..n, Outdegree(si) ∈ S ≥ 1
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Figure 7.1: Figure showing the solution graph constructed for a gravitational potential energy
problem where a ball of mass 10 kg falls a distance of 50 meters.
7.3 A Worked Example
Figure 7.1 depicts a physics problem where a student is asked to work out the change in grav-
itational potential energy when a ball of mass 10 kg falls a distance of 50 meters. This solu-
tion contains two initial conditions (m = 10 and h = 50), two solution steps (Pe = mgh and
Pe = (10)(10)(50)), and a final answer step Pe = 5000J . The solution graph shown in Figure 7.1
consists of 4 vertices, two initial conditions, one formula. and a manipulation step where the values
of the initial condition are being substituted into the formula. The manipulation step is linked to
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the answer step, which lies outside the solution graph. The edges of the graph in Figure 7.1 have
been labeled with the appropriate rule (See Section 7.1) that was invoked to construct each edge.
7.4 Discussion
Our solution checking algorithm is user independent, can handle complex solutions and works
fairly fast. The labeling process works in linear time O(n), for an n-step solution2. Constructing
the directed graph representation takes longer, because for each solution step, we need to poten-
tially examine all the steps prior to it, in order to determine dependencies, giving the time cost as
O(n2). Checking the validity of the solution graph is slightly more nuanced. Checking for cycles
can be accomplished in O(|V ertices|+ |Edges|) time (Tarjan’s Algorithm [197]) 3.
The time required to verify the validity of each vertex si in the graph is either constant or
dependent on its total degree, which in the worst case is O(n)4 Counting the in- and out-degrees
of each vertex is an O(1) operation per vertex, giving overall time cost as O(n). Combining all
these factors together, the worst case time complexity for our solution checker is O(n2), for a
solution containing n steps. However, as our mathematics recognizer is continuously active, the
graph structure S can be constructed and modified while the student is writing or editing his/her
solution, mitigating the time required for setting up the solution checker.
However, it may be difficult for a handwriting-based system to fulfill the prerequisites for
our algorithm. First, perfect handwriting recognition accuracy is required, because any recognition
2It can be assumed that any lookup from the database of physics and mathematics formulae is an O(1) operation,
given suitable choice of storage and lookup mechanisms.
3In the worst case, we can envision the entire solution as consisting of interrelated formulae and manipulation
steps, yielding |V ertices| = n and |Edges| = n2.
4In practice, we expect to validate most steps in constant time. The theoretical worst case implies that a solution
step exists that is linked to all the steps preceding it. The ‘Manipulation’ step in Figure 7.1 is an example of this.
However, the solution in Figure 7.1 is a simple one comprising only a few steps. Steps involving such gestalten
computations are likely to be a very small subset of the entire solution.
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errors would impact the step-labeling process. Second, the logical ordering of the solution steps
must also be known exactly. We require this in order to mitigate ambiguity in assigning dependency
relationships between solution steps. Third, an external library of well-known mathematical and
physics formulae is required, which may grow quite large based on which domains are targeted





This chapter lists several physics problems modeled using our prototype system. In each instance,
we describe how an animation may be constructed from the written solution. In this way, we
highlight the range of capabilities of our prototype system and discuss supported animation mech-
anisms.
8.1 Animations for Toy Examples
Toy scenarios are usually a first step for any recognition system. The aim is to work with a small
set of driving examples that enable one to identify and construct core functionality that may be
generalized to a range of real world scenarios. This section presents three toy examples (either
adapted from real physics problems or interesting in their own right).
8.1.1 Doodling: 3-Spring System
In Figure 8.1, a box is connected to 3 springs of different stiffness. This is an example of pro-
totyping or doodling where deriving the closed-form solution for the box’s motion trajectory is
non-trivial. Instead, it is easier to sketch the system and generate realtime graphs showing how
different quantities change in realtime.
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Figure 8.1: A box suspended using three springs. Deriving a closed-form solution for the behavior
of this system can be very difficult whereas generating a simulation for this scenario is very easy
within our prototype system.
The three springs are labeled ‘a’, ‘b’, and ‘c’ by the user, while the box is labeled ‘d’.
Upon recognition, the labels are associated implicitly with each diagram element based on prox-
imity checking. Similarly, the equations for stiffness and mass are also associated implicitly using
label-matching. The graph in Figure 8.1 demonstrates the interplay between the kinetic and po-
tential energy of the box once the system is released from rest. This example highlights the use of
graphing as an important aspect of animation.
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Figure 8.2: Example scenario where a ball of mass 10kg is dropped from a the roof of a building
of height 50m. The student is asked to work out the change in gravitational potential energy of the
ball.
8.1.2 Change in Gravitational Potential Energy During Free-Fall
Figure 8.2 shows a contrived free fall problem. A ball of mass m = 10kg is dropped from a known
height. The student is asked to determine the change in gravitational potential energy after the ball
has fallen 50m. The student sketches a circle to represent the ball, and annotates the diagram with
an interval (two parallel, horizontal dotted lines) to indicate limits of displacement. From the given
information, the student computes the change in potential energy of the ball to be Pe = 5000J .
To verify the answer, the student animates the sketch with the solution (Pe = 5000) as input.
Upon recognition, the ball is replaced by a circle. The dotted lines are interpreted as an interval.
The circle is labeled ‘a’, and the equation indicating mass (ma = 10) is associated implicitly.
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The student first selects the expression dx = 50 and associates it with the interval to indicate the
displacement limit. The student then selects the answer, Pe = 5000 with the ‘Lasso’ gesture,
associates it by tapping the circle, and triggers the animation. The system uses the association
Pe = 5000 to derive the magnitude of required displacement. The simulation stops when the
required displacement has been covered. If the computed change in potential energy is correct, the
ball will move exactly 50m. If it is incorrect, then the ball will come to rest either before or after
reaching the end level. This example highlights the usefulness of being able to denote the starting
and ending points of motion by using dotted lines.
Figure 8.3: An example of the solution checker in action.
Figure 8.3 shows what happens if the student hits ‘Check’ after the diagram has been recog-
nized. Each solution step is typeset and displayed to the user, along with the results of the analysis,
i.e., if each step is an initial condition, formula or a computation.
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Figure 8.4: A contrived equilibrium problem based on the real world scenario presented in Sec-
tion 8.2.4.
8.1.3 A Contrived Equilibrium Problem
The problem in Figure 8.4 is a simplified version of the equilibrium problem depicted in Sec-
tion 8.2.4. Here, a box is suspended using two wires, each at an angle of 45o with the horizontal
direction. The student is asked to work out the tension in each wire such that the box is held in
equilibrium. As the angle with the horizontal is same for each wire, the magnitude of the tension
in each wire is also the same. The student derives a value of wa√
2
for the tension in each wire. After
associating the tension with each wire, the student can hit ‘Animate’. As the tension in each wire
is correct, the box is held in equilibrium. If an incorrect answer for the tension had been derived,
86
the box would move in the direction of the net force. This would cause one or both wires to stretch
(depending on the direction and magnitude of the net force). If any wire is stretched beyond 20%
of its initial length, it is broken, causing the box to potentially fall freely.
This scenario illustrates three important issues. First, the answer is given in symbolic
variables rather than in a numeric form. The animation system must be able to find and extract the
value of wa at runtime for it to work correctly1. Second, sketched wires may not touch the box
at its exact corners and may also not make an angle of 45o with the horizontal direction. Precise
beautification after recognition and explicit association is required to mitigate these problems.
Third, this problem highlights an important feedback mechanism for animation-based tutoring:
”the presence of motion where there should be none”.
Figure 8.5: Simple problem that requires the use of f = ma.
1This can generally be stated as: Given a variable and its subscript, find out 1) the physical quantity represented 2)
the simulation element to which this physical quantity belongs and 3) the value of said physical quantity at this instant
in time.
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8.2 Animations for Real Physics Problems
8.2.1 A Simple Force and Acceleration Problem
The scenario in Figure 8.5 is a very simple one that can be solved with the direct application of
f = ma. A force and acceleration are provided, and the mass is required. However, in this instance,
the answer cannot be visually verified in a simple way. If the box moves with a constant but wrong
acceleration, a user may not be able to tell the difference. However, if graphing functionality is
employed (shown in Figure 8.6), then the student can observe that the acceleration is precisely that
which is predicted.
Figure 8.6: Animation for the scenario in Figure 8.5.
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This scenario is not very different from doodling, from the animation point of view. A set of
initial conditions are provided that yield an open-ended animation (no time or distance constraints).
The result can be visually or graphically verified.
(a) Projectile Example (b) Animation and Graph
Figure 8.7: Simple projectile scenario with limits on vertical movement. The recognized diagram
and graph are also shown.
8.2.2 A Projectile Constrained in 1-dimension
The solution shown in Figure 8.7(a) requires the computation of vertical distance traveled in a given
amount of time. This can be computed using motion equation S = ut+ 1
2
gt2. This example shows
an interesting scenario where the answer S = 0.6125 is not used for animation at all. Instead,
the diagram can be animated using only the information provided in the problem statement: initial
velocity, time interval, and gravity. Figure 8.7(b) shows that when the book’s vertical distance
traveled is graphed, it comes out to a little over 0.6 meters. Graphing is again shown to be an
important feedback mechanism.
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Figure 8.8: Projectile problem with limits on vertical and horizontal movement.
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8.2.3 A Projectile Constrained in 2-dimensions
Figure 8.8 depicts another projectile problem. Here, both the vertical and horizontal distance
traveled are constrained and the student is asked to solve for a speed such that both constraints
are overcome. By applying the equations of motion in the vertical and horizontal directions, a
minimum speed can be worked out. On the face of it, this scenario doesn’t seem too different from
Figure 8.7. However, from an animation perspective, there are important differences. Here, the
answer is used for animation. Again graphing is used for feedback (Shown in Figure 8.9) but this
scenario indicates that graphing is indispensable for cases where more than one quantities need
to be observed simultaneously as functions of time. An alternative method for animation might
have been to show the vertical and horizontal motion trails, but this approach would not show the
comparison between the two quantities as functions of time.
Figure 8.9: Animation and Graph for solution shown in Figure 8.8.
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8.2.4 A Box Held in Equilibrium
The problem in Figure 8.10 is a slightly more complicated version of the problem presented in Sec-
tion 8.1.3. Here, due to the different angle with the horizontal direction, the tension in both wires
is not equal. Again, the diagram is beautified upon recognition, and each wire’s angle with the hor-
izontal is corrected upon association. The derived value for tension keeps the box in equilibrium.
For incorrect values, the box would eventually break the wires and drop freely.
Figure 8.10: Equilibrium problem taken from Young’s University Physics [226] and modeled using
our system.
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Figure 8.11: Sample Problem taken from Young’s University Physics [226].
8.2.5 A Box Sliding on a Rough Surface
For Figure 8.11, the student must work out the friction force such that a moving ball comes to
rest in a specified amount of time. Several factors affect the recognition and beautification of this
scenario. The line denoting the surface is beautified so that it is perfectly horizontal. The circle
is moved so that it is tangent to the line (to satisfy the touch constraint). In this scenario, the
answer (f = 46.7) is not associated with the circle using the ‘Lasso’ + ‘Tap’ method. Instead, it
is simply written down by the user as an arrow annotation. The user can indicate the time limit
by using ‘Lasso’ to select t = 3.52 and tapping anywhere on the draw area. Please note that this
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is not necessary. If the value for the force is correct, the circle will stop in exactly 3.52 seconds.
However, the moment may pass too quickly for a user to notice. To remedy this, graphing can be
used to show that the circle comes to rest in the specified time. Alternatively, the time limit may be
indicated, causing the system to stop animation when the limit is reached. In either case, the user
will be able to check if he computed the initial conditions for the scenario correctly. Figure 8.12
shows the case where graphing is used for this purpose.
Figure 8.12: An animation of the friction problem in Figure 8.11, highlighting the use of graphing.
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Figure 8.13: A student is asked to work out the coefficient of kinetic friction µk such that a moving
ball comes to rest after traveling a given distance.
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8.2.6 Computing the Coefficient of Kinetic Friction
The scenario in Figure 8.13 is more involved than the scenario presented in Figure 8.11. Here,
instead of simply computing the friction force, the student must work out the correct coefficient
of kinetic friction that will cause the ball to stop moving in a given distance. The processes of
recognition and beautification are similar to Section 8.2.5. The recognized diagram is depicted
in Figure 8.14. In this scenario, the initial velocity and mass are associated implicitly while the
student must associate the distance and the coefficient of kinetic friction manually. To do this, they
can Lasso the dx = 30 and tap on of the dotted lines. Similarly, selecting µk = 0.0417 and tapping
the ball associates the coefficient of kinetic friction. When the animation is run, the ball comes to
rest in the correct distance. A different value for µk would cause the ball to either stop before the
appropriate distance or to overshoot the distance limit.
Figure 8.14: An animation of the friction problem in Figure 8.13, highlighting the use of graphing.
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Modeling this type of physics problem requires the modeling of static and kinetic friction
forces. The Friction simulator in our Animation Runtime is capable of modeling these interactions.
This enables it to generate animations for cases where either an object moving on a rough surface
starts from rest or is already moving with a steady velocity.
8.2.7 Elastic Collisions
As mentioned previously, the momentum simulator in our prototype can handle limited cases of
elastic collisions in 1-Dimension. Figure 8.15. Here, two marbles (labeled ‘a’ and ‘b’) are moving
toward each other at different velocities. In this instance, the event of collision is denoted by a
single vertical dotted line. The before- and after- collision velocities of both marbles are written
using horizontal arrows, with labels. Using physics formulae for perfectly elastic collisions, the
student derives the after collision velocities as va = −1.02 and vb = 0.88. When associated the
equations for before- and after- collision velocities, our system ignores the − sign in the equations,
instead inferring the direction from the recognized arrow. This process is invisible to the user.
This problem is another example of a scenario where the answer itself need not be associ-
ated with the recognized diagram. Here, the initial conditions are sufficient to run the simulation.
After the collision occurs, the student can visually check the velocities of both marbles to see if
they match the derived answer.
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Figure 8.15: An example of a scenario with perfectly elastic collisions in 1-Dimension.
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Figure 8.16: A snapshot of the animation for Figure 8.15, before collision happens.
8.2.8 Using the Work-Energy Theorem to Calculate Initial Velocity
The scenario presented in Figure 8.18 uses the work-energy theorem to compute the initial velocity
of a projectile fired vertically. While the physics concepts tested are different from all the examples
presented in this section, the animation mechanism is very similar. Here, again, we have a system
of moving objects where we can indicate initial conditions and are required to verify the value of
some quantity at a known point in time, starting from time t = 0. This can be accomplished by
using the graphing functionality.
8.3 Observed Animation Patterns in Modeled Solutions
By analyzing the examples in the previous section, we can identify some common patterns. It
appears that, from an animation perspective, physics problems and solutions tend to fall into three
broad categories:
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Figure 8.17: An after-collision snapshot of the animation for Figure 8.15, showing that the student
derived the correct values for velocity.
S1. Open-Ended Animation: Typically, in such scenarios, the initial conditions are either known
or have been computed, in part, by the student. The student is expected to reason about or
assert the correctness of some condition throughout the time frame of the simulation. In some
instances, the student is expected to reason about the properties of an event during the course
of the simulation. An example is inelastic and elastic collision problems. Predicting the time
and place of such events is a non-trivial problem.
S2. Time-of-Interest Animation: Again, the initial conditions for the simulation are known or
have been computed by the student. In time-of-interest simulations, the student is expected to
reason about or assert the correctness of some condition at one or more points in time during
the simulation. If only one time value t = t1 is of interest, then this scenario is reducible to
running a simulation from time t = 0 → t1.
S3. Point-of-Interest Animation Once again, the initial conditions are either known or computed.
In such simulation, one or more points in the trajectory of a simulation object are deemed
interesting. Some condition is held to be true or false, or a question about the value of some
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Figure 8.18: An Example of a scenario that uses the Work-Energy Theorem.
physical quantity is asked at each point of interest. A representative example is ”At what two
points in its path, is a projectile above x meters?”
For time-of-interest and point-of-interest simulations, it is important to know the interest-
ing points and time values for each simulation element. Our prototype allows a user to write an
expression for time, e.g. t = 5 and associate it with the simulation by tapping the canvas. Simi-
larly, the use of parallel dotted lines allows a user to define a range of motion. Our prototype can
infer some of the limits in time- and space-bounded simulations by the use of annotations and spa-
tial reasoning. If we assume that an easy method can be devised to enable the user to indicate all
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interesting points in time and trajectory, then we are faced with the immense challenge of tailoring
the simulation with respect to each interesting point (because the same physical property need not
be tested at each interesting point).
8.4 Known Cases That Cannot Be Modeled Using our Approach
Some types of physics problems are obviously outside the scope of our prototype system, because
we have no simulation engine to deal with them. Examples include circuit analysis, fluid dynamics,
gravitation, etc. A more interesting question is:
What are scenarios from the chosen domains that cannot be handled by our current proto-
type?
This question is important for understanding the effectiveness of our overall approach. We
can gain insight into this question by examining it in the view of the categories of animation
identified in Section 8.3. This section discusses particular mechanisms that are not supported in
our current prototype.
8.4.1 Kinematics Problems
Our prototype system allows users to associate any kind of quantity with a diagram element. Scalar
quantities require no special processing while direction for vector quantities can be indicated via
arrows. Some quantities such as mass, velocity, time, weight, force, etc are well-known and can
be processed directly by our system. For some others, realtime data transformations can be used.
The main limitation for our kinematics simulator is defining points of interest. Currently,
we may only define a single point in time (some t = t1) and can only start the simulation at t = 0.
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We cannot handle scenarios where the simulation starts at some t = t1, while the initial conditions
are provided for some other point in time t = t2, where t2 < t1. Our system always assumes
that the initial conditions indicated only hold at beginning of the simulation. This behavior can
be extended by providing support for modeling progress from initial conditions, t = 0, to some
other state, t = t1 internally, and then allowing a user to view the remainder of the simulation.
There is also no support for defining multiple points of interest (either in trajectory or time). This
inability of defining multiple points of interest extends to all simulators in our prototype system.
To overcome this weakness, two things are needed. First, a robust interaction metaphor must be
devised that allows a user to indicate the interesting points in trajectory or time to the simulator.
Second, the simulation must be able to proceed in segments, with possibly support needed for
handling some segments internally.
8.4.2 Friction and Sliding Contact Problems
Figure 8.19 shows a friction problem that involves pulley systems. A box labeled ‘A’ of weight
45N rests on a rough table and is attached by a wire running over a pulley to a free-hanging block
labeled ‘B’ of mass 25N . When the system is set in motion, the free hanging block descends at a
constant velocity. The student is asked to work out the coefficient of kinetic friction between the
table and box ‘A’. Using the principle that constant velocity implies zero acceleration and in turn,
zero force, the student computes an expression for µk = 0.555.
Our prototype system can accurately recognize and beautify this system, as shown in Fig-
ure 8.19. However, the simulation engine is not sophisticated enough to model this system prop-
erly. In our implementation, the system would remain at rest, starting from t = 0, because kinetic
friction would prevent any net force, resulting in zero motion.
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Figure 8.19: A weight hanging from a pulley pulls a box resting on a rough surface. The student
is asked to work out the coefficient of kinetic friction that will cause the box to move at a constant
speed.
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This limitation is grounded in the design of our simulation engine for such problems, which
is set up only to deal with instances where a system is either released from rest2 or is in a steady
state3. In this particular instance, the problem statement specifically states that the system is set
into motion, implying an outside influence, which our prototype cannot model. If the problem were
modified to give a value for the velocity at which either box is moving, then this can be animated
using our prototype ITS.
8.4.3 Momentum Problems
The most important limitation of the momentum simulator is lack of functionality. It is currently
set up only to deal with limited instances of 1-D elastic collisions, and provides no support for
inelastic collisions, 2D collisions of any sort, or for impulse problems. Figure 8.20 shows a simple
1-dimensional scenario about a collision between two pucks ‘A’ and ‘B’. The after-collision veloc-
ities of both ‘A’ and ‘B’ are provided. Additionally, the problem stipulates that ‘B’ is initially at
rest, asking the student to work out the initial velocity of ‘A’. Using the principle of conservation
of momentum, the correct value of the velocity of ‘A’ can be derived. However, in this case, the
problem statement does not indicate if the collision was elastic or inelastic. As our momentum
simulator can properly animate only perfectly elastic collisions, this scenario may yield an incor-
rect looking simulation. Such instances are particularly problematic because they require prior
knowledge, usually provided by the teacher or some domain expert. Automatic identification of
missing information such as this is a difficult problem. The momentum simulator in our prototype
is just a proof-of-concept. However, missing prior knowledge can pose problems for mature sys-
tems as well, because it requires the system to essentially solve the problem and reason about the
solution, in order to identify the missing information.
2Equivalent to saying that simulation begins at t = 0.
3For example, a ball moving at a constant velocity comes to rest under the influence of kinetic friction.
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Figure 8.20: Example scenario depicting an elastic collision between two objects moving on a
1-dimensional surface.
8.4.4 Equilibrium Problems
The limitations highlighted for the other simulators also apply to the equilibrium simulator. Like
the momentum simulator, this is a proof of concept and only provides limited support for a small
subset of equilibrium problems.
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8.5 Summary of Supported Animations
Animation in our prototype begins when the user hits the ‘Animate’ button and ends either when
the ‘Stop’ button is hit or a user specified time limit is reached. Our prototype provides support for
the following types of animation:
1. Reasoning about Motion: This can happen in two ways. First, a simulation element that is
meant to be immobile moves as a result of the student’s answer. Second, some interesting
aspect of the movement of a simulation element is wrong. For example, an object that is
supposed to move with a constant velocity develops an acceleration. In this way, a student
can judge if his or her answer has some mistake. The method is particularly useful for
modeling equilibrium scenarios where a system is released from rest. A simple visual test or
a graph-based view can be used to identify anomalies. These behaviors can be applied to all
categories of physics problems (open-ended, time- and space-bounded).
2. Defining Time Limits: Each simulation starts at time t = 0 and can be stopped either on
explicit command or by hitting a user defined time limit. Allowing a user to specify time
limits is useful for modeling two different types of scenarios: a) student is asked to compute
some initial value that affects some aspect of motion in a defined way at a particular time or
b) student is asked to compute the value of some quantity that should result from the initial
conditions specified in the problem statement. Again, in both of these cases, visual testing
and graphing can be used to identify anomalous animation behavior.
3. Defining Distance Limits: Similar to previous point. Here, the start and stop points of motion
are identified using vertical or horizontal intervals (denoted by parallel dotted lines).
4. Reasoning about Events: An interesting event is supposed to happen at a particular time.
This behavior is applicable when predicting the time of the event beforehand is a non-trivial
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operation. In particular, this method is useful for collision problems, where it is usually
mentioned that a collision happens (without time and location information4).
4It should be noted that although, the time and location can be computed, this is an extraneous operation that would
not add too much value to the problem statement.
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CHAPTER 9
ANALYSIS OF STUDENT SOLUTIONS
The previous chapter described how real-world physics problems could be modeled and animated
using our prototype system. We also discussed its limitations. During the analysis, it became
apparent that the animations for physics problems could be categorized in three distinct ways (See
Section 8.3). We believe that these three categories of animation are sufficient to model a wide
variety of physics solutions1. The three animation categories identified earlier were:
• Open-Ended: No time limits defined, Student answer effects scenario for undefined time
frame. Reasoning-about-motion type problems are a subset of this category.
• Time-of-Interest: One or more moments in time are interesting. At each such moment, the
student must either compute a quantity or reason about some physical aspect of specified
scenario. If only one time value t = t1 is of interest, then this category is reducible to
running a simulation from time t = 0 → t1. Otherwise, it can be generalized as a series of
simulations (t = t0 → t1 → t2 · · · → tn).
• Point-of-Interest In this category, one or more points in the trajectory of a simulation object
are deemed interesting. Some condition is held to be true or false, or a question about the
value of some physical quantity is asked at each point of interest.
1There is a caveat to this claim. The answer to a physics problem can either be a decision (e.g., given this scenario
and some initial conditions, does something happen?) or a computation (e.g. what is the value of ”x” at t = t1 seconds
or after traveling ”k” meters). For computation problems involving some form of motion, the categories identified
above are obviously adequate. Decision problems are trickier. Yet, they also conform to the same three categories,
because the student must do some computation to support the decision. The answers computed for decision problems
can therefore be used for animation in the same way as for computation problems: by defining initial conditions, and
observing the resulting animation to see if it conforms to the decision.
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Our current prototype provides limited support for these types of animations. The key
challenges include 1) lack of interaction metaphors to allow users to fully specify required param-
eters of animation and 2) insufficient understanding of what feedback mechanisms are contextu-
ally appropriate for each animation category. For specifying the parameters of the animation in
a natural way, our prototype uses implicit associations and the ‘Lasso’ + ‘Tap’ gesture command
(itself leveraged from Mathematical Sketching [119] and our earlier prototypes [40, 41, 42]). This
method appears suitable for specifying small sets of animation parameters but may be cumbersome
for defining all required parameters (which can be quite large in complex scenarios). In fact, we
currently do not know of a good interaction metaphor to allow a user to define a large number of
parameters for a simulation.
The question of contextually-appropriate feedback is similarly hard to address. Our proto-
type provides feedback in three ways. First, the values for interesting quantities are shown during
animation (as arrows and floating text). Second, there is visual confirmation. This enables users to
judge the correctness of the animation (and thus the answer) by intuition about physically correct
behavior. Third, we provide users with the ability to generate runtime graphs of various quantities,
allowing them to customize feedback as they see fit. These methods of providing feedback seem
appropriate for the problems discussed in Chapter 8, but we do not know how well they generalize
or if they are adequate.
9.1 A Database of Physics Problems and Student Solutions
We conducted a user study2 to construct a database of solutions to physics problems that would help
us identify usage scenarios and discover animation mechanisms for pen-based intelligent tutors. A
set of 50 physics problems was chosen from Young’s University Physics 13th Edition [226] for this
2IRB documentation for the user study is listed in Appendix B.
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purpose. The chosen problems are listed in Table 9.1. We initially aimed to collect 3-5 solutions
for each problem. However, due to unavailability of participants, our database currently contains
56 solutions, collected from 8 students.
9.1.1 Subjects and Apparatus
We recruited 8 students (7 male and 1 female) from the University of Central Florida for partici-
pation in the study. The ages of participants were between 19 and 25 years. Each participant was
asked to write solutions to 7 randomly selected problems from Table 9.1. Each participant took
90-120 minutes to complete the experiment and was paid $10 for their time. Participants were
provided with a Physics textbook to look up concepts and a scientific calculator to aid in compu-
tations. They were instructed to write numeric quantities correct to four decimal places (where
appropriate). Additionally, they were informed that they could voluntarily end the experiment at
any time.
The experiment was conducted on an HP EliteBook 2760p multi-touch tablet computer
equipped with an Intel Core-i5-2410M processor and four gigabytes of memory. The screen res-
olution was set at 1200x800 pixels. We disabled multi-touch interaction on the tablet which was
placed on a table for the experiment. A separate computer was used to display problem state-
ments to the participants. We recorded all ink strokes written by the participant for each problem,
including position (x,y), pressure and timing data. The dataset of student solutions thus con-
structed can be downloaded from the ISUElab website (http://eecs.ucf.edu/isuelab/
downloads.php).
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9.2 Animation Requirements for Chosen Physics Problems
The 50 problems chosen for the experiment are listed in Table 9.1. The third column of the table
describes the category of animation that can be used to model each problem. The categories are:
Open-Ended, Point-of-Interest and Time-of-Interest. Some problems are multi-category, i.e., they
can be animated using mechanisms from more than one categories.
Table 9.1: List of 50 problems selected from Young’s Uni-
versity Physics 13th Edition [226].
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9.3 Analysis of Student Solutions
As mentioned earlier in Section 9.1, we have collected 56 student solutions to a subset of the
physics problems listed in Table 9.1:
• 4 solutions were collected for problems: E-01
• 3 solutions were collected for problems: K-03, K-04, W-07
• 2 solutions were collected for problems: K-02, K-05, K-06, K-07, K-08, K-11, K-12, M-03,
M-05, W-06, W-09
• 1 solution was collected for problems: E-02, E-04, E-05, E-06, K-01, K-09, K-13, K-14,
M-02, P-02, P-04, P-05, P-06, P-07, W-01, W-02, W-03, W-05, W-08, W-11, W-13
• no solutions were collected for remaining problems due to insufficient participation in the
experiment. These are: E-03, E-07, E-08, K-10, M-01, M-04, M-06, M-07, M-08, P-01,P-
03, W-04, W-10, W-12.
The challenges in sketch recognition for handwritten solutions have already been discussed
in Sections 1.1 and 2.1. In this section, we will examine how the three categories of animation we
identified earlier can be applied to the 56 solutions that we have acquired.
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(a) E-02 Statement (b) E-02 Solution
Figure 9.1: Equilibrium Problem (E-02) and a corresponding student solution, showing an instance
of Open-Ended Animation.
9.3.1 Analysis of Equilibrium Solutions
Figure 9.1(a) shows a multipart equilibrium problem, whose solution is depicted in Figure 9.1(b).
The problem statement in this instance does not place any constraints on time or trajectory. The
system is released from rest and is expected to remain in equilibrium, which is the central assump-
tion for deriving one of the initial conditions. Thus, Figure 9.1(b) is an example of Open-Ended
animation. Furthermore, in this instance, visual feedback can be provided in the form of inferred
motion. If the computed answer is incorrect, then the equilibrium assumption will be nullified, and
the box would move.
The solution for E-04, shown in Figure 9.2(b), is interesting because it does not contain a
diagram. Such instances, by definition, cannot be animated. The solutions for both E-05 and E-06,
shown in Figures 9.3 and 9.4, again depict systems released from rest, under the assumption of
equilibrium. As with Figure 9.1, Open-Ended animation is the suitable approach here.
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(a) E-04 Statement (b) E-04 Solution
Figure 9.2: Equilibrium Problem (E-04) and a corresponding student solution, showing a scenario
where no animation is possible.
(a) E-05 Statement (b) E-05 Solution
Figure 9.3: Equilibrium Problem (E-05) and a corresponding student solution, showing an instance
of Open-Ended Animation.
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(a) E-06 Statement (b) E-06 Solution
Figure 9.4: Equilibrium Problem (E-06) and a corresponding student solution, showing an instance
of Open-Ended Animation.
Figure 9.5: Equilibrium Problem (E-01).
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(a) E-01 Solution 1 (b) E-01 Solution 2
(c) E-01 Solution 3 (d) E-01 Solution 4
Figure 9.6: Four student solutions for E-01, shown in Figure 9.5.
We were able to correct four solutions for the equilibrium problem E-01 (Shown in Fig-
ure 9.5). The solutions are shown in Figure 9.6. All four of these solutions follow the same pattern
as the other equilibrium solutions we have presented in this section. The student is required to
work out some quantity, such that the system remains in equilibrium when it is released from rest.
This scenario lends itself very well to open-ended animations. Figure 9.6(c) is an interesting case,
because it contains two diagrams, both of which seem to be physically implausible. In such cases,
it is not clear what animation should be used.
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(a) M-03 Statement (b) M-05 Statement
Figure 9.7: Problem statements for M-03 and M-05.
9.3.2 Analysis of Momentum Solutions
We were able to collect two solutions each for two momentum problems (M-03 and M-05). The
statements for these problems are shown in Figure 9.7. M-03 is a multipart problem. In terms of
animation requirements, the first solution, shown in Figure 9.8(a), can be modeled using Open-
Ended animation. The student can compute the initial velocity from the given information, which
can be used to set up the simulation. After the collision happens, the resulting velocities can be
visually confirmed. The second solution, shown in Figure 9.8(b) can be animated in a similar
manner. The student solutions for M-05 are shown in Figure 9.9, and can also be categorized
as Open-Ended animation. However, these two solutions serve to reinforce an interesting point.
In general, collision animations can be split into two parts: before-collision and after-collision.
Sometimes, students draw the states of both these parts separately, as in Figure 9.8(a), 9.8(b)
and 9.9(a). However, the before- and after- collision states can also be combined together into a
single diagram, as shown in Figure 9.9(b), and in examples from Chapter 8. This variance directly
impacts the challenge of understanding momentum diagrams. Recognition systems need to be able
to make sense of both types of diagrams. However, as collision problems are usually simplified to
focus on the aspects of the collision itself, and do not model complex effects like friction, they can
still generally be categorized as falling the Open-Ended animation.
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(a) M-03 Solution 1 (b) M-03 Solution 2
Figure 9.8: Two solutions for M-03, each depicting instances that can be modeled using
Open-Ended Animation.
(a) M-05 Solution 1 (b) M-05 Solution 2
Figure 9.9: Two solutions for M-05, each depicting instances that can be modeled using
Open-Ended Animation.
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(a) M-02 Statement (b) M-02 Solution
Figure 9.10: Momentum Problem (M-02) and a corresponding student solution, showing an in-
stance of Time-of-Interest Animation.
The final example of a momentum solution is shown in Figure 9.10(b). This problem is
different from the momentum problems examined in this work so far, because it does not involve
collisions. Instead, this is an impulse problem and requires the student to calculate the value of
impulse applied by a force over a period of time. As a time parameter is defined, this instance can
be modeled using Time-of-Interest animation.
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(a) P-02 Statement (b) P-02 Solution
Figure 9.11: Pulley Problem (P-02) and a corresponding student solution, showing an instance of
Open-Ended Animation.
9.3.3 Analysis of Pulley Solutions
Pulley problems are interesting because they can be span more than one categories of animation,
depending on how the question is framed. For example, pulley systems can be released from rest,
which can be modeled as an Open-Ended animation. Alternatively, pulley problems may be framed
in a piecemeal way. Figure 9.11(a) depicts a pulley problem that is explicitly framed in a piecemeal
manner. The student is asked to draw separate free-body diagrams for both sides of the pulley. The
computation for each side is also framed separately. with the final part asking for a decision-type
statement. For the student solution in this case (See Figure 9.11(b)), Open-Ended animation is the
only possible way to do animation. Yet, both diagrams will need to be considered, even if only
one is to be animated. This is required because the two freebody diagrams in Figure 9.11(b) form
a coherent whole, even if they are being considered in isolation. We cannot use Time-of-Interest
or Point-of-Interest animation here because we have no hints about either of those parameters.
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(a) P-04 Statement (b) P-04 Solution
Figure 9.12: Pulley Problem (P-04) and a corresponding student solution, showing an instance of
Open-Ended Animation.
Figure 9.12 is another instance where the pulley system is released from rest, and no hints
are given for time or distance constraints. This problem has already been discussed in Section 8.4,
and is a case where Open-Ended animation is a suitable strategy.
P-05 is an interesting multipart problem, that requires the student to compute both time
and distance values in different parts (See Figure 9.13) The student solution can therefore be cat-
egorized as both Time-of-Interest or Point-of-Interest animation, depending on which part of the
question is being considered.
P-06 (Shown in Figure 9.14) is similar to P-05 (Figure 9.13), because it can be considered
an example of either Point-of-Interest or Time-of-Interest animation, as both constraints are pro-
vided in the statement (See Figure 9.14(a)). However, unlike P-05, both animation categories are
not required for this solution.
The solution for P-07 (Shown in Figure 9.15(b)) consists mostly of text statements, making
this a difficult case for animation. There is a partial figure drawn but it is not very clear.
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(a) P-05 Statement (b) P-05 Solution
Figure 9.13: Pulley Problem (P-05) and a corresponding student solution, showing an instance
where both Time-of-Interest and Point-of-Interest animations are required.
(a) P-06 Statement (b) P-06 Solution
Figure 9.14: Pulley Problem (P-06) and a corresponding student solution, which can be categorized
as either Time-of-Interest or Point-of-Interest Animation.
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(a) P-07 Statement (b) P-07 Solution
Figure 9.15: Pulley Problem (P-07) and a corresponding student solution, showing an instance of
Open-Ended Animation.
9.3.4 Analysis of Work and Energy Solutions
For W-7 (Shown in Figure 9.16(a), the problem statement defines a distance limit, which enables
us to categorize this particular problem as Point-of-Interest animation. However, an examination
of three corresponding student solutions shown in Figure 9.17 presents some difficulties. Solution
1 (Figure 9.16(b)) is incomplete. The first two solutions (Figures 9.16(b) and 9.17(a)) both do not
contain any diagrams. Solution 3 (Shown in Figure 9.17(b)) contains a sketched diagram, yet the
student has not marked any distance limits for the diagram. This is an interesting case, because
even though the parameters defined by the problem statement suggest a Point-of-Interest animation
scenario, the student’s diagram can only be modeled using Open-Ended animation, as it does not
contain any annotations depicting a point of interest in the trajectory.
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(a) W-07 Statement (b) W-07 Solution 1
Figure 9.16: Work and Energy Problem (W-07) and an incomplete student solution.
(a) W-07 Solution 2 (b) W-07 Solution 3
Figure 9.17: Two additional student solutions for the problem in Figure 9.16.
Figure 9.18: Work and Energy Problem (W-06).
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(a) W-06 Solution 1 (b) W-06 Solution 2
Figure 9.19: Two student solutions for the problem in Figure 9.18.
W-06 (Shown in Figure 9.18) represents a momentum problem (scenario describes an im-
pulse calculation), that is to be solved using work and energy concepts. As a distance parameter is
clearly specified, this problem can be categorized as Point-of-Interest animation. However, when
we examine the student solutions in Figure 9.19, we again encounter a non-existent diagram in
Figure 9.19(a), for which we can’t generate an animation. The second solution (Figure 9.19(b))
contains a diagram but again, the student has not clearly marked the distance range, instead repre-
senting the scenario as a before- and after- collision diagram. This sort of diagram is difficult to
model using Point-of-Interest diagram, therefore Open-Ended animation must be employed for the
diagram in Figure 9.19(b).
Like W-06, W-09 (Figure 9.20) is another case where a distance parameter is specified
by the problem statement, leading us to conclude that the problem may belong to the category of
Point-of-Interest animation. However, when we look at the student solutions in Figure 9.21, we see
that for one solution (Figure 9.21(a), the diagram is very poorly specified for animation purposes3.
However, for the second solution 9.21(b), the diagram is much clearer, and can be animated using
Point-of-Interest animation techniques.
3This does not mean that the student’s version has flaws. ”Poor Specification” in this respect merely implies that it
is difficult to construct an animation for this diagram.
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Figure 9.20: Work and Energy Problem (W-09).
(a) W-09 Solution 1 (b) W-09 Solution 2
Figure 9.21: Two student solutions for the problem in Figure 9.20.
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(a) W-01 Statement (b) W-01 Solution
Figure 9.22: Work and Energy Problem (W-01) and a corresponding student solution, showing an
instance of Point-of-Interest Animation.
Animation categories for the remaining examples in this section are fairly self-evident.
For problems that explicitly define a distance or time parameter, the animation category can be
deduced as Point-of-Interest or Time-of-Interest animation. If no such parameters (or equivalent)
are defined in the problem statement, then the animation category may be deduced as Open-Ended
animation. However, analysis of earlier examples allows us to surmise that sometimes, the deduced
categories may not be used directly. If the student solution does not contain a diagram, animation
is not possible. For Point-of-Interest or Time-of-Interest animation categories, the diagram must
contain a distance or time variable (indicated by an appropriate diagram element or annotation).
If no such parameter can be inferred from the student’s solution, then the only recourse is to use
Open-Ended animation.
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(a) W-02 Statement (b) W-02 Solution
Figure 9.23: Work and Energy Problem (W-02) and a corresponding student solution, showing an
instance of Point-of-Interest Animation.
(a) W-03 Statement (b) W-03 Solution
Figure 9.24: Work and Energy Problem (W-03) and a corresponding student solution, showing an
instance of Point-of-Interest Animation.
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(a) W-05 Statement (b) W-05 Solution
Figure 9.25: Work and Energy Problem (W-05) and a corresponding student solution. In this
instance, the problem statement indicates a Point-of-Interest animation category but the solution
does not contain a diagram. Such instances cannot be animated.
(a) W-08 Statement (b) W-08 Solution
Figure 9.26: Work and Energy Problem (W-08). As with Figure 9.25, the statement indicates a
Point-of-Interest animation but the student solution does not contain a diagram.
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(a) W-11 Statement (b) W-11 Solution
Figure 9.27: Work and Energy Problem (W-11) and a corresponding student solution, showing an
instance of Point-of-Interest Animation.
(a) W-13 Statement (b) W-13 Solution
Figure 9.28: Work and Energy Problem (W-13) and a corresponding student solution, showing an
instance of Point-of-Interest Animation.
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(a) K-03 Statement (b) K-03 Solution 1
Figure 9.29: Kinematics Problem (K-03), and a student solution. This example belongs to the
Open-Ended animation category.
9.3.5 Analysis of Kinematics Solutions
K-03 and its solutions (Figures 9.29 and 9.30) have already been discussed in Section 1.1.1. As
the statement does not define a time or distance parameter, this problem can be categorized as
Open-Ended animation. This categorization can be applied to solutions 1 and 3 (Figures 9.29(b)
and 9.30(b)), but not to solution 2 (Figure 9.30(a)) which does not contain a diagram.
K-04 (Figure 9.31(a)) is an interesting problem because it defines both a distance and a
time parameter. Consequently, this problem can be modeled as either a Point-of-Interest or a
Time-of-Interest animation. However, if we look at the three student solutions, only one contains
a diagram (See Figure 9.31(b)). The other two (Figures 9.32(a) and 9.32(b)) cannot be animated
as no diagram is available.
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(a) K-03 Solution 2 (b) K-03 Solution 3
Figure 9.30: Two additional student solutions for the problem in Figure 9.29, one of which does
not contain a diagram.
(a) K-04 Statement (b) K-04 Solution 1
Figure 9.31: Kinematics Problem (K-04), and a student solution. This example belongs to the
Open-Ended animation category.
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(a) K-04 Solution 2 (b) K-04 Solution 3
Figure 9.32: Two additional student solutions for the problem in Figure 9.29, one of which is
incomplete.
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Figure 9.33: Kinematics Problem (K-02), representing an instance of Open-Ended Animation.
(a) K-02 Solution 1 (b) K-02 Solution 2
Figure 9.34: Two student solutions for the problem in Figure 9.33, one of which does not contain
a diagram.
Animation categories for the remaining student solutions for kinematics problems are self-
evident, and we have adopted an approach similar to the one used for reporting animation cate-
gories for work and energy problems. Problems that explicitly define a distance or time parameter
have been marked as Point-of-Interest or Time-of-Interest category. If no such parameters (or
equivalent) are defined in the problem statement, then the animation category is reported as Open-
Ended animation.
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Figure 9.35: Kinematics Problem (K-05), representing an instance where either Point-of-Interest
or Time-of-Interest animation may be used.
(a) K-05 Solution 1 (b) K-05 Solution 2
Figure 9.36: Two student solutions for the problem in Figure 9.35
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Figure 9.37: Kinematics Problem (K-06), representing an instance of Open-Ended Animation.
K-11 (Figure 9.43 is an interesting case. This is the only problem in our dataset where
the answer is not a number or a function, but is instead a sketched diagram. So far, we have only
considered graphing as a feedback mechanism. Figures 9.44(a) and 9.44(b) suggest the need to
support sketched diagrams as animation inputs rather than animation specifications. However, this
complexity can be considered in another way. The last part of the question (See Figure 9.43 that
asks for the graph flows from the previous part. Thus, animating this particular class of student
solutions is equivalent to finding out the link between the graph quantity and some part of the
scenario, which can be modeled using one of the three animation categories (Open-Ended, Time-
of-Interest, and Point-of-Interest).
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(a) K-06 Solution 1 (b) K-06 Solution 2
Figure 9.38: Two student solutions for the problem in Figure 9.37
Figure 9.39: Kinematics Problem (K-07), representing an instance of Point-of-Interest Animation.
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(a) K-07 Solution 1 (b) K-07 Solution 2
Figure 9.40: Two student solutions for the problem in Figure 9.39
Figure 9.41: Kinematics Problem (K-08), representing an instance of Time-of-Interest Animation.
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(a) K-08 Solution 1 (b) K-08 Solution 2
Figure 9.42: Two student solutions for the problem in Figure 9.41, neither of which contains a
diagram.
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Figure 9.43: Kinematics Problem (K-11), representing an instance of Time-of-Interest Animation.
9.4 Summary
We have conducted a user study to collect real-world samples of physics solutions to better un-
derstand the animation requirements for diagrams sketched by students. The previous chapter
examined some real world physics problems and described how they could be modeled using our
prototype system. In doing so, it became apparent that by and large, the animation could be cate-
gorized in three distinct ways: Open-Ended, Time-of-Interest and Point-of-Interest.
In this chapter, we first described a set of 50 physics problems selected from Young’s Uni-
versity Physics 13th Edition [226], and listed the animation category, based on the scenario and
parameters described in the problem statement. These results are presented in Table 9.1. We
then described our experimental procedure for collecting student solutions for the chosen physics
problems. We were not able to collect the number of solutions that we had initially hoped for.
However, the collected dataset is varied enough to provide insight into the requirements for anima-
tion of sketched physics diagrams. We have listed all 56 solutions collected during our experiment,
and provided a discussion of which animation category each diagram belongs to. For some solu-
tions, we were unable to identify the animation category because the student had not sketched a
diagram. However, whenever a diagram was sketched, it could almost always be described using
the three categories suggested by our earlier modeling of physics problems.
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(a) K-11 Solution 1 (b) K-11 Solution 2
Figure 9.44: Two student solutions for the problem in Figure 9.43, one of which does not contain
a diagram.
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Figure 9.45: Kinematics Problem (K-12), representing an instance of Point-of-Interest Animation.
(a) K-12 Solution 1 (b) K-12 Solution 2
Figure 9.46: Two student solutions for the problem in Figure 9.45
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(a) K-01 Statement (b) K-01 Solution
Figure 9.47: Kinematics Problem (K-01), and a student solution. This example belongs to the
Open-Ended animation category.
(a) K-09 Statement (b) K-09 Solution
Figure 9.48: Kinematics Problem (K-09), and a student solution. This example belongs to the
Open-Ended animation category. However, the student solution does not contain a diagram, and
hence cannot be animated.
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(a) K-13 Statement (b) K-13 Solution
Figure 9.49: Kinematics Problem (K-13), and a student solution. This example belongs to the
Point-of-Interest animation category.
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(a) K-14 Statement (b) K-14 Solution






Section 1 states that our overarching research goal was to:
Investigate methods and techniques to enhance the state-of-the-art for pen-based intelligent
tutoring systems in the domain of physics, with an emphasis on supporting natural workflow and
providing animation support for sketched diagrams.
We have made the following important contributions toward this research goal:
1. Students can work on physics problems using our prototype ITS in a natural manner. We
place three constraints on student input a) Only one diagram is permitted per solution b)
the allowed diagram elements are limited to set described in Section 4.3.4 and c) chained
mathematical steps are not permitted. All of these are soft limits. If the student sketches
more than one diagram, unsupported elements, or writes chained expressions, our prototype
would either not recognize them or would behave in an unpredictable manner. However, in
order to support natural interaction, we still allow students to write them down.
2. Another goal was to adapt pen-based methods for intelligent tutoring purposes. We have
made significant contributions toward this goal. Our system supports the use of two basic
shapes (circles and polygons) to represent objects, two different types of surfaces (poly-
lines and line segments) to model constrained motion, 3 different types of connectors to link
shapes (wires, pulleys, and springs), and four different kinds of annotations (dotted lines,
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arrows, intervals, and mathematical expressions) to construct simulations from diagram el-
ements. Low-level recognition heuristics for some of these elements are well known (for
example, PaleoSketch [161] describes heuristics for recognizing circles, polygons, helixes,
lines, polylines). For others, we have designed new recognition methods (dotted lines, inter-
vals, pulleys). These three primitives are not very common in sketch recognition literature.
Further experimentation is required to investigate the accuracy of our recognition heuristics
for these diagram elements. Similarly, we have devised high-level recognition and beautifi-
cation methods tailored to deal with the sub-domains of physics that can be modeled using
our prototype ITS. Of these, the QuickDraw [39] system is quite powerful and can be used
to beautify certain aspects of physics diagrams with a high degree of accuracy.
3. Animation of student diagrams is an key research goal for us. We had initially used a single
monolithic physics engine in our earlier prototypes (See Appendix A). This approach was
useful, allowing us to support quick animation, without the user having to provide a full
mathematical description for how objects should move in a particular scenario. Additionally,
a physics engine encapsulates a subset of domain knowledge necessary for its operation.
We demonstrated that realtime data transformations can be used to extend the animation
support provided by a single physics engine. However, this approach was difficult to extend
to new problem domains. In this work, we have described an animation framework that
uses multiple simulators, each tailored to a particular class of physics problems. This is an
extensible and modular design that will enable us to easily extend the capabilities of our
system in the future.
4. We have analyzed of 50 real world physics problems and 56 student solutions, in order to
identify the animation requirements for real-world physics solutions. Our findings indicate
that, within the domain of kinematics, animations can be categorized broadly in three ways:
Open-Ended, Time-of-Interest, and Point-of-Interest. Interestingly, we found that even if the
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text of a problem indicates a particular category of animation, it may not be possible to use
the said category with a student’s sketched diagram. The chief hurdle is the definition of time
and distance/point parameters for animation. If the student has not marked these clearly, then
Open-Ended animation remains the only viable option. Additionally, if the student elects not
to sketch a diagram, we cannot do animation.
5. We have also described a solution checking method based on deductive reasoning principles.
Our method verifies a solution by finding a path through a graph structure. At this stage, we
do not have a full implementation of the solution checker. In particular, we plan to integrate
a mathematics package (such as Mathematica or Matlab) to be able to check the soundness
of algebraic manipulations. We have described the limitations and strengths of our solution
checker, which is still in its first iteration and can possibly yield significant improvements
with more sophisticated methods.
6. A discussion of the range of physics problems that can be modeled using our prototype is
presented in Chapter 8. Similarly, Chapter 8.4 presents an analysis of the limitations of our
overall method and architecture, and also highlights some missing behaviors which need to
be supported to extend the capabilities of our system.
10.2 Future Work
10.2.1 Improvement in Diagram Recognition
Until now, our goal has primarily been to model various types of physics problems and to try
to devise methods for animating them. This has resulted in less focus on improving recognition
accuracy and system stability and more focus on getting animations correct, even if several tries
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are required to write the symbols properly. An important benefit of this approach is that we now
have a stable sketch recognition pipeline in place. Currently, the recognizers plugged into the
pipeline are based on heuristic methods and are somewhat brittle. However, as our architecture is
now stable, it is a simple matter to plug in more sophisticated recognition systems. Recognition
heuristics allow for rapid development and testing but may not be as reliable as machine learning
methods. Using machine learning methods poses additional challenges. Large amounts of labeled
physics diagram and solution data are required to train machine learning algorithms, in order to
yield good recognition accuracy.
In this vein, we have constructed a dataset of physics problems and their solutions, com-
prising 50 problems and 56 student solutions to a subset of chosen problems, acquired from 8
students. Chapter 9 describes our experiment for collecting solutions. In this work, we have used
this dataset to identify common animation categories for a range of physics problems. In the fu-
ture, we plan to use this dataset to test the effectiveness of existing state-of-the-art algorithms for
ink stroke segmentation, text/non-text division, and sketch recognition. In summary, the sketch
recognition pipeline and overall architecture for our prototype ITS is firmly in place. We have
identified weak points in our pipeline and have begun work on improve it. Additionally, focusing
on the animation and feedback mechanisms, rather than improving recognition, has also allowed
us to identify common patterns which can be supported and expanded by future iterations of our
pen-based ITS.
10.2.2 Improvement in Mathematics Recognition
Accurate recognition of handwritten mathematics is a key aspect of any pen-based tutoring sys-
tem for STEM disciplines. The math recognizer in our prototype system uses the StarPad [191]
framework. However, StarPad does not report actual accuracy numbers, instead reporting user sat-
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isfaction metrics. In practice, we have found that StarPad’s recognition performance is good but
errors occur often enough to be problematic.1
Mathematics recognition performance needs to improve drastically to be viable in tutoring
systems. We plan to immediately start work on a new cross-platform, mathematics and handwriting
recognition engine to address this concern. Mathematics and handwriting recognition is a key
element in a wide variety of pen-based systems, and should to be more tractable than general
physics diagram recognition. This notion allows us to hope that the development of a new math
and handwriting recognition system should not be very difficult.
10.2.3 Support for New Types of Diagram Elements and Annotations
Our prototype uses only two basic shapes (circles and polygons) to model elements in a sketched
diagram. Support for arbitrary shapes might be needed for some domains of physics. Additionally,
it may be useful to allow users to define their own shapes as groupings of stroke objects (e.g., a
stick figure described using multiple strokes2)
10.2.4 Multimodal Interaction Methods
For this work, pen-based input and the text of a physics problem were used as inputs. Given the
recent developments in sensing technologies, we foresee that eventually, other sources of input
1The following symbols are often problematic to write:
{A, , , ., 5, S,R,N}
.
2This functionality is supported in earlier systems such as MathPad2. However, in MathPad2, excessive lassoing is
required to group such ink strokes together.
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may also become necessary. These may include facial expression recognition, sound input, gaze
detection and touch input. With these types of inputs available for an intelligent tutor, the in-
teraction metaphor is not limited sketch understanding, but becomes closer to a perceptual user
interface [203, 158] which must then deal with issues of multimodal input fusion [202, 157, 113].
10.2.5 Improvements in Animation Capabilities
Section 8.4 provides a detailed discussion of the limitations of our animation methodology. One
important area of future work is to expand the animation capabilities for existing domains, and
to construct new simulation engines, in order to support the animation of new types of physics
problems.
Another area of future work is to provide more comprehensive support for the three cate-
gories of animation identified in Chapter 9. Specifically, this task can be broken down into iden-




Intelligent tutoring systems require extensive testing to ascertain their impact upon student learn-
ing. Our prototype ITS is not ready for user testing at this stage, primarily due to the variation in
recognition performance. Several things need to happen before our ITS is ready for a full fledged
usability evaluation. The following list is a condensed version of other points already discussed in
this chapter:
• Mathematics recognition performance must improve significantly.
• Our sketch recognition pipeline can benefit from more sophisticated classification methods,
yielding improvements in stability and recognition performance.
• Deeper analysis of hand-written solutions from physics students to help identify the usability





We have constructed three prototype systems prior to the system described in this work.
This section briefly outlines the progress from each prototype to the next and describes the differ-
ences between them and our current system.
A.1 Prototype 1: Proof of Concept
The primary goal of our initial prototype was to investigate how the answer to a physics problem
could be used to animate a sketched diagram. To this end, we constructed a proof-of-concept sys-
tem that fused mathematical sketching [119] with an underlying physics engine to allow creation
of dynamic illustrations for selected physics concepts. This fusion provided us with a mecha-
nism to infer how to make a proper animation given different levels of granularity of user input,
from diagram only to complete behavioral specification. Through the use of a customized physics
engine [140], we were able to encode the relationship between acceleration, velocity, and posi-
tion/orientation into the system. Figure A.1 shows a spring system that showcases how the encoded
relationship enables a user to specify the minimum information needed to animate the diagram.
A.2 Prototype 2: Sketch Beautification
While the first prototype proved useful in constructing animations, it had several shortcomings.
First, there was no mechanism for correcting sketched drawings. Our initial prototype was also
very simple in its design. Second, it didn’t support the use of equations with dependencies on
other mathematical steps in the solution. For example, in Figure A.2, the net force on the box can
be computed as
∑
F = mg sinα, which depends on the values of α and m defined by the user.
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Figure A.1: A spring system sketched in our proof-of-concept system. The user writes down only
the masses of the ball and the board. All the remaining mathematical description necessary for
animation is provided transparently by our system.
Our initial system also didn’t include any feedback mechanisms e.g., graphing, or viewing how a
particular quantity associated with a shape changed during the course of animation.
The most major contribution of our second prototype was its sketch-correction mechanism.
Figure A.2 shows an inclined plane problem that highlights the approximate nature of hand-drawn
sketches. The triangle drawn by the user is approximately right-angled. Likewise, the inscribed
angle α is not exactly π/4. Such approximations are acceptable with pen and paper diagrams
because the user relies on his imagination to see concepts in action. However, these inaccuracies
caused problems for the physics engine in our first prototype due to ambiguity between the precise
mathematical specifications and the imprecise drawings. We, therefore developed techniques to
mitigate these inaccuracies.
172
Figure A.2: A typical inclined plane diagram drawn by a student.
A.3 Prototype 3: PhysicsBook
Our third prototype was called PhysicsBook [40]. PhysicsBook shared the use of a customized
physics engine for encoding domain knowledge with previous iterations. This enabled it to de-
velop an understanding of physics problems that require a student to work out either force(s),
acceleration, velocity, displacement, position, or mass. As before, users can associate their own
equations with the diagram by using a simple gesture set. With PhysicsBook, users could also use
annotations such as arrows, dotted lines and angles to provide more information for the animation
subsystem. PhysicsBook included optimizations to cut down on extraneous associations. Lastly, It
extended the capabilities of previous iterations to branches of physics related to f = ma. This was
achieved by designing a framework that could perform the necessary data transformations required
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