We classify the blow up self-similar profiles for the following reaction-diffusion equation with weighted reaction
Introduction
The aim of this paper is to contribute to the study of the finite time blow up phenomenon for the quasilinear reaction-diffusion equation with weighted reaction term u t = (u m ) xx + |x| σ u m , u = u(x, t), (x, t) ∈ R × (0, T ), (1.1) with m > 1 and σ > 0, where the notations u t and u xx in (1.1) indicate, as usual, partial derivatives with respect to the corresponding time or space variables. It is already well established (see for example the books [22, 21] for homogeneous reaction terms or the two recent papers of the authors [12, 13] for weighted reaction terms) that finite time blow up is expected to occur for solutions to (1.1), that means, there exists T ∈ (0, ∞) such that u(t) ∈ L ∞ (R) for any t ∈ (0, T ) but u(T ) ∈ L ∞ (R). The time T ∈ (0, ∞) satisfying this property is called the blow up time of the solution u. Here and in the sequel we will denote for simplicity by u(t) the map x → u(x, t) for a fixed time t ≥ 0. The finite time blow up phenomenon for the reaction-diffusion equation
with m > 1, p > 1, has been well investigated by now at least in dimension N = 1 ( [22, 7] ), although in dimensions N > 1 there remain several interesting open problems concerning the uniqueness of blow up self-similar profiles and with the convergence to them. In particular, when m = p and in spatial dimension one, that is, where L S = 2π √ m/(m − 1). It is then proved that this explicit solution, whose support is fixed, is the asymptotic profile near blow up for general solutions and that general solutions to (1.3) present localization of the support [22, Chapter 4, Sections 4 and 5] . Moreover, in the same chapter these results are generalized to any dimension N > 1, where again existence and uniqueness of the blow up profile are established, the form of it being no longer explicit.
Concerning reaction-diffusion equations of the more general form
a number of results have been established, mostly in the last three decades. A big amount of these previous results focus on studying when blow up in finite time occurs, that is, for which exponents p > 1 and for which initial conditions u 0 (x) = u(x, 0), x ∈ R N . Among them, we quote a series of works devoted to establishing the Fujita exponent and to studying the "life-span" of solutions (that is, understanding how the blow up time of a one-parameter family of solutions changes with respect to the parameter) for the semilinear case m = 1, [3, 4, 18, 19] , where more general weights than the pure powers |x| σ are considered. More recently, Suzuki in [23] extends the Fujita exponent to the quasilinear case m > 1 and establishes sufficient conditions on the tails of the initial data u 0 (x) as |x| → ∞ for the finite time blow up to occur, but restricting himself to the range of exponents p > m. Furthermore, Andreucci and Tedeev establish the blow up rate in [1] , but again restricting the analysis to the range of exponents m < p < m+N/2 and 0 < σ ≤ N (p−m)/m. Coming back to the semilinear case m = 1, the possibility of x = 0 to be a blow up point is studied in the series of papers [9, 10, 11] , and it is shown that in general, most solutions cannot blow up at x = 0 (something formally expected due to the specific form of the weighted reaction), but the origin can be still a blow up point in some very specific cases. A different direction of study where interesting results were obtained was studying equations of the form
where a(x) is a compactly supported function, first in dimension N = 1 [6] and later in dimension N > 1, see [2, 14, 16, 5] , where also the fast diffusion case m < 1 is considered.
In particular, it is proved in [5] that for N ≥ 2 and p = m, solutions present grow up instead of blow up. For the one-dimensional case, the work [6] goes into a deeper study of the blow up phenomenon, establishing blow up rates, sets and profiles. This is why, the main goal of the larger project started by the authors in their previous works [12, 13] is to understand how an unbounded weight on the reaction term (typically a pure positive power |x| σ ) affects the blow up behavior in all its aspects (profiles, rates, blow up points, asymptotic behavior near the blow up time). The unboundedness of the weights is highly relevant, as already shown in the quoted works, since the reaction becomes much stronger at points where |x| is large. The authors devote [12] to the study of the blow up profiles for the reaction exponent p = 1, proving that the weight |x| σ leads to finite time blow up even in this case (while in the non-weighted equation solutions are always global). The second paper [13] is dedicated to the study and classification of the blow up profiles for m > 1 and 1 < p < m, and in both works we show that there is a strong influence of the "strength" of the weight: generically, there exists a σ * ∈ (0, ∞) critical such that, for σ < σ * blow up is global and the blow up profiles have a form, while for σ > σ * blow up occurs only at the space infinity and the blow up profiles have a very different form with respect to the ones established when σ > 0 was small enough. In the present paper we deal with the case when both exponents are equal, m = p, and we show that the results concerning blow up profiles strongly depart both with respect to the non-weighted case σ = 0 (described in [22, Chapter 4] ) and to the case 1 < p < m with σ > 0 (described in [13] ). We explain below how, by introducing our main results.
Main results. It is a well established fact by now that special solutions, usually in self-similar form, enclose very important information about the qualitative properties of solutions to diffusion equations and usually are "optimal" solutions both in a priori estimates for general solutions and as patterns that generic solutions approach asymptotically (either as t → ∞ in the case of global solutions, or as t → T if finite time blow up occurs). Thus, in our case they are likely to be blow up profiles for Eq. (1.1). This is why we are strongly interested in finding and classifying all the self-similar blow up solutions to Eq. (1.1), that is, solutions to Eq. (1.1) having the particular form 6) where T ∈ (0, ∞) is the finite blow up time and α > 0, β ∈ R exponents to be determined. Replacing the form (1.6) in (1.1), we readily find that α = 1/(m − 1), β = 0 and the self-similar profile f (which is in fact of separate variables since β = 0) solves the nonautonomous differential equation
We perform in the sequel a deep study of the previous ODE. We thus introduce the type of profiles f we look for, similar to [13] . Definition 1.1. We say that f solution to (1.7) is a good profile if it fulfills one of the following two properties related to its behavior at ξ = 0:
A good profile f is called a good profile with interface at some point η ∈ (0, ∞) if
In our previous works [12, 13] we have proved that good profiles with interface exist for any σ > 0, and conjectured that for any σ > 0, there is a unique good profile (a conjecture we could not yet prove but which it is strongly supported by numerical experiments). Moreover, depending on how big is σ > 0, good profiles may satisfy either assumption (P1) (if σ > 0 is rather small) or assumption (P2) in Definition 1.1 (if σ > 0 is large). Surprisingly, the results we state below, concerning our current exponents m = p, is in a striking contrast to the above ones. We begin by our existence result, which occurs for σ > 0 sufficiently small. Theorem 1.2 (Existence of multiple good profiles with interface for σ small). Given any positive integer k, there exists δ k > 0 sufficiently small such that for any σ ∈ (0, δ k ), there exist at least k different good profiles with interface to (1.7). All these profiles satisfy assumption (P1) in Definition 1.1. There is no good profile with interface satisfying property (P2) in Definition 1.1.
Let us remark that, if for 1 < p < m we were not able yet in [13] to prove uniqueness of the good profiles (for σ > 0 given), but all the numerical experiments suggest it, in the case under study p = m, we show that uniqueness does not hold true! More precisely, we shall see that given k > 0 and σ ∈ (0, δ k ) as in Theorem 1.2, we will find k different profiles, each of them having a different number of local maxima and minima and oscillating first a finite number of times around the explicit hyperbola obtained as the graph of the function 8) before at some finite point leaving the oscillation in order to decrease and reach their interface point. This is also contrasting to the case σ = 0 where uniqueness of good profiles with interface is established, the only such profile being explicitely given by (1.4). We plot in Figure 1 a few good profiles with interface, as a visual representation of the multiplicity theorem. Let us notice that the profiles in Figure 1 have one, two, three, four, respectively five local maxima.
On the other hand, since we are dealing with small values of σ > 0, the fact that all these profiles behave like in the assumption (P1) as ξ → 0 may seem not so striking to the reader. However, the next result is strongly contrasting to what is known in the case 1 < p < m. This is indeed a big difference with respect to the neighbor case when p < m, where we have seen that existence of good profiles with interface is granted for any σ > 0. The deep reason behind this non-existence result is the fact that profiles satisfying assumption (P2) in Definition 1.1 will never present an interface behavior, while the profiles with an interface at some positive point will always intersect the vertical axis with negative slope (as it will result from the proof in Section 5). As a sample, we plot in Figure 2 a few profiles with interface, noticing that they always satisfy f (0) < 0.
Moreover, another striking non-existence result occurs: Theorem 1.4 (Non-existence of positive good profiles). Given σ > 0, there is no good profile f to (1.7) such that f (ξ) > 0 for any ξ > 0.
We recall that for σ = 0, there exists such a profile, which is in fact the constant profile f (ξ) = (1/(m − 1)) 1/(m−1) . The explanation behind the non-existence for σ > 0 is that, as we will make it rigorous in the proofs, the constant profile is replaced by the function (1.8) and that is not a solution to (1.7). Moreover, such profiles with a tail as ξ → ∞ do exist for any σ > 0 if 1 ≤ p < m, as shown in [12, 13] , thus, it was rather unexpected for us to discover that they cease to exist when m = p. The reasons for this difference will be detailed in Section 3.
Techniques of the proofs and organization of the paper. The proofs of the main results will be based (as we also did in [12, 13] ) on the analysis of a phase-space associated to a three-dimensional autonomous system associated to Eq. (1.7). We stress here that the system we use in the present work is different from the ones used in the mentioned previous papers, and not just a particular case of them, thus the analysis of the critical points has to be done in detail again. As the main technique for the global analysis, we will employ again the backward shooting from an interface point (see [8, 20] as older papers employing this specific technique, also used by the authors in [12, 13] ), combined with the existence of a very convenient separatrix for the phase space in form of an infinite cylinder. The deduction of the system and the local analysis of the hyperbolic critical points is performed in Section 2. We intentionally leave aside a very complicated non-hyperbolic critical point whose local analysis requires techniques of bifurcation theory and will be performed in Section 3. The non-existence of any connection in the phase space entering that special point implies immediately the non-existence result in Theorem 1.4. The next Section 4 is devoted to the proof of Theorem 1.2; for this proof, using the original phase space is no longer sufficient, and the main technique is based by a clever use of the continuity with respect to the parameter σ, but in a different autonomous system. The most involved result of the paper, from the point of view of its proof, is the non-existence one. In order to prove Theorem 1.3, one has to notice first a partial monotonicity of the profiles with respect to the set of parameters (f (0), f (0)), and then mix this ingredient with a direct shooting technique (from x = 0) and the outcome of the global analysis of the phase space in order to show that for σ > 0 large, a profile one shoots with f (0) = a > 0 and f (0) = 0, and another profile one shoots backward from an interface point ξ 0 > 0, can never meet and join into a single one. All these facts are proved in Section 5 which ends the paper.
The phase space. Local analysis of the critical points
This section is rather technical and is devoted to the local analysis of the hyperbolic critical points in a phase space associated to a quadratic dynamical system to which Eq. (1.7) can be transformed. More precisely, let us set
together with the change of independent variable given by
to transform Eq. (1.7) into the following quadratic autonomous system of differential equations
where the derivative is taken with respect to the new variable η. Let us notice that, although some of the equations (the ones for X and Z variables) are almost the same, the system in itself is sensibly different from the corresponding one we used in [13, Section 2] for the range 1 < p < m. To simplify the notation, let us also set h 0 = 2/(m + 1).
Local analysis of the hyperbolic critical points in the plane. We notice that the system (2.2) has four critical points in the finite part of the phase plane, these are
We analyze the local behavior of the orbits in the phase space near these points below, with the exception of P 3 , which is non-hyperbolic and whose analysis is postponed to the next section.
Lemma 2.1 (Analysis of the points P 0 and P 1 ). The system in a neighborhood of the critical point P 0 has a two-dimensional unstable manifold and a one-dimensional stable manifold. The orbits going out of P 0 on the unstable manifold contain profiles such that
that is, profiles that enter the positive region f (ξ) > 0 with an interface at a finite point ξ = ξ 0 > 0. On the contrary, the system in a neighborhood of the critical point P 1 has a one-dimensional unstable manifold and a two-dimensional stable manifold. The orbits entering P 1 on the stable manifold contain profiles such that
that is, profiles with an interface at a positive point ξ = ξ 0 > 0.
Proof. The linearization of the system (2.2) in a neighborhood of the critical points P 0 , respectively P 1 , has the matrix
where the plus sign corresponds to P 0 and the minus sign to P 1 . Thus, P 0 has a two-dimensional unstable manifold, while P 1 has a two-dimensional stable manifold. It is easy to check that the orbits entering P 0 on the one-dimensional stable manifold, or going out of P 1 on the one-dimensional unstable manifold (both corresponding to the eigenvalue λ 2 ) are contained in the Y axis. The orbits going out of P 0 (respectively entering P 1 ) on the two-dimensional unstable manifold (respectively the two-dimensional stable manifold) contain profiles such that X → 0, Y → ±h 0 and Z → 0. We deduce using (2.1) that on the one hand this gives
and on the other hand shows that (2.5) holds for ξ → ξ 0 > 0 finite. Indeed, assuming for contradiction that (2.5) holds true with ξ → ∞, since Z(ξ) → 0, it follows that f (ξ) → 0 as ξ → ∞, and on the contrary since Y (ξ) → ±h 0 , this implies that (f (m−1)/2 ) (ξ) → ±K as ξ → ∞ for some constant K > 0, which is a contradiction. And if we assume for contradiction that (2.5) holds true with ξ → 0, since
, we obtain that h (ξ) → ±K and ξ −1 h(ξ) → 0 as ξ → 0, which leads to a contradiction. We thus discard the possibility that ξ → 0 and ξ → ∞ in (2.5), and we then get the behavior (2.3) by integration in (2.5) when working with the plus sign, as ξ → ξ 0 ∈ (0, ∞) (respectively (2.4) when working with the minus sign).
Lemma 2.2 (Analysis of the point P 2 ). The system in a neighborhood of the critical point P 2 has a two-dimensional stable manifold and a one-dimensional unstable manifold. The stable manifold is contained in the invariant plane {Z = 0}. There exists a unique orbit going out of P 2 , containing profiles such that
Proof. The linearization of the system (2.2) near the critical point P 2 has the matrix
with eigenvalues
It is easy to verify (similarly as in [12, Lemma 2.3] ) that the two-dimensional stable manifold is contained in the invariant plane {Z = 0} and there exists only one orbit going out of P 2 into the region {Z > 0} of the phase space. Taking into account that on this orbit we have X → (m − 1)h 0 /2, Y → h 0 and Z → 0, we deduce from (2.1) that this unique orbit contain profiles such that
where the fact that ξ → 0 follows from an analysis similar to the one performed in the proof of Lemma 2.1. We readily infer the behavior given in (2.6).
Skipping for the moment the local analysis of the system (2.2) near the remaining finite critical point P 3 (postponed to the next section), we are ready to study the critical points at space infinity of the system.
Local analysis of the critical points at infinity. In order to study such points, we pass to the Poincaré hypersphere following the theory given for example in [17, Section 3.10] . We introduce the new variables (X, Y , Z, W ) such that
and according to [17, Theorem 4, Section 3.10], the critical points at space infinity of the phase space associated to the system (2.2) lie on the equator of the Poincaré hypersphere, that is, at points of the form (X, Y , Z, 0), and where the following system is fulfilled:
together with the obvious condition X 2 + Y 2 + Z 2 = 1, where P 2 , Q 2 and R 2 are the homogeneous second degree parts of the polynomials in the right hand side of the system (2.2), that is
The system (2.7) thus becomes after straightforward calculations
and taking into account that we are only considering the quarter of the equator of the hypersphere where X ≥ 0 and Z ≥ 0, we find the following five critical points:
We analyze below the local behavior of the orbits in the phase space near each of these points, which is quite similar to the one in [13, Section 2]. Proof. The proof is rather similar to the one of the analogous result [13, Lemma 2.5]. We infer from part (a) of [17, Theorem 5, Section 3.10] that the flow of the system near Q 1 is topologically equivalent to the flow near the origin of the phase space in the system
where the minus sign has been chosen in the system (2.9) in order to match the direction of the flow. This is noticed, for example, from the first equation of the original system (2.2),
which givesẊ < 0 in a neighborhood of Q 1 , taking into account that |X/Y | → +∞ near this point. It is immediate to see that the origin is an unstable node in the equivalent system (2.9). In order to establish the behavior of the profiles contained in the orbits going out of Q 1 , we notice that in (2.9) we have
or equivalently y ∼ Cw, that is Y /X ∼ C/X or equivalently Y ∼ C, where C ∈ R is an arbitrary constant. We infer by integration that
and the conclusion.
Lemma 2.4 (Analysis of the points Q 2 and Q 3 ). The critical points at infinity represented as Q 2,3 = (0, ±1, 0, 0) in the Poincaré hypersphere are an unstable node, respectively a stable node. The orbits going out of Q 2 to the finite part of the phase space contain profiles f (ξ) such that there exists ξ 0 ∈ (0, ∞) with f (ξ 0 ) = 0, f (ξ 0 ) = +∞. The orbits entering the point Q 3 and coming from the finite part of the phase space contain profiles f (ξ) such that there exists ξ 0 ∈ (0, ∞) with
Proof. We infer from part (b) of [17, Theorem 5, Section 3.10] that the flow of the system near the points Q 2 and Q 3 is topologically equivalent to the flow near the origin of the phase space in the system
where we have to choose the minus sign for one of the points and the plus sign for the other point. Similarly as in [13, Lemma 2.6], we deduce from the second equation of the original system (2.2), that isẎ
thatẎ < 0 in a neighborhood of both points Q 2 and Q 3 , which gives the direction of the flow (from right to left) and shows that we have to choose the minus sign in the system (2.10) near Q 2 and the plus sign near Q 3 . It follows that Q 2 is an unstable node and Q 3 is a stable node. To establish the local behavior, we proceed as in the end of the proof of Lemma 2.6 in our previous work [13] , by noticing that
in a neighborhood of any of the two points, which implies that x ∼ C|w| 2m/(m+1) or equivalently, in the original variables,
Using (2.1) and noticing that on the orbits going out of Q 2 (respectively entering Q 3 ) we have Y → ∞ for Q 2 (respectively Y → −∞ for Q 3 ) and X → 0 for both points, we obtain by integration that 11) and also that (2.11) occurs for ξ → ξ 0 ∈ (0, ∞), since we easily discard the possibilities ξ → ∞ and ξ → 0 with an analysis similar to the one performed in the proof of Lemma 2.1. We notice that for the orbits entering Q 3 , Y < 0 in a neighborhood of the point Q 3 , which means f (ξ) < 0 and thus C 1 < 0 and C 2 > 0 in (2.11) . This shows that the profiles contained in orbits entering Q 3 have a change of sign at some point ξ 0 ∈ (0, ∞) with f (ξ 0 ) = 0 and f (ξ 0 ) = −∞. On the contrary, for the orbits going out of Q 2 , Y > 0 in a neighborhood of Q 2 , thus f (ξ) > 0 and C 1 > 0 and one has to choose C 2 < 0 in (2.11) to obtain profiles with a change of sign at some point ξ 0 ∈ (0, ∞) with f (ξ 0 ) = 0 and f (ξ 0 ) = +∞, as stated.
For the critical point Q 4 , which is non-hyperbolic, we do not have to perform the local analysis near it using a dynamical system approach. We have In particular, there are no orbits entering the critical point Q 4 from the finite part of the phase space associated to the system (2.2).
Proof. The first statement has been proved as [13, Lemma 2.8] in a more general case (including our case p = m). We thus deduce that there are no orbits in the finite part of the phase space such that lim ξ→∞ Z(ξ) = +∞, consequently no orbits entering Q 4 coming from the interior of the Poincaré hypersphere, as stated. Proof. The flow of the system in a neighborhood of Q 5 is again topologically equivalent to the flow of the system (2.9) but in a neighborhood of the critical point (y, z, w) = (1/m, 0, 0) in the notation of (2.9). Since X ∼ mY in a neighborhood of the point Q 5 , we infer thaṫ
thus we have to choose again the minus sign in front of the derivatives in the system (2.9). The linearization of the system (2.9) near (1/m, 0, 0) has the matrix
with two positive eigenvalues and a negative one. It is obvious that the orbits going out of Q 5 on the two-dimensional unstable manifold enter the finite part of the phase space. In order to establish its local behavior near Q 5 , we start from the fact that X ∼ mY in a neighborhood of Q 5 , that is
and after integration
where C > 0 is an arbitrary positive constant, and the conclusion follows.
3 No positive blow up profiles. Proof of Theorem 1.4
In this section we perform the local analysis of the phase space associated to the system (2.2) in a neighborhood of the critical point P 3 = (0, 0, 1). Let us notice first that the linearization of the system in a neighborhood of P 3 has the matrix
with three eigenvalues with zero real part:
Thus, this point is a non-hyperbolic critical point and in order to analyze the system in a neighborhood of it we have to use more involved techniques specific to the bifurcation theory, more precisely by deducing the normal form of the system in a neighborhood of the point using a result which is typical for the Hopf-fold bifurcations. We prove the following Lemma 3.1. There is no orbit entering the critical point P 3 coming from the region {X > 0} of the phase space.
Proof. The proof is rather technical and involved and will be divided into several steps.
Step
and after straightforward calculations, the system (2.2) is transformed into the new system
We next follow the recipe given in [15, Section 8.5 ] in order to establish the first terms of the normal form of the system (3.2). To this end, we perform one more change of variable by letting w = v + iu, or equivalently
We calculateẇ =v + iu and, using the equations in (3.2) and transforming (v, u) into (w, w), we finḋ
ww,
Step 2. Obtaining the normal form. We already put the system (2.2) in the form used in [15, Section 8.5] , that is the system formed by the equations (3.3) and (3.4), whose nonlinear parts are denoted g(z, w, w) (for the equation (3.4) ), respectively h(z, w, w) (for the equation (3.3) ). The Taylor expansions of g and h have, accordingly with the notation on [15, p. 332-333], the forms
whose coefficients in our case read
and (using the notation with h for the w equation)
,
.
(3.6)
We now use [15, Lemma 8.9 ] in order to obtain the coefficients of the Poincaré normal form of the system starting from the coefficients in (3.5) and (3.6). More precisely, the Poincaré normal form of the system writes (adapting [15, Lemma 8.9 ] to our case and notation)
where the coefficients of the normal form (3.7) are
and
9)
(3.10)
Gathering all these calculations, we can thus write the obtained Poincaré normal form of the system:
with H 210 , H 021 given in (3.10). Undoing the change of variable w = v + iu in order to get back to the variables (z, v, u) and keeping only the terms up to order two, we finally find the Poincaré normal form of the system (3.2):
(3.11)
Step 3. Normal form in cylindrical coordinates. Following again [24, Section 3.1F], we transform the normal form (3.11) to cylindrical coordinates by letting v = r cos θ, u = r sin θ and unchanged z. After standard calculations, we obtain the following normal form in cylindrical coordinates:
and we notice thatṙ > 0 whenever the connection does not lie in the plane r = 0 or z = 0. If we are not in such case, we can integrate (up to third order) the system formed by the first two equations in (3.12) to get in a neighborhood of the origin in the system (3.12)
thus the trajectories in a neighborhood of the critical point (that became the origin in the system (3.12)) tend to hyperbolas that do not enter the origin (which behaves as a repeller in our case). The only orbits that may connect to the origin in the system (3.12) are those contained either in the plane {r = 0} or in the plane {z = 0}. Taking into account that in the original variables z = X, the orbits contained in the plane {z = 0} are in fact contained in the plane {X = 0} and they do not contain profiles. As for the orbits contained in the plane {r = 0}, this means at the same time that v = 0 and u = 0, and we infer from (3.1) that these orbits are contained in the line of equations Z = 1, (m − 1)Y + σX = 0. But the latter line is nothing else than the hyperbola given by
which is not a profile for σ > 0 (although it is the constant solution in the non-weighted case σ = 0). We thus conclude that there is no blow up profile entering the critical point P 3 .
The numerical experiment represented in Figure 3 shows how an orbit in the phase space, passing through a point which lies very close to the critical point P 3 (namely (X, Y, Z) = (0.05, 0.01, 1.01)), does not enter the point P 3 , as proved above. In fact, the orbit describes outgoing spirals around the point P 3 before going out of the spiral and approaching the critical point Q 3 .
After this rather lengthy and technical lemma, the proof of Theorem 1.4 becomes a corollary.
Proof of Theorem 1.4. Assume for contradiction that there exists at least a profile f (ξ) solution to (1.7), such that f (ξ) > 0 for any ξ ≥ 0. Then this profile has to be contained in an orbit in the phase space associated to the system (2.2), and from the list of local behaviors near the critical points, the only behavior which is positive as ξ → ∞ would be the one given by entering the point P 3 . But we just proved in Lemma 3.1 that there is no orbit entering P 3 that contains blow up profiles. Thus, there are no profiles that are positive everywhere, as claimed.
Remark. In the homogeneous case σ = 0, there is one profile that is positive everywhere and enters the point P 3 , which is the constant profile
. When passing to σ > 0, this profile does no longer exist, and an equivalent of it is the hyperbola (3.13), which is not a solution. This is an interesting difference introduced by the weight. 4 Global analysis in the phase space. Existence and multiplicity for σ > 0 small
We devote this section to establishing the connections in the phase space between the critical points, emphasizing in particular on those orbits which contain profiles with the desired behavior. As we shall see, a cylinder splitting the space into two separate regions will be of utmost importance. At the end, we will prove the existence and multiplicity result Theorem 1.2 for sufficiently small σ > 0.
The cylinder
We begin with the remark that on the invariant plane {X = 0}, the system (2.2) reduces to
which is nothing else that the same system obtained when letting σ = 0 and considering only the last two equations. This system leads to
which can be integrated explicitly to find its general solution
The most relevant solution in this one-parameter family is the one with K = 0, namely
which is a separatrix of the phase plane in the non-weighted case σ = 0. For K > 0, the corresponding curve given by (4.2) lies in the region of the plane (Y, Z) outside the explicit curve given in (4.3), while for K < 0 it lies in the bounded region inside the same curve. This suggests us to consider, in the whole phase space, the cylinder of equation (4.3) with X ≥ 0. The normal direction to the cylinder at some point is given by the vector (0, 2Y, 1/m), thus the direction of the flow on the surface of the cylinder is given by the sign of the expression
Taking into account that Z = 2m/(m + 1) − mY 2 , we obtain that
thus the flow on the cylinder has always one direction, towards the exterior of it. This implies in particular the following very useful result:
Lemma 4.1. Any orbit that contains a point outside the cylinder of equation (4.3), remains outside the cylinder forever after this point.
We also notice that the three critical points P 0 , P 1 and P 2 lie on the cylinder, thus it is important to establish whether the orbits going out of P 0 and P 2 , respectively entering P 1 , do this through the region outside or inside the cylinder. This is the goal of the following two lemmas. Proof. Let us notice first that on the cylinder we haveẎ ≤ 0. Indeed, we have Z = 2m/(m + 1) − mY 2 , thuṡ
since |Y | ≤ h 0 = 2/(m + 1). Assume now for contradiction that there is at least one orbit going out of the critical point P 0 inside the cylinder of equation (4.3). We then compare for the same value of Y ∈ (0, h 0 ) (and sufficiently close to h 0 ), the coordinates Z 2 (on the cylinder) and Z 1 (the true value of Z for the given Y on the orbit that we assumed to go inside the cylinder). Thus, Z 2 > Z 1 by the assumption that the orbit goes inside the cylinder. On the other hand, Z 2 = Z 2 (Y ) satisfies the equation of the cylinder, namely
is a true orbit in the phase space, thus a solution to the whole system (2.2), that is
Since on the one hand Z 2 = Z 2 (Y ) lies on the cylinder (whereẎ < 0), and on the other hand in a neighborhood of P 0 , Z 1 = Z 1 (Y ) lies on an orbit which is decreasing with respect to the variable Y (as it goes towards the interior of the cylinder), we infer that
and we deduce from (4.4) that d(Z 2 − Z 1 )/dY > 0 for any σ > 0 in a sufficiently small left-neighborhood of P 0 . Thus, there exists some > 0 sufficiently small such that, for
But this is a contradiction with the fact that for Y = h 0 , we have Z 1 (h 0 ) = Z 2 (h 0 ) = 0, as both curves (the true orbit described by Z 1 and the cylinder described by Z 2 ) are assumed to start from P 0 . This contradiction shows that all the orbits going out of P 0 do that strictly in the exterior of the cylinder of equation (4.3) (since the cylinder itself is not a solution for σ > 0). It remains to study how the unique orbit (according to Lemma 2.2) going out of P 2 behaves with respect to the cylinder. This is much easier than the previous analysis, as this unique orbit goes out tangent to the direction given by the eigenvector
corresponding to the only positive eigenvalue λ 3 = (m − 1)(σ + 2)h 0 /2. The normal to the cylinder at the point P 2 has the direction
it follows that the orbit going out of P 2 does this in the exterior region to cylinder of equation (4.3), as claimed. Proof. The proof is very similar to the one we did for the orbits going out of P 0 . Assume for contradiction that there is at least one orbit in the phase space associated to the system (2.2) entering P 1 outside the cylinder. Define again for the same Y ∈ (−h 0 , 0), the corresponding coordinates Z 1 = Z 1 (Y ) on this orbit and Z 2 = Z 2 (Y ) on the cylinder. From the assumption that the orbit enters P 1 outside the cylinder, we infer that Z 2 (Y ) < Z 1 (Y ) for Y ∈ (−h 0 , 0) sufficiently close to −h 0 . It also follows easily thatẎ < 0 both on the cylinder (already proved in the proof of Lemma 4.2) and on the orbit that lies outside of it, thus once more
We proceed as in the proof of Lemma 4.2 and compute for comparison
for any σ > 0 and −h 0 < Y < 0, since both terms in the right hand side of (4.5) are negative. Thus, there exists some > 0 sufficiently small such that, for
increases while Y decreases, thus becoming even more positive. But this is a contradiction with the fact that for Y = −h 0 , we have Z 1 (−h 0 ) = Z 2 (−h 0 ) = 0, as both curves are assumed to enter P 1 . This contradiction shows that all the orbits entering P 1 do that strictly through the interior of the cylinder of equation (4.3) (since the cylinder itself is not a solution for σ > 0).
We picture in Figure 4 the cylinder (4.3) together with a sample orbit in the phase space from all the critical points discussed above: either going out of P 0 or P 2 (and in each case, we see how they travel outside the cylinder and overpass it) or entering P 1 (where we see how the orbit stays in the interior of the cylinder, oscillates for a few times and then starts to increase rapidly with respect to the X coordinate).
All these results gather into a consequence of utmost importance for the rest of our analysis, that we state below. Proposition 4.4. Any profile f (ξ) solution to (1.7) for ξ ∈ (0, ∞) having an interface at some finite point ξ 0 ∈ (0, ∞), is positive at the origin, that is f (0) = a > 0.
Proof. We infer from the local analysis performed in Section 2 and specially Lemma 2.1 that profiles with interface belong to orbits entering the critical point P 1 . Lemma 4.3 shows that such orbits enter P 1 through the interior of the cylinder of equation (4.3). On the other hand, we deduce from Lemmas 4.2 and 4.1 that the orbits going out of the critical points P 0 and P 2 (and similarly for the critical points Q 2 and Q 5 at infinity, which start with coordinate Y → ∞) do that outside the cylinder and thus, such orbits stay forever outside the cylinder. By discarding all the other options, we find that all the orbits entering the critical point P 1 necessarily come from the unstable node Q 1 on the Poincaré hypersphere. Lemma 2.3 shows that profiles contained in such orbits satisfy f (0) = a > 0 (with any possible slope at the origin), ending the proof.
In order to establish existence or non-existence, it only remains to study whether such profiles contained in orbits connecting Q 1 and P 1 are good (that is, f (0) = 0) or not. This is the goal of the remaining part of the paper. The cylinder and sample orbits going out of P 0 and P 2 , respectively entering P 1 .
Existence of multiple solutions for σ > 0 small
In this subsection we use, only for the proof of existence of multiple solutions, an alternative phase space associated to a system already used in our previous work [13, Section 2] . We thus let 6) and Eq. (1.7) transforms into the following system
where derivatives are taken with respect to the independent variable η. The interface point P 1 in the phase space associated to the system (2.2) is mapped into the critical half-line {x = 0, y = 0, z > 0} in the system (4.7), and Proposition 4.4 gives in the new system that any orbit entering a critical point (0, 0, ξ 0 ) of the half-line {x = 0, y = 0, z > 0} has to intersect the plane {z = 0} at some point (x 0 , y 0 ) with x 0 > 0 and y 0 ∈ R. Using this phase space, one can readily prove that for any ξ 0 ∈ (0, ∞) fixed, there exists a unique profile with interface at ξ = ξ 0 . The proof is identical to that of [13, Proposition 3.3] and is left to the reader. We are now in a position to prove our existence theorem.
Proof of Theorem 1.2. We divide the proof into two steps.
Step 1. Existence of one solution for σ > 0 small. It is well known that for σ = 0 there exists one explicit good profile with interface and whose maximum only depends on m [22] 8) and due to the invariance to translations when σ = 0, any translation in space of it is also a solution to (1.7). In particular, with slight translations in space of F 0 (ξ) in both directions, one can get a connection in the phase space associated to the system (4.7) for σ = 0 having an interface and cutting the plane {z = 0} in a point (x 0 , y 0 ) with y 0 > 0 and another connection cutting the plane {z = 0} in a point (x 1 , y 1 ) with y 1 < 0. Working by now with the first connection, let > 0 be so small such that the two-dimensional ball B((x 0 , y 0 ), ) is contained in the region {x > 0, y > 0} of the plane {z = 0}. Consider the paraboloid of equation
whose normal direction (pointing upwards) is given by the vector (2(x − x 0 ), 2(y − y 0 ), 1). Thus, the direction of the flow on the paraboloid (4.9) is given by the sign of the expression
We notice that |x − x 0 | ≤ and |y − y 0 | < on the paraboloid (4.9), thus we readily deduce that
which is positive for > 0 sufficiently small. This proves that any orbit crossing the paraboloid (4.9) must intersect the plane {z = 0} in a point which lies in the interior of the paraboloid, that is, in the two-dimensional ball B((x 0 , y 0 ), ) and in particular with coordinate y > 0. By continuity with respect to the parameter σ, we infer that there exists σ + > 0 such that for any σ ∈ (0, σ + ) there exists an orbit corresponding to profiles with interface crossing the paraboloid (4.9) (and thus intersecting the plane {z = 0} at points with coordinate y > 0). Considering the orbit for σ = 0 that intersects the plane {z = 0} at the point (x 1 , y 1 ) with y 1 < 0 and performing an analogous analysis as above, we find that there exists σ − > 0 such that for any σ ∈ (0, σ − ), there is an orbit corresponding to profiles with interface that touches the plane {z = 0} at points with coordinate y < 0. Letting σ 0 = min{σ + , σ − }, it follows from the continuity of the slopes that for any σ ∈ (0, σ 0 ) there exists a good profile with interface solution to (1.7).
Step 2. Existence of multiple solutions. The proof of this step follows similar ideas to the previous one. Let k > 0 be given. The main point is that, instead of using as starting point for translations and continuity argument the explicit profile F 0 (ξ) given by (4.8), we consider a kind of "generalized profile" (using an abuse of language) constructed by concatenating k copies of F 0 (ξ) one after another (that is, the forward interface point of the i-th copy is the backward interface point of the i + 1-th copy). This new object has k zeros in the region ξ > 0 and by slightly translating it in space to the left and to the right, we find such "concatenated generalized profiles" with k zeros but such that they touch the vertical axis with positive, respectively negative derivatives. Since Proposition 4.4 gives that for σ > 0, the profiles we shoot from the same interface points as the two translated "generalized profiles" with k zeros have to touch directly the plane {z = 0} (without passing through another zero point), we can repeat the argument with small balls as in Step 1 to conclude that there exists σ 0,k > 0 sufficiently small such that for any σ ∈ (0, σ 0,k ), there exists a good profile with interface to (1.7) having exactly k local maxima and k local minima. Thus, for any given positive integer k, letting
we infer that for any σ ∈ (0, σ k ), there exist at least k different good profiles with interface, each of them having a different number of local maxima. Figure 5 gives a visual representation of how the above proof works. We notice that the profiles with interface at ξ 0 = 10 and ξ 0 = 14 intersect the vertical axis with negative slope (that is, f (0) < 0 for such profiles), while the profile with interface at ξ 0 = 12 intersects the vertical axis with positive slope (that is, f (0) > 0 for this profiles). By continuity, between them there are two different good profiles with interface (whose interfaces in our experiment are approximately at ξ 0 = 11.1, respectively ξ 0 = 12.83). This is exactly the technique used in the proof of Theorem 1.2. Remark. Numerical evidences show that there should exist two different good profiles with interface for any fixed number of local maxima given, as for example the two good profiles with interface represented in Figure 5 .
5 Non-existence of good profiles with interface for large σ As explained in the Introduction, for σ > 0 large there is a striking difference: we pass from the existence of multiple solutions to the non-existence of any. This section is devoted to the proof of this result. The main idea in the proof is again geometric: we consider the hyperbola given by the graph of the function
and in a first step we shoot forward from the vertical axis with f (0) = a > 0, f (0) = 0 to show that the first intersection point of the graph of the profile f with the hyperbola (5.1) is bounded from below. In a second step, we show that shooting backward from the interface point for σ > 0 large enough, the last (in a backward sense) intersection point of the profiles with interfaces with the hyperbola (5.1) goes below the bound found in the first step when shooting with profiles from the vertical axis. Thus the two shooting processes cannot meet and give rise to a full good profile with interface, provided σ is sufficiently large.
A monotonicity result
In order to perform the program described in a few words above, we need a preliminary fact about the equation. Recalling the hyperbola (3.13), it is immediate to deduce from (1.7) that for any profile f solution to (1.7) for ξ ∈ (0, ∞), any local maximum ξ 0 ∈ (0, ∞) of f fulfills
hence it lies above the hyperbola (3.13) and thus also above the hyperbola (5.1). We next show that the graphs of two profiles f 1 , f 2 which are ordered at ξ = 0 either with respect to the values of f i (0) or with respect to the values of f i (0), remain ordered before crossing the hyperbola (5.1) for the first time. More precisely Lemma 5.1. Let σ > 0 and f 1 , f 2 be two profiles such that one of the following two conditions is fulfilled:
Then the graphs of f 1 and f 2 cannot intersect before they both have intersected the graph of the hyperbola (5.1).
Proof. We divide again the proof into several steps in order to ease its presentation.
Step 1. An integral identity for solutions. Let f (ξ) be a generic solution to (1.7) and define g(ξ) = f (ξ) m , which solves
By multiplying with g (ξ) in (5.2) and then integrating on an interval (0, ξ 0 ) for any ξ 0 > 0 fixed, we obtain Step 2. Monotonicity when condition (a) is fulfilled. Defining g 1 = f m 1 and g 2 = f m 2 , condition (a) implies that g 1 (0) = g 2 (0) and g 2 (0) > 0 = g 1 (0). We infer that in a rightneighborhood of ξ = 0, g 2 (ξ) > g 1 (ξ). Let ξ 0 > 0 be the first point of intersection of the graphs of g 1 and g 2 , that is g 1 (ξ) < g 2 (ξ) for ξ ∈ (0, ξ 0 ) and g 1 (ξ 0 ) = g 2 (ξ 0 ). Assume for contradiction that at ξ = ξ 0 both functions are still increasing, thus g 1 (ξ 0 ) > 0, g 2 (ξ 0 ) > 0 and g 2 (ξ 0 ) ≤ g 1 (ξ 0 ). It follows from the identity (5.3) that
which is a contradiction. Thus, either g 1 (ξ 0 ) < 0 or g 2 (ξ 0 ) < 0, and the corresponding function whose derivative is negative at ξ = ξ 0 attained its first local maxima at some smaller ξ M < ξ 0 . This proves that the graph of this function crossed first the hyperbola (5.1) before intersecting the graph of the other function, as claimed.
Step 3. Monotonicity when condition (b) is fulfilled. With the same notation as in
Step 2, we first notice from (5.2) that (g 2 − g 1 ) (0) = 1 m − 1 g 2 (0) 1/m − g 1 (0) 1/m > 0, thus g 2 (ξ) > g 1 (ξ) in a right-neighborhood of ξ = 0. Let ξ 0 be the first intersection point of g 2 and g 1 as in
Step 2, and ξ 1 be the first intersection point of their second derivatives g 1 and g 2 , that is, g 1 (ξ) < g 2 (ξ) for ξ ∈ (0, ξ 1 ) and g 1 (ξ 1 ) = g 2 (ξ 1 ). Since g 1 (ξ 0 ) = g 2 (ξ 0 ), g 1 (ξ) < g 2 (ξ) for ξ ∈ (0, ξ 0 ) and g 2 (0) = 0 = g 1 (0), which implies that g 1 (ξ) < g 2 (ξ) for ξ ∈ (0, ξ 1 ), it necessarily follows that ξ 1 ∈ (0, ξ 0 ) and g 2 (ξ 1 ) > g 1 (ξ 1 ). Introducing the function φ(x) := 1
it follows that φ(g 2 (ξ 1 )) = φ(g 1 (ξ 1 )). Studying the variation of φ, we notice that it has a maximum at and it is increasing for x ∈ (0, x 0 ) and decreasing for x ∈ (x 0 , ∞). It follows that g 2 (ξ 1 ) > x 0 > g 1 (ξ 1 ), hence In particular, we infer from the second inequality in (5.4) that the point (ξ 1 , f 2 (ξ 1 )) lies on the graph of f 2 after the first intersection with the hyperbola (5.1). Since ξ 0 > ξ 1 the conclusion follows.
Noticing that the direction of the flow on the plane {Z = 1/m} is given by the sign of the expression (m − 1)Y + σX, we infer that for X ≥ x 0 := (m − 1)h 0 σ , the above flow has positive sign at points lying inside the cylinder, that is with |Y | ≤ h 0 . As we regard the orbits backward from the interface point, we deduce that the last intersection of an orbit with interface with the hyperbola (5.1) (that is, the closest intersection to the vertical axis) occurs with X ≤ x 0 , that is, Gathering (5.6) and (5.7), we notice that for any σ > 0 such that σ 2 > 8m 3 /(2m + 1), we have (m + 1)σ 2 2m(m − 1) 3 > 4m 2 (m + 1) (2m + 1)(m − 1) 3 , whence ξ − > ξ + and the two shooting processes cannot join at the same point in order to form a complete good profile with interface. We thus conclude that at least for σ > 2m 2m/(2m + 1) there is no good profile with interface, ending the proof.
Remarks. 1. The above proof gives us a quantitative estimate for σ such that nonexistence of good profiles with interface occurs. However, numerical experiments seem to show that the inferior limit of non-existence for σ is far below 2m 2m/(2m + 1) (for example in Figure 2 we perform the experiment for m = 2 with σ = 1/2) as the fact that a good connection between the vertical axis and an interface point is theoretically possible to exist does not necessarily mean that it really exists.
2. The proof of Theorem 1.3 together with the monotonicity Lemma 5.1 prove that in fact all the profiles with interface for σ > 2m 2m/(2m + 1) cut the vertical axis with f (0) < 0. Let us recall here the profiles plotted in Figure 2 which confirm this behavior. It also appears from the numerical experiment in Figure 2 that the profiles with interface seem to have their intersections with the vertical axis concentrated in a small region of this axis. We have no rigorous proof yet for such a statement.
