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ABSTRACT 
Runge-Kutta  formulas are discussed for the integration of  systems of  differential equations. The 
parameters of  these formulas are square matrices with component -dependent  values. The sys- 
tems considered are supposed to originate from hyperbol ic partial differential equations, which 
are coupled in a special way. In this paper the discussion is concentrated on methods for a class 
of  two coupled systems. For these systems first and second order formulas are presented, whose 
parameters are diagonal matrices. These formulas are further characterized by  their low storage 
requirements, by a reduction of  the  computat ional  effort per t imestep, and by their relatively 
large stabil ity interval along the imaginary axis. The new methods are compared with stabilized 
Runge-Kut ta  methods having scalar-valued parameters. It turns out that a gain factor of  2 can 
be obtained. 
1. INTRODUCTION 
Runge-Kutta methods for second order differential 
equations with prescribed initial values are well 
known in literature (e.g. ZONNEVELD [8], FEHL- 
BERG [1]). When the first derivative does not occur 
in the second equation, these special methods are 
more efficient han comparable methods for first 
order equations; for example, they may attain a 
higher order of accuracy with the same amount of 
derivative valuations, or may possess alarger stability 
region (VAN DER HOUWEN [5]). When the second 
order equation is transformed into a system of two f'trst 
order equations, these special methods may be con- 
sidered as generalized Runge-Kutta methods whose 
parameters are square matrices. Evidently, these 
generalized methods derive their usefulness from tak- 
ing into account the special structure of the Jacobian 
matrix of the resulting equations. 
In this paper we shall start to investigate generalized 
Runge-Kutta methods, which are not restricted to 
systems resulting from second order equations, but 
which apply to systems of the type 
dx =~i(f l  . . . . .  Yk)' i= I  . . . . .  k, (1.1) 
~i' i=1 . . . . .  k, being prescribed at x = x 0. We observe 
that each component of this system in itself is a vector 
of a certain length, which is not necessarily the same 
for each component. Systems of this type may arise 
by applying the method of lines to a coupled system 
of hyperbolic or parabolic partial differential equations. 
When the Jacobian matrix of (1.1), given by 
af+i i=1 . . . . .  k, j =1 . . . . .  k, (1.2) J i j -  a~j ' 
is sparse, it is likely that generalized Runge-Kutta 
methods are more efficient han ordinary Runge-Kutta 
methods. 
In the next sections we shall describe the generalized 
Runge-Kutta method, and derive conditions for con- 
sistency (up to order 2) and for low storage require- 
ments. The stability analysis is performed by imposing 
conditions on the Jacobian matrix, which are fulf'~lled 
for a wide class of hyperbolic systems. This particular 
choice is motivated by the fact that we want to in- 
vestigate generalized Runge-Kutta methods for the 
two-dimensional shallow water equation (KREIS [6]) 
in a forthcoming paper. 
In section 4 we restrict ourselves to problems consist- 
ing of two coupled systems (k = 2 in 1.1), of which 
~2 -" does not depend on Y2" Second order, m-point 
formulas using two or three arrays of storage are con- 
structed. In the latter case the resulting stability con- 
dition reads 
m-1  h n g ~ ,  modd. (1.3) 
Here o(J) denotes the spectral radius of the Jacobian 
matrix J. The number of derivative valuations per 
time step for these formulas, however, is less than m, 
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viz. m+2 ~- , so that we effectively have a stability 
limit o f2 (m - 1) / (m + 2). Thus, asymptotically a 
factor 2 is gained over ordinary stabilized second 
order Runge-Kutta methods, which have an effective 
stability limit of  (m-  1)/m (VAN DER HOUWEN [3]). 
In the near future numerical results will be reported 
obtained by the new formulas, applied to the wave 
equation and the equation of the flow in a narrow 
canal. Also, we intend to construct generalized 
methods for problems consisting of three coupled 
systems• 
2. THE GENERALIZED RUNGE-KUTrA METHOD 
Consider the system of differential equations (1.1). 
In order to simplify the notation we introduce the 
variables 
Y = (71 . . . . .  y~k )T and f (y )= [~'1 (Y) ... .  -fk (y)IT" 
(2 . : )  
The generalized m-point Runge-Kutta method is 
defined by 
7(0) 
n+l  = Yn' 
(J) 
Yn + 1 = Mj Yn + hn 
y(m) 
Yn+l= n+l"  
Nj l  f(y(l+)l), j= l  . . . . .  m, 
(2.2) 
Here, Yn + 1 denotes the numerical approximation to 
the solution y at the point x = x n + h n. The quantities 
Mj and Njl stand for k x k matrices, whose entries 
are matrices, too, the size depending on the dimensions 
° f71  . . . . .  ;k"  
Example 2. I 
Consider the method for second order differential equa- 
tions 
d2Cv 
dC~ (2.3) 
-g  (~" dx"  dx 2 
described by ZONNEVELD [1964] : 
---+t 
z n = w n , 
~,(1) .. = _. _, _, 
n +1 = ~Vn+ hnzn' -Z(nl+) 1 ~'n + hng(Wn' Zn)' 
1 h 2 . . . . .  ~Vn + 1 = ~¢n + hnzn + -'2- n g kWn' Zn)' 
~Vn +1= ;n + hn {g(Wn, Zn) + g ~Wn_~ 1, n+F ~ 
When we define y = (~, ~T  and f = (z~ g-'if, this method 
can be represented by scheme (2.27 where m = 2 and 
I hnI 0 0 
MI=M2= 0 I ' N10= 0 I 
(2.4a) 
0 hnI 0 0 
1 N21 = 1_i 
N20= 0 ~-I ' 0 2 (2.4a) 
In these expressions I denotes the unity matrix of ap- 
propriate order. The occurrence of this matrix in an 
off-diagonal position is allowed, because the vectors 
~v and ~*(= ~')  have the same number of components. 
Note, however, that the representation (2.4a) is not 
unique. Another choice for the parameter matrices 
re ads 
i10 ii MI=M2=N10= ' N20=N21= 1 ' 
(2.4b) 
so that the method reduces to an ordinary Runge- 
Kutta method for a system of equations. 
A less trivial example is given in VAN DER HOUWEN 
[S]. 
Example 2.2 
Consider the method for second order differential 
equations without f'trst derivatives, described by 
-" -~ h " "  lh2  1 -+, Wn + 1 = Wn + n Wn + ~- n g-'[Wn + ~-hnWn 
+ ~1 h2~(~ n + ½h n C~n)], 
16 
--,, 4 ,  - - , - -  1 -+, lh2  
Wn +1 = Wn + hng [Wn + ~hnwn + 1--6- n g+(Wn 
+lh  ~n)] (2.5) 2 n 
Using the same conventions as in the previous example, 
we can represent this method by m = 3 and 
I ~ lhn I  I hnI 
M 1 = M 2 = , M 3 = , 
0 I 0 I 
"21:1 n '  0 ' N32 = 
N10 = N20= N30 = N31= 0, 
or, alternatively by m = 5 and 
I 
M I=M2=M3=M4=M5= 0 
, °  
N10=N32= 0 ' N21 = 
N43 = 
°°  1 , ,  0 ~-I 
I 
0 
0 21-hn I 
0 I 
(2.5a) 
N54 = 
= N50=N51=N52 = 0. 
o I 
I 
o 
0 8 
°°  I N53 = 0 I 
° I 0 ' N20 = N30 = N31 = N40 = N41 = N42 
(2.5b) 
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We remark that, although (2.5b) defines a five-point 
formula, it evidently requires only two evaluations 
of the second erivative g, namely those with 
y(1) and ~,(3) as arguments. 
n+l  ~n+l  
3. CONDITIONS FOR THE PARAMETER 
MATRICES 
In this section we shall derive the conditions which 
should be imposed on the matrices Mj and Njl in 
order to ensure second order consistency, minimal 
storage requirements and stability. Whereas we in- 
tend to derive schemes which are applicable to a 
restricted class of equations of type (1.1), we shall 
formulate the conditions in terms of the variables Yn, 
fn [= f(Yn)] and Jn' the Jacobian matrix at (x n, yn). 
In general, the conditions are very complicated; there- 
fore we shall simplify them by inposing the following 
restrictions on the parameter matrices : 
(3.1) The matrices Mj and Njl, j= l  ..... m, 
1 = 0 ..... j -1, do not depend on the Jacobian Jn" 
(3.2) The matrices M i satisfy the relation 
Mj = I + 0 (hnT~'and the matrices N.lsatisfy 
J 
h n × Njl= 0(hn), j--1 ..... m, 1= 0 ..... j-1. 
The examples of section 2 show that (3.2) need not 
be a severe restriction, whereas generalized RK- 
schemes whose parameter matrices depend on the 
Jacobian have already been analysed by several 
authors. 
3.1. Consistency conditions 
The order equations for scheme (2.2) can be derived 
in the usual way (see e.g. ZONNEVELD [817 by ex- 
panding Yn + 1 and the analytic solution f (1.1) 
through the point y (Xn) = Yn in a Taylor-series in h n, 
and equating the corresponding terms. 
The conditions for orders p up to 2 are listed in table 
3.1. It should be remarked that table 3.1 presents for 
p = 2 "additional" conditions, i.e. the condition for 
second order consistency are the conditions listed for 
both p = 1 and p = 2. 
The conditions given in table 3.1 determine the con- 
sistency of scheme (2.2) for a particular differential 
equation at a specific point. Requiring that (2.2) is 
consistent for all problems of type (1.1) yields the 
conditions listed in table 3.2; these conditions can 
easily be derived from table 3.1 by suitable substitu- 
tions for Yn' fn and Jn" 
Table 3.2. Consistency conditions for scheme (2.2) 
p=l  
p=2 
M(m 1) = 0, 
m-1 N(0) = I. 
ml 1=0 
M(2) m 
m-1 
I=0 
m-1 
l=0 
= 0, 
: I  o 
p,q , r , s~ [1 ..... k] 
m-1 N(0) 1-1 N(07 (r, s) 1 
ml (P'q) n=~ 0 In = ~-gpq~rs' 1=0 
p,q,r, se [1  ..... k] 
Here, Nml(p 'q) denotes the element in row 
p and column q of the matrix Nml, whereas 
stand for the Kronecker function. 
Example 3.1. 
The scheme determined by (2.5a 7 does not satisfy the 
conditions for p = 1 given i table 3.2. As a consequence, 
scheme (2.5a 7 is generally not consistent of order one, 
Table 3.1. Consistency conditions for scheme (2.2), applied to equation (1.17 
m-1 
p=l  M(ml)y n+l=~0 N(m0tfn=fn 
1 (m 2) m-1 N(1) 
p=2 ~M Yn+l=02~ mlfn + 
m-1 N(0) I 1) Yn 2~ ml Jn M + 
1=0 
m-1 N(0) I-1 N(O) fn = 1 jn f  n 
Y~ Jn 1=0 ml r=~0 lr 
where Ml(i) = { di dh i Ml(hn) ) hn=0, i=0 ,1 ,2 ,  I=1 .. . . .  m, 
and N(~) 1 = ( di dh i Nml(hn)}h n=0,  i=0,1 ,  1=0 . . . . .  m-1. 
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when it is applied to an arbitrary system. However, 
scheme (2.5a) satisfies the conditions given in table 
3.1, if the following equalities hold : 
0 I 
Yn = 
0 0 
I 0 
0 0 
fn and 
0 I 
q+ 
0 0 
0 0 
0 I 
j I 0 Jn 0 0 fn = Jnfn ' 
These equations are evidently satisfied when we sub- 
stitute Yn = (~'n' ~n) '  fn = [~Vn' g+(CVn)] and 
0 I 
Jn = ( dg 0 ) ' so (2.5a) is consistent of order 2 
dwn - 
for second-order differential equations without first 
derivatives. 
In a similar way one easily verifies that scheme (2.5b) 
is only consistent if order two is the equality 
0 0 I 0 I 0l 0 0 
Jn + I Jn =Jn 
0 I 0 0 0 0 0 I 
holds, which again is the case when second order 
equations without first derivatives are considered. 
3.2. Storage requirements 
As we intend to apply the schemes to large systems 
originating from partial differential equations, atten- 
tion should be paid to the storage requirements. We 
shall derive here the conditions for schemes requiring 
two and three arrays of storage (see VAN DER HOU- 
WEN [2]). 
Schemes requiring two arrays of storage 
The flow of computation i  schemes which require 
only two arrays of storage might be represented by 
the flow chart 
( j -1)  _ (j) 
Yn+l ~ Yn+l 
f (v ( j - l )  
"n+l  ) 
or by the formula 
y(j) , U-I) + hnEjf(y2+l l ) )} ' n+l=Dj tYn+ 1 
j = 1 . . . . .  m, (3.3) 
where D. denotes a general matrix and E. a sufficient- 
3 J 
ly simply matrix in order to compute the product 
without auxiliary storage. 
Comparing (3.3) with scheme (2.2), we obtain the 
following relations for Mj and Njl : 
J 
M j= =rI 1 D 1, j= l  . . . . .  m, 
1 
J 
Njl= [I DrEI÷I,  j = 1 . . . . .  m, 
r= l+ l  I= 0 . . . . .  j - l ,  
(3.4) 
Elimination of Dj and Ej yields 
N j l=MjMI+INI+I , I -1  j= 1 . . . . .  m, 
1= 0 . . . . .  j -1 .  (3.5) 
We note that M -1 1 + 1 exists for sufficiently small h n, in 
view of relation (3.2). 
Schemes requiring three arrays of torage 
Introducing an additional set of vectors zn +1, we can 
construct schemes of type (2.2) by means of recur- 
rence relations of the type 
(0 )  = z (0) = O, 
Yn+t Yn' n+l  
y(J) =A y( j -1)  h Z f" ( j - l ) ,  z(j -1)  
n+l  j n+l  + n j tYn+l )  + Bj n+l  ' 
z (j) = Cj- ( j - l )  hnFj f"  ( j - l )"  z ( j - l )  n+l  Yn+l + tYn+l )  +Dj  n+l  ' 
j=  1 . . . .  , m, 
_ y (m)  
Yn+l -  n+l  (3.6) 
Assuming Aj non-singular (this is implied by condi- 
tion (3.2)), we may set Cj = 0 without loss of gener- 
ality. In fact, given a recurrence relation (3.6), it is 
easy to construct an equivalent relation (yielding the 
same Yn + 1) with Cj = 0. Comparing (3.6) with 
scheme (2.2), we obtain the following relations for 
Mj and Nj 1 : 
J 
Mj = 1__1-I1 A 1 , 
- J -1  r -1  
Nj l=MjMl l+ IN1 1,I + N M.M r B r II DsF I+ I ,  
+ r=l+2 J s=1+2 
1=0 ... .  j -2  
N j j_ 1 = E j, j = 1 ..... m. 
(3.7) 
We remark that, in general, the matrices D i cannot be 
eliminated from this formula, as they migl/t be singular. 
However, it is easily verified that for a suitable trans- 
formation of z (j) -" n + 1 me matrices Dj will be of the form 
I X 
0 0 
3.3. Stability requirements 
To analyse the stability of scheme (2.2), we study the 
effect of a perturbation ay n of Yn on the resulting 
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vector Yn + 1" Let Jn denote the Jacobian matrix of 
the right hand side f(Yn); then this perturbation is 
approximately given by 
j -1 n(1) 
ZXYn + 1 = Mj zx Yn + 1~0 hn Njl Jn tx y , 
j = 1 ..... m, (3.8) 
or alternatively by 
(J) 
t~yn +1= Rj (hnJn)~yn , j= l  ..... m, 
Rj(hnJn)=Mj+Jl~10 hnNj l JnRl(hnJn).  
J ~ 
(3.8a) 
We shall call method (2.2) stable if all the eigenvalues 
of R m (hnJn) are within the unit circle; when one or 
more eigenvalues are on the unit circle, the method 
will be called weakly stable. Integrating problems 
with a constant Jacobian with a stable method, the 
effect of a perturbation t~y n will ultimately be damped 
out, as the k-th power of the amplification matrix 
R m (hnJ) will tend to the zero matrix as k tends to 
infinity. Using a weakly stable method, the effect of 
&Yn will grow less than exponentially, the rate of 
growth depending on the number of coinciding eigen- 
values on the unit circle. 
Next, we consider a finite interval of integration and 
let h n tend to zero. Then, the eigenvalues of the ma- 
trix R m (hnJ) with multiplicity greater than one may 
tend to one, as is illustrated in the following example. 
Example 3.2 
Consider the second order method generated by (m=2): 
h N 00  00 lh  
MI=M2=10 1 'N10= 21=0 1 ' N20= 1 
(3.9) 
Application of this method to the differential equations 
a_r__z, dz dx ~x = -4y -4z, y(0) = Y0' z(0)= z 0, 
(3.10) 
yields the recurrence r lation 
• = 1 1 -2h+h 2 2 1 z n Zn + 1 - f f  -2  1 
=g(h) [Yn 
Zn (3.11) 
Although ~ (h) has a multiple igenvalue, I1~ (h)nil is 
bounded by the constant 1 + 5hn, as the off-diagonal 
elements of its Jordan-normal form are of order h. 
This suggests that we should consider amplification 
matrices, whose Jordan form have off-diagonal elements 
of order h. In the following lemma, we will show that 
scheme (2.2) has this property, provided that (3.1) and 
(3.2) are satisfied. 
LEMMA 3.1 
The amplification matrix belonging to a generalized 
Runge-Kutta method which satisfies the conditions 
(3.1) and (3.2), has a Jordan normal form with ele- 
ments of order h in off-diagonal position. 
Proof 
From the definition of the amplification matrix 
R m (hnJn) in (3.8a) and the conditions (3.1) and (3.2) 
it is obvious that there exists a matrix A, such that 
Rm (hn Jn) = I + A and IIAII2 = 0 (hn). 
Now, let B be the Jordan normal form of A, given by 
the unitary transformation B = T A T -1. From 
[ Bij I g U Bej II 2 g U B U 2 = II Att 2 = 0 (hn) follows that 
all elements of B are of order h. As the Jordan normal 
form of R m (h n Jn) is given by I + B, it is clear that all 
the off-diagonal elements of this Jordan form are of 
order h. 
COROLLARY 
The global discretization error of a generalized Runge- 
Kutta method for h -~ 0 increases at most linearly with 
the number of steps, if the conditions (3.1) and (3.2) 
are satisfied, and the amplification matrix has eigen- 
values on or within the unit circle. 
The above corollary suggests us to verify the stability 
of a generalized Runge-Kutta method for a given prob- 
lem by proving that the eigenvalues of the amplifica- 
tion matrix are in modulus less or equal to one. How- 
ever, this task is not as simple as in the case of ordinary 
Runge-Kutta methods, as was already observed by VAN 
DER HOUWEN [5]. The reason for this is that we can- 
not reduce a system of equations to a set of single 
equations, which are more easily analyzed, because 
the eigenvectors of the Jacobian matrix differ in general 
from the eigenvectors of the amplification matrix. This 
behaviour may be illustrated in the following example : 
Example 3.3 
Consider the generalized Runge-Kutta method efined 
by m = 2 and 
M I=M 2=I ,  N10= , N20=0, N21=I. 
0 (3.12) 
Application of this method to the model problem for 
hyperbolic equations 
dz 
dd-~x=-CZ' ~x cy, Y0' z0' (3.13) y(O) z (O)  
yields the recurrence r lation 
Zn+ 1 hc l -h2c  2 z n 
n ~ 0,  . . . .  
(3.14) 
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The eigenvalues of the amplification matrix are 
~ l ,2=l - -~h2c2+- ihc  X/1-~--h2c 2 ; 
these eigenvalues are in modulus less than or equal 
to 1 i f0~ hc,; 1. 
When we try to uncouple system (3.13) by introduc- 
ing the eigenvectors of the Jacobian matrix, 
u = (1-i, 1 -i) T, v= (1 + i, 1-i) T, we can rewrite 
(3.13) and (3.14) as 
du  icu, dv dx ~xx = + icy, u(0) = u0= (1 + i)y 0 + (1-i)z 0, 
v(0)  = v 0 = (1-i)y 0 + (1 + i)z 0, 
and 
(3.13a) 
un li 113h2c2 ihc  ih2c2 
l i h2c  2 1 - h2c2- ihc   n+l 
n .~- 0~ . .o  . 
un 
Vn 
(3.14a) 
Evidently, the amplification matrix of (3.14a) is not 
a simple diagonal matrix, with as elements polynomials 
in ihc, as one would obtain in the case of ordinary 
Runge-Kutta methods. 
From this example we may conclude that the stability 
analysis of a generalized scheme in terms of the eigen- 
values of the Jacobian matrix is in general impossible. 
In order to derive a priori stability properties of a 
generalized scheme, we shall restrict ourselves to a 
class of differential equations which is characterized 
by the fact that the Jacobian matlq.x has pairs of purely 
imaginary eigenvalues. This particular choice is moti- 
vated by the observation that this situation frequently 
occurs after discretization of partial differential equa- 
tions of hyperbolic type.. For equations of this type 
the following lemma may be applied. 
LEMMA 3.2 
Let R(h Jn ) be the amplification matrix of a gener- 
alized scheme (2.2) applied to a system of equations 
with Jacobian matrix _In of order 2N. Assume that the 
eigenvectors of J n can be split into pairs (u k, Vk), hav- 
ing eigenvalues hkand ~k' such that 
P(h~. k) Q(hX k) 
R (h Jn) (Uk, Vk) = (Uk, Vk) 
Q(h~, k) P(hX k) 
= (u k, Vk) A(hXk), k = 1 ..... N, 
(3.15) 
where (Uk, Vk) denotes the matrix consisting of the 
columns of u k and v k and P and Q are polynomials. 
Then all the eigenvalues of R(hJn ) are in modulus 
less than or equal to 1, if both eigenvalues of all ma- 
trices A k are in modulus less than or equal to 1. 
Woof 
According to the assumption there exists a similarity 
transformation 
TJn T- l= 
1 
1 
0 
N 
N 
where the columns ofT are formed by the eigenvectors 
u k and Vk, k = 1 ..... N. Using (3.15) we find 
R(hJn ) T = T 
A 
N 
so that T -1R(hJn ) T transforms R(hJn ) into a (2 x 2) 
block-diagonal matrix. Thus each eigenvalue of R(hJn ) 
corresponds to an eigenvalue of A k, for some index k, 
which implies the assertion of the lemma. 
Now we can define the stability region S of a scheme 
for which (3.15) holds as the region in the complex 
plane of z values, for which the eigenvalues of A (z) 
are within the unit circle. In particular we shall be 
interested in the imaginary stability boundary flim; 
that is the largest positive number such that 0 ~: z </3im 
implies iz ~ S. The most simply way to find S and flim 
is the application of the Hurwitz criterion : the roots 
of the equation 
a2-Sa  + P=O 
lie within or on the unit circle when the coefficients S 
and P are real and satisfy the inequalities 
JS I ( ;P+ 1, P(; 1. 
Application to (3.15) yields the stability conditions 
IP(z)l 2 -  IQ(z)l 2 ,; 1 (3.16) 
and 
2 Re P(z),~ IP(z)l 2 -  IQ(z)[ 2 + 1. 
Example 3.4 
When we consider the method escribed in example 
3.3, wefind P(z)= 1+ .3. z2 + z and Q(z)=--~-iz 2. 
Substitution i to the inequalities (3.16) yield the con- 
ditions 
1 2 1 ~-z + ~-z~0 
and 
z2~; l z4 ,  
2 
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These conditions are satisfied for z = ia, a g 1, so we 
Fred 13im = 1. 
In lemma 3.2 we did choose a special form for the 
matrices A in order to obtain as characteristic equa- 
tion a polynomial with real coefficients, on which 
the Hurwitz criterion was applicable. We might have 
chosen for the elements of A four different polyno- 
mials in hkk, and then we might have applied the 
Schur criterion (see e.g. LAMBERT [7]) on the com- 
plex characteristic polynomial of A (hXk), thus relax- 
hag the conditions of the lemma. However, the formu- 
lation chosen is more simple, and seems to leave enough 
freedom in the choice of the parameter matrices. 
We now consider the question under what conditions 
the amplification matrix R (hJn) can be written in 
the form (3.15). Obviously, asufficient condition is, 
that all matrices Mj and Nj 1, J = 1 ..... m, 1 = 0 ..... j - l ,  
are of the form 
aI bI 
T __ T -1 ' (3.17) 
bI aI 
(T the matrix of eigenvectors of Jn, as in lemma 3.2). 
Substitution of these matrices in (3.8a) will yield 
(3.15). Thus the stability conditions (3.16) caffbe 
applied to generalized schemes of which the matrices 
are generated by (3.17), and the stability problem is 
reduced to the problem of finding suitable polyno- 
mials P (z) and Q (z). 
In the following section we shall construct some pairs 
of polynomials, which are optimal in the sense that 
~im is maximized. Here, we remark that the resulting 
scheme may be of little value if the matrices generated 
by (3.17) are not very sparse. However, for a model 
problem the matrices (3.17) may turn out to be sparse, 
and we may hope that the thus constructed scheme 
has good stability properties for less trivial problems, 
too. 
Example 3.5 
Assume that the Jacobian matrix Jn of a problem has 
a matrix of normalized eigenvectors T, which consists 
of 4 blocks, 
U U 
T = (3.18) 
V -V  
Then it is easily verified that the matrices T ~I I T-1 
are sparse. In fact, we obtain 
i  llaI tt  v  111o I ° I 
V -V bI al U H -V H l (a -b ) I  
being a diagonal matrix; the number of non-zero 
elements may be further educed by the choices a=b 
and a=-b .  
Matrices of the form (0 B O ), with purely imaginary 
eigenvalues, have property (3.18), for we may choose 
U to be the eigensystem of the matrix BC, and V as 
A-1CU, where A is the matrix of eigenvalues of
0 B ). The stability analysis of problems of this type (c  
may thus be performed by analyzing the stability of 
the model problem (3.13) with appropriate values of 
c (equal to the modulus of the eigenvalues of the 
Jacobian matrix). 
4. GENERALIZED SECOND ORDER FORMULAS 
FOR A RESTRICTED CLASS OF EQUATIONS 
In this section we shall construct m-point formulas, 
which are of second order for problems with a Jacobian 
J l l  J12 
matrix of the form J = . We only con- 
J21 0 
sidered formulas using at most two r three arrays of 
storage; amongst those we tried to optimize the effective 
imaginary stability boundary, the quotient of the ifiaagi- 
nary stability boundary and the number of derivative 
evaluations (which need not be equal to m, as was shown 
in example 2.2). The optimization was done by choos- 
ing optimal pairs of polynomials P (z) and Q (z). 
Schemes corresponding to these polynomials are found 
by (3.17), setting 
(1+ i) I ( l - i )  I 
T= ( l - i )  I (1 +i)I ' 
the matrix of eigenvectors of problem (3.13). 
4.1. Stabilized second order formulas 
We assume that the Jacobian matrix J may be written 
as a 2 by 2 matrix with matrices as entries (possibly 
originating from a system of two partial differential 
equations) and that J22 is the zero matrix. Considering 
generalized schemes (2.2) with k = 2, we derive from 
table 3.2 (and partially 3.1) the relations for second 
order consistency : 
m-I N(1) mz-1 N (°) - i, z = o 
l=0 ml - l=0 ml 
mz-1N:0/ M}I/ 
1=0 ml (P'q) (r,s)= 0, 
p,q, r , s~ {1,2) q+r¢4,  
m-I N(0) I~1 N (0) 1 E (p, q) (r, 1=0 ml k=0 Ik s)=-~-rpqrrs,  
p ,q , r ,s  E {1,2)  q+r¢4.  
(4.1) 
From definition (3.8a) it follows that the amplifica- 
tion matrix is given by 
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m-1 
Rm(hJn)=Mm+ h ~ NmlJnRl(hJn )
1=0 
m-1 
=M m+ h 1~ NmlJnM 1 
1=0 
1-1 h3 
+ h2 mE-1Nml Jn k__2;0 Nlk Jn Mk + .... 
1=0 
so that, using (3.1), (3.2) and (4.1) we find 
Rm (hJn) = I + hJn + 21-h2 J 2 + 0(h3). (4.2) 
Assuming that notation (3.15) is applicable, we see 
that the polynomials P and Q can be written as 
P (z )= l+z+~z 2+ p3 z3+. . .+  pm zm, 
Q(z) = q3 z3 + ... + qm zm. (4.3) 
Now, we try to choose the parameters P3 ..... Pm and 
q3 ..... qm in such a way, that the conditions (3.16) 
are fulfilled for 0 ~ -iz ~ 3ira, for a value of 3im as 
large as possible. 
2 - point formulas 
a 2-point formula we have P2(z) = 1 + z + 2 Z 2 For 
and Q2 (z) = 0, and substitution i (3.16) shows that 
the Hurwitz conditions are violated for small imaginary 
values of z. 
3- point form u/as 
Substitution of P3(z) and Q3 (z) in (3.16) yields the 
conditions 
1 + z 4 1 z 6 2 2 
( '4 -  2P3) + (q3- P3 ) ~ 1 
and 
[2+z2[~2+z 4 1 6 2 2 (%-2P3)+z  (q3-P3)' 
1 results It is easily verified that the choice P3 = q3 = ~- 
in an optimal stability boundary 3ira = 2. 
Multi-point formulas 
Let us def'me the polynomials 
Vm(z2 ) = IPm(z)J 2 -  [qm(z)[2= 1 + v4 z4 
+. . .+V2mZ 2m 
Wm(z 2) = 2 Re Pm(z) = 2 + z 2 + w4 z4 + ... + W2k z2k, 
2k < m (4.4) 
We now can express the Hurwitz-conditions (3.16) in 
terms of V m and W m as follows: 
Vm(S )~ 1 (s=z 2~ O) 
Wm(s ) < Vm(S ) + 1, 
-WmCs)< VmCs ) + I. (4.5) 
An optimum is achieved for 
Vm(S ) =1 and Wm(S ) = 2 T k ( -@ + 1), (4.6) 
where 3 = 4k2, and Tk(x ) is the Chebyshev polynomial 
of degree k, 
Unfortunately, we cannot fred Pm and Qm related 
according (4.4) to the polynomials V m and W m as 
given by (4.6) for all values of m. However, for odd 
values of m we did find polynomials satisfying (4.4), 
namely 
1 {l+z+ I z2) Tk(Z2 +l)_1_Iz 4} Pm(z) = y ~- 2k 2
=Pm(z) - l - z - -~z  2. Qm (z) (4.6a) 
In table 4.1 we list the polynomials Pm(z) for m = 3, 5 
and 7. 
Table 4.1. Optimal polynomials Pro(z) for m = 3, 5 and 7 
m=3 
m=5 
m=7 
1 z 2 1 3 P3(z )= l+z+ ] -  + ~-z 
1 325 - -  1 z4 6_~_z 5P5(z)= 1 + z+- -z  2+ z 3+ ~ + 
P7(z )= l+z+-~z  2+ 35 z 3+@7 z4 + 14 z 5+ 1 
216 729 
z 6 + 1 z 7 . 
29-~ 
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4.2. Almost second order formulas using two arrays 
of storage 
In the derivation of the Runge-Kutta matrices M: and 
J 
Njl we shall only consider the case that these matrices 
do not depend On the stepsize h. From the condition 
(3.5) for schemes only using two arrays of storage, to- 
gether with the conditions (3.1) and (3.2), we find 
that Rm(hJn ) is given by 
m-1 
Rm(hJn )=I=110 ( l+hY l+ l , l Jn ) .  (4.7) 
0 
Writing N I + 1,1 = ~ 1 I 
T and Jn in the relation 
, and substituting for 
T 
Pm(hA) qm(hA)  
qm(hA) Pm (hA) 
T-I= Rm(h Jn ) 
the matrix of eigenvectors and the Jacobian of the 
model problem (3.13), we obtain the stability con- 
ditions 
m j : l  ~ r~l 
= 2; / / .  2.; I~ r 2~ / / s " "  2; . Pk + qk j=l  ] r= l  s=1 t=l 
(k sums, last term is/3 for 
k even, else//) 
m " r-1 
= X~j J~l//r =)21~s "'" X . Pk -qk  j=l r=l s t=l 
(last term is//for k even, 
else X), k -- 3 ..... m. 
(4.8) 
Moreover, we derive from (4.1) the conditions for 
consistency of order two : 
m m kj:~ m 1 
j--£1//J =1' j =lX l~j = 1, j =2XlSJ //k = -ff , 
m m j - i  ~]//" j -1  1 ~E//. I 
j=2 ] k : l  ~k=~- '  j=2 J k : l / /k=-~'"  
(4.9) 
Obviously, (4.8) and (4.9) consist of (2m + 1) equa- 
tions in the (2m) unknowns/31 and//:, so that we 
J J 
may not expect o fred a solution yielding a second 
order scheme with optimal polynomials Pm(z) and 
Qm(z). Of course we could have found second order 
schemes by admitting less optimal Pm and Qm" 
However, we did remove the last consistency condi- 
tion, so that the schemes constructed are only of 
second order if J11 = 0 (e.g. which is the case by 
second order equations without first derivatives, 
written as a system of first order equations). 
Now, we can easily calculate the parameters l~j and pj 
from (4.8) and (4.9) for polynomials Pm and Qm 
given by (4.6a). However, amore efficient set of 
formulas is given by the relations 
1 1 
//1 =//m = 2-2-2-2-2-2-2-2-2-2~' //'/even =/]odd = 0, //odd = l~even =-~" 
m=2k+l .  (4.10) 
It is easily verified that the first four relations of (4.9) 
are satisfied, whereas ubstitution i  (4.8) yields for 
m = 3, 5 and 7 the polynomials 
} 1 ~3(z) = 1 , P3(z )= l+z+ z 2+-~-z 3, z 3 
~5(z)=1+z+ 1 3_~_ z2+ 1 4 1 5  z3+~-z  +2--~--z , 
~5(z)= 1 z 3 1 5 ~-  +-~g~z , 
35 3 P7 (z )= l+z+ {z2+ 2--~-z + ~7 z4 + 1-~-2 z5 
1 z 6 1 z 7 
+1-4-5ff- + 1749~ ' 
1 3 1 z 5 1 z 7 
Q7(z) = -~-z + 4-8g" + 17496 " 
(4.11) 
These polynomials are different from those listed in 
table 4.1 for m = 5 and m = 7; however, they satisfy 
the relations (4.4) and (4.6), so that the imaginary 
stability boundary t~im is again equal to 2 (m = 3), 
4 (m = 5) and 6 (m = 7). The advantage of the formulas 
given by (4.10) lies in the fact that per Runge-Kutta 
step only (k + 1) evaluations of the first component 
of the right hand side of (1.1) are required, and k 
evaluations of the second component. Thus, the com- 
putational work is approximately m/2 right hand side 
evaluations. Defining the effective stability boundary 
t~eff, im as the quotient of/3im and the number of 
right hand side evaluations per Runge-Kutta step, we 
obtain values as listed in table 4.2. 
Table 4.2. ¢/im' ~eff, i m and the number of right 
hand side evaluations 
m Scheme generated by 
3 P3 and Q3 from table 4.1 
3 F 3 and Q3 from 4.11 
5 P5 and Q5 from table 4.1 
5 P5 and Q5 from 4.11 
7 P7 and Q7 from table 4.1 
7 P'7 and Q7 from 4.11 
~im number of 
r.h.s.eval. I 
2 <3 
2 1.5 
4 ~5 
4 2.5 
6 <7 
6 3.5 
.67 
1.33 
~, .80 
1.60 
.86 
1.71 
'rom these results we expect hat all schemes generated 
by (4.10) have, for odd values of m, a~im equal to m-1. 
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For large values of m we would then obtain a ~eff, im 
which is approximately equal to 2. However, we did 
not succeed in proving this relation for all odd m. 
Finally, we remark that the schemes generated by 
(4.10) look like the "symmetrized-scheme" proposed 
by VAN DER HOUWEN [4] for the integration f 
the shallow water equations. We intend to apply our 
schemes to these equations in the near future. 
4.3. Second order formulas using three arrays of 
storage 
When we allow ourselves three arrays of storage, it
turns out to be possible to satisfy the conditions for 
second order consistency (4.1) and for stability (4.8). 
Thus, we shall try to reduce the number of right hand 
side evaluations per step. For that purpose we con- 
sider two subclasses of schemes def'med by (3.7). 
First we choose Aj = I, Bj = + I, Dj = 0, Ej = -F  j, 
j = 1 . . . . . .  m, which yields for Njl and Mj the rela- 
tions 
Mj=I,  N j l=0,  j= l  . . . . .  m, 1=0 . . . . .  j -2 .  
(4.12) 
/ajI 0 
Writing Nj,j_ 1 = ( 0 ~j I )' as in the previous ec- 
tion, we find the following relations for/aj and ~j : 
1 
/am =/~m = 1, /am/am-1 =//m~m -1 = tim/am-1 = -~-' 
Pk = (/amflm -l~m -2 . . . .  m - k+ t 
+ l~m/am -l~m -2 . . . .  m - k + 1 )•2 
qk = (/am~m -1/am -2 . . . .  m - k + 1 
- ~m/am-ll3m-2 . . . .  m -k + 1 ) /2 .  
(4.13) 
For given Pk and qk the parameters/aj and/3j can be 
determined easily. The results, corresponding to the 
polynomials 1Pm(z ) and Pro(z) as listed in formula (4.11) 
and table 4.1 are given below : 
~1I = m=3,  N32=I,  N21= 2 ' N10 
---1I = m=5,  N54=I,  N43-  2 ' N32 
-~ 0 
1 ' N10 = N21= 0 g 
1° l 
0 0 (4.14a) 3;1 
0 
(4.14b) 
m=7,  N76=I, N65=~-I, N54= 16 
1 19 0 
N43 = ~ 0 16 
1:° t N21= -~ 1 ' 
1I, m=5,  N54=I, N43= 
0 0 
N21 = 1 ' 
0 -g 
1 I, m=7,  N76=I, N65=~- 
:o I N43 = 
N10=1; 
5 
N32= 8" 
0 
1 
N10= 0 
t 35 
N54 = 0 
14 
N32 = T07 
0 
N32 = 9 1 ' 
0 .14c) 
0 
0 
0 
0 
(4.14d) 
0 
0 
0 
0 
1 
N21 = , N10 = 
0 
0 
(4.14e) 
Obviously, the schemes (4.14d) and (4.14e) are more 
efficient han (4.14b) and (4.14d), as more zeros appear 
in the matrices. In table 4.3 we mention the effective 
stability boundary for these schemes. 
When we try to maximize the number of zeros in the 
parameter matrices Njt, (3.7) seems to impose a too 
severe condition. However, schemes requiring only 
(m + 1)/2 right hand side evaluations can be con- 
structed, when we consider the class of formulas given 
by 
N i l=0,  j= l  ..... m, 1= 1 ..... j -2,  andNm0=0,  
Mj=I,  j= l  ..... m, Nj0=N10, j=2 ..... m-1. 
(4.15) 
The consistency conditions now read 
/am = ~m = 1, /am ('/21 +/am-l )  =/am(~l + t~m-1) 
=/Jm (/21 +/am-l)  = 4 
whereas the coefficients of the stability functions are 
given by 
Pk + qk =/am~m-1 "'" ('1 + 'm-k+1)  ; 
(.  stands for/a, if k is odd, else/3) 
Pk -qk  =/3m/am-l"" ('1 + "m-k+1) '  
( .  stands for ~ if k is odd, else/2). 
Choosing the coefficients Pk and qk as given in formula 
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(4.11), we obtain the following schemes : 
m=3,  
m= 5, 
N32=I, N21= 
1 
N20 = N10 = 
0 
N54=I, N43=10 
0 
°° t 0½ 
0 
0 
0 
1 
T 
(4.16a) 
1 
, N32 = I~- 0 , 
Io 0 
m=7,  
°°  I N21 = 0 1 
N40 = N30 = N20 = N10 = 
(4.16b) h l°° 40 
N76=I, N65= , N54 = 
0 0 
0 
N43= 0 
N21= 0 
0 
0 
1 
0 
1 
1 
g~ 
N32 = 0 
0 I 
0 
1 
0 
N60 = N50 = N40 = N30 = N20= N10 = ii 
(4.16c) 
The effective stability boundaries of these schemes 
are given in table 4.3. 
As the matrices Njl are sparse, implementation f 
these schemes using not more than three arrays is 
possible, too. 
Table 4.3. The effective stability boundary of the 
schemes (4.14) and (4.16) 
m Scheme 
4.14a 
4.16a 
4.14b 
4.14d 
4.16b 
~im 
number of 
r. h.s. eval. /~eff, im 
2 1 
2 
2 
4 1 
2 
3!  
2 
.80 
1.00 
.89 
1.14 
1.33 
4.14c i 6 
4.14e 6 
4.16c 6 
6 1 
2 
4 1 _
2 
92 I
1.33 
1'671 
Remark 
When we apply the schemes determined by (4.10) to 
d 2 
the second order equation Y - = g (y), we obtain 
dx 2 
the relations : 
(a) m=3:  Yn+l=Yn + hYn +~-h g(yn + hYn)' 
t Yn+l= 2 Yn+l-Yn Yn ' 
h 
(b) m=5:  y(1) 1 n+l=Yn + ~-hY n , 
1 1 hZc,~v(1) . (2)  ,,(1) + ~hy" + 1 ) 
Yn+l = ln+l  -~-- ~,Wn+ 
3 h2,,/v(1) 
Yn+l = Yn + hyn + ~-  ~"Jn+l )
I t2  , (2) , 
+-~-n gkyn+l),  
Yn+ 1= Yn + 21--hg(Yn(111 )+ lhg(Y(n2+)l)" 
As these formulas require only two arrays of storage, 
they are more economical than formula (2.5), which 
requires three arrays. We mention that this formula, 
which was devised for second order equations with- 
out first derivatives in VAN DER HOUWEN [5], can 
be constructed by the methods described in this report, 
too. In fact, let us consider almost second orct~r for- 
mulas (the condition 
1 need not be Zj Nml (p, q):Z Nlk (r, s) = -~-~ pq~rs 
satisfied for r= s= p= q = 1), which use three arrays of 
storage. Setting 
I 0 and N53 = 
N54 = 0 0 
0 0 
, and Using Ps(z) 
0 I 
and Q5(z) 
from (4.11), we obtain formula (2.5) by a relation 
similar to (4.13). 
4.4. Strongly stable formulas 
The formulas generated in the preceding sections are 
only weakly stable, as their associated polynomials 
P(z) and Q(z) satisfy (3.16) with the equality sign. 
Indeed, it is easily verified that their amplification 
factors a are exactly in modulus 1. Strongly stable 
formulas, whose amplification factors are bounded by 
a damping function ~ ,  can be constructed as
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Table 4.4. Runge-Kutta parameters for second order strongly stable schemes 
Associated polynomials Damping function /3 =/3ina RK parameters 
ez 4 ,,/c~_ 2 e 
P3,e(Z) 1-  /34 = 1 /33 = 1 //3 
I i 
//2 = ~" /32 = ~- 
1 2e 
//1 = y + /3-T #1 = o 
ez4 ,,/8(1 + ~/TTe) P5,e(z) 1 /34 //5 = 1 #5 = 1 
1 1 
//4 = ~- #4 = ~- 
1 2/32 e 
/ /3=2 + #4 #3=0 
//2 = 0 132 - 4/32 - 8e 
/34 + 4/32 - 4e 
1 
//1 = -y #1 = 0 
3ez 4 2ez 6 
P7,e(Z) 1 134 + #6 ~ 9 e  = 1 137 = l //7 
1 1 
P6 = 7 #6 = ~- 
35+e 
- 54  #5 = 0 //5 
/ /4=0 /34- 32+3e 
140 + 4e 
1 448 + 45e 
//3 
t~ 0 27 32 + 3e v3 
16 + 4e 
//2 0 
t2 
v2= 448+45e 
1 
//1 = 7 #1 = o 
described by VAN DER HOUWEN [5]. 
Instead of the conditions (3.16) we now satisfy 
Ip(z)l 2-1Q(z)t 2 < p(z) 
and 
(4.17) 
IRe P(z) l < p (z ) .  
1 2 the Setting again (cf. (4.6))Q(z)= P(z)- 1- z -  -~--z , 
derivation of Re P(z) is completely analogous to the 
derivation of S(z) in [5]. Therefore let it be sufficient 
to give the resulting polynomials, together with t eir 
#ira' for m = 3, 5 and 7. 
P3, e (z )= l+z+lz2+( l+ e -L - )z3  
2#4 ' 
#irn = 13 = -,/4- 2e , 
The related damping function is p (z) = 1 - 
ps e(z>= l+z  + 2 + + 
#2_2e #2-2e 5 
- - F  - - Z  
+ 2/34 4# 4 ' 
#im = # = ,/8"'(1 + 14T~-e). 
ez 4 
t34 
/32-2e 
+ ~  
2# 4 
(4.18) 
)z 3 
(4.19) 
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ez 4 
Again, the related damping function is 0 (z) = 1 - - -~  • 
1 z 2 2~6 e 3 P7,e(z) = 1 + z + ~-  + ( + 2--~---)z 
1 e 4 14 5e z 5 + ( ~ + ~- )z  +(  + ) 
729 2592 z /  2tst5 
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