In this paper we study the factorizable braid monoid (also known as the merge-and-part braid monoid) introduced by Easdown, East and FitzGerald in 2004. We find several presentations of this monoid, and uncover an interesting connection with the singular braid monoid. This leads to the definition of the flexible singular braid monoid, which consists of 'flexible-vertex-isotopy' classes of singular braids. We conclude by defining and studying the pure factorizable braid monoid, the maximal subgroups of which are (isomorphic to) quotients of the pure braid group.
Introduction and notation
The factorizable braid monoid FB n (also known as the merge-and-part braid monoid and denotedB) was introduced in [8] as a 'braid analogue' of F n , the monoid of uniform block bijections on an n-set [10, 11] . By this we mean that FB n is a natural pre-image of F n in the same way that the braid group is a pre-image of the symmetric group. In [8] it was shown that FB n belongs to a class of factorizable inverse monoids that embed in the coset monoid of their group of units (see [8, 16] or the proof of Lemma 7.4 for a description of the coset monoid). In this article we study FB n and another (singular) braid analogue of F n , by means of presentations. In § 2 we outline a method, described in [9] , for constructing factorizable inverse monoids and finding their presentations. Then in § 3 we review the definition, and geometric interpretation, of FB n from [8] . In § 4 we find a presentation of FB n from which we deduce, in § 5, the presentation of F n discovered by FitzGerald [10] . In § 6 we provide a second presentation of FB n which reflects more of the symmetry possessed by FB n . This second presentation also highlights an interesting connection with the singular braid monoid [3, 4] . This leads to the definition of the flexible singular braid monoid FSB n . In § 7 we find a presentation of FSB n and show that, despite many similarities, the monoids FB n and FSB n are not isomorphic. In doing so, we will presentations. Suppose that G is a group, and that E is a semilattice. Suppose also that for each g ∈ G we have an automorphism ϕ g : E → E : e → e g such that the map ϕ : G → Aut(E) : g → ϕ g is an anti-homomorphism. Then we may form the semidirect product E G = E ϕ G = {(e, g) | e ∈ E, g ∈ G} with multiplication defined by (e 1 , g 1 )(e 2 , g 2 ) = (e 1 e g1 2 , g 1 g 2 ).
Suppose now that, for each e ∈ E, we are given a subgroup G e of G such that G 1 = {1} and gG e g −1 = G e g , ∀e ∈ E, g ∈ G, (G e 1)
Here, for subgroups H and H of G we have used the notation H ∨ H = H ∪ H . We may then define a congruence ∼ on E G by (e 1 , g 1 ) ∼ (e 2 , g 2 ) if and only if e 1 = e 2 and g 1 g −1 2 ∈ G e1 .
Thus, we may form the quotient (E G)/∼. Denote the ∼-class of (e, g) ∈ E G by [e, g], and let [E, 1] = {[e, 1] | e ∈ E} and [1, G] = { [1, g] | g ∈ G}.
Theorem 2.1 (Easdown et al . [9] ). The monoid (E G)/∼ is a factorizable inverse monoid with semilattice of idempotents [E, 1] ∼ = E and group of units [1, G] 
Suppose that E and G have monoid presentations X E |R E via λ, and X G |R G via µ, respectively. We may assume that X E and X G are disjoint and that λ and µ are injective when restricted to X E and X G , respectively. For each e ∈ E, g ∈ G, chooseê ∈ X * E , g ∈ X * G such thatêλ = e andĝµ = g. Let
Suppose that for each x ∈ X E we have a subset S x ⊆ G such that G xλ is generated, as a submonoid, by S x . Put
Theorem 2.2 (Easdown et al . [9] ). The factorizable inverse monoid (E G)/∼ has monoid presentation 
The factorizable braid monoid
We now review the construction of FB n described in [8] . Fix n, a positive integer, and denote by n the set {1, . . . , n}. The braid group B = B n is the group of homotopy classes of geometric braids on n strings. For details regarding braids refer to [4] . Without causing confusion, we will generally identify a braid with its homotopy class, although in § 7 it will be convenient to draw a clear distinction. For i ∈ {1, . . . , n − 1} we denote by ς i (respectively, ς −1 i ) the (homotopy class of the) braid in which the ith string crosses over (respectively, under) the (i + 1)th, all other strings passing vertically downwards (see Figure 1 ).
Let S = Sym(n) be the symmetric group on n. For β ∈ B we denote byβ ∈ S the permutation associated to β so that β →β is the natural epimorphism B → S under which ς ±1 i is mapped to the simple transposition s i , which interchanges i and i + 1. The kernel of this epimorphism is the pure braid group P = P n = {β ∈ B |β = 1}.
Let E = Eq n denote the set of all equivalence relations on n. Here we regard an element of E as a subset of n × n satisfying reflexivity, symmetry and transitivity. The join, E 1 ∨ E 2 , of two equivalence relations E 1 , E 2 ∈ E, is defined as the smallest equivalence relation on n containing E 1 ∪ E 2 , and E forms a semilattice under ∨.
For E ∈ E and β ∈ B we define
where, for i, j ∈ n and π ∈ S, we have written (i, j)π for (iπ, jπ). It is easy to check that, for each β ∈ B, the map ϕ β : E → E β is an automorphism of E, and that ϕ : β → ϕ β is an anti-homomorphism B → Aut(E). Thus, we may form the semidirect product E B as above. For E ∈ E we let B E denote the subgroup of B generated by the set
Since this set is empty if E = 1 is the identity of E, we have B 1 = {1}. In [8] it was shown that these subgroups satisfy
As a result we may form the quotient (E B)/∼, which we call the factorizable braid monoid and denote by FB n . 
P Q and
The following geometric interpretation of FB n was considered in [8] . Let s and t be two strings descending from fixed points on an upper plane to connect to fixed points on a lower plane (see Figure 2 ). We say that a homotopy causes s and t to merge and part if, during the course of the homotopy, s and t come together just once at say P and Q (see Figure 3 ), and then part, reconstituting as two strings made up of respective upper and lower strands. See Figure 4 for a catalogue of the possible configurations in the neighbourhood a moment before and after merge-and-part. Note that (1), (2), and (3) can be interchanged using normal homotopy.
Let E ∈ E. We say that the ith and jth strings of a braid are E-related if and only if (i, j) ∈ E. If β, γ ∈ B, then we say that β and γ are E-equivalent if there is a homotopy from (a representative of) β to (a representative of) γ during which E-unrelated strings never touch, and E-related strings are allowed to merge and part (one at a time, a finite number of times). For E ∈ E, we denote by [β] E the E-equivalence class of β ∈ B. We now define the merge-and-part braid monoid
It is easy to check that this multiplication is well defined and associative, and that [1] 1 is an identity forB. Let [1] 
is clearly an epimorphism whose kernel, by Theorem 3.2, is ∼. We have shown the following. 
A presentation of FB n
In this section we will give a presentation of FB n . We first gather the information required to apply Theorem 2.2. Let 
We choose a set of words {β | β ∈ B} ⊆ X * B such thatβφ B = β for all β ∈ B, and for convenience we will denote the congruence
Theorem 4.2 (FitzGerald [10]). The semilattice E has monoid presentation
where R E is the set of relations We choose a set of words {Ê | E ∈ E} ⊆ X * E such thatÊφ E = E for all E ∈ E. Suppose that 1 i < j n and 1 r n − 1. It is immediate from the definitions that
For 1 i < j n we use the notation E ji = E ij and ε ji = ε ij . We see then that E ς ±1 r ij = E isr,jsr . Thus, we may take R to be the set of relations σ ±1 r ε ij = ε isr,jsr σ ±1 r for each 1 i < j n and 1 r n − 1.
( ) Before moving on, we find a different expression for the generators of the subgroups B E . For 1 i < j n, let
and put ς ij = σ ij φ B ∈ B (see Figure 5 ). We assume thatς ij = σ ij . Recall that P = P n denotes the pure braid group.
Proof . Let U = {β −1 ς i β | (i, i + 1)β ∈ E} so that (by definition) B E = U , and let V be the set in the statement of the lemma. It is clear that V ⊆ U . To show the reverse inclusion, suppose that u = γ −1 ς i γ ∈ U , where (i, i + 1)γ = (j, k) ∈ E. Replacing γ by ς i γ (if necessary) we may assume that j < k. Put
It can easily be checked that α −1 ς j α = ς i , and (j, j + 1)ᾱ = (i, i + 1). Putting γ 1 = αγ, we then have u = γ −1 1 ς j γ 1 , and (j, j + 1)γ 1 = (j, k). Now put γ 2 = ς −1 k−1 · · · ς −1 j+1 γ 1 so that u = γ −1 2 ς jk γ 2 and (j, k)γ 2 = (j, k). Remove the jth and kth strings from γ −1 2 and put them back in such a way that they pass straight down and always in front of all the other strings, and call the resulting braid δ. From the construction, it is clear that δ commutes with ς jk . But then if we put γ 3 = δγ 2 ∈ P , we see that u = γ −1 3 ς jk γ 3 , completing the proof.
J. East
As a result of this lemma, we may take R ∼ to be the set of relations
The following is now a direct consequence of Theorem 2.2.
Lemma 4.4. The factorizable braid monoid FB n has monoid presentation 1] . We will now work towards simplifying this presentation. As a first step, we will remove a number of the generators. With this in mind, let e = ε 12 . By ( ) and (F) we see that, for any 1 i < j n, the relation
. So we remove the generators ε ij , replacing their every occurrence in the relations by the word on the right-hand side of ( * ), which we denote by e ij (noting in particular that e 12 = e). We denote the resulting relations by (Eq1) -(Eq3) , ( ) , and (∼) . The entire sets of relations which have been modified in this way will be denoted by R E , R , and R ∼ .
Corollary 4.5. The factorizable braid monoid FB n has monoid presentation
Proof . Now (E1) is part of (Eq1) and (∼) , while (E2) is part of ( ) . For the remainder of this proof, let ≈ denote the congruence (
To show that (E3) holds, note that by ( ) and (Eq2) we have eσ 2 eσ 2 = e 12 σ 2 e 12 σ 2 ≈ σ 2 e 13 e 12 σ 2 ≈ σ 2 e 12 e 13 σ 2 ≈ σ 2 e 12 σ 2 e 12 = σ 2 eσ 2 e.
Next put w = σ 2 σ 3 σ 1 σ 2 . Observe that (1, 2, 3, 4)w = (3, 4, 1, 2) so that by ( ) we have e 12 w ≈ we 34 and e 34 w ≈ we 12 .
But then (E4) holds since, by (Eq2) and the observation, we have ewew = e 12 we 12 w ≈ we 34 e 12 w ≈ we 12 e 34 w ≈ we 12 we 12 = wewe.
For (E5), note that by ( ) we have
This completes the proof.
Denote by R the set of relations (F), (B1), (B2), and (E1)-(E5). Our aim is to show that FB n has monoid presentation X B ∪ {e}|R . By Lemma 4.6, we may add relations (E1)-(E5) to the presentation stated in Corollary 4.5. We will show that relations (Eq1) -(Eq3) , ( ) and (∼) may be eliminated.
The following result is well known. For proofs see, for example, [2, 4] .
Proof . Suppose that 1 i < j n. If i 2, then by relations (F), (E2) and (E5) we have α ij e ∼ R eα ij . If i = 1 and j = 2, then we have α 12 e ∼ R eα 12 by (E2). If i = 1 and j > 2, then it is easy to check that α 1j ∼ B σ −1 1 α 2j σ 1 , so that α 1j e ∼ R eα 1j by (E2), (F), and the first calculation. Now, if w ∈ X * B and wφ B ∈ P , then by Theorem 4.7 we have w ∼ B w for some w ∈ A * . The result now follows by induction on the number of generators from A involved in w . 
completing the proof. Proof . First note that if σ η r e ij σ −η r ∼ R e isr,jsr , then we also have
by (F) and Corollary 4.9. Thus, it suffices to prove the lemma for any choice of η.
It is an easy exercise, using the braid relations, to show that
Proof . This follows from Lemma 4.10 and induction on the length of w.
Proof . This follows immediately from (F) and (E1).
Lemma 4.13. If 1 i < j n and 1 k < l n, then e ij e kl ∼ R e kl e ij .
Proof . We first show that e 12 e 23 ∼ R e 23 e 12 and e 12 e 34 ∼ R e 34 e 12 . For the former we have Returning to the general case, suppose first that one of k, l (say k) is equal to one of i, j (say j). Choose w ∈ X * B such that (1, 2, 3)w = (i, j, l). By Corollary 4.11, (F) and the first calculation, we then have
Finally, if i, j, k and l are all distinct, then we choose w ∈ X * B such that (1, 2, 3, 4)w = (i, j, k, l). We use the same trick, and the second calculation, to show that e ij e kl ∼ R e kl e ij .
Proof . As in the proof of the previous lemma, we need only show that the lemma holds when (i, j, k) = (1, 2, 3). Now
Next observe that
But then e 23 e 13 = e 23 σ −1 2 e 12 σ 2 ∼ R e 23 e 12 σ 2 by the observation and (F) Proof . Now, it may easily be checked that σ ij ∼ B w −1 ij σ 1 w ij for each 1 i < j n. So if β ∈ P and 1 i < j n, we then have 
The monoid of uniform block bijections
For E ∈ E we denote by n/E the quotient of n by E, which is the set of E-classes of n. A block bijection on n is a bijection θ : n/E → n/E where E, E ∈ E. The set of all block bijections on n forms an inverse monoid, denoted I * n , called the dual symmetric inverse monoid (see [11] for details).
A block bijection θ : n/E → n/E is called uniform if |A| = |Aθ| for every E-class A ∈ n/E. The set of all uniform block bijections, denoted F n , is the largest factorizable inverse submonoid of I * n (see [10, 11] ). We identify n/1 with n, where here 1 represents the identity of E, and in the same way we may regard a permutation π : n → n as a block bijection π : n/1 → n/1. For E ∈ E denote by id E : n/E → n/E the identity map on n/E. We have
for some E ∈ E and some π ∈ S. In this factorization, E is uniquely determined, but π need not be. In fact, we have id
The subgroup S E is generated by the set {t ij | 1 i < j n, (i, j) ∈ E}, where t ij denotes the transposition which interchanges i and j. As an application of Theorem 4.16 we will provide an alternative proof of the presentation of F n given by FitzGerald [10] . FitzGerald [10] ). The monoid F n has monoid presentation X F |R F , where X F = {σ 1 , . . . , σ n−1 , e} and R F is the set of relations (B1), (B2), (E1)-(E4), and
Then Θ is an epimorphism since F n is generated by the s i and id Eij = e ij Θ. Let ∼ S be the congruence on (X B ∪ {e}) * generated by R together with relations (S). It is easy to check that w 1 Θ = w 2 Θ for all (w 1 , w 2 ) ∈ R and, since s 2 i = 1 for each i, we have ∼ S ⊆ ker Θ. To show the reverse inclusion, suppose that w 1 , w 2 ∈ (X B ∪ {e}) * and w 1 Θ = w 2 Θ. We have w 1 ∼ RÊ1β1 and w 2 ∼ RÊ2β2
for some E 1 , E 2 ∈ E and β 1 , β 2 ∈ B. Put π 1 =β 1 and π 2 =β 2 . Then
Thus, E 1 = E 2 and π 1 π −1 2 ∈ S E1 , so thatÊ 1 =Ê 2 and
so that β 1 = ς i1j1 · · · ς i k j k β 2 γ for some γ ∈ P . Now, by Theorem 4.7, we havê
for some h ∈ N, and p 1 , . . . , p h , q 1 , . . . , q h ∈ n with p s < q s for each s ∈ h, and so
so that ker Θ ⊆ ∼ S . Thus, ker Θ = ∼ S and so F n ∼ = (X B ∪ {e}) * /∼ S . It finally remains to observe, by rewriting the presentation using (S), that (
Remark 5.2. Since F n itself is a factorizable inverse monoid, an approach similar to that used in § 4 may be used to obtain Theorem 5.1 directly.
A second presentation of FB n
While the presentation of FB n we derived in § 4 was economical in terms of the number of generators involved, the relations do not display a great deal of symmetry. The aim of this section will be to introduce a number of new generators, thereby obtaining a presentation which reflects the symmetry possessed by FB n . This presentation will also highlight an interesting connection between FB n and SB n , the singular braid monoid (introduced in [3, 5] ). We will explore this connection in the next section.
We begin with the presentation X B ∪ {e}|R of FB n obtained in Theorem 4.16. We now rename e = e 1 , and add generators e 2 , . . . , e n−1 to the presentation along with relations
which define them in terms of the original generators. In fact, in the notation of § 4, we have e i = e i,i+1 . So, by Corollary 4.9, and Lemmas 4.10, 4.12, 4.13 and 4.15, the relations
e i e j = e j e i for all i, j,
follow from R. Thus, we add relations (E1) -(E5) to the presentation. Now relations (E1), (E2) and (E5) may clearly be removed since they are part of relations (E1) , (E3) and (E5) . Next we will show that relations (E3), (E4), and (D) may also be removed. Put Y = X B ∪ {e 1 , . . . , e n−1 } and denote by R the set of relations (F), (B1), (B2) and (E1) -(E5) . Lemma 6.1. We have e 1 σ 2 e 1 σ 2 ∼ R σ 2 e 1 σ 2 e 1 .
Proof . Observe first that if 1 i, j n − 1 and |i − j| = 1, then by (F) and (E4) we have Proof . First observe that by (B1) and (E4) we have
By a similar calculation we also have e 3 w ∼ R we 1 . But then by (E2) and these observations we have
completing the proof.
Proof . We prove the lemma by induction on i. If i = 1, then there is nothing to prove, so suppose that the lemma holds for some 1 i n − 2. We then have
and we are done.
The last three lemmas have shown that relations (E3), (E4) and (D) are implied by R . Thus, we have the following.
Remark 6.5. We may also derive a second presentation of F n from the presentation of FB n given in Theorem 6.4. First we add the relations
to the presentation Y |R to obtain, by the same method as in the proof of Theorem 5.1, an intermediate presentation of F n . This presentation then simplifies to X F |R F , where X F = {σ 1 , . . . , σ n−1 , e 1 , . . . , e n−1 } and R F is the set of relations (B1), (B2), (E1) -(E4) , and (S).
··· ··· 1 i n Figure 6 . The singular braid τi ∈ SBn.
Flexible singular braids and relation (E5)
A singular braid is a collection of strings, much like a braid, with the exception that there may exist a finite number of double points (or singular points) where a pair of strings intersect. Let SB n denote the set of all singular braids with n strings. The concatenation of two singular braids β, γ ∈ SB n is the singular braid βγ obtained by joining the 'bottom' of β to the 'top' of γ. Thus, SB n is a groupoid under concatenation. The singular braid monoid, denoted SB n , is the monoid of rigid-vertex-isotopy classes of singular braids on n strings. (For more details on singular braids, see [3, 4] .) In this section it will be useful to draw a clear distinction between a singular braid β ∈ SB n and its rigid-vertexisotopy-class which we will denote by [β] ∈ SB n . The singular braid monoid is generated by
The singular braid τ i ∈ SB n is pictured in Figure 6 .
The following was first proved in [4] (see also [3, 13] ). Birman [4] ). The singular braid monoid SB n has monoid presenta-
Theorem 7.1 (
where R SB is the set of relations (F), (B1), (B2), and
Notice that relations (SB1)-(SB4) are part of relations (E1) -(E4) , so that, in particular, FB n is (isomorphic to) a quotient of SB n . If β, γ ∈ SB n are singular braids, then we write: Remark 7.2. Move (ii) can be thought of as allowing a singular point to 'swallow up' or 'produce' another twist or singular point directly above or below it, involving the same two strings. Move (iii) can be achieved by allowing a triple singular point (see Figure 9 ) to be momentarily created and then destroyed, as the strings pass from one of the configurations of Figure 8 to another.
If β, γ ∈ SB n are singular braids, then we say that β and γ are flexible-vertex-isotopic, and write β γ if there is a sequence of singular braids β = β 0 , β 1 , . . . , β k = γ such that, for each j, we have either β j (i) β j+1 , β j (ii) β j+1 , or β j (iii) β j+1 . We denote theclass of a singular braid β ∈ SB n by [β] . It is clear that is a (groupoid) congruence on SB n , and that β(γδ) (βγ)δ and 1β β1 β for all β, γ, δ ∈ SB n . Thus, we may form the quotient monoid SB n / = {[β] | β ∈ SB n }, which we call the flexible singular braid monoid and denote by FSB n . Theorem 7.3. The flexible singular braid monoid FSB n has monoid presentation (B2) and (E1) -(E4) .
. So Φ is an epimorphism and, since w 1 Φ = w 2 Φ for each (w 1 , w 2 ) ∈ R , as may easily be checked, we have ∼ R ⊆ ker Φ. To show the reverse inclusion, suppose that w 1 , w 2 ∈ Y * such that w 1 Φ = w 2 Φ. Choose β, γ ∈ SB n such that [β] = w 1 φ SB and [γ] = w 2 φ SB . We then have β γ, and we must show that w 1 ∼ R w 2 . By induction it suffices to assume that β (i) γ, β (ii) γ or β (iii) γ. If β (i) γ, then w 1 ∼ R w 2 , using the singular braid relations R SB ⊆ R . Suppose next that β (ii) γ. There then exists { } Figure 10 . The relation ς 2 i τi+1 τi+1ς 2 i does not appear to hold in FSBn.
1 i n − 1 such that w 1 = wuw and w 2 = wvw for some w, w ∈ Y * and some
But then we have w 1 ∼ R w 2 by (E1) and (F). Finally, suppose that β (iii) γ. There then exist 1 i, j n − 1 with |i − j| = 1 such that w 1 = wuw and w 2 = wvw for some w, w ∈ Y * and some u, v ∈ {e i e j , e j e i , e i σ ±1 j e i , e j σ ±1 i e j }. The proof will be complete if we can show that all of the words in this set are Requivalent. Now e i e j ∼ R e j e i by (E2) , while if {k, l} = {i, j}, then
by (E1) and (F)
∼ R e l e k by several applications of (E1) , (E2) and (F), completing the proof.
Since the presentation of FSB n in Theorem 7.3 differs from the presentation of FB n in Theorem 6.4 only by the absence of relation (E5) , it is natural to wonder whether in fact FSB n and FB n are isomorphic. The existence of such an isomorphism would be guaranteed if relation (E5) was a consequence of relations R , which, by Theorem 7.3, would be equivalent to knowing that τ i ς 2 j ς 2 j τ i for each 1 i, j n − 1 with |i − j| = 1. Figure 10 gives a good indication that this relation 'ought not' to hold, and Lemma 7.4, below, proves that it does not. This product turns C(B) into a (factorizable inverse) monoid known as the coset monoid of the braid group (for more details see [8, 16] ). We define a homomorphism Ψ : Y * → C(B) by
i and e i Ψ = ς i for each i.
One may easily check that w 1 Ψ = w 2 Ψ for each (w 1 , w 2 ) ∈ R so that ∼ R ⊆ ker Ψ . Suppose now that there exist 1 i, j n − 1 with |i − j| = 1 such that e i σ 2 j ∼ R σ 2 j e i . We must then have the coset equality
In particular we must have ς i ς 2 j = ς 2 j ς m i for some m ∈ Z, and so σ i σ 2 j ∼ B σ 2 j σ m i . But since two ∼ B -equivalent words over X B have the same exponent sum, we must have m = 1 so that σ i σ 2 j ∼ B σ 2 j σ i . But then we must be able to transform σ i σ 2 j into σ 2 j σ i using only relations (B1) and (B2) (see, for example, [12] ). But this is clearly impossible, and we have the required contradiction.
This lemma shows that the map FSB n → FB n :
, 1] is not an isomorphism. We now work towards showing that no isomorphism exists from FSB n to FB n . We first state a well-known result concerning automorphisms of B. For β ∈ B, we denote by χ β ∈ Aut(B) the inner automorphism defined by γχ β = β −1 γβ for all γ ∈ B. We also let ι ∈ Aut(B) be the automorphism of B determined by ς i ι = ς −1 i for each i. Proof . Suppose first that ρ = χ β for some β ∈ B. Then we may takeρ to be the automorphism of FSB n defined by [γ] ρ = [β −1 γβ] for all γ ∈ FSB n . Suppose next that ρ = ι. Then we defineρ : FSB n → FSB n by [ς ±1 i ] ρ = [ς ∓1 i ] and [τ i ] ρ = [τ i ] for each i. One may easily check, with the aid of Theorem 7.3, thatρ is a well-defined homomorphism, which is clearly an involution and hence an automorphism. The result now follows from Theorem 7.5. Corollary 7.7. If the monoids FSB n and FB n are isomorphic, then there is an iso-
Proof . Suppose that ψ : FSB n → FB n is an isomorphism. Since [β] ψ is invertible for all β ∈ B, we must have [β] ψ = [1, βρ] for some βρ ∈ B. But then ρ : β → βρ is easily seen to be an automorphism of B. By Lemma 7.6, we may extend ρ to an automorphismρ of FSB n such that [γ] ρ = [γρ] for all γ ∈ B. The result now follows with φ =ρ −1 ψ. Theorem 7.8. The monoids FB n and FSB n are not isomorphic.
Proof . Suppose that FB n and FSB n are isomorphic. Then, by Corollary 7.7, there is an isomorphism φ : FSB n → FB n such that [β] φ = [1, β] for all β ∈ B. By Theorem 7.3 and Lemma 6.3 (the proof of which uses only the singular braid relations), we have
for each i. This shows that φ is completely determined by [τ 1 ] φ, and also that FSB n is generated by
It follows that the monoid FB n is generated by 2) . Therefore, we also must have
Since φ is an isomorphism, it follows that τ 1 ς 2 2 ς 2 2 τ 1 . But then, by Theorem 7.3, we have e 1 σ 2 2 ∼ R σ 2 2 e 1 , which contradicts Lemma 7.4. This completes the proof.
The pure factorizable braid monoid
The results of this section will generally be concerned with group presentations, so we now take the time to establish the notation we will be using. Let X be a set, and let X −1 = {x −1 | x ∈ X} be a set of formal inverses for the elements of X. Put
The free group on X, denoted F (X), is defined to be the quotient (X ∪ X −1 ) * /R F,X . In practice, we will denote elements of F (X) simply as words over X ∪ X −1 , identifying two words w 1 and w 2 if (w 1 , w 2 ) ∈ R F,X . If R ⊆ F (X)×F (X), then we denote by R the smallest congruence on F (X) containing R. We say that a group G has group presentation X|R if G ∼ = F (X)/R or, equivalently, if there is an epimorphism f : F (X) → G with ker f = R . In this case we say that G has presentation X|R via f . If (w 1 , w 2 ) ∈ R , we write w 1 ∼ R w 2 . We now state two general results concerning group presentations. A proof of the first may be found in [15] . Magnus et al . [15] ). Suppose that G is a group with presentation X|R via f . Suppose also that W ⊆ F (X) is a set of words and that N is the normal closure of W f in G. 
Lemma 8.1 (
Proof . Now, by definition, we know that φ is an epimorphism, and that ∼ R ⊆ ker φ. To prove the reverse inclusion, suppose that w, w ∈ F (X) and wφ = w φ. There is then a sequence of words w = w 1 , w 2 , . . . , w k = w ∈ F (X ∪ Y ) such that, for each i,
We now return to our study of FB n . Recall that the pure braid group P = P n is the normal subgroup of B that consists of all braids β such thatβ = 1. We identify P with the subgroup [1, P ] = { [1, β] | β ∈ P } of FB n . With this in mind, we define the pure factorizable braid monoid
For E ∈ E we define a subgroup
Note that we have P ⊆ P E for each E ∈ E, with equality if and only if E = 1. Proof . Let E ∈ E. It is clear that [E, P ] ⊆ [E, P E ], since P ⊆ P E . To show the reverse inclusion, suppose that β ∈ P E . Since (i, iβ) ∈ E for each i ∈ n, we havē β = t i1j1 · · · t i k j k for some i 1 , . . . , i k , j 1 , . . . , j k ∈ n with i s < j s and (i s , j s ) ∈ E for each s ∈ k. Thus, β = γς i1j1 · · · ς i k j k for some γ ∈ P . But then [E, β] In particular, FP n = E∈E [E, P E ] is the disjoint union of the groups [E, P E ], which are therefore the maximal subgroups of FP n . To make further progress towards understanding the structure of FP n we will study the quotients P E /B E ∼ = [E, P E ]. We say that two equivalences E 1 ,
Suppose now that E ∈ E and that n/E = {N 1 , . . . , N k } with min(N 1 ) < · · · < min(N k ). Put λ i = |N i | for each i. We say that E is convex if r < s whenever r ∈ N i and s ∈ N j with 1 i < j k. If E is convex, then we say that E is standard if we also have λ 1 · · · λ k . Note that every equivalence E ∈ E is conjugate to a (unique) standard equivalence E and so, by Lemmas 8.3 and 8.4, we have P E /B E ∼ = P E /B E . From now on we fix E ∈ E, a standard equivalence, with the N i and λ i as defined above. The remainder of this section will be devoted to analysing the structure of the quotient P E /B E . For i ∈ k we put N i = N i \ {max(N i )}, and let n = N 1 ∪ · · · ∪ N k .
The following result is well known. For proofs see, for example, [2] or [4] . Artin [2] ). The pure braid group P has group presentation X P |R P via π : For convenience we will simply write ∼ R P as ∼ P . For 1 i < j n letα ij = a ij π ∈ P , and put
Theorem 8.5 (
A proof of the next lemma is included for the reader's convenience, although it follows from general facts about parabolic subgroups of Coxeter groups (see, for example, [14] ). Lemma 8.6. Suppose that β ∈ P E . Thenβ = s i1 · · · s i for some i 1 , . . . , i ∈ n .
Proof . Suppose that c = (a 1 , . . . , a r ) is a cycle from the cycle decomposition ofβ. Now c = t ar−1ar · · · t a1a2 , and we have a 1 , . . . , a r ∈ N j for some j ∈ k since (i, iβ) ∈ E for all i ∈ n. Now for each i ∈ {1, . . . , r − 1} we have
Each of the subscripts in this expression are in n since (a i , a i+1 ) ∈ E and E is convex.
Lemma 8.7. The subgroup P E is generated (as a group) by X P ∪Σ E . Lemma 8.9. The subgroup B E is the normal closure in P E ofΣ E .
Proof . SinceΣ E ⊆ B E and B E is normal in P E , we see that the normal closure ofΣ E is contained in B E . Conversely, by Lemma 4.3 we know that B E is generated by elements of the form β −1 ς ij β with β ∈ P , 1 i < j n, and (i, j) ∈ E. In particular, we have i, i + 1, . . . , j − 1 ∈ n . Now
and since ς i+1 · · · ς j−1 β ∈ P E , the proof is complete.
For β ∈ P E we will denote the coset
There is no conflict with our use of this notation in § 3 since, by Theorem 3.2, the set of braids which are E-equivalent to β is precisely the coset B E β.
where R O is the set of relations
Proof . This follows from Lemmas 8.1, 8.8 and 8.9.
We now examine the manner in which the presentation of P E /B E given in Corollary 8. Proof . To prove (i), suppose that r, s ∈ N for some and 1 i < r < s. Then, since E is convex, we must have r, . . . , s − 1 ∈ N and it follows, by (O) and (C), that
Statement (ii) is proved in an almost identical manner. Proof . First observe that by (O) and (D), we also have a pq ∼ E 1 if (p, q) ∈ E. Now if i < r or i > s, then the commuting relation already exists as part of (P1). If i = s, then a ij = a sj ∼ E 1 by the observation, and the relation is trivial. If i = r, then by (P3) and the observation we have a rs a rj a −1 rs ∼ E a −1 sj a rj a sj ∼ E a rj . If r < i < s, then using (P4) and the observation again, we have a rs a ij a −1 rs ∼ E (a −1 sj a −1 rj a sj a rj )a ij (a −1 rj a −1 sj a rj a sj ) ∼ E (a −1 rj a rj )a ij (a −1 rj a rj ) ∼ E a ij .
Corollary 8.14. If 1 i < r < j and j ∈ N for some ∈ k with λ > 1, then a ij a rj ∼ E a rj a ij .
Proof . Choose s ∈ N \ {j}. If r < s, then by Lemmas 8.11 (i) and 8.13 we have a ij a rj ∼ E a ij a rs ∼ E a rs a ij ∼ E a rj a ij . If s r, then since E is convex we must have (r, j) ∈ E so that a rj ∼ E 1 and the commuting relation is trivial. Corollary 8.15. If 1 i < j n, 1 r < s < j, and j ∈ N for some ∈ k with λ > 1, then a rs a ij a −1 rs ∼ E a ij .
Proof . By Theorem 8.5, we have a rs a ij a −1 rs ∼ E wa ij w −1 for some word w in the a ±1 hj . By Corollary 8.14, we have wa ij w −1 ∼ E a ij ww −1 ∼ E a ij and we are done.
For i ∈ k, let µ i = min(N i ), and denote by k 0 ∈ k the index such that (i) λ j = 1 for all 1 j k 0 , (ii) λ j > 1 for all k 0 < j k.
Note that µ j = j if 1 j k 0 + 1, while µ j > j if k 0 + 1 < j k. So we remove all generators a rs ∈ X P unless r = µ i and s = µ j for some i and j. We replace any occurrence of a ±1 rs in the relations by a ±1 µiµj if r ∈ N i and s ∈ N j with 1 i < j k, or by 1 if (r, s) ∈ E. By (O) we may remove each σ i ∈ Σ E with i ∈ n . We also remove relations (O), (D), (B), and (C), which are now trivial.
Put X E = {a µiµj | 1 i < j k}. By the previous paragraph, and Corollary 8.16, we have the following.
J. East
Theorem 8.17. The quotient P E /B E has presentation X E |R E via 
Proof . Now if λ k = 1, then P E /B E ∼ = P and the result is well known (see, for example, [2, 4] ). So suppose that λ k > 1. It is immediate from Theorem 8.17 that U N k is normal in P E /B E , and P E /B E is clearly generated by U N k ∪ (P E /B E ) . Suppose now that β ∈ P E such that [β] E ∈ U N k ∩ (P E /B E ) . Since [β] E ∈ U N k , and since U N k is commutative by (R E 5), we have
[β] E = [α m1 µ1µ k · · ·α m k−1 µ k−1 µ k ] E for some m 1 , . . . , m k−1 ∈ Z. By Theorem 8.17 we see that, for each 1 i < j k, there is a well-defined homomorphism 
