Abstract-Language independent 'bag-of-words' representations are surprisingly effective for text classification. The representation is high dimensional though, containing many nonconsistent words for text categorization. These non-consistent words result in reduced generalization performance of subsequent classifiers, e.g., from ill-posed principal component transformations. In this communication our aim is to study lhe effect of reducing the least relevant words from the bagof-words representation. We consider a new approach, using neural network based sensitivity maps and information gain for determination of term relevancy, when pruning the vocabularies. With reduced vocabularies documents are classified using a latent semantic indexing representation and n probnbilistic neural network classifier. Reducing the bag-of-words vocabularies with 90%-98%, we find consistent classification improvement using two mid size data-sets. We also study the applicability of information gain and sensitivity maps for automated keyword generation.
I. INTRODUCTION
The world wide web is an unstructured and fast growing database. Today's search tools often leave web users in frustration by the low precision and recall [6] . It is widely believed that machine learning techniques can come to play an important role in web search. Ambitious plans have been launched for supporting intelligent use of the web, i.e., a "semantic web" Generic text categorization systems are based on the bagof-words representation, which is surprisingly effective for the task. In the bag-of-words representation we summarize documents by their term histograms. The main motivation for this reduction (removing the semantics) is that it is easily automated and needs minimal user intervention beyond filtering of the term list. classifier. We here use another method for term reduction, and experiment within the LSI representation. To estimate term relevance we will use Information Gain and scaled sensitivity, which is computed using the so-called NPAIRS split-half resampling procedure [29]. Our hypothesis is that sensitivity maps can determine which terms are consistently important, hence, likely to be of general use for classification relative to terms that are of low or highly variable sensitivity.
The rest of this article is organized as follows. In Section 11, we discuss the generic bag-of-words approach for text categorization, and the vocabulary pruning methods. In Section 111, explains the data sets used for the experiments. Section IV presents the results obtained using vocabulary pruning. Section V concludes on the methods and results.
METHODS
Using the generic bag-of-words approach, documents are arranged in a term-document matrix X, where X,,j is the number of times term i occur in document j . The dimensionality of X is reduced by filtering and stemming. Stemming refers to a process in which words with different endings are merged, e.g., 'train', 'trained' and 'training' are merged into the common stem 'train'. This example also indicates the main problem with stemming, namely that it introduces an artificial increased polysemy. We have decided to 'live with this problem' since without stemming vocabularies would grow prohibitively large. About 500 common non-discriminative stop-words, i.e. ('a', 'i', 'and', 'an', 'as', 'at') are removed from the term list. In addition high and low frequency words are also removed from the term list. The term-document matrix can be normalized in various ways. In [IO] experiments with different term weighting schemes are carried out. The term frequency / inverse document frequency (TFIDF) weighting is consistently good among term weighting methods purposed, and is the method generally used. After TFIDF normalization the resulting elements in X becomes
where DF, is the document frequency of term i and X$ is the log normalized term frequency.
1 + log(Xij) ifX,,j > 0 otherwise xa. =
Z3.J
The length of the documents is often a good prior for predicting the content within a little corpora. While document length might be a solid variable within the corpora, it is likely that this is not generally a valid parameter. The length of the documents is usually normalized to prevent the influence the document length might have. The Frobenius norm is used to The disvibution for the spam class and the non-spam class ~r i e s a lot. The standard deviation is a goad discriminator, but probably not general outside this data-set. Using only the standard deviation for classification, the generalization error is 22%.
Using only the standard deviation measure for classification, 78% of the documents can be classified correctly. This clearly shows that document length is a good prior.
It is suggested to use a reduced normalized vocabulary, using sensitivity maps and information gain. The reduction factor E determines the fraction of the vocabulary, which is removed.
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Where I' is the new vocabulary, a subset of the full vocabulary 7. 
where P ( t t ) is the probability that term t, appears at least once in a document and P(t,) is the probability that the term does not appear in a document. 
~~
The normalized and pruned term document matrix Xp is reduced to a feature-document matrix using €'CA. carried out contains 8282 web-pages from university computer science by an 'economy size' singular value decomposition, departments. Here we have used a subset The toolbox adapts the network weights and tunes complexity by adaptive regularization and outlier detection using the Bayesian ML-11 framework, hence, requires minimal user intervention [27].
Micro averaging [25] over all the classes IC/, is rewarded when classifiers of frequent categories performs well. When each document belongs to less than two classes, which is the case for the collections considered here, the micro averaged precision and recall simplifies to the fraction of correct classified documents. It follows from that the Pi measure also becomes the fraction of correct classified documents. In the following we use the error function defined as 1 -F,.
Preprocessing the documents, all letters in all the terms have been converted to lowercase and punctuations have been The empirical scaled sensitivities Z; = p i / o ; of the terms ti were used to determine the term relevance. Term relevance were also determined using information gain. The two methods are quite different, and so is the distribution of their estimated term relevance. In Figure 4 , the distribution of term relevance is shown for the Email data, using the two methods.
Both relevance measure distributions have large slender tails, showing that few terms posses much information. It is likely that the vocabularies can be pruned intensively.
Based on the scaled sensitivities, relevant keywords for the text categories has been extracted. For the Email data the five highest scores for the Conference category me (Paper; Conference. Deadline, Neural, Topic) and for the Job category Pruning with use of information gain gives slightly better generalization error than when using scaled sensitivities. Reducing the vocabulary with 90%. using information gain, is optimal for the Email data-set. The generalization error is then reduced with 26%. For the WebKB dam-set the lowest generalization error is found, reducing the vocabulary with 98%. where the emr is reduced with 29%. The resuIU were found using 20% of the samples for training.
Using all the terms, the generalization classification error rate is 23.3% in the WebKB and 2.1% in Email data. Removing respectively 98% and 90% of the vocabularies with the lowest information gain, the generalization error for the WebKB is reduced to 16.5% and to 1.5% for the Email data. Removing terms with the lowest information gain, the performance is slightly better than when using scaled sensitivities for term removal.
In Figure 6 we show that learning curves are consistently improved for a range of training sets for the WebKB and the Pruning the vocabulary to a small fraction of the original sizes, results in better generalization in the whole range of training-set sizes, however, a somewhat larger effect for small training sets. For both data-sets, pruning lowers the generalization error with approximately 25%. For the Email set, generalization error is not lowered using 40% of the data or more for training. It is likely that noise within the data-set prevents the classifier from lowering the generalization error any further. For both data-sets information gain is generally slightly better than scaled sensitivities, at determining which terms are relevant for classification. Information gain is significantly cheaper to compute than the scaled sensitivities, which make them the obvious choice among the two methods.
V. CONCLUSION Neural network sensitivity maps were introduced in a LSI based context recognition framework. Scaled sensitivity information gain were compared for vocabulary pruning. Using two mid-size data-sets, both methods have consistently shown reduction in text classification error when pruning the vocabularies. Both methods lower the generalization error by approximately 25% over a range of training set sizes. Information gain is generally better at determining the relevant vocabulary information, resulting in slightly better generalization error relative to using scaled sensitivities. Finally, we noted that information gain and the scaled sensitivity are also useful for identifying class specific keywords. 
