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CHAPTER 1

INTRODUCTION

Automated detection of meteorological phenomena in satellite and radar observations is of importance both to research and to applications. For example, patternrecognition algorithms are used operationally to detect tornadic signatures in radar
data (Mitchell et al. 1998) and to estimate tropical cyclone intensity from satellite
imagery (Bankert and Tag 2002). In research studies, phenomena detection is utilized to compile climatologies of meteorological features. Such climatologies are used
to investigate a variety of aspects related to meteorological phenomena, including
their relationship to large-scale environmental conditions, forcing factors, and the influence of climate variability on trends in occurrence of the phenomena (Mohr and
Zipser 1996; Morel and Senesi 2002; Gray and Dacre 2006; Rife et al. 2010; Berry
et al. 2011). Many of the detection algorithms currently utilized for such purposes
are rule-based and phenomena-specific. The development of rules for phenomena detection relies on domain expertise, often leveraging features identified by scientists
involved in phenomena-specific research.
Recent advances in deep learning have enabled the development of deep neural
networks capable of solving complex pattern recognition tasks. Image classification
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using convolutional neural networks (CNNs) (LeCun et al. 1989) is one such example. Unlike prior work that used traditional neural networks for specific phenomenadetection tasks such as cloud classification (Bankert 1994; Azimi-Sadjadi et al. 1996;
Tian et al. 1999), CNNs are less reliant on domain expertise and offer potential for
a generalized approach to meteorological phenomena detection. CNN algorithms are
also able to utilize accelerated computing capabilities offered by graphical processing
units (GPUs), leading to up to a 40-times reduction in network training time when
compared to training on a central processing unit (CPU). In addition, transfer learning, a technique whereby a CNN pretrained for generalized classification is re-trained
for specific purposes, can be used to reduce the time taken for training the network
and eliminate the risk of overfitting, two major hurdles for CNNs.
This study tests the feasibility of utilizing a CNN as a generalized framework for phenomena detection by training it to detect complex meteorological features, namely transverse cirrus bands (TCBs, Figure 1.1(a)-(c)). TCBs are ice clouds
with very characteristic morphology, and they often form in association with other
weather phenomena such as mesoscale convective systems (MCSs), tropical cyclones,
jet streaks, and extratropical cyclones (ETCs) (Knox et al. 2010). TCBs are often
associated with clear-air turbulence (CAT), and aviation forecasters have historically
used this association to infer CAT (Ellrod 1989). Analysis by Lenz et al. (2009) for
a four-month period over the USA found that nearly every case of TCBs was associated with at least light turbulence, and just under half of the cases were associated
with moderate or greater turbulence. Thus, automated detection of TCBs in satellite
imagery would be of utility to aviation weather forecasting.
2

Figure 1.1: Examples of images used for training the CNN. (a)-(c) show examples
of TCBs; (d)-(f) show examples without TCBs.

TCBs have been discussed in the literature for many years due to their association with aviation turbulence (Ellrod 1989), but there is still limited knowledge
about what causes them to form. These processes are important in the analysis
of CAT potential using meteorological fields (Knox et al. 2010). Analysis of the
long-term climatology of TCBs and co-occurring environmental conditions is key to
developing such an understanding. This thesis aims to address this issue by utilizing
machine-learning techniques to develop a satellite-based global climatology of TCBs.
Identifying TCBs in satellite imagery is challenging since they closely resemble
cloud features associated with atmospheric gravity waves and horizontal convective
rolls (Figure 1.1(d)-(f)). Due to the human resources required for the manual analysis
of satellite imagery, only short-term climatology has been available to researchers for
3

this purpose Lenz et al. (2009). This is a major motivation for the development of a
CNN for automated detection of TCBs in satellite imagery.
In this study, a CNN is trained to detect TCBs in NASA Moderate Resolution
Imaging Spectroradiometer (MODIS) and Visible Infrared Imaging Radiometer Suite
(VIIRS) browse imagery. The CNN is then used to classify three years of MODIS
Terra imagery to develop a global climatology for TCB occurrence. Even though
browse imagery contains only a small subset (3 out of 36 spectral channels) of the
MODIS spectral information, this thesis proposes that the morphological characteristics associated with the TCBs are unique enough to enable detection by CNNs.
This thesis aims to address this issue by utilizing machine learning techniques
to develop a satellite-based global climatology of TCBs. It is believed that this work
is the first report on automated detection of TCBs in satellite imagery, as well as
the first report on the climatological variability of TCBs. Specifically, this study
addresses the following scientific questions:
1. Can a CNN that was trained for ordinary image classification be retrained to
detect transverse cirrus bands in true-color MODIS satellite imagery?
2. In which regions do TCBs most often form, and do these regions change seasonally?
3. From what parent phenomena do TCBs most often form?
The remaining sections of this introductory chapter provide further background about deep learning using CNNs (Section 1.1), and about TCBs (Section 1.2).

4

Chapter 2 examines the network architecture and data used to train and test the CNN
and also discusses the data used in the three-year climatology. Results from testing
the CNN and analysis of the three-year climatology are presented in Chapter 3, and
Chapter 4 presents conclusions and prospects for future research.

1.1

Deep Learning Theory and Background
The performance of machine-learning algorithms depends heavily on the rep-

resentation of the data that are to be classified. The representation of the data is
important because a classifier does not directly examine an image that has been input. Instead, the classifier is given a representation of the input image in the form
of features, or feature maps. The classifier then learns how each of these features
correlates with the various image classes. Many artificial intelligence problems can
be solved by designing the appropriate set of features to extract for that task, then
providing these features to a machine learning algorithm. However, the challenge
lies in determining which features are most important and should be extracted from
the input data. Historically, this problem has been addressed by having domain experts determine the key features. Another solution to this problem is to use machine
learning not only to discover the mapping from the feature representations to the
output but also to have the network itself learn which features are most important
in discriminating between classes (Goodfellow et al. 2016). This technique, known as
representation learning, often results in significantly better performance than can be
obtained with manually designed representations from domain experts.
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Figure 1.2: Examples of feature representations. The first image on the left is the
input image. The second image depicts nine of the feature representations from the
first convolutional layer. The third image shows nine of the feature representations
from the sixth convolutional layer. The fourth image depicts nine of the feature
representations from the 14th convolutional layer. The input for each layer are simply
representations of the input from the previous layer.

Deep learning, wherein multiple feature extractors are stacked on top of one
another, is based on the idea that the representations that are useful for describing
an image can be defined by even more useful, and more abstract, features, called
feature representations. An example of feature representations is given in Figure 1.2.
The image on the far left is the input image. The subsequent images are the feature
representations at different points throughout the network. Since a feature representation is created from the output of the previous layer, stacking convolutional layers
(described in detail in Section 1.1.1.1) on top of each other creates feature representations of feature representations. The concept of extracting features from feature
representations is referred to as feature abstraction.
Deep learning has two principal advantages when compared with standard
neural network architectures: 1) deep architectures promote the reuse of features, and
2) deep architectures can potentially lead to progressively more abstract features at
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higher layers of representation, meaning that the representations are further removed
from the data (Bengio et al. 2012). Because abstract representations are generally
invariant to local changes of the input, a classifier is more likely to perform well with
data it has never seen before. Feature abstraction makes deep learning robust for
addressing difficult problems, but it also makes understanding the reasoning behind
classifications very difficult.

1.1.1

Convolutional Neural Networks
CNNs, like traditional neural networks, are made up of neurons with learnable

weights and biases. The main difference is that a CNN performs convolution on the
input image, rather than matrix multiplication as a traditional neural network does.
CNNs are designed to process data that come in the form of multiple arrays, such
as images, 1-d signals for sequences, 3-d video or volumetric images, and even audio
spectrograms (LeCun et al. 2015). LeCun et al. (1989) were the first to use CNNs
for handwritten digit recognition, but the concept did not become widely recognized
due to the lack of computers powerful enough to train CNNs in a reasonable amount
of time. Krizhevsky et al. (2012) obtained outstanding results in the ILSVRC-2012
ImageNet competition. Their implementation, known as AlexNet, achieved a top-5
error rate of 15.4%, while the next best entry (which was not a CNN) had an error
rate of 26.2%. This result, along with the increasing speeds of GPUs, made it possible
for CNNs to dominate the image classification field.
CNNs leverage three important concepts that give them an advantage over
typical machine learning algorithms: 1) sparse connectivity, 2) parameter sharing,
7

Figure 1.3: This figure provides a visual description of the differences between a
traditional neural network (a) and a CNN (b). The neurons in a traditional neural
network are connected to all of the neurons in the previous layer making the network
”dense”. A CNN (b) uses sparse connectivity, where each neuron is only connected
to a local set of pixels in the previous layer

and 3) equivariant representations. Traditional neural network layers use general
matrix multiplication, whereby a matrix of parameters is multiplied by every pixel in
the input image. This means that each neuron in the matrix is connected (performs
multiplication) to every pixel of the input image. By contrast, CNNs utilize sparse
connections: where every kernel interacts only with a small ”local” group of pixels
at a time, which allows the network to exploit spatially local correlation within the
images (Goodfellow et al. 2016). In other words, each kernel strides across (convolves)
the x and y axis of the image. Figure 1.3a depicts how a traditional neural network
interacts with an input image. Sparse connectivity is accomplished by making the
kernel smaller than the input (typically 3x3), which means that fewer parameters are
required than is typical for a traditional neural network, and fewer operations are
needed to compute the output (Goodfellow et al. 2016). This greatly improves the
computational efficiency of the network and reduces the memory requirements.
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Similar to sparse connectivity, parameter sharing greatly increases the efficiency of the network. Parameter sharing refers to how each member of a kernel is
used at every position of the input. This is accomplished by striding the kernel across
the entire x and y axis of an image (Goodfellow et al. 2016). So, rather than learning
a separate set of parameters for every location, as in a traditional neural network,
a CNN only needs to learn one set, which can then be used on the entire image.
This means that if a kernel learns to detect a particular feature within an image,
the parameter sharing will allow that type of feature to be detected across the entire
image.
Equivariance to translation results from the particular form of parameter sharing that comes about from convolution. Convolution creates a two-dimensional map
of where certain features appear in the input. If an object is moved in the input,
equivariance to translation means that the corresponding representation will move
the same amount in the output (Goodfellow et al. 2016). Convolution is not naturally equivariant to other forms of transformation, such as changes in the scale or
rotation of an image. Other mechanisms, such as pooling (see Section 1.1.1.2), are
needed to address these types of transformations.

1.1.1.1

Convolutional Layers

As has been briefly mentioned, the role of the convolutional layer is to extract
features from the previous layer. The convolutional layer is made up of sets of kernels
(sets of trainable weights sometimes called filters) and can be defined as:
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s(t) =

Z

x(a)w(t − a)da

(1.1)

where x is the input, w is the kernel. To perform convolution on a twodimensional image Equation 1.1 becomes:

S(i, j) = (I ∗ K)(i, j) =

XX
m

I(m, n)K(i − m, j − n)

(1.2)

n

where I is a two-dimensional image and K is a two-dimensional kernel. Each
kernel is spatially small (e.g., 3x3) and is convolved across the height and width of
the image, which allows the same weights to be used across the entirety of the image.
The output from the convolution is called a feature map (sometimes referred to as a
feature representation); this is a two-dimensional map showing where certain features
appear in the input (Goodfellow et al. 2016). After one or more convolutional layers,
the feature map is then passed through a non-linear activation function such as a
Rectified Linear Unit (ReLU) (Nair and Hinton 2010; Glorot et al. 2011) to introduce
non-linearities to the data. The ReLU activation function is evaluated on each pixel
of the feature map. The equation for the ReLU activation function is:

f (x) = M AX(0, x)

(1.3)

where x is the value of the pixel. So, the ReLU activation function acts to
remove all negative values from the feature maps.
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Figure 1.4: A graphical representation of a max-pooling layer. The pooling layers
act to down-sample the area of a feature map spatially. For max pooling, the largest
value is taken from each window of values.

1.1.1.2

Pooling Layers

Pooling layers are typically placed after one or more convolutional layers and
have three primary functions: 1) they introduce greater invariance to small image
transformations; 2) they help to generate more compact representations; and 3) they
help prevent overfitting (Boureau et al. 2010). A secondary reason for using pooling
layers is to improve the computational efficiency of the network. A typical pooling
layer computes the maximum of a local patch of units in one feature map. The
most common form of pooling is max pooling, which is represented graphically in
Figure 1.4. In max pooling, the largest value (max) of a group of numbers is used.
The group of numbers is defined by the pool size and stride. In Figure 1.4, the pool
size is 2 x 2, and the stride is 2.
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1.1.1.3

Global Average Pooling Layer

The global average pooling (GAP) layer is another type of pooling layer and
generally replaces the fully connected layers. The technique, proposed by Lin et al.
(2014), takes the average of each feature map produced by the final convolutional
layer, and the resulting vector is fed to the classifier. This produces one feature
map for each category of the classification task. One advantage of GAP over fully
connected layers is that it is more native to the convolution structure by enforcing
correspondences between feature maps and categories, which allows the feature maps
to be interpreted as confidence maps (Lin et al. 2014).

1.1.1.4

Classification Layer

The final layer of a CNN is a classification layer. Most often, this is a SoftMax
layer that takes the output from the CNN (whether from a GAP layer or from fully
connected layers) as an input, and outputs the probability distribution over n different
classes. For cases where there are only two classes (binary), a sigmoid function is
typically used to provide the class probability for a single class.

1.1.2

Transfer Learning
Transfer learning is defined as the ability of a learning algorithm to exploit

commonalities between different learning tasks in order to share statistical strength
and transfer knowledge across tasks (Bengio et al. 2012). There are two types of
transfer learning: 1) using a pretrained CNN as a feature extractor by replacing
the fully connected layers and classifier and only training the newly added layers;
12

2) fine-tuning the network by replacing the fully connected layers and training a
new classifier, but also fine-tuning the pretrained convolutional filters through backpropagation (see Section 2.2.1). The latter technique is typically used when there is
a large amount of data to train the network for the new task, while the former is
typically used when there is only a small amount of training data for the new task.
The first of these techniquesusing a pretrained CNN as a feature extractorwas adopted
for this study. It was chosen due to the lack of training data for the specific task of
identifying TCBs in satellite imagery. By leaving the majority of the convolutional
layers fixed, the impact of overfitting is much smaller than typically experienced when
using a dataset of the size used in this study. Penatti et al. (2015) have shown that
features from networks trained on everyday objects, such as the network used for this
study, generalize well to remote sensing applications.

1.2

Transverse Cirrus Bands Background
The American Meteorological Society’s Glossary of Meteorology defines TCBs

as ”irregularly spaced band-like cirrus clouds that form nearly perpendicular to a jet
stream axis. They are usually visible in the strongest portions of the subtropical
jet and can also be seen in tropical cyclone outflow regions” (AMS 2017). TCBs
have been observed in association with multiple meteorological systems, including jet
streaks and ETCs. TCBs have also been linked to atmospheric processes such as
CAT and are coupled to the dynamics of jets and the upper-level outflows of tropical
cyclones and MCSs. Despite their connection to turbulence and their documentation
in studies for more than half a century (Whitney Jr. et al. 1966), there is still no
13

consensus on what causes TCBs to form (Knox et al. 2010). The following subsections
discuss the current knowledge of TCBs, and in particular the parent phenomena that
are associated with their formation.

1.2.0.1

Jet-Streaks

Cirrus clouds associated with jet stream processes were documented in several
studies in the mid-twentieth century (Schaffer et al. 1955; Conover 1960; Whitney
Jr. et al. 1966; Viezee et al. 1967). Figure 1.5 shows TCBs associated with a jet
streak over western Africa. These early studies relied on flight reports associating
the small-scale structure of these clouds with turbulence, and the potential role of
turbulence in organizing these banding features (Schaffer et al. 1955). Due to a lack
of observational data, the atmospheric stability patterns of jets and the role of these
processes in TCB formation were the focus of these early studies. It was determined
that low Richardson numbers within regions of wind speed maxima over strong polar
fronts could indicate potential Kelvin-Helmholtz instability (Schaffer et al. 1955).
This type of shear instability is also found on the equatorial side of jets due to sheardriven anticyclonic vorticity. The tendency of TCBs to form on the equatorial side of
the jet axis was noted in a study using TIROS satellite imagery (Whitney Jr. et al.
1966). In this study, Whitney et al. used TCBs (along with other cloud formations)
to help identify the location of the jet stream. While TCBs are most often found
on the equatorial side of the jet, they can also be found on the on the poleward side
of the jet axis, which has led to the suggestion that the dynamic processes causing
TCBs to form are also present on the poleward side of the jet axis, but that they are
14

Figure 1.5: TCBs associated with a jet streak over western Africa. This image is
a corrected reflectance (true-color) product from the Suomi National Polar-Orbiting
Partnership VIIRS.

not usually visible due to a lack of sufficient moisture for clouds to be initiated along
the regions of vertical motion (Whitney Jr. et al. 1966).
The alignment of cirrus clouds with respect to the wind field was examined in a
study using TRIOS satellite imagery (Viezee et al. 1967). The study found that TCBs
(referred to as ”transverse wave clouds” in the study) are typically oriented at angles
greater than 50 − 60o with respect to the mean 400-300 hPa layer winds. TCBs were
found to show little relation to the shear vector for low values of shear. In three out
of the four cirrus cloud features analyzed in the study, the difference between cirrus
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feature orientation and shear vector direction decreased when the magnitude of the
shear vector increased, with the outlier cloud feature being TCBs. This supports the
claim that different environmental conditions play a role in the formation of TCBs
than those observed with other cirrus cloud features in jet streams.

1.2.0.2

Tropical Cyclones

Some of the best examples of TCBs have been documented in association
with tropical cyclones, where they have been observed in radial patterns along the
periphery and in the cirrus outflow bands of the cyclones (Knox et al. 2010). Figure 1.6
depicts TCBs in the outflow of a tropical cyclone. In contrast to jet streaks, where
TCB occurrence is generally persistent, TCBs in tropical cyclones form in a more
episodic fashion. Cirrus generated at the eyewall typically take about 12-18 h to be
advected outward to produce a canopy similar to that observed in satellite imagery
(Merrit and Wexler 1967). Zehr (2004) showed that fine-scale TCBs in Hurricane
Isabel (2003) vacillated over time periods of about 12 hours but noted: ”The causes,
implications, and role that such features play in tropical cyclone evolution have not
been well documented.” Similar vacillations of upper-level features (not cirrus) have
been modeled and found to be related to variations in tropical cyclone intensity
(Nguyen et al. 2011; Hankinson et al. 2014).
TCBs have also been documented at the outer periphery of the central dense
overcast (CDO) region of tropical cyclones. When found in this location they are
sometimes referred to as radial bands. Figure 1.7 presents a VIIRS IR-Band (511µm) image of Super Typhoon Nock-Ten on December 24, 2016. Approximately 16
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Figure 1.6: TCBs in the north-western outflow of a tropical cyclone over the Pacific
Ocean, October 23, 2015.

TCBs can be seen extending from the western and south-western portions of the CDO.
Knox et al. (2010) identified approximately 75 bands around the CDO of Hurricane
Isabel and using estimates of the hurricane’s eye width they were able to derive an
estimate of 10km band-spacing.

1.2.0.3

Mesoscale Convective Systems

Similar to tropical cyclones, TCBs can also be found in the outflow regions
of MCSs. While they can form anywhere in the vicinity of an MCS, they have been
found to form most often on the northern periphery of the outflow (Knox et al. 2010).
17

Figure 1.7: TCBs on the edge of the CDO in Super Typhoon Nock-Ten over the
Pacific Ocean, December 24, 2016.

Figure 1.8 depicts TCBs in the north-eastern outflow of a decaying MCS. The preference of TCBs to form along the northern fringe of an MCS outflow may be related
to the way in which the jet stream interacts with the outflow. The strongest upperlevel winds are often located on the northern side of an MCS because they are often
enhanced when the anticyclonic outflow of an MCS is oriented in the same direction
as the environmental flow (Fritsch and Maddox 1981). The interaction between the
environmental flow and the MCS outflow can lead to increases in vertical wind shear
within the outflow region. It has been suggested that vertical shear instabilities also
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play a role not only in the alignment but also in the formation of TCBs (Trier et al.
2008; Trier and Sharman 2009; Kim et al. 2014).
Trier et al. (2008) demonstrated that TCBs on the northern portion of an
MCS showed characteristics of thermal-shear instability, similar to daytime horizontal
convective rolls in the planetary boundary layer, with the shear vector parallel to the
longitudinal axis of the rolls. Using a high-resolution numerical simulation of an
MCS, the TCBs were found to be enhanced by radiative cooling at the anvil top with
warming below, but the cloud-radiative feedback did not appear to determine the
location where the TCBs formed within the anvil (Trier et al. 2008). In the same
study, vertical shear was produced by a convectively induced upper-level outflow,
which was thought to play a role in the TCB organization.

Figure 1.8: A MODIS-Aqua Brightness Temperature image of a decaying MCS with
TCBs in the outflow on the northern edge of the storm, July 6, 2017.
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1.2.0.4

Extratropical Cyclones

TCBs have also been observed in ETCs (Knox et al. 2010). Kim et al. (2014)
performed a numerical simulation on a Western Pacific cyclone where aviation turbulence was reported within TCBs. The study concluded that synoptic-scale vertical
shear within the anvil cloud layer, along with radiative effects, including long-wave
cooling at the cloud top and warming at the cloud base, acted together to produce
TCBs. Research by Trier and Sharman (2016) studied TCBs and aviation turbulence within a jet streak on the northern edge of an ETC. The researchers found that
thermodynamic and kinematic fields in the vicinity of eastward-translating mesoscale
perturbations of negative potential vorticity exhibited structural characteristics of
mesoscale inertia-gravity waves. These wavelike perturbations were shown to facilitate turbulence by influencing the vertical shear and static stability, which the authors
believed led to the formation of TCBs in the area of observed turbulence.
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CHAPTER 2

DATA AND METHODOLOGY

2.1

Training Data
The data used to train, validate, and test the CNN were gathered from the

Global Imagery Browse Service (GIBS). The GIBS service provides imagery from
multiple sensors, including MODIS and VIIRS. The MODIS sensors observe Earth
from two National Aeronautics and Space Administration (NASA) Earth-Observing
System platformsTerra (equator crossing time [ECT] of 1030 local time) and Aqua
(ECT of 1330 local time), at 36 spectral bands spanning a range of 0.4 to 14.4 µm.
The VIIRS sensor is located on the sun-synchronous Soumi National Polar-Orbiting
Partnership platform (ECT of 1330 local time) and makes Earth observations in 22
spectral bands with a range of 0.4 to 12 µm. For this study, only MODIS and VIIRS
RGB true-color composite browse imagery were used to train, test, and validate the
network.
The data consisted of 5,579 subjectively identified images that were used for
training and testing. The images were resized (when necessary) to fit the 256 × 256
input size requirements defined by the network. The training and testing dataset
was developed through subjective manual analysis of satellite imagery using NASA
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Worldview and browse imagery from GIBS. Image interpretation was guided by prior
work from Knox et al. (2010) and Lenz et al. (2009). A pre-existing dataset containing
images of tropical cyclones (Maskey et al. 2017) was leveraged to include images of
tropical cyclones in association with TCBs. It is important to note that the pretrained CNN used in this study
The images were then separated into training, validation, and test sets, with
60% assigned to training and 20% each to validation and testing. During training,
the training images were augmented with random rotation, shearing, and translation
to artificially increase the number of images. Augmentation has been shown to help
increase accuracy as well as reducing the effects of overfitting (Wang and Perez 2017).

2.1.1

Images Used in Climatology Study
To conduct the climatology study, 1 km MODIS Terra RGB true-color com-

posite browse imagery for the three years 2013-2015 was downloaded using the GIBS
application program interface. The GIBS service takes the MODIS swath data and
re-projects it to several map projections (EPSG:4326 was used in this study). The
re-projection allows GIBS to generate a global mosaic of tiles, enabling users to download individual tiles using the GIBS application program interface. The MODIS instrument is mounted on the polar-orbiting Terra satellite and has a swath of 2,330
km. Due to the nature of swath satellite data, when the data is re-projected to the
EPSG:4326 projection there are black sections that represent the areas where the sensor did not take any measurements. Figure 2.1 presents an example of an image with
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Figure 2.1: An example of the black areas created when re-projecting swath data
onto the EPSG:4326 projection. Images in which black space took up more than 20%
of the image were removed.

missing data. To account for missing data within images, images in which more than
20% of the pixels were black were removed from the dataset during preprocessing.

2.2

Training Methodology
Training takes place in batches. A batch size is defined before training, and

this controls the number of images that is passed to the network at one time. This
helps to reduce the memory requirements for training and enables the network to
train faster. A single epoch of training is completed when all the images in the
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training set have been fed into the network. After each epoch, the validation set is
classified by the network to see how well the network performs on images that are
not in the training set. The network is considered to have finished training once a
desired validation accuracy is met, or once the validation loss has not decreased for
10 consecutive training iterations (referred to as early stopping).

2.2.1

Backpropagation
The methodology for training CNNs is called backpropagation. During train-

ing, an input propagates forward through the network and the network generates
an output (often a prediction of some sort) in a process called the forward pass (or
forward propagation). The prediction, along with the truth label for the input, is
then used to calculate the loss, or error, for that input. A common loss function is
MSE (mean squared error). The backpropagation algorithm (Rumelhart et al. 1986)
allows information from the loss function to flow backward through the network.
This is done by calculating the gradient of the loss with respect to the weights of
the network (for a CNN, the weights are the kernels within the convolutional layers).
The numerical evaluation for the gradient can be computationally expensive, but the
backpropagation algorithm performs this calculation using a simple and inexpensive
procedure (Goodfellow et al. 2016). When paired with gradient descent (an optimization technique used to minimize the loss of a function), backpropagation can be
used to adjust the weights of the network in such a way as to reduce the error of the
network.
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2.3

Network Architecture
The pre-trained network used in this study is referred to as Visual Geometry

Group-16 (VGG-16) (Simonyan and Zisserman 2015). The VGG-16 network was
trained using the ImageNet dataset (Russakovsky et al. 2015) and achieved a 7.4%
top-5 error on the ILSVRC-2012 test. A modification to the original architecture
of the network was made to allow class activation maps (CAMs) (Zhou et al. 2015)
to be produced (Table 2.1). A CAM is a weighted linear sum of the presence of
particular image features at different spatial locations. In this modification, after
the final convolutional layer, a GAP layer replaces the fully connected layers. The
GAP layer causes there to be one feature map for each category of the classification
task and allows CAMs to be produced when classifying images after training. The
CAM provides information on which features within an individual image played the
largest role in determining its classification. Since the network used in this study
was a binary classifier, a sigmoid classifier was used instead of a SoftMax classifier.
Consequently, only a single probability was produced by the network as output, and
the CAMs produced by the network highlighted only those features that were most
discriminative for the TCB class, even if the image was classified as not containing
TCBs.

2.4

Network Hyperparameters and Training Details
For training, the first 13 convolutional layers were fixed (i.e., not allowed to

participate in backpropagation), while the final convolutional layer and the GAP layer
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Table 2.1: The network architecture used in this study. This is the architecture
for the VGG-16 network with some modifications. The fully connected layers were
removed and replaced with an additional convolutional layer (2 × 3 × 3) and a GAP
layer, and the SoftMax classifier was replaced with a sigmoid classifier.
Layer
Dimensions
Input
256x256x3
Conv
64x3x3
Conv
64x3x3
Maxpool
2x2
Conv
128x3x3
Conv
128x3x3
Maxpool
2x2
Conv
256x3x3
Conv
256x3x3
Conv
256x3x3
Maxpool
2x2
Conv
512x3x3
Conv
512x3x3
Conv
512x3x3
Maxpool
2x2
Conv
512x3x3
Conv
512x3x3
Conv
512x3x3
Maxpool
2x2
Conv
2x3x3
GAP
14x14
Softmax

were trained normally. This method allowed the network to take advantage of the
high-quality feature extractors learned from the ImageNet dataset and use them to
train the sigmoid classifier for identifying TCBs. The network was built using the
Python library, Keras (Chollet 2015), and training was performed using an NVIDIA
GTX 960 GPU. The network was optimized using stochastic gradient descent with
an initial learning rate of 1 × 10−4 and a momentum of 0.9. A batch size of 46 was
used for the test set and 6 for the validation set.
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2.5

Evaluation Metrics
When working with binary data, the number of examples is often heavily

unbalanced toward one class. This was the case with the data used in this study.
Although care was taken when collecting the images used in training and testing the
network, it was challenging to keep both classes balanced while also ensuring enough
data to properly train the network. Images that did not contain TCBs outnumbered
those that did by a ratio of approximately 3:1. One of the most popular performance
metrics in the machine-learning community, accuracy, is susceptible to the underlying class distribution of a dataset. For this reason, alternative performance metrics
such as F1 score, Matthews Correlation Coefficient (MCC), and receiver operating
characteristic (ROC) curves and ROC area under the curve (AUC) are also included
in the discussion of the results and are described below.

2.5.1

Accuracy
Many of the classic performance metrics can be derived from a confusion ma-

trix, which provides values for true positive (TP), false positive (FP), false negative
(FN), and true negative (TN). Accuracy is the most common evaluation metric in
machine learning and can be expressed as:

Accuracy =

TP + TN
TP + TN + FP + FN

(2.1)

Accuracy assumes that the error costs (the cost of the FP and FN) are equal.
However, these assumptions are unrealistic in many domains (Provost et al. 1997).
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Datasets that are highly unbalanced generally have highly non-uniform error costs
that favor the class with fewer examples, which, as was the case with this study, is
the class of primary interest (Weiss and Provost 2003). Therefore, using accuracy
alone in cases of highly unbalanced datasets can lead to confusion when attempting
to choose the best classifier.

2.5.2

Precision, Recall, F1 Score
Precision (P) and recall (R), unlike accuracy, are not sensitive to changes in

data distribution (Bekkar et al. 2013). However, P and R only focus on TP examples,
and they both ignore information on how well the classifier handles TN examples.
Thus P and R only provide information on how well the classifier performs on a
single class.

Precision (Positive Predictive Value) =
Recall (True Positive Rate) =

TP
TP + FP

TP
TP + FN

(2.2)
(2.3)

This property carries over to the F1 measure (that provides high values when
the classifier performs well on the positive class), which is the harmonic mean between
precision and recall, and is defined as:

F1 = 2

P ×R
P +R
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(2.4)

2.5.3

Matthews Correlation Coefficient
MCC (Matthews 1975) considers both accuracies and error rates on both

classes and is not influenced by unbalanced datasets. The formula for MCC involves
all 4 values defined by the confusion matrix:

TP × TN − FP × FN
MCC = p
(T P + F P ) (T P + F N ) (T N + F P ) (T N + F N )

(2.5)

MCC ranges from -1 to 1, with 1 meaning a perfect classifier, 0 a classifier
making random guesses, and -1 a classifier that perfectly predicts the wrong class.
A high MCC value means the classifier should have high accuracies on positive and
negative classes, while also having less misclassification on the two classes (Ding 2011).

2.5.4

Receiver Operating Characteristic and Area Under the Curve
When the output from the classifier is non-discrete (e.g., outputting class

probability instead of a class label), a threshold is needed to determine the class the
classifier predicted. Shifting this threshold can produce different values for TP, TN,
FP, and FN. Plotting the TP and FP values on a two-dimensional axis while varying
the threshold values produces a ROC curve. ROC curves describe the predictive
behavior of a classifier independent of class distributions or error costs, and thus
decouple classification performance from these factors (Provost et al. 1997).
To assign a single value the overall quality of a classifier, the area under the
ROC curve (AUC) can be measured. Larger AUC values indicate generally better
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classifier performance and, in particular, a better ability to rank cases by likelihood
of which class they belong to.
The performance metrics used in this study were MCC, due to its ability to
work well with unbalanced datasets; F1 measure, because of its high usage in the
machine-learning community; accuracy, due to its popularity in the deep learning
and computer vision community, and ROC curve and AUC, based on their use in the
turbulence community.

2.6

Comparison with Random Forest Classifier
There are currently no known methods for automated classification of TCBs

in satellite imagery to compare to the method developed in this study. To serve as a
comparison technique, a random forest (RF) classifier was trained to classify images
for TCBs. The RF classifier was trained and tested using the same dataset as the
CNN and was implemented using the Python library Scikit-Learn (Pedregosa et al.
2011). The RF classifier used 500 estimators, with a maximum of 500 features, and
a maximum node size of 20
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CHAPTER 3

RESULTS AND DISCUSSION

3.1

CNN Evaluation
Initializing the network from a pretrained model reduced the training time

to a fraction of what would typically be required to train a network of this size.
Training took just over 6 hours. The network was trained for 122 epochs, and the final
validation loss was 0.11, with a validation accuracy of 97.4%. A confusion matrix for
the CNNs performance against the test set Table 3.1 shows that the network correctly
identified the presence and absence of TCBs for 94.4% of the images.

Table 3.1: CNN Confusion Matrix

Truth

Bands
Not Bands

Predictions
Bands Not Bands
296
33
28
739
324
772

329
767

The CNN outperformed the RF classifier on every metric, as shown in Table 3.2. MCC–the strongest metric when working with unbalanced datasets–shows
how superior the CNN is to the RF classifier, with the CNN achieving a score of 0.87
against the RF classifier’s score of 0.54. The other metrics do not indicate such a
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strong disparity between the classifiers. The RF classifier scored 0.79 on the F1 score,
with 80.7% accuracy and an AUC of 0.8. Although this represented a significantly
better performance on this challenging task by the RF classifier than expected, the
CNN achieved an F1 score of 0.94, with 94.4% accuracy and an AUC of 0.93 proving
to be the superior classifier.

Table 3.2: Performance Metrics for CNN and RF Classifiers
MCC
RF
0.54
CNN
0.87

3.1.1

F1-Sore
0.79
0.94

Accuracy
80.7%
94.4%

AUC
0.8
0.93

Analysis of CAMs
To be certain that the network was identifying TCBs, and not simply the

parent phenomena they are associated with, it was decided to utilize CAMs (Zhou
et al. 2015). CAMs are used to better understand which features are most important
for discriminating between classes. Therefore, applying a CAM to an image after it
has been classified should provide a clearer indication of what the network is ”looking
at” when making a classification. CAMs have also been shown to work well for object
localization (Zhou et al. 2015). The brighter colors in the CAM (Figure 3.1) highlight
the features of the image that are discriminative of a specific class.
Analyzing CAMs for several images suggests that the network appears to be
looking for co-occurrences of the TCBs with their parent phenomena, such as an MCS,
tropical cyclone, or ETC. Figure 3.1(a) shows the CAM for an image containing TCBs
in the outflow of an MCS. The CAM appears to be activating most strongly in the
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Figure 3.1: CAMs for one image containing TCBs (a and b) and one containing
gravity waves (c and d). The CAMs can show which portions of an image are most
important in discriminating between different classes. Notice that in (a) and (b) the
CAM highlights the area where the transverse bands are located, while in (c) and
(d) the CAM shows that the network is not misled by the gravity waves within the
image.

area where the TCBs meet the parent MCS. Since the network is a binary classifier
and only outputs a single probability score, the CAM is only able to show the key
features for a single class, the TCB class. This means that a CAM for an image
not containing TCBs is only useful to determine the types of features that might
cause the network to incorrectly classify an image. To illustrate this, Figure 3.1(cd) presents an image that was correctly classified as not containing TCBs but does
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contain standing gravity waves (features that are visually similar to TCBs). There
are no highlights over the regions of the image that contain the gravity waves, showing
that the network was not misled by these features.

3.1.2

Incorrectly Classified Images
To gain a better understanding of the lower accuracy of the bands class com-

pared to the not-bands class, images that were incorrectly classified from the test
set were analyzed. Four examples of these are presented in Figure 3.2. One of the
recurring characteristics of the incorrectly classified images was that they contained
TCBs that were spatially small compared to the image as a whole (Figure 3.2(a-b)).
The network also performed poorly with images in which the bands appeared to be
dissipating (Figure 3.2(c-d)). When transverse bands dissipate, they are generally
much less organized and tend to be slightly more transparent, than earlier in their
life cycle. These two factors in combination may cause the network to classify them
incorrectly. Adding more examples of images like these to the training set should help
increase the accuracy of the TCB class without negatively affecting the performance
of the not-bands class.

3.2

TCB Climatology
The main purpose of developing the CNN was to create an automated method

for identifying TCBs in satellite imagery, in order to build a climatology to better
understand the types of environment these phenomena tend to form in. This was
accomplished by using the trained CNN to classify MODIS Terra RGB true-color
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Figure 3.2: Examples of images that contain transverse bands and were incorrectly
classified.

composite browse imagery from multiple years, i.e., 2013, 2014, and 2015. There
were approximately 650 images per day.
Heatmaps for 2013, 2014, and 2015 are shown in Figure 3.3. Overall, the patterns were very similar each year, with the largest regions of TCBs identified in the
latitudes where the Northern Hemisphere Jetstream and Southern Hemisphere Jetstream typically reside. This was not surprising since two out of the four phenomena
that TCBs form in association with (frontal systems and jet streaks) are controlled
by the jet stream. Another region with a relatively high number of TCBs was the
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eastern half of North America (NA), specifically east of the Rocky Mountains. This
matches the region described by Lenz et al. (2009) when they performed a four-month
climatology study for TCBs associated with MCSs, using geostationary IR imagery.
The east coast of southern South America also had TCBs in all three years. This
region east of the Andes Mountains is known for producing MCSs in a similar fashion
to those that appear east of the Rocky Mountains.
Although a number of regions displayed a high frequency of TCBs in all three
years, there were some where TCBs were especially frequent in particular years, such
as the north-western Pacific Ocean. While represented in all three years, this region
had significantly more days with TCBs in 2013. The following sections examine
some of these regions more closely to explore the parent phenomena that TCBs are
associated with in these areas.

3.2.1

Common Regions of TCB Formation by Season
There were a number of few regions where TCBs were commonly identified in

all three years. These can be seen in a heatmap of TCB occurrence averaged over the
three-year period (Figure 3.4). The regions that particularly stand out include the
eastern half of NA, the south-eastern portion of South America, the northern Atlantic
and northern Pacific Oceans, and the western Pacific north-east of Australia. Many
of these are regions where TCBs have frequently been observed in past studies Knox
et al. (2010), which provides confidence that the CNN is performing well.
Figure 3.5 divides the three-year average into seasons (relative to the northern
hemisphere). Each season represents a three-month period, where winter is January36

Figure 3.3: Heatmaps for frequency of TCB occurrence in 2013, 2014, and 2015.
The color of each grid point represents the number of days a tile with TCBs was
identified. Brighter colors indicate a greater number of days.
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Figure 3.4: Three-year average of TCB occurrence, 2013-2015. The color of each
grid point represents the number of days a tile with TCBs was identified, with brighter
colors indicating a greater number of days.

March (JFM), spring is April-June (AMJ), summer is July-September (JAS), and
fall is October-December (OND). These divisions provide a deeper understanding of
the parent phenomena associated with TCBs. For example, certain phenomena occur more frequently in the warm months than in the cold months. Comparing the
patterns observed in Figure 3.5 to studies of global jet-stream climatologies (Archer
and Caldeira 2008; Koch et al. 2006; Pena-Ortiz et al. 2013) showed that there were
distinct similarities between regions with high frequencies of TCB occurrence and
regions that frequently experience jet cores. The similarities became even more obvious when comparing jet-core frequency and TCB occurrence seasonally (Figure 2
in Pena-Ortiz et al. 2013). For example, the tiles over the north-western coast of
Africa showing high TCB occurrence in winter and spring matched perfectly with
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Figure 3.5: Three-year average of TCB occurrence by season, 2013-2015. a is Winter
(JFM), b is spring (AMJ), c is summer (JAS), and d is fall (OND).

the jet-core frequency shown in Figure 2 of Pena-Ortiz et al. (2013). Analysis of the
tiles identified as containing TCBs in this region showed that nearly all of them were
associated with jet streaks.
For a better understanding of the frequency of parent phenomenon type, the
tiles classified as containing TCBs were manually sorted into categories depending on
the parent phenomena of the bands. The parent phenomena categories were ETC,
MCS, jet streak, and tropical cyclone. This manual analysis was performed over two
regions: eastern NA and south-eastern South America (Figure 3.6).

3.2.2

Eastern North America
The NA region was selected due to the large number of tiles that were classified

by the CNN as containing TCBs and the number of phenomena observed with TCBs
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Figure 3.6: The two regions used in the manual analysis of parent phenomena. The
coordinates for North America are 63o -27o N and 36o -99o W. The coordinates for South
America are 18o -63o S and 27o -63o W.

in previous studies (Knox et al. 2010). As expected, all four parent phenomena were
identified during the three years of this study (Table 3.3). When reading Table 3.3,
it is important to note that the figures represent the number of tiles containing these
phenomena, not the number of occurrences of the phenomena. Thus, for example,
in the period JFM 2013 there were 29 tiles with TCBs that were associated with
an ETC. The number of tiles for ETCs will almost always be higher relative to the
other phenomena due to the spatial extent (most ETCs span more than a single tile,
while MCSs, tropical cyclones, and jet streaks generally fit within a single tile) and
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Table 3.3: Number of tiles identified for each parent phenomenon in North America

ETC
MCS
Jet-Streak
Tropical Cyclone

JFM
29
2
5
0
36

2013
AMJ JAS
33
15
28
25
13
6
0
2
74
48

OND
27
2
9
2
40

JFM
29
2
11
0
42

2014
AMJ JAS
21
14
20
22
18
8
0
10
59
54

OND
31
3
9
6
49

JFM
26
0
11
0
37

2015
AMJ JAS
19
15
18
23
16
6
3
0
56
44

OND
30
1
9
1
41

289
146
121
24
580

temporal extent (most ETCs are observed for multiple days, whereas MCSs and jet
streaks typically only last a single day).
The parent phenomenon most common in the NA region was the ETC, with
an average of 96.33 tiles per year. MCSs were the second most frequent phenomenon,
averaging 48.67 tiles per year. Jet streaks were the third most frequent (40.33 tiles
per year), followed by tropical cyclones (8.0 tiles per year).
The season in which TCBs were most common in eastern NA was AMJ, with
an average number of 63 tiles containing TCBs (Table 3.3). In AMJ, an average of
38.62% of the tiles containing TCBs were associated with ETCs, 34.92% of the TCB
tiles were associated with MCSs, 24.87% with jet streaks, and 1.69% with tropical
cyclones. The season with the second highest occurrence of TCBs was JAS, with an
average number of 48.67 tiles, followed by OND and JFM, with 43.33 and 38.33 tiles
respectively. The increase in the number of tiles identified in the warmer months
(AMJ and JAS) is likely due to the increase in the types of parent phenomena that
typically host TCBs. Significantly more MCSs were observed at the end of AMJ and
in early JAS during 2013-2015, compared with the colder months (Figure 3.7). There
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Figure 3.7: Number of occurrences of parent phenomena by season in North America, 2013-2015. The three columns of plots represent the three years of the study and
four rows represent the different parent phenomena. The individual bars within each
plot represent the different seasons.

were 22 MCSs with TCBs in AMJ and 23.33 MCSs with TCBs in JAS on average each
year, compared with 1.33 and 2.0 MCSs on average in JFM and OND respectively.
Except for 2015, tropical cyclones associated with TCBs occurred only from
July through December, which was expected given the tropical cyclone climatology
in the Atlantic basin. The unusual pattern of tropical cyclone occurrence in 2015 is
likely due to that year being an exceptionally strong El Niño year. El Niño generally
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acts to reduce the number of tropical cyclones in the Atlantic basin due to increases
in vertical wind shear, a property that has been shown to prevent tropical cyclones
from developing and intensifying.
Jet streaks had a maximum number of occurrences in AMJ all three years,
with an average of 15.67 tiles in AMJ each year. In the following season (JAS),
the number of TCBs associated with jet streaks dropped to an average of 6.67, the
lowest average for all seasons over all three years. This pattern agrees with the
observations of (Pena-Ortiz et al. 2013), who found that the jet stream over NA
migrates significantly north during the months of June, July, and August, causing
the spatial area of jet-core occurrences to reduce significantly.
The lowest frequency of ETCs occurred in JAS in all three years. However,
the season with the greatest frequency was not the same in all three years. In 2013, it
was AMJ, with 33 tiles, while in 2014 and 2015 the greatest number of ETCs occurred
in OND, with 31 and 30 tiles respectively. With a sample size of only three years, it
is difficult to determine whether 2013 was an anomaly, but this would appear to be
the case. Past research on the climatology of ETCs over NA found that the frequency
of ETCs decreases from the beginning of spring until the end of summer and then
begins to increase again, reaching a maximum in the winter (Colucci 1976; Hirsch
et al. 2001; Eichler and Higgins 2006). Analysis of additional years is needed to be
certain of this conclusion.
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3.2.3

Eastern South America
The South America (SA) region was chosen because of the large number of

tiles classified as containing TCBs, and because of its similarities to the NA region
with respect to the types of phenomenon observed with TCBs (excluding tropical
cyclones). The images analyzed were all contained within a domain from 18o − 63o S
through 27o − 63o E (Figure 3.6).
As with the analysis for eastern NA, the images classified as having TCBs in
this domain were grouped by year and season (Table 3.4). Analysis showed that ETCs
were the most common parent phenomenon, with an average of 63.33 tiles with TCBs
per year associated with ETCs; MCSs were the second most common phenomenon,
with an average of 55.33 tiles per year. TCBs associated with jet streaks appeared
in an average of 45.33 tiles per year. There were no tiles identified containing TCBs
associated with tropical cyclones.
The season in which TCBs were most common, regardless of parent phenomenon, was OND, with an average of 51.67 tiles identified containing TCBs. Across
all three years, in OND 47.74% of the parent phenomena were MCSs, 28.39% were
ETCs, and 23.87% were jet streaks. The season with the second highest occurrence

Table 3.4: Number of tiles identified for each parent phenomenon in South America

ETC
MCS
Jet-Streak
Tropical Cyclone

JFM
13
19
11
0
43

2013
AMJ JAS
17
22
5
5
13
15
0
0
35
42

OND
16
23
13
0
52

JFM
12
20
15
0
47

2014
AMJ JAS
15
20
8
10
8
10
0
0
31
40
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OND
16
26
15
0
57

JFM
7
15
8
0
30

2015
AMJ JAS
14
26
5
5
9
10
0
0
28
41

OND
12
25
9
0
46

190
166
136
0
492

of TCBs was JAS, with an average of 41 tiles identified, followed by JFM (40 tiles)
and AMJ (31.33 tiles).
Tiles containing MCSs made up 33.74% of all parent phenomena identified
in association with TCBs across all three years and were responsible for an average
of 45% of all tiles identified in JFM and 47.75% of all tiles identified in OND. The
general pattern for ETCs is a maximum in JAS followed by a decrease in OND and
JFM, which is similar to what is observed in NA. There is an average of 55.33 MCS
tiles identified per year, slightly more than NA.
Figure 3.8 provides information on the number of tiles identified by phenomenon per season across all three years. As with NA, MCSs occurred with significantly greater frequency during the warm months (October through March). The
existence of MCSs over SA during these months is well documented in the literature
(Machado et al. 1998; Carvalho et al. 2002; Ferreira et al. 2003; Vera et al. 2006;
Zipser et al. 2006; Salio et al. 2007).
ETCs were the dominant parent phenomenon in the cold seasons (AprilSeptember), which is not surprising given that the eastern coast of SA is a preferred
region for cyclogenesis in the winter months (Sinclair 1995). Often, cyclones were
identified over the western Atlantic Ocean adjacent to the eastern coast of SA. There
was an average of 22.67 tiles containing TCBs associated with ETCs identified in JAS
(southern hemisphere winter) each year, while in JFM (southern hemisphere summer)
the number dropped to 10.67. Of interest is that some of the TCBs associated with
ETCs in this region were the most intense TCBs observed in this study.

45

Figure 3.8: Number of occurrences of parent phenomena by season in South America, 2013-2015. The three columns of plots represent the three years of the study and
rows represent the different parent phenomena. The individual bars within each plot
represent the different seasons.

The second most common phenomenon identified in the cold seasons were
jet streaks. Tiles containing TCBs associated with jet streaks were most frequently
observed in OND with an average of 12.33 tiles identified (Table 3.4). The month
that averaged the fewest was AMJ, with an average of 10.00 tiles. Even though AMJ
was the season with the fewest number of tiles identified containing jet streaks, they
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accounted for 31.91% of the tiles identified during that season. This was due to the
number of MCSs identified during AMJ (an average of 6).

3.3

Discussion
The CNN performed extremely well on the test set, with an MCC of 0.87

and an accuracy of 94%. On every performance metric, the CNN outperformed the
RF classifier trained on the same dataset (Table 3). It also performed well when
classifying three years of MODIS browse imagery tiles. The spatial patterns seen
in the heatmaps from TCB tile frequency (Figures 3.3, 3.4 and 3.5) follow spatial
patterns observed in jet-core frequencies. These patterns are even more prominent
when separated into seasons (Figure 3.5).
Two regions of particular interest were NA east of the Rocky Mountains,
and SA east of the Andes Mountains. There were many similarities in the TCB
climatology for the two regions. In both regions, it was observed that the warmer
months averaged a greater number of TCBs. This is likely due to the increases in
the number of MCSs that are observed in these regions during their respective warm
seasons. The season with the highest number of TCBs identified is the spring in
both regions, with an average of 63.00 tiles identified in NA and 51.67 in SA. In the
spring, MCS, ETCs, and jet streaks occur relatively frequently in both regions, so it
is to be expected that this season will have the most TCBs. The opposite holds for
winter months, where the only parent phenomenon is ETCs. Since the other parent
phenomena occur less frequently than in the warmer months, the total number of
TCBs identified tends to be lower.
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Figure 3.9: Doughnut plots showing the percentage of the total tiles for each parent phenomenon across all three years (2013-2015) in both regions. (There were no
tropical cyclones in the SA region during the three years of the study, but the label
and percentage are shown to be consistent with the NA plot.)

Some differences were observed between the two regions (Figure 3.9). For
example, in NA, 49% of the tiles identified with TCBs were associated with ETCs,
whereas in SA, the proportion was only 38%. Part of this difference (although likely
a small part) could be due to the difference in the dimensions of the regions studied.
The NA region is 5 tiles wide (5x4) while the SA region is 4 tiles wide (4x5).
In both regions, the warmer seasons (spring and summer) see the most MCSs.
In NA, more MCS tiles were observed in the summer than in the spring, while the
opposite was true for SA. SA saw a higher proportion of total TCB tiles associated
with MCSs (33%, compared to 25% for NA), while also having a greater absolute
number of such tiles over the three years (166 in SA and 146 in NA). TCBs associated
with jet streaks were also more common in SA than NA. In SA, 27% of the TCB tiles
were associated with jet streaks, compared to 20% of the TCB tiles in NA. As with
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MCSs, SA also saw a greater absolute number of TCB tiles associated with jet streaks
(136) than NA (121).
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CHAPTER 4

CONCLUSIONS

4.1

Overview
This research used machine-learning techniques to classify images containing

TCBs in MODIS RGB true-color composite browse imagery. The CNN was then
used to classify three years of MODIS Terra tiles to develop a frequency of occurrence climatology of TCBs. Heatmaps were created with the information gained by
classifying the tiles, to show the regions where TCBs most often form. The climatology focuses on the seasonal variation of TCB occurrence, along with the different
parent phenomena associated with TCB formation.
There are three key findings from this research. First, CNN trained on everyday objects can be trained to identify TCBs in RGB MODIS browse imagery. This
was successfully demonstrated with an MCC of 0.87 and an accuracy of 94%. The
trained CNN is able to recognize key morphological and spectral features associated
with TCBs within sub-regions of an image and place it within the context of the entire image to make a classification. Unique aspects of this research include developing
an automated method for detecting TCBs in satellite imagery and utilizing transfer
learning to classify satellite images containing TCBs. The main advantage of trans50

fer learning is that the network can be trained on a dataset of images that is much
smaller (5,597 images) than is typically necessary when training a very large network.
To provide comparison with another popular classification technique, a random forest
classifier was trained using the same data as the CNN, but its reported performance
metrics worse than the CNN.
The second finding is the development of a three-year global climatology for the
frequency of TCB occurrence. Using the trained CNN, three years of MODIS Terra
RGB true-color tiles were classified. Heatmaps of the tiles containing TCBs provide
information about the regions where TCBs most often form. These regions also have
a high frequency of jet-core occurrence. They are generally mid-latitude regions that
frequently experience cyclogenesis, such as the eastern coast of NA, the eastern coast
of SA, the east coast of Asia, the northern Pacific Ocean, and the northern Atlantic
Ocean. These findings also support the findings of Lenz et al. (2009) who performed
a four-month climatology on TCBs associated with MCSs.
The third finding from this research comes from a manual analysis to separate
the classified tiles based on the parent phenomena, for eastern NA and eastern SA
to better understand the parent phenomena that the TCBs form in association with.
The analysis showed that the most frequent parent phenomenon for TCBs over these
regions are ETCs, followed by MCSs, jet streaks, and tropical cyclones. The most
frequent parent phenomenon changed depending on the season: the colder seasons
were almost always dominated by ETCs, while spring and summer generally saw
MCSs as the most frequent parent phenomenon.
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4.2

Future Work
One of the limitations of this study in its current form is the CNN’s inability to

identify TCBs at night. MCSs generally reach their peak intensity during nighttime
hours, thus the current implementation of the CNN misses TCBs that were only
visible at night. Training the CNN on infrared (IR) imagery would allow the CNN
to identify images from nighttime hours. Re-training the CNN on IR imagery rather
than true-color RGB imagery would be expected to provide similar, if not better,
results, due to the higher contrast between cirrus clouds and low-level clouds on IR
imagery. Another limitation is that the CNN only detects if TCBs are present within
an image rather than provide the specific location where TCBs are occurring. While
there are applications for the algorithm in its current form, detailed research on TCBs
and operational applications require identification of subregions within the image
where the phenomena are occurring. CAMs generated by the network can provide
phenomena localization information; alternatively, training an object detection CNN
that provides a bounding box with the classification would suit this purpose. For
operational use, the CNN needs to be adapted to operate on geostationary data
with a high temporal resolution, such as Geostationary Operational Environmental
Satellite (GOES) 16. Based on the research described in this study, a transition from
a network that classifies polar-orbiting true-color imagery to a network that classifies
geostationary IR imagery seems highly feasible.
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