The paper deals with problem of estimating the ratio of DNA densities in heterochromatin and euchromatin from C-band karyotypes of related species, when the observations are subject to errors of measurement. Using a set of data published for Lolium it is shown that under realistic assumptions about the error variances no significant difference of the densities in the two types of chromatin can be detected.
INTRODUCTION
In a recent investigation it was found by Thomas (1981) that in Lolium C-band heterochromatin has approximately seven times as much DNA per unit metaphase chromosome as euchromatin. This result was obtained from the data on 6 species listed in his table 1 by means of the simple regression model (i) MChH+CeE+fm with M being the DNA mass (in pg) per nucleus, H the length of C-band heterochromatin, E the length of euchromatin (both in m) and fm the error component of M (thus it is assumed that both H and E are measured without errors). The least-squares estimates of the parameters Ch and C were found to be h=O388 and 4=00537. These estimates were interpreted as "average concentrations" of DNA in the two types of chromatin and it was concluded from these figures that the ratio C Ch is as low as approximately 1:7. Unfortunately, no attempt was made to discuss the statistical significance of this ratio, either by the author or by other authors who seem to have accepted this result even if it is not supported by their own cytophotometric data (see Lukaszewski eta!., 1982) . It is very doubtful if the value found for the ratio c: Ch has any practical meaning at all because of the assumption that H and E can be observed without errors. We think that this assumption is not justified and it is our It is first assumed that the variables X1 = H, X2 = E and X3 = M are each subject to an error of measurement, i.e., (ii) X=X+f, (i=1,2,3) where the X are the "true" variables which can not be observed because of some etror random variables f,. The X are considered as non-random, i.e., as mathematical variables, which are linearly related according to (iii) X =a1X +a2X.
Inserting (ii) into (iii) gives X3 =a1X1 + a2X2 +f (where f =f -a1 fiwhich is different from (i) because X1 as well as X2 are correlated with f Thus this equation can not be handled as a simple regression problem unless both o-, and o are zero (see e.g., Kendall and Stuart 1979, p. 401) . What remains is to construct a confidence region for the parameters a1 and a2 which are the concentrations of the two types of chromatin. In addition to (ii) and (iii) the error variables f, are supposed to be uncorrelated and each distributed as N(0, o). Let (X11, X21, X31) be the triple of variables corresponding to observation 1(1 = 1, 2,.. . , n). Then, according to Brown (1957, see also Brown et al., 1958 ) the sum of squares of perpendiculars from the points (X11/cr11, X21/o12, X3/o13) on to the hyperplane (iii), i.e., D= (a1X11+a2X21-X31)2/(oa +o2a +o) has a x -distribution, and thus with c satisfying P( > c) =1 -y it follows that D c is a 100(1 -y) per cent confidence region for (a1, a2). The equation D =c defines a conic in the (a1, a2) -plane, which is-neglecting degenerate cases-a hyperbola if =(x1_ccr,2,) (X1 _co2)_(XijX2i)2 is less than zero and an ellipse for > 0. Consequently the confidence region for (a1, a2) is bounded for >0 and unbounded for <0. An illustration of the latter case is given by figure 1, which is based on the data in Thomas' paper and on realistic assumptions about the error variances. Figure 1 also shows the straight lines a2/ a1 =1 as well as a2! a1 = 1/7 (the latter corresponds to the ratio of concentrations found by Thomas) and it is seen that there is no reason why one should rely more on a2/a1 1/7 than on e.g., the ratio a2/ = 1 corresponding to equal concentrations.
For a detailed discussion we refer to the article by Brown (1958) and also to the comments in the book by Kendall and Stuart (1979) . or to construct a confidence interval for b1 the test statistic (v) T = J(n -2) sin2 2(/3 /3o) (s-s+4s Sy1Sy Sy1y may be used which follows the i-distribution with (n -2) degrees of freedom (n is the number of observations (yr, Y2) and 13r =arctan by', = arctan br0). Assuming the error variances to be proportional to the squares of th corresponding means , we get from the data by Thomas A 15 and b1 =-618. From (v) the 95 per cent-confidence interval (-183, F5) may be derived for b1 which is rather large. It includes the b1 -value corresponding to the ratio 1/7 of concentrations as well as the b1-value corresponding to e.g., equal concentrations. 
