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a b s t r a c t
Previously, the nested error linear regression models using survey weights have been
studied in small area estimation to obtain efficient model-based and design-consistent
estimators of small area means. In particular, the pseudo-empirical Bayes (PEB) using
survey weights has received a lot of attention and is being used in statistical agencies. The
covariates in these nested error linear regression models are not subject to measurement
errors. However, there are many situations that the covariates are subject to measurement
errors. In this paper, we develop a nested error linear regression model with an area-
level covariate subject to structural measurement error. In particular, we propose a PEB
estimator to estimate small area means. This estimator borrows strength across areas
through themodel andmakes use of the surveyweights to preserve the design consistency
as the area sample size increases. We also employ a parametric bootstrap approach to
estimate the mean squared prediction error (MSPE) of the PEB predictor. Finally, we report
the results of a simulation study on the performance of our PEB predictor and associated
bootstrap MSPE estimator.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Small area estimation has received a lot of attention in recent years due to growing demand for reliable small area
statistics. Rao [8] has given a comprehensive account ofmodel-based small area estimation. In particular, nested error linear
regression models are often used in small area estimation to obtain efficient model-based estimators of small area means.
Nested error linear regression models were used by Battese et al. [1] and Prasad and Rao [7] for small area estimation, but
they did not make use of the unit level survey weights. As a result, their empirical best linear unbiased prediction (EBLUP)
estimators are not design consistent as the area sample size becomes large, unless the surveyweights are equal within areas.
You and Rao [13] proposed a design-consistent pseudo-EBLUP estimator of a small area mean that makes use of survey
weights. In addition, the method of You and Rao [13] has a nice benchmarking property in the sense that the estimators
automatically add up to a reliable direct estimator of the mean of a large area covering the small areas. However, they
ignored cross-product terms in the mean squared prediction error (MSPE) of the pseudo-EBLUP predictor. As a result, their
MSPE estimator is biased. Torabi and Rao [12] took account of cross-product terms and obtained a linearization estimator
of MSPE of the pseudo-EBLUP that is nearly unbiased. Torabi and Rao [12] also presented another nearly unbiased MSPE
estimator based on parametric bootstrap.
You and Rao [13] and Torabi and Rao [12] used a unit-level nested error linear regressionmodel where the covariates are
not subject to measurement errors. The survey practitioners prefer design-consistent estimators as a form of insurance
where covariates are measured with error and the sample size could be moderately large for some of the areas under
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consideration. For instance, we are interested to predict the yield of corn in several counties in Iowa and the covariate used
is available nitrogen in the soil [3]. To estimate the available soil nitrogen, we need to sample the soil of the experimental
plot and perform a laboratory analysis on the selected sample. However, we do not observe the true available nitrogen and
only its estimate is observed due to the result of sampling and of the laboratory analysis. We may also have large sample
size for some counties. It is then useful to employ survey weights within counties to get a design-consistent estimator of
the yield of corn.
Ghosh et al. [4], henceforth abbreviated GSK, proposed a nested error linear regression population model, without using
survey weights, with an area-level covariate, x, subject to measurement error. It is given by
yij = b0 + b1xi + ui + eij (j = 1, . . . ,Ni; i = 1, . . . ,m), (1.1)
Xij = xi + ηij (j = 1, . . . ,Ni; i = 1, . . . ,m), (1.2)
where Ni is the known population size of the i-th area (i = 1, . . . ,m), yij is the value of the study variable associated
with the j-th unit in the i-th area and xi is the unknown true area-specific covariate associated with yij. Further, random
errors eij, measurement error ηij and the area-level random effects ui are assumed to be mutually independent with
eij
i.i.d.∼ N(0, σ 2e ), ηij i.i.d.∼ N(0, σ 2η ) and ui i.i.d.∼ N(0, σ 2u ). GSK considered the case of a structural measurement error model
(1.2), where xi
i.i.d.∼ N(µx, σ 2x ) and are independent of e’s, u’s and η’s; [3]. The vector of model parameters is denoted by
φ = (b0, b1, µx, σ 2x , σ 2u , σ 2e , σ 2η )T .
A sample of size ni is selected from the i-th area and the sample data, without loss of generality, is denoted by
(yij, Xij; j = 1, . . . , ni; i = 1, . . . ,m). We write yi = (yi1, . . . , yiNi)T as yi = (y(1)Ti , y(2)Ti )T with y(1)i = (yi1, . . . , yini)T
and y(2)i = (yini+1 , . . . , yiNi)T , and X
(1)
i = (Xi1, . . . , Xini)T . As in GSK, we assume that the small area model given by (1.1) and
(1.2) holds for the sample data (y(1)i ,X
(1)
i ; i = 1, . . . ,m); that is, no sample selection bias and the sampling design is not
‘‘informative’’. The goal is to estimate the small area mean
γi = N−1i
Ni
j=1
yij (i = 1, . . . ,m)
from the sample data.
GSK obtained the best (or Bayes) predictor of γi under squared error loss using observed data y
(1)
i = (yi1, . . . , yini)T on
the response variable only. It is given by
γ˜ Bi = γ˜ Bi (φ1) = E(γi|y(1)i ) = (1− fiAi)y¯i + fiAi(b0 + b1µx), (1.3)
where
φ1 = (b0, b1, µx, σ 2x , σ 2u , σ 2e )T and fi = (Ni − ni)/Ni
is the finite population correction factor, and
y¯i = y¯(1)i = n−1i
ni
j=1
yij, Ai = σ
2
e
σ 2e + ni(σ 2u + b21σ 2x )
(i = 1, . . . ,m).
An empirical best or empirical Bayes (EB) predictor of γi is obtained as γ˜ EBi = γ˜ Bi (φˆ1), where φˆ1 is a method-of-moments
estimator of φ1.
Note that the GSK Bayes predictor in (1.3) does not involve sample information on the covariate. Torabi et al. [11] derived
the fully efficient Bayes predictor γˆ Bi (φ) of γi by utilizing all the available data {(yij, Xij); j = 1, . . . , ni; i = 1, . . . ,m} as
γˆ Bi = E(γi|y(1)i ,X (1)i ,φ)
= (1− fiBi)y¯i + fiBi(b0 + b1µx)+ fiBi

niσ 2x
σ 2η + niσ 2x

b1(X¯i − µx),
where
Bi =
σ 2e (niσ
2
x + σ 2η )
nib21σ 2x σ 2η + (niσ 2u + σ 2e )(niσ 2x + σ 2η )
.
They also obtained the EB predictor γˆ EBi by replacing φ by a moment estimator φˆ in the Bayes predictor γˆ
B
i = γˆ Bi (φ). To get
the estimates, let SSWX = mi=1nij=1(Xij − X¯i)2, SSWy = mi=1nij=1(yij − y¯i)2 and MSWX = SSWX/(n − m),MSWy =
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SSWy/(n−m), where n =mi=1 ni is the total sample size. The model parameters φ are then consistently estimated by
σˆ 2η = MSWX , σˆ 2e = MSWy,
bˆ1 = {(MSBX −MSWX )(m− 1)}−1

i
niy¯i(X¯i − X¯),
bˆ0 = y¯− bˆ1X¯, µˆx = X¯,
where
X¯ = n−1

i
niX¯i, y¯ = n−1

i
niy¯i,
and
MSBX = (m− 1)−1

i
ni(X¯i − X¯)2,
σˆ 2x = max

0, (MSBX −MSWX )(m− 1)/gm

,
and
σˆ 2u = max

0,
m− 1
gm
(MSBy −MSWy)− bˆ21σˆ 2x

,
where
MSBy = (m− 1)−1

i
ni(y¯i − y¯)2 and gm = n−

i
n2i /n.
In this paper, the pseudo-EB (PEB) predictor using survey weights under the nested error linear regression models (1.1)
and (1.2) is derived (Section 2). In Section 3, we employ the parametric bootstrap method to obtain a nearly unbiased
estimator of MSPE of the PEB predictor. Section 4 reports the results of a simulation study on the performance of our PEB
predictor and associated bootstrap MSPE estimator. Finally, some concluding remarks are given in Section 5. The proofs are
given in the Appendix.
2. Pseudo-EB predictor
We suggest a pseudo-EB predictor of γi under models (1.1) and (1.2) that depends on the survey weights w˜ij and
satisfies the design consistency property. Theorem 2.1 gives the posterior means (Bayes predictors) E(y(1)i |y¯iw, X¯iw,φ) and
E(y(2)i |y¯iw, X¯iw,φ), of y(1)i and y(2)i given y¯iw, X¯iw and φ, respectively.
Theorem 2.1. Under the nested error linear model given by (1.1) and (1.2), the posterior mean of y(1)i given y¯iw, X¯iw and φ, and
y(2)i given y¯iw, X¯iw and φ, are respectively given by
E(y(1)i |y¯iw, X¯iw,φ) = (1ni − Diw)y¯iw + Diw(b0 + b1µx)+ Diw

σ 2x
σ 2η δi + σ 2x

b1(X¯iw − µx), (2.1)
and
E(y(2)i |y¯iw, X¯iw,φ) =

(1− Eiw)y¯iw + Eiw(b0 + b1µx)+ Eiw

σ 2x
σ 2η δi + σ 2x

b1(X¯iw − µx)

1Ni−ni , (2.2)
where y¯iw = nij=1wijyij, X¯iw = nij=1wijXij, wij = w˜ij/j w˜ij,jwij = 1,Diw(φ2) = H−1iw σ 2e (σ 2x + σ 2η δi)(δi1ni −
wi), Eiw(φ2) = H−1iw σ 2e (σ 2x + σ 2η δi)δi, with Hiw = b21σ 2x σ 2η δi + (σ 2u + σ 2e δi)(σ 2x + σ 2η δi), δi =
ni
j=1w
2
ij and φ2 =
(b1, σ 2x , σ
2
u , σ
2
e , σ
2
η )
T ,wi = (wi1, . . . , wini)T , and 1ni is a vector of one’s with dimension ni.
Proof of Theorem 2.1 is given in the Appendix A. It follows from (2.1) and (2.2) of Theorem 2.1 that the ‘‘pseudo-best’’
estimator of γi is given by
γˆ PBiw = E(γi|y¯iw, X¯iw,φ) = (1− Fiw)y¯iw + Fiw(b0 + b1µx)+ Fiw

σ 2x
σ 2η δi + σ 2x

b1(X¯iw − µx), (2.3)
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where
Fiw(φ2) = H−1iw σ 2e (σ 2x + σ 2η δi)[δi − n−1i (1− fi)]. (2.4)
The PEB predictor, γˆ PEBiw , of γi is obtained by replacing φ in (2.3) by a consistent estimator φˆw . We use the method-
of-moments, assuming maxj(w˜ij) = O(n−1i ), to obtain a consistent estimator φˆw . Let SSWXw =
m
i=1
ni
j=1 w˜ij(Xij −
X¯iw)2, SSWyw = mi=1nij=1 w˜ij(yij − y¯iw)2 and MSWXw = SSWXw/i w˜i(1 − δi),MSWyw = SSWyw/i w˜i(1 − δi)
with w˜i =j w˜ij, noting that y¯iw = b0+ b1xi+ ui+ e¯iw and X¯iw = xi+ η¯iw where e¯iw ind.∼ N(0, σ 2e δi) and η¯iw ind.∼ N(0, σ 2η δi).
Then, σ 2η and σ
2
e are consistently estimated by
σˆ 2ηw = MSWXw and σˆ 2ew = MSWyw. (2.5)
Further, b1, b0 and µx are consistently estimated by
bˆ1w =

i
niy¯iw(X¯iw − X¯w)

i
ni(X¯iw − X¯w)2 −MSWXw

i
niδi −
i
n2i δi/n
 , (2.6)
bˆ0w = y¯w − bˆ1wX¯w and µˆxw = X¯w, (2.7)
where
X¯w = n−1

i
niX¯iw, y¯w = n−1

i
niy¯iw.
The remaining parameters σ 2x and σ
2
u are consistently estimated by
σˆ 2xw = max

0,

i
ni(X¯iw − X¯w)2 −MSWXw

i
niδi −

i
n2i δi/n

gm

(2.8)
and
σˆ 2uw = max

0,

i
ni(y¯iw − y¯w)2 −MSWyw

i
niδi −

i
n2i δi/n

/gm − bˆ21wσˆ 2xw

. (2.9)
A consistent estimator, Fˆiw , of Fiw is obtained from the formula (2.4) for Fiw by replacing φ2 by φˆ2w . The derivation details of
the estimators are given in the Appendix B. The PEB predictor of γi is then given by
γˆ PEBiw = (1− Fˆiw)y¯iw + Fˆiw(bˆ0w + bˆ1wX¯w)+ Fˆiw

σˆ 2xw
σˆ 2xw + σˆ 2ηwδi

bˆ1w(X¯iw − X¯w).
The PEB predictor γˆ PEBiw is design consistent as ni becomes large. To show this fact, we observe that Fˆiw −→ 0 assuming
maxj(w˜ij) = O(n−1i ), and also y¯iw converge in probability to the population mean Y¯i. Note that for fixed ni, the PEB predictor
γˆ PEBiw converges to the corresponding PB predictor γˆ
PB
iw asm −→∞ due to consistent estimators of the model parameters.
A naive PEB predictor which ignores measurement errors is obtained by letting σ 2η = 0, and is given by
γˆ PEBiw,na = (1− F˜iw)y¯iw + F˜iw(b˜0w + b˜1wX¯w)+ F˜iw b˜1w(X¯iw − X¯w),
where
b˜1w =

i
niy¯iw(X¯iw − X¯w)
i
ni(X¯iw − X¯w)2
,
b˜0w = y¯w − b˜1wX¯w,
and
F˜iw = σˆ 2ew

δi − n−1i (1− fi)

/(σ˜ 2uw + σˆ 2ewδi),
with
σ˜ 2uw = max

0,

i
ni(y¯iw − y¯w)2 −MSWyw

i
niδi −

i
n2i δi/n

gm − b˜21wσ˜ 2xw

,
where σ˜ 2xw =

i ni(X¯iw − X¯w)2/gm. In fact, the naive PEB predictor γˆ PEBiw,na is a special case of pseudo-EBLUP in [13], noting
that You and Rao [13] used the fitting-of-constants method to estimate the model parameters while we used the method-
of-moments in the γˆ PEBiw,na. In Section 3, we obtain a nearly unbiased estimator of MSPE(γˆ
PEB
iw ) = E(γˆ PEBiw − γi)2.
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3. Bootstrap estimation of MSPE
We now obtain a nearly unbiased estimator of MSPE(γˆ PEBiw ), using the double-bootstrap method proposed by Hall and
Maiti [5]. We first draw independent sets of normal variables {u∗i ; i = 1, . . . ,m}, {e∗ij; j = 1, . . . ,Ni; i = 1, . . . ,m} with
mean zero and specified variances σˆ 2u and σˆ
2
e . We also generate normal variables {x∗i ; i = 1, . . . ,m} with mean X¯ and
variance σˆ 2x which is independent from u
∗
i and e
∗
ij .We then create bootstrap values y
∗
ij = bˆ0+bˆ1x∗i +u∗i +e∗ij(j = 1, . . . ,Ni; i =
1, . . . ,m). Further, {η∗ij; j = 1, . . . , ni; i = 1, . . . ,m} is generated independently from a normal distributionwithmean zero
and variance σˆ 2η and the observed covariates are taken as X
∗
ij = x∗i + η∗ij . Now let γ ∗i = N−1i
Ni
j=1 y
∗
ij , and γˆ
PEB∗
iw denote the
PEB from the bootstrap data set {(y∗ij, X∗ij ); j = 1, . . . , ni; i = 1, . . . ,m}. Note that γ ∗i is the bootstrap version of γi. Denote
the estimators from the bootstrap sample asφ∗w = (b∗0w, b∗1w, µ∗xw, σ 2∗xw, σ 2∗uw, σ 2∗ew, σ 2∗ηw)T . Hence, the bootstrapMSPE of γˆ PEB∗iw
is given by
MSPE∗(γˆ PEB∗iw ) = E∗(γˆ PEB∗iw − γ ∗i )2 ≡ νˆiw,
where E∗ denotes the bootstrap expectation.
As second step, from each first-phase bootstrap sample, the independent set of normal variables {u∗∗i ; i =
1, . . . ,m}, {e∗∗ij ; j = 1, . . . ,Ni; i = 1, . . . ,m} are generated with mean zero and specified variances σ 2∗u and σ 2∗e , noting
that σ 2∗u and σ 2∗e and othermodel parameters such as (b∗0, b
∗
1, µ
∗
x , σ
2∗
x , σ
2∗
η ) are estimated using {(y∗ij, X∗ij ); i = 1, . . . ,m; j =
1, . . . , ni}.We also generate normal variables {x∗∗i ; i = 1, . . . ,m}withmeanµ∗x and varianceσ 2∗x which is independent from
u∗∗i and e
∗∗
ij . The second-phase bootstrap values are then given by y
∗∗
ij = b∗0+b∗1x∗∗i +u∗∗i +e∗∗ij (j = 1, . . . ,Ni; i = 1, . . . ,m).
We also independently generate {η∗∗ij ; j = 1, . . . , ni; i = 1, . . . ,m} from a normal distribution withmean zero and variance
σ 2∗η and the observed covariates are taken as X∗∗ij = x∗∗i + η∗∗ij . We then define γ ∗∗i = N−1i
Ni
j=1 y
∗∗
ij , and γˆ
PEB∗∗
iw denote the
PEB from the bootstrap data set {(y∗∗ij , X∗∗ij ); j = 1, . . . , ni; i = 1, . . . ,m}. The second-phase bootstrap MSPE is then given
by
MSPE∗∗(γˆ PEB∗∗iw ) = E∗∗(γˆ PEB∗∗iw − γ ∗∗i )2,
where E∗∗ denotes the second-phase bootstrap expectation. We have the following MSPE estimators proposed by Hall and
Maiti [5]:
mspeboot1(γˆ
PEB
iw ) ≈

2νˆiw − vˆiw νˆiw ≥ vˆiw
νˆiw exp{−(vˆiw − νˆiw)/vˆiw} νˆiw < vˆiw, (3.1)
and
mspeboot2(γˆ
PEB
iw ) ≈ νˆ2iw/vˆiw, (3.2)
with vˆiw = E∗{E∗∗(γˆ PEB∗∗iw − γ ∗∗i )2}. The estimators (3.1) and (3.2) are nearly unbiased in the sense of E{mspeboot1(γˆ PEBiw )} =
MSPE(γˆ PEBiw )+ o(m−1) and E{mspeboot2(γˆ PEBiw )} = MSPE(γˆ PEBiw )+ o(m−1). In practice, we approximate νˆiw by drawing a large
number, M , of independent bootstrap samples. Similarly, we approximate vˆiw by drawing a large number, N , of second-
phase independent bootstrap samples from each first-phase bootstrap sample. Note that one may use different approach to
estimate the MSPE of the PEB predictor γˆ PEBiw such as Bootstrap type estimator [2,6], however, one needs to drive the Bayes
risk and variation of the regression coefficients to implement this approach.
4. Simulation study
We conducted a simulation study on the relative efficiency of the proposed PEB predictor γˆ PEBiw , and the naive PEB
predictor γˆ PEBiw,na obtained by ignoring the measurement errors. Following Ghosh et al. [4] and Torabi et al. [11], we assumed
that the responses yij for the population units are generated from the model (1.1) with b0 = 100, b1 = 2, σ 2x =
2737, σ 2u = 16, σ 2e = 100, σ 2η = 25 and µx = 194. The population has N = 1400 units spread across 12 areas
of sizes (Ni) : 50, 250, 50, 100, 200, 150, 50, 150, 100, 150, 100 and 50. Sample sizes (ni) within areas are taken as
1, 5, 1, 2, 4, 3, 1, 3, 2, 3, 2 and 1.
We generated R = 5000 independent sets of normal variates {u(r)i ; i = 1, . . . ,m; r = 1, . . . , R}, {e(r)ij ; j = 1, . . . ,Ni; i =
1, . . . ,m} with mean zero and specified variances σ 2u and σ 2e . We also generated R = 5000 independent normal sets
{x(r)i ; i = 1, . . . ,m} with specified mean µx and variance σ 2x . Using the generated variates, R = 5000 population sets
{y(r)ij ; j = 1, . . . ,Ni; i = 1, . . . ,m}were obtained using the model (1.1): yij = b0 + b1xi + ui + eij. Moreover, we generated
R = 5000 independent normal sets {η(r)ij ; j = 1, . . . , ni; i = 1, . . . ,m} with mean zero and variance σ 2η and the observed
covariates were taken as X (r)ij = x(r)i + η(r)ij . The population mean for the r-th population is given by
γ
(r)
i = N−1i
Ni
j=1
y(r)ij .
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Table 1
Simulated absolute biases and true MSPE of γˆ PEBiw and γˆ
PEB
iw,na: case 1 with R = 5000.
Area i ni wij Biasiw Biasiw,na TMSPEiw TMSPEiw,na
1 1 1 6.13 6.61 59.67 70.07
2 5 (0.20, 0.20, 0.20, 0.20, 0.20) 3.15 3.25 15.72 16.70
3 1 1 6.21 6.63 59.86 68.97
4 2 (0.50, 0.50) 4.60 4.81 33.00 36.30
5 4 (0.25, 0.25, 0.25, 0.25) 3.51 3.62 19.31 20.64
6 3 (0.33¯, 0.33¯, 0.33¯) 3.88 4.00 23.91 25.62
7 1 1 6.25 6.73 61.12 70.38
8 3 (0.33¯, 0.33¯, 0.33¯) 3.90 4.05 23.88 25.83
9 2 (0.50, 0.50) 4.65 4.84 34.58 37.50
10 3 (0.33¯, 0.33¯, 0.33¯) 3.97 4.10 24.52 26.15
11 2 (0.50, 0.50) 4.58 4.77 32.80 35.55
12 1 1 6.25 6.65 61.62 69.40
Table 2
Simulated absolute biases and true MSPE of γˆ PEBiw and γˆ
PEB
iw,na: case 2 with R = 5000.
Area i ni wij Biasiw Biasiw,na TMSPEiw TMSPEiw,na
1 1 1 6.15 6.62 59.97 70.44
2 5 (0.30, 0.25, 0.20, 0.12, 0.13) 3.32 3.42 17.31 18.40
3 1 1 6.22 6.64 60.17 69.02
4 2 (0.40, 0.60) 4.67 4.87 34.06 37.29
5 4 (0.30, 0.30, 0.20, 0.20) 3.56 3.68 19.96 21.42
6 3 (0.30, 0.35, 0.35) 3.90 4.02 24.08 25.83
7 1 1 6.26 6.72 61.48 70.40
8 3 (0.20, 0.52, 0.28) 4.14 4.28 26.94 29.01
9 2 (0.60, 0.40) 4.72 4.91 35.57 38.58
10 3 (0.50, 0.30, 0.20) 4.17 4.29 27.24 28.92
11 2 (0.45, 0.55) 4.60 4.79 33.12 35.88
12 1 1 6.25 6.63 61.83 69.34
From each population, we generated samples {y(r)ij ; j = 1, . . . , ni; i = 1, . . . ,m} of specified sizes ni by simple random
sampling. Applying the samples (y(r)ij , X
(r)
ij ), the model parameters φ were estimated by using the method-of-moments
(formulas (2.5)–(2.9)) and the estimates γˆ PEB(r)iw , and γˆ
PEB(r)
iw,na were calculated from each sample r , using the weights wij.
Following Torabi [10], we considered two different types of weights wij. In the first case, the weights wij are equal within
areas while in the second case the weightswij are variable within areas.
The true MSPE (TMSPE) of γˆ PEBiw and γˆ
PEB
iw,na were then calculated as
TMSPE(γˆ PEBiw ) =
1
R
R
r=1
{γˆ PEB(r)iw − γ (r)i }2,
and
TMSPE(γˆ PEBiw,na) =
1
R
R
r=1
{γˆ PEB(r)iw,na − γ (r)i }2.
Table 1 presents the average absolute biases, Biasiw , of the PEB predictors of small area means for equal weights within
areas (case 1). Table 1 shows that in terms of TMSPE, γˆ PEBiw is more efficient than the naive estimator γˆ
PEB
iw,na for case 1 with
relative efficiency, TMSPE(γˆ PEBiw,na)/TMSPE(γˆ
PEB
iw ), ranging from 106% to 117%. We have similar results for variable weights
within areas (case 2) as shown in Table 2.
Turing to the relative bias (RB) of theMSPE estimators, we generated S = 1000 independent samples {y(s)ij ; s = 1, . . . , S}
as above and calculated the two bootstrap MSPE estimators from each simulation using M = 100 first-phase bootstrap
samples andN = 50 second-phase bootstrap samples from each first-phase bootstrap sample. Denoting anMSPE estimator,
mspeiw for the s-th simulation run, the RB of mspeiw as an estimator of MSPEiw is given as
RBi =

1
S
S
s=1
mspe(s)iw − TMSPEiw

TMSPEiw × 100.
In the case of equal weights within areas (case 1), it is clear from Table 3 that both double-bootstrap MSPE estimators
of PEB estimator γˆ PEBiw perform well in terms of RB. The absolute values of RB of the double-bootstrap MSPE estimators,
mspeboot1(γˆ PEBiw ) andmspeboot2(γˆ
PEB
iw ), are less than 6% for all the 12 areas. It is worthwhile to mention that in this simulation
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Table 3
Percent relative bias of bootstrap estimators of MSPE: case 1 with S = 1000,M = 100 and N = 50.
Area i ni wij νˆiw RBboot1 RBboot2 νˆiw,na RBboot1,na RBboot2,na
1 1 1 −0.48 3.75 5.25 −3.54 1.10 2.67
2 5 (0.20, 0.20, 0.20, 0.20, 0.20) −2.81 −0.34 0.91 −3.69 −0.94 0.27
3 1 1 −0.84 3.36 4.88 −2.03 2.65 4.26
4 2 (0.50, 0.50) −1.00 1.94 3.16 −3.19 0.38 1.75
5 4 (0.25, 0.25, 0.25, 0.25) −5.44 −3.42 −2.43 −6.63 −4.25 −3.21
6 3 (0.33¯, 0.33¯, 0.33¯) −2.57 0.18 1.50 −3.40 −0.09 1.34
7 1 1 −3.82 −0.48 0.79 −4.82 −0.89 0.49
8 3 (0.33¯, 0.33¯, 0.33¯) −2.53 0.07 1.29 −4.33 −1.26 −0.01
9 2 (0.50, 0.50) −6.20 −3.77 −2.68 −6.67 −3.39 −2.14
10 3 (0.33¯, 0.33¯, 0.33¯) −4.24 −0.96 0.52 −4.72 −0.97 0.58
11 2 (0.50, 0.50) −0.67 2.23 3.42 −1.59 1.78 3.13
12 1 1 −4.30 −0.77 0.61 −3.07 1.11 2.68
Table 4
Percent relative bias of bootstrap estimators of MSPE: case 2 with S = 1000,M = 100 and N = 50.
Area i ni wij νˆiw RBboot1 RBboot2 νˆiw,na RBboot1,na RBboot2,na
1 1 1 −0.45 3.75 5.24 −3.58 1.04 2.60
2 5 (0.30, 0.25, 0.20, 0.12, 0.13) −2.82 −0.40 0.85 −4.07 −1.47 −0.24
3 1 1 −0.72 3.58 5.14 −1.46 3.44 5.14
4 2 (0.40, 0.60) −0.58 2.27 3.43 −2.23 1.27 2.60
5 4 (0.30, 0.30, 0.20, 0.20) −4.84 −2.76 −1.72 −6.36 −3.91 −2.83
6 3 (0.30, 0.35, 0.35) −1.92 1.00 2.33 −2.50 1.13 2.61
7 1 1 −3.94 −0.65 0.60 −4.41 −0.45 0.94
8 3 (0.20, 0.52, 0.28) −1.22 2.00 3.30 −3.15 0.42 1.76
9 2 (0.60, 0.40) −5.41 −2.99 −1.90 −5.80 −2.53 −1.24
10 3 (0.50, 0.30, 0.20) −3.79 −0.49 0.96 −3.99 −0.11 1.48
11 2 (0.45, 0.55) −0.34 2.43 3.61 −1.00 2.27 3.62
12 1 1 −4.23 −0.79 0.55 −2.61 1.56 3.10
set up, the first-phase bootstrap MSPE estimator, νˆiw , also performs very well in terms of RB. The double-bootstrap MSPE
estimators for the naive PEB estimator γˆ PEBiw,na also perform well. Similar results are obtained for case 2 as shown in Table 4.
We also studied the sensitivity of σ 2x = 2737, as requested by a referee, to the relative efficiency of our proposed PEB
predictor γˆ PEBiw and also to the RB ofMSPE estimators of the PEB predictor. We considered a small value for σ
2
x (σ
2
x = 25) and
observed similar results as above for both equal and variable survey weights within areas (not shown here). In particular,
for case 1, the relative efficiency ranged from 103% to 112% and the absolute values of RB of the double-bootstrap MSPE
estimators were less than 7% for all the 12 areas. Similar results were obtained for case 2.
5. Concluding remarks
In this paper, pseudo-empirical Bayes (PEB) estimation of small area means using survey weights under a nested error
linear regression model with structural measurement error in the area-level covariate has been proposed. The proposed
PEB estimator is design consistent as the area sample size increases. We have also proposed double-bootstrap estimators
of the mean squared prediction error (MSPE), and also simulation results have shown that the MSPE estimation of the PEB
estimators performs well with absolute relative bias (|RB|) less than 6% across the areas. Extension of the results in this
paper to the case of spline mixed models with structural measurement error in the covariate is also under study.
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Appendix A. Proof of Theorem 2.1
Let ziw = (y¯iw, X¯iw)T , and then have
V (ziw) =

b21σ
2
x + σ 2u + σ 2e δi b1σ 2x
b1σ 2x σ
2
x + σ 2η δi

.
Noting that
V−1(ziw) = H−1iw

σ 2x + σ 2η δi −b1σ 2x
−b1σ 2x b21σ 2x + σ 2u + σ 2e δi

,
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where Hiw = b21σ 2x σ 2η δi + (σ 2x + σ 2η δi)(σ 2u + σ 2e δi). Also, cov(y(1)i , ziw) = {(b21σ 2x + σ 2u )1ni + σ 2e wi, b1σ 2x 1ni}, we then get
cov(y(1)i , ziw)V
−1(ziw) = H−1iw

(σ 2x + σ 2η δi)(σ 2u 1ni + σ 2e wi)+ b21σ 2x σ 2η δi1ni , b1σ 2x σ 2e (δi1ni −wi)

. (A.1)
Further, since E(y(1)i ) = (b0 + b1µx)1ni and E(ziw) = (b0 + b1µx, µx)T , it follows from (A.1), after some simplification, that
E(y(1)i |ziw,φ) = (1ni − Diw)y¯iw + Diw(b0 + b1µx)+ Diw

σ 2x
σ 2x + σ 2η δi

b1(X¯iw − µx),
noting that Diw = H−1iw σ 2e (σ 2x + σ 2η δi)(δi1ni −wi).
Similarly, to find E(y(2)i |ziw,φ), we get cov(y(2)i , ziw) = 1Ni−ni(b21σ 2x + σ 2u , b1σ 2x ), and then
cov(y(2)i , ziw)V
−1(ziw) = (H−1iw 1Ni−ni)

σ 2η δi(b
2
1σ
2
x + σ 2u )+ σ 2x σ 2u , b1σ 2x σ 2e δi

. (A.2)
Further, since E(y(2)i ) = (b0 + b1µx)1Ni−ni , it follows from (A.2), after some simplification, that
E(y(2)i |ziw,φ) =

(1− Eiw)y¯iw + Eiw(b0 + b1µx)+ Eiw

σ 2x
σ 2x + σ 2η δi

b1(X¯iw − µx)

1Ni−ni ,
noting that Eiw = H−1iw σ 2e δi(σ 2x + σ 2η δi).
Appendix B. Derivation of the estimates of the model parameters
To get a consistent estimator of b1, it can be first shown, similar to Theorem 1 in GSK, that E(b˜1w) −→ b1cσ 2x /(cσ 2x +σ 2η ),
where
b˜1w =

i
niy¯iw(X¯iw − X¯w)
i
ni(X¯iw − X¯w)2
,
gm

i
niδi −

i
n2i δi/n

−→ c asm −→∞.
In fact, it is easy to show that
E

i
niy¯iw(X¯iw − X¯w)

= b1gmσ 2x ,
and
E

i
ni(X¯iw − X¯w)2

= gmσ 2x + σ 2η

i
niδi −

i
n2i δi/n

. (B.1)
We then need to obtain a consistent estimator of (cσ 2x +σ 2η )/cσ 2x . To this end, we first have E(SSWXw) = E{

i

j w˜ij(ηij−
η¯iw)
2} = σ 2η

i w˜i(1− δi). Hence,
E(MSWXw) = σ 2η . (B.2)
On the other hand, to show that V (MSWXw) −→ 0 asm −→∞, we may write SSWXw =ij w˜ij(ηij − η¯iw)2 = ηTGwη,
where η = (η11, . . . , ηmnm)T ,Gw = Wn − VwV Tw,Wn = diag1≤j≤ni;1≤i≤m(w˜ij),Vw = diag1≤i≤m(w˜i/
√
w˜i.) with w˜i =
(w˜i1, . . . , w˜ini)
T and w˜i. =nij=1 w˜ij. Then, V (SSWXw) = 2tr(Gw6ηGw6η), where η ∼ N(0,6η)with 6η = block diag(6ηi)
and 6ηi = σ 2η Ii; Ii is an ni × ni identity matrix. Note that if Z ∼ N(µ,6), then for a symmetric matrix A, we have
V (ZTAZ) = 4µTA6Aµ+ 2tr(A6A6),
(Searle [9]). We then have V (SSWXw) = 2σ 4η

i w˜
2
i (δ
2
i + δi − 2

jw
3
ij). Hence,
V (MSWXw) =
2σ 4η

i
w˜2i

δ2i + δi − 2

j
w3ij


i
w˜i(1− δi)
2 −→ 0 asm −→∞. (B.3)
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Then, MSWXw
P→ σ 2η as m −→ ∞, i.e., MSWXw is a consistent estimator of σ 2η . Further, to show that V {MSBXw} −→
0 asm −→ ∞, where MSBXw = i ni(X¯iw − X¯w)2/(i niδi −i n2i δi/n), we first note, by (B.1), that E(MSBXw) −→
cσ 2x + σ 2η asm −→ ∞. We may also write SSBXw = K Tx¯ HmKx¯, where Kx¯ = (X¯1w, . . . , X¯mw)T ,Hm = Lm − dmdTm/n, Lm =
diag1≤i≤m(ni), dm = (n1, . . . , nm)T . Then, V (SSBXw) = 2
m
i=1 n
2
i (σ
2
x + σ 2η δi)2[1− 2ni/n+ n−2
m
j=1 n
2
j ], and consequently
V (MSBXw) =
2
m
i=1
n2i (σ
2
x + σ 2η δi)2

1− 2ni/n+ n−2
m
j=1
n2j


m
i=1
niδi −
m
i=1
n2i δi/n
2 −→ 0 asm −→∞. (B.4)
Then, by combining above results, MSBXw/(MSBXw − MSWXw) is a consistent estimator of (cσ 2x + σ 2η )/cσ 2x . Thus, b1 is
consistently estimated by (2.6). As a result, bˆ0w = y¯w− bˆ1wX¯w is a consistent estimator of b0. Also, by combining (B.1)–(B.4),
a consistent estimator of σ 2x is given by (2.8).
To get a consistent estimator of σ 2e , we have E(SSWyw) = E{

i

j w˜ij(eij − e¯iw)2} = σ 2e

i w˜i(1− δi). Hence,
E(MSWyw) = σ 2e .
Similar to (B.3), we can show that
V (MSWyw) =
2σ 4e

i
w˜2i

δ2i + δi − 2

j
w3ij


i
w˜i(1− δi)
2 −→ 0 asm −→∞.
Then, MSWyw
P→ σ 2e asm −→∞, i.e., MSWyw is a consistent estimator of σ 2e . We also have
E

i
ni(y¯iw − y¯w)2

= (b21σ 2x + σ 2u )

n−

i
n2i /n

+ σ 2e

i
niδi −

i
n2i δi/n

,
then E(MSByw) −→ c(b21σ 2x + σ 2u )+ σ 2e asm −→∞, where MSByw =

i ni(y¯iw − y¯w)2/(

i niδi −

i n
2
i δi/n). Similar to
(B.4), we can show that
V (MSByw) =
2
m
i=1
n2i (b
2
1σ
2
x + σ 2u + σ 2e δi)2

1− 2ni/n+ n−2
m
j=1
n2j


m
i=1
niδi −
m
i=1
n2i δi/n
2 −→ 0
as m −→ ∞. Then, σˆ 2uw in (2.9) is a consistent estimator of σ 2u . Finally, it is easy to show that E(X¯w) = µx and
V (X¯w) −→ 0 asm −→∞, i.e., X¯w is a consistent estimator of µx.
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