Let V denote an n-tuple of shifts of finite multiplicity, and denote by Ann(V) the ideal consisting of polynomials p in n complex variables such that p(V) = 0. If W on K is another n-tuple of shifts of finite multiplicity, and there is a W-invariant subspace K ′ of finite codimension in K so that W|K ′ is similar to V, then we write V W. If W V as well, then we write W ≈ V.
Introduction
An isometry V on a (complex) Hilbert space H is called a shift of multiplicity k when V is unitarily equivalent to the standard unilateral shift on ℓ 2 (N) ⊗ C k for some positive integer k. By the von Neumann-Wold theorem, V is a shift of multiplicity k if and only if ∞ j=0 V j H = {0} and dim ker V * = k. For the entirety of this paper, we fix an integer n ≥ 2. Given an n-tuple V = (V 1 , . . . , V n ) of commuting shifts of finite multiplicity, the annihilator of V is defined to be the polynomial ideal Ann(V) = {p ∈ C[x 1 , . . . , x n ] : p(V) = 0}, It is known from [17, Prop. 6.3] that Ann(V) is a non-trivial ideal and that it determines a variety of pure dimension 1. We briefly review these facts in Section 2.
Suppose that V and W are n-tuples of commuting shifts of finite multiplicity on Hilbert spaces H and K, respectively. If there exists a W-invariant subspace K ′ of finite codimension in K such that W|K ′ is similar to V, then we write V W. We say that V and W are virtually similar and write V ≈ W when W V and V W.
The finite multiplicity of the elements of V implies that V has a finite cyclic set. In particular, there exists a set {h 1 , . . . , h k } ⊂ H of least cardinality such that the subspace k i=1 {p(V)h i : p ∈ C[x 1 , . . . , x n ]} has finite codimension in H. We call k the virtually cyclicity of V, and denote it by κ(V).
For the case in which Ann(V) is a prime ideal, we show in Theorem 4. We remark that virtual similarity is stronger than necessary, and that 'virtual quasi-similarity' suffices. That is, it is sufficient that there exist injective operators X : H → K and Y : K → H intertwining V with W such that (ran X) ⊥ and (ran Y )
⊥ are finite dimensional. The remainder of this paper is organized as follows. In section 2 we set notation and establish some preliminary results. In particular, we show that every n-tuple of commuting shifts of finite multiplicity has a non-trivial annihilator. In section 3 we extend some results from [1] to provide a characterization of the H ∞ (R)-invariant subspaces of the vector valued Hardy space H 2 (R, X), where R is a sufficiently 'nice' sub-domain of a compact Riemann surface. The main results discussed above appear in section 4. In section 5 we comment on another notion of equivalence for n-tuples that we call virtual unitary equivalence, where the similarities appearing in the definition of virtual similarity are replaced by unitary maps. It is an open question, first essentially raised in [2] , whether virtually similar n-tuples are also virtually unitarily equivalent. We show that this is true in a special case.
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Preliminaries
We start this section by reviewing why n-tuples of commuting shifts of finite multiplicity are always 'algebraic', the proof of which is included for the readers convenience. Before this, we require the following result based on work in [3] . Here and afterward, D denotes the open unit disc in C. Proposition 2.1. Let V 1 , V 2 be a pair of commuting shifts of finite multiplicity. There exist relatively prime polynomials p(x 1 , x 2 ) and q(x 2 ) with the following properties.
(i) p(V 1 , V 2 ) = 0 and the zero set of p is contained in D 2 ∪ (∂D) 2 ∪ (C\D) 2 .
(ii) q has no zeros in the closed disc D.
(iii) The polynomial p is of the form
for some single-variable polynomials a 1 , . . . , a d .
The core of the proof can be found in [3, Thm. , where k = dim ker V * 2 , ζ is the coordinate function on D, and Θ is a matrix-valued inner function. Because dim ker V * 1 < ∞, it follows from [16, Thm. VI.3.1] that Θ has rational entries. There are clearly polynomials P (x 1 , x 2 ) and Q(x 2 ) such that det(w · I − Θ(z)) = P (w, z)/Q(z) and P (V 1 , V 2 ) = 0. It follows from [2, Thm. 1.20 ] that there is a non-zero polynomial p satisfying property (i) that divides P . Let q be such that property (iii) holds, and note that q divides Q. It is clear that Q has no roots on the closed unit disc, and therefore property (ii) holds.
Subsets of the form Z(S) are called algebraic varieties, and we refer the reader to [12] for more information on this topic. We recall in particular that if V is an irreducible algebraic variety and p is a non-trivial polynomial such that
Corollary 2.2. Let V be an n-tuple of commuting shifts of finite multiplicity. Then Ann(V) is non-trivial and dim Z(Ann(V)) = 1.
Proof. We apply Proposition 2.1 to
From repeated use of (1) we have that dim Z(p 1 , . . . , p n ) = 1 and therefore d = dim Z(Ann(V)) ≤ 1. If it were the case that d = 0, then there would be a non-zero single-variable polynomial q(x 1 ) ∈ Ann(V). But operators of the form q(V 1 ) are injective and so d = 1.
We collect additional information about Ann(V) in the following proposition.
Proposition 2.3. Let V be an n-tuple of commuting shifts of finite multiplicity. The following assertions hold.
(i) Ann(V) is a radical ideal.
(ii) Each irreducible component of Z(Ann(V)) has dimension 1.
Proof. Part (i) follows from the fact that V is a n-tuple of commuting subnormal operators. In particular, if V denotes the minimal unitary extension of V, then we have the identity
follows from [17, Lemma 3.1], which demonstrates that no irreducible component of Z(Ann(V)) has dimension 0. To prove (iii), we apply Proposition 2.1(i) repeatedly.
A finite Riemann surface is a subdomain R of a compact Riemann surface with the property that ∂R is locally a real analytic curve. In particular, ∂R is a finite disjoint union of topological circles. If the annihilator is a prime ideal, we can desingularize Z(Ann(V)) ∩ D n to a finite Riemann surface, the pertinent properties of which are summarized in the following proposition. For proof, we refer the reader to [2, Sec. 3] for the case of n = 2 and [17, Sec. 7.1] for n > 2. Proposition 2.4. Assume that Ann(V) is a prime ideal. There exists a finite Riemann surface R and a continuous proper map ξ from R onto Z(Ann(V))∩D n such that
(ii) ξ|R is holomorphic onto Z(Ann(V)) ∩ D n ; and (iii) there is a cofinite subset X of R such that ξ|(X ∩ R) is a biholomorphism onto its image and ξ|(X ∩ ∂R) is a diffeomorphism onto its image.
We note that ξ = (ξ 1 , . . . , ξ n ) is an n-tuple of analytic functions on R with unimodular boundary values. The associated multiplication operators on H 2 (R) are thus isometries. Of course, we also have that p • ξ ≡ 0 for each p ∈ Ann(V).
Denote by A(R) the algebra of continuous function on R that are analytic on R. We equip A(R) with the topology of uniform convergence on R and let A ξ (R) denote the closed unital subalgebra of A(R) generated by ξ 1 , . . . , ξ n . We identify the elements of A(R) with their boundary value functions on ∂R and thus view A(R) as a subalgebra of C(∂R).
The following result appears in [2] for the case of n = 2. We give here a different argument for n ≥ 2. In what follows, we set N 0 = N ∪ {0}.
Lemma 2.5. There exists a non-zero single-variable polynomial Q such that
Proof. If A ξ (R) has finite codimension in A(R), then the lemma follows from [7, Thm. 9.8] . Let C ξ (∂R) denote the closed unital * -subalgebra of C(∂R) generated by ξ 1 , . . . , ξ n . The map ξ separates all but a finite set of points of ∂R, and thus Re C ξ (∂R) has finite (real) codimension in Re C(∂R). From the commuting square of inclusion maps
, we deduce that A ξ (R) has finite codimension in A(R) if Re A ξ (R) has finite real codimension in Re C ξ (∂R).
Let j ∈ {1, . . . , n − 1}, and note that Corollary 2.1 provides single-variable polynomials a
. . , j n−1 ) ∈ S, ℓ ∈ Z}. In particular, Re C ξ (∂R) is the closed linear span of elements of the form Re (ξ n ) with (j 1 , . . . , j n−1 ) ∈ S and ℓ ∈ N 0 . We note that
) dn−1−1 and denote by δ the degree of r. For each (j 1 , . . . , j n−1 ) ∈ S and ℓ ∈ N 0 , there exists a polynomial b j1,...,jn−1,ℓ , of degree at most δ − 1 in the n-th variable and at most d j − 1 in the j-th variable such that
We conclude that Re A ξ (R) has at most finite codimension in Re C ξ (∂R).
We conclude this section by setting notation. All Hilbert spaces are assumed to be complex and separable. Given an n-tuple A = (A 1 , . . . , A n ) of operators on a common Hilbert space and β ∈ N n 0 , we set
The general linear group of a Hilbert space X is denoted by GL(X), and the unitary group of X is denoted by U(X).
Let R be a finite Riemann surface and fix a point x 0 ∈ R. We denote by H ∞ (R) the Hardy space of bounded analytic functions on R. For each analytic function f : R → X, denote by u f the least harmonic majorant of x → f (x) 2 . We denote by H 2 (R, X) the space of all X-valued analytic functions f for which u f (x 0 ) < ∞ and equip the H 2 (R, X) with the Hilbert space norm f = u f (x 0 ). Though the norm depends on the choice of x 0 , the associated topology does not. Let ω denote harmonic measure at
We identify H 2 (R, X) with a subspace of L 2 (∂R, X) via the boundary value map. For details about Hardy spaces of Riemann surfaces, we refer the reader to [14] .
Given f ∈ L ∞ (∂R), we denote by M f the operator of multiplication by f on L 2 (∂R, X). More generally, let Y be another Hilbert space and let Θ be a bounded (weakly) measurable B(X, Y)-valued function. We denote by M Θ the map L 2 (∂R, X) ∋ f → Θf .
Remarks on H ∞ -invariant subspaces
This section is devoted to adapting some results of [1] to the setting of finite Riemann surfaces. Most of the results we present here are straightforward modifications of analogous results in [1] that can be demonstrated with essentially the same proofs. In such cases, we simply state the result and refer the reader to the appropriate point in [1] . For this section, we fix a finite Riemann surface R and a point x 0 ∈ R. By [6, Sec. IV.5] there is an analytic covering map τ : D → R such that τ (0) = x 0 and a group G consisting of all analytic self-maps γ of D for which τ • γ = τ . We call G the deck transformation group of R and recall that R is homeomorphic to D/G when G is endowed with the discrete topology. Given a collection of functions F on D, we denote by
G denotes the set of all G-invariant bounded analytic functions on D. The main result of this section is a Beurling-type theorem for the 'pure'
where X is a Hilbert space.
We begin with a short discussion of analytic vector bundles over R. A family of Hilbert spaces over R is a topological space E together with a continuous projection p : E → R such that for each x ∈ R the fiber E x = p −1 ({x}) is a Hilbert space in the topology inherited from E. Given a Hilbert space X, a coordinate covering for E is a collection of pairs {(ϕ i , U i )} i∈I such that
(ii) ϕ i is a homeomorphism of U × X onto p −1 (U i ) for each i; and (iii) for each x ∈ R and U i ∋ x, the map ϕ
A family of Hilbert spaces E over R with a coordinate covering {(ϕ i , U i )} i∈I is called a vector bundle. In this case x → dim E x is constant on R; we call this constant the rank of the bundle. A transition map of the bundle is any map of the form
Observe that the transition maps take values in GL(X). The trivial bundle is the vector bundle R×X with the obvious projection map and the single element coordinate covering provided by the identity map of R × X.
Let E and F be vector bundles over R with fiber X. We say that a homeomorphism Λ from E onto F is a vector bundle isomorphism if for each x ∈ R the restriction Λ x = Λ|E x is a continuous linear isomorphism of E x onto F x . We say that a bundle is topologically trivial if it is isomorphic to the trivial bundle.
If each transition map x → (ϕ
is an analytic GL(X)-valued function, then E and the coordinate covering {(ϕ i , U i )} i are said to be analytic. The trivial bundle over R with fiber X is analytic in the obvious way. If F is an analytic vector bundle over R with fiber X and an analytic coordinate covering
} i∈I also provides an analytic coordinate covering for F . We say that an analytic vector bundle is analytically trivial is it analytically isomorphic to the trivial bundle. A coordinate covering for a vector bundle E with fiber X is called a flat unitary coordinate covering if the image of each transition map is contained in U(X), in which case E is called a flat unitary vector bundle. We note that the transition maps of a flat unitary coordinate covering are always locally constant, and thus every flat unitary vector bundle over R is also analytic. Let F be another flat unitary vector bundle over R with fiber X, and let {(ϕ i , U i )} i∈I and {(ψ j , V j )} j∈J be coordinate coverings for E and F , respectively. A vector bundle isomorphism Λ : E → F is a flat unitary vector bundle isomorphism if
} i∈I is also a flat unitary coordinate covering for F .
In contrast to analytic equivalence, there exist flat unitary vector bundles which are not equivalent as flat unitary vector bundles. To be more precise, let π 1 (R) denote the fundamental group of R, and write α 1 ∼ α 2 for α 1 , α 2 ∈ Hom(π 1 (R), U(X)) whenever there is a U ∈ U(X) such that α 1 = U α 2 (·)U −1 . One readily verifies that ∼ determines an equivalence relation on Hom(π 1 (R), U(X)). For the proof of the following theorem, we refer the reader to [10, Lemma 27].
Theorem 3.2. There is a bijection between Hom(π 1 (R), U(X))/ ∼ and the set of equivalence classes of flat unitary vector bundles over R with fiber X.
Recall that a finite Riemann surface R is a non-compact subdomain of a compact Riemann surface for which ∂R is locally an analytic curve. In particular, ∂R consists of a finite disjoint union of simple closed analytic curves. From this we easily find another finite Riemann surface R ′ ⊃ R such that R is a deformation retract of R ′ , implying in particular that R ′ and R have isomorphic fundamental groups. Given a vector bundle E ′ over R ′ with fiber X and projection p ′ , the space Let E be a flat unitary vector bundle over R with fiber X and a coordinate covering {(ϕ i , U i )} i∈I , and fix a point x 0 ∈ R. Given x ∈ U i ∩ U j and v ∈ E x , we note that (ϕ
We denote by Γ a (E) the linear space of analytic sections of E. Given f ∈ Γ a (E), and define
We note that h f (x) does not depend on which coordinate neighborhood of x we use, and that h f has a least harmonic majorant u f . The E-valued H 2 space of R is the Hilbert space H 2 (E) = {f ∈ Γ a (E) : u f (x 0 ) < ∞} with the norm given by f → f = u f (x 0 ). We denote by H ∞ (R) the set of all bounded analytic functions on R, and note that
to the analytic section gh. Let E and F be flat unitary vector bundles over R with fiber X. If Λ : E → F is a (uniformly) bounded analytic vector bundle isomorphism, then the operator 
. We now have the following result as corollary of Theorem 3.1 and Corollary 3.3.
Corollary 3.4. If E is a flat unitary vector bundle over R with fiber X, then there is a bounded analytic vector bundle isomorphism Λ from the trivial bundle
The group of deck transformations G for τ : D → R is a Fuchsian group of the second type that is isomorphic to π 1 (R) [6, §IV.5] . Associated with G is a connected set D 0 ⊂ D, which we choose to contain 0, with the following properties.
(i) The set ∂D ∩ D 0 consists of finitely many disjoint arcs in ∂D, and D ∩ ∂D 0 consists of finitely many arcs, each of which lies on a circle orthogonal to ∂D.
(
is a set of arc-length measure 0.
(iii) The map τ extends to a local homeomorphism from D = γ∈G γ(D 0 ) onto R. In particular, D/G is analytically equivalent to R and D/G is homeomorphic to R.
We refer the reader to [18, Ch. XI] for more on this topic. From properties (ii) and (iii) it follows that ∂R u dω = ∂D u • τ dm for all u ∈ L 1 (∂R). In this way, the map f → f • τ determines an isometric isomorphism from H p (R) and
, where e denotes the trivial representation of G.
Theorem 3.2 asserts that α determines an essentially unique flat unitary vector bundle over R with fiber X. Using a construction of such a bundle, the following theorem is deduced as in [1, Thm. 5].
Theorem 3.5. If α ∈ Hom(G, U(X)) and E is the associated flat unitary vector bundle, then
Applying Theorem 3.5 to Corollary 3.4 produces the following. 
For each Hilbert space X and each α ∈ Hom(G, U(X)) we fix a function Φ α as given by the preceding corollary. We remark that if Φ 
Proof. The proofs for (i)-(iii) are essentially identical to those found in [1, Prop 3.4], but we present a proof of (iii) to illustrate the role of pure invariance. We denote by ζ the coordinate function on ∂D. Suppose M ′ is not a pure
Thus M ζ |R ′ is a unitary operator and so R ′ is H ∞ (D)
We now present the main theorem of this section. The proof of this is essentially contained in the proof of [1, Thm. 11], but we sketch it here for the reader's convenience.
, and a B(Y, X)-valued weakly measurable function Ψ on ∂D with the property that Ψ(z) is an isometry for a.e. z ∈ ∂D, that (Ψ • γ) · α(γ) = Ψ for each γ ∈ G, and that 
Virtual Similarity
Let V and W denote n-tuples of commuting isometries on Hilbert spaces H and K, respectively. Recall that V W if there is a finite codimensional W-invariant subspace K ′ ⊆ K such that W|K ′ is similar to V. If W V as well, then we say V is virtually similar and write V ≈ W. The following is easily deduced from this definition. Proof. Let K ′ be a W-invariant subspace of finite codimension in K, and S : H → K ′ a boundedly invertible operator such that SV i = W i S for i = 1, . . . , n.
By Lemma 4.2, there is a Blaschke product B such that B(W
Thus V i is a shift if and only if W i is a shift. Plainly
If W i and W n are shifts of finite multiplicity, then W i B(W n )K has finite codimension in K, and it follows from (2) that SV i H has finite codimension in SH. That is, if each element of W is a shift of finite multiplicity, then each element of V is a shift of finite multiplicity. We also note that
If V i and V n are shifts of finite multiplicity, then W i B(W n )K ′ has finite multiplicity in K ′ . It then follows from (3) that W i B(W n )K has finite codimension in B(W n )K. Because f → B(W n )f is isometric on K, it follows that each element of W is a shift of finite multiplicity if and only if the same holds for each element of V.
Assume that W is an n-tuple of shifts of finite multiplicity, and note that B(W n )K has finite codimension in K ′ . Thus the V-invariant subspace
and so S −1 B(W n ) intertwines W and V. Because g → S −1 B(W n )g is one-to-one from K onto H ′ , we conclude that W V as well.
Recall that the virtual cyclicity κ(V) of V is the smallest positive integer k for which there exists a set of vectors h 1 , . . . , h k ∈ H such that k j=1 {p(V)h j : p ∈ C[x 1 , . . . , x n ]} has finite codimension. We note that if H ′ is a finite codimensional V-invariant subspace of H, then κ(V) = κ(V|H ′ ). Thus V is always virtually similar to an n-tuple that is both κ(V)-cyclic and virtually κ(V)-cyclic. We remark that a virtually cyclic n-tuple need not be cyclic. given by the equations V 1 (f, g)(z) = (zf (z), zg(z)) and V 2 (f, g)(z) = (zg(z), zf (z)). The (V 1 , V 2 )-invariant subspace M generated by any h ∈ H 2 (D, C 2 ) has codimension at least 1. Indeed, if h(0) = (a, b) ∈ C 2 is non-zero, then (b, −a) is orthogonal to M. In the case that h(0) = 0, then M ⊆ ζH 2 (D, C 2 ), where ζ is the coordinate function on the disc. Thus (V 1 , V 2 ) is not cyclic. Lemma 4.6. Let V and W be n-tuples of commuting shifts of finite multiplicity. If V W, then κ(V) = κ(W).
Proof. By Lemma 4.4, we have V ≈ W. Suppose V and W act on Hilbert spaces H and K, respectively. There is a finite codimensional W-invariant subspace K ′ ⊆ K such that W|K ′ is similar to V; say S ∈ B(H, K ′ ) is boundedly invertible and
β Sf i has finite codimension in H, and therefore κ(V) ≤ k. Because V ≈ W, a similar argument proves that κ(W) ≤ κ(V) as well.
The Special Case where Ann(V) is Prime.
Throughout this subsection we assume that Ann(V) is a prime ideal and set V = Z(Ann(V)). Let R be the finite Riemann surface and ξ the map from R onto V ∩ D n given by Proposition 2.4. Writing ξ = (ξ 1 , . . . , ξ n ), we note that ξ 1 , . . . , ξ n are unimodular on ∂R and thus determine isometric multiplication operators on H 2 (R, X) for any Hilbert space X. We abbreviate the n-tuple of multiplication operators (M ξ1 , . . . , M ξn ) by M ξ . Fix x 0 ∈ R and let ω denote harmonic measure at x 0 . Recall that A ξ (R) is the uniform closure in A(R) of the unital algebra generated by ξ 1 , . . . , ξ n . We require the following result, whose proof is contained in that of [2, Lemma 3.4] for n = 2 and [17, Lemma 7.18] for n > 2. Here we sketch the proof for the reader's convenience. Lemma 4.7. Let ν be a diffuse finite positive measure on ∂R and denote by W the n-tuple (ξ 1 , . . . , ξ n ) acting by multiplication on the L 2 (ν)-closure of A ξ (R). If W an n-tuple of commuting shifts of finite multiplicity, then ν ≪ ω.
Proof. Denote by A 2 ξ (ν) and A 2 (ν) the L 2 (ν)-closures of A ξ (R) and A(R), respectively, and denote by U the n-tuple (ξ 1 , . . . , ξ n ) acting on A 2 (ν) by multiplication. Note that A 2 ξ (ν) has finite codimension in A 2 (ν) and W = U|A 2 ξ (ν), Because ν has no atoms, U n has no eigenvalues. By Lemma 4.4, it follows that U i is a shift of finite multiplicity for i = 1, . . . , n.
We decompose ν as hdω + dν s , where ν s ⊥ω and h is a non-negative element of L 1 (ω). Because A(R) is a hypo-Dirichlet algebra [19, Lem. 1] , it follows from [4, Sec. 3] that every representing measure for the character f → f (x 0 ) on A(R) is absolutely continuous with respect to ω. Here we use the fact that ω is an Arens-Singer measure. By [9, Lem. II.7.4], there exists an F σ -set E of harmonic measure 0 such that ν s (∂R\E) = 0. Applying Forelli's Lemma, we find that χ E ∈ A 2 (ν), which is to say that
n )(∂D\ξ n (E)) = 0. As ξ n is piecewise smooth on ∂R and ω(E) = 0, it follows that ξ n (E) ⊆ ∂D has arc-length measure 0. That is, ν s •ξ −1 n is singular relative to Lebesgue measure on ∂D. By the Kolmogorov-Krein theorem for the disc
In the following, we denote by A(R, C k ) the linear space of all continuous functions f : R → C k that are analytic on R. If each component of f is an element of A ξ (R) as well, then we write f ∈ A ξ (R, C k ). We view both A(R,
Lemma 4.8. Assume that V has cyclic set of size k.
(i) There exists a k × k matrix-valued measurable function Γ on ∂R such that V is unitarily equivalent to M ξ |N, where
(ii) There exists a pure H ∞ (R)-invariant subspace of finite codimension in N.
Proof. Let V denote the minimal unitary extension of V to a Hilbert space H, and let h 1 , . . . , h k ∈ H form a cyclic set for V. There is a projection valued measure E concentrated on V ∩ (∂D) n , coming from V, such that
for i, j = 1, . . . , k. From this we readily deduce that each µ ij is absolutely continuous with respect to µ = i µ ii . We claim that µ ii has no atoms. Take w ∈ C n and note that µ ii ({w}) = E({w})h i 2 . Fixing v ∈ E({w}), we we find that for any β ∈ (N 0 ) n , ℓ ∈ {1, 2, . . . }, and g ∈ H,
Sending ℓ → ∞, we find that v is orthogonal to vectors of the formṼ * β g. As the set of such vectors is dense inH, it follows that v = 0 and µ ii has no atoms.
Because ξ sends a cofinite subset of ∂R homeomorphically onto a cofinite subset of V ∩(∂D) n , the pull-back measure ν ii = µ ii •ξ is well-defined and defuse. The restriction of V to β∈N n 0 V β h i is unitarily equivalent to M ξ restricted to A 2 ξ (ν ii ) and so, by Lemma 4.7, we have that ν ii ≪ ω. In particular, ν = i ν ii is absolutely continuous with respect to ω. Let Γ be given by (Γ 2 ) ij = dµji dµ • ξ dν dω for each i and j, and note that
Recall that there is a single-variable polynomial Q such that Q(θ n )A(R) is contained with finite codimension in [8, pg . 168]), we conclude that M is H ∞ (R)-invariant. It remains to show that M is pure invariant. Denote by U : N → H the unitarily equivalence given by assertion (i), and let R ⊆ M be a H ∞ (R)|M-invariant subspace on which each element of H ∞ (R) acts as a normal operator. Then M ξ1 |R is a unitary operator, whence V 1 |U R is unitary. But V 1 is a shift and therefore has no unitary summands. That is, R = {0} and M is pure invariant.
Let τ : D → R denote the universal covering map appearing in Section 3, and let G denote the group of deck transformations associated with τ . We set η = (η 1 , . . . , η n ) = ξ • τ and denote by A η (D) the closed unital subalgebra generated by η 1 , . . . , η n in the disc algebra A(D), and by
Lemma 4.9. There is a finite codimensional V-invariant subspace
Proof. Without loss of generality, we assume that V is also k-cyclic. By Lemma 4.8(ii), there is a V-invariant subspace R of finite codimension in H so that V|R is unitarily equivalent to M η |M where M is a pure 
Moreover, Ψ|∂D is a.e. isometric and thus k ≥ r = dim Y. With e 1 , . . . , e r denoting an orthonormal basis for Y, we set f i = ΨΦ α e i for i = 1, . . . , r. Because Proof. If V ≈ W, then it follows from Corollary 4.1 that Ann(V) = Ann(W), and from Lemma 4.6 that κ(V) = κ(W).
Assume that Ann(V) = Ann(W) and κ(V) = κ(W). By Lemma 4.9, there is an n-tuple of commuting shifts of finite multiplicity U, which depends up to similarity only on Ann(V) and κ(V), such that U V. By Proposition 4.4, it follows that U ≈ V. A similar argument shows that U ≈ W as well.
The General Case
If Ann(V) is not prime, then there exists a unique finite collection of prime ideals I 1 , . . . , I m with m > 1 such that Ann(V) = m i=1 I i and Ann(V) i =j I i for j = 1, . . . , m. We call these ideals the prime factors of Ann(V). For i = 1, . . . , m we set I i = j =i I j , and define the subspaces
Note that H i ⊆ H + i for each i. Because the ideals of C[x 1 , . . . , x n ] are finitely generated, the n-tuple V|H i has a finite cyclic set. By [17, Thm 6.2], each element of V|H i has finite multiplicity. 
Proof.
Observe that V|H j is an n-tuple of shifts, and therefore Z(V|H i ) has no 0-dimensional components [17, Lemma 3.1]. Because Z(I i ) is an irreducible variety of dimension 1, we have that Z(Ann(V|H j )) = I j , and (4) now follows from (5).
For the remaining assertions, it suffices to show that m j=1 H j has finite codimension. Recall that V n has finite multiplicity, and thus V has a finite cyclic set {h 1 , . . . , h k } in H. Because Z( I i ∩ I j ) is a finite set whenever i = j, the ideal m ℓ=1 I ℓ has finite codimension in C[x 1 , . . . , x n ]; say
Because each I i is an ideal, we have that
where d 1 , . . . , d n are the degrees of x 1 , . . . , x n in p, respectively. We call δ = (d 1 , . . . , d n ) the multi-degree of p. We now have Proof. Let p i ∈ I i and let p j ∈ I j for distinct i, j in {1, . . . , m}. Because Ann(V|H j ) = I j , it follows that ι(p j ) ∈ I j and thus that ι(p j ) · p i ∈ Ann(V). In other words, for h, h ′ ∈ H and δ the multi-degree of p i ,
That is, H i and H j are orthogonal.
has dimension 0, and thus I i + I i contains a non-zero single-variable polynomial p 0 (x 1 ). Because p 0 (V 1 ) is injective, we have that f = 0.
Let p ∈ I j for some j = i and denote by δ the multi-degree of p. Because Ann(V|H ℓ ) = I ℓ for each ℓ, we know that ι(p) ∈ I j . Thus, for f ∈ H
Thus 
Recall from Corollary 4.1 that virtually similar n-tuples have the same annihilator. In particular, virtually similar tuples have annihilators with the same prime factors.
Theorem 4.14. Let V and W be n-tuples of commuting shifts of finite multiplicity on Hilbert spaces H and K, respectively. We denote by I 1 , . . . , I m the prime factors of Ann(V), and set
The following assertions are equivalent.
Proof. Assume (ii). As above, we set H j = clos{p(V)h : p ∈ I j , h ∈ H} and K j = clos{p(W)g : p ∈ I j , g ∈ K} for j = 1, . . . , m. Because Likewise, we find that W V.
Conversely, we assume (i) and note that Ann(V) = Ann(W) by Corollary 4.1. Let K ′ be a finite codimensional W-invariant subspace of K and let S ∈ B(H, K ′ ) be a boundedly invertible operator such that SV j = W j S for j = 1, . . . , n. 
Before ending this section, we remark that assertion (i) of Theorem 4.14 can be weakened as follows. Let V and W be n-tuples of commuting shifts of finite multiplicity on Hilbert spaces H and K, respectively. Suppose there are injective linear maps X ∈ B(H, K) and Y ∈ B(K, H) such that dim(ran X) ⊥ < ∞, dim(ran Y ) ⊥ < ∞, and
Then we say that V and W are virtually quasi-similar. It is evident that virtual similarity implies virtual quasi-similarity. The converse is also true. Proof. Let X and Y be as above. If p ∈ Ann(W), then 0 = p(W)X = Xp(V). As X is injective, it follows that p ∈ Ann(V). In a similar fashion, we see that Ann(V) ⊆ Ann(W) as well. Let I 1 , . . . , I m be the prime factors of Ann(V), and set
codimension in H i . This implies that k j=1 β∈N n 0 W β Xf j has finite codimension in K i , and therefore κ(V|H i ) = k ≥ κ(W|K i ). By a similar argument, we conclude that κ(V|H i ) ≤ κ(W|K i ) as well. The proposition now follows from Theorem 4.14.
Virtual Unitary Equivalence
We say that two n-tuples of commuting shifts are virtually unitarily equivalent if each tuple is unitarily equivalent to a finite codimensional restriction of the other. Fix an n-tuple V of commuting shifts of finite multiplicity for which Ann(V) is prime and set k = κ(V).
Question A : If W is a virtually k-cyclic n-tuple of commuting shifts of finite multiplicity and Ann(V) = Ann(W), is W virtually unitarily equivalent to V?
For k = 1, the answer to Question A is 'yes', as shown for n = 2 in [2] and n > 2 in [17] . The question remains open in general for k > 1. We compare Question A with the following related question, where G and R are as in Section 4.1.
That is, T is multiplication by Ψ = Θ · (Φ α ) −1 . The claim now follows from the fact that T is isometric. Because M = ran T has finite codimension, Question B is answered in the affirmative.
It is easily seen that Lemma 4.4 remains true when 'similarity' is replaced by 'unitary equivalence'. To answer Question A in the affirmative, it therefore suffices to finite a matrix-valued inner function Ψ ′ with the property that
That is, an affirmative answer to Question B provides an affirmative answer to Question A.
While the answer to either Question A or B is not known in general, we can provide an affirmative answer to Question B if we restrict to representations of G with commutative image. In particular, if G is a commutative group, then Question A has an affirmative answer for any k. To demonstrate this, we require some additional results, which are based on [2, Sec. 4] and [13] .
Fix representative curves K 1 , . . . , K L for the generators of the fundamental group of R with base point x 0 . By the Hurewicz theorem, these curves also provide a basis for the first singular homology group of R with integer coefficients. Through the isomorphism of G with the fundamental group, there are generators γ 1 , . . . , γ L ∈ G such that the curve K j is covered by a curve D beginning at 0 and ending at γ j (0) for j = 1, . . . , L.
Denote by ω x the harmonic measure for evaluation at x ∈ R, and recall that ω = ω x0 . By Harnack's inequality, the measures ω x and ω x0 are mutually absolutely continuous. We set
and record a few theorems from [13] that we require. We call A(ν, ∆) the period matrix of ν and D. Given a subset U of ∂R, we denote by χ U the characteristic function of U . Before we construct the matrix-valued inner function appearing in Question B for the case wherein α has commutative image, we first construct an analogous scalar-valued inner function. Proof. Given complex numbers c 1 , . . . , c k , we denote by diag(c 1 , . . . , c k ) the diagonal matrix with entries c 1 , . . . , c k . The matrices α(γ 1 ), . . . , α(γ L ) commute, and thus we assume that there are a 
