Abstmct.-In this article. 1 first describe some recent developments in the ideiitification of the structure of dependencies among variables in inultivariate data relevaiit to exploratory path analysis. 1 then introduce a bootstrap modification of one important method (the SGS algorithm) that is designed to improve error rates of exploratory path analysis in the mal1 data sets that are typical of studies in ecology and evolution. Monte Carlo results indicate that this modified technique can find path inodels that are close to the true model even in very sinall data sets. The bootstrapped SGS algorithm is then applied to a previously published data set involving attributes affecting seed dispersa1 in St. Lucie's chel-ry.
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THE AMERICAN NATURALIST the patterns of correlation and partial correlation within the data. As such, these algorithms are applicable to exploratory path analysis, and these algorithms have been implemented in the TETRAD 11 program (Scheines et al. 1994) . Unfortunately, these algorithms require sample sizes (often >1,000) that are far larger than those that are realistically available to researchers in ecology and evolution. In this article, 1 describe how a marriage of bootstrapping and the SGS algorithm of Spirtes et al. (1993) can partially circumvent these problems of sample size. 1 then explore the error rates of this bootstrapped SGS algorithm using Monte Carlo techniques. Finally, 1 apply this bootstrap method to an actual biological data set with properties typical of those found in ecological and evolutionary studies.
Because this article considers only static models, 1 limit myself to cases in which cyclic relationships, for instance, feedback loops, are excluded. 1 also (partially) limit myself to cases in which the patterns of covariation can be recreated without recourse to other, unmeasured (latent) variables, although Spirtes et al. (1993) have developed algorithms for such cases. Finally, the class of models considered here are linear in their parameters and have normally distributed errors. Clearly, not al1 biological phenomena can modeled within such coilstraints, but many can. Under these conditions, each pair of attributes can have three types of relationships: the first is dependent on the second, the second is dependent on the first, or the two are independent of each other.
To understand the daunting discovery problem that has been posed, consider that a model involving only 12 variables is buried somewhere among approximately 5 X 10'' other potential acyclic path models (Hilary and Palmer 1973) . Even a data set involving as few as five variables implies a huge number of possible path models.
Once a particular model has been proposed, a number of well-established procedures exist to fit and test it, a number of commercially available programs are available to carry these out (e.g., Joreskog and Sorbom 1984; Bentler 1992) , and there is even an Internet discussion group devoted to such procedures (semnet@ualvm.ua.edu). The more challenging problem for the biologist is not in testing the model but rather in finding models that are worth testing. The problem is even more complicated than is assumed by many users of structural equations modeling because the testing of such models often represents a curious inversion of standard statistical practice. When structural equations models are tested, the null model that one is trying to reject is often the model that the researcher believes (or hopes) to be the correct one. Thus, the failure to reject a model is often interpreted (implicitly or explicitly) as good evidence in favor of it. However, there are usually many other models that would also pass the standard statistical tests, perhaps even better than the model proposed, if only these alternative models had also been tested. Thus, the degree to which a failure to reject a model can be construed as evidence in favor of it depends on how many other models could also provide an acceptable fit without violating known biological facts and also on whether any of these alternative models can provide a better fit than the model tested. This emphasizes the need for methods that can systematically search for alternative models.
Before describing these methods, 1 should address some potential criticisms of such "exploratory" analyses. Some authors (Steiger 1990) , including biologists (Kingsolver and Schemske 1991; Mitchell 1992) , have voiced the opinion that structural equations modeling should be restricted to the hypothesis-testing mode and that exploratory attempts to search for models should be discouraged. Clearly, if the original purpose for posing a particular model is to determine its validity, then adjusting it post hoc is illogical. Note, however, that implicit in this approach is the assumption that the phenomenon being modeled is secondary to its explanation; the object is not really to model the phenomenon but rather to determine whether one's preferred explanation for its structure is correct. This is an unnecessarily restrictive view. There are very few phenomena in ecology that are so well known that their prediction and quantitative description are not needed and whose explanatory theory is so well developed that precise a priori structural models can be developed without any exploratory input. On the other hand, if by "exploratory" one means simply guessing at different models until one is found that has a nonsignificant x2 statistic, then the criticism is well founded. This is because there is almost always more than one model (and very often many models) that would produce a nonsignificant x2 statistic when tested against a data set. A systematic search procedure that can be shown to have a good chance of identifying the copect model is necessary. Glymour et al. (1987) and Spirtes et al. (1993) provide extensive philosophical and statistical justifications for such exploratory studies.
A somewhat analogous situation exists in the more familiar regression context. Consider the following typical example. A researcher collects data on basal metabolic rate and body size in a large number of animal species, then fits a straight-line regression to the natural logarithms of these two variables. If the objective of the study is to test some substantive a priori theory that predicts the allometric slope to be, say, 0.63, then one simply tests the regression slope against this value and either rejects the hypothesis or fails to reject it. Here, the purpose is not to quantify or predict the relationship but rather to test a theoretical explanation for it. The phenomenon is secondary to its explanation. Historically, the study of the scaling of body size and basal metabolic rate proceeded very differently. The objectives were to quantify the relationship between the two variables and to obtain the most likely values for the allometric slope. In practice, the straight-line equation that best explained the observed variation in basal metabolic rate was obtained, after which the expected value of the slope and its confidence intervals were calculated. This scaling phenoinenon has now been sufficiently well established so that a priori explanations may now be developed. To insist that a regression should never be done except to test an a priori hypothesis concerning its slope (except for the necessary null hypothesis of independence) would have prevented the study of allometry from even beginning.
The example given above is, in fact, a problem of discovery. Of al1 the straight-line equations that could be chosen, which one best accounts for the observed variation in basal metabolic rate in the data at hand? In the case of simple regression, this discovery problem is trivial because an analytic discovery "algorithm" exists: the best line is the one that passes through the grand means of the two variables and minimizes the residual sums of squares of the dependent variable.
When more than two variables are involved, the discovery problem is more difficult. For example, with three variables we require a structure (i.e., a pattern of dependent and independent variables) that can best account for three variantes and three covariances. With three variables there are only 25 different acyclic models, and an exhaustive search could be done. However, as mentioned previously, the number of alternative models explodes geometrically as the number of variables increases. Figure 1 gives one particular structure involving five variables. For convenience, the variables are standardized so that figure 1 is a path model whose parameters are in units of standard deviations from the mean. If we collect data on these five variables in a group of species but do not know that the relationships between these variables are as shown in figure 1, then we have the problem of discovering this structure among a total of approximately 59,000 possible models. Once a particular model has been proposed, then the structure can be tested since any structural model makes predictions about the variances and covariances among its variables in the statistical population. If the only differences be-tween the variance/covariance matrix of the data and that predicted by the model are due to independently and normally distributed random errors, then these deviations between observed and predicted values will asymptotically follow a x2 distribution with appropriate degrees of freedom given multivariate normal data (Bollen 1989) . Thus, we can objectively decide whether to reject any model we propose by referring to a X' distribution. Few biologists are aware of this fact. The few biologically oriented statistics books that discuss path analysis do not even mention such a crucial step in the development of such models (Li 1975; Sokal and Rohlf 1981) .
Let us return to the analogy with least-squares regression. Analytic procedures are available both for testing the a priori hypothesis, say, that the analytic slope is 0.63 and for obtaining the least-squares regression line and its confidence intervals in the absence of an a priori hypothesis. With structural equations models, the analytic machinery exists only for the first (hypothesis-testing) mode since the structure must be hypothesized before the model can be fit and tested. Therefore, we face both a practical problem and a psychological danger to the discovery problem in the context of structural equations modeling. The practical problem is that an exhaustive search of approximately 59,000 different models is unrealistic even on very fast computers. The default approach is often to fa11 back on a combination of intuition, reference to previous knowledge, or perhaps analogy with similar systems when formulating models to be tested. A common way of choosing models for testing seems to begin by saying, "If 1 were God and the world were a machine, then this is how 1 would construct it." Since few of us are omniscient and the world is not really a machine, such "search" methods based on analogy are so inefficient that one is faced with the psychological temptation of stopping as soon as one finds a model that "passes the test" without determining how many other models could also do so. Indeed, one may, in exasperation, retain a model that does not pass the test by arguing that it nonetheless captures the essential aspects of the process even if it is wrong in its details. It is equally tempting, if one is interested in testing a theoretically inspired model, to conclude that the theory is correct if the model passes the test without first determining how many other models (which would nonetheless contradict the theory) could also pass the test. Although Satorra and Satis (1985) have shown how one can determine power in structural equations modeling against a specified alternative model, no method exists when comparing the model against many unspecified models. In analogy with simple regression, in structural equations modeling we need an efficient method that can identify the best model(s) based on our data and in reference to a goal, then sketch out the "confidence limits" of alternative models that are also consistent with the data.
It would be nice if an analytic solution existed to this general discovery problem in the same way that the least-squares solution provides an analytic solution to the discovery problem in simple linear regression. A small number of search algorithms have been developed based on rather restricted conditions (Glymour et al. 1991 ), but recently a search algorithm, called the SGS algorithm, has been published by Spirtes et al. (1993) that is applicable to any acyclic model without latent variables. A modification of this algorithm that is slightly more error prone but less computationally demanding, called the PC algorithm, forms the basis of the BUILD procedure of the TETRAD 11 program (Scheines et al. 1994 ). This article is concerned with cases in which the number of observations in the data set are small, which therefore limits the size and complexity of the models that can be fit (Bollen 1989) . 1 therefore use the SGS algorithm, although the Monte Carlo studies of Spirtes et al. (1993) suggest that the error rates using the PC algorithm would not be much different. Since the SGS algorithm is also the basis for the method described in this article, it will be intuitively described later. The algorithm, however, is guaranteed to give the correct solution only when certain assumptions hold, one of which is that no incorrect statistical decisions are made while applying the algorithm. The statistical decisions, in the context presented in this article, involve the presence or absence of partial correlations of various orders, and so the algorithm is only asymptotically correct as sample size approaches infinity. In practice, the minimum sample size required depends on how close the true values of any (partial) correlations in the population are to O (which, of course, we do not know). For example, if the true value of a particular correlation is 0.05, perhaps because alternate paths between two variables almost cancel each other out, then one would require 1, 531 df to be able to distinguish it from independence at a 5% significance level. Because of this, the SGS algorithm requires much larger sample sizes than are usually available in ecological studies to identify the "true" structure reliably. Here, 1 develop an elaboration of the SGS algorithm that improves its ability to identify alternative models in data sets whose sample sizes are more typical of those found in ecology. It is a method that explores the statistical dependencies that exist in a data set and identifies those structural relationships between variables that are consistent with such dependencies.
PRELIMINARY DEFINITIONS
Following Spirtes et al. (1993) , 1 define an "undirected edge" as a statistical dependency (specifically, a partial correlation in this article) between two variables that exists conditional on every posible set of other variables in the model. 1 symbolize an undirected edge as a line between the two variables that does not pass though any other variable. A "directed edge" is an edge in which the dependent and independent variables have been specified; this is symbolized as an arrow going from the independent to the dependent variable. A "path" between two variables is a set of edges linking the two variables. An undirected "graph" is the set of undirected edges that specify the patterns of statistical dependence in the model. A directed graph consists only of directed edges, and a partially directed graph can have a combination of directed and undirected edges. An "acyclic" graph is one that has no feedback loops. Finally, a path model is a parameterization of an acyclic directed graph. A more complete and precise set of definitions relevant to the SGS algorithm can be found in Spirtes et al. (1993) .
Any structural model makes predictions concerning the presence or absence of independence relationships that should exist in the data if the model is correct. These predictions depend only on the pattern of the directed edges in the model and not on the actual values of the path coefficients (Glymour et al. 1987) . For instance, the model in figure 1 predicts, among other things, that none of the correlations among the five variables should be O in the statistical population but that a series of "zero partial correlations" should exist. Thus, the partial correlation between A and C, conditioned on B @(A, C)IB), must be O in the statistical population if the model is correct; this is true regardless of the actual (nonzero) values of the path coefficients linking these three variables. In particular, there are 10 correlations, 30 first-order partials, 30 second-order partials, and 10 third-order partials among the five variables, and only the following are predicted to be O by the model in figure 1:
Note that in a finite sample from the statistical population, the measured correlations will generally deviate from the true values because of sampling variation, and one must therefore make statistical inferences concerning whether an observed correlation is sufficiently small to be considered O. By comparing the pattern of zero correlations and zero partial correlations in the data with those predicted by alternate structural models, it is possible to search the space of possible models for those whose predicted patterns of covariation best agree with those in the data. Two practica1 problems arise with such an approach. First, the number of alternative structures is generally so large that an exhaustive search is impossible; thus, we require an efficient search algorithm that can exclude most potential structures without explicitly evaluating al1 of their correlations of various orders. The SGS algorithm accomplishes this goal for the small sample sizes considered in this article, and the PC algorithm does this for much larger numbers of variables. Second, we require a procedure that is relatively robust to incorrect statistical inferences concerning whether the true value of an estimated correlation is O; this is particularly important for small sample sizes. The SGS algorithm is not particularly robust to this problem (thus the requirement for very large sample sizes). A modification, described here, increases the robustness of the SGS algorithm and thus makes it useful for smaller data sets.
The SGS algorithm consists of two stages: the identification of the topology of the structure without regard to the direction of edges (the undirected graph), and then the determination of the direction of some or al1 of the undirected edges.
Stage 1: The Final Undirected Dependency Graph The first stage begins by forming a complete undirected graph, that is, an unparameterized model in which there is an undirected edge between each pair of variables. If the full correlation between any two variables is judged to be O (Le., if the null hypothesis that the correlation between the two variables is unconditionally O cannot be rejected at the specified significance level), then the edge is removed (the graph is "thinned"). Next, for every undirected edge that still exists in the graph, al1 of the first-order partial correlations are tested between the two variables that form the edge, conditioned in turn on each of the other variables still in the graph. If any of the first-order partials between two variables are judged to be O, then the edge between the two variables is removed. The process is repeated for increasing orders of the partials until no more edges can be removed. This forms the final undirected graph that contains an edge between two variables if, and only if, the two variables have a statistical dependency that cannot be explained by any set of other measured variables. Since this article concerns path models (which do not assume any unmeasured common causes between measured variables), if two variables have an edge between them in the final undirected dependency graph, then there is a direct causal link between them.
This first stage of the SGS algorithm, and its resulting final undirected dependency graph, also occur in the CI and FCI algorithms of Spirtes et al. (1993) , which include the possibility of unmeasured common causes ("latent" variables). Thus, an edge between two variables in the final undirected dependency graph could also indicate a common unmeasured cause of the two variables. If, however, there was an unmeasured common cause for more that two measured variables, then each of the measured variables would share an undirected edge with each of the other measured variables that are caused by this unmeasured variable.
Stage 2: Orientation of Edges
The second stage of the SGS algorithm involves the orientation of the undirected edges. The determination of which in a pair of variables with an undirected edge in this final graph is the dependent and which the independent variable can be established under certain cases. An orientation of the final undirected dependency graph requires a pattern called an "unshielded collider." An unshielded collider is a triplet of variables X, Y, Z such that the pair X, Y and the pair Y, Z each have an undirected edge between them but in which there is no edge between X, Z. For each such triplet of variables in the final undirected dependency graph, Y is dependent on both X and Z if the partial correlation between X and Z is not O when conditioned on Y plus any subset of the other measured variables. Once some edges have been directed, then the direction of further edges can also be determined. The final result is an acyclic partially directed graph that specifies the set of acyclic directed graphs that are consistent with the correlational structure of the data, as judged by the significance level chosen in making the statistical decisions. The final graph can therefore change as the significance level is changed. Proofs of the asymptotic correctness of each of these stages is given in Spirtes et al. (1993) .
In the SGS algorithm, one must simultaneously decide whether to accept or reject many null hypotheses of independence and thus simultaneously to run the risk of making Type 1 or Type 11 errors. Because of this, the term "rejection level" might be more appropriate than "significance level." As the sample size increases, the power of the statistical tests increases, and there is little risk in committing these errors, but in realistic sample sizes in ecology, the risk can be nontrivial. In smaller data sets it is easy to generate artificial data whose structure the SGS algorithm will miss and in which none of the altemative models suggested by the SGS algorithm actually fit the data well.
Besides the discovery algorithms of Spirtes et al. (1993) , a few other methods have been developed to improve the fit of an initial model. The Lagrange multiplier (LM) test and the Wald tests in the EQS program (Chou and Bentler 1990; Bentler 1995) are based on the fact that the change in the maximum-likelihood x 2 statistic for nested structural equations itself follows a x2 distribution if the added (LM test) or deleted (Wald test) paths do or do not significantly improve the fit. A similar approach is taken with the modification indexes of LISREL IV (Joreskog and Sorbom 1984) . The Monte Carlo studies of Spirtes et al. (1990 Spirtes et al. ( , 1993 have shown just how poorly these modification indexes are able to identify the correct model even if the procedures are applied to a correct submodel. The SGS algorithm performs quite well when samples sizes are sufficiently large that the sample variance/covariance matrix is very close to the population variance/covariance matrix. At smaller sample sizes, the error rates are too high to be useful. For instance, at a sample size of 100, the SGS algorithm typically misses from 40% to 80% of the edges in the true models, depending on the complexity of the model. Furthermore, the orientation stage of the algorithm is much more error prone than is the first stage .
To improve the performance of the SGS search procedure at small sample sizes, 1 replace the sample data set with a large number of bootstrap samples, obtained by sampling with replacement from the empirical data (Efron 1982) . The SGS algorithm is applied to each bootstrap sample. The final result is a set of bootstrapped acyclic partially directed graphs. The average number of edges that occur per bootstrapped graph and the relative frequency with which each potential edge occurs in a large set of bootstrapped samples are counted. Because of the increased risk of making incorrect statistical decisions in these small data sets, the graphs suggested by the SGS algorithm will vary from one bootstrapped sample to the next. However, the deviations from one graph to the next will be greatest in those edges whose presence or absence is due to sampling variation, while those edges that exist in the statistical population will reoccur more consistently.
As an example, figure 2 shows the output of the first 10 bootstrapped samples of a small (n = 30) artificial data set generated according to the model in figure  1 , with each edge having a value of 0.5 (thus, moderate effects). As can be seen, there is substantial variation from one graph to the next due to the different statistical errors that are made by the SGS algorithm on these small data sets. However, the edges found in the true structure occur more frequently than the others, while the incorrect addition or deletion of edges tends to fluctuate randomly from one graph to the next. Table 1 gives the relative frequency of each undi- rected edge over these 10 graphs (the summary graph). There was an average of 5.1 edges per graph, and the five most frequent edges in table 1 are the five that actually occur in the true model.
Note from figure 2 that the direction of edges varies more frequently, and is more frequently wrong, than the simple presence or absence of edges. Monte Carlo simulations, reported later, verify the original conclusion of Spirtes et al. (1993) that the algorithm is more stable in its ability to identify the topology than in its ability to determine directions. 1 have found that with simulated data sets of less than about 200 observations, the determination of edges is not reliable even in the bootstrapped version of the algorithm. This is because the orientation of edges can be strongly affected by errors in the first stage of the algorithm. As figure 2 shows, most of the bootstrapped final graphs contain at least one error; it is only after averaging over many bootstrapped graphs that the error rates decrease. Yet even the identification of the undirected graph represents an enormous reduction in the number of alternate graphs that must be considered. Thus, stage 2 of the SGS algorithm is not used in this bootstrapped version. Instead, 1 generate al1 unique acyclic path models implied by the final undirected dependency graph that are judged to be nonsignificant when tested against the original data set, as determined by the usual maximum-likelihood ratio x2 statistic.
This approach produces a set of alternate models that cannot be rejected given the data. This set does not include al1 such models-in general, many more appear in these small data sets, especially if models including nonsignificant edges are included. Furthermore, there is no analytic certainty that the "true" model will belong to this set with a specified probability in contrast to a true confidence interval. However, Monte Carlo trials (described later) show that the true rnodel will belong to this set in many cases, and when it does not, most of the edges in the true model will occur in this set. Furthermore, because the models obtained are generally "close to" the true model except for small misspecifications, the model modification indexes found in commercial computer packages may be able to identify the misspecifications. As an alternative, the SEARCH procedure of TETRAD 11 (Scheines et al. 1994 ) can be used, since Spirtes et al. (1993) show this algorithm to be much more reliable than the other modification indexes.
T H E EPA PROGRAM My procedure is implemented in a FORTRAN program called EPA (Exploratory Path Analysis; available from the author). After specifying the number of bootstrap iterations and the rejection levels to be used in the first stage of the SGS algorithm, the program proceeds as follows. For each iteration, a bootstrap sample of the original data set is obtained by randomly sampling with replacement from the data set, keeping the total size constant. The RAN3 uniform random generator of Press et al. (1986) is used. The first stage of the SGS algorithm is then applied to this bootstrap sample at the chosen rejection level to obtain the final undirected dependency graph. The chosen rejection level is the one that produces at least some path models that cannot be rejected without sug-gesting models with nonsignificant path coefficients, although this choice is a somewhat subjective one. After this final undirected dependency graph is obtained for a given bootstrap sample, the procedure is repeated for another bootstrap sample. After a large number of bootstrap samples have been analyzed (300 are generally sufficient to get stable results), the relative frequency with which each possible edge occurred and the average number of edges per graph are determined. The user can then decide which edges are likely to be in the true undirected graph based on the relative frequency of the edges, the average number of edges per graph, and any prior information about the phenomenon that may exist. Finally, al1 acyclic completely directed graphs contained within it are fit to the data using the Bentler-Weeks model (Bentler 1995) , and the model variance/covariance matrix is obtained. Although the parameter estimates are usually obtained using maximum-likelihood techniques, the EPA program uses least-squares methods, based on the singular value decomposition. This is because for the models considered here (i.e., linear models with continuous variables and normally and independently distributed errors), the maximum-likelihood and least-squares fits are equivalent (Eliason 1993) , and the least-squares method overcomes the potential convergence problems that could occur in these bootstrapped data sets. Finally, the predicted variance/covariance matrix of each model is compared with the variance/covariance matrix of the original data (not the bootstrapped data) using the maximum-likelihood x2 statistic. If the probability of obtaining this statistic is greater than the chosen significance level, then the graph is printed along with its probability level and maximum-likelihood x2 statistic. Finally, the user can exclude from consideration models that contain particular edges or directions. For instance, if two variables are time ordered, then one would want to exclude any model in which the variable that comes first in time is dependent on the variable that comes second. Similarly, if a variable is logically dependent on a second, then such a constraint can be imposed. Finally, one can impose constraints if there is substantial evidence, from other studies, a direct relationship exists between two variables. Note, however, that the requirement is there is not simply a relationship but a direct one (i.e., a relationship that is not mediated though any other variable in the model).
The method is explicitly empirical and exploratory in nature. The purpose is to determine what sort of structure is implied by the data and which alternative models are consistent with the data. The procedure is intended for cases in which the objective is not to test a preexisting model but rather to develop models whose subsequent testing will be based on independent data. The method is also useful as an adjunct to hypothesis testing, in which the researcher who has failed to reject an a priori hypothesis wants to know which, if any, other models are also consistent with the data. The result is a set of models, al1 of which will pass the usual maximum-likelihood x2 test.
MONTE CARLO STUDIES OF ERROR RATES

The Effect of Sarnple Size
The first question posed is whether those undirected edges that are in the true model occur at a higher frequency in the bootstrapped graphs than those undi-rected edges that are absent in the true model (Le., the ability of the procedure to find the true topology). To answer this, 1 generated data sets based on the path model in figure 1 with al1 path coefficients equal to 0.5. The error structure was produced using the GASDEV random normal generator subroutine of Press et al. (1986) . Each data set was bootstrapped 300 times. Figure 3A shows the distribution of the relative frequency of the two sorts of undirected edges over 100 data sets when each data set contained 30 observations (a very small sample size). In general, if an undirected edge exists in the true graph, it will also occur in a large proportion of bootstrap graphs: 85% of al1 true edges had a relative frequency of at least 0.5 (Le., they occurred in at least 50% of the bootstrapped graphs), and almost 60% had relative frequencies of at least 0.8. If an undirected edge does not exist in the true graph, then the edge will not occur in a large proportion of the bootstrap graphs; 75% of the incorrect edges had a relative frequency of <0.5, and almost 60% had relative frequencies of <0.3. Figure 3B and C shows the results obtained from the same true graph when 50 and 100 observations per data set were used. As might be expected, as the sample size increases, the frequency with which true edges occur in the bootstrapped graphs increases, while the frequency of those edges not in the true graph occurring in the bootstrapped graphs decreases. Thus, the relative frequency of occurrence of an undirected edge in the bootstrapped samples is a good (but not infallible) indication of its occurrence in the true graph. At a sample size of 100, only 5% of edges not in the true graph occurred in the bootstrapped samples with a relative frequency of at least 0.5, while 98% of edges that were in the true graph occurred in the bootstrapped samples with a relative frequency of at least 0.5. Figure 5 shows the relative frequencies of edges that do, and do not, occur in the true graph at sample sizes of 50 observations per data set, for the different models shown in figure 4. In each model, the total number of variables are the same, and the values of the path coefficients are similar; only the structure of the independence relationships change. The same general result is again found: edges that exist in the true structure generally occur in a much greater percentage of the bootstrapped final undirected graphs than edges that do not occur in the true structure. Nonetheless, it appears that the relative frequencies of the two types of edges is somewhat affected by the topology of the model.
TIze Effecr of Model Str~icture
Tlze Effecf of the Strerzgth of Patlz CoefJicients
The strength of the relationships in the true graph also affects the ability of the bootstrapped SGS algorithm to accurately recover the topology. Figure 6 shows the results for three models having the same structure ( fig. 1 ) but different values of the path coefficients; al1 models had 50 observations per data set. These three models were chosen to represent the extremes likely to be encountered in empirical studies. Figure 6A shows the results when al1 path coefficients equal 0.3; thus, the true correlations are al1 5 0 . 3 , with some <O. 1. With such weak relationships, there is substantial overlap in the relative frequencies of correct and incorrect edges in the bootstrapped graphs. As might be expected, the ability to differentiate between true versus nonexistent edges decreases as the strength of the relationships decreases. This means that one is more likely to miss true edges and to add false edges. Nonetheless, edges with high relative frequencies (20.8) are very likely to be in the true graph, while few bootstrapped graphs have false edges with such high frequencies.
The second model ( fig. 6B ) has al1 path coefficients equal to 0.5 and represents the case of moderate correlations, varying from 0.5 to 0.25. This is the model already explored in the previous section. There is now a good separation between true and false edges. The third graph has al1 path coefficients equal to 0.9 except for those leading into variable E, whose values are 0.6. This graph represents the case in which al1 variables are strongly correlated (varying from 0.97 to 0.6). Here, there is almost no overlap between the two types of edges and therefore very little risk of drawing an incorrect conclusion.
The bootstrapped SGS algorithm can nonetheless have problems when the correlations are extremely strong among many variables. Using data generated from the model shown in figure 7 , for instance, the algorithm consistently excludes the edges between variables B and C and between variables B and D. This is because the extreme collinearity results in some partial correlations being close to 0 in the statistical population. For instance, the population value for the partial correlation between variables B and C, conditioned on variables A and E, is only 0.08. Thus, even in data sets with quite large sample sizes, the algorithm could erroneously conclude that this partial is 0 and remove the edge between variables B and D (the same result applies for variables B and C). Note that this 6.-The proportion of edges having a given relative frequency after 300 bootstrapped
. .
samples that actually do (solid histogrmus) or do not ( e i q~Q lzistograiizs) exist in the true graphs whose structure is shown in figure 1 , based on a satnple size of 50 observations per data set. The first histogram results when al1 path coefficients equal 0.3, the second histograin results when al1 path coefficients equal 0.5, and the final histogram results when the first three paths (lej't to right) equal 0.9 and the last two paths equal 0.6. model differs only slightly than the one whose results are shown in figure 6C . On the other hand, no model suggested by the algorithm would fit the data with such strong correlations between the variables even in small data sets. Such a result is a good indication of this problem. In such cases, one could take the best model suggested by the bootstrapped SGS algorithm (which would be a subset of the true model in a large proportion of cases) and apply one of the modification procedures previously described to recover the missing edges. It must be emphasized that this is an exploratory technique that works in many but not al1 cases.
It is also important to know how many errors are made in the models suggested by the bootstrapped SGS algorithm. This is a more difficult question because, in practice, the researcher will generally have some prior information to help in choosing the final model besides the relative frequencies of the edges and the average number of edges per bootstrap graph. In what follows, 1 adopt the somewhat arbitrary convention of including the n most frequent undirected edges in the summary graph, where n is the average number of edges per bootstrapped graph, on the condition that al1 edges chosen must have a relative frequency of at least 0.5. 1 then calculate an error rate of the best of the acyclic directed graphs implied by this topology. In one sense, this approach overestimates the likely error rate because 1 ignore any prior information that a researcher may have in an actual analysis. On the other hand, more than one unique model is almost always suggested by the chosen topology, and a researcher Inay incorrectly choose a model other than the best one. In this sense, I underestimate the likely error rate.
To estimate the error rate, 1 calculate a fit index, which is the percentage of al1 potential directed edges in the chosen directed graph that agree, in both their presence or absence and their direction, with those in the true directed graph. If there are v variables in the data set, there are 2C(v, 2) = v(v -1) such potential directed edges since each pair of variables has two potential directed edges (one in each direction, both of which can potentially be missing if there is no undirected edge between them). Thus, adding a directed edge when there should be none counts as one error, excluding a directed edge when there should be one counts as one error, and changing the direction of an edge that does exist counts as two errors (the true directed edge is missing, and an incorrect directed edge going in the opposite direction is added). Table 2 lists the number of best graphs (of 100) having different fit indexes, for al1 of the various sample sizes, structures, and path coefficient strengths studied. Also shown are the average number of alternate graphs found in each case. It can be seen that the bootstrapped SGS algorithm generated a set of alternate graphs that included a graph that was close to the true graph in a large proportion of the simulated data sets. For instante, of the 100 simulated data sets generated according to the model shown in figure  2 and with a sample size of 50, the bootstrapped SGS algorithm found the true graph in 48 of 100 cases. In 75 of 100 cases, the bootstrapped SGS algorithm found a graph with a maximum of only two wrong directed edges of 20 (thus a fit index of 90%).
Finally, it is useful to compare the output of the PC algorithm, as implemented in TETRAD 11 (Scheines et al. 1994) , with the output of the bootstrapped SGS algorithm. To do this, 1 generated two data sets, each with 25 observations, based on the model in figure 1. Figure 8A shows the output of the BUILD procedure of TETRAD 11, based on a rejection leve1 of 0.4, whereas figure 8B lists the relative frequencies of each undirected edge based on the bootstrapped version of the SGS algorithm. The double-headed arrows mean that an unmeasured variable is generating the dependency between the two variables. Four of the five edges in the first directed graph are incorrectly orientated, one edge (between B and C ) is missing, and one edge (between A and C ) is wrong. The relative frequencies of the edges, estimated by bootstrapping, are informative. Three of the four undirected edges in the directed graph that are correct, between variables (A, B), (B, D), and (C, E), al1 have high relative frequencies, while the incorrect edge between (A, E), had a relative frequency of only 0.5 1.
The second directed graph in figure 8A , analyzed using TETRAD 11, using the second data set correctly identifies the undirected strücture but incorrectly suggests that al1 of the dependencies between variable pairs (B, C), (B, D), (C, E), and (D, E ) are generated by unmeasured variables. The relative frequencies in this case provide good reasons to accept the undirected graph since the relative frequencies of the five suggested edges by TETRAD 11 are al1 high, while al1 of the other undirected edges have low relative frequencies. N o T E . -T~~ fit index is the perceiitage of potential directed edges in the true model that were correctly identified by the bootstrapped SGS algorithm. A value of 100 ineans that every directed edge in the true model was also in the best suggested bootstrapped graph. and every directed edge not in the true model was absent from the best suggested bootstrapped graph. The error rates (E) are the percentage of 100 simulated data sets whose best bootstrapped directed graph had that fit index. and the cumulative error rates (CE) are the percentage of the 100 simulated data sets whose best bootstrapped directed graph had a fit index equal to or greater than the value specified. The last line in the Jordano (1995) published a latent-variable model of the interactions between various attributes that determine the relative number of seeds dispersed (mainly by birds) of different individual trees of a small Spanish species, St. Lucie's cherry (Prunus rnahnleb). The five measured variables in that article were the area of the tree canopy projection (a measure of total photosynthetic biomass), the total number of ripe fruit produced per tree, average fruit diameter, average seed weight, and the number of seeds dispersed from the tree. Data from 60 trees were available. Canopy projection area was transformed to its square root, and the other variables were transformed to their natural logarithms, to produce normality of their distributions. Table 3 gives the relative frequency of each potential undirected edge among the five variables generated from the bootstrapped SGS algorithm, based on 300 bootstrapped data sets and a rejection leve1 0.4. There were an average of 4.2 edges per graph, and figure 9 shows the undirected model obtained from choosing the four undirected edges with the largest relative frequencies from the summary graph. Note that al1 four undirected edges have relative frequencies of >0.65, while al1 others (except for the edge between canopy projection area and the number of seed dispersed, which equals 0.46) have relative frequencies of <0.12. A total of 11 different directed acyclic graphs are both consistent with this topology and have a x2 value whose (asymptotic) probability is >.05.
Given this topology, basic biology can help determine some directions. For instance, the number of seeds dispersed by birds at the end of the growing period must depend on the number of fruits produced by the tree, not vice versa, given the time ordering of the process of seed dispersal. This reduces the number of alternate graphs to seven. Similarly, the total number of fruits produced is more likely determined by the total size of the canopy-and therefore the total amount of resources available to produce fruit-than vice versa. Actually, this is possibly a case in which some feedback occurs, but the dominant direction is more likely to be from the tree to the fruits. Orientation of this edge reduces the number of alternate graphs to four. A similar argument can be made to orient the edge from total canopy size to average fruit diameter-it is more likely that the average size of a fruit is determined by the total amount of resources available to the tree than vice versa. This further reduces the number of alternate graphs to two. The final edge, between fruit diameter and seed weight, is the most problematic to orient. Orienting it from fruit diameter to seed weight produces a better-fitting model (x2 = 3.28, P = .77) than does the alternate one (x2 = 5.29, P = S I ) . The model with the lower x2 value predicts that the unconditional correlation between the two variables is not 0 (it is 0.194, with a two-tailed probability of .1 of being O), while the partial correlation between Frc. 9.-The undirected graph suggested by the bootstrapped SGS algorithni based on 300 bootstrapped data sets of the data giveii in Josdano (1995).
canopy projection and seed weight, conditioned on fruit diameter, is predicted to be 0 (it is 0.06, with a two-tailed probability of >.5 of being O). The opposite orientation of the edge predicts the opposite and is therefore not as likely.
The final model is shown in figure 10 . The edge between canopy projection and the number of seeds dispersed by birds had a relative frequency of 0.48. The addition of this edge to the final model does not significantly improve the fit of the model, but with the relatively high value of 0.48, this edge should be kept in mind when the model is tested against a larger data set. This is especially relevant since this edge has a plausible biological interpretation: the number of seeds dispersed by birds increases slightly as the size of the canopy increases when comparing trees with the same number of fruits. This may be because the size of the tree is a visual cue that first attracts birds.
CONCLUSIONS
It must be emphasized that structures due to latent variables (Le., a variable that is an independent variable for more than one variable in the data set but that was not measured) will not be found with this method, although a minor modification in the fitting procedure that permits correlated errors would allow this to be done. The incorporation of the algorithms in Spirtes et al. (1993) that identify the presence of latent variables into the procedure described here would be Jordano (1995) an important next step. A minor concern with this method, which is to be used with small data sets, is that the maximum-likelihood x2 statistic only asymptotically follows a X' distribution. This is not a serious problem because, first, one can always use a parametric bootstrap to estimate the true probability distribution if needed, and, second, this is meant to be an exploratory method, not one in which precise statistical inferences are made.
A more serious concern is that this is clearly not an analytic solution to the discovery problem. There is no guarantee that the "confidence intervals" obtained (i.e., the set of models suggested by the bootstrapped SGS algorithm that cannot be rejected on statistical grounds) will necessarily include the true model. However, such a "confidence interval," even if it could be constructed, would be useless since it would include a huge number of alternate graphs given the sample sizes often found in research projects in ecology and evolution. Furthermore, in simulation studies, such as those presented here, it is perfectly logical to speak of a "true model," but in empirical studies a true model is a metaphysical construct without any objective meaning-even if we did find the true model, we could never know it. The best that can ever be done is to identify models that do not contradict our best data, that are consistent with the results of experimental manipulation when this is possible, and that have predictive value in independent studies. The approach advocated here is not foolproof. Of course, the orthodox approach of appealing only to independently derived theory is not foolproof either, and the "essor rates" of this orthodox search strategy are completely unknown. Presumably these error rates would depend on the strength of the independently theory, but the whole point of exploratory analyses is to develop models when the theoretical base is not well developed-a situation that is quite common in organismal biology. No model should be taken too seriously until it has been tested and its findings have been corroborated in independent studies. In mathematical modeling, statistical or otherwise, the proof of the pudding is always in the eating, never in the making.
