In this paper, an adaptive relaxation method and a discontinuity treatment of edges are proposed to improve the digital image denoising process by using the fourth-order partial differential equation (known as the YK model) first proposed by You and Kaveh. Since the YK model would generate some speckles into the denoised image, a relaxation method is incorporated into the model to reduce the formation of isolated speckles. An additional improvement is employed to handle the discontinuity on the edges of the image. In order to stop the iteration automatically, a control of the iteration is integrated into the denoising process. Numerical results demonstrate that such modifications not only make the denoised image look more natural, but also achieve a higher value of peak signal noise ratio (PSNR).
Introduction
Image denosing, as one of the most important steps in image preprocesing, has drawn much research interest (see [2] [3] [4] [7] [8] [9] 12, 21, 31, 32] and the citations therein). Many researchers proposed a large number of methods to deal with the denoising problem. One of the most successful methods up to now is the BM3D model proposed in [9] . This model adopts a so-called block matching technique and provides a collaborative Wiener filtering to achieve excellent denosisng effect, However, this method requires prior information of the noisy image, i.e. the stand deviation of the noise, which is usually unknown when performing denoising tasks. Amongst many image denoising methods, the use of partial differential equations (PDEs) plays a significant role in the process due to its high efficiency wtihout any prior knowledge. In the literature, various models that make use of different PDEs were proposed, such as the isotropic model [20] , the anisotropic model [29] and the total variational model [33, 34] . These models are based on second-order PDEs. A more comprehensive list of relevant scond-order models can be found in [15] . One major weakness of using a second-order PDE is the generation of a 'block effect' [38] in the image. In order to overcome this weakness, You and Kaveh [37] utilized the Laplacian operator, instead of the gradient, of image intensity to establish a fourth-order PDE which attracted much attention. Since then fourth-order PDEs are widely used for image denoising [22, [26] [27] [28] and other tasks of image processing [18, 36] . Some recent methods include the fourth-order dual method proposed by Chan [6] , the fractional-order anisotropic diffusion in [1] and others [16, 17, 34, 35] . Apart from the above, some research using high-order PDEs for image processing was carried out in [5, 10, 11] . Due to its complex numerical implementation and enormous computation, it has not been very widely used in real applications.
Although the model proposed by You and Kaveh had a significant success in image processing, it has its intrinsic problems. On one hand, it would bring in isolated white and black speckles to the denoised image. On the other hand, the method does not involve an automatic stopping device in the iteration process and thus users have to choose a maximum number of iterations empirically. Therefore the quality of the denoising cannot be fully controlled. In essence, different numbers of iterations may lead to different results. Consequently, developing a proper control of iterations is a useful and crucial way to achieve an automatic denoising process.
In this paper, in order to address the problems of the YK model, an adaptive relaxation method is introduced to relieve the effect of isolated speckles and a discontinuity treatment of edges is adopted to sharpen the discontinuity on the edges of an image. Additionally, a control of the iterative process is employed in the numerical experiments to make the denoising process automatic. With these modifications, the result is superior to that obtained by the YK model. This paper is organized as follows. In Section 2, the YK model is investigated and the reasons for isolated speckles are analysed. As a consequence of this analysis, the adaptive relaxation method and edge discontinuity treatment are then described with the automatic control of iterations explained in Section 3. Numerical tests are given in Section 4 and conclusions are drawn in Section 5.
The fourth-order PDE model (YK model)
In the past decade, many researchers proposed various fourth-order PDEs for image denoising. There are some benefits in using fourth-order PDEs. First, the fourth-order PDEs can suppress oscillation at high frequency more effectively than the second-order PDEs due to that the evolution of second-order PDEs becomes weak in the high frequency areas. Second, for fourth-order PDEs, there is of flexibility in employing different functional behaviours in the formulation. In this section, an overview of the YK model is given and the shortcomings of this model are analysed and discussed.
An overview of the YK model
In 2000,You and Kaveh [37] proposed a time-dependent fourth-order PDE for image noise removal which is given by
where u(x, y, t) is the grey-level function at scale t and u 0 is a noisy image. is the image domain, ∂ is the boundary of and n is the unit vector orthogonal to the boundary. In this model, You
and Kaveh adopted the coefficient c(·) used in the anisotropic diffusion model, i.e.
where K is a constant dependent on the image. The YK model uses a piecewise planar image to approximate an original pure image. From the aspect of human visualization, a piecewise planar image looks more natural than the step image which second-order PDEs employed to estimate the original image. This is the reason why it the YK model can prevent the 'block effect' which is otherwise widely seen in all second-order PDE models. In order to understand how this model works, the one-dimensional (1D) PDE of the form shown in Equation (1) is considered [27] , i.e.
Expanding the right-hand side of Equation (3) leads to
The local behaviour of Equation (4) depends on the signs of 1 and 2 . If 1 ((∂ 2 u/∂x 2 ) 2 ) < 0, it leads to the second-order part forward diffusion, otherwise to a second-order part backward diffusion. Likewise, if 2 ((∂ 2 u/∂x 2 ) 2 ) > 0, Equation (4) performs the fourth-order forward diffusion, whereas 2 ((∂ 2 u/∂x 2 ) 2 ) < 0 ensures a fourth-order backward diffusion. Nevertheless, this model tends to leave the resulting images with isolated white and black speckles (see Figure 1 (b)). These speckles can be featured as the pixels which are either much lighter or much darker than their neighbouring pixels. You and Kaveh thought that the piecewise planar images have weaker masking capability than step images used in anisotropic diffusion [37] . More specific reasons of this problem are explained in [25] . To understand the reasons, a control process is applied on the black point (denoted as the central point) in Figure 1 (c) and its four neighbouring points.
The changes of values of intensity at the central point above its four neighbouring points are shown in Figure 2 . Figure 2 exhibits the fact that the intensity of the central point increases markedly whereas the intensity of the neighbouring points either decreases (points on the north and south of the central point) or fluctuates slightly. As a result, the difference in pixel intensity between the central point and its neighbouring points becomes bigger and bigger as the iteration goes on. On the other hand, from Figure 2 , it should be noted that the value of the intensity of the central point exceeds 255 which is the extreme value when storing an image. Thus, if the image is stored at this current iteration, the point would be cast to black point. The same case applies to the white points. From the above discussion, the reasons of isolated speckles can be summarized as (1) The intensity of some points is changing more quickly than their neighbouring points or they change in different ways, i.e. the intensity of the central point increases, whereas intensities of its neighbouring points decrease. (2) The intensities of some points are not in the range [0, 255] for a grey-value image of an image used in computer vision.
Implementation of the YK model
Before introducing the relaxation method into the iterative processing of the YK model, the discretization of the YK model is simply decribed below. Firstly, Equation (1) can be rewritten as:
Suppose the size of image is Ih × Jh, where h means the grid size of discretization, t is the temporal step size. The discretization process can be applied as following steps.
Step 1: Calculate ∇ 2 u,
With the symmetric boundary conditions.
Step 2: Calculate function g,
Step 3: Calculate ∇ 2 g,
with symmetric boundary conditions. g n −1,j = g n 0,j , g n I+1,j = g n I,j ,
Step 4: Calculate the iterative equation,
Step 5: Go to Step 1 if the pre-assigned number of iteration is not completed.
3. An improved fourth-order PDE denoising method
An adaptive relaxation method
Relaxation methods were established in numerical schemes in many areas involving the solutions of simultaneous equations and systems of inequalities resulting from discretization schemes. Relaxation can be applied to any systems of linear or nonlinear equations to speed up an estimation to an exact solution. The basic idea is to guess a solution and obtain an improved approximation such that the error is reduced until it is less than some specified tolerance [13] .
In general, relaxation methods are used to control the variation of approximate solutions between consecutive iterations. As mentioned in Section 2, speckles appear in the numerical solution process because pixel intensities of some points are changing too fast. Therefore, it is reasonable to employ a relaxation method in the process of denoising when using the YK model. In this paper, an adaptive relaxation method is proposed to relieve the generation of speckles in the YK model. Since the isolated speckles are local extreme values, such as in a 3 × 3 neighbourhood, an isolated-point-detection scheme which is developed in Section 3.2 is added to the algorithm when relaxation method is applied. The adaptive relaxation method can be explained as follows.
Suppose u n is the iterative solution of the discrete approximation of Equation (1) at time t = n t, where t means the time step size of the iteration. For a point p ∈ , u max and u min are the maximum and minimum intensity values of a deleted neighbourhood of p (i.e. neighbourhood of p without p). Let u globalmax and u globalmin be the global maximum and minimum values of the image u. Then define globalmax = 0.9 · u globalmax and globalmin = 1.1 · u globalmin . If u n p / ∈ [u max , u min ] or u n p / ∈ [globalmin, globalmax], then one has
here λ : [0, +∞] → [0, 1] is a monotonically non-decreasing function with regard to the number of iterations, e.g. λ(n) = 1 − e (−0.01n) . If the intensity of the central point in a 3 × 3 window changes significantly, it can be restrained by using Equation (5) to avoid too rapid a variation, leading to divergence of the iterative scheme. The result obtained by the adaptive relaxation method for Figure 1 (a) is shown in Figure 3 (a). It can be seen from the result that the intensities along the edges are not continuous. This may be due to the local character of the relaxation method. Therefore, a discontinuity treatment for edges is needed which is proposed in Section 3.2. The aim of this treatment is to make the edges look more natural in an image following the denoising procedure.
The discontinuity treatment
To handle the discontinuity on edges, the first step is to detect the discontinous pixel points along the edges. In the literature, the mask below is used to recognize the discontinuous points around the edges [36] ,
The response, R, of the mask applied at any point in an image is given by
where u i is the intensity of the pixel at position i in the mask above and w i is the weighted coefficient of the mask. Detection of the discontinuous points on which the mask is centred occurs if |R| ≥ T .
Here T is a non-negative threshold. The underlying idea of this method is to make use of the intensity difference, which is determined by the threshold T , between an isolated point and its neighbouring points. After detecting the discontinuous points on the edges, in order to restore better values of the pixels at such points, the types of edges where these points are located need to be examined. For simplicity, only four simple types of edges are to be taken into consideration, including horizontal edges, vertical edges, and inclined edges oriented at 45 • and −45 • directions. The corresponding masks are shown in Figure 4 [14] .
Four different masks are proposed here to restore the discontinuous pixel points on edges defined in the above modes respectively (see Figure 5 ). Here the weighted coefficients are chosen such that the central point takes the most weight and then the points along the edge which the central point locates at. Other points take the same but the least weight. For example, if a discontinuous pixel point is located on a horizontal edge, then the template to be used is as in Figure 5(a) . The result of using the relaxation method together with the discontinuity treatment is shown in Figure 3 
A control of iteration
In numerical analysis, the L 2 -norm is often used to control the convergence, that is [30] ,
where is the problem domain and ε is the tolerance usually set as 10 −4 . However, this norm is not usually employed in image processing. In the literature, most papers simply set the number of iterations as an input ( [12, 20, 29] , etc.), and some papers proposed different criteria according to their specific models [19, 23] . Therefore, it is sensible to find a certain quantity to control the number of iteration. As mentioned in Section 2, with the iteration proceeding, the asymptotic value of ∇ 2 u lies close to zero, as t → ∞, which means ∇ 2 u could be used to terminate the iteration. In this paper, the average value of ∇ 2 u over all pixels is proposed to control the iteration process.Î
In order to investigate the features ofÎ, the relationship betweenÎ and the number of iteration is studied using the YK model. Here the image in Figure 1 (a) and two other benchmarking images in Figure 6 are used for testing. Figure 7 (a) shows that after certain number of iterations, the value ofÎ becomes constant. Furthermore, by comparing Figure 7 (a) and 7(b), it is easily obtained that when the values of peak signal noise ratio (PSNR) reach their peak, values ofÎ tend to become constant. Therefore, it is reasonable to assume that when the value ofÎ is nearly constant, the value of PSNR is most likely to be high. Based on this analysis, the following condition is proposed to control the iteration:
Here ε is a tolerance which can be chosen for different applications.
Numerical tests

Algorithm description
Suppose the size of image is Ih × Jh, where h means the grid size of discretization, t is the temporal step size. Standard finite difference notation for the discretization is used in the description of the algorithm. The improved algorithm can be described as below:
(1) Initial noisy image u 0 , Set n := 0 andÎ 0 := 0;
(2) Calculate ∇ 2 u n and ∇ 2 g n = ∇ 2 (c(∇ 2 u n )∇ 2 u n );
(3) Calculate u n+1 = u n − t∇ 2 g n ; (4) If u n / ∈ [u max , u min ] or u n / ∈ globalmax, globalmin , u n+1 = (1 − λ(n))u n+1 + λ(n)u n ;
(5) CalculateÎ n+1 , If Î n+1 −Î n ≥ ε, goto 6, else goto 7; (6) Update n := n + 1, go to 2; (7) Use the discontinuity treatment in Section 3.2 to restore the discontinuous points on the edges.
Remarks:
(a) The discretized form of the Laplacian is computed as below:
(b) The symmetric condition is used along the boundary: u n −1,j = u n 0,j , u n I+1,j = u n I,j j = 0, 1, 2, . . . , J, u n i,−1 = u n i,0 , u n i,J+1 = u n i,J i = 0, 1, 2, . . . , I.
(c) u max and u min are the local maximum and minimum values of a 3 by 3 neighbourhood of the current point; (d) globalmax and globalmin are the 90% of global maximum and minimum values in the current image; (e) λ(n) = 1 − e (−0.01n) ; (f) In Equation (9), ε = 10 −3 ; (g) the mask used in Equation (6) is ⎡ (7) is modified as |R| > global_max or |R| < global_min and the values of globalmax and globalmin are the same as those in Remark c;
Numerical experiments
In this experiment, the fourth-order PDE model for image denoising proposed by You and Kaveh (YK model) and the fourth-order PDE model with the relaxation method and the discontinuity treatment (AYK) are tested.
To make the results more obvious, several images with different simple edges are designed to test the performance of the AYK model when coming across the discontinuity at the edges.
From Figure 8 , it can be seen that no matter what kind of edges are present, the YK model cannot handle them well and the isolated speckles exist both in the flat area near the edges and on the edges. Especially for the circle image, after processed by the YK model, although the noise in the flat area is removed, there are many speckles generated around the circles. However, the resulting images in Figure 8(c) shows that the AYK model not only removes noise efficiently, but also succeeds in avoiding the speckles and preserves edges better than the YK model. In order to verify the validity of the proposed model, experiments including two groups of 1D signals and two-dimensional (2D) images shown in Figure 6 are conducted in the following section. The WYK model proposed in [24] is used for comparison.
For the 1D signal demonstration, in order to compare the similarity between the denoised signal and the original signal quantitatively, the L 1 -norm defined as below is employed in this paper,
where f (x) and g(x) mean the original and denoised signals. The two groups of 1D signals experiments are shown in Figure 9 with the corresponding error measurement in Table 1 .
From this demonstration, it can be seen that all three fourth-order PDE models can remove the noise from the signal, although some details are lost, more or less. By comparing the results, one can observe that, for signal a, the performance of these three models are almost the same. For signal b, the AYK model provides the best result, whatever in the flat area (t ∈ [0, 50], small oscillation in the YK model) or in the noisy area (t ∈ [51, 100], small oscillation in the YK and WYK models). In such a case, the AYK model performs better than the YK and WYK models. The error measurement shown in Table 1 can also draw the same conclusion.
The 2D image demonstration uses the two benchmarking images, Lena and Camera to test the performance amongst the three models mentioned above. The error measurement used for 2D image experiments is PSNR which is defined as below. PSNR = 10 · log 10 255 × 255
where W and H are the width and height of an image investigated, respectively.I(i, j) and u(i, j) are the grey values corresponding the original pure image and the restored image. The value of the threshold K in three models above is chosen as 10 and the time step t = 0.25. As seen in Figure 10 , the AYK model can play a good role in removing noise and the isolated speckles produced by theYK model are diminished. From the results given by theY-K model, one can see that although noise is removed, some isolated speckles are brought in. The WYK model, on one hand, performs noise removal and keeps more details than the Y-K model. On the other hand, it still leads to isolated speckles. However, it relieves this symptom to some extent. The AYK model not only removes noise from the image, but also avoids isolated speckles successfully. Comparing with the results given by the WYK model, it leads to more details lost. In the following section more objective information is provided to compare the two algorithms. Figure 11 provides the PSNR comparison amongst three models, which shows that the WYK and AYK models present better PSNR values than Y-K model and in the long term, the AYK model degrades the image more slowly than the WYK and Y-K model. From these two graphs, at the beginning of the process, the values of PSNR almost overlap since the value of λ is small at first. After that, the performance of the proposed method is much better than that of the YK model. The value of PSNR remains higher and also requires a fewer number of iterations to yield a higher value of PSNR.
Conclusion
In this paper, an adaptive relaxation method and a discontinuity treatment are proposed to improve the performance of the YK model. With such modifications, on one hand, not only the noise from an image may be removed more efficiently, but also it preserves the YK model's favourable properties, e.g. the reduction of staircasing effect presenting in the second-order PDE models. On the other hand, the isolated speckles brought in by the YK model vanish. In addition, the proposed method can preserve more details of the original image and protect the edges well which is one of the main purposes of image denoising. Finally a stopping control of the iterative process is proposed to make the algorithm automatic, which may be generalized to other PDE models for image denoising.
