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Exact solutions for local equilibrium and nonequilibrium out-of-time-ordered correlation (OTOC) functions
are obtained for a lattice fermion model with on-site interactions, namely the Falicov-Kimball (FK) model, in
the large dimensional and thermodynamic limit. Our approach is based on the nonequilibrium dynamical mean-
field theory generalized to an extended Kadanoff-Baym contour. We find that the density-density OTOC is most
enhanced at intermediate coupling around the metal-insulator phase transition. In the high-temperature limit, the
OTOC remains nontrivially finite and interaction-dependent, even though dynamical charge correlations probed
by an ordinary response function are completely suppressed. We propose an experiment to measure OTOCs of
fermionic lattice systems including the FK and Hubbard models in ultracold atomic systems.
There is a growing interest in the scrambling and spreading
of information in quantum many-body systems in wide areas
of physics ranging from condensed matter to black holes [1–
22]. A useful measure to diagnose the sensitivity of time-
evolving quantities on the initial condition is the out-of-time-
ordered correlation (OTOC) function [23] of two operators W
and V ,
C(t) = −〈[W(t),V(0)]2〉. (1)
In the semiclassical picture, if we choose W = p j,V = pk,
C(t) ∼ 〈(∂p j(t)/∂qk(0))2〉 (p j and qk are canonical momenta
and coordinates), so that OTOCs reflect how the system is
scrambled and the initial-condition dependence is amplified.
In chaotic systems, OTOCs are expected to grow exponen-
tially in time (butterfly effect). It has been conjectured based
on the holographic principle that there is a universal bound
for the exponential growth rate of OTOCs (Lyapnov expo-
nent) [9]. Recently, the OTOC has been analytically evaluated
for the Sachdev-Ye-Kitaev (SYK) model, a model of fermions
having all-to-all four-body random interactions without hop-
ping [6, 24–28]. It was found to show exactly such a chaotic
behavior with the bound saturated [6].
An immediate question is how OTOCs grow in the lattice
fermion models with short-range interactions that are typi-
cally used to describe strongly correlated condensed matter
systems. To evaluate Eq. (1), one needs to compute quan-
tities like 〈W(t)V(0)W(t)V(0)〉, which are incompatible with
the usual time-ordered sequence of operators on the Keldysh
or Kadanoff-Baym contour C (0 → t → 0 → −iβ, β is the
initial inverse temperature) [29–31]. This is in contrast to or-
dinary response functions. For example, a nonlinear optical
susceptibility is given by a combination of current correla-
tors such as 〈[[[ j(t), j(t′)], j(t′′)], j(t′′′)]〉 with a causality con-
straint t ≥ t′ ≥ t′′ ≥ t′′′ [32], which can always be defined
on C. Due to the unconventional ordering, OTOCs have not
been much studied for correlated lattice fermion models. Up
to now, OTOC functions have been calculated mostly by ex-
act diagonalization for spin [10, 13–15, 19] and boson [16]
systems of small size.
In this Letter, we generalize the nonequilibrium dynamical
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FIG. 1. Two types of extended [doubly folded (a) and singly folded
(b)] Kadanoff-Baym contours C˜, which are equivalent. In (a), the
system evolves with the Hamiltonian H(t¯) (0 ≤ t¯ ≤ t), while in (b)
the system evolves with H(t¯) for 0 ≤ t¯ ≤ t and −H(2t − t¯) for
t ≤ t¯ ≤ 2t.
mean-field theory (DMFT) [33, 34] to an extended Kadanoff-
Baym contour, which allows one to calculate OTOC functions
for lattice fermion models in the infinite-dimensional and ther-
modynamic limit. We apply this technique to the Falicov-
Kimball (FK) model [35, 36], which admits an exact solution
due to infinitely many conserved quantities. The FK model
exhibits intriguing properties such as a metal-insulator transi-
tion, non-Fermi liquid behavior [36], and Anderson localiza-
tion in two dimensions [37]. Its nonequilibrium aspects have
also been studied [33, 38–43]. We show that OTOCs provide
yet another insight into physics of this model, that cannot be
obtained from ordinary response functions. Finally, we pro-
pose an experimental scheme with ultracold atoms to measure
OTOCs in a fermion model.
We begin by noting that an out-of-time-ordered function
〈W(t)V(0)W(t)V(0)〉 is rewritten as
Tr[e−βH(0) U(0, t)W U(t, 0)V U(0, t)W U(t, 0)V]
Tr[e−βH(0)]
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2=
Tr[TC˜ e−i
∫
C˜ dtH(t)Wt+V0cWt−V0− ]
Tr[TC˜ e−i
∫
C˜ dtH(t)]
≡ 〈TC˜ Wt+V0cWt−V0−〉,
where U(t, t′) is the unitary evolution operator, C˜ is a dou-
bly folded Kadanoff-Baym contour with time running as 0 (≡
0−) → t (≡ t−) → 0 (≡ 0c) → t (≡ t+) → 0 (≡ 0+) → −iβ
[see Fig. 1(a)] [44], and TC˜ is the time ordering operator along
C˜. We can also unfold the contour C˜ as shown in Fig. 1(b),
where time runs as 0 → 2t → 0 → −iβ. From t to 2t,
the time evolution is reversed, i.e., the system evolves with
the Hamiltonian −H(2t − t¯) (t ≤ t¯ ≤ 2t). These two types
of contours are equivalent. It is straightforward to extend a
field theory from C to C˜. The nonequilibrium Green’s func-
tion is defined on C˜ as G(t, t′) = −i〈TC˜ c(t)c†(t′)〉 [c (c†) is
the fermion annihilation (creation) operator]. By replacing C
with C˜, the nonequilibrium DMFT is generalized as explicitly
constructed below.
We consider the FK model with the Hamiltonian
H(t) =
∑
i j
Ji jc
†
i c j +
∑
i
(−µnci + E f n fi ) + U(t)
∑
i
n fi n
c
i , (2)
where nci ≡ c†i ci, n fi ≡ f †i fi, Ji j and µ are the hopping ampli-
tude and the chemical potential for the c particles, E f is the
energy level for the f particles, and U(t) is the on-site inter-
action, which can be time dependent. The model is exactly
solvable in any dimension in the sense that [H, n fi ] = 0 for
all i, i.e., it has infinitely many conserved quantities. The im-
mobile f particles act as a random potential for the itinerant c
particles.
In the infinite dimensional limit (d →∞) with the hopping
scaled as Ji j ∝ J∗/
√
d (J∗ is a fixed constant) [45], the lat-
tice model can be exactly mapped onto an impurity problem
with a self-consistently determined dynamical mean field (hy-
bridization function) ∆(t, t′) [36, 46–49], where the action is
given by
Simp =
∫
C˜
dtdt′ c†(t)∆(t, t′)c(t′)
+
∫
C˜
dt [−µnc(t) + E f n f (t) + U(t)n f (t)nc(t)]. (3)
The mapping is constructed such that the local lattice Green’s
function is equal to the impurity Green’s function. In the
large-d limit, the lattice self-energy becomes local and can be
identified with the impurity self-energy. The single-particle
Green’s function for the FK model can be expressed as
G(t, t′) ≡ −i〈TC˜ c(t)c†(t′)〉Simp =
∑
α
wαRα(t, t′), (4)
where α = 0 and 1 correspond to empty and occupied f parti-
cle configurations, w1 = 〈n f 〉, w0 = 1 − w1, and Rα(t, t′) is a
configuration-dependent Green’s function, which satisfies the
Dyson equation,
[i∂t + µ− U(t)α]Rα(t, t′)−
∫
C˜
dt¯∆(t, t¯)Rα(t¯, t′) = δC˜(t, t
′).
(5)
Here the integral is taken along the contour C˜, and δC˜(t, t′)
is the generalized contour delta function [50]. R0(t, t′) is the
usual Weiss Green’s function in the nonequilibrium DMFT
[34]. Throughout this Letter, we consider the half-filled
case (i.e., µ = U/2,w1 = 0.5) on the Bethe lattice with
infinite coordinations, with the density of states D() =√
4J2∗ − 2/(2piJ2∗), and use J∗ (J−1∗ ) as the unit of energy
(time). In this case, ∆(t, t′) is related to the local Green’s func-
tion via ∆(t, t′) = J2∗G(t, t
′) [49]. Within DMFT, the model
shows a metal-to-Mott insulator transition at U = 2, and the
metallic phase is a non-Fermi liquid [36].
In the FK model, the impurity action (3) can be block-
diagonalized into f -particle configuration sectors (α = 0, 1),
in which the c particles behave as free fermions in an effec-
tive potential U(t)α − µ. This makes it possible to calculate
arbitrary local dynamical correlation functions exactly. Let us
look at the 2-point charge correlation function, which is given
by the sum of contributions from the two sectors,
C2(t1, t2) ≡ 〈TC˜ nc(t1)nc(t2)〉 =
∑
α
wα〈TC˜ nc(t1)nc(t2)〉Sαimp ,
(6)
where Sαimp =
∫
C˜ dtdt
′ c†(t)∆(t, t′)c(t′) +
∫
C˜ dt [U(t)α −
µ]c†(t)c(t) is the sector α (n f = α) of the impurity action.
Since Sαimp is quadratic with respect to the c-particle operators,
we can analytically evaluate the right-hand side of Eq. (6) by
Wick’s theorem [51]. The result is
C2(t1, t2) =
∑
α
wα[Rα(t1, t2)Rα(t2, t1)− Rα(t1, t1)Rα(t2, t2)].
(7)
Here Rα(t, t′) at equal times (t = t′) should be read as a lesser
component (i.e., t′ = t + 0). Equation (7) is symmetric with
respect to the exchange t1 ↔ t2, and satisfies the boundary
condition limt2→t1 C2(t1, t2) = 〈nc(t1)〉.
As shown in [52], Eq. (7) correctly reproduces the previous
result for the dynamical charge susceptibility [36, 53–55]
χ(t, t′) = iθ(t − t′)〈[nc(t), nc(t′)]〉. (8)
In the infinite dimensional limit, the local dynamical charge
susceptibility is equal to the lattice charge susceptibility
χq(t, t′) at general momentum q (randomly chosen from the
Brillouine zone), since χ(t, t′) = N−1q
∑
q χq(t, t
′) and general
momenta q make equal and dominant contributions to the mo-
mentum sum. In fact, we can confirm by explicit calculations
that expression (7) gives the correct dynamical charge suscep-
tibility for general momentum [52].
The calculation can straightforwardly be generalized to ar-
bitrary n-point local charge correlation functions. The 3-point
3function is given by
C3(t1, t2, t3) ≡ 〈TC˜ nc(t1)nc(t2)nc(t3)〉
=
∑
α
wα{i[Rα(t1, t2)Rα(t2, t3)Rα(t3, t1) + (1 term)]
− i[Rα(t1, t1)Rα(t2, t3)Rα(t3, t2) + (2 terms)]
+ iRα(t1, t1)Rα(t2, t2)Rα(t3, t3)}, (9)
and the 4-point function by
C4(t1, t2, t3, t4) ≡ 〈TC˜ nc(t1)nc(t2)nc(t3)nc(t4)〉
=
∑
α
wα{−[Rα(t1, t2)Rα(t2, t3)Rα(t3, t4)Rα(t4, t1) + (5 terms)]
+ [Rα(t1, t1)Rα(t2, t3)Rα(t3, t4)Rα(t4, t2) + (7 terms)]
− [Rα(t1, t1)Rα(t2, t2)Rα(t3, t4)Rα(t4, t3) + (5 terms)]
+ [Rα(t1, t2)Rα(t2, t1)Rα(t3, t4)Rα(t4, t3) + (2 terms)]
+ Rα(t1, t1)Rα(t2, t2)Rα(t3, t3)Rα(t4, t4)}. (10)
In Eqs. (9) and (10), we group the terms by topologically
equivalent Wick contractions, and in each group one repre-
sentative term is spelt out. As a consistency check, one can
see that the right-hand sides of Eqs. (9) and (10) are invariant
under arbitrary permutations ti ↔ t j. We can also confirm that
these correlation functions satisfy the boundary conditions,
limt3→t2 C3(t1, t2, t3) = C2(t1, t2) and limt4→t3 C4(t1, t2, t3, t4) =
C3(t1, t2, t3).
The OTOC function (1) for W = V = nc can be expressed
as
C(t) = −C4(t+, 0c, t−, 0−)−C4(0+, t+, 0c, t−)
+ C3(t+, 0c, t−) + C3(0+, t+, 0c), (11)
where t±, 0±, 0c are the time points on C˜ defined in Fig. 1 (we
can also calculate the OTOC function for W = c, V = c†
[52]). Let us emphasize that the result (11) is valid not only
in equilibrium but also out of equilibrium. For details of the
numerical implementation, we refer to Ref. [34].
The results for the OTOC function C(t) = −〈[nc(t), nc(0)]2〉
are shown in Fig. 2 (red curves) for several U and β. As a
comparison, we also plot the dynamical charge susceptibility
χ(t) ≡ χ(t, 0) [Eq. (8)] (blue), which is a usual response func-
tion obeying causality. Both C(t) and χ(t) grow after t = 0,
peak out within t . 1, and gradually decay to zero. By def-
inition, C(t) ≥ 0, while χ(t) oscillates around zero. Initially
the correlations build up as C(t) ∝ t2 and χ(t) ∝ t. Both of
them show a long-time asymptotic behavior ∼ t−3, reflecting
the power-law decay of the Green’s function, RRα(t, 0) ∼ t−3/2
[52].
In the SYK model or other systems that show the AdS/CFT
correspondence, one finds a separation of the relevant time
scales; the time scale of the change of C(t) (scrambling time)
is longer than that of ordinary response functions such as χ(t)
(thermalization time) by a factor of log N [9], where N is the
number of sites for the SYK model or the number of colors in
CFTs. In contrast, there is no clear separation of the two time
i〈[n(t),n(0)]〉-〈[n(t),n(0)]2〉
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FIG. 2. Dynamical charge susceptibility χ(t) (blue curves) and out-
of-time-ordered charge correlation function C(t) (red) for the FK
model with U = 1 (a), U = 2 (b), and U = 8 (c). The solid, dashed,
and dotted curves correspond to β = 10, 0.5, and 0.1, respectively.
The inset shows the corresponding log-log plot for the absolute val-
ues, compared with the asymptotic behavior ∝ t−3.
scales in the FK model (Fig. 2), indicating that the AdS/CFT
correspondence cannot be applied here. Given this circum-
stance, we do not clearly see an exponential growth (butterfly
effect) of the deviation of the OTOC from the initial value. In
this sense, the FK model does not describe a chaotic system,
which is consistent with the expectation that systems with in-
finitely many conserved charges are not chaotic (and do not
thermalize [39]).
Nevertheless, if we look at the temperature dependence of
C(t) in Fig. 2, it is very different from that of the ordinary
response function χ(t). As the temperature increases, the am-
plitude of χ(t) vanishes irrespective of U, whereas C(t) is en-
hanced in the insulating phase [U > 2, Fig. 2(c)], more or
less unchanged at the critical point [U = 2, Fig. 2(b)], and
suppressed in the metallic phase [U < 2, Fig. 2(a)]. In partic-
ular, C(t) remains nonvanishing and interaction-dependent in
the high-temperature limit, even though the dynamical charge
correlations are completely suppressed (χ(t)→ 0).
To quantify the temperature and interaction dependence of
the OTOC at low energy, we compute the OTOC spectral func-
tion C(ω) =
∫∞
0 dt e
iωtC(t) and the dynamical charge suscep-
tibility spectrum χ(ω) =
∫∞
0 dt e
iωtχ(t, 0). C(ω = 0) mea-
sures how much the OTOC grows during the entire dynam-
ics. Figure 3 plots χ(ω = 0) and C(ω = 0) for several U
and β. χ(ω = 0) monotonically decreases as a function of
4β=10β=1β=0.1
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FIG. 3. Comparison between the dynamical charge susceptibility
χ(ω) (a) and the OTOC spectral function C(ω) (b) at ω = 0 for the
FK model. The dashed curves correspond to interaction quenches
U0 = 10→ U with initial temperatures β = 1 and 0.1.
U at arbitrary fixed temperature. At sufficiently low temper-
ature, the charge gap opens in the insulating phase (U > 2),
where χ(ω = 0) vanishes. As the temperature increases, ther-
mal excitations take place above the charge gap, leading to an
increase in χ(ω = 0) in the insulating phase. If the tempera-
ture further increases, charge correlations disappear and χ(ω)
approaches zero. In contrast, C(ω = 0) is a non-monotonic
function of U; It reaches the maximum at some intermedi-
ate coupling (1 . U . 3) around the metal-insulator tran-
sition point [Fig. 3(b)], and decays to zero in the U → ∞
limit. In particular, the high-temperature limit of C(ω = 0),
which is close to that of β = 0.1 in Fig. 3(b), shows a highly
non-trivial non-zero spectral weight amplified in the insulat-
ing phase, whereas the ordinary response function becomes
trivial. The overall temperature dependence of C(ω = 0) is
similar to that of C(t) discussed in the preceding paragraph.
Finally, let us discuss how to experimentally measure the
OTOC C(t) in many fermion systems. We consider ultra-
cold atomic systems in an optical lattice. There have been
several proposals on the measurement of OTOCs. One strat-
egy is to take an interferometric approach with a qubit con-
trol [10–13]. Another approach is a time-reversal protocol
[20, 21]. Since ultracold atomic systems offer full control
over the Hamiltonian parameters with negligible dissipation
on the time scale of interest, we propose, based on the lat-
ter approach, a serial protocol (Fig. 4) implemented along the
contour in Fig. 1(b) that is feasible with available experimen-
tal techniques for atomic gases.
t=0
t=t0
t=2t0
+J,	+U
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j i
FIG. 4. Illustration of the proposed measurement protocol of the
OTOC in ultracold atomic systems with two fermionic species (blue
and green). At t = t0, a local pulse is applied to site i, and at t = 0
and t = 2t0 the particle density is measured at site j.
We prepare a Mott insulating state with the initial U0 = ∞
tuned by a Feshbach resonance, and measure the number (≡
N1) of c particles at site j nondestructively. (Note that the
Mott insulator is an eigenstate of the particle density.) Then
we quench the interaction U0 = ∞ → U at t = 0, and let the
system time-evolve for a duration of t0. At t = t0, we apply
an instantaneous local potential pulse δH(t) = εδ(t − t0)nci (t)
by using a focused laser to shift the energy level of site i [56].
After that, we change the hopping Ji j → −Ji j by shaking the
lattice periodically [41], or applying a pi pulse [57], or using
a Raman process [58] to induce a pi phase shift in the kinetic
term [59]. At the same time, we quench the interaction U →
−U. With these, we can flip the sign of the Hamiltonian, H →
−H [60], which enables the system to effectively propagate
backward in time (similar to a Loschmidt-echo experiment).
After letting the system evolve for another t0, we measure the
c particle density (≡ N2) at site j. We repeat this procedure
to measure the expectation value of 2N1N2 − N2 [61]. If we
expand it with respect to ε, we obtain
〈2N1N2 − N2〉
= Tr[ρ(0)U(−t0)eiεnciU(t0)ncjU(−t0)e−iεn
c
iU(t0)(2ncj − 1)]
= 〈ncj(0)〉 + ε2〈[nci (t0), ncj(0)]2〉 + O(ε3), (12)
where ρ(0) is the initial density matrix, and U(t, t′) ≡ U(t−t′).
The leading-order contribution is exactly the OTOC C(t) for
the nonequilibrium system subject to the interaction quench
U0 → U. In Fig. 3 (dashed curves), we show χ(ω = 0) and
C(ω = 0) for the interaction quench where the initial inter-
action is chosen to be large but finite (U0 = 10). We can
see the non-monotonic behavior and characteristic tempera-
ture dependence of C(ω = 0), similar to the results obtained
in equilibrium. This scheme is applicable not only to the FK
model but also to the Hubbard model. To realize the FK model
in ultracold atomic systems, we need a mass imbalance be-
tween two fermionic species.
To summarize, we have obtained an exact solution for the
OTOCs of the FK model in the thermodynamic limit by gener-
5alizing the nonequilibrium DMFT to the extended Kadanoff-
Baym contour C˜. We find that the OTOC C(t) is most en-
hanced around the metal-insulator transition point, and re-
mains nontrivial in the high-temperature limit, which can be
measured in ultracold atomic systems. Our work is a first step
toward an analysis of OTOCs in more complicated fermionic
lattice models such as the Hubbard model. It is of interest to
investigate whether those models, especially in the “strange-
metal” phase, show a chaotic behavior, and if so how fast they
are scrambled.
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I. EQUIVALENCE OF THE LOCAL AND LATTICE
SUSCEPTIBILITIES AT GENERAL MOMENTUM
In this section, we explicitly show that the local dynamical
charge susceptibility (8) of the Falicov-Kimball (FK) model,
calculated from Eq. (7), is equal to the previously known re-
sult for the lattice dynamical charge susceptibility at general
momentum [1, 2].
To see this, we substitute Eq. (7) in Eq. (8) to obtain
χ(t, t′) = iθ(t − t′)
∑
α
wα[R>α(t, t
′)R<α(t
′, t)− R<α(t, t′)R>α(t′, t)].
(S.1)
We replace the greater Green’s functions with the lesser, re-
tarded, and advanced components by using the relations
θ(t − t′)R>α(t, t′) = θ(t − t′)R<α(t, t′) + RRα(t, t′), (S.2)
θ(t − t′)R>α(t′, t) = θ(t − t′)R<α(t′, t)− RAα(t′, t). (S.3)
This results in the expression
χ(t, t′) = i
∑
α
wα[RRα(t, t
′)R<α(t
′, t) + R<α(t, t
′)RAα(t
′, t)], (S.4)
or, in the Fourier transformed form,
χ(ω) = i
∫
dω′
2pi
∑
α
wα[RRα(ω + ω
′)R<α(ω
′) + R<α(ω + ω
′)RAα(ω
′)].
(S.5)
By means of the fluctuation-dissipation relation R<α(ω) =
f (ω)[RAα(ω)− RRα(ω)] [ f (ω) = 1/(eβω + 1) is the Fermi distri-
bution function], Eq. (S.5) can be written as
χ(ω) = −i
∫
dω′
2pi
∑
α
wα
{
f (ω′)RRα(ω + ω
′)RRα(ω
′)
− f (ω + ω′)RAα(ω + ω′)RAα(ω′)
− [ f (ω′)− f (ω + ω′)]RRα(ω + ω′)RAα(ω′)
}
. (S.6)
Let us recall that the configuration-dependent Green’s func-
tion Rα(t, t′) is in a nontrivial way related to the local Green’s
function and the self-energy [1],
1
GX(ω)GY (ω′)
− 1∑
α wαRXα (ω)RYα(ω′)
=
ΣX(ω)− ΣY (ω′)
GX(ω)−GY (ω′) ,
(S.7)
where X,Y = R, A. The right-hand side of Eq. (S.7) is the irre-
ducible dynamical charge vertex function. The relation (S.7)
can be proven as follows:
∑
α
wαRXα (ω)R
Y
α(ω
′) =
∑
α
wα
RXα (ω)− RYα(ω′)
RYα−1(ω′)− RXα−1(ω)
=
∑
α wα[R
X
α (ω)− RYα(ω′)]
RY0−1(ω′)− RX0−1(ω)
=
GX(ω)−GY (ω′)
[GY−1(ω′) + ΣY (ω′)]− [GX−1(ω) + ΣX(ω)] . (S.8)
In deriving the second equality, we used RX1
−1(ω) =
RX0
−1(ω) − U. In deriving the last equality, we used the im-
purity solution (4) and the impurity Dyson equation GX(ω) =
[RX0
−1(ω) − ΣX(ω)]−1 [note that RX0 (ω) is the Weiss Green’s
function]. One immediately gets Eq. (S.7) from the last line
of Eq. (S.8). Substituting Eq. (S.7) into Eq. (S.6), we arrive at
χ(ω) = −i
∫
dω′
2pi
{
f (ω′)
GR(ω + ω′)GR(ω′)
1−GR(ω + ω′)GR(ω′) ΣR(ω+ω′)−ΣR(ω′)GR(ω+ω′)−GR(ω′)
− f (ω + ω′) G
A(ω + ω′)GA(ω′)
1−GA(ω + ω′)GA(ω′) ΣA(ω+ω′)−ΣA(ω′)GA(ω+ω′)−GA(ω′)
− [ f (ω′)− f (ω + ω′)] G
R(ω + ω′)GA(ω′)
1−GR(ω + ω′)GA(ω′) ΣR(ω+ω′)−ΣA(ω′)GR(ω+ω′)−GA(ω′)
}
.
(S.9)
This is nothing but the lattice dynamical charge susceptibility
of the FK model at general momentum [1, 2] [for the hyper-
cubic lattice the general momentum corresponds to X(q) =
limd→∞
∑d
i=1 cos qi/d = 0 [2, 3]]. The difference of the sign
is due to the different definitions of the charge susceptibility.
The physical reason for the coincidence between the local and
lattice susceptibilities is explained in the main text.
II. LONG-TIME ASYMPTOTIC BEHAVIOR OF THE
OUT-OF-TIME-ORDERED CORRELATION FUNCTION
In this section, we explain the long-time asymptotic
form of the out-of-time-ordered correlation function C(t) =
−〈[nc(t), nc(0)]2〉 for the FK model.
Here C(t) is determined from Eqs. (9), (10), and (11) in the
main text. We note that C(t) is obtained as a sum of products
of Rα(t, t′). Since Rα(t, t′) is a 2-point function, any Rα(t, t′)
with t, t′ ∈ C˜ reduces to Rα(t, t′) with t, t′ ∈ C. For example,
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FIG. 1. Comparison between the retarded Green’s function (×i)
〈{c(t), c†(0)}〉 (blue curves) and the out-of-time-ordered correlation
function 〈{c(t), c†(0)}{c(t), c†(0)}†〉 (red) for the FK model with
U = 1 (a), U = 2 (b), and U = 8 (c). These functions do not
depend on temperature.
Rα(t+, 0c) = R>α(t, 0) and Rα(t−, 0c) = R
<
α(t, 0). Thus C(t) can
be expressed as a contour function defined on the conventional
Kadanoff-Baym contour C. The result is
C(t) =
∑
α
wα|RRα(t, 0)|2
[
|R>α(t, 0)|2 + |R<α(t, 0)|2 − |RRα(t, 0)|2
+ 2R<α(t, t)R
<
α(0, 0)− iR<α(t, t)− iR<α(0, 0)
]
. (S.10)
The long-time behavior of |RR,≷α (t, 0)| is determined by the
branch points in RR,≷α (ω) at the spectral edges (ω = ωc), i.e.,
RR,≷α (ω) ∼ (regular part) + (const.)×
√
ω2 − ω2c (ω ∼ ωc). By
the saddle point approximation, one finds that |RR,≷α (t, 0)| ∼
t−3/2 in the long-time limit both in the metallic and insulating
phases (although the number of branch points changes at the
phase transition point). This is also confirmed numerically. [If
one takes a lattice other than the Bethe lattice, the asymptotic
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FIG. 2. Single-particle [A(ω) (a)] and OTOC [C f (ω) (b)] spectral
functions for the FK model at zero frequency. These functions do
not depend on temperature.
behavior may change according to the form of RR,≷α (ω) at the
spectral edges.]
Since R<α(t, t) approaches a constant for t → ∞, the long-
time behavior of C(t) is governed by |RRα(t, 0)|2 ∼ t−3. The
terms in the fourth power of Rα in Eq. (S.10) give subleading
contributions to the long-time behavior.
III. FERMIONIC OUT-OF-TIME-ORDERED
CORRELATION FUNCTION
In this section, we show the results for the out-of-time-
ordered correlation function constructed from the fermionic
operators V = c†i ,W = ci. A natural extension of the
definition of the OTOC (1) to fermionic operators is given
by 〈{W(t),V(0)}{W(t),V(0)}†〉, where we have replaced
the commutator in Eq. (1) with an anticommutator. This
fermionic OTOC can be evaluated exactly for the infinite-
dimensional FK model with the same technique as explained
in the main text:
C f (t) ≡ 〈{c(t), c†(0)}〈{c(t), c†(0)}†〉
=
∑
α
wα[R>α(t, 0)− R<α(t, 0)][R<α(0, t)− R>α(0, t)]
=
∑
α
wα|RRα(t, 0)|2. (S.11)
It satisfies C f (t) ≥ 0.
In Fig. 1, we compare the retarded Green’s function
iGR(t, 0) and C f (t) for several U. We note that both GR(t, 0)
3and C f (t) are independent of the system’s temperature, since
the retarded components of Green’s functions and the self-
energy form a closed set of self-consistent equations in the
case of the FK model, and can be determined independently
of the Matsubara components. As one can see in Fig. 1, the
timescale on which C f (t) changes is comparable to that of
GR(t, 0) (and the dynamical charge correlation function). The
initial drop of C f (t) is delayed compared with GR(t, 0) in the
insulating phase (U ≥ 2). In the long-time limit, the functions
decay as power laws: iGR(t, 0) ∼ t−3/2 and C f (t) ∼ t−3.
To illustrate the dependence of the OTOC C f (t) on the in-
teraction U, we define the OTOC spectral function
C f (ω) =
∫ ∞
0
dt eiωtC f (t). (S.12)
In Fig. 2, we compare C f (ω) at ω = 0 with the single-particle
spectral function A(ω) = − 1
pi
ImGR(ω) at ω = 0 for the FK
model. In the metallic phase (U < 2), there is a nonzero spec-
tral weight at the Fermi energy, while in the insulating phase
(U > 2) the energy gap opens and the spectral weight van-
ishes. On the other hand, C f (ω = 0) grows as U is increased,
and saturates in the strong-coupling limit. This implies that in
the insulating phase, even though the single-particle motions
are frozen at low energy, the information spreading still occurs
to some extent.
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