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Resumé
Le noyau terrestre est un grand océan de fer liquide, quelques 3000 km sous nos pieds. Il est le
siège d’une dynamo auto-entretenant le champ magnétique au cours du temps. Les mouvements
convectifs y sont fortement influencés par la rotation de la Terre via la force de Coriolis, cette
dernière favorisant les mouvements parallèles à l’axe de rotation. L’approche expérimentale de
la dynamique du noyau terrestre et de la dynamo a connu un développement important depuis
la fin des années 90 avec en particulier une série d’expériences à Grenoble. Dans ce cadre, je
présenterai lors de cet exposé des mesures expérimentales permettant d’accéder au champ de vitesse
de l’écoulement dans les métaux liquides, en particulier via les mesures de vitesses ultrasonores par
effet Doppler : la compréhension du couplage entre le champ de vitesse et le champ magnétique
est en effet déterminant dans les processus d’induction magnétique.
J’aborderai ensuite la recherche expérimentale que je mène au LFCR axée sur la propagation
d’ondes mécaniques et électromagnétiques dans les milieux poreux. Il s’agit de reproduire en labo-
ratoire, à échelle réduite, l’analogue de la prospection géophysique multi-physiques de terrain : en
jouant sur les conditions limites et les paramètres physiques contrôlables en laboratoire, l’objectif
est de tester et d’améliorer la modélisation physique des milieux poroélastiques et de fait la car-
actérisation des réservoirs géologiques de la proche surface terrestre. Je présenterai les différentes
expériences en cours au laboratoire en insistant en particulier sur les mesures du champ de vitesse
sismique par vibrométrie laser et sur les mesures du champ électromagnétique accompagnant la
propagation d’ondes sismiques dans les milieux poreux. Une analyse quantitative entre des simu-
lations numériques directes des expériences et les mesures expérimentales sera également présentée.
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Préambule
Après des études universitaires de Mathématiques et Mécanique, j’ai commencé une thèse en 1993
dans l’équipe « Géophysique » du département Terre-Atmosphère-Océan de l’Ecole Normale Supé-
rieure. Cette équipe, dirigée par Claude Froidevaux, comptait entre autres, deux jeunes chercheurs
au CNRS travaillant sur le champ magnétique terrestre. C’est ainsi que j’ai été amené à travailler
sur des expériences de magnétohydrodynamique sous la co-direction de P. Cardin et H.-C. Nataf.
Le tourbillon de gallium liquide soumis à un champ magnétique, expérience principale de la thèse,
s’est ainsi retrouvé sur le manège tournant du palais de la Découverte à Paris ou encore sur la
table tournante rapide du LEGI (Laboratoire des Ecoulements Géophysiques et Industriels), déjà
à Grenoble.
Après deux ans de thèse à Paris, mes obligations de citoyen m’ont conduit pendant deux autres
années à poursuivre mon doctorat sous la direction de P. J. Olson au « Department of Earth
Sciences » de l’Université Johns Hopkins de Baltimore aux États-Unis. J’ai pu travailler sur divers
sujets pendant cette période (bandes longitudinales préférentielles durant l’inversion du champ
magnétique, super-rotation de la graine, cristallisation directionnelle de gallium).
De retour en France, direction Grenoble pour la rédaction de thèse puisque l’équipe « Géodynamo »
nouvellement constituée (P. Cardin, D. Jault, H.-C. Nataf) venait de s’installer au LGIT (Labora-
toire de Géophysique Interne et Tectonophysique). Après la soutenance de thèse à Paris, j’ai obtenu
ensuite en 1998 un poste de maître de conférences dans cette équipe à l’Université Joseph-Fourier
de Grenoble.
J’ai alors contribué au développement de cette équipe avant tout à travers une implication dans les
projets expérimentaux (convection thermique dans une sphère d’eau en rotation rapide puis dans
une sphère de gallium, précession dans un ellipsoïde, mesures de vitesse par effet Doppler, etc.).
Mais c’est le projet « sodium liquide » et la quête d’une géodynamo en laboratoire qui a permis à
notre groupe de travailler en équipe toutes ces années autour d’un projet commun. La réflexion, la
quête de financement, la conception, le montage et enfin le déroulement des expériences « Derviche
Tourneur Sodium » furent une sacré expérience.
Cette dizaine d’années grenobloise me permit également d’entrer de plein pied dans la vie d’un
enseignant universitaire. Beaucoup d’expérience emmagasinée, des équipes pédagogiques jeunes et
dynamiques et beaucoup de plaisir à enseigner ! Je remercie ici sincèrement mes collègues CNRS de
l’équipe « Géodynamo » qui ont pendant de nombreuses années allégé mon service d’enseignement
(en enseignant eux-mêmes une partie de ma charge) et ont permis une implication plus efficace en
recherche de ma part dès mon recrutement en 1998.
La volonté de me rapprocher de la région béarnaise (vie privée) me donna l’opportunité de passer
l’année universitaire 2007-2008 en délégation CNRS au LATT (laboratoire d’Astrophysique de
Toulouse-Tarbes) dans un laboratoire travaillant sur des thématiques connexes à la géodynamo, la
dynamo solaire. Des observations astrophysiques à l’époque confirmaient l’origine turbulente de la
supergranulation à la surface du soleil et ouvraient la voie à de nombreuses études sur l’interaction
entre le champ de vitesse et le champ magnétique. Mon travail au LATT a consisté à développer
l’utilisation de filtres magnéto-optique en potassium permettant de réaliser des dopplergrammes
(cartes du champ de vitesse) et magnétogrammes (cartes du champ magnétique) directement par
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combinaison d’images de la surface solaire. J’ai œuvré au développement de cet outil et participé
aux premières acquisitions via la lunette Jean Rösch de l’observatoire du Pic du Midi de Bigorre.
J’ai finalement repassé avec succès en 2008 un concours de maître de conférences (mutation) à l’Uni-
versité de Pau et des Pays de l’Adour sur un poste intitulé « Modélisation et imagerie en domaine
pétrolier » et intégré le « Laboratoire de Modélisation et Imagerie en Géosciences de Pau »(MIGP).
Mon arrivée au MIGP à coïncidé avec le début de la phase de rédaction du quadriennal 2011-2015.
Les premières discussions à propos de la prospective furent intenses et débouchèrent finalement
sur l’intégration en 2011 des membres du MIGP dans une unité mixte de recherche UPPA-CNRS-
TOTAL plus grande, le « Laboratoire des Fluides Complexes et leurs Réservoirs »(LFC-R) rattaché
au département INSIS du CNRS.
Ma conversion thématique a pleinement débuté lorsque j’ai rejoint avec C. Bordes l’équipe «Géomé-
canique » du LFC-R en Janvier 2011. C’est à partir de là que j’ai commencé à étudier la thématique
de la propagation des ondes dans un milieu poreux, en m’intéressant particulièrement à l’approche
expérimentale de ces phénomènes. Ce premier quinquennal au LFC-R fut l’occasion de mener un
certain nombre d’études expérimentales en particulier autour de la propagation d’ondes sismiques
et sismoélectriques dans des milieux non-consolidés (type sable) en présence d’une saturation du
milieu partielle ou complète.
Du point de vue des Géosciences à l’UPPA, ce quinquennal 2011-2015 fût la période où j’ai dirigé le
département, une structure uniquement enseignement mais qui joue un rôle fédérateur clef puisque
regroupant tous les enseignants-chercheurs en Géosciences appartenant à diverses structures re-
cherche de l’UPPA (IPRA, IPREM, etc.). Le département des Géosciences vit un renouvellement
important de ses membres durant cette période. C’est sous la bannière du département des Géos-
ciences justement que l’on organisa la 24e Réunion des Sciences de la Terre (RST) en 2014.
C’est logiquement qu’en 2016 (nouveau quinquennal 2016-2020) l’équipe « Réservoirs Géologiques »
du LFCR s’agrandit en intégrant notamment les volets Géophysique expérimental et de terrain.
J’ai ainsi rejoint l’équipe « Caractérisation des Réservoirs Géologiques »(CRG, responsable : J.-P.
Callot) du LFCR. Le projet commun de la nouvelle équipe autour de la caractérisation géologique
et géophysique multi-échelle d’un réservoir géologique est un projet fédérateur où les approches
expérimentales en laboratoire ont naturellement leur place.
C’est ainsi que depuis quelques années maintenant nous développons un nouvel axe de recherche
expérimental multi-physique (sismique, électrique, électromagnétique) centré sur les mesures haute-
résolutions (HR) spatiales et temporelles dans des objets naturels en laboratoire. Ces mesures HR
utilisent des outils expérimentaux originaux tel un vibromètre interféromètre laser ou un laser pulsé.
L’idée directrice est à terme d’intégrer l’ensemble des enregistrements sismique/électrique/électromagnétique
(vers l’inversion de forme d’ondes complètes) afin de faire de l’imagerie et d’en déduire les propriétés
physiques des roches, leurs anisotropies, etc. à différentes échelles. Dans cette optique nous collabo-
rons étroitement avec l’équipe Magique 3D de l’INRIA basée à Pau, spécialiste de la modélisation
numérique de la propagation d’ondes multi-physiques. Nous sommes maintenant à mi-quinquennal
du LFCR et notre groupe de géophysique expérimentale à Pau au sein de l’équipe CRG a bon
nombre de projets en cours, aussi bien avec des partenaires académiques (E2S-UPPA, ISTerre,
etc.) qu’industriel (TOTAL).
Depuis un quart de siècle et le début de mon stage de DEA, j’ai à travers mes différents travaux
(Paris, Baltimore, Grenoble, Tarbes, Pau) en commun l’approche expérimentale des mécanismes
à l’œuvre en Géophysique et en particulier des mesures couplées entre le champ de déplacement
(ou vitesse) et le champ électromagnétique, ceci aussi bien au plus profond de la Terre (le noyau
en convection) qu’en proche surface (premiers dizaines de mètres à quelques kilomètres) ou encore
au niveau du soleil. C’est ce qui a conduit à intituler mon dossier de synthèse « Couplages entre
les champs de vitesse et électromagnétique : applications au noyau terrestre et à la prospection
géophysique ».
Le plan de ce mémoire est le suivant : dans un premier chapitre, je présente des informations gé-
8/173 HDR D. Brito
Table des matières 9/173
nérales sur ma carrière, incluant en particulier un curriculum vitæ détaillé ainsi qu’une synthèse
de mes activités aussi bien en recherche qu’en enseignement. Dans un second chapitre, je présente
un exposé des travaux réalisés à l’Université de Grenoble et à l’Université de Pau et des Pays de
l’Adour ; dans cette partie, mon exposé est articulé autour d’articles publiés insérés dans le docu-
ment. Enfin dans un dernier chapitre, j’expose mes perspectives de recherche à court et à moyen
termes.
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Chapitre I
Informations générales
I.1 Curriculum vitæ
Nom : BRITO Prénom : Daniel
Date et lieu de Naissance : 03/10/1970 à Villeneuve-Saint-Georges (94)
Situation familiale : pacsé, un enfant
Grade : maître de conférences HC (5e échelon)
NUMEN : 08S9801078QGX
Etablissement d’affectation : Université de Pau et des Pays de l’Adour
Section du CNU : 36 (Terre solide : géodynamique des enveloppes supérieures, paléobiosphère)
Unité de recherche d’appartenance : Laboratoire des Fluides Complexes et leurs Réservoirs
(LFCR) (UMR 5150 UPPA-CNRS-TOTAL)
Adresse postale : Téléphone, mél et liens internet :
IPRA - UPPA
05 59 40 74 18 / 06 59 61 24 03
Avenue de l’université daniel.brito@univ-pau.fr
BP 1155 - 64013 Pau Cedex http ://lfc.univ-pau.fr/en/dbrito
https ://www.researchgate.net/profile/Daniel_Brito10
https ://scholar.google.fr/citations ?user=vezIrP0AAAAJ&hl=fr
I.1.1 Formation universitaire
1992-1993 D.E.A. de Mécanique, spécialité Mécanique des fluides.
Université Pierre et Marie Curie, Paris.
1991–1992 Maîtrise de Mathématiques appliquées à la Mécanique.
Université Pierre et Marie Curie, Paris.
1990–1991 Licence de Mathématiques pures.
Université Pierre et Marie Curie, Paris.
1988–1990 D.E.U.G. A.
Université Pierre et Marie Curie, Paris.
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I.1.2 Fonctions et expériences professionnelles
2016- Maître de conférences, Université de Pau et des Pays de l’Adour.
Laboratoire des Fluides Complexes et leurs Réservoirs (LFCR, UMR 5150, directeur :
G. Galliéro). Équipe Caractérisation des Réservoirs Géologiques.
Fédération de recherche IPRA « Institut Pluridisciplinaire de Recherche Appliquée
dans le domaine du Génie Pétrolier »(FR 2952).
Thème de recherche principal : Approche expérimentale de la géophysique en milieux
poreux et de la propagation d’onde sismique et électromagnétique. Applications à la
géophysique des réservoirs.
2011-2015 Maître de conférences, Université de Pau et des Pays de l’Adour.
Laboratoire des Fluides Complexes et leurs Réservoirs (LFC-R, UMR 5150, direc-
teur : G. Pijaudier-Cabot). Équipe Milieux Poreux.
Fédération de recherche IPRA « Institut Pluridisciplinaire de Recherche Appliquée
dans le domaine du Génie Pétrolier »(FR 2952).
Thème de recherche principal : Approche expérimentale de la géophysique en milieux
poreux et du rôle de la phase fluide dans la propagation sismique.
2008-2010 Maître de conférences, Université de Pau et des Pays de l’Adour.
Laboratoire de Modélisation et Imagerie en Géosciences de Pau (UMR 5212, direc-
teur : D. Komatitsch).
Fédération de recherche IPRA « Institut Pluridisciplinaire de Recherche Appliquée
dans le domaine du Génie Pétrolier »(FR 2952).
Thèmes de recherche : Dynamique du noyau terrestre & approche expérimentale de
la géophysique en milieux poreux.
2007–2008 Accueil en délégation au CNRS.
Laboratoire d’Astrophysique Toulouse-Tarbes (UMR 5572, directrice : S. Roques).
Équipe Dynamique des fluides astrophysiques.
Observatoire Midi-Pyrénées.
Thème de recherche : Observation expérimentale de la surface solaire et modélisation
de la granulation.
1998–2007 Maître de conférences, Université Joseph-Fourier, Grenoble.
Laboratoire de Géophysique Interne et Tectonophysique (UMR 5559, directeurs suc-
cessifs : M. Campillo, D. Jault, F. Cotton). Équipe Géodynamo.
Observatoire des Sciences de l’Univers de Grenoble.
Thème de recherche principal :Modélisation expérimentale de la dynamique du noyau
terrestre.
1993–1998 Doctorat de Géophysique Interne, Université Paris VII.
« Approches expérimentales et théoriques de la dynamique du noyau terrestre : tour-
billon géostrophique de gallium liquide dans un champ magnétique, anisotropie et
rotation de la graine, chemins d’inversion. »
Recherche menée au laboratoire de Géologie de l’École Normale Supérieure et au
« Department of Earth and Planetary Sciences » de l’Université Johns Hopkins de
Baltimore, États-Unis.
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I.2 Activités d’encadrement
I.2.1 Co-encadrements de thèses
X Avec Dominique Jault, j’ai co-encadré la thèse de Nicolas Gillet (thèse de l’Université
Joseph-Fourier) : « Magnetoconvection dans une sphère en rotation rapide : approches numé-
rique et expérimentale de la convection dans les noyaux planétaires »(soutenue le 1 Octobre
2004). Son travail durant la thèse a donné lieu à quatre publications. Nicolas a poursuivi sa
thèse par un post-doctorat de trois ans à l’Université de Leeds. Après un second post-doctorat
à Grenoble au LGIT, il est rentré comme CR1 au CNRS au LGIT en Septembre 2009. Il est
aujourd’hui toujours chercheur CNRS, HDR, à ISTerre (ex-LGIT).
X Avec Thierry Alboussière, j’ai co-encadré la thèse de Renaud Deguen (thèse de l’Université
Joseph-Fourier) : « Dynamique de la cristallisation de la graine : expériences et modèles ».
(soutenue le 23 Mai 2009). Son travail de thèse a donné lieu à une publication. R. Deguen a en-
suite enchainé avec un post-doctorant de trois ans à l’Université Johns Hopkins de Baltimore
aux Etats-Unis. Après un retour en France à l’IFMT (Toulouse) en Janvier 2013 (programme
ANR « Retour Post-Doctorants »), il est devenu maître de conférences à l’Université Claude
Bernard Lyon 1 en Septembre 2013 et a intégré le laboratoire LGLTPE. R. Deguen a obtenu
en Septembre 2016 une ERC Starting Grant SEIC (Setting Earth’s Initial Conditions : a fluid
dynamic study of core-mantle differentiation).
X Avec Jean-Paul Callot (LFCR) et Clarisse Bordes (LFCR), j’ai co-encadré la thèse de Julia
Holzhauer (allocation ministérielle) intitulée « Monitoring sismique et sismoélectrique d’un
milieu poreux non-consolidé » (soutenue le 2 Juillet 2015). Son travail de thèse a donné lieu
à une publication.
X Avec Julien Diaz (Magique 3D-INRIA, LMAP/UPPA), je co-encadre la thèse de Chengyi
Shen (allocation ministérielle, 1/2 Ecole doctorale + 1/2 IPRA) intitulé « Approches expé-
rimentale et numérique de la propagation d’ondes sismiques dans les roches carbonatées ».
La thèse a débuté en Septembre 2016.
X Stéphane Garambois et Jean Virieux sont co-directeurs de thèse de Marco Salcedo Ar-
ciniega (financement du gouvernement équatorien de type SENESCYT, début de la thèse
le 1er Septembre 2017 à ISTerre) intitulée « Interprétation quantitative d’attributs multi-
physiques géophysiques en terme de propriétés des carbonates à l’échelle du laboratoire ». Je
suis co-encadrant de cette thèse (25%).
X Je devrais encadrer un doctorant à partir de Septembre 2018 sur l’« Approche expérimentale
de l’onde électromagnétique convertie aux interfaces » (projet CHICkPEA, cf Partie III.4).
X Je devrais co-encadrer (avec C. Voisin et S. Garambois, ISTerre) un doctorant à partir de
Septembre 2018 sur le « Suivi temporel multi-échelles de nappe phréatique : du laboratoire
au plateau d’Albion » (projet ALBION 2.0, cf partie III.3).
Je suis également intervenu dans des collaborations avec des étudiants en thèse, officieusement
(pourcentage d’encadrement variable entre 10% et 30%) , : Jérôme Noir (thèse en 2001), Julien
Aubert (thèse en 2001), Nathanaël Schaeffer (thèse en 2004), Bérangère Deleplace (thèse en
2005), Nadège Gagnière (thèse en 2009), J. Barrière (thèse en 2011), M. Shinta Devi (thèse
en 2017).
I.2.2 Encadrements de masters
D.E.A. / Master 2
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X Stage de DEA de Farzam Zoueshtiagh : « Modélisation analogique de la convection ther-
mique dans une sphère de gallium en rotation rapide ». DEA « Mécanique des Milieux Géo-
physiques et Environnement » (MMGE.), Université Joseph-Fourier. Soutenu en Juillet 1998.
Co-encadrement : H.-C. Nataf.
X Stage de M2R de Nadège Gagnière : « Influence de la rotation et du champ magnétique
sur la dynamique du noyau terrestre : l’expérience DTS. Master 2 Recherche « Sciences de la
Terre et Environnement », option Terre Solide, Université Joseph-Fourier. Soutenu en Juillet
2005. Co-encadrement : H.-C. Nataf.
X Stage de M2R de Renaud Deguen : « Morphologie de l’interface graine-noyau liquide ».
Master 2 Recherche « Sciences de la Terre et Environnement », option Terre Solide, Université
Joseph-Fourier. Soutenu en Juillet 2005. Co-encadrement : T. Alboussière.
X CDD 6 mois (01/10/2014 au 31/03/2015), stage post-M2 en vue d’une thèse, de Karim
Yahiatene : «Modélisation 3D de propagation d’ondes acoustiques dans un milieu homogène
et hétérogène en utilisant Geoinv3D, et comparaison des résultats d’inversion de données
synthétiques et réelles sur Sardine ».
X Stage de M2 de Daniel K.M. N’Guessan : « Effect of fluid heterogeneities of porous media
on seismic properties : a laboratory experiment ». Master 2 « Génie Pétrolier », Université de
Pau et des Pays de l’Adour. Soutenu en Septembre 2016. Co-encadrement : C. Bordes.
X Stage de M2 de Chengyi Shen : « Approches expérimentale et numérique pour la propaga-
tion d’ondes en parallélépipède d’Aluminium ». Master 2 « Génie Pétrolier », Université de
Pau et des Pays de l’Adour. Soutenu en Juillet 2016. Co-encadrement : J. Diaz.
X Stage de M2 de Mohamed Ellouz : « Imagerie sismoélectrique : étude expérimentale de la
conversion aux interfaces ». Master 2 « Génie Pétrolier », Université de Pau et des Pays de
l’Adour. Soutenu en Septembre 2017. Co-encadrement : C. Bordes.
Maîtrise / Master 1
X Stage de Maîtrise d’Olivier Szydlo : « Étude expérimentale du champ de vitesse d’un tour-
billon de gallium par velocimetrie Doppler et de la convection thermique dans une sphère
en rotation rapide ». Maîtrise de « Physique et Applications », Université Joseph-Fourier.
Soutenu en Mai 1999.
X Stage de Maîtrise de Sabine Décamp : « Étude de l’écoulement d’un fluide dans une cavité
en précession par injection de colorant ». Maîtrise de « Physique et applications », Université
Joseph-Fourier. Soutenu en Mai 2001.
X Stage de M1 d’Eloïse Kieffer : « Champ magnétique induit par la magnéto-convection dans
une sphère de gallium en rotation rapide ». Master 1 de « Sciences de la Terre », Université
Joseph-Fourier. Soutenu en Septembre 2003. Co-encadrement : N. Gillet.
I.2.3 Encadrement de stages
Licence
X Stage de L3 de Grégory Fanjat : « Etude expérimentale de la propagation d’ondes acous-
tiques dans une zone de mush : Application possible à la graine ». Magistère « Sciences de la
Terre », ENS Lyon. Soutenu en Juillet 2006. Co-encadrement : R. Deguen & T. Alboussière.
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X Stage de L3 de Gabriel Mengin : « Calibration de la voie magnéto-optique dans CALAS ».
Magistère de « Physique fondamentale », Université Paris XI. Soutenu en Septembre 2008.
I.3 Publications et communications
Code couleur : Etudiant en thèse (supervision), Etudiant en thèse (collaboration).
I.3.1 Publications
I.3.1.1 Internationales à comité de lecture : 23
X h-index = 14, 658 citations (Scopus, Mars 2018)
X h-index = 17, 996 citations (Google Scholar, Mars 2018)
1. Holzhauer, J., Brito, D., Bordes, C., Brun, Y., & Guatarbes, B. 2017.
Experimental quantification of the seismoelectric transfer function and its dependence on
conductivity and saturation in loose sand,
Geophysical Prospecting, 4, 1097–1120. doi: 10.1111/1365-2478.12448
2. Bordes, C., Sénéchal, P., Barrière, J., Brito, D., Normandin, E., & Jougnot, D. 2015.
Impact of water saturation on seismoelectric transfer functions: a laboratory study of coseis-
mic phenomenon,
Geophysical Journal International, 200, 1317–1335. doi: 10.1093/gji/ggu464
3. Warden, S., Garambois, S., Jouniaux, L., Brito, D., Sailhac, P., & Bordes, C. 2013.
Seismoelectric wave propagation numerical modeling in partially saturated materials,
Geophysical Journal International, 194, 1498–1513. doi: 10.1093/gji/ggt198
4. Barrière, J., Bordes, C., Brito, D., Sénéchal, P., & Perroud, H. 2012.
Laboratory monitoring of P waves in partially saturated sand,
Geophysical Journal International, 191, 1152–1170. doi: 10.1111/j.1365-246X.2012.05691.x
5. Brito, D., Alboussiere, T., Cardin, P., Gagnière, N., Jault, D., La Rizza, P., Masson, J.-P.,
Nataf, H.-C., & Schmitt, D. 2011.
Zonal shear and super-rotation in a magnetized spherical Couette-flow experiment,
Physical Review E, 83, 066310. doi: 10.1103/PhysRevE.83.066310
6. Roudier, T., Rieutord, M., Brito, D., Rincon, F., Malherbe, J.-M., Meunier, N., Berger, T.,
& Frank, Z. 2009.
Mesoscale dynamics on the Sun’s surface from HINODE observations,
Astronomy and Astrophysics, 495, 945–952. doi: 10.1051/0004-6361:200811101
7. Nataf, H.-C., Alboussière, T., Brito, D., Cardin, P.,Gagnière, N., Jault, D., & Schmitt, D.
2008.
Rapidly rotating spherical Couette flow in a dipolar magnetic field: an experimental study
of the mean axisymmetric flow,
Physics of the Earth and Planetary Interiors, 170, 60–72. 10.1016/j.pepi.2008.07.034
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8. Schmitt, D., Alboussière, T., Brito, D., Cardin, P., Gagnière, N., Jault, D., & Nataf, H.-
C., 2008.
Rotating spherical Couette flow in a dipolar magnetic field: Experimental evidence of magneto-
inertial waves,
Journal of Fluid Mechanics, 604, 175–197. doi: 10.1017/S0022112008001298
9. Deguen, R., Alboussière, T., & Brito, D., 2008.
On the existence and structure of a mush at the inner core boundary of the Earth,
Physics of the Earth and Planetary Interiors, 164, 36–49. doi: 10.1016/j.pepi.2007.05.003
10. Gillet, N., Brito, D., Jault, D., & Nataf, H.-C., 2007.
Experimental and numerical studies of convection in a rapidly rotating spherical shell,
Journal of Fluid Mechanics, 580, 83–121. doi: 10.1017/S0022112007005265
11. Gillet, N., Brito, D., Jault, D., & Nataf, H.-C., 2007.
Experimental and numerical studies of magnetoconvection in a rapidly rotating spherical
shell,
Journal of Fluid Mechanics, 580, 123–143. doi: 10.1017/S0022112007005289
12. Nataf, H.-C., Alboussière, T., Brito, D., Cardin, P., Gagnière, N., Jault, D., Masson, J.-
P., & Schmitt, D. 2006.
Experimental study of super-rotation in a magnetostrophic spherical Couette flow,
Geophysical and Astrophysical Fluid Dynamics, 100, 281–298. doi: 10.1080/03091920600718426
13. Brito, D., Aurnou, J., & Cardin, P. 2004.
Turbulent viscosity measurements relevant to planetary core mantle dynamics,
Physics of the Earth and Planetary Interiors, 141, 3–8. doi: 10.1016/j.pepi.2003.08.005
14. Cardin, P., Brito, D., Jault, D., Nataf, H.-C., & Masson, J.-P. 2002.
Towards a rapidly rotating liquid sodium dynamo experiment,
Magnetohydrodynamics, 38, 177–189. http://hal.archives-ouvertes.fr/hal-00000875
15. Brito, D., Elbert, D., & Olson, P., 2002.
Experimental crystallization of gallium: ultrasonic measurements of elastic anisotropy and
implications for the inner core,
Physics of The Earth and Planetary Interiors, 129, 325–346. doi: 10.1016/S0031-9201(01)00298-
9
16. Brito, D., Nataf, H.C., Cardin, P., Aubert, J., & Masson, J.-P., 2001.
Ultrasonic Doppler Velocimetry in liquid gallium,
Experiments in Fluids, 31, 653–663. doi: 10.1007/s003480100312
17. Aubert, J., Brito, D., Nataf, H.C., Cardin, P., & Masson, J.-P., 2001.
A systematic experimental study of spherical shell convection in water and liquid gallium,
Physics of the Earth and Planetary Interiors, 128, 51–74. doi: 10.1016/S0031-9201(01)00277-
1
18. Noir, J., Brito, D., Aldridge, K., & Cardin, P., 2001.
Experimental evidence of inertial waves in a precessing spheroidal cavity,
Geophysical Research Letters, 28, 3785–3788. doi: 10.1029/2001GL012956
19. Brito, D., Aurnou, J., & Olson, P., 1999.
Can heterogeneous core-mantle electromagnetic coupling control geomagnetic reversals ?,
Physics of the Earth and Planetary Interiors, 112, 159–170. doi: 10.1016/S0031-9201(98)00158-
7
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20. Aurnou, J., Brito, D., & Olson, P., 1996.
Anomalous Rotation of the Inner Core and the Toroidal Magnetic Field,
Journal of Geophysical Research, 103, 9721–9738. doi: 10.1029/97JB03618
21. Brito, D., Cardin, P., Nataf, H.C., & Olson, P., 1996.
Experiments on Joule heating and the intensity of the Earth’s magnetic field,
Geophysical Journal Internationa, 127, 339–347. doi: 10.1111/j.1365-246X.1996.tb04724.x
22. Aurnou, J., Brito, D., & Olson, P., 1996.
Mechanics of inner core super-rotation,
Geophysical Research Letters, 23, 3401–3404. doi: 10.1029/96GL03258
23. Brito, D., Cardin, P., Nataf, H.C., & Marolleau, G., 1995.
Experimental study of a geostrophic vortex of gallium in a transverse magnetic field,
Physics of the Earth and Planetary Interiors, 91, 77–98. doi: 10.1016/0031-9201(95)03051-W
I.3.1.2 Soumises dans revues internationales à comité de lecture : 3
1. Bordes, C., Brito, D., Holzhauer, J., Jouniaux, L., Garambois, S. & Dietrich, M. Labo-
ratory measurements of coseismic fields: towards a validation of Pride’s theory, soumis pour
publication dans l’ouvrage Seismoelectric Exploration: Theory, Experiments and Applica-
tions (Geophysical Monograph Series), Editeurs : Grobbe, N., Revil, A., Zhu, Z. & Slob, E.,
John Wiley and Sons Ltd., West Sussex, UK.. Accepté avec révisions mineures en Février
2018.
2. Dietrich , M., Devi, M. S., Garambois, S., Brito, D., & Bordes, C.. A novel approach for
seismo-electric measurements using multi-electrode arrangements: I –Theory and numerical
experiments. À soumettre à Geophysical Journal International en Mars 2018.
3. Devi, M. S., Garambois, S., Brito, D., Dietrich , M., Poydenot, V. & Bordes, C.. A
novel approach for seismo-electric measurements using multielectrode arrangements: II –
Laboratory measurements. À soumettre à Geophysical Journal International en Mars 2018.
I.3.1.3 En préparation pour revues internationales à comité de lecture : 4
1. Bordes, C, et al. Improvement of attenuation measurements in sandbox experiments: a
Green’s functions numerical approach for correcting geometrical spreading.
2. Brito, D. et al. Quantitative analysis of a seismoelectric interface response in a laboratory.
3. Shen, C. et al. Laser source characterization for mimic seismic geophysical explorations in
laboratory.
4. Brito, D. et al. High resolution spatial and temporal laboratory seismic data sets.
5. Voisin, C. et al. Passive seismic monitoring of imbibition cycles in a sand column.
I.3.1.4 Chapitre d’ouvrage avec comité de lecture : 1
1. Cardin, P. & Brito, D., 2007. Survey of experimental results, in Mathematical aspects
of natural dynamos, Editors : E. Dormy & A.M. Soward, Series: The Fluid Mechanics of
Astrophysics and Geophysics, 13, Taylor and Francis, CRC Press.
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I.3.1.5 Acte de conférence avec comité de lecture : 1
1. Holzhauer, J., Brito, D. & Bordes, C., 2017.
Experimental Evidence of Biot’s Dynamic Compatibility Using Seismoelectric Measurements
under Varying Saturation, Poromechanics 2017 - Proceedings of the 6th Biot Conference on
Poromechanics 2017, 1556-1564. doi : 10.1061/9780784480779.193
I.3.1.6 Publications universitaires : 2
1. Brito, D., 1993, Etude expérimentale de l’interaction d’un vortex de gallium avec un champ
magnétique, rapport de D.E.A, D.E.A. “Mécanique”, Université Pierre et Marie Curie, Paris.
2. Brito, D., 1998, Approches expérimentales et théoriques de la dynamique du noyau terrestre
: tourbillon géostrophique de gallium liquide dans un champ magnétique, anisotropie et
rotation de la graine, chemins d’inversion. Thèse de l’Université Denis Diderot, Paris.
I.3.1.7 Vulgarisation scientifique : 6
1. Khalatbari, A. 1999. Voyage au centre de la Terre, dans un bocal. Libération, 26 Janvier
1999.
2. Sergent, D. 2003. Les géophysiciens ont leur “derviche tourneur”. La Croix, 16 Décembre
2003.
3. P. Cardin, dossier de presse, 2003. Inauguration laboratoire Geodynamo.
4. C. Galus, 2003. Des chercheurs vont simuler le champ magnétique terrestre. Le Monde, 28
Octobre 2003.
5. Jault, D., Brito, D., Cardin, P & Nataf, H.-C., 2004. Le moteur de la dynamo terrestre,
Pour la Science, 318.
6. Jault, D., Brito, D., Cardin, P & Nataf, H.-C., 2010. Le moteur de la dynamo terrestre,
Pour la Science, 67.
I.3.2 Communications
Seules les communications depuis 2003 apparaissent dans la liste ci-dessous.
Communications à des congrès/colloques internationaux avec sélection sur résumé :
28
1. Shen, C., Brito, D., Diaz, J., Zhang, D., Poydenot, V., Garambois, S., Bordes, C., Avril
2017. On the use of a laser ablation as a laboratory seismic source. European Geosciences
Union General Assembly 2017, Vienne, Austria.
2. Holtzhauer, J., Brito, D., Bordes, C., Juillet 2017. Experimental evidence of Biot’s dy-
namic compatibility using seismoelectric measurements under varying saturation. 6th Biot
conference on Poromechanics, Champs-Sur-Marne, France.
3. Bordes, C., Garambois, S., Brito, D., & Holzhauer, J., Juillet 2017. Detection of the Biot
slow wave by seismoelectrics : A numerical and laboratory study. 6th Biot conference on
Poromechanics, Champs-Sur-Marne, France.
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4. Shen, C., Brito, D., Poydenot, V., Diaz, J., Garambois, S., Bordes, C., Octobre 2016.
Seismic wave propagation in heterogeneous limestone samples. Journées d’Etude des Milieux
Poreux, Anglet, France.
5. Brito, D., Poydenot, V., Garambois, S., Diaz, J., Bordes, C., Rolando, J-.P., Avril 2016.
Seismic imaging in laboratory trough laser Doppler vibrometry. European Geosciences Union
General Assembly 2016, Vienne, Austria.
6. Bordes, C., Müller, T., Brito, D., Juin 2016. Seismic and seismoelectric phenomena asso-
ciated to wave induced fluid flows: some laboratory experiments. Workshop “Seismic and
micro-seismic signature of fluids in rocks: Bridging the scale gap, Cergy Pontoise, France.
7. Chiavassa, G., Lombard, B., Brito, D., Mai 2015. Wave propagation in heterogeneous media
with PROSPERO code. Seiscope II annual meeting, Grenoble, France.
8. Bordes, C., Müller, T., Qi, Q., Madadi, M., Gurevich, B., Holtzhauer, J., Brito, D., Avril
2015. Interpretation of strong seismic attenuation in quartz sand in the kiloHertz range. 3rd
workshop of Rock Physics, Perth, Australie.
9. Holtzhauer, J., Bordes, C., Brito, D., Guatarbes, B., Callot, J-.P., Décembre 2014.
Quantitative monitoring of the coseismic seismoelectric field relatively to salinity and satu-
ration variation. American Geophysical Union, Fall Meeting, San Francisco, États-Unis.
10. Poydenot, V., Bordes, C., Brito, D., Octobre 2014. Vibrométrie laser pour la caractérisation
des roches réservoirs. Réunion des Sciences de la Terre, Pau, France.
11. Bordes, C., Sénéchal, P., Barrière, J., Brito, D., Normandin, E., Octobre 2014. Effect of
water saturation on seismoelectric coupling : A laboratory study. Réunion des Sciences de
la Terre, Pau, France.
12. Bordes, C., Garambois, S., Brito, D., Dietrich , M., Holtzhauer, J., Décembre 2013.
Experimental and numerical evidences of the observation of the Biot slow wave thanks to
its electrokinetic conversion. American Geophysical Union, Fall Meeting, San Francisco,
États-Unis.
13. Brito, D., Barrière, J., Bordes, C. & Sénéchal, P., Juillet 2012. Laboratory monitoring of
P-waves in partially saturated sand, Hydrogeophysics Workshop, Boise, Idaho, Etats-Unis.
14. Bordes, C., Sénéchal, P., Brito, D., Garambois, S., & Holzhauer, J., Avril 2012. On
the role of water saturation on the seismoelectric coupling: a laboratory experiment, EGU
general assembly, Vienne, Autriche.
15. Barrière, J., Bordes, C., Brito, D., Sénéchal, P., & Perroud, H., Avril 2012. Laboratory
monitoring of P-waves in partially saturated sand, EGU general assembly, Vienne, Autriche.
16. Holzhauer, J., Bordes, C., Oppermann, F. , Brito, D., & Yaramanci, U., Sénéchal, P.,
Brito, D., Garambois, S., & Holzhauer, J., Avril 2012. Impact of permeability on seismo-
electric transfer function of P waves, EGU general assembly, Vienne, Autriche.
17. Barrière, J., Bordes, C., Brito, D., & Sénéchal, P., Juillet 2012. Laboratory monitoring of
P-waves in partially saturated sand, Rock Physics Poroelasticity Minisymposium 2012, ETH
Zurich, Suisse.
18. Barrière, J., Bordes, C., Brito, D., & Sénéchal, P., 2011. Laboratory monitoring of P-
waves in partially saturated sand, American Geophysical Union, Fall Meeting, San Francisco,
États-Unis.
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19. Brito, D., Alboussière, T., Cardin, P., Gagnière, N., Jault, D., La Rizza, P., Masson, J.-P.,
Nataf, H.-C., & Schmitt, D., 2011. Zonal shear and super-rotation in a magnetized spherical
Couette-flow experiment, American Geophysical Union Fall Meeting, San Francisco, États-
Unis.
20. Brito, D., Alboussière, T., Cardin, P., Gagnière, N., Jault, D., Nataf, H.-C., Schmitt, D.,
La Rizza, P., & Masson, J.-P., 2010. Differential rotation and magnetic field in a spherical
Couette flow experiment, Symposium SEDI (study of the deep interior), Santa Barbara,
États-Unis.
21. Brito, D.,Alboussière, T., Cardin, P., Gagnière, N., Jault, D., Nataf, H.-C., Schmitt, D.,
La Rizza, P., & Masson, J.-P., 2010. Differential rotation and magnetic field in a spherical
Couette flow experiment, American Geophysical Union Fall Meeting, San Francisco, États-
Unis.
22. Brito, D., & équipe DTS, 2008. Generation of the Earth’s magnetic field. Experimen-
tal modelisation with liquid sodium,1st Annual Symposium “French-American Frontiers Of
Science”, Station Biologique de Roscoff, France.
23. Brito, D.,Roudier, T., & Rieutord, M., 2008. Observation of Solar granulation and super-
granulation, Worshop “Magnetic Field Generation in Experiments, Geophysics and Astro-
physics”, Santa-Barbara, États-Unis.
24. Alboussière, T., Brito, D., Cardin, P., Gagnière, N., Jault, D., Nataf, H.-C., Schmitt, D.,
La Rizza, P., & Masson, J.-P., 2006. MHD turbulence in a rotating spherical Couette flow
of sodium with an imposed dipolar magnetic field, Workshop “Modeling MHD Turbulence,
Application to planetary and stellar dynamos”, Boulder, États-Unis.
25. Brito, D., & équipe DTS, 2005. DTS : a liquid sodium experiment in a magnetostrophic
regime, Workshop “Perm Dynamo days”, Perm, Russie.
26. Gillet, N., Brito, D.,Jault, D., & Masson, J.-P., 2004. Rapidly rotating magneto-convection
: experimental and numerical approach, réunion annuelle GDR Dynamo, Nice, France.
27. Deleplace, B., Brito, D., & Cardin, P, 2004. Measurements of apparent viscosity in rapidly
rotating fluids, conférence UK MHD (United Kingdom Magnetohydrodynamics), Nice.
28. Brito, D., Deleplace, B., & Cardin, P, 2003. Convection thermique dans une sphère en
rotation rapide et viscosité turbulente, congrès français de Mécanique, Nice, France.
I.3.2.1 Communications sur invitations personnelles : 8
Communications invitées dans des conférences/laboratoires/ateliers
1. Brito, D., Shen, C., Diaz, J., Garambois, S., Bordes, C., Décembre 2016. Seismic imaging
in laboratory trough laser Doppler vibrometry. Measuring by Light 2016, Conference and
Short-Course on Optical Measurement Techniques for Industrial and Societal Challenges.,
Pretoria, Afrique du Sud.
2. Brito, D., & l’équipe Géodynamo d’ISTerre, 2012. Zonal shear and super-rotation in a
magnetized spherical Couette-flow experiment, conférence invité à l’ETH de Zurich, équipe
“Earth and Planetary Magnetism”, Suisse.
3. Brito, D., & l’équipe Géodynamo d’ISTerre, 2011. Cisaillement zonal et super-rotation
dans l’expérience Derviche Tourneur Sodium, conférence invité à l’IPG de Paris, équipe
“Géomagnétisme”, France.
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4. Brito, D., 2006. L’expérience Derviche Tourneur Sodium, séminaire invité à l’atelier de
Dynamique des Systèmes Géologiques, IPG de Paris, Paris, 2006.
5. Alboussière, T., Brito, D., Cardin, P., Gagnière, N., Jault, D., Nataf, H.-C., Schmitt, D.,
La Rizza, P., & Masson, J.-P., 2006. MHD turbulence in a rotating spherical Couette flow of
sodium with an imposed dipolar magnetic field, séminaire invité au NCAR (National Center
for Atmospheric Research)’, Boulder, États-Unis.
6. Brito, D., 2004. Magnétohydrodynamique, présentation invitée à la réunion “Expérimen-
tation en Sciences de la Terre” organisée par l’INSU, Banuyls-sur-Mer, France.
7. Brito, D., 2003. Vers la modélisation expérimentale des dynamos planétaires, séminaire
invité au Laboratoire de Planétologie et Géodynamique, Nantes, France.
8. Brito, D., 2003. Les dynamos expérimentales, rapport invité à la réunion annuelle du GDR
Dynamo, Centre de L’orme les Merisiers.
I.4 Activités autour de la recherche
I.4.1 Animation et gestion de la recherche dans l’unité de recherche
Au sein du LGIT, équipe « Géodynamo »
X Responsable de l’équipe Géodynamo au LGIT pour la période 2006–2010. L’équipe était alors
composée de trois enseignants-chercheurs, un chargé de recherche au CNRS, quatre directeurs
de recherche au CNRS, deux ingénieurs d’études et quatre doctorants. J’étais en charge de
l’animation scientifique de cette équipe et le représentant de celle-ci auprès de la direction et
des différents conseils du LGIT.
Je n’ai assuré cette fonction que la première année (2006/2007) puisque j’ai rejoint l’Obser-
vatoire Midi-Pyrénées en délégation au CNRS en 2007/2008 puis l’université de Pau et des
Pays de l’Adour en mutation en 2008/2009.
Au sein du LFCR, équipe « Caractérisation des Réservoirs Géologiques »
X Responsable de l’équipe Caractérisation des Réservoirs Géologiques (CRG) du LFCR à par-
tir Janvier 2018. L’équipe est actuellement composée de neuf enseignants-chercheurs (2 PR
et 7 MC), une chaire Junior du programme E2S (CDD de 4/5 ans à partir d’Avril 2018,
type tenure aux Etas-Unis), un PAST, un professeur émérite, un ingénieur de de recherche
au CNRS en CDD, dix doctorants et onze post-doctorants. Je viens de prendre la suite de
Jean-Paul Callot en tant que responsable d’équipe à mi-parcours du quinquennal 2016-2020.
Je suis en charge de l’administration de cette équipe et participe à ce titre à des réunions ré-
gulières du bureau du LFCR avec le directeur, le directeur-adjoint et les quatre responsables
d’équipe (Interfaces et systèmes dispersés / Propriétés thermophysiques / Géomécanique et
Milieux poreux / Caractérisation des Réservoirs géologiques).
En terme d’animation scientifique et même si cette équipe couvre un spectre de compé-
tences très large (géologie structurale, géomorphologie, sédimentologie, interactions fluide-
roche, télédétection, pétrophysique et physique des roches, géophysique de proche surface,
: : :) dont certaines très éloignées de mon champ disciplinaire, j’ai pour ambition d’organiser
des réunions d’équipe régulière intra-équipe où le débat scientifique serait au centre des dis-
cussions. L’idée est de demander aux membres de l’équipe (chercheurs, ingénieurs, doctorants
et post-doctorants) de présenter régulièrement leurs activités de recherche du moment et de
susciter des échanges dans l’équipe. Les équipes dans lesquelles j’ai pu travailler à Paris,
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Baltimore, Grenoble travaillaient sur ce mode là. L’expérience vaut la peine d’être tentée au
LFCR dans l’équipe CRG.
I.4.2 Obtention et gestion des contrats de recherche
Seuls les contrats de recherche obtenus (porteur ou collaborateur) depuis 2008 (mon arrivée à
l’UPPA) apparaissent dans la liste ci-dessous.
Code couleur :
Contrat dont je suis le porteur, contrat dont je suis un collaborateur.
Contrats en cours ou terminés
X 2009 : Participation au projet structurant Inter-équipes, BQR UPPA, intitulé «Propagation
d’ondes en milieux poreux Approches numériques et expérimentales ». Porteur :
C. Bordes (UPPA).
X 2009-2013 : Participation à ANR Transek « Seismo-electromagnetic conversions in po-
rous media- Conversions sismo-électromagnétiques en milieu poreux ». Porteur :
L. Jouniaux (EOST, Strasbourg), responsable local UPPA : C. Bordes (LFC-R).
X 2010 : Participation au projet CALEXIS3D «Calcul haute performance pour l’imagerie
3D haute - résolution de milieux complexes atténuants », financé par le conseil
régional d’Aquitaine. Porteur : R. Martin (GET, Toulouse).
X 2012 : Porteur du projet VILA « Approche expérimentale de la propagation d’ondes
dans un réservoir à saturation variable », appel d’offres INSU 2012 - CESSUR.
X 2013-2015 : Partenaire du consortium Seiscope 2 (2013-2018) : financement d’un CDD pré-
doctorat de 6 mois à l’UPPA en 2014/15 (K. Yahiatene), responsable du consortium : J.
Virieux, ISTerre, correspondant local UPPA : D. Brito.
X 2011 : Obtention d’une allocation de thèse de l’Ecole Doctorale, sujet « Monitoring sis-
mique et sismoélectrique d’un milieu poreux : une approche de laboratoire » (J.
Holzhauer, co-directeurs de thèse : J.-P. Callot, D. Brito & C. Bordes).
X 2011-2014 : soutien de TOTAL via le comité de suivi technique du LFCR de la thèse de J.
Holzhauer.
X 2013 : Porteur du projet VILA « Vibrométrie Laser pour la caractérisation multi-
échelle expérimentale d’un réservoir géologique », appel d’offre « Appel d’offre Défi
Instrumentation aux limites CNRS ».
X 2014 : Participation au projet structurant Inter-équipes, BQR UPPA, intitulé «Vibrométrie
laser appliquée à la caractérisation des roches réservoirs ». Porteur : C. Bordes
(UPPA).
X 2014 : Porteur du projet VILA « Vibrométrie Laser pour la caractérisation multi-
échelle expérimentale d’un réservoir géologique », appel d’offre ISIFoR (Institute for
the sustainable engineering of fossil resources, Institut Carnot).
X 2014-2017 : Participation au projet HPMSCA « Predicting Hydraulic, Mechanical and
seismic properties of CArbonates », projet TOTAL/CEREGE/UPPA/ISTerre (finan-
cement TOTAL), porteur : Y. Guglielmi (CEREGE), responsable local : D. Brito.
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X 2016 : Obtention d’une allocation de thèse de l’Ecole Doctorale & IPRA, sujet commun
entre le LFCR et le LMAP (laboratoire de Mathématiques et Application, UPPA), sujet
« Experimental and numerical studies of wave propagation in porous media : a
focus on a waveform » (C. Shen, co-directeurs de thèse : J. Diaz, D. Brito).
X 2016-2019 : soutien de TOTAL via le comité de suivi technique du LFCR de la thèse de C.
Shen.
X 2016 : Porteur du projet RELAX « Couplage expérimental multi-méthodes Radar
Electromagnétique / LAser / Rayons X autour de la caractérisation physique
d’un réservoir géologique », appel d’offre ISIFoR (Institute for the sustainable engineering
of fossil resources, Institut Carnot).
X 2017 : Participation au projet CHICkPEA « CHaracterIzation of Conducting Poro-
elastic media using Experimental and advanced numericAl methods », lauréat de
l’appel à projet « New scientific challenges Exploring new topics and facing new scientific
challenges for Energy and Environment Solutions » de E2S-UPPA (energy environment so-
lutions, UPPA lauréate du second Programme d’Investissements d’Avenir I-SITE).
X 2017 : Porteur de la partie du projet UPPA / UGA (Université Grenoble-Alpes) « AL-
BION2.0 (financement TOTAL) » sur la « modélisation multi-échelles et multi-physiques
d’un réservoir carbonaté ». Obtention de deux thèses 2018-2021 (une UGA et une UPPA, en
cours de discussion/formalisation).
Demandes en cours (processus d’évaluation)
X 2017 : Porteur d’une demande de cofinancement au projet CHICkPEA « CHaracterIzation
of Conducting Poro-elastic media using Experimental and advanced numericAl
methods », auprès de l’appel à projets CNRS « PEPS INSIS 2018 : Ingénierie verte ».
X 2017 : Porteur d’une demande de cofinancement au projet CHICkPEA « CHaracterIzation
of Conducting Poro-elastic media using Experimental and advanced numericAl
methods », auprès de l’appel à projets Région Nouvelle-Aquitaine Recherche - Enseignement
Supérieur 2018.
I.4.3 Organisation de congrès
X « Winter school on planetary dynamos » en l’honneur du Professeur Friedrich Busse, 30
Mars - 4 Avril 2003 (80 participants), Les Houches, France. Co-organisateur avec P. Cardin,
D. Jault, & H.-C. Nataf.
X 24e Réunion des Sciences de la Terre, 27-31 Octobre 2014 (1450 participants, voir le bilan). J’ai
organisé (responsable) cet évènement avec une grande partie du personnel du département
des Géosciences, entre autres.
I.4.4 Responsabilités en recherche
I.4.4.1 Programme scientifique INSU
X 2006-2008 : membre (nommé) du conseil scientifique du programme SEDIT (Structure,
Evolution et Dynamique de l’Intérieur de la Terre) de l’INSU, comité scientifique composé
de 10 membres. Responsable du programme : A. Davaille.
X Participant au comité scientifique du nouveau comité thématique INSU « Structure, évolution
et dynamique de la terre »en 2009 sous la responsabilité de G. Hulot.
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I.4.4.2 Conseil national des Universités, section 35
X 2007 : Membre nommé de la section 35 (en remplacement d’un des membres).
X 2008–2011 : Membre nommé de la section 35 en 2008.
I.4.4.3 Commissions, conseils
X 2015- : Membre (suppléant de P. Cezac, titulaire) du COST (comité scientifique) du GIS
(Groupement d’Interêt Scientifique) Géodénergie.
X 2016-2020 : Membre élu du conseil de laboratoire du LFCR.
X 2015 : Membre, comité de sélection, poste de MC à l’Université Paul Sabatier de Toulouse
# 1676 (Géophysique).
X 2010-2015 : Directeur du département des Géosciences, UFR Sciences et Technique de l’Uni-
versité de Pau et des Pays de l’Adour.
X 2013 : Membre, comité de sélection, poste de PAST à l’Université de Pau et des Pays de
l’Adour.
X 2013 : Membre, comité de sélection, poste d’ATER à l’Université de Pau et des Pays de
l’Adour.
X 2012 : Membre, comité de sélection, poste MC à l’Université de Pau et des Pays de l’Adour,
MC chaire CNRS # 4040 (Caractérisation multi-échelle de la déformation, interaction
fluide/roches dans les systèmes pétroliers). Contact « enseignement » pour les candidats.
X 2012 : Membre, comité de sélection, poste d’ATER à l’Université de Pau et des Pays de
l’Adour.
X 2011-2014 : Vice-président élu du comité d’experts de l’Université de Pau et des Pays de
l’Adour pour les sections 35 et 36 du CNU.
X 2012 : Contact « enseignement » pour les candidats sur le poste de PR # 0049 (Caractéri-
sation des systèmes pétroliers).
X 2011 : Membre, comité de sélection, poste d’ATER à l’Université de Pau et des Pays de
l’Adour.
X 2008-2011 : Membre élu du comité d’experts de l’Université de Pau et des Pays de l’Adour
pour les sections 35 et 36 du CNU.
X 2009-2013 : Membre élu du conseil d’UFR Sciences et Technique de l’Université de Pau et
des Pays de l’Adour.
X 2011 : Membre, comité de sélection, poste MC à l’Observatoire des sciences de l’univers de
Grenoble # 1416 (Géophysique Instrumentale et interprétative).
X 2002-2005 : Membre élu du conseil de laboratoire du LGIT.
X 2001-2003 : Membre élu, assesseur de la commission de spécialistes sections 35-36-37 de
l’OSUG (Observatoire des Sciences de l’Univers de Grenoble).
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I.4.4.4 Participation à des jurys de thèse
X 2002 : Membre du jury (examinateur) de thèse d’Olivier Praud : « Turbulence stratifiée en
cuve tournante ». Thèse de l’Université Joseph-Fourier. Discipline : Océanographie.
X 2004 : Membre du jury (co-directeur de thèse) de thèse de Nicolas Gillet : « Magnetocon-
vection dans une sphère en rotation rapide : approches numérique et expérimentale de la
convection dans les noyaux planetaires ». Thèse de l’Université Joseph-Fourier. Spécialité :
Géophysique.
X 2009 : Membre du jury (co-directeur de thèse) de thèse de Renaud Deguen : « Dynamique de
la cristallisation de la graine : expériences et modèles ». Thèse de l’Université Joseph-Fourier.
Spécialité : Géophysique.
X 2009 : Membre du jury (examinateur) de thèse de Laure Goudard : « Transitions entre dy-
namos, de type terrestre et de type solaire : une approche numérique ». Thèse de l’Institut
de Physique du Globe de Paris. Spécialité : Géophysique.
X 2015 : Membre du jury de thèse (co-directeur de thèse) de Julia Holzhauer : « Monitoring
sismique et sismoélectrique d’un milieu poreux non-consolidé ». Thèse de l’Université de Pau
et des Pays de l’Adour. Spécialité : Géophysique.
X 2017 : Membre du jury de thèse (invité) de M. S. Devi : « Expérimental and numerical
investigations of the coupled seismic and electromagnetic wave-field propagation in saturated
unconsolidated materials ». Thèse de l’Université Grenoble-Alpes Spécialité : Sciences de la
Terre et de l’Univers et de l’Environnement.
I.4.4.5 Expertises
X Relecteur pour des articles dans des revues internationales depuis 2000 (Physics of the Earth
and Planetary Interiors, Experiments in Fluids, Journal of Flow Measurement and Instru-
mentation, JGR, GJI, ...)
X Relecteur pour des projets ANR Blanc.
X Relecteur pour divers projets internationaux (NSF), nationaux (INSU, Ministère, OSUG,
etc.).
I.4.4.6 Séminaires
X Responsable des séminaires au LGIT, 2000-2002.
I.4.4.7 Distinctions
X 2002 à 2005 : Obtention de la « Prime d’Encadrement Doctoral et de Recherche » (PEDR).
X 2010 à 2014 : Obtention de la « Prime d’Excellence Scientifique » (PES).
I.5 Activités et tâches administratives en enseignement
I.5.1 À l’Université Joseph-Fourier 1998-2007
Recruté en 1998 au sein de l’UFR de Géologie de l’Université Joseph-Fourier, je suis arrivé à un
moment charnière de l’enseignement des Sciences de la Terre à Grenoble. La création de l’OSUG
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(Observatoire des Sciences de l’Univers de Grenoble) en 1999 a en effet coïncidé avec une volonté
de faire migrer les enseignements de la Géologie vers les Sciences de la Terre en général, i:e: avec
des enseignements allant de la Terre interne jusqu’à l’Atmosphère. J’ai enseigné toutes ces années
des disciplines conformes à ma formation universitaire telles les Mathématiques, l’Informatique, la
Physique de la Terre, la Dynamique des Fluides Géophysiques, mais aussi un peu de Géologie. Je
dresse une liste non exhaustive des enseignements que j’ai dispensés durant mes années grenobloises
dans le Tableau I.1, ceux-ci étant principalement à l’OSUG mais aussi à l’UFR de Physique ou
encore au magistère des Sciences de la Terre de l’École Normale Supérieure de Lyon.
J’ai eu l’opportunité de participer durant ces années aux réflexions sur les changements de pro-
gramme de différentes formations en Sciences de la Terre. J’ai participé également au lancement du
LMD et à la mise en place de nouvelles filières d’enseignement en Sciences de la Terre (voir récapi-
tulatif ci-dessous). J’ai également assuré des responsabilités de filière (voir rubrique Responsabilités
ci-dessous).
Je suis resté à l’Université Joseph-Fourier dix ans. J’ai enseigné en moyenne 192 heures par an
entre 1998 et 2007 (délégation au CNRS en 2008). Le nombre d’heures enseignées est récapitulé
dans le Tableau I.3. J’ai été le tuteur de 5 moniteurs en thèse.
Responsabilités
X 2007 : En charge de la réflexion sur la mise en place de la nouvelle licence L3 « Géophysique
et Mécanique ». Ouverte en Septembre 2007.
X 2006 : En charge de la réflexion sur le nouveau parcours L1-L2 « Physique et Géosciences »
remplaçant les parcours PCTU et PMTU (voir ci-dessous). Filière ouverte en Septembre 2007.
X 2004–2007 : Responsable des parcours L1 et L2 de «Physique, Chimie, Terre-Univers-Environnement »(60
étudiants) de la Licence Sciences et Technologies de l’Université Joseph-Fourier.
X 2004–2007 : Responsable des parcours L1 et L2 de « Physique, Mécanique, Terre-Univers-
Environnement » (30 étudiants) de la Licence Sciences et Technologies de l’Université Joseph-
Fourier.
X 2003–2004 : Responsable avec N. Arndt du Master 1 « Sciences de la terre, de l’Univers et
de l’Environnement » de l’Université Joseph-Fourier.
X 2002 : En charge de la réflexion sur la mise en place des nouveaux programmes de Géophysique
dans la nouvelle maquette LMD (2002) au sein du département de l’enseignement de l’OSUG.
X 1999-2003 : En charge de la mise en place et du suivi la première salle informatique (16
postes) à l’institut Dolomieu pour les étudiants de L3 et M1 STUE, 1999. Responsabilité de
la salle jusqu’en 2003.
X 1999-2005 : Correspondant aux « Technologies de l’information et de la communication pour
l’éducation » (TICE) de l’Observatoire des Sciences de l’Univers de Grenoble.
Liste des unités d’enseignements
I.5.2 À l’Université de Pau et des Pays de l’Adour 2008-2018
A mon arrivée à l’Université de Pau et des Pays de l’Adour, j’ai construit un certain nombre de
nouveaux cours. L’enseignement au sein du département des Géosciences de l’UFR Sciences et
Techniques de l’UPPA est en effet un peu plus axé vers la Géologie par rapport aux enseignements
de Grenoble, au moins au niveau Licence des Sciences de la Terre. Par ailleurs, en fonction des
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Niveau Intitulé de l’U.E. eq. TD C / TD / TP UFR Lieu
L1 Transfert de chaleur 18 C / TD OSUG Grenoble
L2 Géodynamique 15 TD / TP OSUG Grenoble
L3 Outils Physique et Géophysique 60 C /TD OSUG Grenoble
L3 Champs et Chaleur 55 C / TD OSUG Grenoble
L3 Outils Mathématiques et Informatique TP 16 OSUG Grenoble
L3 Informatique TP 16 OSUG Grenoble
L3 Propriétés magnétiques des matériaux 9 C ST ENS Lyon
L3 Stage Tectonique 30 TP OSUG Digne-Les-Bains
L3 Stage Glaciologie 12 TP OSUG Chamonix
M1 Champs et Fluides géophysiques 39 C / TD OSUG Grenoble
M1 Géophysique Interne 27 C Physique Grenoble
M1 Mécanique des Fluides Géophysiques 48 C / TD OSUG Grenoble
M1 Géomagnétisme et Paléomagnétisme 25 C / TD ST ENS Lyon
M1 Physique des Minéraux 10 C / TD ST ENS Lyon
M1 Prospection Géophysique 12 TP OSUG Grenoble
Table I.1 : Liste des unités d’enseignement où je suis intervenu entre 1998 et 2007 à l’Université
Joseph-Fourier.
besoins du département des Géosciences, j’ai été amené à enseigner par exemple une « introduction
la cartographie » ou encore une UE de « Géochimie » (nucléosynthèse) couvrant des domaines rela-
tivement éloignés de mon champ disciplinaire de recherche. Mais c’est un excellent investissement
que de se plonger dans une discipline et construire de nouveaux enseignements !
J’interviens également au niveau du Master Génie Pétrolier : parcours Géosciences, notamment
dans une unité d’enseignement complète d’« Inversion et Optimisation ». Là encore, j’ai du explo-
rer une nouvelle branche de la géophysique que je ne connaissais pas bien avant mon arrivée à Pau.
Nous avons discuté fin 2009 puis fin 2014 de la nouvelle offre de formation en Sciences de la
Terre pour le quadriennal 2011-2014 et 2015-2019 respectivement. J’ai contribué à la définition
des nouvelles maquette en Licence et Master lors de ces deux phases. La tableau I.2 récapitule les
enseignements que j’ai dispensés depuis mon arrivée à Pau.
Nous avons initié avec Clarisse Bordes des discussions avec le GRETA Aquitaine (organisme de for-
mation professionnelle) et l’Ecole Française du Forage (EFF) / Drilling School afin d’élaborer une
formation diplômante dans le domaine du forage. Le bassin de Pau est en effet le siège de nombre
d’emplois dans le domaine des Géosciences faisant appel au forage. Ces discussions ont abouti à la
création en 2013 d’un Diplôme Universitaire (DU) « Métiers du Forage » (52 semaines incluant un
stage de 6 mois) porté par l’Université de Pau et des Pays de l’Adour et dont le GRETA et l’EFF
sont partenaires.
L’Université de Pau dispense dans cette formation des cours généraux en Géosciences, les autres
enseignements étant assurés par l’EFF, le GRETA et SeaOwl. Chaque stagiaire de ce DU possède
un contrat professionnel d’une entreprise (SMP, Storengy, SeaOwl, PétroRep, ...) lors de son année
de DU et est dans le meilleur des cas embauché en sortie du DU dans l’entreprise dans lequel il a
fait son stage. Le niveau demandé pour ce DU est un (BAC + 2) et la sélection des stagiaires se
fait via un entretien avec l’entreprise en présence d’un représentant de l’UPPA.
La formation DU a commencé en 2013. Trois promotions de stagiaires se sont succédées jusqu’à
27/173 HDR D. Brito
I.5. Activités et tâches administratives en enseignement 28/173
présent, soit au total 22 stagiaires formés. Le mauvais contexte actuel dans le domaine pétrolier
n’a malheureusement pas favorisé nombre d’embauches après les stages de fin de DU. Après avoir
été co-responsable avec Clarisse Bordes de la première promotion, je suis maintenant responsable
depuis du DU « Métiers du Forage » à l’Université de Pau et des Pays de l’Adour.
Niveau Intitulé de l’U.E. eq. TD C / TD / TP
L1 Structure et physique du globe 1 / Introduction à la cartographie 9 TD
L1 Physique du globe 1 / Géophysique 15 TD
L2 Exploration Géophysique / Méthodes potentielles 27 C / TD / TP
L2 Géochimie 15 C / TD
L2 Physique du globe 2 39 C / TD
L3 Traitement du Signal et Informatique 18 C /TP
L3 Structure et physique du globe 3 28.5 C / TD
L3 Anglais 4.5 C/TD
M1 Géophysique des milieux poreux / Mécanique des Fluides 11 C / TD
M1 Mise à niveau en Géologie : Introduction à la cartographie 37 C / TD / TP
M1 TER (travail d’étude et de recherche) 19 C / TP
M2 Inversion et Optimisation Géophysique 64 C / TD / TP
Table I.2 : Liste des unités d’enseignement où je suis intervenu depuis l’année universitaire 2008-
2009 à l’Université de Pau et des Pays de l’Adour.
I.5.3 Bilan des heures d’enseignement
La tableau I.3 donne un aperçu du nombre d’heures enseignées depuis 2003 à l’Université Joseph-
Fourier puis à l’Université de Pau et des Pays de l’Adour.
Université Joseph-Fourier
2006/07 214
2005/06 226
2004/05 231
2003/04 211
2007/08 : Délégation CNRS.
Pas de charge d’enseignement.
UPPA
2016/17 197
2015/16 219
2014/15 204
2013/14 211
2012/13 202
2011/12 205
2010/11 200
2009/10 215
2008/09 192
Table I.3 : Service annuel en heures équivalents TD depuis 2003.
28/173 HDR D. Brito
I.5. Activités et tâches administratives en enseignement 29/173
I.5.4 Direction du département des Géosciences de l’UPPA
J’ai été directeur du département des Géosciences de l’UPPA entre Juillet 2010 et Juillet 2015.
Le département est une structure qui comprend une quinzaine d’enseignants-chercheurs, un ou
plusieurs ATER, des étudiants en contrats enseignements (ex-monitorat) et deux BIATTS sous la
responsabilité du directeur (secrétaire du département & préparateur TP).
Le département des Géosciences était, durant cette période 2010-2015, la structure à l’Université
de Pau et des Pays de l’Adour qui permettait à tous les acteurs en Géosciences de se réunir. C’est
ainsi que des séminaires, des groupes de travail, des réunions de département furent organisés très
régulièrement. Mon mandat s’est déroulé durant une période où le département s’est beaucoup
renouvelé avec beaucoup de recrutements : plus de la moitié des enseignants chercheurs a été
recruté depuis 2006 (2006 : C. Bordes & M.-P. Isaure, 2007 : C. Bonnel, 2008 : D. Brito, 2010 : C.
Aubourg, 2011 : J.-P. Callot, 2012 : G. Hoareau).
De part mes fonctions de directeur de département entre 2010 et 2015, j’ai assumé un certain
nombre de tâches dont une liste non-exhaustive se trouve ci-dessous :
X Assurer la liaison administrative et pédagogique du département avec l’UFR Science & Tech-
niques de l’UPPA ;
X Gérer la cohésion de l’équipe pédagogique et administrative du département des Géosciences ;
X Assurer la bonne gestion des mouvements de personnels (départs, recrutements) ;
X Gestion des locaux « Géosciences » ;
X Actions de communication et de valorisation du département des Géosciences ;
X Rédaction des profils de poste enseignement (PR, MC, PAST, ATER), contact avec candi-
dats ;
X Gestion annuelle des dossiers de recrutement de contrat d’enseignement pour doctorants ;
X Responsabilité de la secrétaire de département (gestion, évaluation) ;
X Responsabilité de l’assistant ingénieur « enseignement » rattaché au département ;
X Responsabilité (affectation, comptabilité) des heures de tous les enseignants intervenant en
Géosciences. Gestion des fiches de service d’enseignement ;
X 5 à 7 réunions de département par an (information, budget, prospective, etc.) ;
X Responsablilité du budget du département ;
X Responsabilité des locaux du département (rénovation, réatribution d’espace, affectation des
personnes, rangement, mise en sécurité, etc.) ;
X Réunions régulières à l’UFR avec la directrice et responsables des autres départements ;
X Organisation de festivités au sein du département (journée d’intégration, journée de fin d’an-
née universitaire, etc.) ;
X Animation de réflexion sur la prospective en enseignement au département des Géosciences ;
X Responsabilité de la gestion du véhicule du département ;
X Participation aux réunions avec le directeur des études en lien avec la gestion administrative
de la licence (réunions UFR, ODE, Qualité) ;
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X Membre de la commission pédagogique de La Licence Sciences de la Terre.
Ce fut une direction très interessante et chronophage car lié à beaucoup de changements dans
l’organisation du département. L’organisation de la RST2014 avec quasiment tout le département
constitua aussi une belle aventure humaine et scientifique.
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Chapitre II
Exposé de l’activité de recherche
II.1 Dynamique du noyau terrestre
II.1.1 Présentation générale de l’approche expérimentale de la dynamique du
noyau terrestre
Le noyau terrestre au cœur de la machine thermique Terre
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Figure II.1 : A) Coupe transversale de la Terre. La Terre se divise en 3 couches principales : la
croûte, le manteau et le noyau. B) Propriétés physiques du noyau liquide et de la graine solide.
(tiré de Brito (1998))
Le noyau de la Terre, schématisé sur la figure II.1, siège de l’auto-entretien du champ magnétique
ou dynamo est un grand océan de métal liquide en mouvement avec en son centre une graine solide
composée très majoritairement de fer (Badro et coll., 2007). Le refroidissement de la Terre (et donc
du noyau) depuis sa formation entraîne un flux de chaleur du noyau vers les couches externes (man-
teau puis croûte terrestre) (Labrosse, 2003). Ce dégagement de chaleur au sein du noyau liquide
se produit sous forme de convection, qu’elle soit d’origine thermique ou compositionnelle (Cardin
& Olson, 1994). C’est ainsi que la graine solide au centre de la Terre croît au cours du temps (dès
lors que la température du fluide au voisinage de la frontière noyau liquide–graine passe en dessous
du point de solidification de l’alliage de Fer, (Deguen et coll., 2007 ; Deguen, 2012)) et participe à
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la dynamique globale de la Terre profonde.
Ce grande océan d’alliage de fer liquide à haute pression et haute température se retrouve donc en
mouvement due à la convection. La vitesse moyenne du fluide du noyau est de l’ordre de 5  10 4
m/s (on obtient cette vitesse par exemple via les cartes globale du champ magnétique terrestre ob-
tenues par mesures satellitaires, Hulot et coll. (2002)), ce qui est une vitesse extrêmement rapide à
l’échelle des temps géologiques par rapport aux vitesses caractéristiques de la dynamique terrestre,
comme par exemple la vitesse des plaques lithosphériques (de l’ordre du cm/an).
La magnétohydrodynamique du noyau terrestre et la dynamo terrestre
La magnétohydrodynamique (MHD) est la discipline traitant de l’évolution d’un fluide conducteur
d’électricité en mouvement au sein d’un champ magnétique. C’est bien dans ces conditions qu’évolue
le fer du noyau en convection sous l’influence du champ magnétique terrestre : c’est précisément
ce couplage entre champ de vitesse du fluide et champ magnétique qui donne naissance au champ
magnétique auto-entretenu au cours du temps, le champ dynamo (Gubbins & Roberts, 1987).
Comment a été initiée la dynamo terrestre et pourquoi est-elle auto-entretenue depuis 3,5 milliards
d’années (au moins, Tarduno et coll. (2010)) ? Quels types de mouvements se développent dans
le noyau liquide ? Quel est le rôle de la graine dans cette dynamique ? Quelle est l’amplitude du
champ magnétique à l’intérieur du noyau liquide ? Voici une liste de questions (non-exhaustives
: : :) animant la communauté scientifique travaillant sur le noyau terrestre. Ce sont quelques-unes
de ces questions ouvertes qui ont motivées les études lors de ma thèse et de la première partie de
ma carrière à Grenoble.
Les équations qui régissent la MHD du noyau sont l’équation de l’énergie (température), l’équation
du mouvement (Navier-Stokes) et l’équation d’induction (champ magnétique). Je reviens rapide-
ment sur ces deux dernières en guise d’introduction aux études qui suivent dans la première partie
de ce mémoire.
Équation du mouvement, équation de Navier-Stokes dans un référentiel en rotation
L’équation générale du mouvement dans un référentiel en rotation à la vitesse angulaire ~
 s’écrit

@~u
@t
+ ~u·  !grad ~u

+ 2~
 ~u+ ~
 ~
 ~r + d
~

dt
~r = ~F (II.1)
où  est la masse volumique du fluide (supposée homogène ici), ~u est le vecteur vitesse écrit dans le
référentiel en rotation, ~r est le vecteur position et ~F est la somme des forces s’appliquant sur une
parcelle volumique du fluide. Le terme 2~
 ~u est la force de Coriolis, le terme d~
/dt~r n’existe
que si le référentiel n’est pas en rotation uniforme (par exemple, lorsque l’on étudie la précession
du noyau) et enfin le terme ~
 ~
 ^ ~r est la force centrifuge.
Réécrivons maintenant cette équation dans un référentiel en rotation uniforme dans le cadre d’un
fluide visqueux newtonien simple dans l’approximation de Boussinesq (Turcotte & Schubert, 2014) :

@~u
@t
+ ~u·  !grad ~u

+ 2~
 ~u = ~u   !gradP   ~g(T   T0) + ~J  ~B (II.2)
où  est maintenant la masse volumique du fluide à la température T0,  le coefficient de dila-
tation thermique,  la viscosité dynamique, T le champ de température, P un scalaire défini par
P = p + 12

2r2 où p est la pression et le second terme la contribution de la force centrifuge, ~J le
vecteur densité de courant au sein du noyau et ~B le champ magnétique. C’est donc cette équation
simplifiée qui est traditionnellement utilisée pour la dynamique du noyau liquide terrestre.
32/173 HDR D. Brito
II.1. Dynamique du noyau terrestre 33/173
Lorsque l’on adimensionne cette équation (II.2) en prenant :
X U comme vitesse caractéristique du noyau (obtenue à partir des modèles d’inversion du champ
de vitesse du noyau),
X D une longueur caractéristique (rayon du noyau),
X T une différence de température caractéristique du système (l’écart de température moyen
par rapport au profil adiabatique de température du noyau, par exemple),
X B0 un champ magnétique caractéristique du noyau (la composante poloïdale à l’interface
Noyau-Manteau),
et que l’on compare les différents termes de l’équation (II.2), avec la force de Coriolis, on fait
apparaître les 4 nombres sans dimension suivant :
Nombre de Rossby, Ro = U

D
;
Nombre d’Ekman, E = 

D2
;
Nombre de Busse, Bu = gT

U
;
Nombre d’Elsasser,  = B
2
0


:
Après application numérique, on s’aperçoit que Ro, E, Bu,  sont tous inférieurs à 1, voire très
inférieurs à 1 (Cardin, 1992). Or le théorème de Proudman-Taylor énonce que dans un un système
stationnaire en rotation rapide ou la force de Coriolis est dominante, le système est dit géostrophique
(Pedlosky, 1979) et la conséquence est qu’il n’y a pas de variation du champ de vitesse parallèlement
à l’axe de rotation. On en conclut (Busse, 1970) que le noyau liquide terrestre est probablement
dans un état géostrophique et qu’il est peuplé de structures allongées parallèle à l’axe de rotation
comme schématisé sur la Figure II.2 ; c’est ce type d’écoulement dominé par la rotation d’ensemble
avec des structures tourbillonnaires qui a largement influencé notre démarche dans les expériences
qui sont présentées dans la suite de ce mémoire.
@́Equation d’induction du champ magnétique
Afin d’établir l’équation d’induction régissant l’intensité du champ magnétique dans l’écoulement
fluide, on part des équations de Maxwell suivantes :
~r ~E =  @
~B
@t
; loi de Faraday
~r ~B = 0 ~J; loi d’Ampère
où ~E est le champ électrique, ~B le champ magnétique et ~J la densité de courant électrique.
On utilise alors la loi d’Ohm pour un conducteur d’électricité en mouvement
~J = ( ~E + ~u ~B)
où ~u est le champ de vitesse et  la conductivité électrique du fluide en mouvement (Pérez et coll.,
1997).
Combinant ces 3 équations, on en déduit l’équation d’induction qui s’applique au noyau terrestre :
@ ~B
@t
= ~r (~u ~B) +  ~B: (II.3)
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Figure II.2 : Figure originale tirée de Busse (1970) ; cellule de convection géostrophique au seuil
de convection thermique dans une sphère en rotation rapide.
Cette équation nous montre que la variation temporelle du champ magnétique au cours du temps
dans un écoulement magnétohydrodynamique résulte d’une somme entre un terme inducteur ~r
(~u ~B) et un terme diffusif  ~B controlé par la diffusivité magnétique  = 1/(0).
En adimensionnant cette équation (en prenant les mêmes échelles caractéristiques que pour l’équa-
tion du mouvement, soient U , D et B0), on obtient directement
@ ~B
@t
= ~r ( ~u  ~B) + 1Rem
~B: (II.4)
où les grandeurs étoilées sont sans dimension et Rem = UD/ est le nombre de Reynolds magné-
tique.
Une condition nécessaire (mais pas suffisante) pour l’obtention d’une dynamo (i:e: un terme induc-
teur grand devant le terme diffusif et un champ magnétique induit possédant la bonne géométrie
pour renforcer le champ inducteur) est Rem  50 (Gubbins & Roberts, 1987).
Puisque l’on peut écrire
Rem =


UD

= PmRe
où d’une part  est la viscosité cinématique du fluide et Pm le nombre de Prandtl magnétique, et
que d’autre part Pm  10 6 pour les métaux liquides classiques tel l’alliage de fer du noyau, cela
implique en supposant que Rem > 50 pour le noyau que le nombre de Reynolds hydrodynamique
Re est supérieur à 106 et que l’écoulement dynamo du noyau est nécessairement turbulent au sens
hydrodynamique (Cardin & Brito, 2007).
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Nous concluons de cette approche dimensionnelle que l’écoulement du noyau, turbulent, est très
fortement influencé par la rotation terrestre via la force de Coriolis et que son nombre de Reynolds
magnétique est très largement supérieur à 1.
Pourquoi et comment s’intéresser à la magnétohydrodynamique du noyau via une ap-
proche expérimentale ?
Les équations de la magnétohydrodynamique du noyau de la Terre sont connues ; nous en avons
vu quelques-unes (équations (II.2) et (II.3) ) sous des formes simplifiées. La modélisation numé-
rique directe réussit même depuis deux décennies à reproduire les caractéristiques majeures de
la dynamo terrestre (Christensen & Aubert, 2006), comme par exemple les inversions du champ
magnétique terrestre (Glatzmaier & Roberts, 1995 ; Kuang & Bloxham, 1997). Cependant de nom-
breuses questions subsistent quant à la compréhension des résultats de ces simulations car les
paramètres physiques des fluides utilisés dans les calculs, par exemple, sont très éloignés des pa-
ramètres de l’alliage de fer du noyau. On a par exemple des difficultés numériquement à calculer
avec des viscosités cinématiques et des diffusivité thermiques (ou magnétiques) dont les valeurs
sont très différentes ; ainsi, alors que les nombre de Prandtl P= / = 10 1 ou Prandtl magnétique
Pm = /  10 5 dans le noyau, les simulations directes sont plutôt réalisés à P=Pm  1. La
conséquence est que les champ de vitesse, champ de température, champ magnétique dans les cal-
culs numériques ne vont pas évolués avec la bonne dynamique vis-à-vis de la dynamique du noyau
terrestre.
A l’inverse, les expériences de magnétohydrodynamique en laboratoire (Cardin & Brito, 2007 ; Ol-
son, 2011), bien que difficiles la plupart du temps à mettre en oeuvre à cause de la manipulation de
métaux liquides, présentent l’avantage d’être réalisées avec des fluides dont les propriétés physico-
chimiques sont relativement proches de celles de l’alliage de fer du noyau. C’est là que les approches
numérique et expérimentale sont parfaitement complémentaires : le numérique présente l’avantage
d’avoir une grande variabilité et flexibilité au niveau de la géométrie, des conditions au limites,
du rapport entres forces par exemple, tout en étant dans une gamme de propriétés physiques du
fluide éloignée du fluide du noyau ; les expériences, elles, sont réalisées dans la bonne gamme de
paramètre physique du fluide mais souvent éloignées de la gamme réaliste des équilibres entre force.
L’enjeu consiste donc à réduire le « gap » entre les expériences numériques et les expériences de
laboratoire et à tirer des enseignements de chaque approche. Un exemple qui illustre bien la diffi-
culté à aller chercher et le bon rapport de force et le régime dynamo en laboratoire est la necessité
d’avoir un nombre de Reynolds magnétique élevé Rem = UD/ : il faut 1) un fluide excellent
conducteur d’électricité (faible diffusivité ), puis 2) un rapport UD très grand, c’est à dire soit
impliquant des moteurs avec une puissance de plusieurs dizaines voire centaines de kW, soit une
taille caractéristique pour l’expérience de plusieurs mètres (Cardin & Brito, 2007).
Lorsque j’ai commencé ma thèse en 1994, c’était cette volonté d’aller vers la modélisation ex-
périmentale de la dynamique du noyau terrestre en utilisant des métaux liquides qui animait le
groupe « noyau » dans l’équipe de « Géophysique » de l’ENS. L’idée était de commencer par des
expériences simples, et aller vers des expériences de plus en plus proches de la situation du noyau
terrestre, à moyen terme. Dans la suite de cette première partie de la synthèse des travaux consa-
crée à la dynamique du noyau terrestre, c’est justement cet itinéraire expérimental entre 1994 et
2010 environ qui est exposé avec des expériences de MHD gagnant en complexité au fur et à mesure
du temps.
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II.1.2 Travail de thèse
Déroulement de thèse
1994-1995 : Recherche menée au laboratoire de Géologie de l’École Normale Supérieure de Paris,
sous les co-directions de P. Cardin et H.-C. Nataf.
1996-1997 : Recherche menée au « Department of Earth and Planetary Sciences », Johns Hopkins
University, Baltimore, États-Unis, sous la direction de Peter L. Olson.
Thèse de l’Université de Paris VII, soutenue à l’École Normale Supérieure, le 8 Janvier 1998.
Titre
Approches expérimentales et théoriques de la dynamique du noyau terrestre : tourbillon géostro-
phique de gallium liquide dans un champ magnétique, anisotropie et rotation de la graine, chemins
d’inversion.
Résumé (adapté de Brito (1998))
J’ai étudié durant ma thèse quatre problèmes physiques et magnétohydrodynamiques intervenant
dans le noyau terrestre. Chaque étude fait l’objet d’une partie indépendante de ce mémoire. Les
deux premières parties s’appuient sur des expériences en laboratoire et les deux dernières reposent
sur des calculs théoriques et numériques.
La première partie (Figure II.3 a) traite de l’étude expérimentale d’un tourbillon vertical de métal
liquide (gallium) soumis à un champ magnétique transverse. Nous avons étudié l’effet simultané
des forces de Coriolis (dues à la rotation) et des forces de Lorentz (dues à la présence d’un champ
magnétique) sur une structure dynamique analogue à celles qui pourraient être présentes dans le
noyau liquide (colonnes convectives géostrophiques). Les mesures expérimentales (vitesse du fluide,
champ magnétique induit, différences de potentiels électriques, température) sont interprétées à
l’aide d’un modèle rendant compte de la dynamique du tourbillon et de la distribution des cou-
rants électriques en son sein. Les forces de Coriolis rigidifient l’écoulement selon l’axe de rotation
alors que l’effet principal du champ magnétique est de freiner le fluide, d’une part, et d’agrandir la
partie centrale du tourbillon, d’autre part ; cet élargissement concorde avec la présence de colonnes
géostrophiques de grand diamètre dans le noyau liquide. Les mesures expérimentales de dissipa-
tion ohmique (effet Joule) ont permis de montrer quant à elles que si l’écoulement dans le noyau
liquide se développe sous la forme de colonnes géostrophiques, alors le champ magnétique toroïdal
de grande échelle ne peut excéder 25 mT.
La deuxième partie (Figure II.3 b) traite de cristallisation expérimentale de gallium. L’objectif est
cette fois de comprendre l’origine de l’anisotropie de la graine terrestre (observée par les sismo-
logues). Nous avons analysé expérimentalement les vitesses de cristallisation ainsi que la texture
des cristaux de gallium. L’anisotropie élastique mesurée au sein des polycristaux de gallium (mé-
thode ultrasonore) montre que l’orientation des axes cristallins n’est pas déterminée par la direction
du flux de chaleur, mais plutôt dictée par l’orientation de germes initiaux. Nous avons également
montré que la texture des cristaux de gallium est indépendante des conditions de solidification
comme la vigueur de l’écoulement ou le champ magnétique imposé. Il est conclu que l’anisotropie
de la graine pourrait être causée par une orientation préférentielle du réseau cristallin de fer, cette
orientation étant déterminée par les germes initiaux présents au centre de la graine.
La troisième partie (Figure II.3 c) traite d’un problème de couplage électromagnétique entre le
noyau liquide et la graine solide ; ce travail est motivé par de récentes études sismologiques s’at-
tachant à mesurer une rotation différentielle de la graine par rapport au manteau terrestre. Nos
simulations numériques montrent que le couplage électromagnétique est extrêmement efficace entre
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la graine et le noyau : le couple synchronise la vitesse de rotation de la graine solide à la vitesse du
fluide avoisinant dans le noyau liquide. Une relation est établie, dans le cadre de nos hypothèses,
entre le champ magnétique toroïdal présent dans le noyau liquide et la super-rotation de la graine ;
cette relation suggère qu’une observation précise de la rotation différentielle de la graine (à l’aide de
la sismologie) pourrait donner lieu prochainement à une estimation du champ magnétique toroïdal
présent dans les profondeurs du noyau.
La quatrième partie (Figure II.3 d) traite d’un problème de couplage électromagnétique entre le
noyau liquide et le manteau solide ; nous avons étudié l’influence que pourrait avoir une couche
D” hétérogène (en conductivité électrique) à la base du manteau sur les chemins d’inversion d’un
dipôle magnétique. Le couplage électromagnétique hétérogène résulte en une rotation différentielle
entre le noyau et le manteau ; cette rotation est très lente (à l’échelle de temps des inversions) et
ne peut expliquer l’existence éventuelle d’un confinement longitudinal des pôles géomagnétiques
virtuels (PGV) pendant les inversions du champ magnétique.
Publications en lien avec la thèse
X Brito et coll. (1995) : Brito, D., Cardin, P., Nataf, H.C., & Marolleau, G., 1995.
Experimental study of a geostrophic vortex of gallium in a transverse magnetic field,
Physics of the Earth and Planetary Interiors, 91, 77–98. doi : 10.1016/0031-9201(95)03051-W
X Brito et coll. (1996) : Brito, D., Cardin, P., Nataf, H.C., & Olson, P., 1996.
Experiments on Joule heating and the intensity of the Earth’s magnetic field,
Geophysical Journal Internationa, 127, 339–347. doi : 10.1111/j.1365-246X.1996.tb04724.x
X Aurnou et coll. (1996) : Aurnou, J., Brito, D., & Olson, P., 1996.
Mechanics of inner core super-rotation,
Geophysical Research Letters, 23, 3401–3404. doi : 10.1029/96GL03258
X Aurnou et coll. (1996) : Aurnou, J., Brito, D., & Olson, P., 1996.
Anomalous Rotation of the Inner Core and the Toroidal Magnetic Field,
Journal of Geophysical Research, 103, 9721–9738. doi : 10.1029/97JB03618
X Brito et coll. (1999) : Brito, D., Aurnou, J., & Olson, P., 1999.
Can heterogeneous core-mantle electromagnetic coupling control geomagnetic reversals ?,
Physics of the Earth and Planetary Interiors, 112, 159–170. doi : 10.1016/S0031-9201(98)00158-
7
X Brito et coll. (2002) : Brito, D., Elbert, D., & Olson, P., 2002.
Experimental crystallization of gallium : ultrasonic measurements of elastic anisotropy and
implications for the inner core,
Physics of The Earth and Planetary Interiors, 129, 325–346. doi : 10.1016/S0031-9201(01)00298-
9
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Figure II.3 : Illustrations des 4 études abordées lors de la thèse. a) Tourbillon de gallium sur la
table tournante du laboratoire LEGI à Grenoble (Brito et coll., 1995, 1996). b) Bloc polycristallin
de gallium après une cristallisation directionnelle en laboratoire (Brito et coll., 2002). c) Illustration
de la super-rotation de la graine terrestre dans 3 configurations différentes d’écoulement dans le
noyau liquide (Aurnou et coll., 1996, 1998). d) Illustration du couplage électromagnétique entre le
le champ magnétique du noyau et l’interface conductrice Noyau-Manteau, induisant des chemins
d’inversion longitudinaux préférentiels des Pôles Géomagnétiques Virtuels (VGP) lors de l’inversion
du champ magnétique terrestre (Brito et coll., 1999).
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II.1.3 Mesures de l’écoulement fluide par effet Doppler dans les métaux liquides
Publications :
X Brito et coll. (2001) : Brito, D., Nataf, H.C., Cardin, P., Aubert, J., & Masson, J.-P., 2001.
Ultrasonic Doppler Velocimetry in liquid gallium,
Experiments in Fluids, 31, 653–663. doi : 10.1007/s003480100312.
La partie de ma thèse réalisée à Paris portait sur l’étude expérimentale d’un tourbillon de gallium
géostrophique soumis à un champ magnétique. Nous avons notamment démontré que la « taille
caractéristique » du tourbillon grandit sous l’influence d’un champ magnétique transverse (perpen-
diculaire à son l’axe de rotation du tourbillon). Ces premières expériences avec du gallium liquide
ont permis d’acquérir un savoir-faire propre à l’utilisation de ce métal, liquide à 30C et bon
conducteur d’électricité, mais aussi de mettre une panoplie de mesures expérimentales au point :
X mesure de l’écoulement par champ de pression à l’aide de tube de Venturi au sommet du
tourbillon (Brito et coll., 1995) ;
X mesure de différence de potentiels électriques permettant de vérifier la bidimensionnalité ou
non d’un tourbillon ;
X mesures du champ magnétique induit à l’aide d’un gaussmètre (sonde à effet Hall) le long du
tourbillon ;
X mesure de la dissipation ohmique dans l’écoulement à l’aide de thermocouples (Brito et coll.,
1996).
Dans les expériences de MHD, comme expliqué dans la partie II.1.1, les deux champs physiques
fondamentaux à mesurer pour caractériser l’écoulement sont le champ de vitesse du fluide et le
champ magnétique. Le champ magnétique induit peut être mesuré généralement à l’extérieur du
volume du fluide avec différentes techniques (sonde à effet Hall, GMR, fluxgates...) mais pour le
champ de vitesse c’est plus indirect car il s’agit d’aller mesurer de façon non intrusive le champ de
vitesse d’un fluide opaque. Pour ces fluides opaques, les techniques classiques de suivi de particules
type PIV utilisées en mécanique des fluides sont bien-sûr inadaptées. Nous avons alors investi
dans le groupe beaucoup d’énergie pour mettre au point des mesures par effet Doppler à l’aide
d’un appareil développé par la société Signal Processing, le DOP1000, devenu le DOP2000 (et le
DOP4000 aujourd’hui en 2017). L’appareil en tant que tel est relativement simple d’utilisation : : :
mais la mise au point des mesures dans des situations complexes comme les repères en rotation
(écoulements centripètes et centrifuges) ou les fluides opaques (gallium, sodium) ont nécessité
beaucoup d’investissement.
Dans l’article qui suit Brito et coll. (2001), nous montrons qu’après avoir mis au point les mesures
ultrasonores de vitesse dans un petit tourbillon d’eau, nous avons pu reproduire ces mesures dans
un tourbillon de gallium liquide et enfin de sodium liquide. Ces premières mesures avec du sodium
liquide (au delà de 100 C) se sont déroulés au CEA Cadarache dans une boite à gants anaérobie.
Brito et coll. (2001)
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II.1. Dynamique du noyau terrestre 50/173
II.1.4 Vers un noyau terrestre en convection à Rem faible : les expériences en
géométrie sphériques en eau puis en gallium
Publications :
X Aubert et coll. (2001) : Aubert, J., Brito, D., Nataf, H.C., Cardin, P., & Masson, J.-P.,
2001.
A systematic experimental study of spherical shell convection in water and liquid gallium,
Physics of the Earth and Planetary Interiors, 128, 51–74. doi : 10.1016/S0031-9201(01)00277-
1
X Brito et coll. (2004) : Brito, D., Aurnou, J., & Cardin, P. 2004.
Turbulent viscosity measurements relevant to planetary core mantle dynamics,
Physics of the Earth and Planetary Interiors, 141, 3–8. doi : 10.1016/j.pepi.2003.08.005
X Gillet et coll. (2007a) : Gillet, N., Brito, D., Jault, D., & Nataf, H.-C., 2007.
Experimental and numerical studies of convection in a rapidly rotating spherical shell,
Journal of Fluid Mechanics, 580, 83–121. doi : 10.1017/S0022112007005265
X Gillet et coll. (2007b) : Gillet, N., Brito, D., Jault, D., & Nataf, H.-C., 2007.
Experimental and numerical studies of magnetoconvection in a rapidly rotating spherical
shell,
Journal of Fluid Mechanics, 580, 123–143. doi : 10.1017/S0022112007005289
L’installation de l’équipe « Géodynamo » en 1998 à Grenoble a coïncidé avec la construction d’un
« local » thermostaté (voir Figure II.4 a) ) accueillant des expériences de sphère en rotation rapide
(maîtres d’œuvre : H.-C. Nataf & P. Cardin). L’objectif était de recréer de la convection thermique
dans une sphère en rotation rapide comme dans le noyau de la Terre, et d’étudier la dynamique de
cette convection en fonction de différents paramètres expérimentaux comme par exemple la vitesse
de la rotation de la sphère ou l’amplitude du gradient de température entre l’intérieur en convection
et l’extérieur de la sphère.
Comme on peut le deviner sur la Figure II.4a), on impose une différence de température entre
l’extérieur d’une sphère en rotation et l’intérieur via une circulation d’eau dans un cylindre vertical
traversant le centre de la sphère. Les premières expériences, en eau puis en gallium, furent menées
pendant la thèse de J. Aubert (2001) avec une sphère en plexiglass. Nous fûmes ainsi les premiers à
mesurer quantitativement les vitesses convectives et vitesses zonales dans le plan équatorial à l’aide
des mesures ultrasonores (Aubert et coll., 2001) et a en tirer ainsi des loi d’échelles permettant
d’extrapoler au cas du noyau terrestre.
Nous avons poursuivi ces études avec la thèse de N. Gillet (2004) qui porta sur l’ajout d’un champ
magnétique extérieur à ces expériences de convection thermique pour aller étudier la magnéto-
convection thermique. Le dispositif expérimental fut alors modifier dans un premier temps pour
réaliser des expériences en gallium avec un forçage plus fort (convection plus vigoureuse, Ra/Rac
plus grand, où Ra est le nombre de Rayleigh sans-dimension) et dans un second temps pour impo-
ser un champ magnétique à l’écoulement. La Figure II.5a) montre ces évolutions avec la nouvelle
sphère de cuivre seule et la Figure II.5b) avec le rajout de « torons » de cuivre solénoïdaux dans
lesquels circulent un courant électrique afin d’imposer un champ magnétique à l’écoulement. Dans
Gillet et coll. (2007a) et Gillet et coll. (2007b), les résultats expérimentaux sont comparés avec une
simulation directe quasi-géostrophique développée dans le cadre de la thèse de N. Gillet (2004) ; la
Figure II.5c) par exemple montre le champ de vorticité dans le plan equatorial issu d’une simulation
d’écoulement de convection thermique en gallium.
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a)
b)
c)
Figure II.4 : a) Local thermostaté accueillant une sphère en rotation. On distingue au sommet le
moteur entrainant la rotation de l’axe de rotation, le collecteur tournant électrique juste dessous
transmettant les mesures du repère tournant vers le repère du laboratoire, la sphère de plexiglas et
les tuyaux (jaunes) assurant une circulation d’eau dans le manchon cylindrique interne à la sphère.
On peut aussi distinguer des bobines de Helmholtz horizontales et verticales destinées à annuler
le champ magnétique terrestre dans le cas des expériences réalisées avec du gallium liquide. b)
Colonnes de Proudman-Taylor géostrophiques (Pedlosky, 1979) visualisées avec des particules de
Kalliroscope au seuil de convection, à une vitesse de rotation de la sphère de 200 tours / minute. c)
Cartographie équatoriale du champ de vitesse mesuré par ultrasons (en mms/s) dans une expérience
de convection thermique en eau pour un nombre de Rayleigh 22 fois surcritique et une vitesse de
rotation de la sphère de 200 tours / minute. Adapté de Aubert et coll. (2001).
Dans toutes ces études en géométrie sphérique, que ce soit en convection thermique (Aubert et coll.,
2001 ; Brito et coll., 2004 ; Gillet et coll., 2007a) ou magneto-convection thermique (Gillet et coll.,
2007b), il est important de souligner que le nombre de Reynolds magnétique Rem est resté petit
devant 1 : dans cette gamme de paramètre, le champ magnétique induit reste faible et ne modifie
pas directement la géométrie de l’écoulement fluide. Comme expliqué dans la partie II.1.1, la taille
de l’expérience (de l’ordre d’une trentaine de centimètres) et le forçage (par convection thermique)
sont tous les deux trop « faibles » pour pouvoir espérer se rapprocher du régime dynamo ( Rem
 50).
Dans l’article qui suit, Gillet et coll. (2007b), est exposée l’étude complète expérimentale et numé-
rique de la magnéto-convection dans une sphère en rotation rapide de gallium.
Gillet et coll. (2007b)
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a) b)
c)
Figure II.5 : a) Sphère de cuivre utilisée pendant a thèse de N. Gillet (2004). La sphère est de
couleur noire car elle est passée par un processus de cataphorèse afin d’éviter que les oxydes de
gallium ne s’accrochent à la paroi de cuivre durant les expériences. Des résistances chauffantes
(colle blanche recouvrant les résistances selon les parallèles) sont installées à la périphérie de la
sphère afin d’augmenter le gradient de température entre l’intérieur et l’extérieur de la sphère).
b) Même sphère qu’en a) avec 360 torons de cuivre bouclant entre l’intérieur et l’extérieur de la
sphère selon une géométrie solénoïdale. Le champ magnétique imposé à l’écoulement a une direction
azimutale ou longitudinale. c) Exemple de simulations numériques directes obtenus avec le code
quasi-géostrophique : vue équatoriale du champ de vorticité dans le cas du gallium, à une vitesse de
rotation 300 tours/min et pour deux forçages, Ra/Rac=1.85 et Ra/Rac=5. La composante moyenne
du vent zonal (composante azimutal du champ de vitesse) est représentée en traits continus en
fonction du rayon. Adapté de Gillet (2004).
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Thermal magnetoconvection in a rapidly rotating spherical shell is investigated
numerically and experimentally in electrically conductive liquid gallium (Prandtl
number P =0.025), at Rayleigh numbers R up to around 6 times critical and at
Ekman numbers E ∼ 10−6. This work follows up the non-magnetic study of convection
presented in a companion paper (Gillet et al. 2007). We study here the addition of a z-
invariant toroidal magnetic ﬁeld to the ﬂuid ﬂow. The experimental measurements of
ﬂuid velocities by ultrasonic Doppler velocimetry, together with the quasi-geostrophic
numerical simulations incorporating a three-dimensional modelling of the magnetic
induction processes, demonstrate a stabilizing eﬀect of the magnetic ﬁeld in the weak-
ﬁeld case, characterized by an Elsasser number Λ< (E/P )1/3. We ﬁnd that this is
explained by the changes of the critical parameters at the onset of convection as Λ
increases. As in the non-magnetic study, strong zonal jets of characteristic length scales
β (Rhines length scale) dominates the ﬂuid dynamics. A new characteristic of the
magnetoconvective ﬂow is the elongation of the convective cells in the direction of the
imposed magnetic ﬁeld, introducing a new length scale φ . Combining experimental
and numerical results, we derive a scaling law U ∼ (U˜sU˜φ)2/3 ∼ U˜s4/3(φ/β)2/3 where
U is the axisymmetric motion amplitude, U˜s and U˜φ are the non-axisymmetric radial
and azimuthal motion amplitudes, respectively.
1. Introduction
We present in Gillet et al. (2007) (hereafter referred as Part 1) a study of rapidly
rotating nonlinear convection in a spherical shell, for both large and small Prandtl
numbers P = ν/κ (ν and κ are the kinematic viscosity and the thermal diﬀusivity,
respectively). Rapid rotation implies that at ﬁrst order motions are invariant along the
rotation axis zˆ. We couple a centrifugal gravity experiment with a quasi-geostrophic
numerical model including a varying Coriolis parameter, β , that describes the motions
in the equatorial plane perpendicular to zˆ. β(s)= 2η/EH in its dimensionless form is
equivalent to the latitudinal variation of the Coriolis parameter that enters the β-plane
equations in shallow layer systems, with η the slope of the container boundary, H the
half-height of the ﬂuid column and E = ν/Ωd2 the Ekman number (Ω is the rotation
rate and d is the gap between the outer and inner boundaries). For P  1 most of
the kinetic energy is stored in large-scale retrograde zonal ﬂows. Their amplitude U
† Present address: The Department of Earth Sciences, University of Leeds, LS2 9JT Leeds, UK.
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Deﬁnition [Units] Symbol Gallium Earth’s core
Density [kgm−3] ρ 6.1× 103 ∼ 104
Kinematic viscosity [m2 s−1] ν 2.9 − 3.2× 10−7 ∼ 10−6
Thermal expansion coeﬃcient [K−1] α 1.3× 10−4 ∼ 10−5
Thermal diﬀusivity [m2 s−1] κ 1.3× 10−5 ∼ 10−5
Magnetic diﬀusivity [m2 s−1] λ 0.21 ∼ 1
Table 1. Physical properties of liquid gallium (Brito 1998) and their estimation for the
Earth’s core (Wijs et al. 1998; Secco & Schloessin 1989).
is much more intense than the amplitude of the non-axisymmetric radial motions U˜s
(deﬁnitions of the velocity norms are given in § 4). Assuming a Rhines length scale
β ∼
√
U/β(s) (1.1)
for the width of the zonal jets (equation (4.3), Part 1), we have proposed the scaling
law
U ∼ U˜s4/3, (1.2)
independent of the rotation rate (equation (4.7), Part 1). The length scale β emerges
as a consequence of the reverse cascade of kinetic energy in β-plane turbulence
(Rhines 1975).
In the present paper the impact of an imposed magnetic ﬁeld on the ﬂuid ﬂow
is investigated. We report an experimental study of nonlinear magnetoconvection
in a rapidly rotating spherical shell ﬁlled with liquid gallium (P =0.025), the
physical properties of which are summarized in table 1. The experimental study
is backed by numerical simulations using the quasi-geostrophic assumption and a
three-dimensional induction model. The apparatus described in Part 1 has been
modiﬁed to impose a current-free azimuthal magnetic ﬁeld. As in the non-magnetic
study we use ultrasonic Doppler velocimetry to measure ﬂow velocities in gallium.
Ekman numbers E down to 10−6 and Rayleigh numbers R= γαT d4/κν up to 6
times critical have been reached experimentally (α is the thermal expansion coeﬃcient,
γ is the centrifugal gravity gradient and T is the temperature drop between the
boundaries). We consider a parameter domain where
(i) the amplitude b of the magnetic ﬁeld induced by the ﬂuid motion is extremely
small compared to the amplitude B of the imposed ﬁeld, the magnetic Reynolds
number Rm =U/λ being extremely small compared to 1 (U and  are typical
amplitudes for the velocity ﬁeld and the vortex length scales, respectively; λ is the
magnetic diﬀusivity);
(ii) the Lorentz forces remain small in comparison with the Coriolis forces, as
measured by the Elsasser number Λ= σB2/ρΩ (σ is the electrical conductivity of
the moving ﬂuid and ρ its density).
The marginal stability analysis of the rapidly rotating β-plane convection is
characterized by a thermal Rossby wave (Busse 1970; Roberts 1968) whose critical
values (Rayleigh number, wavenumber and pulsation) are governed by the modiﬁed
Ekman number E∗ = (ν + κ)/Ωd2. In liquid metals where P  1 the thermal Ekman
number Eκ =E/P then becomes the control parameter. Soward (1979) and Fearn
(1979a , b) presented marginal stability analyses of rotating magnetoconvection,
describing how the thermal Rossby modes are modiﬁed as the Elsasser number
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increases. They dissociate the modiﬁed Rossby modes for Λ<E1/3κ from the magnetic
or slow modes for E1/3κ <Λ<O(1). These analyses have been conﬁrmed and extended
by the coupled analytical and numerical study of Jones, Mussa & Worland (2003).
Nonlinear magnetoconvection has also been explored in three-dimensional
numerical studies, which often deal with relatively large Ekman and Prandtl numbers
(e.g. Olson & Glatzmaier 1995, E 5× 10−5 and P =1; Zhang 1999, E  10−3) far
from the range of parameters we aim to reach in this study. Cardin & Olson (1995)
performed a parameter study using a quasi-geostrophic approximation approach, with
varying 0.1<Λ< 10 and E 10−6 for P =7, in the presence of an imposed magnetic
ﬁeld that is azimuthal and does not vary with the distance from the axis. Although
fully three-dimensional nonlinear studies have required large E due to numerical
limitations, it is of interest to compare numerical simulations to experiments in
order to test the validity domain of numerical approaches. Comparison between
simulations and experiments also provides a unique opportunity to evaluate the eﬀect
of very small magnetic Prandtl numbers Pm = ν/λ (10−6 for metallic ﬂuids) in
magnetohydrodynamic ﬂuid ﬂows, and possibly deduce a way to parameterize in
numerical simulations the mechanisms associated with such a small number.
Few experimental studies of rotating magnetoconvection have been carried out,
however. Following the early work by Chandrasekar (1954), who proposed a
theoretical framework for the marginal instability problem, Nagakawa (1957, 1958)
ﬁrst studied the onset of convection in a plane layer of mercury in the presence
of both rotation and a magnetic ﬁeld. Aurnou & Olson (2001) reported heat-ﬂux
measurements in a similar experiment but with gallium. A limitation of plane layer
convection is that it lacks an important physical ingredient of the planetary core
dynamics: the presence of sloping boundaries. Only then are zonal motions set up
and low-frequency Rossby waves can propagate. A few recent magnetoconvection
experimental studies have included this feature: Jaletzky (1999) focused on the
instability threshold in a rotating cylindrical annulus ﬁlled with a low-Prandtl-number
liquid. Recently, Shew & Lathrop (2005) have used a larger (and more rapidly
rotating) sphere ﬁlled with liquid sodium (P ∼ 0.01) and investigated both convection
and magnetoconvection in the nonlinear regime. Their data consist of measurements
of the temperature perturbations and heat ﬂux. They imposed a magnetic ﬁeld
aligned with the rotation axis zˆ, with Λ up to 2× 10−4 E1/3κ . With increasing
Elsasser numbers they mainly noticed a change in the heat transfer distribution – an
increase in the equatorial region, together with a decrease at mid-latitude – which
they analysed as the eﬀect of the bi-dimensionalization of the ﬂow along the imposed
ﬁeld lines.
Very little is known about the impact of the magnetic ﬁeld on the quasi-geostrophic
dynamics. In this respect, our work is part of an ongoing research program, that
began with the experimental study of a single geostrophic vortex in gallium in a
transverse magnetic ﬁeld by Brito et al. (1995, 1996). They noticed both a decrease
of the angular velocity and an increase of the vortex size as the Elsasser number
increases towards unity. In the present study we consider the parameter regime where
Λ<E1/3κ , the so-called weak-ﬁeld case.
The organization of this paper is as follows. The experimental set-up is described
in § 2.1. In § 2.2 we present a three-dimensional model of the experiment, and then in
§ 2.3 incorporate the Lorentz force into the quasi-geostrophic numerical model used
in the non-magnetic case (Part 1). In § 3 we describe the eﬀect of the magnetic ﬁeld on
the onset of convection. Then we compare in § 4 our magnetoconvection experiments
to computations in the nonlinear regime. We describe how the presence of a toroidal
126 N. Gillet, D. Brito, D. Jault and H.-C. Nataf
magnetic ﬁeld modiﬁes the scaling laws developed in Part 1. Finally our conclusions
are presented in § 5. For convenience, both cylindrical polar (sˆ, φˆ, zˆ) and spherical
coordinates (rˆ, θˆ , φˆ) are used throughout the description below.
2. The experimental and numerical models
2.1. The experimental apparatus and measurement techniques
The main characteristics of the experimental apparatus and measurement techniques
used in this paper have already been presented in Part 1 (see also Aubert et al. 2001).
We detail here how the experimental set-up has been adapted for magnetoconvection
studies. In order to impose a magnetic ﬁeld on the experiments, we have formed a
solenoid from a copper wire that loops in and out of the inner cylinder and the
outer sphere, as sketched in ﬁgure 1: the coils are distributed uniformly in longitude
around the outer sphere. The solenoidal distribution of electrical currents imposes
on the liquid gallium ﬂow a z-invariant toroidal magnetic ﬁeld, varying in intensity
as B(s) = (µ0NI )/(2πs) for si  s ro, with µ0 the permeability of free space, I the
electrical intensity circulating in the copper wire (up to 14 A with a precision of
0.1 A) and N =444 the number of loops. The intensity of the magnetic ﬁeld can
be increased up to 3× 10−2 T near the inner cylinder. The boundaries of the ﬂuid
container are electrically insulating as there is a thin layer of cataphoresis (see Brito
et al. 2001 and Aubert et al. 2001) between liquid gallium and the copper parts (outer
sphere and central region of the inner cylinder).
In the only previously published experiment on nonlinear magnetoconvection
incorporating a β-eﬀect, Shew & Lathrop (2005) used a measurement technique based
on the temperature perturbations in order to indirectly retrieve information on the
velocity ﬁeld. We use here ultrasonic Doppler velocimetry to directly measure velocities
in gallium. An ultrasonic probe rotating with the sphere in the equatorial plane (see
ﬁgures 1(a) and 2, Part 1) emits an intermittent 4 MHz signal and receives a signal
that has been sent back by particles (gallium oxides). We assume that the velocity
ﬁeld is nearly z-invariant due to rapid rotation. We have access to two components
of the velocity ﬁeld from the ultrasonic measurements (see Part 1): the radial ﬂow
us , from which we build the r.m.s. velocity proﬁle U˜rad(s)= (〈[us − 〈us〉τ ]2〉τ )1/2, and
the mean azimuthal ﬂow uφ , from which we build the mean zonal velocity proﬁle
U zon(s)= 〈uφ(s, t)〉τ . We here denote by an overbar the average over φ, and by
〈. . .〉τ = (1/τ ) ∫τ . . . dt the time average, where τ is typically a few hundred seconds.
A more complete description of the data analysis is developed in Part 1 and Gillet
(2004).
2.2. Mathematical model of the experiments
We model thermal magnetoconvection of a Boussinesq ﬂuid between an outer sphere
(spherical radius ro) and a vertical inner cylinder (cylindrical radius si), in the presence
of an imposed toroidal magnetic ﬁeld B(s)φˆ, the whole system rotating with a constant
angular velocity Ω zˆ. In order to mimic the experiment, gravity is cylindrical and
increases linearly in radius as γ s where γ =Ω2. We use no-slip boundary conditions
for the velocity ﬁeld at the boundaries. The outer sphere is at constant temperature
To. The inner cylinder is at constant temperature Ti in its central part (|z|  ro/2),
and the radial heat ﬂux vanishes (∂T (si)/∂s =0) for ro/2  |z|  ro. The value of the
imposed magnetic ﬁeld decreases as the inverse of s in the bulk of the ﬂuid and is
zero outside as described in § 2.1.
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Figure 1. (a) Picture of the apparatus used in magnetoconvection experiments. The solenoid
that partly hides the sphere is built from a copper wire that loops in and out of the inner
cylinder and the outer sphere. (b) Meridional cross-section of the co-rotating sphere and inner
cylinder. The imposed z-invariant toroidal magnetic ﬁeld is generated by the longitudinal
distribution of current I in a solenoidal electrical coil.
The continuity, momentum and heat equations are, in dimensionless form,
∇ · u = 0, (2.1)
du
dt
+
2
E
zˆ × u = −∇Π − R
P
(T − Tref)s sˆ + ∇2u + Λ
E
j × B, (2.2)
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Deﬁnition Expression Gallium experiments Earth’s core
P , Prandtl ν/κ 0.022 − 0.025 ∼ 10−1
E, Ekman ν/Ωd2 9.7× 10−7 − 2.9× 10−6 ∼ 10−15
Eκ , thermal Ekman κ/Ωd
2 3.9× 10−5 − 1.2× 10−4 ∼ 10−14
E∗, modiﬁed Ekman (κ + ν)/Ωd2 3.9× 10−5 − 1.2× 10−4 ∼ 10−14
R, Rayleigh αTΩ2d4/κν 8.6× 106 − 8.4× 107 −
Pm, magnetic Prandtl ν/λ 1.4× 10−6 ∼ 10−6
Λ, Elsasser σB2/ρΩ < 10−2 ∼ 1
Table 2. Values of the dimensionless parameters in the gallium experiment and in the Earth’s
core. Numbers are calculated from the physical properties listed in table 1. We use for the
Earth’s core d =2.3× 106 m, Ω =7.27× 10−5 rad s−1 and B ∼ 10−3 T. The Rayleigh number of
the Earth’s core is not computed since only the superadiabatic part of T is relevant.
dΘ
dt
+ u · ∇T iccond = P −1∇2Θ, (2.3)
where u is the velocity ﬁeld, Π is the modiﬁed pressure, T is the temperature of
the ﬂuid, Tref is a reference temperature, T
ic
cond is the temperature conductive proﬁle
which satisﬁes the boundary conditions described above (the superscript ‘ic’ stands
for an inner cylinder), Θ = T −T iccond is the temperature perturbation, j is the electrical
current density and B is the magnetic ﬁeld. The dimensionless numbers in the set of
equations ((2.1), (2.2), (2.3)) are deﬁned in table 2. These equations have been made
non-dimensional using T = To − Ti as the unit of temperature, the gap d = ro − si as
the unit of length, and the viscous diﬀusive time d2/ν as the unit of time. The unit
of the magnetic ﬁeld is B, the intensity of the imposed magnetic ﬁeld at s∗ =1.25 si
(corresponding to a cylindrical radius of 50 mm in the experiment where si =40 mm
and ro =110 mm), where convection is the most active. The electrical density currents
unit is σνB/d , so that the unit of electrical potential is νB. From now on in the
paper, r0, si , To and Ti are non-dimensional.
2.3. Quasi-geostrophic ﬂow/three-dimensional magnetic induction numerical model
In this section we incorporate the eﬀect of magnetic forces into the two-dimensional
quasi-geostrophic model derived in Part 1. We then obtain a mixed quasi-
geostrophic ﬂow/three-dimensional magnetic induction model of rapidly rotating
magnetoconvection. We need to introduce the Lorentz force term, the last term on
the right-hand side of equation (2.2), in the quasi-geostrophic approximation of the
momentum equation. We denote by U,  and b respectively the typical velocity
amplitude, length scale and induced magnetic ﬁeld intensity. The magnetic Reynolds
number Rm =U/λ is small in our experiments and b/B O(Rm)< 10−3. As we
prescribe a current-free magnetic ﬁeld, electrical currents are associated with the
induced ﬁeld b only, through Ampe`re’s law
∇ × b = Pm j . (2.4)
We impose non-penetration boundary conditions on the electrical currents
j · n = 0. (2.5)
Thus we do not follow Busse & Finocchi (1993) or Petry, Busse & Finocchi (1997),
who noted that in the case of perfectly conducting boundaries the induced ﬁeld b
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is z-invariant. We need here to describe the induced electrical currents in the entire
volume between the inner cylinder and the outer sphere. As Rm  1, the electrical
ﬁeld is irrotational and Ohm’s law is
j = −∇V + u × B, (2.6)
with V the electric potential. In this diﬀusive regime, the Elsasser number Λ is the
appropriate parameter to compare the magnetic force to the rotation force. It remains
small (Λ 10−2, see table 2). Thus, as in Part 1, we base our numerical model on
the quasi-geostrophic approximation. As the Elsasser number is small, boundary
layers are of the Ekman type. Joule heating is neglected (like the viscous heating
in the Boussinesq approximation) and the heat equation in our quasi-geostrophic
ﬂow/three-dimensional magnetic induction model remains identical to equation (3.12)
in Part 1. The Joule heating scales as σd3U2B2, which is of the order of 10−5 W for
U=10−2 m s−1. It is negligible in comparison to the total heat ﬂux, of the order of
102 W.
Since the imposed magnetic ﬁeld is toroidal, it has no direct inﬂuence on the zonal
motions. Thus the Lorentz force does not appear in the equation for the zonal wind,
which remains identical to equation (3.11) in Part 1. Therefore, the only modiﬁcation
we introduce to turn the convection model of Part 1 into a magnetoconvection model
is the introduction, on the right-hand side of the z-integrated vorticity equation (3.10)
in Part 1, of the term
Λ
E
〈∇ × [ j × B] · zˆ〉z (2.7)
due to the Lorentz force. Given the geometry of the imposed ﬁeld (see § 2.1), we write
expression (2.7) as
−Λ
E
s∗
s2
〈
∂jz
∂φ
〉
z
= −Λ
E
s∗
s2
∂
∂φ
[
s∗u˜s
s
− [V ]
+H
−H
2H
]
, (2.8)
with H =
√
r2o − s2 the half-height of the ﬂuid column. We denote here by u˜ the
non-axisymmetric ﬂow, so that u = u˜ + u = u˜s(s, φ, t) sˆ + [uφ(s, t) + u˜φ(s, φ, t)]φˆ since
the axisymmetric radial ﬂow vanishes in the quasi-geostrophic representation. We
consider in the quasi-geostrophic approximation that uz is linear in the z-direction
(Gillet & Jones 2006). Then taking the divergence of (2.6) we obtain the following
equation for V in the bulk of the ﬂuid:
V =
s∗
s
z
∂
∂s
(
ηu˜s
H
)
. (2.9)
We note that the quasi-geostrophic approximation requires that both the Rossby
number Ro=U/Ω and the Elsasser number Λ are small. The slope η=−dH/ds =
s/H of the container boundary with respect to a plane perpendicular to the rotation
axis is also assumed to be small, η  1, in order to derive the quasi-geostrophic
equations. It would be consistent with these assumptions to neglect terms that are
O(Λη) in the quasi-geostrophic momentum equation whilst the Coriolis term is O(η),
the inertial term is O(Ro) and the main magnetic term is O(Λ). As we use the
quasi-geostrophic model for O(1) values of η, we have chosen to keep these O(Λη)
terms that are required if the boundary condition (2.5) is to be satisﬁed.
The electric potential V in (2.9) is described with a ﬁnite diﬀerence decomposition in
the (rˆ, θˆ)-plane and, like ψ and 〈Θ〉z, with a spectral decomposition in the φˆ-direction.
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It is antisymmetric with respect to the equatorial plane. Equation (2.9) is therefore
solved with a successive over-relaxation method (SOR) in the upper part of the ﬂuid
cavity only. At each time step the value of V , calculated from the velocity ﬁeld, is
introduced in the term associated with the Lorentz force and given in equation (2.8).
Finally, we obtain a quasi-geostrophic ﬂow/three-dimensional magnetic induction
model in which the motions are described with a quasi-geostrophic approach whereas
the induced electrical currents are computed in the entire volume. An example of an
electrical potential distribution with the associated electrical currents is presented in
ﬁgure 2. As in the study of a geostrophic vortex in a transverse magnetic ﬁeld by
Brito et al. (1995), the electrical currents j  u × B are nearly vertical: the currents
go up on one side of the vortices, and down on the other side. Near the boundary
of the container, electrical potential gradients ensure that the electrical currents are
deﬂected from the insulator (see equation (2.5)).
We evaluate now the magnitude of the non-axisymmetric radial motions as
U˜s =max {U˜rad(s)}, and the magnitude of the axisymmetric azimuthal ﬂow as
U =max {−U zon(s)}. These can be computed from both our ultrasonic Doppler
velocimetry measurements and the numerical model. The magnitude of the non-
axisymmetric azimuthal motions is only accessible numerically. To be consistent with
what can be done experimentally (see § 2.1), it is evaluated as U˜φ =max {U˜azi(s)},
where U˜azi(s)= (〈[u˜φ − 〈u˜φ〉τ ]2〉τ )1/2.
3. Onset of rapidly rotating spherical convection in the presence of an imposed
azimuthal magnetic ﬁeld
Fearn (1979 b) and Soward (1979) have developed a local asymptotic theory of
convection in a rotating sphere permeated by a magnetic ﬁeld. They have found that
adding an azimuthal magnetic ﬁeld delays the onset of convection as long as
Λ < O
(
η2/3E1/3κ
)
. (3.1)
In this regime, the frequency ωc of the critical mode decreases as Λ increases. The crit-
ical mode is a modiﬁed thermal Rossby wave that propagates in the prograde direction.
For higher values of Λ, while the pulsation still decreases, inertial and viscous processes
become negligible and the magnetic ﬁeld has a destabilizing eﬀect, convection
appearing for a lower R as compared to the rotating case without magnetic ﬁeld.
We now discuss the onset of magnetoconvection as predicted from our computations
based on the quasi-geostrophic approximation of the momentum equation and a fully
three-dimensional model of the induction eﬀects. We compare our results with the
local asymptotic theory and with the conclusions of Petry et al. (1997), who studied
magnetoconvection in an annulus with inclined, perfectly conducting boundaries and
stress-free conditions for the velocity. Figure 3 illustrates how the critical parameters
depend on the Elsasser number. A maximum of Rc is found close to Λ=E
1/3
κ , as
expected from the asymptotic analysis. Both the wavenumber and the pulsation at
onset of magnetoconvection decrease when the Elsasser number increases. There is
a progressive transition from a modiﬁed thermal Rossby mode to a magnetic mode
(a Rossby wave driven by buoyancy against magnetic diﬀusion instead of thermal
diﬀusion).
Figure 4 gives examples of the vorticity structure at the onset of convection and
magnetoconvection. The azimuthal size of the convective cells increases as a function
of the imposed magnetic ﬁeld. In Part 1 we had implicitly considered equal radial
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Figure 2. Snapshot of the spatial distribution of dimensionless electrical potentials and
associated electrical currents (white arrows), for P =0.025, E =1.95× 10−6, Λ=3.9× 10−2
and R=5 Rc . (a) The top outer boundary (viewed from above), (b) meridional cross-section
in the plane indicated by the dashed line in (a). The colour scale in (a) is the same as
in (b). Positive (resp. negative) isocontours are represented by solid (resp. dashed) lines. A
dimensionless potential of 600 corresponds to approximately 8µV .
and azimuthal length scales of the vortices. Here the Lorentz forces associated with a
toroidal magnetic ﬁeld tend to oppose radial motions (omitting the eﬀect of electrically
insulating boundaries, j × B ∝ −B2u˜s sˆ). At onset azimuthal motions u˜φ are therefore
favoured over the radial ones u˜s . From the continuity equation, the geostrophic ﬂow
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Figure 3. Evolution of the critical parameters for magnetoconvection, determined from our
numerical computations: Rc , mc and ωc (normalized to the non-magnetic case) as a function
of Λ, for E =9.74× 10−7 and P =0.025. The grey symbols (respectively black) are from
calculations with (respectively without) the computation of the electrical potential V . The
dashed line is given by Λ=E1/3κ .
satisﬁes ∂(su˜s)/∂s + ∂u˜φ/∂φ =0, so that
U˜s
s
∼ U˜φ
φ
. (3.2)
We denote by s and φ the typical length scales of the vortices in the radial and
azimuthal directions respectively. As a consequence of the toroidal magnetic ﬁeld, the
ratio s/φ must decrease with Λ. Added to the β-eﬀect due to rapid rotation together
with a varying height H (s) (see Part 1), a second source of anisotropy is induced in
our system by the presence of a magnetic ﬁeld.
The inﬂuence of the electrical boundary conditions on the critical values is
evaluated by comparison of a linear analysis with and without the computation of
the electrical potential V term in equation (2.8). The diﬀerence (see ﬁgure 3) remains
negligible in the weak-ﬁeld case whereas a small stabilizing eﬀect of insulating
boundaries is found for Λ>E1/3κ (in contrast to the plane layer case (Aurnou &
Olson 2001) for which the numerical analysis of Zhang, Weels & Roberts (2004)
indicates a strong destabilizing eﬀect of insulating boundaries). We note that this
is consistent with the quasi-geostrophic approximation approach that taking into
account the O(Λη) potential term in equation (2.9) does not signiﬁcantly aﬀect the
results. Our results – e.g. a destabilizing eﬀect of the magnetic ﬁeld, in a limited range
of Λ, at the experimental values of Ekman and Prandtl numbers – are consistent
with the conclusions of Petry et al. (1997), despite the speciﬁc details of their model.
We thus validate their more systematic exploration of the parameter space (with
variable direction of the imposed ﬁeld).
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(a) Λ = 0
(b) Λ = 0.91Eκ
1/3
(c) Λ = 2.28Eκ
1/3
Figure 4. Snapshots of convection and magnetoconvection at the onset, obtained from the
quasi-geostrophic ﬂow/three-dimensional magnetic induction: normalized vorticity maps in
the equatorial plane, for P =0.025, E =1.95× 10−6, and diﬀerent values of Λ.
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Figure 5. Ultrasonic Doppler velocimetry measurements performed during magnetoconvec-
tion experiments. (a) Transverse velocity proﬁles uχ (s, t) in mm s
−1, as a function of time
and distance from the probe, with P =0.025, E =1.95× 10−6 and R=1.74× 107. The vertical
dashed line near 140 s corresponds to the transition from Λ=3.6× 10−3 (R=2.2 Rc) to
Λ=0 (R=2.6 Rc). The horizontal dashed line indicates the distance at which the transverse
beam line is the closest to the tangent cylinder (see ﬁgure 2, Part 1). The tilted black lines
are an artifact due to the electromagnetic noise. (b) R.m.s. radial velocity proﬁles U˜rad(s)
for E =9.74× 10−7. R=7.93× 107 is kept constant and Λ varies. (c) Zonal velocity proﬁles
U zon(s) for E =9.74× 10−7. R=6.06× 107 is kept constant and Λ varies.
4. Nonlinear rapidly rotating spherical convection in presence of an imposed
azimuthal magnetic ﬁeld
Following the studies by Or & Busse (1987) and Schnaubelt & Busse (1992) for
Λ=0, the magnetoconvection analysis of Petry et al. (1997) included the nonlinear
regime close to onset. They focused on the zonal wind generation just above onset
and concluded that imposing a zonal magnetic ﬁeld does not signiﬁcantly alter the
evolution of either the zonal ﬂow or the heat ﬂux as a function of the Rayleigh
number. As in the non-magnetic case presented in Part 1, we study here the nonlinear
regime for R/Rc < 6, but in the presence of an imposed toroidal magnetic ﬁeld.
4.1. Impact of the magnetic ﬁeld on the ﬂow
For a given value of the Rayleigh number in the experiments, changes in the amplitude
of convective motions are observed as a function of Λ. As an example in ﬁgure 5(a)
the zonal velocity abruptly becomes stronger when we switch oﬀ the magnetic ﬁeld.
The changes in the velocity proﬁles U˜rad and U zon are illustrated in ﬁgure 5(b, c). The
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Figure 6. Comparison of velocity measurements between convection and magnetoconvection
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Figure 7. Comparison of velocity measurements between convection and magnetoconvection
experiments: (a) r.m.s. radial velocity U˜s and (b) mean zonal velocity U as a function of
(R/Rc − 1), for P =0.025, E =2.92× 10−6 (squares), E =1.95× 10−6 (circles), E =9.74× 10−7
(triangles) and diﬀerent Λ. The diﬀerent greys giving the value of Λ for E =1.95× 10−6 are
similarly used for E =2.92× 10−6 and E =9.74× 10−7.
magnetic versus non-magnetic experiments – with the other parameters E and R kept
ﬁxed – show diﬀerences up to 25% in amplitude of convective and zonal velocities,
as illustrated in ﬁgure 6(a, b), which presents U and U˜s as a function of T .
In the case of the non-magnetic rotating convection, the amplitude of the convective
motions scales at ﬁrst order with (R − Rc). In rotating magnetoconvection, (R − Rc)
decreases as Λ is increased from 0 to E1/3κ due to the stabilizing eﬀect of the magnetic
ﬁeld (see § 3). In the range of parameters covered by our experiments, the modiﬁcation
of the onset of convection indeed suﬃces to explain the variation of the amplitude of
measured rms radial velocities U˜s , as seen in ﬁgure 7(a). We have unfortunately not
been able to exceed experimentally the Λ=E1/3κ limit, and thus have not been able
to explore the destabilizing eﬀect of the magnetic ﬁeld. Figure 7(b) presents all our
mean measurements of the zonal ﬂow. The increase of Rc with Λ explains part of
the decrease in U at constant R. However at R/Rc constant instead, a slight increase
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Figure 9. Quasi-geostrophic ﬂow – three-dimensional magnetic induction numerical recon-
struction of velocity proﬁles for magnetoconvection: (a) r.m.s. radial velocity proﬁles U˜rad(s)
and (b) zonal velocity proﬁles U zon(s), for E =1.95× 10−6, R/Rc =3 and Λ/E1/3κ =0, 0.05,
0.45, 0.9 and 2.88 respectively.
of U with Λ may be detected, in particular in the experiments at E =9.74× 10−7.
Nevertheless the dispersion of the data points makes it diﬃcult to draw conclusions.
Figure 8(a) presents several proﬁles of U˜rad(s) for a given value of R/Rc =4.2 and
varying Λ. At ﬁrst order we verify that all the proﬁles have similar amplitude. At
second order we detect a slight enlargement of the convective area as the magnetic ﬁeld
becomes closer to E1/3κ . That would suggest that the organization of the convection
is modiﬁed when E1/3κ is approached, as will be detailed in § 4.3 with the help of our
computations. Similarly, no clear modiﬁcation has been detected in the mean zonal
proﬁles as a function of Λ in ﬁgure 8(b), where R/Rc =4.
4.2. Comparison with the quasi-geostrophic ﬂow/three-dimensional magnetic
induction simulations
We present in ﬁgure 9 typical radial proﬁles U˜rad and zonal proﬁles U zon for
several intensities of the imposed ﬁeld (E and R/Rc kept constant), from quasi-
geostrophic ﬂow/three-dimensional magnetic induction simulations. Approaching the
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Λ/E1/3κ 0 0.05 0.45 0.90 2.88
U˜s 945 949 1051 970 556
U˜φ 996 1036 1124 1153 929
U 1815 2072 2496 2509 1954
U˜s/U˜φ 0.95 0.92 0.93 0.84 0.60
Table 3. Quasi-geostrophic ﬂow/three-dimensional magnetic induction simulation of the r.m.s.
radial velocity U˜s , the r.m.s. azimuthal velocity U˜φ , the mean zonal velocity U and the ratio
U˜s/U˜φ , for P =0.025, E =1.95× 10−6, R/Rc =3 and several values of the Elsasser number,
respectively Λ=0, 2.1× 10−3, 1.9× 10−2, 3.8× 10−2 and 1.2× 10−1.
limit ΛE1/3κ , we notice the emergence of a second maximum in U˜rad (ﬁgure 9a).
Meanwhile, the maximum of U˜rad migrates slightly towards larger radii, although its
amplitude remains constant. These characteristics are qualitatively in agreement with
the experimental radial measurements at the highest Λ (ﬁgure 8a). A displacement
of the minimum of the numerical zonal proﬁles towards the outer boundary is also
observed in ﬁgure 8(b). In these zonal proﬁles, the shape modiﬁcation is accompanied
by an increase of the amplitude U . This suggests that the tendency observed in
our experimental measurements of U (ﬁgure 7b) may be signiﬁcant. Figure 9 also
presents velocity proﬁles for Λ larger than E1/3κ . It appears that the convection
intensity drops severely once convection starts from magnetic modes, with a decrease
in both velocities U˜s and U . The r.m.s. radial proﬁles also become increasingly
ﬂat, suggesting that convection becomes relatively easier at larger radius, where the
magnetic ﬁeld is weaker.
Figure 10 shows several numerical vorticity maps obtained with the quasi-
geostrophic simulations, illustrating convection patterns for Elsasser numbers both
lower and higher than E1/3κ (the ratio R/Rc =3 is kept constant). It shows that
vorticity isolines elongate along the magnetic ﬁeld direction, in a way similar to what
we ﬁrst noticed at onset (ﬁgure 4). This anisotropy in the vortices (φ/s increases
with Λ) is associated with a relative increase of the typical r.m.s. azimuthal motions
U˜φ compared to the r.m.s. radial motions U˜s . This point is illustrated in table 3 where
we see that U˜s is much more aﬀected than U˜φ by the transition across E
1/3
κ .
We also detect in ﬁgure 10 that convection intensiﬁes at larger radius, where
the intensity of the magnetic ﬁeld is weaker, as Λ is increased. This observation
is correlated with the modiﬁcations in U˜rad (shift of the maximum, and proﬁles
more ﬂat) noticed in ﬁgure 9(a) as Λ exceeds E1/3κ . We reach a maximum value of
Λ 0.2 E1/3κ in our experiments at E =9.74× 10−7 (the best documented case). In
the range of Elsasser number available experimentally, our numerical simulations
indicate an evolution of the critical wavenumber mc, from 17 in the non-magnetic
case down to 14 (see ﬁgure 3). We could expect an increase of both φ/s and U˜φ/U˜s .
The ultrasonic Doppler velocimetry measurements in our set-up are unfortunately
not precise enough to detect such a tiny modiﬁcation in the azimuthal wavenumbers,
and a direct measurement of the r.m.s. azimuthal velocity u˜φ was not available.
4.3. Impact of the magnetic ﬁeld on the inertial scaling
The change in geometry of the vortices as we increase Λ (see ﬁgure 10) should induce
a deviation from the scaling law (1.2) obtained for U in the non-magnetic case. The
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Λ = 0
Λ = 0.91Eκ1/3
Λ = 2.28Eκ1/3
Figure 10. Snapshots of convection and magnetoconvection obtained from numerical
simulation: normalized vorticity maps in the equatorial plane, for P =0.025, E =1.95× 10−6,
R=3 Rc and diﬀerent values of Λ. The colour scale is from −0.1 (white) to +0.1 (black).
Superimposed on the vortices, the mean zonal ﬂow is drawn with a black solid line as a
function of radius.
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equation for the mean zonal ﬂow (equation (3.11), Part 1) can be written
∂uφ
∂t
+ u˜s
∂u˜φ
∂s
=
∂
∂s
[
1
s
∂
∂s
(
suφ
)]−
√
roβ(s)
2sH
uφ. (4.1)
If Ekman friction balances the nonlinear term on the left-hand side of equation (4.1),
as in the convection case for P  1, we obtain the estimation√
roβ(s)
2sH
U ∼ U˜sU˜φ
s
. (4.2)
The Rhines length scale which results from a balance between the Coriolis and inertial
forces in the vorticity equation (equation (3.8), Part 1), provides the radial extent β
of the zonal jets. In the present case where the ﬂow is dominated by its axisymmetric
part, β is equivalent to the radial length s of the vortices, as illustrated in the
vorticity maps in ﬁgure 10. Substituting s in equation (4.2) by β from equation (1.1)
leads to √
roβ(s)
2sH
U ∼
√
β(s)
U
U˜sU˜φ, (4.3)
and ﬁnally ( ro
2sH
)1/3
U ∼
(
U˜sU˜φ
)2/3
(4.4)
(to be compared with equation (4.6) in Part 1). As already noticed in Part 1 the
prefactor on the left-hand side is almost constant throughout the main part of the
liquid volume (except in the region very close to the equator). Using the estimation
(3.2) from the continuity equation, equation (4.4) leads to
U ∼
(
U˜sU˜φ
)2/3 ∼ U˜ 4/3s
(
φ
β
)2/3
, (4.5)
which extends equation (4.7) of Part 1 to cases where anisotropy is present.
This scaling law (4.5) is a priori valid in any anisotropic system where β diﬀers
from φ , like for example in the frame of β-plane turbulence (e.g. Galperin et al.
2004; Read et al. 2004). As we have barely detected this eﬀect in our non-magnetic
study (see ﬁgure 13, Part 1), we have kept a simpler description with β = φ in Part 1;
in more turbulent ﬂuid ﬂows than those considered in Part 1, the scaling law (4.5)
might however be relevant even without the presence of a magnetic ﬁeld. In our
present study, the imposed magnetic ﬁeld appears to constrain φ much more than
any non-magnetic eﬀect.
The scaling (4.5) is tested numerically in ﬁgure 11(a), where U is represented as a
function of
√
U˜sU˜φ for several Ekman and Elsasser numbers (we do not present U
as a function of U˜s
√
φ/β because it is diﬃcult numerically to precisely determine
φ and β). For Λ=0 the 4/3 law is veriﬁed for several values of E. For Λ = 0
kept constant, the 4/3 trend does not seem to be inﬂuenced by the presence of the
magnetic ﬁeld, below and above the limit E1/3κ .
To illustrate the importance of the anisotropy of the velocity ﬁeld, mainly induced
by the imposed magnetic ﬁeld, we show on table 3 ratio U˜s/U˜φ as a function of
Λ. The increase or decrease of the zonal wind intensity with Λ, presented in that
table results from a trade-oﬀ between the decrease in U˜s as radial motions are
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Figure 11. Amplitude of the mean zonal velocity U as a function of the r.m.s. velocity
(U˜sU˜φ)
1/2, obtained from numerical simulations, for E =1.95× 10−6 (circles) and various Λ.
Simulations at Λ=0 are shown for E =2.92× 10−6 (squares) and 9.74× 10−6 (triangles). The
dashed line comes from the scaling law (4.7) of Part 1.
impeded in the presence of an azimuthal magnetic ﬁeld and the enhancement of the
φ-component of the velocity. At the largest magnetic ﬁeld values reached in these
simulations (equivalent to Λ=0.12), we ﬁnd U˜s/U˜φ  0.6, so that taking into account
the anisotropy in the scaling (4.5) for U corrects by a factor of 0.6−2/3  1.5 in this
speciﬁc case (i.e. a 50% correction in the zonal ﬂow amplitude at a given U˜s). As
the Elsasser number becomes closer to unity, the ratio U˜s/U˜φ decreases, so that we
expect the eﬀect of the anisotropy to become larger at larger value of Λ.
We have found numerically that the distinction between U˜s and U˜φ introduced in
(4.5) explains most of the variations in the zonal wind amplitude observed as we
increase the magnetic ﬁeld intensity. We then conclude that the general picture for the
generation of zonal wind from nonlinear inertial processes, ﬁrst presented in Part 1
for convection, remains valid for magnetoconvection once we take into account the
anisotropy introduced in the velocity ﬁeld by the imposed magnetic ﬁeld.
5. Discussion
We have explored thermal convection in a rapidly rotating sphere (E ∼ 10−6) ﬁlled
with liquid gallium (P =0.025) permeated by a z-invariant toroidal magnetic ﬁeld,
with an experiment backed by a mixed quasi-geostrophic ﬂow/three-dimensional
magnetic induction numerical simulation. We have shown in Part 1 that for P  1,
diﬀerential rotation – mainly a single retrograde jet – makes up most of the kinetic
energy in our experiment, even for R 6Rc. This has enabled us to derive a relation
between the amplitude of the r.m.s. radial and mean zonal motions, in the framework
of the β-plane turbulence. According to this approach, the typical lateral extent of
the jet should increase with the convective forcing (reverse cascade).
Adding a magnetic ﬁeld and increasing its intensity, we note a decrease of the
convective and zonal motions. In the experimental range of parameters, the eﬀect
is explained by taking into account the impact of the toroidal magnetic ﬁeld on
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the critical parameters only. The increase of Rc with Λ in the weak-ﬁeld case,
estimated from our calculations, explains the diminution of the r.m.s. velocity. From
our numerical study of the onset (and in qualitative agreement with the asymptotics,
see Soward 1979) a growth of the vortices in the azimuthal direction is expected. The
anisotropy of the ﬂow, as a result of the magnetic ﬁeld geometry, is still predominant
in the nonlinear regime, and requires one to distinguish the radial length scale –
or Rhines scale – β from the azimuthal length scales φ . As a consequence the
scaling law U ∼ U˜s4/3, proposed for the non-magnetic convection in Part 1, is modiﬁed
to U ∼ (U˜sU˜φ)2/3 ∼ U˜s4/3(φ/β)2/3. However, the β-plane turbulence can also induce
anisotropy, with cells elongated in the φ-direction (see for instance the Jovian vortices).
Thus the modiﬁcation we have introduced in the present paper, because of the imposed
magnetic ﬁeld geometry, could be of interest even in the non-magnetic case for strongly
turbulent ﬂows. Note also that in presence of an imposed poloidal magnetic ﬁeld,
both radial and zonal length scales might be aﬀected, which makes the competition
between the diﬀerent processes more complex.
We have experimentally documented the nonlinear magnetoconvection in the weak-
ﬁeld case only. Studying the transition to magnetic modes would require an intensity
of the imposed magnetic ﬁeld, keeping constant the rotation rate, three times larger
than what we have been able to achieve. Future magnetoconvection experiments
should include a magnetic ﬁeld that is strong enough to be destabilizing. The rotation
rate should also be such that the wavenumber at the onset is large enough, so that
an inverse cascade can be documented for supercritical convection. We note that,
unfortunately, ﬂuid metals that are good electrical conductors (sodium) are also good
thermal conductors. With these liquids, we could reach larger values of the Elsasser
number but the thermal Ekman number Eκ would be increased also.
The investigation of zonal ﬂows in β-plane magnetoconvection is one step towards
the study of zonal ﬂows in self-excited ﬂuid dynamos. Most numerical dynamos using
no-slip boundary conditions present relatively weak zonal ﬂows, which are governed
by thermal wind (e.g. Aubert 2005). This is in favour of α2 dynamos (Christensen &
Aubert 2006), as opposed to αω dynamos where the zonal shear plays an important
role. But one should keep in mind that numerical dynamos suﬀer from far too large
Ekman numbers and magnetic Prandtl numbers. As a consequence they do not oﬀer
much space for several length scales to appear, thus inhibiting the complex role played
by inertia (see for instance Fearn & Rahman 2004), and also precluding mechanisms
such as the reverse cascade. The range of dynamics they can cover is thus limited,
and they do not apply to the secular variations of the Earth’s magnetic ﬁeld at time
scales from 10 to 1000 years.
The study of these short time-scales requires a better understanding of mechanisms
such as the torsional oscillations (Dumberry & Bloxham 2003). The nonlinear
dynamics in relation to the magnetic ﬁeld can be inferred from both the (u · ∇)u
and the j × B terms, in the presence of the dominant Coriolis force. Hide (1966)
derived long ago a quasi-geostrophic model of the core dynamics in the presence
of a magnetic ﬁeld. There is still much work to be done to understand what would
replace, in the magnetic case, phenomena like the reverse cascade and its associated
length scale.
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II.1.5 Vers un noyau à forçage fort, en rotation rapide et à Rem modéré : les
expériences sphériques en sodium
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Zonal shear and super-rotation in a magnetized spherical Couette-flow experiment,
Physical Review E, 83, 066310. doi : 10.1103/PhysRevE.83.066310
La volonté de se rapprocher d’une dynamo à géométrie sphérique en laboratoire a poussé l’ensemble
de l’équipe « Géodynamo » vers le projet Derviche Tourneur Sodium (DTS) dès la fin des années
90 au LGIT à Grenoble. L’idée était d’approcher une dynamo avec un écoulement respectant les
équilibres de force à l’œuvre dans le noyau terrestre (Cardin et coll., 2002).
Les contraintes expérimentales et techniques nous ont donc poussé vers les choix suivant :
X Utilisation du sodium liquide : c’est le fluide possédant la meilleur conductivité électrique
et celui-ci est incontournable si on veut atteindre des Rem élevées en laboratoire (si on fait
exception des plasmas, cf Winsconsin Plasma Physics Laboratory). Le sodium devient liquide
autour de 98C : la conséquence est qu’on doit mener les expériences autour de 110-120C,
i.e. bien au dessus du point de fusion mais pas trop car l’électronique est généralement peu
compatible avec des températures au delà de 140C. Deux autres propriétés importantes du
sodium est qu’il peut s’auto-enflammer au contact de l’oxygène et que son contact avec l’eau
est explosif. Cela nous a amené à toujours travailler avec le sodium liquide sous atmosphère
d’argon et construire un laboratoire « anhydre » (Figure II.6).
X La quantité maximale de sodium (50 litres) manipulable dans un milieu universitaire (sans
avoir recours à une installation exceptionnelle nécessitant de multiples autorisations) a permis
de fixer la taille de la sphère : diamètre 21 cm avec une graine de 7 cm (rapport entre noyau
liquide et graine dans DTS identique à la situation du noyau terrestre).
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X Comme vu dans la partie II.1.4, la convection thermique n’est pas assez efficace pour atteindre
des Rem élevés en laboratoire. Nous avons donc opté pour un forçage mécanique en imposant
une rotation différentielle entre la graine et la sphère externe (écoulement de type Couette
sphérique), la graine elle-même portant un champ magnétique dipolaire (Brito et coll., 2011).
On se retrouve alors dans une configuration magnétostrophique ou forces de Lorentz et forces
de Coriolis sont sensiblement du même ordre de grandeur.
X Le dispositif est construit pour que la sphère externe puisse être mise en rotation jusqu’à
600 tours par minute et la graine jusqu’à 2000 tours par minute, la rotation élevée de la
sphère externe permettant de se rapprocher d’un nombre d’Ekman dans DTS proche de celui
du noyau. L’ensemble des nombres sans dimension importants dans l’écoulement DTS est
indiqué dans la Table II.1 ; ceux-ci sont comparés aux valeurs dans le noyau terrestre et dans
les simulations numériques.
Nombres sans dimension Noyau terrestre DTS Simulations numériques
pour 
 = 5 Hz et 
 = 5 Hz (en 2006)
Pm = / ' 10 5 ' 7 10 6 ' 1
E = /
R2  10 12 5 10 7 > 10 6
 = B2/
  0:1 2 [0:02; 12]  1
Re = 
b a/  7 105
Rem = 
b a/  5
Table II.1 : Nombres sans dimension caractéristiques dans DTS calculés pour 
 = 5 Hz et 
 = 5
Hz et comparaisons avec les valeurs de ces nombres dans le noyau terrestre et dans les simulations
numériques.
L’inauguration du laboratoire Géodynamo (Figure II.6) destiné à accueillir l’expérience « Derviche
Tourneur Sodium » a eu lieu le 23 Octobre 2003 (Cardin, 2003) après différents tests probants de
préparation et sécurité en lien avec la manipulation du sodium liquide.
Les mesures principales réalisées pendant les écoulements de sodium liquide dans DTS étaient les
suivantes :
X Couples et vitesses délivrés par les moteurs de la sphère externe et de la graine ;
X Différences de potentiel électrique à la paroi de la sphère externe ;
X Champ magnétique induit à l’extérieur de la sphère externe à l’aide de sondes GMR installées
dans le référentiel du laboratoire ;
X Champ de vitesse au sein du sodium liquide à l’aide de mesures ultrasonores ;
X Champ de pression dynamique à la frontière la sphère externe.
Ma contribution majeure parmi ces mesures dans DTS fut les mesures de vitesses dans le sodium
liquide via les mesures ultrasonores présentées dans la partie II.1.3. Ces mesures sont illustrées
sur la Figure II.7 où l’on voit le dispositif expérimental, la trajectoire des ultrasons, des mesures
typiques du champ de vitesse et la démonstration claire que, proche de la graine, le sodium est
en super-rotation par rapport à la graine (Ferraro, 1937 ; Nataf et coll., 2006). L’article qui suit
(Brito et coll., 2011) synthétise les résultats de l’écoulement mesuré dans DTS au travers de ces
mesures ultrasonores : dans l’ensemble, nous avons bien compris l’écoulement avec un écoulement
type « Ferraro » (1937) proche de la graine et un écoulement type géostrophique à l’extérieur de la
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graine. Nous avons conclu que les forces d’inertie dans DTS se réduisent, au premier ordre, à une
force de Coriolis et que beaucoup de structures prédites par les simulations numériques directes
linéaires sont bien observées dans DTS. Comme dans Christensen & Aubert (2006), le paramètre
sans dimension clé dans les simulations non-linéaires pour reproduire les observations dans DTS
est le nombre d’Elsasser  = B2/
 et non pas les nombres sans-dimension faisant intervenir les
diffusivités (thermique, magnétique, ou viscosité cinématique). Les études autours de DTS furent
les sujets principaux de deux thèses Gagnière (2009) et Cabanes (2014) (cette dernière après mon
départ pour Pau).
Brito et coll. (2011)
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a)
b)
c)
Figure II.6 : a) Laboratoire sodium construit sur le campus de l’université Joseph-Fourier à Saint-
Martin d’Hères. Le laboratoire, anhydre, est surélevé pour éviter une inondation en cas de crue
exceptionnelle de l’Isère. b) Figure de principe de l’expérience DTS. c) Photographie de l’expérience
DTS.
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Figure II.7 : a) Photographie de la sphère avec les 4 « bouchons circulaires » permettant de
loger les sondes ultrasonores afin de réaliser les mesures de vitesse dans le sodium liquide (UDV
pour Ultrasonic Doppler Velocimetry). b) Schéma de principe montrant deux trajets pour les
ultrasons (trait tireté vert) ; une des sondes mesure principalement la composante radiale alors
que la seconde (celle dont la trajectoire ultrasonore évite la graine) mesure principalement la
composante azimuthale. c) Diagramme spatio-temporel de l’écoulement dans DTS obtenu pour
la sphère externe à l’arrêt et la graine à une rotation f = 1.4 Hz ou 84 tours / min. Mesures
obtenues pour une trajectoire ultrasonore oblique (évitant la graine) et exprimées en mm/s. d)
PDF (Probability Density Function) de l’écoulement montré sur la figure c). e) Exemple de profil
obtenu par mesures ultrasonores le long d’une trajectoire évitant la graine. La vitesse mesurée
(s f) est d’abord divisé par le rayon cylindrique s, puis normalisée par le taux de rotation de la
graine fgraine. Le rapport f/fgraine supérieur à un proche de la graine signifie que le fluide est en
super-rotation par rapport à la graine conformément à un écoulement type Ferraro (Brito et coll.,
2011).
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Zonal shear and super-rotation in a magnetized spherical Couette-flow experiment
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We present measurements performed in a spherical shell filled with liquid sodium, where a 74-mm-radius inner
sphere is rotated while a 210-mm-radius outer sphere is at rest. The inner sphere holds a dipolar magnetic field
and acts as a magnetic propeller when rotated. In this experimental setup called “Derviche Tourneur Sodium”
(DTS), direct measurements of the velocity are performed by ultrasonic Doppler velocimetry. Differences in
electric potential and the induced magnetic field are also measured to characterize the magnetohydrodynamic
flow. Rotation frequencies of the inner sphere are varied between −30 Hz and +30 Hz, the magnetic Reynolds
number based on measured sodium velocities and on the shell radius reaching to about 33. We have investigated
the mean axisymmetric part of the flow, which consists of differential rotation. Strong super-rotation of the
fluid with respect to the rotating inner sphere is directly measured. It is found that the organization of the mean
flow does not change much throughout the entire range of parameters covered by our experiment. The direct
measurements of zonal velocity give a nice illustration of Ferraro’s law of isorotation in the vicinity of the inner
sphere, where magnetic forces dominate inertial ones. The transition from a Ferraro regime in the interior to a
geostrophic regime, where inertial forces predominate, in the outer regions has been well documented. It takes
place where the local Elsasser number is about 1. A quantitative agreement with nonlinear numerical simulations
is obtained when keeping the same Elsasser number. The experiments also reveal a region that violates Ferraro’s
law just above the inner sphere.
DOI: 10.1103/PhysRevE.83.066310 PACS number(s): 47.35.Tv
I. INTRODUCTION
The Earth’s fluid core below the solid mantle consists of a
3480-km-radius spherical cavity filled with a liquid iron alloy.
A 1220-km-radius solid inner core sits in its center. It has
been accepted since the 1940s [1,2] that the flows stirring the
electrically conducting liquid iron in the outer core produce
the Earth’s magnetic field by dynamo action. The fluid motion
is thought to originate from the cooling of the Earth’s core,
which results both in crystallization of the inner core and in
convection in the liquid outer core [3].
The last decade has seen enormous progress in the nu-
merical computation of the geodynamo problem after the first
simulation of a dynamo powered by convection [4–7]. It is,
however, still unclear why many characteristics of the Earth’s
magnetic field are so well retrieved with simulations [8], since
the latter are performed with values of important dimensionless
parameters that differ much from the appropriate values
for the Earth’s core. The main numerical difficulty is the
simultaneous computation of the velocity and the magnetic
and temperature fields with realistic diffusivities, respectively,
the fluid viscosity and the magnetic and thermal diffusivities.
Those differ indeed by six orders of magnitude in the outer core
[9]; such a wide range is at present out of reach numerically,
the simulations being performed at best with two orders of
*Formerly at Institut des Sciences de la Terre; daniel.brito@univ-
pau.fr
†Now at Laboratoire de Science de la Terre, Universite´ de Lyon,
ENS de Lyon, CNRS, Lyon, France
magnitude difference between the values of the diffusivities.
An experimental approach of the geodynamo is, in that respect,
promising, since the fluid metals used in experiments have
physical properties, specifically diffusivities, very close to the
properties of the liquid-iron alloy in the Earth’s outer core.
Moreover, experiments and simulations are complementary,
since they span different ranges of dimensionless parameters.
Magnetohydrodynamics experiments devoted to the dy-
namo study started some 50 years ago (see the chapter authored
by Cardin and Brito in [10] for a review). To possibly induce
magnetic fields, the working fluid must be liquid sodium
in such experiments. Sodium is indeed the fluid that best
conducts electricity in laboratory conditions. A breakthrough
in these dynamo experiments occurred at the end of 1999,
when amplification and saturation of an imposed magnetic
field were measured for the first time in two experiments, in
Riga [11] and in Karlsruhe [12]. The common property of those
setups was to have the sodium motion very much constrained
spatially, in order to closely follow fluid flows well known
analytically to lead to a kinematic dynamo, respectively, the
Ponomarenko flow [13] and the G.O. Roberts flow [14]. More
recently, the first experimental dynamo in a fully turbulent
flow was obtained in a configuration where two crenelated
ferromagnetic rotating discs drive a von Ka´rma´n swirling flow
in a cylinder [15]. Earth’s like magnetic field reversals were
also obtained in this experimental dynamo [16]. Other similar
experiments have been run where sodium flows are driven
by propellers in a spherical geometry [17,18]. In order to
emphasize the specificity of the experimental study presented
in the present paper, it is worth mentioning two common
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features of the previously mentioned sodium experiments: the
forcing of the sodium motion is always purely mechanical and
the magnetic field is weak in the sense that Lorentz forces are
small compared to the nonlinear velocity terms in the equation
of motion [19].
The “Derviche Tourneur Sodium” (DTS) experiment has
been designed to investigate a supposedly relevant regime for
the Earth’s core, the magnetostrophic regime [20–22], where
the ratio of Coriolis to Lorentz forces is of the order one. The
container made of weakly conducting stainless steel is spher-
ical and can rotate about a vertical axis. An inner sphere
consisting of a copper envelope enclosing permanent magnets
is placed at the center of the outer sphere; the force-free
magnetic field produced by those magnets enables exploration
of dynamical regimes where Coriolis and Lorentz forces are
comparable. The sodium motion in the spherical gap is driven
by the differential rotation between the inner sphere and the
outer sphere, unlike in the Earth’s core where the iron motion is
predominantly driven by convection [23] and maybe minorly
by differential rotation of the inner core [24].
The DTS experiment has not been designed to run in a
dynamo regime. It has instead been conceived as a small
prototype of a possible future large sodium spherical dynamo
experiment that would benefit from its results. Note that,
meanwhile, Daniel Lathrop and collaborators have built a
3-m-diameter sodium spherical experiment with an inner
sphere differentially rotating with respect to the outer sphere,
like in DTS. Schaeffer, Cardin, and Guervilly [25,26] have
shown numerically that a dynamo could occur in a spherical
Couette flow at large Rm in a low magnetic Prandtl number
fluid such as sodium (Pm = ν/λ, see Table I).
Numerical simulations in a DTS-type configuration [27–29]
of Couette spherical flows with an imposed magnetic field
all show azimuthal flows stabilized by magnetic and rotation
forces. Using electric-potential measurements along a merid-
ian of the outer sphere boundary, we concluded in our first
report of DTS experimental results [30] that the amplitude
of the azimuthal flow may exceed the velocity of sodium
in solid-body rotation with the inner sphere, as predicted
theoretically in the linear regime [31].
The DTS experiment offers a tool to investigate nonuniform
rotation of an electrically conducting fluid in the presence of
rotation and magnetic forces. The differential rotation of a
body permeated by a strong magnetic field and the waves
driven by the nonuniform rotation have received considerable
attention since the work of Ferraro [32,33]. Indeed, the absence
of solid envelopes makes nonuniform rotation possible in stars,
TABLE I. Physical properties of pure liquid sodium at 130◦C
(documents from CEA, Commissariat a` l’Energie Atomique et
aux e´nergies alternatives). The sound velocity in sodium has been
precisely measured in the present study using the ultrasonic Doppler
velocimetry apparatus.
ρ Density 9.3 102 kg m−3
σ Electric conductivity 9 106 −1m−1
ν Kinematic viscosity 6.5 10−7 m2s−1
η Magnetic diffusivity 8.7 10−2 m2s−1
c Sound velocity 2.45 103 m s−1
TABLE II. Typical values of the dimensionless numbers in the
DTS experiment, computed for f = /2π = 25 Hz.
Re b2/ν 1.3 106
Rm b2/η 10
	 σB20/ρ 1.9
Ha (Re	)1/2 1.6 103
where it plays an important role in the mixing of chemical
elements [34], in contrast with the case of planetary fluid
cores. Ferraro found that the angular rotation in an electrically
conducting body permeated by a steady magnetic field sym-
metric about the axis of rotation tends to be constant along
magnetic lines of force. MacGregor and Charbonneau [35]
illustrated this result and showed, in a weakly rotating case,
that Ferraro’s theorem holds for Ha  1 (Ha, the Hartmann
number, measures the magnetic strength, see Table II). An
intense magnetic field, probably of primordial origin, is the
key actor in the transfer of angular momentum from the solar
radiative interior to the convection zone [36,37]. Finally, in
a geophysical context, Aubert recently found, investigating
zonal flows in spherical shell dynamos, that Ferraro’s law of
isorotation gives a good description of the geometry of the
zonal flows of thermal origin [38].
In the second study of the DTS experiment [39], we
investigated azimuthal flows when both the inner boundary and
the outer boundary are rotating but at different speeds, using
Doppler velocimetry and electric potential measurements.
Specifically, we discussed the transition between the outer
geostrophic region and the inner region where magnetic forces
dominate. Extending the asymptotic model of Kleeorin et al.
[40], we could explain the shape of the measured azimuthal
velocity profiles. We had to use a specific electric potential
difference as a proxy of the differential rotation between the
two spheres as, unfortunately, the electrical coupling between
the liquid sodium and the copper casing of the interior magnets
was apparently both imperfect and unreliable. Finally, we
reported in on our third article [41] about the DTS experiment
the presence of azimuthally traveling hydromagnetic waves
that we inferred mainly from electric potential measurements
along parallels.
We investigate here again the main flows when the outer
sphere is at rest. Our new study benefits from a comparison
with our earlier work [39] for a rotating outer sphere. There
is no need any more to use an indirect measure of the global
rotation of the fluid as the electrical coupling between liquid
sodium and copper has become unimpaired. Furthermore,
the DTS experiment has been equipped with a host of new
measurement tools. The flow amplitude is measured along
seven different beams using Doppler velocimetry. Assuming
axisymmetry, we have thus been able to map the azimuthal
flow in most of the fluid. It turns out that the electric potential
differences evolve monotonically with the inner core rotation
but cannot be interpreted directly as a measure of the velocity
below the outer viscous boundary layer. We have also entered
a probe inside the cavity to measure the induced magnetic field
in the interior. The dense measurements in the DTS experiment
give a nice illustration of the Ferraro law of isorotation [32]
in the inner region where magnetic forces dominate. In the
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outer region, we retrieve axially invariant azimuthal flow as the
Proudman-Taylor theorem holds there, even though the outer
sphere is at rest. The variation of the geostrophic velocity with
the distance to the axis differs, nevertheless, from the case of a
rotating outer sphere as recirculation in the outer Ekman layer
plays an important role in the latter case.
The organization of the paper is as follows. In Sec. II, we
describe the experimental setup and the techniques that we
use to measure the magnetic, electric, and velocity fields;
we illustrate them with a discussion of a typical experimental
run. In Sec. III, we present the governing equations and the
relevant dimensionless numbers of the experiment. We devote
one section of the article to the observation of differential
rotation and another one to the meridional circulation. Then,
the experimental measurements are compared to numerical
simulations of DTS. We summarize and discuss the results of
our study in Sec. VII.
II. THE DTS EXPERIMENT
A. The experimental set-up
The DTS experimental setup [30,39,41] is shown in Fig. 1.
It has been installed in a small building purpose-designed for
sodium experiments.
As shown in Fig. 1, liquid sodium is contained in a spherical
shell between an outer sphere and an inner sphere. The radius
of the outer sphere is a = 210 mm and that of the inner sphere
is b = 74 mm. The outer sphere is made of stainless steel
and is 5 mm thick. The copper inner sphere (Figs. 2 and 3)
contains magnetized rare-earth cobalt bricks assembled such
that the resulting permanent magnetic field is very close to an
axial dipole of moment intensity 700 Am2, with its axis of
B
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I
J
K
A
C
F
FIG. 1. (Color online) Diagram and picture of the experimental
setup. (A) Movable sodium reservoir, (B) shielded electric slip-
ring, (C) electromagnetic valve, (D) outer sphere, (E) magnetized
rotating inner sphere, (F) spherical shell containing liquid sodium,
(G) magnetic coupling entraining the inner sphere shaft,
(H) crenelated belt, (I) brushless electric motor driving the inner
sphere, (J) expansion tank for sodium, (K) thermostated chamber.
The total height of the setup is 3.9 m.
symmetry aligned with the axis of rotation. The magnetic field
points upward along the rotation axis and its magnitude ranges
from 345 mT at the poles of the inner sphere down to 8 mT at
the equator of the outer sphere.
Sodium is kept most of the time in the reservoir at the bottom
of the setup. When needed to run an experiment, sodium is
melted and pushed up from that reservoir into the spherical
shell by imposing an overpressure of Argon in the reservoir.
When liquid sodium reaches the expansion tank at the top
of the spherical shell, an electromagnetic valve located just
below the sphere (see Fig. 1) is locked such that sodium is kept
in the upper part during experiments. In case of emergency, the
valve is opened and sodium pours directly into the reservoir.
The central part of the experiment is air-conditioned in
a chamber maintained at around 130◦C during experiments:
four 1 kW infrared radiants disposed around the outer sphere
heat the chamber, whereas cold air pumped from outside cools
the setup when necessary. Liquid sodium is therefore usually
kept approximately 30◦C above its melting temperature during
experiments. Some physical properties of sodium relevant to
our study are listed in Table I. The whole volume containing
sodium, from the reservoir tank up to the expansion tank,
is kept under Argon pressure at all times in order to limit
oxidization of sodium.
The rotation of the inner sphere, between f = −30 Hz and
f = 30 Hz, is driven by a crenelated belt attached to a 11 kW
brushless motor (SGMH-1ADCA61 from Yaskawa Electric
Corporation, Tokyo, Japan). The belt entrains a homemade
magnetic coupler located around the inner sphere shaft as seen
in Fig. 1. The coupler is composed of an array of magnets
located outside the sodium container, another array of magnets
inside the container being immersed in liquid sodium. The
inner magnets are anchored to the rotating shaft of the inner
sphere such that when the belt is rotated outside, the inner
sphere is rotated as well. Such a coupler has the advantage of
not requiring any rotating seal in liquid sodium. Torque values
up to about 70 N·m have been efficiently transmitted through
this coupler in the experiment.
B. Measurements
1. Ultrasonic Doppler velocimetry
We use ultrasonic Doppler velocimetry (UDV) [42] in order
to measure liquid-sodium velocities in the spherical shell. This
nonintrusive technique has been used by our group for the past
decade, in particular in rotating experiments performed either
in water or in liquid metals [43–46]. The technique consists in
the emission from a piezoelectric transducer of a succession
of bursts of ultrasonic waves that propagate in the fluid.
When the wave encounters a particle with a different acoustic
impedance, part of the ultrasonic wave is backscattered toward
the transducer. The time elapsed between the emitted and the
reflected waves and the change in that time, respectively, give
the position of the particle with respect to the transducer and
the fluid velocity along the beam direction. Data processing is
internal to the DOP2000 apparatus [59].
The ultrasonic probes are held in circular stainless steel caps
attached to the outer sphere, as shown in Fig. 3(a). There are six
locations with interchangeable caps on the outer sphere such
that fluid velocities can be measured from any of these different
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(a) (b)
FIG. 2. (Color online) (a) Picture of one hemisphere of the inner sphere. Different pieces of magnets in gray are assembled in the bulk of
the inner sphere. (b) View from the side of the inner sphere and its rotating shaft. Note that the wheels at the top and bottom (only one is shown
in the picture) of the rotating shaft are attached to the outer sphere.
positions. The thickness of the stainless steel wall between
the probes and liquid sodium has been precisely machined to
1.4 mm in order to ensure the best transmission of energy
from the probe to the fluid [47]. Small sodium oxides and/or
gas bubbles are present and backscatter ultrasonic waves as
in gallium experiments [46]. We keep the surface of the caps
in contact with sodium as smooth and clean as possible to
perform UDV measurements.
We use high temperature 4 MHz ultrasonic transducers
(TR0405AH from Signal Processing) 10 mm long and 8 or
12 mm in diameter (piezoelectric diameter 5 or 7 mm). The
measurements shown throughout the paper were performed
with pulse repetition frequency (PRF) varying from 3 kHz
to 12 kHz and with a number of PRF per profile varying
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FIG. 3. (Color online) (a) 3D perspective view of the outer sphere
and its interior. Caps at various latitudes hold ultrasonic velocity
probes to perform UDV. The divergent ultrasonic beams emitted from
each cap are shown in perspective with different colors (and numbers
for the gray-scale version). The five superimposed horizontal slices
of magnets are assembled in the heart of the inner sphere. Differences
in electric potential are measured between points from latitude +45◦
to latitude −45◦, with steps of 10◦ (holes along a meridian at the
right of the figure). (b) Meridional view of the normalized coordinates
(s/a,z/a) covered by the ultrasonic trajectories numbered from 1 to 7.
Some of the corresponding rays are plotted in (a) with the same color
code (same numbers). The distance d from the outer sphere along the
ultrasonic beam is marked by small dots drawn every 20 mm. The
dotted lines are field lines of the imposed dipolar magnetic field.
from 8 to 128. A present limitation of this UDV technique
is that the maximum measurable velocity obeys the following
function umax = c2/4fePmax, where c is the ultrasonic velocity
of the medium, fe is the emitting frequency, and Pmax is
the maximum measurable depth along the velocity profile.
Applying this relationship to the parameters used in DTS,
Pmax  200 mm (approximative length of the first half of the
beam in Fig. 3) and fe = 4 Mhz, the maximum measurable
velocity is of the order 2.2 m/s. In particular cases, it is possible
to overcome this limitation by using aliased profiles of velocity
[43], as shown later in the paper. The spatial resolution of the
velocity profiles is about 1 mm, and the velocity resolution is
about 0.5% or better for the aliased profiles.
We have measured both the radial and oblique components
of velocity in the bulk of the spherical shell. The radial
measurements were performed from the latitudes +10◦, −20◦,
and −40◦. The oblique measurements were performed from
different locations and in different planes, along rays that all
deviate from the radial direction by the same angle (24◦). Thus,
they all have the same length in the fluid cavity. At the point
of closest approach, the rays are 11 mm away from the inner
sphere. The seven oblique beams used in DTS are sketched in
Fig. 3(b). The way to retrieve the meridional and azimuthal
components of the velocity field along the ultrasonic beam is
detailed in the Appendix.
We use UDV measurements to confirm the strong magnetic
coupling between the inner rotating sphere and sodium. In a
smaller version of DTS performed in water, maximum angular
velocities (normalized by that of the inner sphere) of the order
0.16 are obtained for a hydrodynamic Reynolds number of 105
in the vicinity of the equatorial plane, close to the rotating inner
sphere [26]. For similar Re in DTS, sodium is in super-rotation
close to the inner rotating sphere and maximum measured
velocities are instead around 1.2.
2. Magnetic field inside the sphere
The measurement technique described so far does not
require probes that protrude inside the sphere. In order to
measure the magnetic field inside the sphere, in the liquid,
we have installed magnetometers inside a sleeve, which enters
deep into the liquid. The external dimensions of the sleeve are
114 mm (length inside the sphere) and 16 mm (diameter).
It contains a board equipped with high-temperature Hall
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magnetometers (model A1384LUA-T of Allegro Microsys-
tems Inc). We measure the radial component of the magnetic
field at radii (normalized by the inner radius a of the outer
sphere) 0.93 and 0.74. The orthoradial component is measured
at 0.97 and 0.78, and the azimuthal component at 0.99, 0.89,
0.79, 0.69, 0.60, and 0.50. The sleeve is mounted in place of a
removable port (at a latitude of either 40◦, 10◦, or −20◦). The
measured voltage is sampled at 2000 samples/second with a
16-bit 250 kHz PXI-6229 National Instruments acquisition
card. The precision of the measurements (estimated from
actual measurements when f = 0) is about 140 μT and
corresponds to about 20-unit bits of the A/D converter.
Magnetic fields up to 60 mT have been measured.
3. Differences in electric potentials on the outer sphere
Differences in electric potentials are measured along several
meridians and along one parallel of the outer sphere [30,39,41].
In the present study, we are interested in the measurements
performed along meridians since they are linked to the
azimuthal flow velocity uϕ [we denote (r,θ,ϕ) the spherical
coordinates]. The measurements are performed between suc-
cessive electrodes located from −45◦ to +45◦ in latitude, with
electrodes 10◦ apart as sketched in Fig. 3(a). We note the
difference between the electric potential at latitudes 45◦ and
35◦ as V40 = V45 − V35. Electric potentials are measured
by electrodes soldered to brass bolts 3 mm long, those being
screwed into 1-mm-diameter, 4-mm-deep blind holes drilled
in the stainless steel wall of the outer sphere. The measured
voltage is filtered by an RC anti-aliasing 215 Hz low-pass
filter and then sampled at 1000 samples/second with a 16-bit
250 kHz PXI-6229 National Instruments acquisition card.
The precision of the measurements (estimated from actual
measurements at f = 0) is about 80 μV and corresponds
to about 10-unit bits of the A/D converter. Electric potential
differences up to 7 mV have been measured.
Denoting E the electric field, we introduce the electric
potential V through E = −∇V , which is valid in a steady state.
Then, the electric potential measurements are analyzed using
Ohm’s law for a moving conductor, j = σ (u × B + E), where
σ is the electric conductivity, j the electric current density
vector, u the velocity field, and B the magnetic field. If the
meridional electric currents jθ are small compared to σuϕBr
in the fluid interior and away from the equatorial plane, where
Br = 0, and if the viscous boundary layer adjacent to the outer
sphere is thin, which ensures the continuity of Eθ through
the layer, then the measured differences in electric potential
depend on the product of the local radial magnetic field Br by
uϕ , the azimuthal fluid velocity,
V
aθ
= uϕBr , (1)
where θ = 10◦ is the angle between two electrodes. How-
ever, we shall question below the assumption on the smallness
of jθ , referred to as the frozen flux hypothesis.
FIG. 4. (Color online) Records of the inner core rotation fre-
quency f , torque C, and differences in electric potential V40, V30,
V20, V10, V−20, V−30, V−40 as a function of time. The
subscript denotes the latitude (in degrees) of the electric potential
difference.
4. Velocity and torque measured from the motor driving
the inner sphere
The electronic drive of the motor entraining the inner
sphere delivers an analog signal for its angular velocity and its
torque. We checked and improved the velocity measurement
by calibrating it using a rotation counter, which consists of a
small magnet glued on the entrainment pellet and passing once
per turn in front of a magnetometer. The torque signal is used
to infer the power consumption in Sec. II D.
C. A typical experiment: A complete set of measurements
A complete set of measurements performed during a typical
experiment is analyzed below. The run was chosen to illustrate
the various measurements but also to depict how the different
observables evolve with f . During that run of 600 seconds,
the inner sphere was first accelerated from 0 to f = 30 Hz
in around 120 seconds, then decelerated back to 0 during 120
seconds. The inner sphere was then kept at rest for about
100 seconds and accelerated in the opposite direction to f =
−30 Hz in 120 seconds. It returned to zero rotation in 120
seconds again. That cycle of rotation is shown in Fig. 4. The
torque delivered by the inner sphere motor is also shown and
evolves clearly nonlinearly during those cycles.
Figure 4 shows electric potential records (see Sec. II B 3)
obtained during this experiment and time averaged over 0.1 s
windows. The differences of potential vary in sync with the
inner sphere rotation frequency as expected if the various
V measure the differential rotation between the liquid
sodium and the outer sphere to which the electrodes are
affixed (Sec. II B 3). However, it is also apparent that the
fluid rotation as measured from the V does not increase
linearly with the inner-sphere frequency. We interpret it as
an indication that braking at the outer boundary, which
opposes the entrainment by the inner core rotation, varies
nonlinearly with the differential rotation. As expected, records
from electrodes pairs are antisymmetrical with respect to the
equator, since the forcing is symmetrical while the radial
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FIG. 5. (Color online) UDV measurements performed along ray number 6 (see Fig. 3) during the second half of the typical experiment,
when the inner sphere was rotated from rest to −30 Hz and then back to rest. (a) Spatiotemporal representation of the measured velocity, given
by the color scale (in m/s). (b) Velocity at three distances from the probe as a function of time, extracted from the spatiotemporal shown in (a).
The velocity profiles are clearly aliased since the profiles are discontinuous. (c) After applying a median time-filtering window of 0.2 s and
unfolding the profiles, the correct velocities are retrieved as a continuous function of time.
component of the imposed magnetic field changes sign across
the equator.
Figure 5 shows the fluid velocity u(d) measured by UDV
during the first half of the experiment along ray 6 as a function
of time and distance. Velocity profiles were recorded along a
total distance d  80 mm. As demonstrated in Fig. 5(b), the
velocity is aliased since the maximum measurable velocity,
for the ultrasonic frequency used during the experiment, is
exceeded. Since the azimuthal velocity profiles are quite
simple in shape, it has been straightforward to unfold those
profiles and retrieve the correct amplitudes as shown in
Fig. 5(c). The evolution with f is similar to that of the
electrodes, but indicates a stronger leveling-off as f increases.
Figure 6 shows the magnetic field induced inside the fluid
during the typical experiment. The measurements are taken
in the sleeve placed at 40◦ latitude. The induced azimuthal
field in Fig. 6(a) is measured at six different radii (given in
Sec. II B 2). Its intensity reaches 60 mT near the inner sphere
and gets larger than the imposed dipole in some locations.
Note the simple evolution with f , which contrasts with that of
the electric potentials and velocities in that it increases with an
exponent close to 1. The induced meridional field (Fig. 6) is
approximately 20 times weaker. It is dominated by fluctuations
and does not change sign when f does. Note that the evolution
with f is not monotonic. Similar behaviors are observed at
latitudes 10◦ and −20◦.
D. Power scaling
The power dissipated by the flow is shown in Fig. 7 as a
function of the rotation frequency f . It is computed from the
product  × 2πf , where  is the torque retrieved from the
motor drive. We subtracted the power measured with an empty
shell (dash-dot curve) to eliminate power dissipation in the
mechanical setup. The dissipation in the fluid reaches almost
8 kW for the highest rotation frequency of the inner sphere
(f = ±30 Hz). The small spread of the data dots indicates
that power fluctuations are small. The continuous line is the
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FIG. 6. (Color online) (a) Azimuthal bϕ , (b) radial br - and orthoradial bθ -induced magnetic field at a latitude of 40◦ in the sleeve at different
radial positions recorded during the two triangles sequence of Fig. 4. A top view of the sleeve at the bottom of (a) gives the radial position and
the orientation of the various Hall magnetometers. The intensity of the induced azimuthal field reaches 60 mT near the inner sphere and has
the sign of −f . The fluctuations reach about 10% of the mean. The meridional components of the induced magnetic field are much weaker
and dominated by fluctuations, which have been filtered out here (0.2 Hz low-pass filter).
record of power versus f when the inner sphere is ramped
from 0 to −30 Hz as in Fig. 4. The corresponding increase in
kinetic energy only slightly augments power dissipation.
Power dissipation is found to scale as f 2.5, which does
not differ from the scaling obtained in the laminar numerical
study of Sec. VI. There, it is explained as the result of the
balance between the magnetic torque on the inner sphere and
the viscous torque on the outer sphere, assuming that the fluid
angular velocity below the outer viscous boundary layer is
of the order of the inner sphere angular velocity. Although
the outer boundary layer displays strong fluctuations, the
situation is completely different from Taylor-Couette water
experiments [48].
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FIG. 7. Power dissipated by the flow in DTS. The data dots are
from measurements of the motor torque for plateaus at given f . The
dissipation in the mechanical setup has been removed. It is obtained
by rotating the inner sphere before filling the shell with sodium. It is
drawn here upside-down in the lower panel (empty symbols) and can
be fit by Pempty(W) = 4 × |2πf | + 0.03 × (2πf )2 (dash-dot curve).
Dissipation in the flow scales as f 2.5 and is here compared with
f 2 (dotted line) and f 3 (dashed line).
III. GOVERNING EQUATIONS
A spherical shell of inner radius b and outer radius a is
immersed in an axisymmetric dipolar magnetic field Bd,
Bd(r,θ,ϕ) = B0
(
b
r
)3
[2 cos θer + sin θeθ ] ,
where (r,θ,ϕ) are spherical coordinates. The outer boundary
is kept at rest and the inner sphere rotates with the constant
angular velocity  = 2πf along the same axis as the dipole
field that it carries. We assume that the electrically conducting
fluid filling the cavity is homogeneous, incompressible, and
isothermal. We further assume that the flow inside the cavity
is steady.
The inner body consists of a magnetized innermost core
enclosed in an electrically conducting spherical solid envelope
of finite thickness db. We choose b as unit length, b as unit
velocity, ρb22 as unit pressure, and b2B0/η = RmB0 as
unit of induced magnetic field b (B = Bd + Rmb). Then, the
equations governing the flow u and the induced magnetic field
are
∇ · u = 0 (2)
∇ · b = 0 (3)
(u · ∇)u = −∇p + 	((Bd · ∇)b + (b · ∇)Bd) + Re−1∇2u
(4)
∇2b = −∇ × (u × B), (5)
where p is a modified pressure. The notation 	 refers to
the Elsasser number, classically used for rotating flows in the
presence of a magnetic field. That number 	 compares the
magnetic and inertial forces in the vicinity of the magnetized
inner sphere. In the shell interior, the two forces are better
compared by a “local” Elsasser number: 	l = (b/r)6	 (with
(b/a)6  1.83 10−3). Finally, it is of interest to introduce
the Hartmann number (Ha) that compares the magnetic and
viscous forces. We have Ha = (	Re)1/2. In the shell interior,
the number (b/r)3Ha is more appropriate to compare the two
forces. Typical values of these dimensionless numbers can be
found in Table II.
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The set of Eqs. (2)–(5), where the nonlinear terms are
neglected, was the subject of the analytical study of Dormy
et al. [31], which described how the differential rotation
between the fluid interior and the outer sphere drives an
influx of electrical currents from the mainstream into the outer
viscous Hartmann boundary layer. Electrical currents flow
along the viscous boundary layer and return to the conducting
inner body along a free shear layer located on the magnetic
field line tangent to the outer boundary at the equator. As
these electrical currents cannot flow exactly parallel to the
magnetic field line, they produce a Lorentz force, which
sustains “super-rotation” of the fluid. Recent studies have
extended the analysis to the case of a finitely conducting outer
sphere [49,50]. On increasing the conductance of the container,
Dormy et al. (2010) found that more and more electrical
currents leak into the solid boundary and the super-rotation
rate gets as large as O(Ha1/2). Though the analytical results
have set the stage for the interpretation of the experimental
results, the neglected nonlinear effects are crucial in the DTS
experiment, even for the smallest rate of rotation of the solid
inner body.
Upon reversal of , uϕ and bϕ change into −uϕ and −bϕ ,
while the other components of u and b are kept unchanged.
IV. DIFFERENTIAL ROTATION
A. Transition between the Ferraro and geostrophic regimes
In this section, we use the UDV records to delve into the
geometry of isorotation surfaces.
The L number associated to each dipolar magnetic field line
enters the equation of the surfaces spanned by dipolar lines of
force:
r = L sin2 θ. (6)
Accordingly, L gives the radius of the intersection of the
magnetic field line with the equatorial plane. The notation
L refers to the L value (or L-shell parameter) widely used
to describe motions of low-energy particles in the Earth’s
magnetosphere. Figure 8 shows that, for L  2.7, the angular
velocity measured along rays 2 and 3, which are the most
appropriate to map the azimuthal velocity field, is, to a large
extent, a function of L only. Thus, the angular velocity does not
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FIG. 8. (Color online) Rotation frequency of the fluid sodium over the inner-sphere rotation frequency as a function of the magnetic field
lines L for four ultrasonic velocity profiles (trajectories 1, 2, 3, and 6, with the same color code as in Fig. 3) and four inner sphere rotation
frequencies (f = −1.5, −3, −6, and −10 Hz). The dashed line is a straight line to help the eye.
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FIG. 9. (Color online) Rotation frequency of the fluid sodium normalized by the inner-sphere rotation frequency as a function of s, for
various ultrasonic velocity profiles and four inner-sphere rotation frequencies (f = −1.5, −3, −6, and −10 Hz). The colors of the profiles
(numbers) follow the conventions laid out in Fig. 3.
vary along magnetic field lines near the inner sphere, where
the magnetic field is the strongest. We interpret this result as a
consequence of Ferraro’s theorem of isorotation. The latter is
written
Bd · ∇
(uϕ
s
)
= 0. (7)
It is obtained from the ϕ component of the induction equa-
tion for steady fields, ignoring magnetic diffusion. Although
often invoked in the framework of ideal magnetohydrodynam-
ics (MHD), where magnetic diffusion is negligible, Ferraro’s
law does not require a large Rm [51]. It implies that there is
no induced magnetic field and that, as a consequence, the
magnetic force is exactly zero. More precisely, deviations
from this law lead to the induction of a magnetic field, which
produces a magnetic force that tends to oppose this induction
process. Writing u = u0 + u1, where u0 obeys Eq. (7), we
obtain b ≈ u1 from Eq. (5). Then, the momentum Eq. (4) yields
u1 ≈ (Re	)−1u0 = Ha−1u0 (as numerically verified in [35])
when the inertial term, on the left hand side, can be neglected.
Ferraro’s law of isorotation, though, is not the only way to
cancel the magnetic force. In the presence of electric currents
parallel to the magnetic field, the magnetic force remains zero
and Eq. (7) can be violated [50,51]. For the geometry of the
DTS experiment, it cannot happen along the innermost dipolar
field lines that join the two hemispheres without touching the
outer sphere. Indeed, symmetry with respect to the equatorial
plane E implies that the currents do not cross E.
Thus, the observation of a velocity field obeying Ferraro’s
law is a symptom that magnetic forces predominate in that
region. Note that the fact that the two legs of the profile along
ray 2 show similar velocities even for large L only probes the
symmetry of the flow with respect to the equatorial plane.
Now, Fig. 9 shows that for s  0.6, the azimuthal velocity
is largely a function of s only. There, the Proudman-Taylor
theorem holds and azimuthal flows are geostrophic as the
inertial forces predominate. In contrast with the case of a
rotating outer sphere (see Fig. 7 in [39]), there is no region
of uniform rotation: zonal velocities are z-independent but
vary with the distance to the z axis.
The transition between the Ferraro and geostrophic regimes
(Fig. 10) occurs at smaller distances from the axis as the
rotation frequency of the inner core increases (unfortunately,
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FIG. 10. (Color online) Normalized cylindrical radius s/a along
the UDV trajectories number 1 (blue square), 2 (red circle), and
3 (black cross), where ffluid = f (i.e., f ∗ = 1) as a function of
the inner sphere rotation frequency. Pale line: 	l = 0.5; dark line:
	l = 2.5.
we cannot get reliable UDV data for larger f ). It takes place
where the local Elsasser number 	l , which compares the
magnetic and inertial forces, is of order 1. It is noteworthy that
the Elsasser number 	 defines the location (cylindrical radius)
where 	l = 1. The surface 	l = 1 separates two regions
of the fluid cavity. Inside this surface, the magnetic forces
predominate, while outside it the rotation forces are the most
important ones. Finally, the value of 	 largely defines the
geometry of isorotation surfaces.
In the geostrophic region, magnetic stress integrated on the
geostrophic cylinders remains strong enough to overcome the
viscous friction at the outer boundary and to impart a rapid
rotation to the fluid but becomes weaker than the Reynolds
stress (which can be represented as a Coriolis force). As a
result, the fluid angular velocity is still of the order of the
angular velocity of the inner sphere and the velocities are
predominantly geostrophic.
B. Inversion of velocity profiles
Flow velocity is constrained by its projection on the several
ultrasonic rays that we shoot. We invert the Doppler velocity
profiles for the large-scale mean flow, assuming that the steady
part of the flow is symmetric about the axis of rotation
and with respect to the equatorial plane. A poloidal/toroidal
decomposition,
u = uϕeϕ + ∇ × (upeϕ), (8)
is employed. We first consider the azimuthal velocityuϕ , which
is expanded in associated Legendre functions with odd degree
and order 1, i.e.,
uϕ(r,θ ) =
lmax∑
l=0
ulϕ(r)P 12l+1(cos θ ). (9)
The functions ulϕ(r) are decomposed into a sum from k = 0
to kmax of Chebyshev polynomials of the second kind on the
interval [0,1] mapped onto the interval [b/a,1], i.e., the fluid
domain. The azimuthal velocity is not constrained to vanish
at the inner and outer boundaries, in order to account for the
presence of thin unresolved boundary layers.
Azimuthal velocities are more than 10 times larger than the
poloidal (i.e., meridional) velocities. Nevertheless, the latter
projects onto the ultrasound rays. We take the difference of the
profiles acquired for f and −f in order to eliminate this small
contribution (the meridional circulation does not change sign
while the azimuthal velocity does).
Figure 11 shows the isovalues of angular frequency f ∗
inverted for f = ±3 Hz, with lmax = 3 and kmax = 7. A
crescent of super-rotation is present near the inner sphere.
There, isorotation contours roughly follow magnetic field
lines, in agreement with Ferraro’s theorem, as anticipated
above. At larger cylindrical distance from the inner sphere,
the flow becomes geostrophic: the contour lines are vertical.
We note that angular velocities just above the north pole of
the inner sphere do not comply with Ferraro’s law. Instead,
velocities decrease to quite low values inside the cylinder
tangent to the inner sphere. Such violations have been shown
to occur when the electric conductivity of boundaries is high
[50,51]. We speculate that we might be in this situation inside
the tangent cylinder because the opening of the sphere at the
top and bottom (see Fig. 3) replaces the poorly conducting
stainless steel wall by sodium.
Figure 11 compares the synthetic angular velocity profiles
to the observed Doppler velocity profiles along the various
rays. Note that super-rotation is clearly visible in the raw
profiles. The drop in velocity just above the inner sphere is
constrained by profiles 4 (green in online image) and 6 (cyan
in online image), but its vertical extent is not.
C. ffluid deduced from differences in electric potential
and from UDV
As in the previous study of DTS with rotating outer sphere
[39], we observe that the amplitudes of the differences in elec-
tric potential V vary linearly with V40, the proportionality
factor increasing from the equator toward the poles due in
particular to the increase of Br in Eq. (1). We show, however,
in the present study that measuring the electric potential does
not yield a reliable indicator of the angular velocity f ∗ using
Eq. (1). In Fig. 12, we compare the normalized fluid angular
velocity f ∗ retrieved from the V , for four different latitudes,
to f ∗ obtained directly by UDV at the nearest measured point,
around d/a = 0.1. The frequencies f ∗ obtained from V and
from UDV in Fig. 12 would be similar if both measurement
techniques were only sensitive to uϕ in the interior below
the outer viscous boundary layer. The strong discrepancy
between these two sets of frequencies reveals instead that the
outer boundary layer in DTS cannot simply be reduced to a
Hartmann layer, outside of which the meridional currents jθ
can be neglected. We further discuss this point in Sec. VI.
V. MERIDIONAL CIRCULATION
The meridional circulation is constrained from Doppler
velocity profiles of the radial velocity (shot along the radial
direction), from profiles shot in a meridional plane, and from
the projection of the meridional velocity on “azimuthal” shots.
The latter is obtained by taking the sum of the profiles
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FIG. 11. (Color online) (a) Reconstructed isovalue map of fluid angular frequency f ∗ (the fluid angular frequency normalized by f ) at
f = ±3 Hz in a meridional plane, assuming axisymmetry and symmetry with respect to the equator. Three dipolar field lines (dash-dot white)
are superimposed in the angular velocity maps. Super-rotation (f ∗ > 1) is clearly visible near the inner sphere, where the Ferraro law of
isorotation applies. Contours become vertical further away, where geostrophy dominates. The fluid frequency is higher than 0.4 everywhere
except in thin unresolved boundary layers. The color lines are the projection in the upper half (s,z) plane of the ultrasonic rays used in the
inversion (see Fig. 3). (b) Comparison between the measured ultrasonic Doppler f ∗ (shown by their error bars) and the synthetic profiles
(solid lines) computed from the angular frequency map of (a) for f = ±3 Hz. The x axis gives the distance along the ray (in a units). The
corresponding rays are plotted in (a) with the same color code (and indicated with trajectory numbers referring to Fig. 3).
acquired for f and −f , in order to eliminate the azimuthal
contribution. The same is done for the radial and merid-
ional profiles to remove any contamination from azimuthal
velocities.
The poloidal velocity scalar uP of Eq. (8) is expanded in
associated Legendre functions with even degree and order 1,
i.e.,
uP (r,θ ) =
lmax∑
l=0
ulP (r)P 12l(cos θ ). (10)
FIG. 12. (Color online) f ∗ deduced from the measurements of
V using Eq. (1). Solid blue line: f ∗ value obtained with UDV
measurements on the trajectory number 1 at the distance d/a = 0.1.
Dashed red line: f ∗ value obtained with UDV measurements on the
trajectory number 2 for d/a = 0.1.
The radial ur and orthoradial uθ components of velocity are
then obtained as
ur (r,θ ) =
lmax∑
l=0
ulP (r)
r
1
sin θ
d
dθ
[
sin θ P 12l(cos θ )
]
, (11)
uθ (r,θ ) = −
lmax∑
l=0
[
ulP (r)
r
+ du
l
P (r)
dr
]
P 12l(cos θ ). (12)
The functions ulP (r) are decomposed into a sum of
sin[kπ (r − b/a)/(1 − b/a)] from k = 0 to kmax. The radial
velocity is thus constrained to vanish at the inner and outer
(rigid) boundaries, but the orthoradial velocity is not, in order
to account for the presence of thin unresolved boundary layers.
Figure 13 shows the streamlines of the meridional circulation
inverted for f = ±3 Hz, with lmax = 4 and kmax = 8. The
fluid is centrifuged from the inner sphere in the equatorial
plane and moves north in a narrow sheet beneath the outer
boundary. It loops back to the inner sphere in a more diffuse
manner. Meridional velocities are more than ten times weaker
than azimuthal velocities.
Figure 14 compares the synthetic radial and meridional
profiles to the observed Doppler velocity profiles along the
various rays. Velocities are normalized by 2πf a.
Over a decade (from f = 1.5 Hz to = 15 Hz), radial
velocities are consistently centrifugal at 10◦ latitude and
centripetal at 40◦, and are roughly proportional to f . The radial
profiles at 20◦ are more complex and evolve with f , indicating
a nonmonotonic evolution of the meridional circulation, also
evidenced by the records of the r and θ components of the
induced magnetic field inside the fluid (see Fig. 6). Figure 15
compiles the rms value of radial velocity at 20◦ for various f .
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r1
r2
r3
FIG. 13. (Color online) Reconstructed stream lines of the merid-
ional circulation at f = ±3 Hz in a meridional plane, assuming
axisymmetry and symmetry with respect to the equator. The interval
between lines is 1.6 × 10−3. The fluid is centrifuged away from the
inner sphere in the equatorial region and moves up to the pole along
the outer boundary. The color lines are the projection in the upper
half (s,z) plane of the ultrasonic rays used in the inversion.
Note that the fluctuations are larger than this value, which is
almost 50 times smaller than azimuthal velocities.
VI. COMPARISON WITH NUMERICAL SIMULATIONS
Two previous numerical studies are particularly relevant
to our work. Hollerbach et al. studied exactly the DTS
configuration but for values of 	 much larger than its value
in the experiment in Ref. [29]. They focus their study on the
modification of the linear solution by inertial effects, stressing
that the magnetic field line tangent to the outer sphere at the
equator loses its significance in the nonlinear regime. As a
result of the relatively large value of 	, the inertial effects
remain too weak—when the outer sphere is at rest—to make
a geostrophic region arise at large distances from the axis.
The solutions of Garaud [52] (see the Figs. 7 and 11) for a
slightly different problem do show the transition between a
Ferraro and a geostrophic region. In Garaud’s model, which
pertains to the formation of the solar tachocline, a dipolar
magnetic field permeates a thick spherical shell as in DTS,
the rotation of the outer boundary is imposed and the rotation
of the inner boundary is a free parameter: a condition of zero
torque is imposed on that boundary. Numerical models [29,39]
of the DTS experiment when the outer sphere is rotating also
clearly show a Ferraro region near the inner sphere, where
the magnetic field is strong, and a geostrophic region in the
vicinity of the equator of the outer sphere. We argue below that
all these results obtained for a rotating outer sphere provide us
with a useful guide to interpret the numerical solutions when
the outer sphere is at rest.
A. The numerical model
The model consists of four nested spherical layers (see
Fig. 16). The fluid layer is enclosed between a weakly con-
ducting outer container and a central solid sphere composed
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FIG. 14. (Color online) Comparison between the measured ul-
trasonic Doppler velocity profiles (shown by their error bars) and
the synthetic profiles (solid lines) computed from the meridional
circulation map of Fig. 13 for f = ±3 Hz. (a) Radial profiles along
the radial direction r1, r2, and r3 shown in Fig. 13. (b) “Azimuthal”
profiles. The contribution from the azimuthal flow has been removed
by taking the sum of profiles acquired for f and −f . The x axis
gives the distance along the ray (in a units) and the y axis is the
velocity measured along the ray, adimensionalized by 2πf a. The
corresponding rays are plotted in Fig. 13 with the same color code
(for the gray-scale version, the trajectory numbers in (b) refers to
those in Fig. 3).
of an inner insulating core and of a strongly conducting outer
envelope.
The velocity field is decomposed as stated in Eqs. (8) and
(9). The variables ulϕ(r) and ulp(r) are then discretized in
radius. Analogous decompositions of variables denoted blϕ(r)
and blp(r) are employed to represent the induced magnetic
field. The truncation level lmax [see Eq. (9)] is 120, and at least
450 unevenly spaced points are used in the radial direction.
Specifically, the density of points strongly increases close to
the boundaries in order to resolve the viscous boundary layers.
Equations (4) and (5), modified to include all the nonlin-
earities and the time derivatives of u and b, are transformed
into equations for ulϕ , ulp, blϕ , and blp. We treat the nonlinear
terms explicitly. To advance from one time step to the
next, we use an Adams-Bashforth method. Diffusive terms,
however, are treated implicitly. Finally, Laplace’s equation in
spherical coordinates separates which makes it easy to write
the magnetic boundary conditions.
The dimensionless numbers Re and 	 are chosen so that
steady solutions exist and are stable, with Pm  1 (Pm enters
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FIG. 15. Compilation of the rms radial velocity amplitude as a
function of the absolute value of f . The rms velocity is computed
from Doppler velocimetry profiles shot at a latitude of 20◦, from
3 cm beneath the outer shell down to the inner sphere (to avoid
spurious values close to the outer boundary). Radial velocity is
roughly proportional to f , but there is a large dispersion, as the
shape of the profiles changes with f . Note that for f = 10 Hz, the
tangential velocity on the inner sphere reaches 465 cm/s.
the definition of the unit induced field). We strive to reproduce
the experimental values of 	 and Rm. Solutions are obtained
after time-stepping the equations until a stationary or periodic
state is reached. They have been successfully compared to
solutions obtained with another numerical code PARODY,
which is not restricted to axisymmetric variables [26,53].
It is not possible to simulate the Reynolds number of the
experiment, which is about 106. For the experimental range of
	, steady solutions are obtained with Re ∼ 103.
Stainless steel
Sodium,
Copper, 4.2
inner core
Insulating
FIG. 16. (Color online) Geometry of the numerical model. The
relative conductance of the solid outer shell is σbδ/σa = 1/336, with
σb and δ, respectively, the conductivity and the thickness of the
outer sphere. It reproduces the experimental value with σb chosen
as the conductivity of stainless steel at 140◦C. The conductivity
ratio between layers 2 and 3 reproduces the ratio (4.2) between the
conductivity of copper and sodium.
B. Steady axisymmetric solutions
Figure 17 displays a typical solution for the angular and
meridional velocities that illustrates well the experimental
results. The fluid rotates faster than the magnetized inner body
in its vicinity. There, the angular velocity is constant along
magnetic-field lines of force. Further away from the inner
core, the zonal shear becomes almost geostrophic. In addition
to the features that we have retrieved from the experimental
results, the numerical solution displays recirculation in the
outer boundary layer at high latitude. There, the interior flow
largely consists in rigid rotation and the boundary layer has the
characteristics of a Bo¨dewadt layer with a region of enhanced
angular rotation.
For large enough Re [e.g., (a/b)2Re = 104 with
(b/a)2Ha = 20], circular waves are present in the Bo¨dewadt
layer, above 60◦ of latitude. They propagate toward the axis.
Similar waves had been reported before in simulations of the
flow between a rotating and a stationary disk in the absence of
a magnetic field [54]. There, they eventually die out. Thus, the
persistence of propagation of circular waves in the boundary
layer attached to the sphere at rest may be attributed to the
presence of a magnetic field. On the other hand, these waves
arise for larger Re as Ha is augmented. Their emergence
delimits the domain of steady solutions.
We have checked that the thickness of the outer boundary
layer in the numerical solution scales as −1/2. Note that it
corresponds to 3 mm for = 1.5 s−1 and the viscosity of liquid
sodium. The fluid rotation is driven by the electromagnetic
torque acting at the inner boundary against the viscous torque
at the outer boundary. We have found that both the viscous
torque on the inner surface and the electromagnetic torque
on the outer surface are negligible. Comparing different
simulations, we have also checked that the main viscous
torque scales as ∼ 3/2, as expected from the thickness of
the Bo¨dewadt layer. Thus, the power required to drive the fluid
rotation scales as 5/2, as does the experimentally measured
power, and torque measurements do not give indications on
turbulence (see Sec. II D).
The angular rotation just below the outer viscous layer
scaled by the inner-core angular rotation decreases with Re in
agreement with the experimental results. On the other hand,
the angular rotation that would be inferred from the electric
potential differences calculated at the outer surface using
Eq. (1) increases with Re. Figure 17(c) displays the angular
velocity as estimated from the electric potential, according to
Eq. (1). It can be compared to Fig. 17(a). The actual shear is
well retrieved where the magnetic force predominates, in the
region where Ferraro’s law of isorotation holds. There,
the electric current density j is limited by the strength of
the magnetic force, which needs to be balanced by another
force. That restriction makes it possible to neglect j in Ohm’s
law. Then, predictions made from Eq. (1) are correct. On
the other hand, the actual shear is not well recovered in
the geostrophic region where the electric current density is
not limited by the strength of the magnetic field. There, the
frozen-flux relation [Eq. (1)] can be violated. We thus explain
why the electric potential measurements at the surface of the
DTS experiment do not yield a good prediction of the angular
velocity immediately below the outer viscous boundary layer.
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FIG. 17. (Color online) (a) Angular and (b) meridional velocity in a meridional plane for Re = 9.5 102, Ha = 163, and Pm = 10−3.
(c) angular velocity estimated from V , using (1). Two dipolar field lines (white) are superimposed in the angular velocity maps, and the thick
black contour line is where the angular velocity is unity.
Our first discussion [30] of the electric potential measure-
ments was based on a numerical model calculated for the
experimental values of Ha and thus for too-large values of
	. As a result, the magnetic force, in the numerical model,
was dominant in the entire fluid layer and the frozen-flux
relationship [Eq. (1)] was verified, at least away from the
equator where Br = 0. However, Eq. (1), becomes less and
less valid as Re is increased and 	 decreased, in agreement
with the divergence that has been experimentally observed (see
Fig. 12) between the angular velocity calculated from Eq. (1)
and the actual velocity.
Incidently, cranking up the rotation of the magnetized
inner sphere stabilizes the fluid circulation, at least within a
certain parameter range. We have calculated the time-averaged
solution (not shown) for the same parameters as the steady
solution illustrated by Fig. 17 but for a lower Re. Both the
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FIG. 18. (Color online) Angular velocity along the ultrasonic rays
as a function of the distance from the probe: measured (solid lines,
3 Hz, 	 = 16) and retrieved from a time-averaged numerical solution
(dashed lines, Re = 1.5 103, Ha = 163, Pm = 10−3, 	 = 18). The
color lines refer to those used to define the ultrasonic beams in the
Fig. 3 (the numbers also refer to the ultrasonic-beam numbers defined
in the Fig. 3). The error bars of the experimental data are shown in
Fig. 11.
flow and the induced magnetic field are periodic for this set
of parameters. A second meridional roll, which is centripetal
in the equatorial plane, turns up in the outer region. There, it
creates a disk-shaped region where the rotation is slow and
the solution is strikingly different from the almost geostrophic
solution (Fig. 17) obtained for a slightly larger value of Re.
C. Comparison between numerical simulations and
experimental results
We find that reproducing the Elsasser number 	, rather
than a combination of 	 and Re, such as the Hartmann
number Ha = (Re	)1/2, is the key factor to recover the
experimental results. The parameters for the solution displayed
in Fig. 17 correspond to 	 = 28, which is the appropriate
value for experiments with  = 1.5 s−1. With Pm = 10−3,
the value of the magnetic Reynolds number is about right. It
remains too small for the poloidal field to be much different
from the imposed dipole field (again for the parameters of
Fig. 17).
Figure 18 shows that numerical solutions are able to sat-
isfactorily reproduce the ultrasonic measurements of angular
velocity, obtained for the same values of 	, as expected from
the similitude of the angular velocity maps 11 and 17. The
simulated velocities have weaker amplitude than the measured
ones in much of the fluid, though. We have checked that
increasing Re, while keeping 	 constant, favors enhanced
corotation between the fluid and the inner core. As our
calculations are for much smaller Re than the values realized
in the experiment, that result may explain the remaining
discrepancy between measured and simulated velocities.
VII. DISCUSSION AND CONCLUSION
In the presence of an imposed magnetic field, which favors
solid-body rotation, the inertial forces largely reduce to a
Coriolis force, even for large Reynolds numbers. Experimental
results can thus be interpreted using a single dimensionless
number, the Elsasser number. In that respect, experimental
results obtained with global rotation [39] provide a better
guide to interpreting the present results than the linear situation
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studied by Dormy et al. [28,31]. We estimate that, in DTS, the
rotation frequency f should be less than 0.1 Hz for the latter
to be approached.
Experiments have been conducted with the inner sphere
rotating in the range −30 Hz  f  30 Hz. We have
been able to map extensively the shear in the fluid cavity
from ultrasonic Doppler velocimetry for |f |  10 Hz. Our
observations provide a very clear experimental illustration of
Ferraro’s law of isorotation, demonstrating the predominance
of magnetic forces near the inner sphere. They also exhibit
a strong super-rotation: in the region where magnetic forces
dominate, the fluid angular velocity gets 30% larger than that
of the inner sphere. This contrasts with the results obtained
by Dormy et al. [28] when global rotation is present, which
indicate that the phenomenon of super-rotation is hindered by
the Coriolis force. The experimental results obtained in our
previous study with global rotation [39] could not address
this issue, and we plan to run additional experiments for that
purpose.
The experiments also display a clear violation to Ferraro’s
law: quite-low angular velocities are observed just above the
inner sphere, where the magnetic field is strongest (see Fig. 11).
We suspect that this is due to the presence of sodium at rest at
the top and bottom of the cylinder tangent to the inner sphere.
Indeed, such violations have been shown to occur when the
electric conductivity of boundaries is high [50,51].
We could follow the evolution of induced magnetic field,
electric potentials, and power across the full range of forcing.
In a first approximation, all observables associated with the
azimuthal flow (which dominates) can be described by a
universal solution, both velocities and induced magnetic-field
scaling with f . In a second approximation, the increase of the
dimensional fluid velocity with f thins the viscous boundary
layer at the outer sphere and increases friction accordingly,
thus reducing the adimensional velocity of the fluid inside
the sphere. At the same time, the effective Coriolis force that
results from the nonlinear (u · ∇)u term increases with respect
to the (linear) Lorentz force: the geostrophic region extends
further toward the inner sphere. This explains that the fluid
velocity increases with f less rapidly than f (Fig. 5) at large
f , while the torque instead increases more rapidly than f
(Fig. 4) (the electric potentials follow an intermediate trend).
The outer friction torque is balanced by the magnetic torque at
the inner boundary. This is consistent with an increase of the
induced magnetic field, near the solid inner body, that is steeper
than f (see Fig. 6). On the other hand, the description of Nataf
and Gagnie`re [55] pertains to the region where the shear is
geostrophic. There, the increased torque at the outer boundary
is balanced by the magnetic torque on the geostrophic cylinders
in the interior, which results from the shearing of the imposed
dipolar field. The direct measurement of the velocity (up to
10 Hz, see Fig. 9) shows that the adimensionalized shear does
not change significantly with f even though the velocity itself
decreases. In addition, the induced azimuthal magnetic field
that we measure inside the sphere (Fig. 6), for the whole
range of f , increases more rapidly than f . At large f , we
observe that bϕ gets larger than the imposed dipolar field in
much of the fluid layer. Eventually, this induced field is large
enough to modify the overall magnetic field and the resulting
flow.
This last regime, only achieved because the magnetic
Reynolds number is large enough, is probably the most
interesting one. Unfortunately, we cannot directly measure
the flow velocities with the ultrasound technique at these very
large f . Less direct techniques are now required to investigate
the zonal shear for f > 10 Hz. Inertial waves modified in
the presence of the dipolar and the induced magnetic fields
have been inferred from records of the electric potential along
parallels at the surface [41] and of the magnetic field along
a meridian. Both their period and their wave number vary
with the geometry of the differential rotation in the cavity.
Hopefully, it will be possible to invert the zonal shear from the
records of magnetoinertial waves.
Guided by the numerical model, we find that electric-field
measurements are difficult to interpret, particularly in the
equatorial region where the radial magnetic field Br vanishes.
The frozen-flux approximation [Eq. (1)] holds when there
is a mechanism that keeps under control the strength of
the electrical currents [56]. This is the reason why the
magnetic Reynolds number Rm is not relevant to discuss the
validity of the frozen-flux approximation in our quasisteady
experiment. That approximation has predictive power, instead,
in regions where the magnetic force is dominating. In the DTS
experiment, it corresponds to the inner region close to the
magnet where 	  1.
In a geophysical context, a similar approach is routinely
used [57] to invert the velocity field at the Earth’s core
surface from models of the time changes of the geomagnetic
field, the so-called secular variation. Taking the example of
a quasisteady state, this geophysical application has been
criticized from a strictly kinematic standpoint [58]. We
reckon instead that it is necessary to consider the balance
of forces to decide whether the frozen-flux hypothesis holds,
at least for a quasisteady state as illustrated by the DTS
experiment.
Features of the experiment that only depend upon dimen-
sionless numbers that do not involve diffusivities have been
simulated numerically. An analogous explanation has been
put forward to explain the intriguing successes of geodynamo
simulations [5].
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APPENDIX: ANGULAR AND MERIDIONAL VELOCITY
ALONG THE ULTRASONIC OBLIQUE RAYS
The seven oblique ultrasonic rays shot in DTS are sketched
in Fig. 3. We define the declination D as the angle between
the beam and the meridional plane (D counted positively
eastwards), the inclination I as the angle between the projected
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TABLE III. Latitude λ, inclination I , and declination D (in
degrees) at the origin of the shots (on the outer sphere) of the oblique
ultrasonic beams in DTS.
Trajectory number and color λ I D
1, blue 40 21.1 11.7
2, red 10 2.2 23.9
3, black 10 12.5 −20.6
4, green −20 20 −13.5
5, yellow −20 21.1 −11.7
6, cyan −40 21.1 11.7
7, magenta −40 −24 0
beam in the meridional plane and the radial direction (I
counted positively upward), and λ as the latitude of the
ultrasonic probe. Using those definitions, Table III gives the
characteristics of the beams.
1. Angular velocity
Along these oblique beams, the projection u(d) (d is the
distance from the probe) of the velocity is a combination of
the components ur , uθ , and uϕ of the total velocity field.
Velocity u(d) is counted positive in the shooting direction.
We assume that the mean fluid flow is axisymmetric and
also (ur ,uθ ) uϕ , the meridional velocities amplitude in DTS
being less than 10% the amplitude of the azimuthal velocities.
Using projections along the beam, we retrieve the angular
velocity ω(d) along trajectories 1 to 6 using the following
relationship:
ω(d) = − u(d)
a cos λ sin D
. (A.1)
2. Meridional velocity
We have also exploited the observation that the meridional
velocity does not change sign when the rotation of the inner
sphere is reversed—it remains centrifugal in the equatorial
plane—whereas the angular velocity does change sign. Thus,
combining measurements obtained with two opposite rotation
rates of the inner core, we can separate azimuthal and
meridional velocities.
Assuming now that the mean meridional velocity is ax-
isymmetric and using projections, we can retrieve the radial
velocity,
ur (d) = u(d)r(d)
d − a cos D cos I , (A.2)
and the orthoradial velocity
uθ (d) = u(d)r(d)s(d)
a[a cos D cos λ sin I − d cos2 D cos(λ + I ) sin I + d sin2 D sin λ] , (A.3)
where r(d) =
√
x2 + y2 + z2 is the spherical radius and s(d) =
√
x2 + y2 is the cylindrical radius at the measurement point.
The (x,y,z) coordinates of the measurement point are given by
x(d) = a cos λ − d cos D cos(λ + I ), (A.4)
y(d) = −d sin D, (A.5)
z(d) = a sin λ − d cos D sin(λ + I ). (A.6)
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II.2 Propagation d’ondes en milieux poreux
II.2.1 Introduction de la thématique « milieux poreux » à l’Université de Pau
et des Pays de l’Adour
La fédération de recherche IPRA (Institut Pluridisciplinaire de Recherches Appliquées, FR CNRS-
UPPA 2952) de l’Université de Pau et des Pays de l’Adour regroupait lors de mon arrivée à Pau
en 2008 le MIGP (Modélisation et Imagerie en Géosciences de Pau, UMR UPPA-INSU), le LMAP
(Laboratoire de Mathématiques Appliquées de Pau, UMR UPPA-CNRS, INSMI) et le LFC (La-
boratoire des Fluides Complexes, UMR UPPA-CNRS-TOTAL, INSIS). Depuis l’IPRA a évolué et
regroupe toujours le LMAP et le LFCR (rajout du R-réservoirs pour la composante Géosciences)
mais aussi le SIAME (LAboratoire des Sciences pour l’Ingénieur Appliquées à la Mécanique et au
génie Électrique, EA 4581) et le LATEP (Laboratoire de Thermique, Energétique et Procédés, EA
1932).
Une des thématiques de recherche commune entre toutes ces entités de l’IPRA est la physique
des milieux poreux. Cette thématique intéresse, entre autres, les professionnels dans le domaine de
l’énergie dont le bassin palois regroupe justement beaucoup des industriels français leaders dans
le domaine (par exemple TOTAL, Vermillion, etc.). Cette concentration régionale est notamment
visible via le pôle de compétitivité en Géosciences Avenia basé à Pau.
Après mon départ de Grenoble et mon intégration au LFC-R en 2011 (devenu LFCR en 2016),
j’ai donc changé de thématique de recherche afin de me retrouver en phase avec l’environnement
scientifique de l’UPPA ; c’est ainsi que je me suis tourné vers la « Géophysique expérimentale des
milieux poreux », thématique qu’avait initiée C. Bordes au sein du MIGP après son recrutement en
2006. L’idée générale derrière cette thématique expérimentale est d’étudier de plus près, dans un
milieu contrôlé, quantitativement, les mécanismes physiques entrant en jeu lors de la propagation
d’ondes en milieux poreux ; le but est d’appliquer ensuite les avancées, qu’elles soient d’ordres tech-
nique ou théorique, aux mesures géophysiques de proche surface dans le domaine de la prospection
géophysique.
Je décris dans cette Partie II.2 de la synthèse des travaux les premières études réalisées avec C.
Bordes lorsque nous étions rattachés à l’équipe « Milieux poreux » du LFC-R entre 2011 et 2016.
II.2.2 Etude de l’impact de la saturation partielle sur la propagation des ondes
sismiques en milieux poreux
Publication :
X Barriere et coll. (2012) : Barrière, J., Bordes, C., Brito, D., Sénéchal, P., & Perroud, H.
2012.
Laboratory monitoring of P waves in partially saturated sand,
Geophysical Journal International, 191, 1152–1170. doi : 10.1111/j.1365-246X.2012.05691.x
Depuis le stockage de gaz jusqu’à la géothermie, la prospection sismique est la méthode géophysique
la plus universelle, dans la mesure où elle permet de pénétrer et sonder le milieu jusqu’à une grande
profondeur. Aujourd’hui, l’imagerie sismique de type 4D (imagerie en temps réel) est presque de-
venue un objectif de « routine » avec des besoins de traitement et d’interprétation des données
sur des temps de plus en plus courts. Dans ce but, les valeurs de la vitesse et de l’atténuation des
ondes P sont précisément deux paramètres clés qui dépendent directement du contenu fluide et des
propriétés de transport du milieu traversé (Pride, 2005) ; cependant, la compréhension du rôle de
la distribution des fluides sur les valeurs de ces paramètres est encore un problème largement ouvert.
L’interaction entre phases fluide et solide fût à l’origine décrite par (Biot, 1956a,b, 1962). La théo-
rie de Biot, qui décrit la perte d’énergie due aux mouvements relatifs fluide/solide, prédit ainsi
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l’existence de 3 ondes de volume : 2 ondes longitudinales (P) et une transverse (S). La plus rapide
des ondes P est faiblement dispersive, avec une vitesse proche de celle prévue par la théorie de
l’élasticité appliquée à une matrice élastique contenant des fluides eux-mêmes élastiques. Le plus
lente, dite « onde lente de Biot », est extrêmement dispersive et diffusive à basse fréquence. Les
réservoirs naturels et les aquifères n’étant généralement pas complètement saturés, l’interprétation
des données sismiques nécessite de compléter la théorie de Biot afin de tenir compte de la satu-
ration partielle. Le moyen le plus simple consiste à utiliser le modèle poroélastique classique en y
introduisant un « fluide effectif » dont les propriétés tiennent compte de la proportion de chaque
phase. Cette hypothèse peut être considérée comme raisonnablement valable tant que les longueurs
d’ondes sont plus grandes que la taille des hétérogénéités de fluide, ce qui permet un équilibre
des pressions entre fluides durant une période de propagation d’onde. Dans ce cas, les relations
de Biot-Gassmann, largement utilisées par l’industrie pétrolière, sont valables. Mais lorsque cet
équilibre n’est pas totalement atteint, un phénomène de flux induit (wave-induced fluid flow en
anglais ou WIFF) (Müller et coll., 2010) apparaît à l’échelle microscopique (Mavko & Nur, 1979 ;
Dvorkin & Nur, 1993 ; Pride et coll., 2004) ou mésoscopique (Johnson, 2001 ; Masson & Pride,
2011 ; Li et coll., 2017).
Une meilleure compréhension de ces phénomènes nécessite l’acquisition de données réelles en milieu
contrôlé dans lequel pourrait être évaluées les rôle du du contenu en eau, de la viscosité, de la taille
des hétérogénéités et/ou de la perméabilité (Müller et coll., 2010). C’est dans cette optique que
s’est déroulée la thèse de J. Barrière (2011) (directrice de thèse : C. Bordes). Cette thèse porta
plus spécifiquement sur l’extension de la théorie de Biot à un milieux poreux non-consolidé par-
tiellement saturé en eau. J. Barrière monta une expérience de taille métrique dans lequel une onde
P se propageait dans du sable dont on pouvait contrôler le taux de saturation (voir Figure II.8)
(Barriere et coll., 2012). Une série d’accéléromètres disposés en ligne le long de la propagation de
l’onde mesurait les différentes arrivées en fonction de la distance à la source ou offset. Les mesures
et analyses dynamiques furent réalisées pendant une série d’imbibition/drainage du bac de sable
afin de tester l’influence du paramètre saturation du milieu sur les vitesses et atténuations du mi-
lieu non consolidé.
Parmi les résultats principaux expérimentaux et théoriques, J. Barrière (2011) montre en particulier
que pour expliquer les mesures de vitesse d’ondes P et d’atténuations sismiques en fonction de la
saturation, il faut :
X un modèle de fluide effectif prenant en compte la saturation partielle du milieu ;
X ajouter, en plus de l’atténuation de Biot, une atténuation importante dont l’origine provient
de la friction grain à grain du milieu non consolidé.
L’article qui suit, Barriere et coll. (2012), présente les résultats majeurs de la thèse.
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Figure II.8 : Dispositif expérimental utilisé lors de la thèse de J. Barrière (2011) : une bille d’acier
vient impacter une plaque de granite au bord d’un bac de sable d’environ un mètre de long. Des
accéléromètres mesurent la propagation des ondes P dans le bac de sable partiellement saturé en
eau. Des sondes de teneur en eau disposées dans le bac mesurent cette dernière.
97/173 HDR D. Brito
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SUMMARY
Energy dissipation is observed on seismic data when a wave propagates through a porous
medium, involving different frequency regimes depending on the nature of rock and fluid
types. We focus here on the role of partial fluid saturation in unconsolidated porous media,
looking in particular at P-wave phase velocity and attenuation. The study consists in running
an experiment in a sand-filled tank partially saturated with water. Seismic propagation in the
tank is generated in the kHz range by hitting a steel ball on a granite plate. Seismic data
are recorded by buried accelerometers and injecting or extracting water controls the partial
saturation. Several imbibition/drainage cycles were performed between the water and gas
residual saturations. A Continuous Wavelet Transform applied on seismic records allowed us
to extract the direct P wave at each receiver. We observe an hysteresis in phase velocities and
inverse quality factors between imbibition and drainage. Phase velocities and inverse quality
factors are then jointly inverted to get a final poro-viscoelastic model of the partially saturated
sand that satisfactorily reproduces the data. The model formulation consists in generalizing the
Biot theory to effective properties of the fluid and medium (permeability and bulk modulus)
to properly explain the phase velocity variation as a function of the saturation. The strong
level of attenuation measured experimentally is further explained by an anelastic effect due
to grain to grain sliding, adding to Biot’s losses. This study shows that fluid distribution at
microscopic scale has strong influence on the attenuation of direct P waves at macroscopic
scale and confirms that seismic prospection may be a powerful tool for the characterization of
transport phenomena in porous media.
Key words: Hydrogeophysics; Seismic attenuation; Wave propagation.
1 INTRODUCTION
From oilfield to near surface applications, seismic prospecting is a
popular method in geophysical surveys. Nowadays, seismic imag-
ing, besides giving structural characterizations of reservoirs, can
provide informations on fluid content and distribution as in 4-D
monitoring (Vasco et al. 2004). Subsurface and borehole measure-
ments (ground penetrating radar, electrical resistivity, nuclear mag-
netic resonance...) provide high resolution images but with a limited
depth of investigation.
Seismic crosswell tomography or vertical seismic profiling en-
able larger volumes investigations; they are useful to perform CO2
injection monitoring (Daley et al. 2008) or evaluate aquifer pro-
ductivity (Parra et al. 2009). Sonic logging can be used as well to
estimate the permeability of saturated aquifers by inverting velocity
dispersion (Baron & Holliger 2011). Compressional P-wave veloc-
ities and attenuation are precisely two key parameters sensitive to
fluid content and transport properties (Pride 2005), the role of fluid
distribution being however not fully understood.
Interaction between fluid and solid phases during seismic propa-
gation in porous media was originally described by Biot (1956a,b,
,1962). Biot’s poro-elastic theory, which describes energy dissipa-
tion due to the relative fluid/solid motion, predicts the existence
of three kinds of body waves: two longitudinal (P) and one trans-
verse (S). The faster longitudinal wave (fast P wave) is weakly
dispersive whereas the slower P wave, the so-called ‘Biot’s slow
wave’, is highly dispersive and diffusive at low frequencies. Under
the common assumption that the S wave is weakly dependent on
the saturating fluid, most studies focus on the fast compressional P
wave like in this paper.
In Biot’s theory, the seismic wave propagation induces a fre-
quency dependent relative motion of the fluid with respect to the
solid matrix. The meaningful frequency f c in that theory is the
‘characteristic Biot’s frequency’ defined as
fc = φ η f
2π γ0 ρ f k0
, (1)
where φ is the porosity of the medium, ηf the dynamical viscosity
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Table 1. List of the physical parameters used throughout the paper.
Notation Physical parameter Units Expression or Ref.
Biot’s theory and effective fluid model
γ 0 Tortuosity dimensionless
ηf Dynamic viscosity of the (effective) fluid Pa.s
 Pore shape dimensionless 2 = ξγ0k0
φ
φ Connected porosity dimensionless
μ Frame shear modulus Pa
ρ Total bulk density of the medium kgm−3
ρf Density of the fluid kgm−3
ρg Density of gas (air at atmospheric pressure) kgm−3
ρs Density of solid (grains) kgm−3
ρw Density of water kgm−3
ξ Geometry parameter dimensionless ξ = 8 from Pride (2005)
ωc Biot’s characteristic pulsation rad s−1 ωc = 2π f c
C Coupling modulus Pa eq. (9)
F Viscodynamic factor dimensionless
f c Biot’s characteristic frequency Hz (1)
H P-wave undrained modulus Pa (11)
Kf Bulk modulus of the fluid or mixture Pa Sections 2.1 and 2.2
Kw Bulk modulus of water Pa
Kg Bulk modulus of gas Pa
KU Undrained bulk modulus Pa
k0 Intrinsic permeability m2
M Fluid-storage coefficient Pa (9)
m Virtual mass kgm−3 γ 0ρf /φ and (2)
m′ Viscodynamic operator kgm−3 (7)
Sw Water saturation dimensionless
Walton’s model
μS Shear modulus of the solid (grains) Pa
KS Bulk modulus of the solid (grains) Pa
Cs Compliance parameter Pa−1 (18)
KD Drained bulk modulus Pa (17)
n0 Number of grain to grain contacts at P0
P0 Critical effective pressure Pa
Pc Confining pressure Pa
Pe Effective pressure Pa
Pf Pore fluid pressure Pa
Viscoelastic model
μ∗ Complex frequency-dependant shear bulk modulus (19)
ω0/2π Reference frequency (19)
K ∗D Complex frequency-dependant frame bulk modulus (19)
Qμ Shear losses quality factor (19)
QKD Bulk losses quality factor (19)
Effective permeability
ke Effective permeability m2 (26)
krw Relative water permeability dimensionless (26)
krg Relative gas permeability dimensionless (26)
Sg0 Gas residual saturation dimensionless
Sw0 Water residual saturation dimensionless
of the fluid, γ 0 the tortuosity, ρ f the bulk density of the fluid and k0
the intrinsic permeability. Table 1 gives a list and definitions of the
physical parameters used throughout the paper.
Biot showed that the motion of fluid flow at f < f c is controlled
by viscous shearing whereas at f > f c inertial forces dominate. He
modelled the seismic attenuation or ‘Biot’s losses’ and showed that
the attenuation peaks at f c since both viscous and inertial forces
are important at that particular frequency. Assumptions under the
Biot theory are that the porous medium is saturated and that the
wavelengths are larger than the grain size. Biot’s losses are usually
neglected at seismic frequencies in low permeability rocks, where f c
shifts toward ultrasonic frequencies. In unconsolidated (i.e. whose
grains are not cemented) and highly permeablemedia, the relaxation
frequency f c lies in the range of [0.5–5] kHz and Biot’s losses can
be strong in the seismic to sonic frequency range, especially when
pores are filled with low viscosity fluids like water.
Natural oil reservoirs or subsurface aquifers are generally not
fully saturated, and interpretation of seismic data requires one to
complete the Biot theory to account for partial saturation. The sim-
plest way consists in using the original Biot’s poro-elastic model
C© 2012 The Authors, GJI, 191, 1152–1170
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and in introducing the concept of ‘effective fluid’, a single mixture
whose physical properties depend on the saturation values. This
assumption is valid as long as wavelengths are larger than the size
of fluid heterogeneities. In this case, the full pressure equilibration
between fluids is possible during one period of wave propagation
and the well-known Biot-Gassmann’s relations, largely used in oil
industry, are valid. When this equilibration is not totally achieved,
wave induced fluid flow (WIFF) phenomena at microscopic (Mavko
& Nur 1979; Dvorkin 1993; Pride et al. 2004; Gurevich et al. 2010)
or mesoscopic scale (White 1975; Johnson 2001; Pride et al. 2004;
Toms et al. 2006; Rubino & Holliger 2012) are considered to be the
main dispersion and attenuation mechanisms. At microscopic scale,
water is squeezed due to seismic wave resulting in a local flow often
called ‘squirt flow’. At a larger scale, energy is dissipated by fluid
pressure diffusion between mesoscopic patches of gas (greater than
the grain size but smaller than the wavelength) and the surround-
ing water. In consolidated and/or poorly permeable rocks, squirt
flows can be strong at ultrasonic frequency (Gurevich et al. 2010),
but some mesoscopic flows taking place in unconsolidated and/or
highly permeable rocks can also induce such amechanism at seismic
frequencies.
Since grains are not cemented in sands and soils, energy dissipa-
tion mechanisms at the grain to grain contact (Stoll & Bryan 1970;
Duffaut et al. 2010) are also considered since frictional dissipation
can occur in porous media (Walsh 1966; Johnston et al. 1979).
These phenomena, due to the grain contact stiffness, depend on the
confining pressure and may lead to a strong attenuation. A physical
formulation is obtained in light of well-known models proposed by
Mindlin (1949) or Walton (1987) where the medium is idealized as
a random packing of identical spheres. At confining pressure lower
than 5 MPa (Duffaut et al. 2010), contacts are smooth allowing
slipping between grains with friction losses, even for small strains
involved in seismic wave propagation. The grain to grain atten-
uation mechanism is considered as independent of the frequency
and leads to a strong increase of the inverse quality factor Q−1
(defined as the loss of energy occurring during one wave period).
Stoll & Bryan (1970) added friction losses in the Biot theory with a
non-dispersive phase velocity, implying non causal frame behaviour
(Turgut 1991). Keller (1989) overcame this difficulty by applying
a viscoelastic constant-Q model (Kjartansson 1979) and obtained a
good agreement with experimental data in saturated sand. Recent
models (Chotiros & Isakson 2004; Kimura 2006) suggest that the
grain to grain contact should include microscopic fluid flow in un-
consolidated sediments. Hefner & Williams (2006) confirmed that
the total frame losses can be estimated by the simplest constant-Q
model within a general framework of Biot’s theory.
Laboratory experiments provide data in controlled media and are
thought to be an opportunity to provide a better understanding of
attenuation and dispersion of P waves in porous media. Investi-
gating experimentally the role of fluid content, viscosity, size of
heterogeneities and/or permeability are current challenges (Muller
et al. 2010). Resonant bar and stress/strain phase difference, which
were inherited from historical studies in rock mechanics, provided
some reference studies on saturation effects at low frequency (below
10 kHz). Among them,Winkler & Plona (1982) andMurphy (1982)
showed by the resonant bar method that partial saturation induces
a strong attenuation in the kHz range. Later, Cadoret et al. (1998)
showed that this could be attributed to mesoscopic gas patches ap-
pearing during drainage. Using stress/strain methods at frequencies
lower than 1 kHz, Batzle et al. (2006) highlighted the importance of
fluid mobility (ratio of intrinsic permeability to fluid viscosity) on
dispersion and attenuation. All these experiments are performed in
rocks and do not enable to observe the wave propagation. The gen-
eralization of these results into seismic field measurements remains
challenging and scaling effects are still under debate.
Another experimental approach consists in using ultrasonic trans-
ducers in the [0.05–5] MHz range (Bourbie´ et al. 1987), especially
to focus on the WIFF and fluid heterogeneities in consolidated
rocks (Gregory 1976; Gist 1994; Murphy 1984; Mavko & Nolen-
Hoeksema 1994; Walsh 1995; King et al. 2000). Recent studies
showed that mesoscopic patches are created during drainage pro-
cess implying strong differences of velocity (Cadoret et al. 1995;
Monsen & Johnstad 2005; Lebedev et al. 2009) contrary to im-
bibition where the saturation is more homogeneous. Other studies
(Domenico 1977; Berge & Bonner 2002) in unconsolidated media
showed that the effective fluid model remains valid in this high
frequency range even if some discrepancies can be attributed to mi-
croscopic patchy saturation at high pressure and water saturation.
At lower frequencies (20 kHz), George et al. (2009) showed that the
seismic velocity and attenuation strongly depend on the fluid satu-
ration history in compacted heterogeneous soils similarly to some
observation in rocks (Cadoret et al. 1995, 1998). For unconsoli-
dated media, many laboratory data sets exist but they were mainly
obtained on dry, saturated or nearly saturated sediments (Prasad
1992, 2002; Bardet & Sayed 1993; Ayres & Theilen 2001).
In the following, we perform an experimental study specifically
designated to analyse and understand the wave propagation and its
attenuation through a partially saturated non-consolidated porous
media. We want to unravel seismic attenuation mechanisms in such
partially saturated media and look in particular at the validity of the
Biot theory extended to a partially saturated media. In this paper,
we describe a laboratory experiment involving the propagation of
direct P waves in the kHz range in a sand-filled tank partially sat-
urated. The quite slow P-wave velocity (around 160 m s−1) in sand
allows us to perform far field measurements in a 1-m long sample
since wavelengths are around 0.1 m for a working frequency near
1.6 kHz, these wavelengths being 1000 times larger than the grain
size. Similar experimental set-up were used to characterize fresh
mortar (Se´ne´chal et al. 2010) and record seismoelectric and seis-
momagnetic phenomena (Bordes et al. 2006, 2008). The purpose
of our experiment is to extract direct P waves from seismic signals
to monitor seismic dispersion and attenuation during two distinct
saturation modes: imbibition and drainage. We give a theoretical
background in part 2 on seismic wave propagation in unconsoli-
dated and partially saturated media based on the general framework
of Biot’s theory. The experimental set-up, the measurement and
data processing techniques are described in part 3. The experimen-
tal results are discussed and analysed under the frame of a combined
poro-viscoelastic model in part 4.
2 THEORETICAL BACKGROUND
Among many theoretical developments on wave propagation in
porous media, the Biot theory (Biot 1956a,b, 1962) is often consid-
ered as the most appropriate for unconsolidated media. That theory
was extensively used and improved by marine geophysicists (Stoll
& Bryan 1970; Stoll 1977; Buchanan 2006; Hefner & Williams
2006). In the following, we give the general formulation of this
model for a fully saturated medium. Then, some mixing laws are
presented to take into account themixture of two saturating fluids for
varying effective pressure. The grain to grain losses are eventually
introduced by considering a viscoelastic component in poro-elastic
moduli.
C© 2012 The Authors, GJI, 191, 1152–1170
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2.1 Losses from relative motion between fluid and solid
phases
For a saturated porousmedium, dilatationalwave propagation can be
described by two governing wave equations which take into account
the fluid/solid couplings generated by seismic displacements. These
equations of motion for an isotropic and homogeneous poro-elastic
medium can be expressed for longitudinal P waves as (Biot 1962;
Stoll 1977)
⎧⎪⎪⎨
⎪⎪⎩
H∇2e − C∇2ζ = ∂
2
∂t2
(ρ e − ρ f ζ )
C∇2e − M∇2ζ = ∂
2
δt2
(−ρ f e + m ζ ) − F η f
k0
∂ζ
∂t
,
(2)
where H , M , C are poro-elastic moduli described below, ηf is the
dynamic viscosity of the fluid, k0 the intrinsic permeability, ρ the
total bulk density defined in the saturated medium by ρ = (1 −
φ)ρs + φρ f with ρ f the fluid density and ρs the solid grain density,
the virtual mass m being defined in Table 1. The volume dilata-
tion e and the accumulation or depletion of fluid ζ (often called
‘increment of fluid content’) are respectively e = ∇.u where u is
the solid phase displacement and ζ = −∇.w where w is the rel-
ative motion of the fluid with respect to the frame. This relative
displacement is defined byw = φ(u−U) whereU is the fluid phase
displacement.
In the case of plane dilatational P waves propagating in the
x-direction, e and ζ have the following form{
e = ∇.u = Ae eiω (t−sP x)
ζ = −∇.w = Aζ eiω (t−sP x),
(3)
where ω is the angular frequency and sP is the P-wave slowness.
Ae and Aζ are respectively the amplitudes of the volume dilation
and increment of fluid content. A condition for the existence of a
solution to eq. (2) is that the determinant∣∣∣∣∣
Hs2P − ρ ρ f − Cs2P
Cs2P − ρ f m − Ms2P − i η fk0
F
ω
∣∣∣∣∣ (4)
vanishes to obtain non-zero values for Ae and Aζ . That leads to a
quadratic equation whose roots for sP correspond to the fast and
slow P-waves complex slownesses. Considering only the fast one,
the complex slowness sP is expressed in the following form
sP =
√
ρM + m ′H − 2ρ f C −
√
A
2(HM − C2) , (5)
where
A = (m ′H − ρM)2 + 4(ρ f H − ρC)(ρ f M − m ′C), (6)
and
m ′ = γ0
φ
ρ f − iη f
k0
F
ω
, (7)
γ 0 being defined as the tortuosity of the porous medium.
In Biot’s theory, the mechanical coupling between fluid and solid
has a frequency dependence characterized by the viscodynamic fac-
torF (Carcione 2001). Johnson et al. (1987) proposed a formulation
of F related to the pore shape parameter 2 (see Table 1)
F =
√
1 + 4iγ
2
0 k0
χ2φ
, where χ = η f φ
k0ρ f ω
. (8)
Following expressions (8), variations in the fluid’s properties or
variations in the permeability induce changes in frictions forces and,
in turn, changes in the viscodynamic factor F. These variations can
occur, for example, during imbibition or drainage processes due to
water content changes (see part 2.2 and part 4.3 for the analytical
formulation).
The poro-elastic moduli H , M , C, can be expressed in a more
comprehensive way (Pride 2005) as function of the well-knownKU ,
KD and B moduli. The ‘undrained bulk modulus’ KU is the porous
media uncompressibility measured by applying a stress on a sealed
sample. The ‘drained bulk modulus’ KD is measured by applying a
stress on an open sample, which implies that the fluid pressure does
not change. The ‘Skempton’s coefficient’ or modulus B (Skempton
1954), corresponds to the ratio of the undrained fluid pressure over
the confining pressure. The moduli C and M are defined by
C = BKU and M = BKU
α
, (9)
where α is the ‘Biot-Willis constant’ (Biot & Willis 1957) defined
by
α = 1 − KD/KU
B
. (10)
The modulus M is called the ‘fluid-storage coefficient’ and C the
‘coupling modulus’ (Biot 1962). H , sometimes called the ‘P-wave
undrained modulus’, is defined by
H = KU + 4
3
μ (11)
assuming that the fluid has no influence on the frame shear
modulus μ.
When solid grains are made of homogeneous and isotropic elas-
tic media, the Gassmann’s relations (1951) stipulate that the coeffi-
cients B and KU are real and frequency independent. They depend
therefore only on the drained modulus KD, on the bulk modulus of
the grains KS and on the bulk modulus of the fluid Kf
B = 1/KD − 1/KS
1/KD − 1/KS + φ(1/K f − 1/KS) ,
KU = KD
1 − B(1 − KD/KS) .
(12)
Finally, the phase velocity VP and the inverse quality factor Q
−1
P
are deduced by their usual expressions⎧⎪⎨
⎪⎩
VP (ω) = 1/[sP ],
Q−1P (ω) = 2
[sP ]
[sP ] =
2aP (ω)VP (ω)
ω
,
(13)
where ( ) and ( ) are respectively the real and imaginary parts of
complex numbers and aP is the attenuation coefficient.
As a conclusion, using the Gassman’s relation (12) described
above, we need to know on the one hand the poro-elastic moduli
KD, Kf , KS and μ , and on the other hand the physical properties ρ,
ρ f , ηf , k0 to determine VP(ω) and Q
−1
P (ω) from (13).
2.2 Effective fluid model ρf , ηf , Kf
In the previous section, the subscript f was referring to a monopha-
sic fluid since the medium was saturated under Biot’s theory. From
now on, f accounts instead for the mixture of two fluid phases since
we are interested by partial saturation in this paper.We use the water
saturation values Sw which characterizes the ratio of pores filled by
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water. The density ρf of the mixture becomes a linear average of
each fluid density
ρf = ρg(1 − Sw) + ρwSw. (14)
Considering that a linear average of gas and water viscosities (ηg
and ηw, respectively) overestimate the effective viscosity (ηf ), we
use instead
ηf = ηg
(
ηw
ηg
)Sw
(15)
as proposed by Teja & Rice (1981).
An effective fluid bulk modulus can also be computed using the
Wood’s harmonic average of gas Kg and water Kw bulk moduli
(Wood 1955)
1
Kf
= 1 − Sw
Kg
+ Sw
Kw
. (16)
This last relation only applies if a pressure equilibration between
the two fluids happens during the wave propagation. Indeed, this
so-called ‘uniform saturation’ is only valid when the fluid phases
are mixed at a sufficiently fine scale compared to the wavelength
(Berryman et al. 1988).
The properties of the monophasic fluid in eqs (1) to (12) can now
be substituted for the effective fluid model parameters in eqs (14),
(15) and (16) to account for partial saturation.
2.3 The frame moduli KD and μ
The frame moduli KD and μ are intrinsic properties of the medium
that depend on the effective pressure Pe = Pc − Pf where Pc and
Pf are respectively the confining pressure and the pore fluid pres-
sure. KD gets larger when an increasing confining pressure leads to
new grain to grain contacts (compaction effect); conversely, KD de-
creases when the pore fluid pressure increases (swelling effect). In
unconsolidated porous media, the frame modulus can be estimated
by using theWalton’s theory (1987) or by its modified version given
by Pride (2005)
KD = 1
6
[
4(1 − φ)2n20P0
π 4C2s
]1/3 [
1 +
(
16Pe
9P0
)4]−1/24 Pe
P0
1/2
. (17)
In random sand packs, P0 = 18 MPa is a critical effective pressure
beyondwhich, even ifPe increases, the number of contacts per grain
remains around n0 = 9.Cs is the compliance parameter and is linked
to the bulk modulus KS and the shear modulus μS of solid grains
CS = 1
4π
(
1
μS
+ 1
KS + μS/3
)
. (18)
Pride (2005) recommends to deduce the frame shear modulus from
the relation μ = 3KD/5, a reasonable assumption in unconsolidated
porous media.
2.4 VP and Q−1P predictions from Biot’s theory extended
to partial saturation
Using Biot’s original theory developed in Section 2.1, the effective
fluid properties developed in Section 2.2 and the Walton’s theory
to estimate KD and μ (see Section 2.3), we computed the predicted
phase velocities VP and inverse quality factor Q
−1
P as a function of
frequency and water saturation (Fig. 1). The parameters used in the
computation are given in Table 2 and correspond to the physical
properties of the partially saturated sand used in our experiment.
The computation is performed for f = [10 − 104] Hz, Sw = [0 − 1]
Figure 1. (a) Phase velocities VP in m s−1 and (b) inverse quality factors
Q−1P as a function of the frequency and the water saturation. The computa-
tions are performed using Biot’s theory extended to an effective fluid and
Walton’s model to estimate KD. The physical parameters of this calculation
are given in Table 2. Biot’s frequency in dashed white line in both figures
varies with the water saturation since it depends strongly on the effective
fluid density and viscosity.
and for a negligible pore pressure, that is, Pf = 0. Biot’s frequency
f c defined in eq. (1) is also represented in Fig. 1: f c significantly
varies with the water saturation since it depends on the effective
fluid density and viscosity.
Fig. 1(a) shows a global decrease (around 4 per cent) of the phase
velocity in the range Sw 	 [0 − 0.85] mainly due to the increase
of the total bulk density with the water saturation as observed by
Bachrach & Nur (1998). For higher water saturation, the phase
velocity increases abruptly due to a strong increase of Kf since
air bubbles do not contribute anymore to the compressibility of
the fluid. For frequencies above 500 Hz, Fig. 1(b) shows a local
maximum in Q−1P around Sw = 0.8. It is clear in Fig. 1(b) that
the maximum attenuation of P waves closely follows Biot’s critical
frequency, as expected. Note that when themedium is fully saturated
at Sw = 1, Q−1P is also very high.
The phase velocities of direct P waves in Fig. 1(a) are around
160 m s−1 near our experimental working frequency 1.6 kHz. That
frequency, being relatively close to f c in the Sw range explored
experimentally (see Section 3.1), is therefore well suited to observe
attenuation phenomena due to Biot’s losses.
2.5 The role of friction losses at the grain to grain contact
As long as a frame is considered to be an elastic medium, poro-
elastic moduli H , M , C are real and frequency independent. How-
ever, wave propagation through an unconsolidated porous medium
can involve anelastic effects due to grain to grain sliding (Biot 1962;
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Table 2. Parameters involved in Biot’s theory.
Medium Parameters Notations Values with units Reference
Grain Diameter dm 2.49 × 10−4 m *
Density ρS 2.65 × 103 kgm−3 *
Bulk modulus KS 3.6 × 1010 Pa
Shear modulus μS 4.4 × 1010 Pa
Water Density ρw 9.98 × 102 kgm−3
Bulk modulus Kw 2.5 × 109 Pa
Viscosity ηw 10−3 Pa s
Gas (air) Density ρg 1.2 kgm−3
Bulk modulus Kg 1.5 × 105 Pa
Viscosity ηg 1.10−5 Pa s
Frame Porosity φ 0.4 measured
Permeability k0 1.02 × 10−11 m2 measured
Tortuosity γ 0 1.75 Berryman (1981)
Bulk modulus KD(Pf = 0) 2.5 × 107 Pa Walton (1987); Pride (2005)
Shear modulus μ 1.54 × 107 Pa μ = 3KD/5
∗ From sandpit data sheet.
Stoll & Bryan 1970). These frame losses imply that the moduli KD
and μ (and consequently H , M , C and B, see Section 2.1) become
complex and frequency dependent. These effects may be modelled
by a linear viscoelastic behaviour of the medium characterized by
a constant-Q (Kjartansson 1979). This new viscoelastic component
of attenuation adds to Biot’s losses described in Section 2.1. The
final expressions of the complex and frequency-dependent frame
bulk and shear moduli K ∗D and μ
∗, satisfying causality constraints
of Kramers-Kronig relations, are:
K ∗D = KD
(
i
ω
ω0
)2γKD
where γKD =
arctan(Q−1KD )
π
,
μ∗ = μ
(
i
ω
ω0
)2γμ
where γμ =
arctan(Q−1μ )
π
,
(19)
where QKD and Qμ are respectively the quality factor for shear
losses and bulk losses, and ω0/2π is the reference frequency of
the constant-Q model. This formulation is valid in a narrow range
around the reference frequency since the corresponding P-wave ve-
locities vary linearly in frequency with a slope (2π /ω0). As already
mentioned in Section 2.3, the smooth limit ofWalton’smodel,which
enables slipping contacts, implies μ = 3KD/5 and corresponds to
a Poisson’s ratio around 0.25 for the equivalent isotropic and elas-
tic frame. The quality factors Qμ and QKD are here linked by the
same relation Qμ = 3QKD/5. This simplified viscoelastic model
is generally used to explain strong levels of attenuation observed
in non-compacted sands which cannot be interpreted as pure Biot’s
losses (Keller 1989; Hefner & Williams 2006). In practice, using
this model consists in setting a value of ω0 close to the working fre-
quency and then infer an absolute value of QKD from the attenuation
data, as we will see in Section 4.4.
3 EXPERIMENTAL APPARATUS
Taking into account all the theoretical considerations seen in part 2,
we have designed an experiment to study the monitoring of direct P
waves propagating in a highly permeable and non-compacted sand.
The main objective was to compare phase velocities and inverse
quality factors deduced from experimental data to the Biot theory
extended to a partially saturated medium.
3.1 Experimental set-up
The experimental set-up, sketched in Fig. 2, is a wood rectangular
container whose inner volume is 1.07 × 0.4 × 0.35 m3. It is filled
with a volume of sand (34-cm height) introduced at a constant flow
using a large sieve. Lateral sides of the container are covered by
a 3-cm thickness acoustic foam to attenuate boundary reflections.
The sand is pure silica (≥98 per cent) with homogeneous grain
size distribution of mean diameter dm = 249 μm extracted from a
sandpit in the South-West of France (Landes).
The bulk density of the solid grains ρS varies between 2635
and 2660 kgm−3. The porosity, measured by weighting four dried
samples, is 0.4 ± 0.02 for ρS = 2650 kgm−3. The corresponding
bulk density of the dry sand ρ is therefore 1588 ± 53 kgm−3.
Other physical parameters of the sand are given in Table 2, some of
them being measured, some others being theoretically inferred or
provided by the sandpit factory data.
On one side of the container in Fig. 2, a granite disk at 17-cm
depth from the free surface is both coupled mechanically to the
sand and isolated from the container to avoid wave propagation
through the container boundaries. The steel ball of a pendulum hits
the granite plate and generates seismic propagation throughout the
sand. Nine IEPE piezoelectric accelerometers (500 mVg−1 in the
[10−3–104] Hz range) are buried in the sand, alignedwith the granite
disk in the horizontal axis of the source. These accelerometers are
10-cm spaced with offsets (source–receiver distances) varying from
20 to 100 cm. The saturation measurements are performed by six
calibrated capacitance probes also located at 17-cm depth. Data
acquisition is performed by a 24 bits/16 channels recorder at a
200 kHz sampling rate.
Three imbibition/drainage cycles are performed by injecting or
sucking water into five wells (W1 to W5 in Fig. 2). We make
sure to use water at equilibrium with sand by flowing deionized
water into the sand until the conductivity of the fluid reaches a
stable value around 117 μS cm−1 before starting the experiment.
Injection pressure is obtained by uplifting water containers at 40-
cm height above the tank. Imbibition is performed by injectingwater
through the wells W2, W3 and W5 whereas drainage is performed
by extracting water through the wells W1, W3 and W4.
An initial complete cycle is performed to homogenize pore fluid
distribution: a first imbibition starts from oven-dried sand and is fol-
lowed by a first drainage. In the next two cycles, the imbibition and
drainage last for more than an hour and span water saturation range
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Figure 2. Schematic view of the experimental set-up. A steel ball mounted on a pendulum hits a circular granite plate on the left lateral side of the sand-filled
tank. Wave propagation is monitored by nine aligned buried accelerometers. Water saturation level is measured by capacitance probes. Five wells W1–W5 are
used to proceed to imbibition or drainage.
from Sw0 = 0.3, the water residual saturation, to Sw = 1− Sg0 = 0.9,
the water saturation at the gas residual saturation. We assume that
the water flow during cycles is slow enough to consider that seismic
monitoring is done in a quasi-static state. For each cycle, we perform
a time-lapse monitoring by repeating 25 times: an initial saturation
measurement followed by 10 seismic records and a final saturation
measurement.
3.2 Typical seismic record and numerical validation
of the experimental set-up
An example of raw data presented in Fig. 3 shows that recorded
waveforms during an experiment of drainage are quite complex and
that many different waves seem to be recorded. Tomake sure that di-
rect Pwaves are not mixed with others reflected waves from the free
surface, we used the 2-D Specfem2D numerical code based on the
spectral element method (Komatitsch & Vilotte 1998; Tromp et al.
2008) to simulate the experiment. The partially saturated sand is
defined as an equivalent viscoelastic medium where P and S waves
propagate respectively at 150 m s−1 and 86.5 m s−1, corresponding
to a Poisson’s ratio of 0.25 and a bulk density equal to 1800 kgm−3.
Zener model (also called Standard Linear Solid model) is used for
the description of the viscoelastic behaviour, with bulk and shear
quality factors QK 	 20 and QS = 3QK /5 	 12, respectively, that
is, a strongly attenuating medium. The result of the Specfem2D
computation shown in Fig. 4 was performed by assuming a free
surface at the top of the container in one case (solid line case), and
by assuming a strongly attenuating upper boundary in a second case
(dashed line case). We conclude from these synthetic seismograms
that the direct P waves should be clearly identified experimentally
since the first arrival is very well distinguished from latter arrivals.
The raw data presented in Fig. 3(b) (the first milliseconds of the
seismogram) confirms qualitatively this last point with a very clear
first arrival on the first accelerometers, followed 2 ms later by an-
other clear wave which could be a reflection. It indicates that the
Figure 3. (a) An example of observed seismogram recorded by the nine
accelerometers in the sand-filled tank during the beginning of the third
drainage, for Sw 	 0.88. The signals are trace by trace normalized. (b)
Zoom on the first 10 ms of the seismogram shown in (a).
acoustic foam does not act as a perfectly absorbing material. Even if
numerical simulations cannot reproduce quantitatively the experi-
mental seismograms, the qualitative comparison confirms that direct
Pwaves are not mixed with reflected waves when the measurements
are performed at mid-depth of the tank.
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Figure 4. Numerical simulation performed with Specfem2D of propagative
waves in the experimental device. The dashed line is the result of a calcu-
lation performed with an attenuating boundary at the top of the container
whereas the solid black line is performed with a free surface. Reflections
on the free surface have important amplitudes but are not mixed with the
first arrivals. For better visualization, each seismic trace is normalized by
the maximum amplitude of the ‘rigid upper boundary’ case.
3.3 Saturation monitoring
To relate attenuation and dispersion phenomena to water saturation
Sw, it was necessary to reconstitute spatial saturation maps in the
horizontal plane containing the six capacitance probes during all
the imbibition/drainage cycles. For this purpose, that plane is di-
vided into a grid of 17 lines (x-direction) and 55 rows (y-direction).
Using the Inverse Distance Weightering method (IDW) developed
by Shepard (1968), we obtain the saturation maps by interpolating
Sw at each node using
Sw(x, y) =
∑N
j=1
Sw j (x,y)
h2j∑N
j=1
1
h2j
, (20)
where h j =
√
(x − x j )2 + (y − y j )2 and N = 18 is the number of
nodes where the saturation is known since they contain the capaci-
tance probes (each probe occupies three nodes).
The eighteen saturation maps obtained during the three imbibi-
tion/drainage cycles are shown in Fig. 5. As previously mentioned,
the first imbibition consists in injecting the equilibrated water into
the oven-dried sand and results in a strongly heterogeneous fluid
distribution. The first drainage bring the sand at the water residual
saturation Sw0; seismic monitoring measurements can then begin.
During the two following cycles, the water saturation variations for
each map are below the probe uncertainty (from ±0.025 at Sw =
0.9 to ±0.05 at Sw = 0.3); the water saturation can therefore be
considered as always spatially homogeneous in the horizontal plane
of measurements during cycles 2 and 3.
3.4 Extraction of phase velocities and quality factors
Estimations of body-waves velocity dispersion are usually per-
formed in laboratories at ultrasonic frequencies by using the
cross-spectrum method (Wuenschel 1965; Winkler & Plona 1982;
Molyneux & Schmitt 2000). This method requires to capture the
waveform at two different source–receiver distances along the same
ray path. It can be applied in the Fourier domain as well as in
the continuous wavelet transform (CWT) domain. The CWT is a
windowing technique which enables a time-frequency representa-
tion of non-stationary signals (Lang & Forinash 1998; Reine et al.
2009; Kazemeini et al. 2009). In this study, the phase velocities
are measured by picking, in the time-frequency domain obtained by
CWT, the phase differences between two accelerometers. A stan-
dard Morlet wavelet is chosen to ensure a linear transformation that
is necessary for phase velocity analysis (Barrie`re 2011).
The extraction of attenuation coefficients is obtained as well by
comparing amplitude spectra on several accelerometers. In an ho-
mogeneous medium, the amplitude A of a spherically divergent P
wave at distance r from the source is given by
A( f ) = A0( f )r0
r
e−a( f )(r−r0). (21)
A0 and r0 in (21) are respectively the amplitude and the distance
from the source at a reference offset, a(f ) is the frequency depen-
dent attenuation coefficient defined as a = (π f )/(VPQP) where VP
is the P-wave phase velocity andQP the P-wave quality factor, con-
sistently with the general expression of VP andQP given in eq. (13).
Eq. (21) remains valid if QP > 1 (Futterman 1962). By considering
the two amplitudes A1 and Ax of the first lobe, respectively at the
first accelerometer and any other, the ratio of these amplitudes is
given by
log
A1( f )
Ax ( f )
− log rx
r1
= π f
VP ( f )QP ( f )
dx , (22)
where r1 and rx are the source-accelerometer distances. Expression
(22) enables us to determine the quality factorQP by computing the
slope π f /[VP(f )QP(f )] of the linear relation as a function of dx =
(rx − r1). The ratio rx/r1 corresponds to the geometrical spread-
ing term valid in the far field domain where amplitude decreases
approximatively as a function of 1/r.
The eq. (22), known as the ‘spectral ratio’, is usually written as
a simple linear function of f , which implies that QP and VP are
independent of the frequency in the linear part of the spectral ratio.
However, a frequency dependent P-wave quality factor is predicted
by the Biot theory and observed in the seismic to sonic frequencies
range in sandy sediments (Badiey et al. 1998). As proposed by Jeng
et al. (1999), the spectral ratio can then be calculated using eq. (22)
take into account the frequency dependence. We apply therefore
eq. (22) to compute QP from the records of the aligned buried
accelerometers in the experiment.
3.5 Experimental constraints
In our experiment we want to measure and analyse the behaviour of
the direct P waves; however, pure longitudinal displacements can
only be precisely recorded in the far field. Indeed, in the near field,
compressive and shear motions are combined and can hardly be
distinguished (Aki & Richards 2002). Recent studies have demon-
strated that analysing seismic data in the near field can lead to
a biased P-wave quality factor in shallow seismic investigations
due to a strong geometrical spreading (Haase & Stewart 2010;
Mangriotis et al. 2011).
To keep a consistent analysis of phase velocity and quality factors,
it is then necessary to make sure that the receivers are in the far field.
For a spherically divergentPwave, far-field conditions apply for r
λP/2π where λP is thewavelength and r the source–receiver distance
(Haase & Stewart 2010). We chose to adopt the criterion r > 2λP
which is satisfied in our experiment for frequencies larger than 1.6
kHz (considering the highest measured velocity around 160 m s−1).
That gives the lower limit of the experimental working frequencies.
The upper working frequency limit is based upon a magnitude
criterion on the amplitude spectrum: A(f ) ≥ Amax/2 where Amax is
the maximum magnitude of the amplitude spectrum obtained at
the most distant accelerometer. This condition is fully satisfied for
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Figure 5. Water saturation Sw intensity maps obtained during the three cycles of imbibition/drainage. For each imbibition/drainage, three maps are shown: the
first one at time t = 0, the second at time t = 30 min and the last one at time t = 60 min. The maps are computed at 17-cm depth (from the top) in the horizontal
plane containing the nine accelerometers (dots) and the six capacitance probes (rectangles). They are obtained by interpolating spatially the capacitance probes
measurements using the IDW method.
frequencies lower than 1.8 kHz to 2 kHz depending on the saturation
values. The frequency band used for attenuation and velocity data
processing is therefore chosen as [1.6–1.8] kHz. In this narrow
frequency band, phase velocity and quality factor variations are
a priori only due to variations of intrinsic properties such as the
variation of water content.
As said previously, this study consists in a seismic monitoring
using direct P waves which have to be isolated from other arrivals.
A complete study has been performed in the CWT domain and
showed that the detection of the direct P wave becomes uncertain
from the seventh accelerometer (Barrie`re 2011). The linear regres-
sion to estimate the quality factor using eq. (22) is consequently
performed from the first to the sixth accelerometer, these regres-
sions giving a high correlation coefficient R2 up to 0.9. For the P-
wave phase velocity computation the first two accelerometers were
used.
C© 2012 The Authors, GJI, 191, 1152–1170
Geophysical Journal International C© 2012 RAS
P waves in partially saturated sand 1161
Figure 6. (a) Measured P-wave phase velocity VP and (b) inverse quality
factor Q−1P as a function of Sw, recorded during the second imbibition I2,
the second drainage D2, the third imbibition I3 and the third drainage D3,
for f = [1.6–1.8] kHz. The arrows in (a) indicates that imbibition results
in increasing Sw in time whereas drainage results in decreasing Sw. The
experimental error-bars at each data point are shown in Fig. 7.
4 EXPERIMENTAL RESULTS
AND DISCUSS ION
The measured phase velocities VP and inverse quality factors Q
−1
P
retrieved using the data processing described in Section 3.4 are
summarized in Fig. 6. Those measurements performed sequentially
during the second imbibition and drainage (I2 and D2, respectively)
and during the third imbibition and drainage (I3 and D3, respec-
tively), are presented as a function of the water saturation Sw.
4.1 Direct P-waves’ phase velocity and attenuation
measurements versus partial water saturation
The measured direct P waves in Fig. 6 are slower than sonic waves,
since they lie in the [140–160] m s−1 range. The term ‘subsonic’
P waves is used, referring to the work of Michaels (2002) who
commented on the validity of subsonic P waves detection in very
loose unconsolidated materials (Bachrach et al. 1998; Baker et al.
1999). In every sequence presented in Fig. 6,VP smoothly decreases
as a function of an increasing Sw, both in imbibition and in drainage.
It is important to note that the measured VP are not constant from
sequence to sequence: measured phase velocities VP are slightly
different for comparable Sw during I2, D2, I3 and D3. The decrease
in VP during imbibitions are also systematically steeper than the
increase in VP during drainages.
The inverse of the quality factor Q−1P or attenuation in Fig. 6
varies versus Sw from sequence to sequence as well. The resulting
quality factors are very low, ranging from 5 to 7.5, in agreement
with typical expected values in unconsolidatedmedia (Gibbs&Roth
1989; Jeng et al. 1999; Molyneux & Schmitt 2000). Q−1P presents a
rather different behaviour between imbibition and drainage. During
drainage,P-wave attenuation slightly decreases from Sw 	 0.9 to the
residual water saturation Sw0 	 0.3. During imbibition, attenuation
clearly reaches a maximum around Sw = 0.6 − 0.7 and varies
monotonically on both sides of that maximum. Those cycles clearly
reveal an hysteresis between imbibition and drainage, both during
the cycle I2/D2 and the cycle I3/D3. The inverse quality factors are
also very different during the four sequences, indicating certainly a
quite rather different water fluid distribution as discussed below.
It is important to add that Q−1P continued to vary between the
end of an imbibition and the start of a drainage, or vice-versa. As
an example, Q−1P decreased by almost 20 per cent while the water
saturation kept constant (Sw 	 0.85) between the end of I3 and the
beginning of D3. Due to technical difficulties, the sequences I2, D2,
I3, D3 were not performed continuously in time, implying varying
rest-time between imbibition an drainage. The largest rest-times for
the water in the sand-filled tank, around fifteen hours, were between
(I2-D2) and (D2-I3) whereas the shortest, between (I3-D3), was less
than an hour.
We could not infer a clear and systematic behaviour (increase or
decrease) of the attenuation values during the rest-time. However,
a qualitative explanation of these varying attenuation factors while
the water is at rest might be advanced based on grain to grain
contacts. The properties of fluid film between grains, which controls
the viscoelastic behaviour at the grain to grain contact, could be
modified between each experiment. That idea is supported by the
measured values of Q−1P for very low saturation values: since the
drained bulk modulus KD is defined as the bulk modulus of the
slightly wet frame for unconsolidated media (Mavko et al. 1998),
KD should be measured in our experiment at the lowest saturation
values, for the residual water saturation. Since the measured Q−1P
for each sequence I2, D2, I3 and D3 are rather different for Sw in the
[0.3–0.4] range, that could mean that the K ∗D in eq. (19) are different
between sequences, leading to different values of QKD . Various
QKD are then understood as an indicator of varying intergranular
contacts between sequences in the context of the viscoelastic model
discussed in Section 2.5.
4.2 Discussion in light of the Biot theory
As suggested in Section 2.2, the simplest way to interpret the mea-
sured velocities and quality factors seen in Fig. 6 is to consider pure
Biot’s losses including an effective fluid model for ρ f , ηf and Kf
accounting for partial saturation. The decrease of phase velocities
between the water and gas residual saturations observed experimen-
tally is consistent with the computation presented in Fig. 1 and is
attributed to the increase of the total bulk density. It implies that
wavelengths are much larger than the size of fluid heterogeneities
and that pressure equilibration between the two phases is complete.
The computed velocities and inverse quality factors in Fig. 1
cannot predict however the hysteresis observed between imbibition
and drainage. That difference can be partly explained by effective
pressure Pe variations (see part 2.3) since the pore fluid pressure
might be significantly different between imbibition and drainage,
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whereas the computation in Fig. 1 was performed for a constant
Pe. Although Pe was not measured in the experiment, two possible
effective pressure models can be proposed{
Pe = (1 − φ)ρs g h
Pe(Sw) = (1 − φ)(ρs − Sw ρw) g h,
(23)
where g is the gravity and h = 0.17 m is the sediment thickness
above the measurement line. In the first model, the pore fluid pres-
sure is completely neglected and KD, given by eq. (17), corresponds
to the bulk modulus of the dry frame. In the second model, the
confining and pore pressures depend on the mass of the effective
fluid contained in the sediment layer above the receivers. The effec-
tive bulk density of this upper layer is supposed homogeneous and
equivalent to the one at the measurement depth. In the following,
these two limit models of effective pressure are systematically con-
sidered to improve our analysis of the experimental measured phase
velocity and quality factors.
The computation of the inverse quality factor in Fig. 1(b) versus
Sw for a working frequency around 2 kHz is qualitatively in agree-
ment with the measured attenuation during the two imbibitions: the
theoretical and experimental values of Q−1P both have a maximum
for a particular Sw. However, the theoretical Q
−1
P maximizes at Sw =
0.8 in Fig. 1(b) whereas it is around Sw = 0.7 (I2) and Sw = 0.6
(I3) in the experiments in Fig. 6. The inverse quality factors ob-
tained experimentally during drainages D2 and D3 are, in turn, not
explained by Biot’s model since they do not present any peak in the
studied partial water saturation range. Finally, the magnitude of the
computed (<0.035) and the measured (>0.13) Q−1P strongly differ,
the attenuation predicted by the Biot theory being clearly under-
estimated. In the following (Section 4.4), this strong difference in
amplitude will be compensated by the introduction of a viscoelastic
contribution to the attenuation.
4.3 The role of effective permeability
We have shown in the previous section that the Biot theory coupled
to an effective fluid model can explain qualitatively the general
trend of the measured VP versus Sw and also the general trend of
the measured Q−1P versus Sw during imbibition. The model cannot
explain however the hysteresis between imbibition and drainage
observed in Q−1P since the involved parameters ρ f , ηf and Kf are
by construction not sensitive to the saturation mode. At this stage,
we propose to introduce the concept of relative permeabilities since
those are usually considered as strongly dependent on the saturation
mode.
No effective transport property was considered so far, assuming
that the intrinsic permeability was completely available to the fluid
mixture transport. It is known however that interactions between
two fluids, water and gas in our case, are not negligible and can
lead to a modification of their respective mobility, possibly leading
to hysteresis phenomena between saturation modes. The relative
permeabilities for water krw and gas krg, are defined as the part of
intrinsic permeability respectively available for water and gas (Van
Genuchten 1978; Pham et al. 2002)
kr j =
√
Sje
[
1 −
(
1 − S1/m jje
)m j ]2
, where j = w, g. (24)
The effective water and gas saturations Swe and Sge depend on the
water saturation Sw or gas saturation Sg = 1 − Sw, and are defined
by
Sje = Sj − Sj0
1 − Sj0 where j = w, g. (25)
The residual water and gas saturations Sw0 and Sg0 correspond to
the flowing boundary for each phase: when Sw < Sw0, water cannot
flow since the liquid phase is discontinuous and remain adsorbed by
grains. When Sw > 1 − Sg0, unconnected bubbles are jammed and
trapped into the pore space. We suppose here that the residual water
saturation Sw0 = 0.3 is the lower saturation obtained during drainage
and that the residual gas saturation Sg0 = 0.1 is the complementary
of the maximum water saturation obtained during imbibition. The
values of the free parameters mw and mg, usually deduced from
laboratory or field measurements, control the hysteresis phenomena
through the shape of the krw and krg curves (Maqsoud et al. 2004).
The relative permeabilities depend both on the saturation mode
and the history of water content (number of previous cycles). The
hysteresis can occur during an infinite number of cycles and is
bordered by two limits that can be reached from the second cycle
(Jensen & Falta 2005). As shown in the review by Jerauld & Salter
(1990), the relative water permeability in unconsolidated porous
media (sands or glass beads) is always lower during imbibition than
during drainage, leading to mw(imbibition) ≤ mw(drainage) and to
mg(drainage) ≤ mg(imbibition).
Taking into account the role of partial water saturation by the
mean of relative permeabilities, it is then necessary to define the
effective permeability involved in Biot’s losses. The simplest model
consists in considering that the mixture flow corresponds to the sum
of gas and water flow. In this case, the effective permeability ke is
defined by
ke = k0(krw + krg) where krw + krg ≤ 1. (26)
This expression implies that the effective permeability is lower
than the intrinsic permeability except for Sw = 0 and Sw = 1. The
monophasic permeability k0 must therefore be substituted for the
effective permeability ke into Biot’s frequency in eq. (1) and in
the m′ parameter in eq. (7). As shown in part 2.1, variations in
fluid’s properties and effective permeability also induce changes in
the viscodynamic factor F. To account for those, the effective fluid
model is applied by changing (ηf , ρ f , k0) in eq. (8) by their effective
values. Note that the geometrical parameter 2 in eq. (8) does not
change in the effective model since it is an intrinsic parameter of the
porous medium which does not depend on effective permeability.
The viscodynamic operator F in (8) becomes
F =
√
1 + 4iω γ0k
2
eρ f
ξη f k0φ
. (27)
4.4 Least-square inversion of Q−1P and VP
We have advocated so far that the Biot theory coupled to the ef-
fective fluid model needs to be extended to properly interpret the
measured velocities and inverse quality factors: we have introduced
the concept of effective pressure variations Pe(Sw), grain to grain
losses (K ∗D or QKD ) and effective permeability ke(Sw). For this
purpose:
(1)We will consider both models of effective pressure given in
eq. (23) which will, in turn, vary the bulk modulus KD between
models.
(2)We will introduce the viscoelastic intergranular losses into
the Biot theory, as described in Section 2.5, by using a constant-Q
model involving two free parameters: the inverse quality factor Q−1KD
and the reference angular frequency ω0 of the viscoelastic model
in eq. (19). The choice of ω0 is important regarding the phase
velocity since it may introduce a strong phase velocity dispersion.
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Table 3. Table of parameters (Q−1KD , mg, mw) obtained by least-square inversion of the mea-
sured VP and Q
−1
P for each cycle and saturation mode, for two effective pressure model. The
best poro-viscoelastic model for each sequence is shown with an asterisk *.
Cycle and Effective pressure model Q−1KD mw mg Best least-square
saturation mode from eq. (23) inversion model
I2 Pe(Sw) 0.12 1.05 2.05 *
Pe 0.125 0.55 3.25
D2 Pe(Sw) 0.09 1.125 1.025
Pe 0.09 1.1 1 *
I3 Pe(Sw) 0.14 0.525 2.35 *
Pe 0.14 0.55 2.2
D3 Pe(Sw) 0.14 1.525 3.25
Pe 0.14 1.175 1 *
The reference angular frequency shall respect the following criterion
(Pham 2003)
1
πQKD
∣∣∣∣ln ωω0
∣∣∣∣  1 (28)
which ismetwhenω0 is close to themeasurement angular frequency
ω. We chose therefore to adjust ω0 = 2π f max to the maximum
recorded frequency f max (2 kHz in the experiment). QK−1D
remains
the only viscoelastic free parameter that needs to be inverted from
the experimental data.
(3)We have to estimate the two free parameters mg and mw in-
volved in the effective permeability presented in Section 4.3.
The three remaining unknown parameters in the final model
(Q−1KD , mg and mw) are inverted, in the least-squares sense, for the
two effective pressure models. The joint inversion of VP and Q
−1
P
gives then two final poro-viscoelastic models for each cycle and
saturation mode. Values of Q−1KD are explored in the [0.05 − 0.25]
range and values of mg and mw in the [0.25 − 3.25] range.
The inverted parameters (Q−1KD , mg, mw) for each imbibition and
drainage are listed in Table 3 and the results of the least-square
inversions are shown in Fig. 7. The data VP and Q
−1
P for each
sequence are compared to the best inverted poro-viscoelastic model,
for a constant effective pressure and for a varying pressure.
The P-waves phase velocities derived from the poro-viscoelastic
model including the variable effective pressure are always lower
than those derived with a constant effective pressure; that is a con-
sequence of the decrease of KD when the pore fluid pressure acts
against the confinement pressure (see Section 2.3), that decrease
leading to lower VP. We observe in Fig. 7 that the measured phase
velocities during both imbibitions are very well reproduced by the
poro-viscoelastic model with a variable effective pressure. During
both drainages, on the contrary, the measured velocities are consis-
tent with the constant effective pressure model. Those two different
models of VP during imbibition and drainage are linked to the fluid
circulation induced by our experimental procedures: during imbibi-
tion, a pressure charge is applied by uplifting a water tank above the
sand-filled tank, whereas drainage is obtained by extracting water
at a moderate flow rate with a pump. During pumping, an oppo-
site pressure gradient is applied within the sand and the effect of
pore pressure due to the weight of the fluid may be considerably re-
duced. In the following, accordingly, we consider that the adequate
effective pressure models are: Pe(Sw) for imbibitions and Pe for
drainages (see eq. 23). Concerning the comparison between data
and models for the inverse quality factors in Fig. 7, the effective
pressure model seems to have less influence on the final inverse
quality factors since both effective pressure model are close to data,
both during imbibitions and drainages.
The quality of the inversion can be estimated in Fig. 8 where the
residuals of the least-square inversions are represented. For each
sequence, as expected, the minimum in the residuals for Q−1KD is
clearly marked: the best Q−1KD corresponds simply to a constant-Q
increase from Biot’s attenuation to attain the level of attenuation
measured experimentally. Fig. 8 then shows the (mg, mw) residuals
maps at the previously found Q−1KD . The data measured during D3
are remarkably inverted since the minimum of residuals are sharp in
Fig. 8(d), the corresponding poro-viscoelastic model in red dashed
line in Fig. 7(d) closely reproducing the velocities and attenuation
data. The inversion for D2 presents also a well marked minimum in
the (mg, mw) map but with bigger residuals compared to D3. The
least-square inversions are somewhat less efficient for imbibitions in
Figs 7(a) and (c), where the uncertainty on the best couple (mg, mw)
are larger. Fig. 7 shows nonetheless that even if residuals vary sig-
nificantly between sequences, all experimental measurements both
in VP and Q
−1
P are satisfactorily reproduced by their corresponding
final poro-viscoelastic model obtained by inversion.
4.5 Physical interpretation of the least-square
inversion results
As predicted by Jerauld & Salter (1990), we have obtained
mw(imbibition)≤mw(drainage) andmg(drainage)≤mg(imbibition)
from the inversion for all the experiments (see Table 3). Us-
ing those values of (mw, mg) and the definitions of krw and
krg given in eqs (24) and (25), the relative permeabilities are
shown as a function of the water saturation in Figs 9(a)–(d)
for every sequence I2, D2, I3 and D3. Consistently, we observe
in Fig. 9 that krg(drainage) ≤ krg(imbibition) and krw (imbibi-
tion) ≤ krw(drainage). Those relative permeabilities values give
indications about the fluid distribution within the pores. On the one
hand, drainage may imply that the liquid phase remains continuous
at the grain surfaces, draining first the biggest pores andmaking eas-
ier thereafter the entire fluid circulation. On the other hand, during
imbibition the circulating water can more easily get trapped in gas
pockets, thus leading to krw (imbibition) ≤ krw(drainage). We note
also in Figs 9(a)–(d) that the relative permeability values of each
phase are very close during both drainages, indicating that the fluid
circulation occurs with quite reproducible fluid distribution during
drainages. On the contrary, during imbibition mw(I2) > mw(I3) and
consequently krw(I2) > krw(I3), indicating that water circulation in
the sand-filled tank was more difficult during I3 than during I2. As
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Figure 7. Comparison of the measured phase velocities and inverse quality factors with the final poro-viscoelastic model obtained by inversion for (a) the
second imbibition, (b) the second drainage, (c) the third imbibition and (d) the third drainage. The experimental data are shown with black filled circles; errors
bars derived from the experimental measurements are given for each measured data point. The red dashed lines are the best-fit models when the pore fluid
pressure is completely neglected in the effective pore pressure. The blue solid line are the best-fit models corresponding to an effective pressure depending on
the saturation as defined in eq. (23).
already mentioned, the third imbibition was performed after a 15
hr rest-time whereas the second one was performed less than an
hour after the first drainage. These different krw can be linked to
the experimental procedure and to the fluid circulation within the
pores: an imbibition performed just after the end of a drainage con-
sists mainly in filling the largest pores just emptied by the drainage.
Alternatively, when the rest-time is quite long after a drainage, the
residual fluid rearranges within the entire pore space: the next im-
bibition consists then in filling fine as well as large pores, leading to
a decreased relative water permeability compared to an imbibition
performed quickly after a drainage.
The normalized effective permeabilities ke/k0 presented in
Figs 9(a)–(d) are obtained by summing relative permeabilities as
defined in eq. (26). The effective permeabilities ke are very similar
during drainages and are rather different during imbibitions. The
low relative water permeability during I3 leads in particular to a
very low effective permeability around ke = 0.3k0 at the end of
the imbibition in Fig. 9(c). At the beginning of the next drainage
D3, however, we notice that the effective permeability is quite high,
around 0.8k0, showing that the fluid was quickly rearranged in the
pore space under the effect of pumping.
Biot’s frequencies f c = (φ ηf )/(2π γ 0 ρ f ke) are represented in
Figs 9(e)–(h) during every sequence as a function of water satura-
tion. Whatever the saturation mode is, f c globally increases versus
water saturation and behaves like ηf /(ρ f ke), the three variables de-
pending on the saturation in Biot’s frequency formula. It is then
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Figure 8. Least-square inversion residuals for Q−1KD , and least-square inversion residuals maps (mg, mw) for the best Q
−1
KD
. The residuals are shown for the
experiment I2, D2, I3, D3 in (a), (b), (c) and (d), respectively. The effective pressure is varying for I2 and I3 in (a) and (c), and is constant for D2 and D3 in (b)
and (d) (see Table 3).
straightforward to see that the variations of the effective permeabil-
ity ke(Sw), the only parameter varying between saturation modes,
are going tomodify the behaviour of f c versus Sw between drainages
and imbibitions. During both drainages, f c are relatively stable in
the Sw = [0.8 − 0.6] range, but strongly decrease in the Sw =
[0.6 − 0.2] range. During imbibitions, f c increase progressively
versus Sw. Moreover, the very low effective permeability measured
during I3 results in a quite high Biot’s frequency in Fig. 9(g) com-
pared to the other experiments. Finally, we note that Biot’s fre-
quencies are equal to the measurement frequency (around 1.8 kHz)
at Sw ≈ 0.4 during both drainages and at Sw ≈ 0.6 during both
imbibitions.
InBiot’s theory, themaximum in attenuation versus the frequency
is reached when the measurement frequency coincides with f c, that
is, when the relative fluid/solid motion is the highest. In our experi-
ments, when thewater saturation varies, the petrophysical properties
of the medium (ρ f , ηf and ke in particular) vary as well, possibly
varying the mean attenuation level between Sw. We propose to dis-
cuss the evolution of Q−1P versus the water saturation and versus the
frequency in Figs 10(a)–(d) for the poro-viscoelastic models of I3
and D3 obtained by inversion. Figs 10(a) and (c) show the inverse
quality factors (same as in Figs 7b and d) for the constant effective
pressure model during D3 and for the varying effective pressure
model during I3, respectively. In Fig. 10(b), Q−1P for the poro-
viscoelastic model during D3 is represented versus the frequency in
the [1-3] kHz range, and is shown for different saturations Sw: the
advantage of this representation is that the petrophysical properties
are constant for each Sw, and as expected from the Biot theory, the
maximum in attenuation occurs when the measurement frequency
coincides with f c (Sw = 0.6 during I3 and Sw = 0.4 during D3
in Figs 7(b) and (d), respectively). It appears that the maximum in
attenuation versus Sw in Fig. 10(a) is obtained in Fig. 10(b) around
Sw = 0.6 (point ), where Biot’s frequency f c corresponds to the
working frequency during I3.
For saturation values Sw below or above 0.6, Biot’s frequency
is remote from the measurement frequency (see Fig. 9g) and the
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Figure 9. (a)–(d) Relative permeabilities krw, krg and normalized effective permeabilities ke/k0 = krw + krg as a function of the water saturation Sw obtained
during I2, D2, I3 and D3, respectively. The arrows indicates the direction of the evolution of Sw during the experiments. (e)–(h) Computed Biot’s frequencies
f c using the effective permeabilities during I2, D2, I3 and D3, respectively. The horizontal solid line indicates the value of the experimental frequency, around
1.8 kHz.
attenuation is smaller than at Sw = 0.6, as it can be seen both in
Figs 10(a) and (b). The same analysis in terms of Biot’s frequency
can be done during drainage D3 shown in Figs 10(b) and (d): an
inflection point in attenuation is observed when f c is around the
working frequency, that is, around the point when Sw = 0.4
in Figs 10(b) and (d). However, for Sw above 0.4, although Biot’s
frequency shifts towards higher values compared to the measure-
ment frequency (see Fig. 9h), the attenuation slightly continues to
increase in Fig. 10(b) until Sw = 0.7, around . As mentioned
above, the slight increase in attenuation may be attributed to mean
different attenuation levels versus Sw, variations in attenuation due
to variations in physical properties of the porous medium versus
Sw. In particular, since the fluid mobility ke/ηf is greater during
D3 than during I3, the seismic dispersion could be responsible of
the increase of the attenuation during D3, an increase not observed
during I3 since the effective permeability was smaller (Batzle et al.
2006).
In short, we could expect intuitively that the maximum in at-
tenuation versus Sw would be obtained at the saturation where the
measurement frequency coincides with Biot’s frequency. That was
indeed observed during imbibition but not during drainage. As a
matter of fact, the attenuation depends both on the vicinity of Biot’s
frequency and on the mean value of Q−1P (ω) depending on petro-
physical properties. The measured attenuation during drainage does
not therefore contradict Biot’s theory.
5 CONCLUS IONS
The study of the effect of partial saturation on direct P-waves ve-
locity and attenuation was conducted experimentally by monitor-
ing a sand-filled tank during two imbibition/drainage cycles. The
sand was highly permeable, homogeneous, with grain size diam-
eters around 250 μm. The very low velocity of P waves, around
150 m s−1 at our measurement frequency around 1.7 kHz, enabled
to observe the wave-propagation along 10 wavelengths in our 1-m
long apparatus. A CWT applied on our seismic data recorded by
buried accelerometers in the sand-filled tank, allowed to deduce the
phase velocity VP and the inverse quality factor Q
−1
P as a function
of the partial saturation Sw for every experiment.
A systematic hysteresis between imbibition and drainage was
observed in VP and Q
−1
P versus Sw, as commonly measured in rocks
(Knight & Nolen-Hoeksema 1990; Cadoret et al. 1995, 1998) but
rarely in unconsolidated porous media (Domenico 1977; George
et al. 2009). To properly analyse our data, we have developed a
generalized Biot’s model including the following physical effects.
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Figure 10. (a) and (c) Poro-viscoelastic models of the inverse quality factors deduced from the least-square inversion of the data measured during I3 and D3,
respectively, as a function of the water saturation Sw. (b) and (d) Same poro-viscoelastic models of the inverse quality factors for I3 and D3, respectively as a
function of the frequency. In (b) and (d) the various lines are computed for a constant Sw. The evolution of points from to in (b) and (d) corresponds to
the evolution of the same labelled points in (a) and (c), respectively. The vertical solid line indicates the value of the experimental frequency, around 1.8 kHz.
(1) Pure Biot’s losses for an effective fluid (Kf , ρ f , ηf ) accounting
for partial saturation.
(2) A varying effective pressure Pe = Pc − Pf in the porous
medium, where Pc is the confinement pressure and Pf the pore fluid
pressure, following Walton’s model.
(3) Grain to grain losses defined as a viscoelastic dissipation
characterized by a constant Q−1KD .
(4) An effective permeability ke = k0(krg + krw) depending on
the saturation mode (imbibition or drainage) and characterized by
two parameters mw and mg.
We have then performed a least-square inversion of the seismic data
to determine (Q−1KD , mw, mg) during the various experiments.
We have concluded from the inverted poro-viscoelastic models
that VP strongly depend on the mechanical properties of the effec-
tive fluid and on the effective pressure: during imbibition, the fluid
injection increases Pf and VP decrease as a function of Sw. During
drainage,VP still decrease versus Sw but less rapidly sincePf is neg-
ligible. We have also concluded from the inversions that the major
part of the high inverse quality factors Q−1P measured is attributed
to the constant-Q viscoelastic grain to grain energy dissipation.
The fluctuations of Q−1P versus Sw, on the top of this constant-Q
model, are then satisfactorily explained at the first order by pure
Biot’s losses taking into account the effective fluid properties. Fi-
nally, the variations of effective permeability from experiment to
experiment explain the final form of Q−1P versus Sw; the effec-
tive permeability associated to different fluid distributions in the
porous medium is responsible of the observed hysteresis between
imbibition and drainage. We have understood that the experimen-
tal procedures used to proceed to an imbibition or a drainage, in
particular the rest-time between an imbibition and a drainage, can
be responsible of significant variations both in the lubrication of
the grain to grain contact and in the fluid distribution in the pore
space: the viscoelastic component of the attenuation (Q−1KD ) and the
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effective permeability of the porous media can quickly change from
experiment to experiment as revealed by the least-square inversions.
We have also analysed the measured Q−1P versus Sw in terms of
variations of the Biot’s frequency f c during the experiments. As
we are proceeding to an imbibition or a drainage, the petrophysical
physical properties of the medium change as a function of time,
since during the experiment ρ f , ηf and ke are changing. The Biot’s
frequency values therefore fluctuate during an experiment. We have
concluded that in our experiments, the maximum in attenuation
versus Sw is not systematically observed when the measurement
frequency coincides with the Biot’s frequency.
Our experiment shows that the fluid distribution in the porous
medium has a strong influence on inverse quality factors. It con-
firms that seismic prospection can provide essential informations on
the fluid content and distribution in geological reservoirs. In the fre-
quency range we have explored, the contribution of grain to grain
losses dominates since we chose to work on unconsolidated me-
dia. Nevertheless, the Biot’s theory remains an efficient approach
to understand the fluctuations of both velocities and attenuation
in partially saturated sands since wavelengthes are larger than the
fluid heterogeneities. The understanding of the observed phenom-
ena could be improved by further experiments: the measurement
of the effective pressure could be, for example, a key parameter
to constrain the poro-viscoelastic models. Broad-band seismic sig-
nals could also be a significant progress since it would provide a
complete dynamical study of phase velocities and attenuation in
unconsolidated media. Furthermore, some theoretical models ob-
tained by extending Biot’s equations could account for capillary
pressure and interactions between air and water at the pore scale
(Santos et al. 1990; Tuncay & Corapcioglu 1997; Lo et al. 2005).
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II.2.3 Études des ondes sismoélectriques en milieux poreux
Publications :
X Warden et coll. (2013) : Warden, S., Garambois, S., Jouniaux, L., Brito, D., Sailhac, P.,
& Bordes, C. 2013.
Seismoelectric wave propagation numerical modeling in partially saturated materials,
Geophysical Journal International, 194, 1498–1513. doi : 10.1093/gji/ggt198
X Bordes et coll. (2015) : Bordes, C., Sénéchal, P., Barrière, J., Brito, D., Normandin, E., &
Jougnot, D. 2015.
Impact of water saturation on seismoelectric transfer functions : a laboratory study of coseis-
mic phenomenon,
Geophysical Journal International, 200, 1317–1335. doi : 10.1093/gji/ggu464
X Holzhauer et coll. (2017) : Holzhauer, J., Brito, D., Bordes, C., Brun, Y., & Guatarbes,
B. 2017.
Experimental quantification of the seismoelectric transfer function and its dependence on
conductivity and saturation in loose sand,
Geophysical Prospecting, 4, 1097–1120. doi : 10.1111/1365-2478.12448
Lorsque le fluide du milieu poreux est conducteur d’électricité, les mouvements relatifs fluide/solide
(dans le cadre de la théorie de Biot) provoqués par la propagation d’une onde mécanique donnent
naissance à un champ électrique, voire à un champ magnétique : c’est l’effet « sismoélectromagné-
tique ». Cet effet sismoélectromagnétique résulte de couplages électrocinétiques (Jouniaux & Pozzi,
1995 ; Guichet et coll., 2006 ; Allegre et coll., 2010) entre les minéraux et le fluide, et la quantifica-
tion de ces couplages peut permettre potentiellement de remonter aux propriétés physico-chimiques
du milieu poreux traversé.
La théorie autour le l’effet sismoélectrique (on omet souvent la composante magnétique dans l’ap-
pellation de cet effet car le champ magnétique est plus difficile à mesurer, cf Bordes et coll. (2006,
2008)) connut un grand bond en avant lorsque Pride (1994), Pride & Haartsen (1996), Haartsen
& Pride (1997) ont relié la théorie de Biot aux équations de Maxwell à l’aide de modèles de cou-
plages électrocinétique dynamiques (dépendant de la fréquence). Cette série d’articles a énoncé
théoriquement l’existence de plusieurs effets sismoélectriques en milieu poreux :
X le premier effet, l’effet sismoélectrique « cosismique », traduit qu’un champ électrique accom-
pagne la propagation sismique dans un milieu poreux conducteur. Cet effet est relativement
aisé à mesurer : deux électrodes et un accéléromètre dans le milieu poreux permettent de vé-
rifier que lorsqu’une onde sismique se propage, une différence de potentiel électrique s’installe
entre les deux électrodes, cette ddp permettant de remonter au champ électrique cosismique.
X le second effet, communément appelé « convertie sismoélectrique aux interfaces », existe
lorsque le champ électrique cosismique rencontre une interface dont les propriétés physiques
sont différentes (différence en propriétés éléctriques, chimiques, pétrophysiques) (Thompson
& Gist, 1993). Il apparaît alors une discontinuité de charge électrique, se manifestant par l’ap-
parition d’un champ électromagnétique à l’interface se propageant à une vitesse très grande,
proche de le vitesse de la lumière (Haartsen & Pride, 1997). L’étude de cette onde convertie
aux interfaces fait l’objet d’une partie du projet CHICkPEA décrit dans la partie III.4 des
Perspectives.
Les applications potentielles de ces effets sismoélectriques sont nombreuses, que ce soit dans la
géophysique des réservoirs (Smeulders et coll., 2014), le stockage du CO2, le suivi de nappes phréa-
tique (Dupuis et coll., 2007), etc.
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Dans la suite des travaux de Barrière (2011) sur l’impact de la saturation seulement partielle d’un
milieu poreux sur la propagation des ondes mécaniques, nous nous sommes intéressés à ce même
impact dans le cas d’ondes cosismiques sismoélectriques. Pride (1994) puis Garambois & Dietrich
(2001) ont en effet formalisé théoriquement « la fonction de transfert » entre le champ accélération
u et le champ électrique E : il s’agit d’écrire comment l’énergie mécanique (onde sismique) est
transférée en énergie électromagnétique (champ E cosismique) dans le milieu poreux.
Nous avons généralisé l’approche de Pride (1994), écrite pour un milieu saturé, à un milieu par-
tiellement saturé et ainsi déduit les fonctions de transfert correspondantes (Bordes et coll., 2015).
A nouveau comme dans Barrière (2011), cet écriture se place dans l’hypothèse du fluide effectif
(on tient compte de la proportion de chaque phase, voir Partie II.2). Le formalisme théorique dé-
veloppé pour la saturation partielle fut intégré au code numérique skbp écrit par S. Garambois et
M. Dietrich (Garambois & Dietrich, 2001) dans le cadre des travaux de thèse de S. Warden (2012)
(Warden et coll., 2013)). D’un point de vue expérimental cette fois, le travail de post-doctorat de
P. Sénéchal (2009-2010) dans le cadre de l’ANR Transek (responsable : L. Jouniaux, responsable
local : C. Bordes) fut conduit dans le même dispositif expérimental que J. Barrière (voir Partie
II.2) à savoir un bac de sable métrique saturé partiellement ; l’objectif était cette fois de mesurer
la composante sismoélectrique. Pour cela, nous avons rajouté des électrodes au sommet du bac de
sable schématisé sur la Figure II.8). Nous avons montré dans cette étude (Bordes et coll., 2015)
que les fonctions de transfert sismoélectriques écrites théoriquement en fonction de la saturation
du milieu étaient bien compatibles avec les résultats expérimentaux.
Cette thématique effet sismoélectrique en milieux poreux dans dans un milieu non consolidé fut
poursuivie pendant la thèse de J. Holzhauer (2011-2014). Nous avons pu évaluer quantitativement
la fonction de transfert sismoélectrique et en particulier sa variation en fonction de paramètres clefs
comme la conductivité électrique du milieu par exemple. Nous avons également pu mettre en avant
comment mesurer correctement le champ électrique cosismique en fonction de l’espacement inter-
électrodes : afin de ne pas biaiser la mesure d’un champ électrique, l’espacement inter-électrodes doit
être bien plus petit que la longueur d’onde sismique, ce a quoi on pouvait s’attendre intuitivement.
Enfin, une mesure originale de la compatibilité dynamique, un état où la matrice solide du milieu
poreux et le fluide vibrent en phase lors du passage de l’onde sismique (Hu et coll., 2002), fut mis
en évidence. L’article qui suit Holzhauer et coll. (2017) présente les résultats majeurs de la thèse.
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ABSTRACT
Under certain circumstances, seismic propagation within porous media may be
associated to the conversion of mechanical energy to electromagnetic energy, which is
known as a seismo-electromagnetic phenomenon. The propagation of fast compres-
sional P-waves is more specifically associated to the manifestations of a seismoelectric
field linked to the fluid flows within the pores. The analysis of seismoelectric phenom-
ena, which requires the combination of the theory of electrokinetics and Biot’s theory
of poroelasticity, provides us with transfer function E/u¨ that links the coseismic seis-
moelectric field E to the seismic acceleration u¨. To measure the transfer function, we
have developed an experimental setup enabling seismoelectric laboratory observation
in unconsolidated quartz sand within the kilohertz range. The investigation focused
on the impact of fluid conductivity and water saturation over the coseismic seis-
moelectric field. During the experiment, special attention was given to the accuracy
of electric field measurements. We concluded that, to obtain a reliable estimate of the
electric field amplitude, the dipole from which the potential differences are measured
should be of much smaller length than the wavelength of the propagating seismic
field. Time-lapse monitoring of the seismic velocities and seismoelectric transfer
functions were performed during imbibition and drainage experiments. In all cases,
the quantitative analysis of the seismoelectric transfer function E/u¨ was in good
agreement with theoretical predictions. While investigating saturation variations
from full to residual water saturation, we showed that the E/u¨ ratio undergoes a
switch in polarity at a particular saturation S∗, which also implies a sign change
of the filtration, traducing a reversal of the relative fluid displacement with respect
to the frame. This sign change at critical saturation S∗ stresses a particular behaviour
of the poroelastic medium: the dropping of the coseismic electric field to zero traduces
the absence of relative pore/fluid displacements representative of a Biot dynamically
compatible medium. We concluded from our experimental study in loose sand that
the measurements of the coseismic seismoelectric coupling may provide information
on fluid distribution within the pores and that the reversal of the seismoelectric field
may be used as an indicator of the dynamically compatible state of the medium.
Key words: Seismics, Monitoring, Reservoir Geophysics, Acoustics, Electro-
magnetics.
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1 INTRODUCTION
Seismo-electromagnetic effects may be observed when a seis-
mic wave propagates within a porous medium formed from
a solid frame filled with a fluid of low to moderate electrical
conductivity. Under such conditions, an electrical double
layer forms at the mineral–solution interface due to cation
adsorption, thus enabling the setting of an electrokinetic
coupling. The mechanically driven movements of the elec-
trolyte relative to the frame consequently result in a charge
separation, producing a propagating electromagnetic (EM)
field that is said to be “coseismic”. According to the nature
of the original seismic excitation, the propagating coseismic
field may be overwhelmingly electric or magnetic; P-waves,
for instance, are usually associated to coseismic seismoelectric
fields. In any cases, seismo-electromagnetic manifestations
will propagate similarly to the supporting seismic wave
and will be affected by the properties—of either hydraulic,
mechanical, or electrical nature—characterising the medium
in its close vicinity. When the incident acoustic wave meets
a discontinuity affecting the pore space in any geometrical or
chemical manner (should it be a change in matrix density or a
brutal variation of fluid conductivity), seismo-electromagnetic
effects of a second kind, which are referred to as “interfacial”
and propagate at EM speed, might be generated. Such effects
have been reported at field scale (Haines et al. 2007; Dupuis
et al. 2007) and mesoscopic scale (Jougnot et al. 2013;
Monachesi et al. 2015; Grobbe and Slob 2016). Note that,
as any physical coupling, seismoelectrics has a counter-effect
known as electroosmosis, in which the application of an EM
field induces a seismic propagation within a porous medium
(Jouniaux and Zyserman 2016). This phenomenon was first
reproduced at field scale by Thompson and Gist (1993) before
being observed at laboratory scale by Zhu et al. (1999).
The possibility of combining seismic and electric surveys
(electric field monitoring during seismic excitation) has been
addressed as early as the 1930s. Following the observations
made by Blau and Statham (1936), Thompson (1936) sug-
gested using their combination as an exploration tool (produc-
ing what he refers to as the seismic–electric effect). A few years
later, Ivanov (1939, 1940), having run similar experiments in
the field, suspected the observed signals to be a result of an
electrokinetic coupling effect that he called seismic–electric
effect of the second kind in distinction to piezoelectricity.
Frenkel (1944) attempted to develop a quantitative the-
ory to explain Ivanov’s observations. He formulated the first
complete set of equations governing the acoustics of isotropic
porous media. However, it was Biot who, a decade later,
achieved the first fully valid theory of poroelasticity. Biot
(1956a,b) divided his treatment of the linear theory of porous
media acoustics into two distinct frequency domains, which
are delimited with regard to the validity of Poiseuille flow
assumption by introducing the Biot critical frequency fBiot.
He stated the existence of one rotational (S-type) and two
dilatational (P-type) waves, which are subsequently referred
to as P-fast and P-slow, with the latter being highly dispersive
and diffusive. In a later paper, Biot (1962) would emphasise
the role that this slow wave could play in electrokinetics,
as it enhances fluid velocity within the pores. The next
theoretical step to couple Biot’s theory with electrokinetics
while accounting for Onsager’s reciprocity was taken by Neev
and Yeatts (1989). However, in accordance with Frenkel’s
approach, they did not consider the full set of Maxwell’s
equation, leading them to ignore seismomagnetic effects. The
breakthrough of seismo-electromagnetics was finally enabled
by Pride’s formulation of the underlying theory.
The theoretical background for seismo-electromagnetic
phenomena was proposed by Pride (1994) as a set of
equations based on Biot’s original theory, and combined to
the electrokinetic coupling and Maxwell’s equations. In light
of this complete theory, the first dynamic transfer functions
for the coseismic seismoelectric field were proposed a few
years later by Pride and Haartsen (1996) for both transverse
and longitudinal waves. Using low-frequency assumptions,
Garambois and Dietrich (2001) proposed a linear expression
linking the coseismic electric field to seismic acceleration of
P-waves, which is applicable in particular to field measure-
ments at seismic frequencies. Lately, seismic interferometry
methods using Green’s function (Wapenaar et al. 2006;
Wapenaar and Fokkema 2006; Slob and Wapenaar 2007)
have been adapted to provide the impulsive seismoelectric re-
sponse of the porous medium equivalent to the usual transfer
functions. This method was first implemented for interfacial
(Wapenaar et al. 2008; De Ridder et al. 2009) and coseismic
(Schoemaker et al. 2012) seismoelectric before being extended
by Gao and Hu (2010) to the seismomagnetic aspects.
Adapting Pride’s theory, which is originally formulated
for a fully saturated porous medium, to partially saturated
conditions constitutes an important development that offers
new perspectives. While Biot’s poroelasticity relations may be
adjusted by defining effective fluid properties (Wood 1955;
Teja and Rice 1981; Brie et al. 1995), the saturation depen-
dence of electrokinetics still needs to be discussed. It has been
the subject of numerous theoretical developments initially
proposed for the continuous spontaneous potential, with
some based on volume-averaging methods (Linde et al. 2007;
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Revil et al. 2007) and the others on capillary models (Jackson
2008, 2010); the former highlights the role of the electrolyte
wettability, whereas the latter focuses on the thickness of the
electrical double layer. However, to account for experimen-
tal observations, further empirical laws are often required
(Guichet et al. 2003; Alle`gre et al. 2012). Eventually, the ques-
tion of partial saturation has been directly broached under a
seismoelectric angle either based on Pride’s classical approach
(Warden et al. 2013) or on an alternative reformulation using
electrokinetic couplings as a function of charge density (Revil
and Jardani 2010; Revil and Mahardika 2013; Revil et al.
2013).
The first seismoelectric laboratory experiments dealt
with the impact of fluid properties on seismoelectric ob-
servations (Parkhomenko et al. 1964; Parkhomenko 1971;
Parkhomenko and Gaskarov 1971). These types of labora-
tory experiments were eventually resumed by Ageeva et al.
(1999) who introduced additional frequency variations. They
observed at various frequencies that the ratio of the electric
field to the liquid-phase pressure changed directly with water
content and residual saturation on the one hand and inversely
with salinity, porosity, and permeability on the other. In the
meanwhile, an innovative laboratory apparatus of borehole
geometry, involving Stoneley waves, enabled observations of
coseismic and interfacial seismoelectric signals, as well as elec-
troosmosis (Zhu et al. 1999). On their borehole laboratory
model, Zhu and Tokso¨z (2005) finally reported the observa-
tion of seismomagnetic coseismic signals using a Hall effect
sensor. Contemporaneously, quantitative measurements led
by Bordes (2005) in an underground low-noise laboratory
experimentally confirmed the existence of the coseismic
seismomagnetic field and its dependence on shear waves, as
predicted by Pride’s theory (Bordes et al. 2006, 2008).
After Zhu et al. (2000) and Zhu and Tokso¨z (2003)
had experimentally investigated the dependence of coseismic
electric amplitudes to fluid conductivity, Block and Harris
(2006) confirmed the expected tendency of electric amplitudes
to diminish with increasing conductivity on a sand column
experiment. Finally, Zhu and Tokso¨z (2013) conducted
extensive and quantitative dynamic measurements of seis-
moelectric coupling coefficients under varying conductivity
values (0.1 − 0.3 S · m−1): the seismoelectric coupling would
decrease with increasing conductivity and frequency. Accord-
ing to recent extensive measurements by Bordes et al. (2015)
regarding the dependence of the coseismic seismoelectric
signal on water saturation within the range [0.3 − 0.9],
the seismoelectric ratio E/u¨ showed a rather stable be-
haviour, despite large saturation changes that are expected to
induce correspondingly large variations in the medium bulk
conductivity.
Hence, in spite of its electrokinetic nature, seismoelectric
effects have generally been expected to show some aptitudes
for hydraulic characterisation of porous media (Revil et al.
2015). Consequently, as part of the developing geophysical
methods, seismoelectric may eventually become a tool for
reservoir characterisation combining seismic and electric
imaging abilities. Such perspective requires a comprehensive
understanding of the underlying phenomena and their de-
pendence to the involved medium parameters, as well as the
preliminary development of a reliable quantitative measuring
procedure. With this prospect, the goal of the present study
is to perform quantitative measurements of the coseismic
seismoelectric field for comparison to theoretical predictions,
which is the study of the dynamic transfer function E/u¨.
Following the fundamental studies by Pride (1994)
and Pride and Haartsen (1996), developments by Warden
et al. (2013) and Bordes et al. (2015) extended the original
formulation of the seismoelectric dynamic transfer function,
initially written for saturated media, to partially saturated
states. This step was taken by introducing the model for
electrokinetic coupling dependence on saturation developed
by Jackson (2010), along with a mechanical characterisation
of the biphasic fluid as a bulk effective fluid (the first topic
has been discussed by Bordes et al. (2015), whereas the
second topic will be more largely exposed in this article).
This led to the relation between the acceleration u¨ due to fast
P-waves and its associated coseismic electric field E, i.e.,
E
u¨
(ω, Sw, σ f , . . .) = i
ρ˜L
ω˜
Hs2 − ρ
Cs2 − ρ f
, (1)
where ω is the angular frequency, Sw is the water saturation,
σ f is the fluid conductivity, ρ˜ is the effective density, L is the
dynamic seismoelectric coupling coefficient, ˜ is the effective
electric permittivity, H and C are the poroelastic moduli of
the medium, s is the slowness of the fast compressional P-
wave, ρ is the bulk density of the porous medium, and ρ f is
the effective fluid density. For the sake of clarity, the param-
eter dependence as a function of (ω, Sw, . . .) is not explicitly
written on the right-hand side of equation (1). Note that the
original SE transfer function and the electrokinetic adjustment
to partial saturation resulting in equation (1) were both based
on the assumption of an electrical double layer that is much
thinner than the pore section (Pride 1994).
As detailed in Bordes et al. (2015), we considered the
frequency-dependent transfer function E/u¨ expressed in equa-
tion (1) to depend on several parameters of the medium: some
C© 2016 European Association of Geoscientists & Engineers, Geophysical Prospecting, 1–24
4 J. Holzhauer et al.
of them are related to the fluid phase, others depend on the
solid phase, and finally, further parameters characterise the
frame. Our present purpose is to quantitatively evaluate E/u¨
in a mediumwhere the parameters can be inferred, either from
direct experimental measurements or from theoretical estima-
tions. We have therefore chosen to develop a metric sandbox
experiment after the initial works by Barrie`re et al. (2012) and
Bordes et al. (2015). With its moderate propagation velocity
under sub-saturated conditions and a granular matrix easily
described by models, unconsolidated quartz sand appears par-
ticularly suitable to our purpose (Holzhauer 2015). However,
from a practical point of view, wavelengths being decimetric
in sub-saturated sand will grow metric in a fully saturated
medium. The characteristics of the experiment, as well as the
physical properties of the sand, are described in Section 2.
With all the parameters of the medium involved in equa-
tion (1) being reasonably known, our quantification attempt
of the coseismic seismoelectric transfer function further re-
quires high accuracy in acceleration u¨ and electric field Emea-
surements at any given point of the sandbox. In this prospect,
we used calibrated accelerometers and combined their results
to those obtained on appropriately reconstructed dipoles, the
geometry of which is described in Section 3. Good knowledge
of the sand physical parameters coupled to a reliable measure-
ment routine will provide us with a precise estimation of the
ratio E/u¨ for a given set of parameters during an experiment.
In order to validate our experimental approach in Section
4, we compare our measurements to theoretical predictions
while varying the fluid conductivity σ f , a key parameter for
the amplitude of E/u¨, and keeping the other parameters to be
roughly constant throughout the experiments. Having con-
cluded to the agreement between measurements and model
predictions, we vary a more challenging parameter regarding
experimental conditions, i.e., water saturation Sw. Related im-
bibition and drainage experiments are reported in Section 5.
Section 6 eventually summarises our results and concludes on
our quantitative approach of the dynamic transfer function.
2 A MONITORED SEISMOELECTRIC
EXPERIMENT
2.1 Description of the global setup
We conceived a cubic sandbox from sealed plywood elements;
a hole disposed on one side of the box allows the punch
of a pneumatic seismic source to pass through. The inside
part can be accessed through the open top. We arranged
3-cm-thick acoustic foam slabs at the bottom and on the
opposing and lateral walls to the source in order to prevent
boundary reflection effects. The dimension of the sandbox is
53 cm × 50 cm × 50 cm. It is filled with a 50 cm-high sand
layer; the emission point of the seismic source is located at the
centre of a 50 cm × 50 cm panel. Four injection wells placed
at each corner of the sandbox allow for bottom imbibition.
These wells are connected to elevated water barrels in an
attempt to improve the saturation degree by increasing the
water column. The average quantity of water required for
initial imbibition would be around 60 L. A global view of the
experiment is given in Fig. 1(a).
Since preliminary seismoelectric measurements demon-
strated that the coseismic seismoelectric E field could be
barely assessed for offsets much larger than 20 cm, all our
captors were placed within a distance of 30 cm to the source.
By this choice of offsets, we notably differed from previous
seismic (Barrie`re et al. 2012) and seismoelectric (Bordes et al.
2015) laboratory analyses. While enabling high captor density
(20 accelerometers within a maximal distance of 30 cm to
the source), this receiver distribution required disposing the
transducers on two parallel lines. A thin central space, aligned
with the source, was left free to host an electrode array of
30 electrodes created in agreement with the specific offset
requirements. On this central line, electrodes were placed
between offsets of 3 cm and 30 cm. Accelerometers were
implanted on either side of this central line with a centimetric
lateral offset as sketched in Fig. 2. Each accelerometer was
systematically placed in regard to an electrode (see Figs. 1(b)
and 2). The sandbox was further equipped with moisture
sensors surrounding the measurement line, with the purpose
of recollecting saturation information.
2.2 The porous medium
The loose sand we used in our experiment is made of the same
material as the one presented in the studies by Barrie`re et al.
(2012) and Bordes et al. (2015): pure silica sand (SiO2 con-
tent superior to 98%) showing unidisperse granulometry of
250μm and grain density of around 2, 635 − 2, 660kg/m3.
While hydraulic properties (such as porosity, formation
factor, and permeability) were directly measured on small
sand probes, other parameters, of electrical or mechanical
nature, have been inferred from models or previous studies.
The whole set of parameters and properties used in the
present study is listed in Table 1 and follows the notations
defined in Appendices A and B from Bordes et al. (2015).
We estimated the zeta potential ζ , a parameter char-
acterising the electrical double layer, by extrapolating an
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Figure 1 Experimental setup. (a) Global view of the sandbox with pneumatic source (hold by the red frame). (b) Detail of the pneumatic source.
The piston on the right-hand side is moved toward the hitting plate, where a transducer, in the upper left, records the acceleration. (c) Partial
emptying of the sandbox after a measuring campaign: half of the measuring plane is covered in a 25-cm-thick sand layer while the other half is
visible. In particular, one can see the vertical electrodes measuring the electric field in the same horizontal plane where the accelerometers, also
visible though buried in the sand, measure the seismic field; the other half is covered by the 25-cm-thick sand layer.
experimental observation while using a ζ model depending
on concentration C0. On one hand, Pride and Morgan
(1991) showed the dependence of ζ versus log (C0) to be
linear, referring to various laboratory measurements in
quartz sands. We then noticed that the slopes obtained from
the different datasets were close to an averaged value of
about 0.026mvL/mol, whereas ζ (0) seemed to be a specific
property of the medium. On the other hand, measurements
by Nazarova-Cherrie`re (2014) showed the zeta potential
in saturated Landes sand to be ζ = −35mV (NaCl elec-
trolyte, σ f  8.8mS/m). Eventually, we used the relation
ζ (C0) = 0.044 + 0.026 logC0 (in mV) obtained by combining
both model and measurements (see Table 1 for details).
2.3 Pneumatic seismic source
The home-made pneumatic source was specifically designed
to investigate the frequency range for which the medium
should be most affected by Biot’s losses, corresponding to the
vicinity of the Biot frequency:
fBiot =
φη f
2πγ0ρ f k0
, (2)
estimated at approximately 2 kHz under sub-saturated con-
ditions. In equation (2), φ, γ0, and k0 are respectively the
porosity, the tortuosity, and the permeability of the porous
medium, whereas η f and ρ f stand correspondingly for the
viscosity and density of the effective fluid. This source was
made of a piston supplied with compressed air and a fixed
frame that holds the steel hitting plate by four screws equipped
with shock absorbers (see Figs. 1(a) and 1(b)). The hitting
punch protruded by 0.5 cm within the box through the hole
arranged on one side of the sandbox to transmit the impul-
sion from the pneumatic source to the medium. As an example
of typical accelerations measured at the hitting plate (usually
ranging from 1km · s−2 up to 5 km · s−2), Fig. 3 shows a seis-
mic record, yet it is only remotely indicative of the energy
transmitted to the sand. This figure also demonstrates the ex-
cellent reproducibility of the seismic source during a given
experiment, for which the stack of 25 consecutive pulses re-
mains extremely close to the signal generated by one single
shot. In Fig. 3(b), we may also appreciate the wide frequency
spectrum content of the pneumatic source around the kilo-
hertz level. The resonance frequency, observed at the source
in both time and frequency records at approximately 19 kHz,
is related to a characteristic frequency of the source system;
such a high-frequency component is not observed on the ac-
celerometers buried within the sand. The original impulse in
Fig. 3, filtered by a low-frequency Butterworth filter of de-
gree 8 and cutoff frequency of 25 kHz that eliminates the
high-frequency component, offers a more realistic view of the
signal efficiently propagating within the sand.
C© 2016 European Association of Geoscientists & Engineers, Geophysical Prospecting, 1–24
6 J. Holzhauer et al.
25 cm 
23 cm 
25 cm 
30 cm 
Sand
Acoustic foam
u¨iVi-Vref
Figure 2 Schematic view of the sandbox from above. The hitting plate
of the pneumatic source is pictured in dark grey at the right side of
the sandbox. The electrode array, in line with the hitting plate, is
shown as a series of 30 aligned blue circles, saving the yellow colour
for the common reference electrode. The electric potential at position
i is measured with respect to the common reference as Vi − Vref . The
20 accelerometers disposed on two parallel lines are visible as small
red rectangles. u¨i is the acceleration measurement at position i . An
accelerometer is placed on the punch for direct recording of the source
acceleration. The experimental setup also includes four injection wells
pictured as large circles in the corners of the sandbox and seven water
sensors, from which five lay within the measuring plane sketched as
blue rectangles and the other two belong to the vertical plane (not
seen here).
2.4 Accelerometers, electrode array, and moisture sensors
Our experiments involved two distinct types of accelerome-
ters. A single DJB accelerometer with sensitivity of 1 (mV/m)s2
(type A/124/E) was glued to the punching plate in order
to measure accelerations at the source. Bru¨el and Kjær IEPE
accelerometers of type “4513 − 001” and “4513 − 002”
(1.27 cm in diameter and 1.56 cm in length) were used for
the sandbox instrumentation. These accelerometers claim
average sensitivity of respectively 10 and 50mV s2/m within
the frequency range of 0.1 −10 kHz.
In our attempt to compare coseismic electric data to
their corresponding seismic arrivals, special attention was
given to spatial precision for measurements of both types.
This concern steered the conception of a suitable electrode
array, designed to improve precision on electric measurement
localisation. This array was assembled from 30 stainless steel
rods of equal length, acting as electrodes. In conformity with
previous field-scale seismoelectric studies using stainless steel
electrodes (Beamish 1999; Strahser et al. 2007, 2011), we
verified that polarisation effects did not affect seismoelectric
measurements. Control measurements conducted at similar
fluid conductivity and saturation degree within a one-week
interval showed that we did not experience noticeable drift
of the electric field, thus validating our choice of electrodes.
In order to keep the terminal connections out of the
medium, chosen rods were of 50 cm in length. Rigidifying
units for the electrode array were kept away from the
measurement plane to avoid the apparition of any guided
waves. Each rod was then covered with a heat-shrink tube on
its whole length except for 0.5 cm at each of its ends, with one
end being the measuring tip and the other end authorizing the
electric potential to be transmitted to the acquisition device.
We decided to record each potential difference relatively
to the farthest electrode of the array taken as a common
reference (see the difference in electric potential measurement
Vi − Vref in Fig. 2); this procedure validated by Bordes (2005)
would ultimately facilitate the reconstruction of dipoles of
any given length. We took the smallest electrode inter-trace
we could manage in order to allow for very small dipoles,
with the smallest dipole length here being 0.9 cm. Finally,
the relative position of accelerometers and electrode was
anticipated as to match the offset of each accelerometer either
with the centre or with the tip of an electric dipole.
With the length of accelerometers being 1.56 cm, we
spaced our accelerometers by 3.6 cm and implanted them
on either side of the central line with a lateral offset of 1 cm
(see Fig. 2). The electrode array with a length of 27 cm was
surrounded by seven water sensors, two of them arranged
vertically at the middle of the horizontal planes located 10 cm
beneath and 10 cm above the measuring plane, while 5 further
captors whereas the other five captors were disposed within
the measuring plane at a distance of approximately 10 cm
from the measuring line, as indicated in Fig. 2. These captors,
acting as capacitance probes, are sensitive to the dielectric
permittivity of the surrounding medium on a volume of
approximately 12 cm3 with a precision of ±3 to ±5%. The
sensors have been calibrated for unconsolidated Landes sand;
calibration methodology can be found in Barrie`re (2011).
Finally, in our experiments, water saturation values Sw were
obtained by averaging the synchronous measurements of the
seven water moisture probes.
2.5 The acquisition chain
The acquisition chain was composed of a dynamic signal
acquisition device providing 32 simultaneous 24-bit analog
inputs, with 13 channels being dedicated to seismic recording
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Table 1 Properties of the experimental porous medium constituted of Landes sand saturated by a water-gas fluid mixture. The listed parameters
are divided into four main classes of properties concerning the fluid, the grain, the frame and the fluid-solid interface. They all intervene within the
model computation of the coseismic seismoelectric (SE) phenomena presented in equation (1), a model originally described in Pride and Haartsen
(1996), before being extended to partial saturation in Warden et al. (2013) and Bordes et al. (2015). Note that the electrolyte used in this Table
is a NaCl solution: for that mixture we used the following relation between conductivity σ f and concentration C0 (Haartsen and Pride 1997):
σ f (C0) = e2 (bNa + bCl)C0NA × 1000  C0 × 9.3 where e = 1.6 × 10−19 C is the elementary electric charge, bNa = bCl = 3 × 1011 m/(sN) are
the ionic mobilities of cations and anions and NA = 6.022 × 1023 mol−1 is the Avogadro number. The expression of L(Sw, ω) corresponds to
a simplified expression given in Bordes et al. (2015) where ωc(Sw) = 2π fBiot(Sw), with fBiot(Sw) being the critical pulsation defined upon the
properties of the effective fluid.
Parameter Notation and units Values Comments
Fluid Water density ρw (kg/m
−3) 998 reference water value
Water viscosity ηw (Pa/s) 9.91 × 10−4 Phillips et al. (1978)
Water permittivity w 80 reference water value
Water modulus Kw (Pa) 2.2 × 109 reference water value
Conductivity σ f (mS/m
−1) [1.7 – 10] measured
Air density ρg (kg/m
−3) 1.2 reference air value
Air viscosity ηg (Pa/s) 1.8 × 10−5 reference air value
Air modulus Kg (Pa) 1.5 × 105 reference air value
Effective fluid Water saturation Sw [0.25 – 1] measured
Residual saturation Sw0 0.25 measured
Fluid density ρ f (kg/m
−3) ρ f (Sw) =
ρg(1 − Sw) + ρwSw –
Fluid viscosity η f (Pa/s) η f (Sw) =
ηg(
ηw
ηg
)Sw Teja and Rice (1981)
Solid density ρS (kg/m
−3) 2650 reference silica value
Grain Grain modulus KS (Pa) 3.6 × 1010 reference silica value
Frame Porosity φ 0.42 ± 0.02 measured
Permeability k0 (m
2) 2 × 10−11 measured
Tortuosity γ0 1.65 ± 0.15 Holzhauer (2015)
Bulk modulus KD (Pa) 2.55 × 107 Barrie`re (2011) from Walton (1987)
5 × 107 (for drainage and second imbibition)
Shear modulus G (Pa) 1.53 × 107 Barrie`re (2011) from Walton (1987)
3 × 107 (for drainage and second imbibition)
Pore geometry factor mP 6 Pride (1994)
2nd Archie param. n 2.58 Doussan and Ruy (2009); Bordes
et al. (2015)
Fluid-solid interface Zeta potential ζ (mV) 0.044 + 0.026 log[C0] adapted from Pride and Morgan
(1991)
Electrokinetic coef. saturated
Cek(Sw = 1) = 0wζη f σ f
Cek (V/Pa
−1) 7.14 × 10−7 ζ (σ f )
σ f
Bordes et al. (2015)
Electrokinetic coef.
Cek(Sw) =
Cek(Sw = 1) × f (Sw)
– f (Sw) = Sw−Sw01−Sw0 S
−n
w Jackson (2010); Bordes et al. (2015)
Static SE coupling coef. L0(Sw) L0(Sw) = Bordes et al. (2015)
(m2/(sV)) − φ
γ0
σ f S
n
wCek(Sw)
Dynamic SE coupling coef. L(Sw, ω) L(Sw, ω) = L0(Sw)× Bordes et al. (2015)
(m2/(sV)) [1 − i ω
ωc(Sw )
mP
4 ]
−1/2
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Figure 3 (a) Acceleration measurements u¨
versus time recorded at the hitting plate
during a series of shots by the home-made
pneumatic source. The 25 superimposed
shots were obtained for Sw = 0.95 and
σ f = 2.5mS/m−1. (Red) Averaged signal
in time filtered by a low-pass Butterworth
filter of degree 8 and cutoff frequency of
25 kHz. (b) (Black) Corresponding 25 spec-
tra associated to the signals shown in (a).
(Red) Averaged spectrum subjected to the
same filtering process as in (a).
and the remaining 19 channels being reserved for electric
measurements. The electric recording procedure was com-
pleted by a home-made preamplifier with an input impedance
of 1 G, which is meant to enable reliable measurements of
electric potentials. This preamplifier also applied a high-pass
filter cutting the recordings at 10 Hz. Saturation information
was recorded using an auxiliary device.
3 ACCURATELY MEASURING THE
COSEISMIC ELECTRIC F IELD
3.1 General points and assumptions on the electric field
In coseismic seismoelectric field studies, we are dealing with
a transient electric field, propagating concomitantly to its
seismic support. In our experiments, we consider the usual
electric measurement derived from a potential difference
between two points, upon the relation E = −∇V, where E
is the vectorial electric field and V is the electric potential.
Thus, Vi j is measured between two electrodes ei and e j
as Vi j = (Vi − Vref ) − (Vj − Vref ) = Vi − Vj , forming the
so-called dipole, with the potential at each point being
measured with respect to common reference Vref (see Fig. 2).
Vi j is then divided by the dipole length ldip to retrieve the
electric field according to the relation:
Ei j = −Vi j/ ldip. (3)
Our experiment was precisely designed to investigate the
stability of electric field measurements obtained from poten-
tial differences. During the experiments, potentials Vi were
measured as a function of time at each electrode with re-
spect to the common electrode. While electric acquisitions rel-
ative to a common reference enabled us to reconstruct dipoles
of any possible length, supernumerary electrodes offered the
chance to translate a dipole of given length relatively to its
corresponding accelerometer. In order to identify which dipole
geometry is most appropriate to accurately quantify the elec-
tric field at any given point, we checked the characteristics of
the measured electric potential difference V at a given point
against some characteristics of the inducing seismic field. Due
to the coseismic origin of the seismoelectric field (equation (1))
and the linear relation of E to the potential (equation (3)), it
is expected that:
 the first signal in electric records should coincide in time
with the first arrival in the corresponding seismic records;
 the frequency contents characterising seismic and seismo-
electric fields should be relatively close since dynamic ef-
fects are negligible within the kilohertz range (Bordes et al.
2015);
 the amplitude of the reconstructed electric field at any given
point of the medium should ideally not depend on the se-
lected dipole length.
3.2 Effect of dipole geometry on electric potential waveform
The effect of dipole geometry on the measurement of
seismoelectric fields has been a pending issue ever since
this phenomenon regained attention in the 1990s. Various
authors (Beamish 1999; Strahser et al. 2007) investigated,
at a given point, what influence the spatial distribution
of electrodes may have on the estimate of electric field
amplitudes. Regarding our experiment, we investigated
the potential differences measured for two distinct dipole
geometries shown in Fig. 4(a) and (b) for the electrode
e5.8 cm located at offset 5.8 cm: the electrode array allows
to investigate both the effect of dipole length and dipole
geometry relative to the associated accelerometer located
also at offset 5.8 cm. We have distinguished two cases of
dipole reconstructions: in Fig. 4(a) dipoles involving common
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Figure 4 (a) and (b) Schematic representations of electric and seismic acquisition arrays in the experimental sandbox for two geometries of
dipole reconstruction at offset 5.8 cm. Each electrode rod is sketched as a blue circle. In (a), electric potential differences V are reconstructed
from dipoles of varying dipole length ldip, all centred on e5.8 cm. These dipoles representing the mid-point geometry are labelled VM. In (b),
dipoles share e5.8 cm as a common first electrode and are labelled VF ; the last electrode in yellow is the common reference electrode. (c) and
(d) Experimental dataset of potential differences VM and VF at offset 5.8 cm measured versus time, for varying dipole length ldip. (e) and
(f) Same experimental electric dataset as in (c) and (d) normalised in order to compare electric potentials VM and VF with respect to seismic
acceleration u¨ recorded at the same offset 5.8 cm. Corresponding colours in thick lines traduce identical dipole lengths in electric data from (a)
to (f).
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mid-point geometry VM (reconstructed symmetrically to the
mid-point electrode e5.8 cm), and in Fig. 4(b) dipoles involving
common first electrode VF (all dipoles having the electrode
e5.8 cm as their first electrode). Dipoles associated to VM and
VF are then varied in length according to the value of ldip.
Raw measurements of electric potentials VM and VF
given by both dipole geometries of varying lengths are com-
pared respectively in Fig. 4(c) and (d), where the electric po-
tentials are represented as a function of time at offset 5.8 cm.
For the commonmid-point geometry, both the voltage and the
time location of the maxima are highly dependent on dipole
length, as shown in Fig. 4(c). In this aspect, the electric signal
behaves as expected since the larger the mid-point dipole we
consider, the closer to the seismic source the first electrode will
be. Conversely, for the first-electrode geometry in Fig. 4(d),
we note that the envelope of the first electric signal evolves
significantly in shape and in amplitude only as the dipole
length ldip increases from 0.9 to 2.7 cm. For ldip ≥ 2.7 cm,
the waveform of the first electric arrival remains very
similar.
In Fig. 4(e) and (f), we considered the same records
as in Fig. 4(c) and (d) and compared them with their
seismic counterpart u¨ measured at the middle location of
the dipole (common mid-point geometry) or at the first
electrode (first-electrode geometry), with their locations both
corresponding to offset 5.8 cm. In this representation, seismic
and electric signals are both normalised to 1 at the location
of their respective maximum as to facilitate their comparison.
It appears clearly that the best agreement in arrival time
for seismic and electric signals is found for the common
mid-point geometry, as shown in Fig. 4(e). Regarding the
frequency content, the shorter the dipole length ldip, the closer
the electric waveform will be to that of the seismic first arrival
for both common mid-point and first-electrode geometries
(see Fig. 4(e) and (f), respectively).
3.3 Role of dipole length in relation to dominant seismic
wavelength
In order to generalise to all offsets the observations performed
at offset 5.8 cm in Fig. 4, we focused on a chosen experiment
performed at Sw = 0.94 and σ f = 2.5mS/m−1 from which
we systematically picked the first maximum in electric
records VMandVF for offsets within [3–11.2 cm] and for
reconstructed dipole lengths of 0.9 cm ≤ ldip ≤ 11.2 cm. We
then expressed ldip relatively to a local wavelength value
λ = Vp/ fnom estimated from the seismic first-arrival velocity
VP and from the central frequency fnom of the first seismic
arrival. The averaged wavelength λ for our sub-saturated
experiments is approximately 17 ± 3 cm.
Results for the mid-point dipole geometry are shown
on the left column in Fig. 5(a, c, e). As previously observed
at offset 5.8 cm in Fig. 4(c), the maximum of the electric
potential VM increases nearly as a function of the dipole
length ldip/λ for all offsets. The electric field |EM| in Fig. 5(c)
derived from VM in Fig. 5(a) seems to be relatively constant
as a function of ldip/λ for all offsets, meaning equation (3) is
well satisfied. Hence, the mid-point dipole geometry appears
suitable to derive a stable electric field at any given point.
Finally, in Fig. 5(e), we first picked the time for the maximum
amplitude of the electric and seismic signals, respectively, and
then represented the ratio tmax(V)/tmax(u¨). Since the electric
field is supposed to be coseismic, tmax(V)/tmax(u¨) should be
very close to a value of 1. It appears in Fig. 5(e) that, if one
wants to study a pure coseismic electric field, i.e., electric and
seismic time records evolving in phase, then one must favour
mid-point electric dipole of length ldip/λ ≤ 1/5.
Distinctly, the same approach on the first-electrode
geometry in Fig. 5(b, d, f) leads to different conclusions.
VF in Fig. 5(b) first linearly increases as a function of ldip/λ
before reaching a plateau for ldip ≥ λ/5. In both cases, the
derived electric field |EF | in Fig. 5(d) strongly varies as a
function of ldip/λ for all considered offsets. Finally, Fig. 5(f)
demonstrates that the first-electrode geometry is not best
suited to obtain an electric field coinciding in time with the
seismic field since tmax(V)/tmax(u¨) differs noticeably from 1
at any given offset and for any dipole length.
3.4 Definition of the reference dipole geometry
To conclude on the most appropriate dipole for punctual
electric field measurement in our experimental setup, we com-
piled the electric field derived from the maxima in potential
differences obtained over a variety of experiments in the first-
electrode configuration with ldip = 0.9 cm (smallest in the ex-
periment) and in the mid-point dipole case with ldip = 1.8 cm
(being the smallest of its sort as well). In Fig. 6, the exper-
imental data points remarkably align along the identity slope
over two orders of magnitude of electric field variations. It
supports the idea that, with regard to the sole amplitude of
the electric field at any given point, it is equivalent to use the
first-electrode dipole or the common mid-point dipole as long
as we remain within the range of very limited dipole lengths.
We conclude that the best match between seismic and
seismoelectric waveforms is obtained for relatively small
dipole lengths of any geometry conforming with ldip ≤ λ/5.
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Figure 5 (a) and (b) Maximum of electric potential difference V as a function of ldip/λ. (a) presents mid-point potential VM at various
offsets, whereas (b) shows first-electrode potential VF . (c) and (d) Electric field amplitudes deduced from potential differences shown in (a)
and (b) using equation (3), and giving respectively |EM| and |EF |. (e) and (f) Representation of time tmax(V), picked at maximum amplitude
of the electric signal, divided by time tmax(u¨), picked at maximum amplitude of the seismic signal, as a function of ldip/λ. Mid-point potentials
VM are used in (e), whereas first-electrode potentials VF are used in (f).
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Figure 6 Electric field amplitudes |EM| calculated on mid-point
dipoles of length ldip = 1.8 cm versus electric field amplitudes val-
ues |EF | computed on first-electrode dipole of length ldip = 0.9 cm at
corresponding offsets. These data come from a variety of experiments
performed at various saturation rates Sw and various fluid conductiv-
ity values σ f : each symbol in the legend corresponds to a couple of
parameters (Sw, σ f ), whereas the colour of the symbol gives the offset
where the electric field has been measured. The dashed line represents
the identity function.
However, characteristic arrival times in seismic signals are
in better agreement with those observed for the smallest
mid-point dipoles rather than for the smallest first-electrode
dipole. We accordingly choose to consider the common
mid-point geometry. As a consequence, for the rest of our
investigations, the electric field will be determined on the
smallest mid-point dipole, i.e., a dipole with a length of
1.8 cm and of mid-point geometry.
4 EFFECT OF FLUID CONDUCTIVITY
ON TRANSFER FUNCTIONS
A sensitivity analysis performed over the various mechanical,
electrical, and hydraulic properties of the medium showed
that one of the most important effects on the amplitude
of the dynamic seismoelectric transfer function presented
in equation (1), i.e., |E/u¨(ω, Sw, σ f , . . .)|, was produced by
a change in fluid conductivity (Holzhauer 2015). Transfer
functions |E/u¨(ω)| obtained for a saturation of Sw = 1 and
three different conductivity values σ f are shown in Fig. 7
as a function of frequency, with all other parameters of
Table 1 remaining constant. As expected (Garambois and
Dietrich 2001; Bordes et al. 2015), a low-frequency plateau
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Figure 7 Modulus of the transfer function |E/u¨| as a function of
frequency f computed from equation (1), according to the medium
parameters given in Table 1. The transfer function is computed for
three various fluid conductivity levels at full saturation Sw = 1. The
Biot frequency is shown as a red dotted line.
is followed by a gradual decrease in the transfer function in
the vicinity of the Biot frequency. Figure 7 confirms that a
slight change in fluid conductivity σ f significantly affects the
amplitude of the transfer function.
The fluid conductivity also happens to be the most
adjustable parameter within a sandbox experiment: as a
fluid property, its change demands no great operation but to
patiently equilibrate the medium towards the wanted conduc-
tivity value by continuous water circulation. In the following,
we focus on measuring the seismoelectric transfer function
during the experiments, in an attempt to characterise the
variation of this function as fluid conductivity σ f is changing.
As early as the 1970s, Parkhomenko and Gaskarov
(1971) noted in their conclusions that “as the degree of
mineralization of the solution saturating the rock increases,
the magnitude of the E-effect is reduced approximately expo-
nentially” for experiments conducted on partially saturated
sand having NaCl conductivity ranging from 47mS/m−1 to
19 S · m−1. This effect was particularly brought to light in
the low-frequency approximation of the coseismic transfer
function given by Garambois and Dietrich (2001), which
proved the dependence of the coseismic transfer function
to be inversely proportional to fluid conductivity. Within
the last decade, further similar studies have been conducted
either on sand and glass beads (Block and Harris 2006) or
on Berea sandstone (Zhu and Tokso¨z 2013) for frequencies
reaching some tens of kilohertz.
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Figure 8 (a) to (c) Acceleration u¨ and (d) to (f) electric field EM data, averaged on about 50 shots, obtained at various offsets for experiments
performed under different fluid conductivity levels σ f and represented versus time. Corresponding colours in thick lines traduce corresponding
offsets in seismic and seismoelectric figures. Relative amplitudes are preserved as to give 50m · s−2 per vertical division for the seismic field and
0.5V · m−1 per vertical division for the electric field. For the sake of data readability, electric curves were flipped in polarity.
In our experiment, investigation of the transfer function
dependence on fluid conductivity was conducted following
initial imbibition. The medium was first equilibrated with
demineralised water for a couple of hours, eventually giving
the measurement at the lowest value of σ f = 1.7mS/m−1.
Fluid conductivity was then controlled by progressive ad-
dition of NaCl salts to eventually cover fluid conductivity
ranging from 2.5 to 10mS/m−1. Throughout this process,
the conductivity of the fluid was repeatedly measured with a
conductimeter within the four injection wells at the corners
of the sandbox; the homogeneity of the fluid conductivity
within the box was verified by another measurement at the
top of the sand layer. In Fig. 8, we present three acquisitions
realised within some days after the initial imbibition of the
medium. In addition to stacking, the sole treatment applied
to these data consists in electric reconstruction of the 1.8-cm
mid-point dipoles. Each electric record in Fig. 8 is compared
with its synchronous seismic, with both signals being scaled
relatively to one another in order to be compared.
From the less to the most saline experiment, water satu-
ration stayed within the 0.95 ± 0.02 range, with the P-wave
velocity ranging by 165 ± 20m · s−1. Some discrepancies,
however, remain between the seismoelectric and seismic
velocities, with the latter being always slightly higher than the
former when determined on first-arrival basis. However, the
most interesting observation in Fig. 8 is that, while seismic
remains mostly invariant in amplitudes throughout the
experiments, electric amplitudes decrease drastically, almost
by one order of magnitude, as fluid conductivity increases
from 1.7 to 7.7mS/m−1. We also note that our experimental
values of |E/u¨| evolve as expected with respect to the fluid
conductivity σ f : as awaited, the coseismic ratio decreases as
conductivity increases.
Figure 9 presents a comparison between the mea-
sured ratio |E/u¨(ω)| and the corresponding theoretical
conductivity-dependent dynamic transfer function, computed
after equation (1). For a given conductivity, experimental
|E/u¨| values are shown at various offsets together with their
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Figure 9 Experimental and theoretical values |E/u¨| represented ver-
sus fluid conductivity σ f . Experimental values of |E/u¨| are shown
with coloured dots for various offsets at given fluid conductivity σ f .
The averaged values and their standard deviation are represented as
black crosses. Error bars on conductivity were estimated to be on
the order of 0.5mS/m−1. The dashed and continuous lines corre-
spond to the dynamic seismoelectric transfer function from equa-
tion (1), respectively, computed for (Sw = 0.95, f = 0.5kHz) and
(Sw = 0.95, f = 2kHz), with all further physical properties matching
those from Table 1. An additional data point displayed at a conductiv-
ity value of 11.7 mS/m−1 was obtained from averaging experimental
values taken from Bordes et al. (2015).
corresponding averaged values and standard deviations. Like
in Bordes et al. (2015), values of |E/u¨| vary noticeably as a
function of offsets, although these variations are not predicted
from the theoretical expression of the coseismic electric field,
as presented in equation (1). This dispersion of amplitude
ratios might therefore be seen as an experimental bias, being
eventually used for the estimation of uncertainties by standard
deviation.
With the frequency signature of the first seismic and elec-
tric signals being grossly encompassedwithin the range of 0.5–
2 kHz in Fig. 9, we represented the dynamic transfer function
for these two bounding frequencies at a saturation Sw = 0.95.
Although the error bars on experimental data are quite sig-
nificant, the agreement between averaged experimental and
theoretical points is convincing; in particular, the decreasing
trend of |E/u¨| versus σ f is well retrieved from the experimental
data.
We finally added to Fig. 9 an averaged value of the
experimental transfer function measured in Bordes et al.
(2015) at further offsets than in the present study, i.e., at
offsets of 20, 30, and 40 cm. These measurements were
performed with first-electrode geometry and a value of
ldip/λ  0.4 (λ being the typical wavelength defined from the
central frequency and apparent velocity of the seismic first
arrival in time records). Based on previous study regarding the
dipole lengths (Section 3), more specifically, focusing on the
first-electrode measurements shown in Fig. 5(d), we can infer
that the electric amplitude related to the point shown in Fig. 9
taken from Bordes et al. (2015) could be underestimated by a
factor between 2 and 4. Based upon that correction, the point
from Bordes et al. (2015) would match the trend of |E/u¨|
versus σ f established in Fig. 9 of the present study.
In conclusion, the mid-point geometry, when associated
to very short dipoles, provides some |E/u¨| measurements
very close to theoretical predictions based on Pride’s theory
generalised to the effective medium under partial saturation
conditions. Eventually, the chosen dipole geometry seems
to enable accurate and quantitative measurements of the
transfer functions whatever the fluid conductivity.
5 THE ROLE OF WATER CONTENT
ON COSEISMIC SE ISMOELECTRIC
TRANSFER FUNCTIONS : A FULL
SATURATION RANGE ANALYSIS
5.1 Experimental observations
With Section 4 having validated the use of equation (1) to
estimate the seismoelectric transfer function |E/u¨| by varying
one influential parameter σ f , we now address its validity with
respect to a further parameter of important impact: the water
saturation degree Sw. Our study relies on three rounds of
experiments during which saturation variations were closely
monitored. These three rounds are represented in terms of
measured P-wave velocities in Fig. 10. First, we acquired
data related to an initial imbibition starting from dry sand: it
provided us with seismic properties of the medium under dry
and sub-saturated conditions. The medium was then put to
a rest for one month, with occasional fluid re-equilibrations
by water circulation. The achievement of full saturation
launched the second round of experiments, consisting in a
monitored drainage process from Sw = 1 to Sw  0.3 over 11
hours. The medium was subsequently submitted to a rapid
and poorly documented cycle of imbibition–drainage, not
reported here, in a failed attempt to re-reach immediate full
saturation before the medium had rested long. Eventually,
this failed attempt was followed by a third experimental
round monitoring re-imbibition with progressive addition
C© 2016 European Association of Geoscientists & Engineers, Geophysical Prospecting, 1–24
Seismoelectric transfer function 15
0 0.2 0.4 0.6 0.8 1
102
103
Sw
V
P
 (
m
/s
)
First imbibition
Drainage
Second imbibition
Kf = KR
Kf = KB 61
Kf = KB 9
Kf = KB 32
Figure 10 P-wave velocities VP deduced from time-picking of the first
seismic arrival during time-lapse monitored experiments with varying
saturation Sw . The measurements were performed during initial im-
bibition, subsequent drainage, and following re-imbibition. Velocity
time-picking was performed between offsets 10 and 23 cm. Error bars
in velocity amplitudes were calculated from a linear regression of the
time-picking versus offsets on an 80% confidence interval. The ve-
locity models are represented by solid and dashed lines matching the
colour of the corresponding experimental points. They were jointly
obtained by least-squares inversion on these VP data and on the E/u¨
data from Fig. 12 while adapting the effective fluid modulus K f . All
the velocity models are computed at a frequency f = 1.5kHz.
of water from the residual water saturation Sw0  0.25 to
Sw  0.9.
A series of velocity values describing this set of three
experiments is shown in Fig. 10. These velocity values were
estimated by linear regression based on first-arrival time-
picking between offsets of 10 and 23 cm. As a striking feature
of Fig. 10, we note the hysteretic behaviour of the measured
seismic velocities during the three experiments. Indeed, while
low-saturation velocities for the drainage and secondary
imbibition tend to superpose, they do not converge towards
the initial dry sand velocity value preceding first imbibition.
Similarly, for higher saturation degrees such as Sw > 0.5,
drainage velocity values tend to be greater than those for
imbibition at comparable saturation degrees. This type of
behaviour has repeatedly been reported in literature, showing
higher velocities while draining than while imbibing. Walton
(1987) and Barrie`re et al. (2012) associated this phenomenon
to a weakening of the frame when injecting fluid during im-
bibition. Alternatively, Knight and Nolen-Hoeksema (1990)
and Cadoret et al. (1995) attributed this discrepancy to a ho-
mogeneity loss of the effective fluid (air+water) while drying,
in comparison to the homogeneity level experienced during
imbibition (often under depressurisation). According to them,
while fluid and gas can coexist within a pore during the imbi-
bition phase and favour homogeneity of the medium, drainage
would rather see that a pore is either filled with or emptied
from its water, according to its aspect ratio. Characteristics of
the effective fluid were indeed involved under the form of an
adaptive effective fluid modulus K f in the calculation of the
corresponding velocity models presented as solid and dashed
lines in Fig. 10 (respectively, standing for the best fits and
misfits of 10%). These models result from the least-squares
joint inversion of the VP (Sw) data in question and their related
saturation-dependent E/u¨ ratios (see Fig. 12) in the context
of the partially saturated seismoelectric model presented
in equation (1); the models for effective fluid modulus
description will be further explained in this last section.
The evolution of seismic and electric records with water
saturation during the time-lapse monitored drainage, second
of the three cycles of experiments, is now presented in Fig. 11.
A sign inversion of the coseismic electric field with respect to
the seismic acceleration was observed during that drainage.
In our experimental data, while the seismic waveform
evolves much with saturation, the first arrival remains always
negative as recorded by accelerometers and as expected for
an initial compression. On the contrary, the electric field
appears to reverse its sign during the drainage course, leading
to a sign inversion of the experimentally measured E/u¨.
Despite large errors due to a poor signal-to-noise ratio
and a possible direct-current shift of the electric field with
respect to the zero baseline, we could determine that the sign
change happens for Sw  0.6 on observations made at offsets
3.9 cm and 5.8 cm. At further offsets (> 5.8 cm), the limited
number of available stacks (from 5 to 25), imposed by the
time-lapse nature of the experiment, was unfortunately not
sufficient to provide reliable information on the coseismic
seismoelectric signals.
In order to gain some insights into the origin of the
sign inversion of the dynamic transfer function, we chose to
focus on the sign of E/u¨ at offset 3.9 cm (the best electrically
documented offset throughout the time-lapse monitored
experiment). In Fig. 12, we consider all data associated to a
saturation information (drainage or imbibition) by represent-
ing the E/u¨ ratio versus water saturation Sw. This compilation
encompasses data acquired at various conductivity levels
during initial imbibition, as well as data acquired at constant
conductivity σ f = 7.2mS/m−1 during the drainage phase and
a following re-imbibition. In order to be studied relatively to
their saturation dependence, E/u¨ ratios determined for initial
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Figure 11 Evolution of (blue) seismic and (red) electric signals versus time as a function of changes in water saturation Sw for a set of
experimental data acquired during drainage. Note that, while water saturation is determined by the origin ordinate of each seismic curve, the
vertical divisions on this same axis enable to get back to the signals’ amplitudes. The scale is of 10m · s−2 per vertical division for the seismic
field and 0.025V · m−1 per vertical division for the electric field. The origin on the time axis coincides with the initial punch of the pneumatic
source. Seismic signals were taken for the first and second receivers at respective offsets (a) 4.8 and (b) 5.8 cm; electric signals were taken for
the mid-point dipole of length 1.8 cm placed at offsets (a) 3.9 and (b) 5.8 cm (the corresponding electric record at 4.8 cm being unexploitable).
Seismic signals in blue result from a stack 25. Electric signals in bold, dashed, and light lines result, respectively, from stacks 50, 25, and 5.
imbibition, while varying conductivity σ f , were rescaled into
their expected values at 7.2mS/m−1 by using equation (1).
5.2 Determination of the effective fluid moduli and relation
to homogeneity degree
Having determined VP versus Sw (Fig. 10 at offset 3.9 cm)
and E/u¨ versus Sw (Fig. 12) during the time-lapse monitored
experiments, we intended to understand these measurements
in the context of dynamic transfer functions under partial
saturation conditions. First, we noticed that the velocity
variations shown for the three cycles in Fig. 10 call for a
necessary change in the properties of the effective fluid during
the experiments, combined to a modification in the solid
frame consolidation of the porous medium. These changes
involve the incompressibility of the drained solid frame KD
and the effective fluid modulus model K f (Sw).
Concerning the bulkmodulus KD, the initial value of 25.5
MPa proposed by Barrie`re et al. (2012), deduced fromWalton
(1987) developments on grain-contact theory, is well adapted
to account for initial imbibition, for which low-saturation
velocity plateau was estimated at 170 ± 5m · s−1, based on
measured velocities at extreme saturation degrees Sw = 0 and
Sw = [0.9 − 0.95]. For drainage and re-imbibition data, this
well-monitored velocity has increased to 230 ± 10m · s−1.
To reproduce such plateau value, bulk modulus KD had to be
increased to 50 MPa. A possible explanation to this increase
between the initial imbibition and the following cycles
could involve a consolidation process of the porous frame as
residual water produces surface tension (Gallipoli et al. 2003).
Regarding the effective fluid modulus variations with
saturation K f (Sw), we considered two models. The first
model is the so-called Reuss average (Wood 1955), classically
associated to isostress conditions (Mavko et al. 2003) and
hence adapted to a homogeneous effective fluid:
1
K f (Sw)
= 1
KR(Sw)
= 1 − Sw
Kg
+ Sw
Kw
, (4)
where Kw and Kg are respectively the liquid water-phase and
gaseous air-phase elastic moduli (see Table 1). The Reuss
model is particularly suited to well homogenised porous me-
dia, for which heterogeneities are small in comparison to the
wavelength. The second model, identified as the Brie model,
is calculated as a saturation power law of chosen exponent e
(Brie et al. 1995):
K f (Sw) = KBe(Sw) = (Kw − Kg)Swe + Kg. (5)
This adaptable empirical law has been used with mod-
erate e exponent (eO(10)) to account for inhomogeneous
fluid conditions: in this respect, a parallel to patchy satura-
tion was drawn in Carcione et al. (2006) and Dvorkin et al.
(1999), with Brie’s model offering the advantage of being very
straightforward as its implementation requires no preliminary
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Figure 12 Experimental values of local E/u¨ ratio estimated dur-
ing time-lapse monitored experiments with varying saturation Sw .
The measurements –performed during initial imbibition, subsequent
drainage, and following re-imbibition– are represented for fluid con-
ductivity of 7.2mS/m−1. We considered electric data acquired at off-
set 3.9 cm, combined to seismic amplitudes extrapolated to a corre-
sponding offset. Systematic error bars on the amplitude of E/u¨ are on
the order of 1 Vs2/m−2 based on the uncertainties in electric and seis-
mic pickings. The horizontal error bars on saturation are computed
from the difference between the minimum and maximum values of
the recorded saturation by the capacitance probes. The estimates of
the transfer function are represented by solid and dashed lines match-
ing the colour of the corresponding experimental points. They were
jointly obtained by least-squares inversion on these E/u¨ ratios and
on the associated VP data from Fig. 10 while adapting the effective
fluid modulus K f . Models based on an effective fluid modulus of the
Brie type with exponent e are noted KB e, whereas KR points at an
effective fluid modulus based on the Reuss average. Since the dynamic
transfer function equation (1) is complex, the theoretical functions in
the present figure are drawn as sign (real(E/u¨))× | E/u¨ |. All model
predictions are computed at a frequency f = 1.5kHz.
knowledge on patches size and distribution. Interestingly, we
note that Brie’s model with exponent e = 1 corresponds to the
Voigt arithmetic average (Voigt 1928), which is particularly
suited to characterise isostrain conditions (Mavko et al. 2003).
It defines a upper bound for modulus of the multiphasic
fluids despite being poorly adapted to their description. High
values of the e exponent, on the other hand, (e  O(100)) are
best suited to model homogeneous medium. Note that, as e
increases towards higher values, KBe(Sw) comes closer to the
Reuss model KR(Sw) before eventually surpassing it.
We have tested Pride’s model for velocity and seismoelec-
tric transfer function using the Reuss definition for effective
fluid modulus KR(Sw) coupled with the properties listed in
Table 1. The results, mapped as black plain lines in Figs. 10
and 12, reveal that the cycle, which is better described as a
homogeneous effective fluid of Reuss type, is the initial imbi-
bition represented in both figures as blue data points. Using
KD = 2.5 × 107 Pa (see Table 1), the Reuss model offers a fair
estimate of our experimental velocities (Barrie`re et al. 2012).
In Fig. 12, however, the E/u¨ data related to the first imbibition
cycle are not that well explained by the Reuss model.
In an attempt to gainmore information on the homogene-
ity degree of the medium during these time-lapse monitored
experiments realised in three periods, we inverted jointly
seismic velocities VP and local estimates of the coseismic
seismoelectric transfer function E/u¨ respectively presented in
Figs. 10 and 12. This least-squares inversion was led in the
theoretical context of the partial saturation model evoked in
equation (1). The inversion was run taking the Brie exponent e
as the only free parameter, with all further physical properties
being given in Table 1. Results of the least-squares inversion
are presented in Figs. 10 and 12 for each monitored cycle. In
these figures, each best-inverted solution (plain line) is brack-
eted by a couple of functions (dashed lines) giving solutions
with a 10% error in themisfit function comparedwith the best
solution. The inverted models, although failing in precisely
following the data, seem to qualitatively account for the three
types of behaviour encountered inVP and E/u¨ during the three
cycles. As a result, the inverted e exponent appeared much
more sensitive to the E/u¨ data rather than to acceleration
measurements; such high sensitivity to electric measurement
is explained by the high variability of the E/u¨ function versus
Sw with respect to the variable exponent e, whereas the
changes of the VP function versus Sw with e are less important
and consequently less discriminant regarding the inversion
process.
The inversion of first imbibition data confirms a high ho-
mogeneity level of the medium during initial imbibition since
the inverted exponent is e = 61 ± 11. It is important, how-
ever, to stress that this inversion is rather poorly constrained
given that the E/u¨ values were only measured at very high sat-
uration Sw. A Brie exponent of e = 9 ± 2 was obtained for the
inversion describing drainage; that case presented a very small
variation of the inverted exponent as it was the most con-
strained by a maximal amount of data in Figs. 10 and 12. The
quite low value of the inverted e exponent reveals a relatively
heterogeneous medium during drainage. Brie’s model for the
effective fluid modulus K f = KB9 fits the E/u¨ experimental
data particularly well, inclusive of the sign inversion occurring
around Sw  0.6. The inversion of the second imbibition data
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leads to an exponent e = 32 ± 5, intermediate between the
initial imbibition and the drainage, traducing a homogeneity
increase in the effective fluid (Knight and Nolen-Hoeksema
1990; Cadoret et al. 1995), yet not as good as when starting
from dry material. This might be due to the trapping of
air bubbles within small pores during the refilling process.
For this case corresponding to e = 32, the change in sign
would be expected for a saturation degree approaching 0.9.
Although we might identify an onset of this sign change when
looking at experimental points over 0.8 saturation, we were
never able to reach the saturation break point, despite how
long we waited and how often we put the fluid to circulate.
5.3 Investigation on the origin of the sign change in E/u¨
Finally, the sign change of the transfer function visible in
Fig. 12 was fully experienced only once during the drainage
phase; initial imbibition resulting in Sw > 0.95 offered strictly
negative ratios, and secondary imbibition jamming at Sw =
0.88 gave overwhelmingly positive ratios. We have investi-
gated the origin of the sign change by considering equation
(1) as a function of Sw. This equation can also be rewritten as:
E
u¨
(ω, Sw, σ f , . . .) =
(
ρ˜L
iω˜
)
β = −
(
ρ˜L
iω˜
)
×
(
H(Sw)s
2(Sw, ω) − ρ(Sw)
C(Sw)s2(Sw, ω) − ρ f (Sw)
)
, (6)
where the new β term is a mechanical coupling related to the
fluid/matrix displacement ratio (Pride and Haartsen 1996).
Such β term of sheer mechanical origin is the only term to
change sign as a function of saturation in equation (6).
This change of sign occurs at a particular saturation S∗
where, from equation (6),
H(S∗)s2(S∗, ω) − ρ(S∗) = 0. (7)
It means that the phase velocity of the fast P-wave should
then be:
VP (S
∗) = 1/s(S∗) =
√
H(S∗)
ρ(S∗)
, (8)
note that this expression presents no frequency dependence.
Since β = 0 at S∗, there should be no fluid/matrix relative
motion, and the energy dissipation of the “Biot” type induced
by macroscopic fluid flow should vanish. In Fig. 13(a), we
computed the inverse of the seismic quality factor Q−1(Sw)
with regard to Reuss’s and Brie’s models for effective fluid
modulus K f (Sw). As expected, for all curves, Q
−1 is put to
zero at critical saturation S∗, thus confirming that dissipation
and attenuation effects vanish at that particular point. The
eventuality of such manifestations had been theoretically
addressed by Hu et al. (2002) in the context of SE. In
their parametrical study, they considered a fully saturated
porous medium of varying porosity and identified a porosity
degree for which no mechanical losses were expected.
That particular fluid/solid association was acknowledged
as a dynamically compatible medium, as defined by Biot
(1956a).
To complete our investigation on the origin of the sign
change, we studied the relation between fluid and frame dis-
placements (respectively, u f and u) within the porousmedium.
As defined by Pride (1994), the filtration w = φ (uf − u) char-
acterises the relative motion between phases and is related
to the frame displacement by w = −βu. Hence, the fluid and
frame components of the displacements in the direction of
the seismic propagation are linked by the relation:
u f
u
= 1 − β
φ
. (9)
Figure 13(b) displays the u f /u ratio versus Sw for the
same models as presented in Fig. 13(a). Not surprisingly,
u f /u reaches unity at critical saturation S
∗. At this point,
u f is strictly equal to u, and the filtration disappears, with
the frame being displaced in phase with the fluid as the
seismic wave propagates: neither attenuation, dispersion, nor
seismo-electromagnetic coupling can occur. For Sw < S
∗, the
fluid displacement is greater than the frame displacement
induced by seismic wave propagation (u f /u > 1 and w > 0);
for Sw > S
∗ instead, the absolute fluid displacement is shorter
than that of the frame (u f /u < 1 and w < 0). As the sign
of the filtration term w determines the sign of the potential
difference V, it ultimately governs the sign of the dynamic
transfer function E/u¨.
Although the singular value Sw = S∗ is observed dis-
tinctly through an electrokinetic measurement, the origin of
the filtration reversal is to be found in mechanical properties.
When we consider partially saturated sand, mechanical
properties indeed change dramatically with Sw. In such
medium, KD  KS , and the undrained modulus can be
reasonably approximated by (Pride 2005):
KU(Sw)  KD +
K f (Sw)
φ
. (10)
Hence, the P-wave modulus can be expressed as
H(Sw) = KU(Sw) +
4
3
G  (KD +
4
3
G) + K f (Sw)
φ
. (11)
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Figure 13 (a) Inverse of the seismic quality factor Q−1 versus
Sw , computed from equation (1) using properties given in Table
1. Curves are obtained for four distinct estimations of the effec-
tive fluid modulus K f (Sw), as KR and KB e with e = [9, 32, 61].
For each case, a star, matching the curve in colour, gives the
exact location of the critical saturation S∗ for which attenuation
vanishes. (b) Ratio of the fluid over frame displacements u f / u
versus saturation Sw . Filtration velocity w is positive when u f /u
> 1 and negative when u f /u < 1. The displacements are com-
puted for the same models as in (a); note that corresponding crit-
ical saturations S∗ coincide with u f /u = 1 for which there is no
filtration. (c) H(Sw), Hfr , and Hf (Sw) versus Sw computed for
two distinct models of effective fluid modulus KB 9 and KB 61.
Corresponding stars give the exact location of critical saturation
S∗.
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From this equation, we define two P-wave moduli Hfr
and Hf , respectively, associated to the frame and fluid contri-
butions:
Hfr = KD +
4
3
G and Hf (Sw) =
K f (Sw)
φ
. (12)
H, Hfr , and Hf (Sw) are computed versus Sw in Fig. 13(c)
for only two of themodels presented in Fig. 13(a) and (b), with
the purpose of clarity. For the lowest saturation degrees, H is
dominated by Hfr since the saturating fluid is mostly a very
compressible gas.When saturation progressively increases, the
modulus Hf increases as well, following the rapid evolution of
K f (Sw) expressed by Brie’s effective models in Fig. 13(c). The
critical saturations S∗, denoted by stars in Fig. 13, are always
reached in close vicinity to a saturation degree where Hfr and
Hf equally contribute to H. For larger saturation degrees, the
P-wavemodulus H is dominated by the fluid contribution Hf .
5.4 Results
Our analysis involving poromechanical moduli gives conclu-
sive evidence about the origin of the polarity shift observed in
seismoelectric transfer functions: the shift occurs at a critical
saturation degree S∗, marking a transition between two differ-
ent mechanical regimes. The first regime, corresponding to rel-
atively low water saturations, is characterised by a dominant
incompressibility of the frame, implying a bigger displacement
of the fluid with respect to the frame (w > 0) as the seismic
wave propagates. Conversely, at relatively larger saturation
degrees, the incompressibility of the fluid overtakes that of
the frame, causing the frame displacement to become larger
than that of the fluid (w < 0) as the seismic wavefront passes.
It is of importance to note that this change in polarity
E/u¨ is very specific to unconsolidated porous media filled
with gas–water mixture, combining a highly variable effective
fluid modulus K f (Sw) with a very low frame modulus such
as KD  KS . It would be hardly observable in a consolidated
medium such as sandstone for which fluid and frame moduli
monotonously verify K f (Sw)  KD, nor would it occur in
unconsolidated sand filled by an effective fluid such as an
oil–water mixture, for which the fluid modulus would remain
relatively stable while Sw varies. Despite these restrictions,
our study offers an experimental evidence for what has
been defined by Biot (1956a) as the “dynamic compatibility
condition”, which has long been considered a theoretical
object of study (Burridge and Vargas 1979; Simon et al. 1984;
Mesgouez et al. 2005) yet had, to our knowledge, never been
directly observed. Further questions remain as how to find
a theoretical explanation unifying our observations with the
projections from Hu et al. (2002), the firsts requiring partial
saturation and the others assuming a fully saturated medium.
The answer stands possibly in relation to the thermodynamics
of capillary pressure in porous media as developed by Wei
and Muraleetharan (2002a,b).
6 CONCLUSIONS
The purpose of our study was to achieve high spatial and
temporal resolutions while measuring the seismoelectric
coupling on a medium submitted to important changes in
fluid conductivity and saturation up to saturation comple-
tion. Special attention was given to acceleration and electric
potential measurements in order to derive accurate estima-
tions of the dynamic transfer function E/u¨. Experimental
measurements, performed at frequencies in the kilohertz
range, were compared to the theoretical framework for
coseismic seismoelectric established by Pride (1994) and
Pride and Haartsen (1996) and extended to partial saturation
conditions by Warden et al. (2013) and Bordes et al. (2015).
The high-resolution electrode array placed in our sand-
box led to convincing conclusions regarding the relevant
dipole length ldip for electric field measurements. We clearly
showed that ldip should necessarily be ofmaximum length λ/5,
with λ being the wavelength of the propagating seismic wave.
Should this condition not be satisfied, the value of the local
electric field derived as -V/ ldip may be underestimated, thus
affecting the transfer function determination. We also demon-
strated that the best-suited dipole geometry for coseismic
transfer function estimation should be centred on the point
where the corresponding seismic acceleration is measured.
A direct comparison of seismic and electric field waveforms
showed that, for first-electrode dipole geometry, we may ob-
serve a tradeoff between seismic and electric arrival times, al-
though not altering the amplitudes of the electric voltage with
respect to the seismic field. While these experimental results
on dipole geometry are rather conclusive, a numerical study
would be particularly relevant to test other possible geometries
of electrodes (e.g., multi-poles) at laboratory and field scales.
From the theory, we expected fluid conductivity σ f
to have a strong impact on the amplitude of the seismo-
electric transfer function. Therefore, we performed a set
of experiments under varying conductivity levels while all
other parameters, particularly saturation degree Sw, remained
fixed. We thus checked a well-established result, which is
the decrease in the seismoelectric transfer function E/u¨ as
fluid conductivity increases. Quantitatively, the experimental
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points measured at saturation degrees close to Sw  0.95, for
various conductivity levels, were quite remarkably predicted
by the coseismic seismoelectric model at partial saturation
involving the saturation-dependent electrokinetic coupling
model of Jackson (2010). Such positive agreement between
experimental data and theory legitimated our further use of
the transfer function adapted to partially saturated conditions
under an effective fluid approach.
With saturation degree Sw being another key parameter,
we monitored the same experimental setup under varying wa-
ter content and performed a full saturation range monitoring
over a couple of imbibition and drainage sequences. The time-
picking of seismic first arrivals led to hysteretic observations
classical for unconsolidated media: seismic velocity values VP
from imbibition and drainage do not superpose, an effect we
attributed to changing mechanical properties of the partially
saturated sand. During those imbibition–drainage cycles, we
simultaneously compiled the measurements of E/u¨ versus Sw
taken at the closest offset to the source. We then proceeded
to the joint inversion of the saturation-dependent VP and E/u¨
values in the least-squares sense based on equation (1). The
adjustable variable during this inversion was Brie’s effective
fluid modulus KB e through its exponent e as it traduces
the degree of homogeneity of the multiphasic fluid within
the porous medium. The VP and E/u¨ measurements were
satisfactorily explained by the inversion, yet the inverted coef-
ficient e seemed to be much better constrained by the electric
data than by the velocity measurements. The first imbibition,
starting from dry sand, appeared to be achieved under highly
homogeneous fluid distribution as attested by the fitting effec-
tive modulus (high e exponent). On the contrary, the drainage
revealed to be quite heterogeneous (low e exponent), possibly
indicating preferred paths and patches during the draining
process. Eventually, the following imbibition testified from a
more homogeneous medium as compared with the drainage.
We reported a peculiar observation during the drainage
phase: for a saturation value S∗ close to Sw  0.5, the
function E/u¨ experienced a sign change, also predicted by
our calculations. Searching for the origin of that event, we
concluded that it arises from a purely mechanical cause rather
than from an electrokinetic phenomenon. At this critical sat-
uration degree S∗, we showed that the P-wave modulus H is
equally supported by the frame and the fluid phase, implying
that frame displacement is equal to fluid displacement as the
seismic wave goes through, causing the seismic attenuation
of the “Biot” type and the coseismic seimoelectric field to
vanish in the absence of filtration. This effect long known as
“Biot’s dynamic compatibility” has often been considered a
hypothetical object of study: the present saturation-dependent
analysis in partially saturated sand constitutes a very original
observation of this phenomenon. Further computations
predicted that, for a given material, critical saturation S∗
would change according to imbibition and drainage phases,
hence participating to the observed hysteresis in link with its
connection to fluid homogeneity issues.
Considering that the shift in the polarity of E/u¨ co-
incides with a non-attenuated seismic wave, we expect the
monitoring of both the seismoelectric field and the seismic
attenuation to be capable of detecting critical saturation S∗.
Interestingly, the coseismic seismoelectric signal may provide
better access to fluid distribution than seismic attenuation
does for two reasons. First, the seismoelectric analysis requires
simple time-picking to monitor the polarity of first arrivals,
whereas attenuation calculation needs further assumptions
on propagation geometry and geometrical spreading. Second,
the change in coseismic seismoelectric signals is more marked
(sign change) than that observed in seismic attenuation data
(gradual decrease and increase with no sign change), hence
facilitating its observability.
Finally, this study shows that propagating coseismic
seismoelectric fields may be accurately measured by poten-
tial differences and might be strongly influenced by fluid
heterogeneity. On this last topic, experimental apparatus com-
parable with our sandbox experiment could be more system-
atically used to gain further datasets with broader scope, as to
investigate the effect of different types of heterogeneities. The
achievement of a joint spectral analysis on both seismic and
seismoelectric fields would constitute a strong improvement
towards the dynamic interpretation of seismoelectric mea-
surements. However, further experimental studies demand
additional theoretical and numerical developments, including
a better understanding of the role patchy saturation may play
in seismoelectric couplings (Mu¨ller et al. 2010; Rubino and
Holliger 2012; Dupuy and Stovas 2013; Jougnot et al. 2013).
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Chapitre III
Exposé des perspectives recherche
Dans ce dernier chapitre, je présente les perspectives de recherche à court et moyen terme que j’en-
trevois. Ces perspectives s’inscrivent dans la continuité d’une démarche entreprise depuis quelques
années dans le laboratoire de « Géophysique expérimentale » du LFCR : l’idée directrice est de
réaliser, à échelle réduite, l’analogue de mesures géophysiques multi-physiques de terrain à hautes
résolutions spatiale et temporelle, et, de les coupler à de la modélisation numérique directe. Haute-
résolution spatiale signifie ici que l’on souhaite réaliser des mesures en laboratoire avec un espa-
cement entre points de mesure bien inférieur à la longueur d’onde du signal propagatif ; haute
résolution temporelle signifie que l’on souhaite échantillonner suffisamment finement en temps les
enregistrements pour mesurer proprement les formes d’ondes.
L’intérêt évident de recourir à l’expérimentation en laboratoire en exploration géophysique est de
pouvoir contrôler précisément les milieux, les conditions limites, les forçages utilisés pendant les
expériences etc. contrairement à la situation du terrain où jouer sur ces paramètres est souvent
délicat voire impossible. Comprendre l’influence de tel ou tel paramètre sur les signaux expérimen-
taux et relier ceux-ci aux modèles théoriques et/ou aux modélisations numériques est le cadre /
la philosophie générale de mes perspectives de recherche exposées ci-après. Ces mesures de propa-
gation haute résolution en laboratoire se rapprochent de ce qui est entrepris dans le laboratoire
MUSC (Mesures laser-Ultrasonore Sans Contact) à Nantes (Bretaudeau, 2010 ; Bretaudeau et coll.,
2011 ; Valensi, 2014 ; Valensi et coll., 2015 ; Pageot et coll., 2017) ou dans le groupe d’exploration
Géophysique de l’ETH Zürich (Vasmel et coll., 2013 ; MATRIX, 2016).
La thématique commune ou dénominateur commun à toutes les perspectives développées dans
ce chapitre est la propagation d’ondes (mécaniques et/ou électromagnétiques) dans des milieux
poreux en présence ou non de fluides. Plus largement, les résultats et applications de toutes les
études proposées ici sont destinés à améliorer les techniques de traitement du signal en prospection
géophysique / à améliorer l’imagerie / à progresser dans la détection de reservoirs de fluides dans
la proche surface terrestre.
III.1 Mise en place d’un laboratoire expérimental multi-physique
haute-résolution
III.1.1 Interférométrie laser
Projets de recherche financés :
X 2013 : Projet VILA « VIbrométrie LAser pour la caractérisation multi-échelle expé-
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rimentale d’un réservoir géologique », appel d’offre « Appel d’offre Défi Instrumentation
aux limites CNRS ».
X 2014 : VILA « VIbrométrie LAser pour la caractérisation multi-échelle expéri-
mentale d’un réservoir géologique », appel d’offre ISIFoR (Institute for the Sustainable
engineering of fossil resources, Institut Carnot).
Article en préparation :
X Brito, D. et coll.. High resolution spatial and temporal seismic laboratory data sets.
Les expériences en laboratoire dans lesquelles se propagent des ondes mécaniques hautes fréquences
se déroulent la plupart du temps avec des transducteurs piezoélectriques : ceux-ci sont en général
« collés » aux milieux étudiés et sont aussi bien utilisés comme source que récepteur sismique. Ce-
pendant, plusieurs difficultés se posent lorsqu’on veut aller vers des expériences « haute-résolution »
parfaitement reproductibles :
X les transducteurs, lorsqu’ils jouent le rôle de récepteur, ont une taille finie (typiquement de
quelques mm à quelques cm de diamètres selon la fréquence utilisée) et il est par consé-
quent délicat d’échantillonner dans l’espace avec une maille spatiale inférieure à la taille du
transducteur ;
X il est difficile de reproduire très précisément les mêmes expériences en utilisant des transduc-
teurs car la manière dont ils reçoivent (récepteurs) ou émettent (sources) les ondes dépend
fortement de comment ils sont couplés au milieu (pression, portion de la surface du trans-
ducteur en contact avec le milieu, : : :)
X chaque transducteur possède son propre diagramme de rayonnement (en terme de propa-
gation d’ondes mécaniques) et il est par conséquent extrêmement difficile d’avoir un réseau
de capteurs homogènes ; on peut alors s’en sortir en caractérisant chaque capteur mais cela
devient rapidement lourd. C’est donc très difficile de réaliser des comparaisons quantitatives
(en amplitude) de capteur à capteur lorsqu’on veut analyser le champ d’onde complet.
Ces limitations inhérentes à la technologie des transducteurs piezoélectriques nous ont poussé vers
la technologie laser, plus précisément l’interférométrie laser (Scruby & Drain, 1990). L’interféro-
mètre laser dont nous nous sommes équipés dans le cadre du projet VILA auprès de la société
Polytec (laser hélium-néon,  = 633 nm, composé d’un contrôleur OFV-5000, d’une tête laser
OFV-505 et d’un décodeur de déplacement DD-300), permet de mesurer en un point d’une surface
vibrante la composante du déplacement ou de la vitesse dans la direction du rayon laser (Nishizawa
et coll., 1998 ; Bodet et coll., 2005 ; Bretaudeau et coll., 2011 ; Lebedev et coll., 2011 ; De Cacqueray
et coll., 2011 ; Grzeszkowski & Prager, 2012 ; Shragge et coll., 2015 ; Adam et coll., 2015). Pour
cela il faut respecter la distance laser-objet prescrit par Polytec (une dizaine de centimètres ou des
multiples de cette distance) et surtout, il est nécessaire que la surface vers lequel pointe le laser soit
suffisamment réfléchissante pour renvoyer vers l’interféromètre une part substantielle du faisceau
laser incident. Pour cette raison, nous collons dans la plupart de nos applications un « papier réflé-
chissant » (composé de microbilles micrométriques) sur l’objet à étudier afin d’améliorer la qualité
de la mesure (voir Figure III.1).
Les caractéristiques techniques du vibromètre sont les suivantes :
X Les mesures de vitesse (avec le décodeur de vitesse) se font sur une bande de fréquence allant
jusqu’à 2.5 MHz. La vitesse mesurable maximale est de 10 m/s.
142/173 HDR D. Brito
III.1. Mise en place d’un laboratoire expérimental multi-physique
haute-résolution 143/173
Figure III.1 : Vibromètre laser mesurant la composante radiale du déplacement à la périphérie
d’une carotte carbonatée. Du papier réfléchissant collé à la surface de la carotte augmente la
réflexion du rayon laser. Sur la droite de la carotte, un transducteur piézoélectrique excite les
ondes mécaniques se propageant dans le volume de la carotte.
X Les mesures de déplacement (avec le décodeur de déplacement) se font sur une bande de
fréquence de 33 kHz à 24 MHz et la sensibilité est de 25 nm/V. C’est en déplacement que
nous faisons la plupart de nos mesures et nous mesurons donc des déplacements aussi faibles
que l’angstrom Å.
X La taille du faisceau laser est infra-millimétrique ce qui permet d’échantillonner très ponc-
tuellement en terme de résolution spatiale.
X Les mesures du vibromètre donnent directement des valeurs en unités physiques (déplacement
en nm et vitesse en m/s) ce qui permet des comparaisons quantitatives entre expériences et
simulations.
Afin de tirer pleinement parti de ce vibromètre et de sa capacité à imager les champ d’ondes vibrant
en périphérie des échantillons, nous avons construit deux bâtis mécaniques. L’un des bâtis (Figure
III.2a) est destiné à étudier des objets de type cubique ou parallélépipédique ; l’autre bâti est lui
destiné à étudier des objets cylindriques type carottes prélevées sur le terrain.
Dans le cadre de la thèse en cours de C. Shen (2016-2019), nous avons validé ces deux dispositifs
expérimentaux en utilisant un cube et un cylindre d’aluminium, respectivement, dans les dispositifs
des Figures III.2a) et b). L’expérience de validation du dispositif cubique est détaillée sur la Figure
III.3 : un transducteur piézoélectrique de fréquence nominale 1 MHz émet au centre d’un cube
d’aluminium de 28 cm de côté. Nous déplaçons alors le vibromètre autour du cube à l’aide des
moteurs pas-à-pas, sur chaque face, en mesurant la composante normale du déplacement selon un
maillage en grille carré de côté d = 2:5 mm  /2 où  (' 6 mm) est la longueur d’onde des
ondes P à la fréquence nominale du transducteur.
Sur les Figures III.3a),b),c) sont indiquées les positions du transducteur source (point jaune) ainsi
que les points (noirs) mesurées par le vibromètre sur chaque face. Sur les Figures III.3 d),e),f), on
voit des instantanées au temps t = 50s (t = 0 correspond à l’émission du capteur piézoélectrique)
du champ d’ondes se propageant à la surface du cube reconstitué à partir de la combinaison des
mesures ponctuelles. En visionnant le film complet de la propagation d’ondes, on identifie très bien
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a) b)
Figure III.2 : a) Bâti expérimental destiné à déplacer un vibromètre laser autour d’objets type
type cubique ou parallélépipédique. Les déplacements du vibromètre se font avec des moteurs pas-
à-pas selon trois axes orthogonaux x, y et z. Sur l’illustration, un transducteur émet une onde sur la
face arrière d’un cube d’aluminium et le vibromètre mesure la composante verticale du déplacement
sur la face supérieure. b) Bâti expérimental destiné à déplacer le vibromètre laser autour d’objets
cylindriques. Le déplacement du vibromètre se fait le long d’un bras articulé à rayon constant
autour de la carotte. Sur l’illustration, un transducteur émet une onde à mi-hauteur d’une carotte
et le vibromètre mesure la composante radiale du déplacement à la périphérie de la carotte.
les ondes P, S, ondes de surfaces ainsi que les converties aux interfaces aluminium-air (voir Partie
III.2).
La validation du dispositif cylindrique a été réalisée selon le même principe avec un cylindre d’alu-
minium de hauteur 20 cm et de rayon 8 cm. La source piézoélectrique est de fréquence nominale
500 kHz, les mesures interférométriques sont réalisées sur 10 cm de hauteur avec des mailles entre
points de mesure  = 1 degré  z = 1 mm. Comme pour le cas du cube, on retrouve sur la
Figure III.4 a)b)c) les 3 familles d’ondes principales : les P, les S et les ondes de surface à trois
temps différents de la propagation à la surface du cylindre.
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Figure III.3 : a) Cube d’aluminium de 28 cm de côté avec un transducteur piézoélectrique jouant
le rôle de source sismique au centre de la face avant (ou face 1). Densité de points mesurés (points
noirs) sur la face avant, sur une face latérale et sur la face opposée à la source. e), d), f) : Prises
de vue instantanées à t = 50s de la propagation d’ondes à la surface du cube réalisées par
interférométrie laser en reconstituant le champ d’onde à partir de mesures ponctuelles indiquées
en a), b) et c).
c) b) a)
Figure III.4 : Mesures du déplacement radial à la périphérie d’un cylindre d’aluminium où la
source sismique (transducteur de fréquence nominale 500 kHz) est placé à mi-hauteur du cylindre
(pastille rouge sur a), b) et c). a), b) et c) sont des prises de vues instantanées à trois temps successifs
du champ de déplacement reconstitué à partir de mesures ponctuelles réalisées par interférométrie
laser.
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III.1.2 Laser pulsé
Projet de recherche financé :
X 2014-2017 : Projet HPMSCA «Predicting Hydraulic, Mechanical and Seismic proper-
ties of CArbonates », projet TOTAL/CEREGE/UPPA/ISTerre, porteur : Y. Guglielmi
(CEREGE), responsable local : D. Brito, financement TOTAL.
Article en préparation en lien avec le laser pulsé
X Shen, C. et al.. Pulsed laser source characterisation for mimic seismic geophysical explora-
tions in laboratory.
De même que nous avons investi du temps pour exploiter au mieux un instrument de mesure
de déplacement (ou vitesse) sans contact et reproductible (interféromètre laser), nous travaillons
actuellement sur l’utilisation d’une source sismique sans contact : un laser à ablation ou laser
pulsé. L’idée est d’envoyer un faisceau laser de forte puissance sur une cible : à l’impact du laser
sur l’échantillon, une onde mécanique est générée qui joue le rôle de source sismique (Monchalin
et coll., 1989 ; Dylan Mikesell et coll., 2012). Nous avons opté pour le laser impulsionnel Q-smart
(850 mJ) de longueur d’onde  = 1064 nm dont la durée d’impulsion est 6 ns et l’énergie pulsée
850 mJ. Le diamètre du faisceau laser en sortie de cavité est 9 mm et nous utilisons une lentille
convergente pour concentrer ou étendre la zone d’impact du faisceau sur l’échantillon. La Figure
III.5 schématise le laser pulsé ainsi que la lentille convergente. C’est un laser de classe 4 (la plus
élevée en terme de sécurité) et il convient de prendre toutes les précautions pour son utilisation.
Figure III.5 : Configuration expérimentale utilisée pour la caractérisation du laser pulsé comme
source sismique : 1⃝ Laser pulsé Q-smart 850 ; 2⃝ Lentille convergente ; 3⃝ Cible, ici une plaque
parallélépipédique d’aluminium de 10 mm d’épaisseur ; 4⃝ Vibromètre laser. Tiré de Chen et coll. .
Les avantages de de l’utilisation du laser pulsé utilisé comme source sismique par rapport aux
sources type transducteur sont 1) son utilisation sans contact, 2) sa reproductibilité, 3) sa souplesse
d’orientation (dans l’espace) et 4) la modulation de sa puissance en jouant sur la surface d’impact
(en utilisant une lentille convergente). L’inconvénient majeur est, comme son nom l’indique, que
c’est un laser à ablation et que l’ablation peut s’avérer être un problème sur l’échantillon si l’énergie
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utilisée est trop importante. La Figure III.6 est l’image obtenue via un microscope électronique de
l’ablation occasionnée sur une surface d’aluminium après de multiples « pulses » hautes énergies :
on note dans ce cas précis que l’ablation peut être importante avec des irrégularités générées en
surface proche du millimètre. Il s’agit donc dans les expériences de trouver le bon compromis entre
un pulse suffisamment énergique pour que l’onde mécanique générée soit mesurable et un pulse pas
trop puissant afin d’éviter de détériorer la surface d’impact via l’ablation.
Figure III.6 : Image obtenue par microscopie électronique de la dégradation d’une surface d’alu-
minium après l’impact de plusieurs « pulses » hautes énergies du laser pulsé Q-smart 850.
Le dispositif expérimental que nous avons utilisé (article en préparation Shen et coll.) pour calibrer
et étudier cette nouvelle source sismique est schématisé sur la Figure III.5. Il s’agit de « tirer » sur
des plaques d’aluminium de différentes épaisseurs avec le laser pulsé et de mesurer le déplacement
de l’autre côté de la plaque (épicentre) avec l’interféromètre laser en un point, voire le long d’une
ligne pour étudier le diagramme de radiation de la source.
La Figure III.7a) montre par exemple l’allure des signaux sismiques mesurés par l’interféromètre
à la position épicentrale pour des plaques d’aluminium de différentes épaisseurs. Dans Shen et
coll., nous montrons que l’allure des premières arrivées dans ces différentes plaques sont comprises
analytiquement et numériquement comme étant un mélange d’arrivées d’ondes P directes, d’ondes
S directes et de champ proche (Aki & Richards, 2002). La Figure III.7d) montre quant à elle que
l’on peut suivre le long d’une ligne horizontale la signature de cette source sismique générée par le
laser pulsé : on peut clairement suivre la réverbération des multiples des ondes P et S notamment
dans la plaque.
L’étude systématique des paramètres du laser pulsé (Shen et coll.), i.e. la puissance délivrée par le
laser, la taille du faisceau (en variant la position de la lentille), le nombre d’impulsions successives
ont montré que cette source sismique est reproductible et que l’on peut atteindre soit un régime
thermo-élastique (faible puissance), soit un régime d’ablation, ou mixte, en fonction de la puissance
que l’on injecte (Aussel et coll., 1988). Nous montrons par ailleurs que l’impact du laser pulsé sur
la paroi peut se modéliser comme un point force perpendiculaire à la paroi (Rose, 1984).
La prise en main de cette nouvelle « source » sismique ouvre de multiples perspectives expérimen-
tales avec la possibilité d’aller exciter des ondes sur des surfaces irrégulières par exemple ou encore
à travers des orifices (reproduire en laboratoire des tirs sismiques entre puits).
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Figure III.7 : Traces épicentrales mesurées par l’interféromètre laser après un tir du laser pulsé
Q-smart (850 mJ) sur une plaque d’aluminium d’épaisseur respectivement a) 10 mm, b) 50 mm,
et c) 100 mm. L1, L3, L5 et L7 désignent les arrivées d’ondes P directes et leurs multiples. d)
Traces mesurées le long d’une ligne horizontale pour la plaque de 50 mm d’épaisseur : on reconnait
à nouveau les arrivées successives et les multiples entre ondes P et S.
148/173 HDR D. Brito
III.1. Mise en place d’un laboratoire expérimental multi-physique
haute-résolution 149/173
III.1.3 Radar électromagnétique haute-fréquences
X 2016 : Projet RELAX «Couplage expérimental multi-méthodes Radar Electromagnétique
/ LAser / Rayons X autour de la caractérisation physique d’un réservoir géolo-
gique », appel d’offre ISIFoR (Institute for the sustainable engineering of fossil resources,
institut Carnot).
L’objectif, comme énoncé en préambule de cette partie Perspectives, est de recréer en laboratoire
sur des échantillons naturels une approche multi-physique classiquement utilisée en imagerie géo-
physique de proche surface (Snieder et coll., 2007). Dans cette partie, nous traitons de l’approche
en laboratoire de la technique radar GPR (Ground Penetrative Radar) multi-fréquence au sein
d’un échantillon qui devrait nous permettre de mieux contraindre et comprendre la sensibilité et
les caractéristiques (notamment dispersives) des propriétés électromagnétiques très souvent mal
comprises dans les mesures de terrain. Ces mesures électromagnétiques non-intrusives ont des ap-
plications qui dépassent la seule caractérisation statique des réservoirs, mais concernent également
d’autres thématiques telles que les risques naturels, l’hydrologie, la géotechnique, etc. Ces avancées
en laboratoire pourront potentiellement fournir d’importants jeux de données contrôlés, permet-
tant de mieux évaluer les limites des approches de traitement du signal classiques et de tester des
méthodes innovantes, développées par ailleurs, notamment pour la modélisation directe et inverse
des champs d’ondes complets (Ernst et coll., 2007 ; Lavoué et coll., 2014 ; Keskinen et coll., 2017 ;
Pinard, 2017), de l’utilisation des amplitudes (tomographie d’atténuation), pour la caractérisation
de couches fines (fractures) (Deparis & Garambois, 2008) et pour la prise en compte de l’anisotropie.
Il s’agit ici en particulier de développer à court terme un système radar haute-fréquences (ondes
électromagnétiques EM) adapté à nos échelles (décimétrique à métrique), et dont la sensibilité et
la résolution viendront compléter les mesures acoustiques/sismiques.
Dans cette approche de prospection géophysique par ondes EM, les trois paramètres importants
des milieux traversés sont les suivants :
X la conductivité électrique  ;
X la perméabilité magnétique ,
X la permittivité diélectrique .
Afin d’avoir une idée précise des échelles spatiales et fréquentielles accessibles en laboratoire, nous
calculons sur la Figure III.8 les longueurs d’ondes et les vitesses de phase des ondes électroma-
gnétiques en fonction de la fréquence dans un milieu homogène typique utilisé en laboratoire où
 = 1:510 3 S/m,  = 0 (où 0 est la perméabilité du vide) et  = 140 (où 0 est la permittivité
diélectrique du vide). Sur la Figure III.8a) nous superposons également les vitesses d’ondes EM pré-
dites par l’approche milieux poreux développée par Pride & Haartsen (1996). Nous observons deux
régimes : un régime dans lequel les ondes EM sont diffusives et un autre à plus haute fréquence,
au delà de la fréquence de transition ft = /2, où les ondes sont propagatives. On constate sur
la Figure III.8b) que si l’on veut travailler avec des propagations de plusieurs longueurs d’ondes,
il faut nécessairement se placer autour de quelques GHz en fréquence afin de se ramener à des
longueurs d’ondes inférieures à 10 cm. Les antennes radar que l’on va acquérir dans le cadre du
projet RELAX seront certainement autour d’une fréquence de l’ordre de 2 à 6 GHz (traits tiretés
violet sur la Figure III.8 ; nous sommes en pourparlers actuellement pour acquérir des antennes
émettrices-réceptrices 3 GHz de la société Georeva/IDS). On en conclut que l’on serait amené en
laboratoire à travailler avec des échantillons dont la taille minimale serait d’environ 20 à 30 cm.
L’objectif est, comme dans les expériences de sismique décrites dans les partie III.1.1 et III.1.2, de
travailler avec une antenne radar émettrice et une autre antenne réceptrice et d’échantillonner les
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Figure III.8 : Vitesse Vem et longueur d’onde em dans un milieu homogène avec  = 1:5 10 3
S/m,  = 0 et  = 140.
milieux avec des ondes EM en transmission. Dans un premier temps, il s’agira de mettre en place
en laboratoire un protocole expérimental efficace permettant des mesures électromagnétiques sans
interférence extérieure. Il faudra ensuite calibrer précisément le rayonnement des antennes radars
(Pérez-Gracia et coll., 2009) avant de travailler en propagation (Martínez-Sala et coll., 2013). Ces
deux premières étapes réalisées, nous travaillerons ensuite avec le couple d’antennes radar, émet-
teur et récepteur, qui sera déplacé à la périphérie des échantillons. Nous travaillerons avec des
échantillons pluri-décimétrique à métrique, d’abord homogènes puis de plus en plus hétérogènes
/ fracturés. Des mesures de temps de propagations et d’amplitudes des premières arrivées seront
réalisées pour chaque expérience. Enfin, dans un dernier temps, nous pourrons faire varier certains
paramètres contrôlables des expériences comme par exemple le taux de saturation, le type de fluide
saturant ou encore une éventuelle pression uniaxiale exercée sur les échantillons, et caractériser
leurs impacts respectifs sur les mesures. Cette approche GPR en laboratoire se fera en collabora-
tion avec G. Sénechal et D. Rousset membres de l’équipe CRG du LFCR, ces derniers possédant
une grande expertise dans les mesures GPR de terrain.
Nous souhaitons accompagner ces expériences de modélisations numériques directes. L’équipe Ma-
gique 3D (H. Barucq et J. Diaz, LMAP, INRIA) possède une grande expertise dans la modélisation
numérique des phénomènes de propagation d’ondes. Elle a développé Hou10ni, un code d’éléments
finis basé sur la méthode de Galerkine discontinue pour la simulation de propagation d’ondes acous-
tiques et élastiques, en domaines temporel et harmonique et en dimension deux et trois. Ce code
est déjà utilisé dans le cadre de la thèse de C. Shen pour reproduire des données de sismique expéri-
mentales (voir Partie III.2). Dans le cadre de ces expériences de propagation EM, le code Hou10ni
devra être adapté à l’électromagnétisme. Toutes les briques de base existent (maillage, solveur li-
néaire, sorties Paraview, création de sismogrammes, définition des sources) et il reste à créer un
noyau de calcul adapté aux équations de l’électromagnétisme (communication personnelle, J. Diaz).
Les expériences en laboratoire vont fournir un nombre important de jeux de données avec de
grandes résolutions spatiale comme temporelle. Les algorithmes de modélisations numériques di-
rectes, traditionnellement utilisés avec des données de terrain, pourront être testés ici également
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avec des données de laboratoire contrôlées, tant sismiques qu’électromagnétiques. ISTerre (S. Ga-
rambois) a développé par ailleurs un programme de simulation numérique de propagation d’ondes
mécaniques et électromagnétiques (skbp) dans les milieux poreux, largement utilisé pour modéliser
la réponse de milieux stratifiés. Les deux méthodes de simulations numériques (LMAP et ISTerre)
seront confrontées aux données expérimentales.
Toujours dans le cadre du projet RELAX, nous souhaitons également réaliser de l’imagerie micro-
tomographie à rayons-X. L’imagerie à rayons-X des échantillons préalablement étudiés par propa-
gations d’ondes mécaniques (mesures laser) et électromagnétiques (radar) permettra une caracté-
risation de la densité de la structure des échantillons à l’échelle des pores, amenant des avancées
significatives autour de l’anisotropie et de l’atténuation sismique et électromagnétique des ondes.
Ces mesures seront réalisées sur la nouvelle plateforme DMEX-UPPA (Centre d’Imagerie à rayons
X de l’UPPA, responsable : P. Moonen). L’idée est de prélever des échantillons centimétriques ou
millimétriques des régions d’intérêt identifiées via les mesures laser ou radar et de faire de l’imagerie
RX de ces zones ; à l’aide d’un recalage repérant les jeux de données RX dans les jeux de données
acoustiques et électromagnétiques (communication personnelle : P. Sénéchal et P. Moonen), nous
devrions être en mesure d’explorer le lien entre la morphologie à l’échelle des pores et l’atténuation
des ondes.
Ce projet RELAX sera enfin l’occasion de tester en laboratoire avec les antennes radar HF une idée
originale proposée par ISTerre (P. Roux). L’idée est d’appliquer aux ondes électromagnétiques les
principes de l’élastographie impulsionnelle pour les ondes ultrasonores (Gennisson et coll., 2013).
Dans un milieu élastique mou (gel ou corps humain), les ondes de compression P se propagent à une
vitesse 100 fois supérieure aux ondes de cisaillement S. Quand le milieu contient un grand nombre de
petits diffuseurs qui réfléchissent en tout point les ondes P, il est possible de « voir » la propagation
d’ondes S par le déplacement qu’elles provoquent sur le speckle ultrasonore (Catheline, 1998). En
géophysique de proche surface, le même principe pourrait peut être appliqué aux ondes sismiques
dont la vitesse de propagation est beaucoup plus lente que la vitesse des ondes électromagnétiques.
Dans un milieu géophysique où une image radar est constituée d’un speckle électromagnétique
du fait de la présence de nombreux petits diffuseurs, une onde sismique pourrait être imagée au
cours de sa propagation dans le volume (et non plus seulement à partir de la surface) par le
champ de déplacement qu’elle engendrera sur le speckle électromagnétique. Tester l’applicabilité
de l’élastographie impulsionnelle à la technique radar de géophysique de terrain est une ouverture
très originale que l’on pourra tester rapidement en laboratoire en collaboration avec ISTerre.
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III.2 Les projets expérimentaux et numériques
Nous souhaitons accompagner dans le futur tous nos développements expérimentaux par des simu-
lations numériques directes : comme exposé dans la Partie III.1 des Perspectives, nous avons pour
objectif de réaliser des expériences avec des mesures haute-résolution qui ne seront quantitative-
ment exploitées que si elles sont elle-mêmes confrontées à des simulations numériques fidèles aux
expériences. Ce sont ces aller-retours entre données géophysiques expérimentales et modélisations
numériques qui permettront de progresser dans la compréhension de la physique de la propagation
d’ondes en milieux poreux et d’exporter ainsi les progrès vers l’exploration géophysique de proche
surface, à terme.
III.2.1 Projets en cours
C’est dans cet optique que nous collaborons avec l’équipe Magique 3D, en particulier avec Hélène
Barucq (responsable du groupe) et Julien Diaz, cette équipe étant intégrée au Laboratoire de Ma-
thématiques et de leurs Applications de Pau (LMAP, UMR CNRS 5142). Cette équipe a en effet
une grande expérience dans la modélisation de propagation d’ondes mécaniques ou électromagné-
tiques, et ce, dans différents types de milieux (cf rapport d’activité Magique 3D). Dans le cadre
de la thèse de C. Shen (2016-2019), le code utilisé pour l’instant pour reproduire les expériences
est Hou10ni. C’est un code numérique écrit en FORTRAN90 et qui simule la propagation d’ondes
dans des milieux élastodynamiques. Hou10ni est un code basé sur la méthode des éléments finis
et utilise une méthode basée sur l’Interior Penalty Discontinuous Galerkin Method (IPDGM) Bal-
dassari (2009). Les simulations peuvent être réalisées en 2D ou en 3D.
La figure III.9 montre par exemple une comparaison entre une simulation 2D élastique réalisée avec
Hou10ni et les mesures acquises sur les 3 faces du cube d’aluminium (voir Figure III.3). L’accord
entre les données et la simulation 2D est remarquable : la cinématique des ondes est parfaitement
simulée, les seules ondes non retrouvées numériquement étant d’origines 3D (rebonds sur les faces
supérieures et inférieures du cube). Dans le cas des mesures dans le cylindre d’aluminium exposées
en figure III.4, nous procédons à nouveau à une simulation 2D avec Hou10ni et montrons la com-
paraison entre expérience et calcul sur la Figure III.10 : l’accord est à nouveau quasi-parfait. Dans
les deux géométries, nous observons les ondes P, S et ondes de surfaces ainsi que les converties
sur les bords du domaine investigué (Shen, 2016). Du point de vue des comparaisons quantitatives
d’amplitude entre expériences et simulations, que ce soit dans le cas cubique (Figure III.9) ou cy-
lindrique (Figure III.10), les simulations 2D ne sont pas suffisantes. Nous travaillons actuellement
en ce sens (thèse de C. Shen) à la simulation 3D ; il semble cependant pour l’instant hors d’atteinte
(pour des raison de tailles de mailles principalement) de pouvoir calculer en 3D l’exacte réplique
des expériences avec la bonne fréquence de la source sismique et la bonne taille d’échantillons ; il
s’agira de mener un calcul ou le bon compromis devra être trouvée entre fréquence d’excitation de
la source sismique et taille du domaine.
Dans le cadre du projet HPMSCA, nous avons commencé à travailler avec des échantillons naturels,
i.e. des carottes carbonatées d’environ 10 cm de diamètre (voir Figure III.1) extraites de la Galerie
Anti-Souffle (GAS) du Laboratoire souterrain à bas bruit LSBB, UMS3538 de Rustrel. L’objectif
est de travailler en transmission avec une source sismique piézoélectrique et des mesures autours
de la carotte avec le vibromètre, comme dans le cas du cylindre d’aluminium (Figure III.10).
La Figure III.11 montre ainsi le résultat d’une tomographie de vitesse obtenue avec le programme
d’inversion TomoTV (Jean Virieux, communication personnelle, Latorre et coll. (2004)), un code
d’inversion basé la résolution de l’équation eikonale en différences finies (Podvin & Lecomte, 1991).
Cette tomographie visible sur la Figure III.11 est donc obtenue à partir du pointé en temps de
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a)
b)
Figure III.9 : a) Simulation numérique 2D de la propagation d’ondes dans un cube d’aluminium de
28 cm de côté où l’excitation sismique provient d’un pulse à 1 MHz émis sur le centre d’une des faces.
b) Données expérimentales acquises par interférométrie laser sur les 3 faces du cube d’aluminium.
Les ondes manquantes en b) par rapport à la simulation en a) sont dues à des rebonds en haut et
en bas du cube, non pris en compte par la simulation 2D. Tiré de (Shen, 2016).
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a) b)
Figure III.10 : a) Données expérimentales acquises par interférométrie laser sur la périphérie
d’un cylindre d’aluminium de 10 cm de diamètre,  = 0 correspondant à la position de la source
sismique. b) Simulation numérique 2D réalisée avec Hou10ni de la propagation d’ondes dans un
cylindre d’aluminium de 10 cm de rayon.
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a)
b) X   ray tomography
Figure III.11 : a) Tomographie de vitesse basée sur une inversion du temps des premières arrivées
en ondes P dans une carotte carbonatée. Tomographie réalisée avec TomoTV (J. Virieux, commu-
nication personnelle). Les six sources utilisées pour réaliser cette image sont localisées avec des
carrés bleus à la périphérie de la carotte, alors que les points rouges sont situés au niveau des
points de mesures effectués par vibrométrie laser. b) Tomographie aux rayons X obtenue sur la
même carotte qu’en a), précisément sur la même tranche horizontale. Tomographie réalisée avec le
scanner médical du CSTF à Pau.
parcours des premières arrivées d’ondes P se propageant dans une carotte issue du site de Rustrel ;
cette tomographie a été obtenue à partir d’expériences réalisées avec 6 positions angulaires diffé-
rentes de la source sismique, toutes à la même hauteur relative sur la carotte puisqu’il s’agissait
de réaliser une tomographie d’une tranche horizontale 2D de la carotte. La comparaison de cette
tomographie en vitesse Vp (Figure III.11a) avec une tomographie aux rayons X (Figure III.11b)
obtenue par le scanner médical du Centre Scientifique et Technique Jean Féger de Total à Pau
indique une bonne corrélation entre les zones rapides/lentes et les zones claires/foncées. Il semble
cependant assez clair sur la Figure III.11a) que le nombre de sources pris en compte pour l’image
tomographique est probablement insuffisant conduisant à des artefacts lors de l’inversion, visible
notamment avec des hétérogénéités de vitesse suivant la géométrie de rais droits.
Une fois la distribution des vitesses obtenue dans une tranche horizontale de la carotte (Figure
III.11a), nous injectons cette distribution de vitesses hétérogènes dans Hou10ni et relançons les
simulations directes. Nous pouvons alors comparer les synthétiques obtenus avec les mesures du
déplacement réalisées en chaque point de la périphérie de la carotte. La Figure III.12 représente
ainsi les synthétiques comparés aux mesures obtenues pour 4 positions distinctes  de la source
piezoélectrique ; pour les 4 angles, on constate que les premières arrivées en temps sont correctement
reproduites par les simulations. La complexité au niveau des formes d’ondes qui suit les premières
arrivées n’est par contre pas très bien reproduite par les simulations réalisées dans un milieu
purement élastique.
Dans le cadre de la thèse de C. Shen, nous souhaitons poursuivre ces comparaisons expériences /
tomographie (ondes mécaniques et rayons X) / simulations dans des carottes carbonatées relati-
vement homogènes, puis dans des carottes de plus en plus fracturées. L’objectif est d’imager les
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Figure III.12 : Comparaison entre les mesures (gauche) et les simulations directes élastodyna-
miques (droite) de la propagation d’ondes dans une carotte carbonatée. Les figures a), b), c) et
d) sont obtenues pour 4 positions distinctes de la source sismique, respectivement  = 0,  = 60,
 = 120 et  = 180.
carottes avec des tomographies en ondes P, en ondes S (basés sur les temps de parcours) mais
aussi de travailler sur les amplitudes des premières arrivées et d’en déduire ainsi des images des
facteurs de qualité Qp et Qs. Obtenir des cartographies de l’atténuation en supplément des car-
tographies des champs de vitesse est un enjeu important qui pourrait permettre des avancées au
niveau de la caractérisation des milieux poreux et de leurs factures (Amoroso et coll., 2017). Ce
travail d’imagerie des vitesses et atténuations dans les échantillons devra également s’accompagner
du développement dans le code numérique de la prise en compte d’hétérogénéités (micro-fractures
etc.) dans un milieu élastique ou alors de se tourner vers une modélisation numérique plus complète
type poroélastique (Rubino et coll., 2016 ; Caspari et coll., 2016) avec par exemple des milieux à
double porosité (Pride & Berryman, 2003a,b).
III.2.2 Les orientations futures : FWI, changement d’échelles
Je présente dans cette partie les orientations que l’on pourrait suivre à court et moyen terme vers
des domaines où l’on n’a pas encore aujourd’hui de compétences particulières. Cependant, que ce
soit l’inversion de formes d’ondes complètes ou le changement d’échelle, ce sont des thématiques
qu’il semble assez naturel et logique de vouloir developper dans l’optique de notre laboratoire de
« Géophysique Experimentale » haute-résolution.
III.2.2.1 FWI
Comme nous l’avons énoncé dans cette partie Perspectives, notre laboratoire expérimental se prête
bien à des acquisitions sismiques et radar (très prochainement) haute-résolution. Nous avons vu
également les limites de résolution que donnent les tomographies basées uniquement sur les temps
de parcours. Une évolution naturelle de nos méthodes de traitement serait de passer à la Full
Waveform Inversion (FWI), une méthode désormais très largement utilisé dans l’industrie pétrolière
(Virieux & Operto, 2009). C’est une méthode d’imagerie quantitative multiparamètres qui se prête
bien au traitement du champ d’onde complet. Les méthodes d’optimisation de la FWI utilisent très
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souvent le même jeu de données, e.g. Marmousi (Martin et coll., 2006). Nos données expérimentales
pourraient fournir des jeux de données plus variés, dans des milieux contrôlés dont on connait
les propriétés a priori. Les difficultés que l’on aura à surmonter en utilisant les algorithmes de
FWI seront la prise en compte des réflexions au bord omniprésentes dans nos sismogrammes ou
profils radars expérimentaux. Là encore, nous devrons nous appuyer sur les compétences de nos
collaborateurs, que ce soit à l’INRIA/LMAP (Faucher, 2017) ou à ISTerre (Asnaashari et coll.,
2013 ; Lavoué et coll., 2014).
.
III.2.2.2 Changement d’échelles
La possibilité d’émettre des sources à différentes fréquences existe en laboratoire (de quelques
centaines de kHz à quelques MHz) ce qui ouvre la possibilité de déduire des lois d’atténuations
en fonction de la fréquence. Comme dans la thèse numérique de Bastien Dupuy (2016a), (Dupuy
et coll., 2016c,b), les estimations de Vp, Vs, Qp et Qs obtenues durant la thèse de C. Shen pourraient
être utilisés pour faire du « downscaling » afin déduire les propriétés micro- et meso- des carbonates
de Rustrel (LSBB) mais aussi de remonter à leur anisotropie. Parallèlement, de nombreuses études
de sismique et radar à plus grande échelle existent via la projet ALBION (Massonnat et coll., 2017)
à l’échelle des galeries du LSBB Matonti et coll. (2017) ; Baden (2017) ; Saintenoy et coll. (2017),
à l’échelle de puits forés sur le site du LSBB (Belkowiche, 2017), voire à l’échelle de tout le site du
LSBB (Sénéchal et coll., 2013).
L’objectif ici serait d’interpréter quantitativement toutes les données sismiques et électromagné-
tiques acquises à toutes les échelles d’un site en termes de propriétés physiques, par une approche
de fusion de données multi-paramètres, multi-physiques, multi-fréquences. Des paramètres tels que
la(es) porosité(s), la teneur en eau/gaz, l’arrangement des grains, la présence de fractures voire
l’évolution diagénétique vont faire varier les attributs sismiques ou électromagnétiques mesurables
(vitesses, atténuation, dispersion, anisotropie). À partir des relations entre les paramètres et les
propriétés constitutives trouvées, il devrait être possible de valider certaines théories multiphasiques
d’homogénéisations - voire d’en définir pour la partie électromagnétique - et de les incorporer aux
codes de modélisations numériques qui pourront ainsi utiliser cette description constitutive pour
modéliser les champs d’ondes.
III.3 Monitoring hydrique
Projet de recherche accepté
X Porteur de la partie du projet UPPA / UGA (Université Grenoble Alpes) ALBION2.0, por-
tant sur la « Modélisation multi-échelles et multi-physiques d’un réservoir carbonaté », finan-
cement : TOTAL. Une thèse UGA/UPPA (2018-2021) et une thèse UPPA/UGA (2018-2021)
(en cours de discussion/formalisation).
La sismologie et l’imagerie sismologique connaissent depuis une quinzaine d’années un grand bou-
leversement avec une nouvelle méthode basée sur l’exploitation de l’enregistrement en continu du
bruit ambiant (Lobkis & Weaver, 2001 ; Weaver & Lobkis, 2001 ; Campillo & Paul, 2003), qu’il soit
d’origine anthropique ou d’origine naturelle (vents, marées, etc.). Cette méthode dite de « corré-
lation de bruit » a prouvé son efficacité dans l’imagerie à différentes échelles (de la proche surface
(Shapiro et coll., 2005) jusqu’à la Terre profonde (Boué et coll., 2013)) mais aussi dans le suivi
dynamique de fluide dans la croûte (Froment et coll., 2013), dans les volcans (Sens-Schönfelder
& Wegler, 2006 ; Brenguier et coll., 2008) ou encore dans les glissements de terrain par exemple
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(Larose et coll., 2015).
Récemment, Voisin et coll. (2016) ont utilisé ces techniques sur le glissement de terrain d’Utiku en
Nouvelle-Zélande ; ils ont réussi à relier les variations de vitesses sismiques du milieu à des mesures
piézométriques situées au niveau des stations sismologiques, laissant présager que les mesures de
bruit de fond sismique pourraient servir à suivre le niveau des nappes phréatiques. Voisin et coll.
(2016) montrent en effet qu’un modèle simple de Biot-Gassman (modélisation de la saturation
partielle du milieu) explique les amplitudes des variations de vitesses observées (de l’ordre de 3 %).
C’est précisément cette idée de monitoring hydrique qui va être le cœur d’une thèse co-dirigée
entre ISTerre (C. Voisin, S. Garambois) et le LFCR (D. Brito, C. Bordes) dans le cadre du pro-
jet ALBION2.0 (Massonnat et coll., 2017). Ce projet a pour cible la modélisation multi-échelles
et multi-physiques d’un réservoir carbonaté, les calcaires Urgonien des Monts de Vaucluse où est
situé le LSBB. C’est au cœur de ces calcaires Urgoniens que se situe le bassin versant de Fontaine
de Vaucluse et ses aquifères karstiques très nombreux dans la région (Carriere, 2014). Nous propo-
sons dans cette partie « Monitoring Hydrique » du projet de suivre dynamiquement à différentes
échelles (10, 30, 100 km de tailles caractéristiques) les flux hydriques à différentes profondeurs (de
40 à 700 m) à l’aide la sismologie passive.
La plateforme carbonatée, cible du projet ALBION2.0, présente plusieurs niveaux de complexité,
dont la structuration en trois blocs visibles sur la Figure III.13 (Ventoux Fontaine de Vaucluse ;
plateau de Saint-Christol ; bloc Est). Chacun de ces blocs possède lui-même une organisation com-
plexe, possiblement karstique. Chacune de ces échelles influe sur le mode de transfert des fluides au
sein de la structure et cette imbrication d’échelles appelle une approche indépendante de l’échelle
observée qui permette de suivre les flux hydriques à différentes profondeurs, et sur des distances
allant de la centaine de mètres à la centaine de kilomètres. Le monitoring sismologique passif peut
répondre à ce besoin comme démontré dans Voisin et coll. (2016). Nous proposons donc de réaliser
un monitoring sismologique passif à trois échelles distinctes (voir Figure III.13) : l’ensemble de
la plateforme (environ 100 km) ; les zones de Saint-Christol (environ 30 km de coté) et de Fon-
taine de Vaucluse (environ 10 km de coté) ; le LSBB (environ 1 km de coté). L’un des objectifs de
cette expérimentation est de caractériser le fonctionnement hydrologique de ces blocs et de confir-
mer/infirmer le fonctionnement indépendant de chacun d’entre eux.
Au-delà des mesures sismologiques, le doctorant sera en charge de developper un modèle Biot-
Gassmann de substitution de fluides qui permette de reproduire l’amplitude et le contenu fréquen-
tiel des variations de vitesses sismiques. Cette modélisation permettra de remonter au niveau absolu
des nappes et à l’amplitude des variations dès lors que le modèle de vitesse est relativement bien
connu. L’analyse et l’interprétation quantitatives ce ces mesures multi-échelles seront appuyées et
renforcées par des simulations de flux hydriques à échelle réduite en laboratoire au LFCR. Pour
notre groupe de « Géophysique expérimentale », ce projet constitue une excellente opportunité
de travailler sur cette méthode innovante de sismologie passive en laboratoire, et de potentielle-
ment tester son utilisation dans bon nombre de problèmes d’imagerie en laboratoire (Hadziioannou
et coll., 2009). Des premières expériences ont été réalisées au LFCR au printemps 2016 dans du
sable des Landes contenu dans un bac d’environ 50 cm  50 cm  50 cm. Nous avons pu montrer
de façon préliminaire, mais néanmoins convaincante, que le niveau d’eau dans le bac peut-être
en effet suivi par un monitoring sismique passif. Nous pensons que faire du monitoring passif en
laboratoire peut ouvrir de nombreuses perspectives quant à la compréhension et l’identification
des paramètres majeurs du milieu étudié permettant de suivre l’évolution du niveau hydrique par
corrélation de bruit (sismique).
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Figure III.13 : Principaux dépôts sédimentaires Barremien et Aptien du bassin hydrologique de
Fontaine de Vaucluse. La zone d’étude est localisée avec un point rouge sur la carte de France en bas
à gauche de la Figure. Le déploiement prévu des stations sismologiques est indiqué aux trois échelles
d’études : échelle globale 100 km (stations schématisés avec des L), échelle intermédiaire 10 à 30
km (zones Outlet et Saint-Christol), échelle réduite autour du LSBB (stations sismologiques sché-
matisées avec des cercles pleins). Tiré du projet ALBION2.0, contribution UGA/UPPA. Figure :
C. Voisin (adapté de Massonnat et coll. (2017)).
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L’idée en laboratoire est, comme sur le terrain, de déployer un petit réseau de transducteurs dans
un volume fini dont les propriétés changent au cours du temps (hauteur d’eau par exemple). Il s’agit
ensuite d’exciter ce milieu avec des sources de bruits (haut-parleurs par exemple comme dans nos
expériences préliminaires) et d’enregistrer en continu le signal sismique. Les traitements de données,
corrélations de capteur à capteur, sont en tout point identiques aux traitements effectués sur des
données de terrain. Au moins deux points sont à mettre en avant au laboratoire par rapport au
terrain dans l’interprétation des données. Le premier est que l’on peut compléter la sismologie
passive par de la sismologie active permettant de connaître relativement précisément le milieu et
ses variations temporelles, variations en vitesses d’ondes P par exemple en fonction de la teneur en
eau. L’autre avantage concerne l’origine du bruit donnant naissance aux variations de vitesses : sur
le terrain, ces variations de vitesse peuvent provenir soit de la variation des propriétés du milieu,
soit de la variation des sources du bruit. Dans le laboratoire, vu que l’on contrôle la source du
bruit, on peut attribuer l’interprétation des variations de vitesses uniquement aux modifications
du milieu. Nous tenterons ainsi au laboratoire de répondre à un certain nombre de questions sur
les mécanismes physiques clés à l’œuvre dans ces expériences de monitoring : les variations de
vitesses ont-elles pour origines principales la hauteur d’eau dans le volume ? Les ondes sismiques
de surfaces dispersives sont-elles les seules à contribuer aux changements de vitesses ou bien les
ondes de volumes y participent-elles aussi ? Un traitement fréquentiel des variations de vitesses
peut-il être relié directement à une profondeur d’échantillonnage du milieu ? Quel sont les effets de
la perméabilité et la porosité sur les changements de vitesses ?
III.4 Le projet CHICkPEA : à la recherche numérique et expéri-
mentale des ondes électromagnétiques converties aux inter-
faces
Projet de recherche accepté
X 2017 : Participation au projet CHICkPEA « CHaracterIzation of Conducting Poro-
elastic media using Experimental and advanced numericAl methods », sélectionné
dans l’appel à projet « New scientific challenges : Exploring new topics and facing new scien-
tific challenges for Energy and Environment Solutions » de E2S-UPPA (Energy Environment
Solutions, UPPA lauréate du second Programme d’Investissements d’Avenir I-SITE). Le pro-
jet est porté par Hélène Barucq (DR INRIA, LMAP) avec Julien Diaz (CR INRIA, LMAP) et
moi-même comme collaborateurs. Le projet finance deux doctorants (début Septembre 2018)
ainsi qu’un post-doctorant sur 3 ans (2018-2021).
Comme déjà évoqué dans la Partie II.2.3 consacrée aux milieu poreux et à la sismoélectrique, les
phénomènes sismoélectriques qui ont pour origine une conversion de l’énergie sismique en éner-
gie électrique reposent sur des phénomènes électrocinétiques (Jouniaux & Ishido, 2012 ; Jouniaux
& Bordes, 2012) se produisant dans les milieux poreux contenant des fluides conducteurs. Deux
phénomènes sismoélectriques ont été mis en évidence :
X d’une part un champ électrique qui accompagne l’onde sismique et se propage à la même
vitesse, on parle d’onde cosismique (coseismic wave, Figure III.14, Pride & Haartsen (1996))
dont l’amplitude est facilement mesurable (Bordes, 2005 ; Holzhauer, 2015) ;
X d’autre part, une onde électromagnétique EM générée lorsque l’onde sismique heurte une
interface séparant deux milieux de propriétés physico-chimiques différentes. L’onde EM gé-
nérée s’apparente à un dipôle électrique rayonnant depuis l’interface comme schématisé sur
la Figure III.14 et se propageant à une vitesse de plusieurs ordres de grandeur supérieure à
celle de l’onde sismique. Cette « onde convertie aux interfaces » est connue théoriquement
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Figure III.14 : Conversions sismoélectriques générées par la propagation d’une onde sismique dans
un milieu poreux (Holzhauer, 2015 ; Bordes et coll., 2015 ; Holzhauer et coll., 2017).
(Pride, 1994 ; Pride & Haartsen, 1996 ; Haartsen & Pride, 1997) mais n’a été que très peu
observée que ce soit sur le terrain (Thompson & Gist, 1993 ; Garambois & Dietrich, 2001 ; Du-
puis et coll., 2007) ou en laboratoire (Zhu & Toksöz, 2005 ; Schakel et coll., 2011 ; Smeulders
et coll., 2014 ; Peng et coll., 2017), notamment en raison de la faible amplitude des signaux
liés à cette onde EM.
Le projet CHICkPEA est un projet transdisciplinaire Géosciences/Mathématiques dont un des ob-
jectifs est de mettre au point un outil géophysique innovant mettant en évidence cette onde EM
convertie et de l’accompagner de simulations numériques haute résolution. La mise au point de cet
outil se fera en combinant mesures en laboratoire à échelle réduite et simulation numérique directe
des expériences, dans l’optique notamment de comprendre quantitativement l’origine physique de
l’onde EM mesurée en surface lors de campagnes de prospection géophysique. Il est attendu nu-
mériquement (Garambois & Dietrich, 2001, 2002) que cette approche « conversion aux interfaces »
soit de haute résolution avec la possible détection de « couche fine » (Grobbe & Slob, 2016) non
visible par les techniques d’imagerie classiques comme la sismique. C’est potentiellement un outil
utilisable dans de nombreux domaines comme l’exploration des réservoirs géologiques, le stockage
du CO2, le suivi de nappes phréatiques, etc.
Nous proposons dans le volet expérimental de CHICkPEA de reproduire en laboratoire, dans un
milieu poreux parfaitement contrôlé, des mesures géophysiques analogues aux mesures de terrain
en générant des ondes mécaniques se propageant dans un milieu poreux saturé en présence d’in-
terfaces. L’enjeu ici est de bénéficier d’outils de mesure innovants en laboratoire et d’exploiter
pleinement la signature de l’onde convertie à l’interface en traitant le signal de manière optimale.
Un stage récent de Master (Ellouz, 2017) a montré que nous pouvons mettre en évidence très dis-
tinctement une onde convertie générée à une interface séparant du sable saturé et du grès (Figure
III.15) à l’aide de la Vibrométrie Laser Polytec (cf Partie III.1.1) et d’un oscilloscope digital Key-
sight (DSO-S 054A, 500 MHz), : dans les expériences de Ellouz (2017), un transducteur (200 kHz
de fréquence nominale) émet une onde mécanique qui se propage dans un bac de sable d’environ 20
cm de côté saturé en eau. Le vibromètre (Figure III.15a) suit la propagation de l’onde mécanique
en suivant la composante verticale du déplacement alors que des électrodes suivent la propagation
161/173 HDR D. Brito
III.4. Le projet CHICkPEA : à la recherche numérique et expérimentale des ondes
électromagnétiques converties aux interfaces 162/173
a)
b)
Figure III.15 : a) Expérience mettant en évidence une onde EM convertie par une interface
de grès (ocre) après une propagation d’ondes sismiques dans un sable saturé en eau, les ondes
sismiques étant générées par un transducteur ultrasonore (sur la droite du bac). Le vibromètre
laser (bleu au-dessus du bac) mesure la composante verticale de la vitesse du sable. Les électrodes
plongées dans le sable de part et d’autre de l’interface de grès mesurent les potentiels électriques.
b) Mesures électriques en fonction de l’offset (distance entre la source sismique et l’électrode).
Un signal synchrone est clairement observé lorsque l’onde cosismique heurte l’interface : c’est la
signature de l’onde EM convertie à l’interface, avec son rayonnement dipolaire. Tiré de Ellouz
(2017).
« cosismique » en mesurant des potentiel électriques. L’accord entre champ sismique et champ
cosismique électrique est remarquable (Ellouz, 2017). Lorsque l’onde sismique heurte l’interface de
grès, les signaux électriques (Figure III.15b) montrent très clairement un signal quasi-synchrone sur
toutes les électrodes disposées perpendiculairement à l’interface avec un changement de polarité
comme attendu de part et d’autre de l’interface (Haartsen & Pride, 1997 ; Peng et coll., 2017).
Ces mesures en laboratoire montrant aussi clairement une convertie EM aux interfaces avec une
telle résolution spatiale et temporelle sont une première et ouvrent de nombreuses perspectives
expérimentales et numériques. Dans CHICkPEA l’objectif expérimental est de remplacer le peigne
d’électrodes rectiligne visible sur la Figure III.15 a) par un circuit imprimé (carte PCB) équipé de
plusieurs dizaines d’électrodes afin d’imager l’onde électromagnétique générée non pas le long d’une
ligne mais sur un plan. L’automatisation des mesures via un multiplexeur (jusqu’à présent mesures
manuelles électrode par électrode) permettra de rendre les mesures plus robustes, le traitement du
signal optimal et la compréhension des phénomènes en jeu plus fine. Ces avancées technologiques
permettront également de faire une imagerie complète de la propagation des ondes au cours du
temps avant et après la conversion à l’interface. Ce travail en laboratoire (doctorant 1 du projet)
sera accompagné de modélisations numériques directes à l’aide de simulations de la propagation
d’ondes couplées mécaniques/électromagnétiques dans un milieu poroélastique conducteur déve-
loppées dans l’équipe Magique 3D du LMAP/INRIA (doctorant 2 et post-doctorant).
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Nous nous intéresserons expérimentalement dans CHICkPEA en particulier à évaluer et à com-
prendre l’influence des paramètres suivants sur la forme et l’amplitude d’une onde EM convertie
aux interfaces :
X Nature de l’interface entre les deux milieux : poreux / non poreux, poreux / poreux, liquide
/ poreux, gazeux / poreux, etc. ;
X Epaisseur de l’interface : fine ou épaisse par rapport à la longueur d’onde de l’onde cosismique ;
X Distance entre l’interface et les récepteurs : petite ou grande devant la longueur d’onde de la
cosismique, influence de la conductivité du milieu ;
X Signal électrique à mesurer : mesure du champ électrique (différence de potentiel électrique
entre deux électrodes) ou mesure du potentiel absolue par rapport à une électrode de réfé-
rence.
La force de ce projet CHICkPEA est qu’il repose à la fois sur des concepts d’exploration géo-
physique et des validations quantitatives par la simulation numérique. C’est clairement ce côté
transdisciplinaire qui ouvre de nouvelles voies en termes d’application de la physique des phéno-
mènes aux interfaces et à leur exploitation à grande échelle, en géophysique de proche surface. En
effet, une fois que le dispositif expérimental et les outils numériques seront validés sur les différents
cas d’études abordés dans CHICkPEA, nous pourrons nous intéresser à tester les avancées sur le
terrain où les applications sont nombreuses (circulation de polluants dans des nappes phréatiques,
stockage de CO2, etc.).
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Conclusion générale
J’ai effectué la première partie de ma carrière dans plusieurs laboratoires (Paris, Baltimore, Gre-
noble, Toulouse-Tarbes) autour de la thématique de la dynamique du noyau liquide terrestre et
du problème de la dynamo. J’ai eu l’opportunité de connaitre des environnements scientifiques de
tout premier plan et de travailler, notamment à Paris et à Grenoble, au sein d’équipes compo-
sées de personnes aux qualités scientifiques et humaines extraordinaires. J’ai appris à travailler en
équipe autour de projets et objectifs communs comme évoqué dans ce manuscrit. C’est lors de cette
première partie de carrière de chercheur que j’ai développé un goût prononcé pour le travail expé-
rimental, la mise à l’échelle, le traitement de données, la modélisation numérique complémentaire
indispensable aux expériences.
Aujourd’hui, à l’université de Pau et des Pays de l’Adour depuis plusieurs années, j’ai la volonté et
l’ambition de recréer un tel dynamisme d’« équipe » autour d’un nouveau sujet « la prospection
géophysique ». Les projets que je porte ont en effet comme point commun de mêler approches
expérimentale, numérique, multi-échelles, avec des compétences et approches très variées qui né-
cessitent de travailler en équipe. Le périmètre de l’« équipe » a quant à lui évolué par rapport à la
situation que j’ai connue à Grenoble car c’est bien une équipe inter-laboratoire à laquelle je pense :
comme exposé dans le chapitre Perspectives, les projets reposent sur des collaborations fortes avec
l’équipe Magique3D de l’INRIA (Pau) et l’équipe « Ondes et Structures » d’ISTerre (Grenoble),
entre autres. Cela parait en effet aujourd’hui indispensable d’agréger les compétences de différents
groupes dans le but d’avancer dans une discipline ; ainsi, nous avons à cœur d’étudier quantita-
tivement expérimentalement la propagation d’ondes mécaniques et électromagnétiques dans des
échantillons en laboratoire. L’exploitation et l’interprétation de ces mesures dans le cadre de la
prospection géophysique de terrain ne seront rendues possibles que si les lois poroélastiques is-
sues des études en laboratoire, par exemple, sont incluses dans des approches numériques et/ou
d’homogénéisation permettant le changement d’échelles. Les compétences et équipements que nous
avons du côté géophysique de terrain et laboratoire dans l’équipe « Caractérisation des réservoirs
géologiques » du LFCR permettent d’entrevoir ce type d’études multi-échelles à l’avenir. Cette
approche multi-disciplinaire est originale et très prometteuse dans la communauté de la géophy-
sique de proche surface. Gageons enfin que la présence du partenaire industriel privilégié TOTAL
à Pau, la récente labellisation I-site, le soutien aux Géosciences ces dernières années de l’UPPA
permettront de se donner les moyens de mener à bien ce programme de recherche ambitieux.
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