) be a newform of even weight k ≥ 2 that does not have complex multiplication. Then a(n)
Introduction and Statement of Results

Let
(1.1)
be a newform of even weight k ≥ 2 with trivial character. Then a(n) ∈ R for all n, and as a consequence of Deligne's proof of the Weil conjectures, for each prime p there exists an angle θ p ∈ [0, π] such that (1.2) a(p) = 2p (k−1)/2 cos(θ p ).
For a newform associated to an elliptic curve E/Q (in which case k = 2), Sato and Tate independently conjectured the distribution of the sequence {θ p } as p varies through the primes; the following generalization of the conjecture for k ≥ 2 was proven by BarnettLamb, Gehrarty, Harris, and Taylor [1] . Since Riemann-integrable functions can be uniformly approximated by step functions, if suffices for us to consider the function
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The Sato-Tate Conjecture governs much of the statistical behavior of the Fourier coefficients of f . It is known [14] that the Sato-Tate Conjecture follows from the analytic properties of the symmetric power L-functions associated to f that are predicted by Langlands functoriality. In order to bound the error in (1.4), one must assume that all symmetric power L-functions of f have these conjectured analytic properties.
There have been a number of estimates for the error in (1.4) under the additional assumption that the symmetric power L-functions of f satisfy the Generalized Riemann Hypothesis for symmetric power L-functions (GRH). Under this additional assumption, it has been proven that if f is the newform associated to an elliptic curve E/Q without complex multiplication, then
where N is the conductor of E [2, 11] . When f ∈ S new k (Γ 0 (N)) is a newform of even weight k ≥ 2 with squarefree level N (such a newform necessarily does not have complex multiplication), Rouse and the author [12] proved a completely explicit version of the Sato-Tate Conjecture with a slight improvement in Murty's error term; this can be briefly stated as
It is important to understand the error term in the Sato-Tate Conjecture without the assumption of GRH. The goal of this note is to prove the following result, providing such an error term. 
where the implied constant is effectively computable and depends only on k, N, and ǫ.
Symmetric Power L-Functions
We will adopt the notation F ≪ a G, or equivalently F = O a (G), to indicate that lim sup x→∞ |F (x)/G(x)| < ∞, where the limit superior may depend on a. If there is no subscript for ≪ or O(·), then the implied constant is absolute. We take F ∼ G to mean that lim x→∞ F (x)/G(x) = 1.
In this section we discuss the relevant background on the symmetric power L-functions of f . First, we discuss the assumption that the symmetric power L-functions of f are automorphic. We then estimate the analytic conductor of L(Sym n f, s), a quantity that will be useful in determining dependence of important quantities on the level N, the weight k, and the symmetric power n. 
) be a newform of even weight k ≥ 2 without complex multiplication. For each prime p, define θ p ∈ [0, π] to be the angle for which a(p) = 2p
It is known that L(f, s) can be analytically continued to an entire function that satisfies a functional equation. By Deligne's proof of the Weil conjectures, we know that |α p | = |β p | = 1 when p ∤ N and |α p |, |β p | ≤ 1 when p | N. Because f has trivial character, we have α p = e iθp and β p = e −iθp for all primes p ∤ N. For each n ≥ 0, the n-th symmetric power L-function of f is the degree n + 1 L-function given by the Euler product
When n = 0, L(Sym n f, s) reduces to the Riemann zeta function ζ(s); when n = 1, we obtain L(f, s). Conjecturally, there exists a functoriality lifting map on global automorphic functions that commutes with the local Langlands correspondence. This would imply that
As a result, L(Sym n f, s) would have an analytic continuation to an entire function on C, and this analytic continuation would satisfy a functional equation of the usual type. Specifically, there would exist a positive integer q Sym n f (the conductor), a complex number ǫ Sym n f of modulus 1 (the root number), and a function γ(Sym n f, s) (the gamma factor) so that the function
is an entire function of order 1 and satisfies the functional equation
Let Γ(s) be the usual Gamma function, and let
It is known [3, 10] that under the assumption of automorphy, we have
where r = 1 if n/2 is odd and r = 0 if n/2 is odd. Using the definitions of Γ R (s) and Γ C (s), we can express the γ(Sym n f, s) as a constant multiple of (2.6) π
for some appropriate numbers κ j,Sym n f ∈ C with 1 ≤ j ≤ n + 1. The numbers κ j,Sym n f satisfy the inequality |κ j,Sym n f | ≤ (n + 1) max j |κ j,Sym 1 f |. For the rest of the paper, we will assume that L(Sym n f, s) is automorphic for all n ≥ 1, though this hypothesis is only known to be true unconditionally for n = 1, 2, 3, 4 by the work of Gelbart, Jacquet, Kim, and Shahidi [4, [7] [8] [9] . Define the numbers Λ Sym n f (j) by
Since |α p |, |β p | ≤ 1 for all primes p (including the ramified ones), it follows that for any positive integer j, we have
. where Λ(j) is the classical von Mangoldt function. Furthermore, if gcd(j, N) = 1, then
where U n (x) is the n-th Chebyshev polynomial of the second type.
The analytic conductor.
We want to estimate the analytic conductor
An estimate of the analytic conductor will allow us to easily make estimates for L(Sym n f, s) that are uniform as we change the symmetric power n, the weight k, and the level N of f . Most importantly, we want an estimate of q Sym n f as n → ∞. The quality of the error term in the Sato-Tate Conjecture depends on how well one can estimate q Sym n f as a function of n. We begin with an estimate for q Sym n f given by Lemma 2.1 of [13] .
Lemma 2.1. As n → ∞, we have log(q Sym n f ) ≪ N n 3 .
Remark 2.2. Under our assumption of automorphy, Cogdell and Michel prove [3] that if N is squarefree, then log(q Sym n f ) = n log(N). With this improvement, the assumption of a squarefree level N provides considerable improvement over Lemma 2.1 when GRH is assumed. However, it will not provide any improvement without GRH because of the specific dependence of our zero-free region for L(Sym n f, s) on n.
From Lemma 2.1 and the shape of the numbers κ j,Sym n f , we may conclude the following. Lemma 2.3. As n → ∞, we have
Lemma 2.3 also allows us to determine the distribution of nontrivial zeros in the critical strip by measuring the quantity
By Theorem 5.8 of [6] , we have
Using Lemma 2.3 to give us a complete description of the dependence of N(T, Sym n f ) on n, we obtain the following result, which is part of the proof of Lemma 3.4 in [13] . Lemma 2.4. As T → ∞, we have
Preliminary Setup
If χ I is the indicator function of the interval I = [α, β], then we have
We approximate χ I with a differentiable function using the following construction.
Lemma 3.1 (Lemma 12 of [15] ). Let R be a positive integer, and let a, b, δ ∈ R satisfy
Then there exists an even periodic function g(y) with period 1 satisfying . We will choose δ to be a function of x that tends to zero as x tends to infinity, and we will choose R to ensure the absolute convergence of the Fourier series. Define g + (θ; I, δ) = g( , we can obtain a lower bound for χ I (θ), say g − (θ; I, δ). To ensure that g − (θ; I, δ) is in fact a lower bound for χ I (θ), we require that β − α > 2πδ, which is ensured when x is sufficiently large because I is fixed.
We can express g ± (θ; I, δ) with respect to the basis of Chebyshev polynomials of the second kind {U n (cos(θ))} ∞ n=0 , which is an orthonormal basis for
where a ± n (I, δ) is the n-th Fourier coefficient in the cosine expansion of g ± (θ; I, δ). From Lemma 3.1, we have
When summing g ± (θ p ; I, δ) over primes p ≤ x, we may switch the order of summation because we choose R to ensure absolute convergence. Using (3.1), (3.2), (3.3) , and the prime number theorem, we have that if
Finally, we have |U n (cos(θ p ))| ≤ n+ 1 for all p by basic properties of Chebyshev polynomials. Therefore,
This error is negligible, so we have proven the desired result.
Proof of Theorem 1.2
To prove Theorem 1.2, it remains to choose δ and R so that the error term in (3.5) is minimized. The factor of n 3 in Lemma 4.3 tells us that we must take R to be at least 4 in (3.5) to ensure absolute convergence of the sum in the error term. It follows from Lemma 4.3 that .
Since we can choose R to be a finite, arbitrarily large integer, we obtain the bound claimed in Theorem 1.2.
