Abstract-Automatic fire flame detection is important for intelligent video surveillance. The background model and various color features are usually adopted for flame detection. In this paper, a fire flame detection method is developed by combining both background subtraction and region covariance. The color distribution method and background model with an adaptive background learning model are used to preprocess the image firstly. We then extract the space-temporal covariance matrix, which is used to fuse all the discriminative cues together. Finally we use support vector machine to classify fire scene. The proposed system is effective in detecting uncontrolled fire in complicated environment. Experiments based on several public fire video data sets are utilized to justify the effectiveness of our method.
I. INTRODUCTION
In daily life, some traditional methods have been introduced and implemented to detect fire which threats people's lives and property seriously. However, sampling of shoot particles, temperature and smoke are the most common methods at present. Those applications are confined to enclosure fire detection. Recently, exploiting vision technology [1, 2] to video fire detection has attracted researcher's attention. Furthermore, vision technology provides more reliable information to detect fire and flame, while traditional motion detection algorithms may get the wrong results in no fires [3] . To avoid large scale fire damage, fire detection should be timely and accurate. Currently available flame detection algorithms mainly include color information and motion for flame detection. Besides wavelet domain analysis, hidden Markov model and covariance matrix based on spatialtemporal block were used to detect flame and fire flicker.
There are a lot of methods use color information and motion for flame detection [4, 5, 6, 7, 9] . Color model established by statistical analysis and detecting the flame zone [1] . In [5, 6] , a method in combination with HSI/HSV saturation was proposed to decrease the false alarms.
In [10] , background subtraction methods were widely used to detect fire and flame, since the burning process is accompanied by movement. In [9, 10] , the Gaussian mixture model which tracks the history of each pixel with a mixture of K Gaussian distributions is an useful and simple adaptive background modeling algorithm in a video sequence, so it was used in many of the articles.
In [10] , another method is combined by three clues: 1) Temporal wavelet transform is used to detect flicker behavior in flame region; 2) To detect feature variations in flame regions, the spatial wavelet transform of moving fire-colored regions is computed; 3) Irregularity of boundary of flame area is another clue in the fire detection algorithm. Finally, a final decision is reached by all of the above clues. In addition, Markov models are used to detect flame flicker process [8] .
In [12] , a covariance matrix approach is proposed for detecting fire. The main contribution of the method is that it can fuse feature vector of flames. Meanwhile, background subtraction algorithm requires a fixed camera to detect the flame.
Obviously, it is clear not to rely solely on the color model to detect the flame because of the variability in color and the fire-colored object [7] , and Moving object detection can lead to many false alarms, because falling leaves in autumn or firecolored ordinary objects [7] , so they may can be used as a part of a system. Because of changing environmental conditions, different camera parameters, color settings and illumination variation, wavelet domain analysis, hidden Markov model and covariance matrix based on spatial-temporal block may be subject to constraints in video surveillance. Thus it cannot adapt well to all kinds of geological condition and different load situations in the actual project [7] .
In this paper, we develop one new approach combined both background subtraction and region covariance matrix, and the result is more effective in false alarm rejection than using a traditional method to detect flame. In our method, the color model and an adaptive background Learning model is used to preprocess the image firstly. Then a detection method based space-temporal covariance matrix is used to fuse all the information together. Finally we use support vector machine (SVM) to classify the video data. The traditional is based on space-temporal covariance matrix can fuse both the spatial and This work is supported by NSFC (61105013, 61375014) the temporal. Our contribution is firstly to combine the two, and then use its advantages to detect the fire and flame. This paper is organized as follows. In Section 2, the basic building blocks are described, and then we propose our algorithm, along with a SVM classifier. Finally, the experimental process and the test results are presented in Section 3 and 4.
II. DETECTION ALGORITHM

A. Flame Color Analysis
The flame-pixels is defined by the fire and flame color model [12] . Since pixel colors is classified by a chromatic model. Although there are different fires, in the early days of the flame, the flame color is changed from red to yellow. As for the RGB values, following the regulation among color channels reflect this fact: Red > Green and Green > Black. As depicted in Fig. 1 , the basic condition for the fire region is Red > Green > Black. Besides, since Red is the primary color channels, R should be more important than the other channels. However, the change of background illumination may affect the value of saturation, and it may result in non-flame region to be considered as fire region. Through the experiment, all the flame color conditions are summarized as follows: RedT is the threshold of Red channel, SaturationT is the threshold of saturation. Fire-colored pixels satisfy the conditions. Since, increasing R value will decrease the saturation, it can be formulated in the equation (255 -Red) * SaturationT/RedT. Obviously, it is clear not to rely solely on the method to distinguish the flame because of the fire-colored object [7] .
B. Background Subtraction Model
Currently, most fire detection systems use Gaussian Mixture background subtraction [6, 7, and 10] . Disadvantages of GMM algorithm is that its strong assumptions that the background is more frequent than the foreground. This situation sometimes will lead to use a fixed variance with no other practical choice. To the end, it should be noticed that a Gaussian Mixture model is debatable [13] in the statistical relevance.
So we choose an adaptive background learning model for detecting moving regions, and it is experimentally showed that the simple way is sufficient for our purposes.
This background model is updated dynamically after each segmentation.
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Here (D =0.95) [14] . Only pixels which are labeled as B in Fan are updated in Bn+1 using their pixel value. F labeled pixels, on the other hand, are not updated, i.e., for these pixels Bn+1 = B n [13] . This method can produce satisfactory results in a stable environment. [13] .
Because there are many isolated noises in the results of background subtraction (Fig. 2(a) ), we use the median filter to reduce noise in an image. The results of background subtraction are smoothed with a 3 3 filter. The result of the median filter is showed in Fig. 2(b) . The spatial-temporal blocks are analyzed in the method (Fig.  3) . Therefore, the features can be classified only at the boundaries of blocks rather than performing it at each frame. This measure reduces the computational complexity of this method [15] .
D. Support Vector Machines
Recently, SVM is optimization tool for solving machine learning problems. SVM is used for classification, regression, etc. Specifically, it models a set of hyper-planes in a high or infinite feature dimensional space. A Gaussian kernel function classifier can be denoted as follows: In general, there are three steps in our algorithm: First, the candidate detection area is extracted by moving object detection algorithm and color rules, then we block the candidate region. Covariance matrix based on spatial-temporal block fuse all the information together. Finally we use support vector machine to classify.
E. Our Algorithm
As depicted in Fig. 1 , Flame detection algorithm contains four parts: (1) background Learning model for detecting moving regions, (2) Selecting candidate according to color space, (3) Characters extraction based on spatial-temporal covariance descriptors and (4) support vector machines for recognizing.
III. EXPERIMENT RESULTS AND ANALYSIS
We used the outdoor scenes with flame color of moving objects, non-flame color of the object to train model parameters. These videos are described in Table 1 . Video1-5 is outdoor fires, and they contain the movement of objects with a flame color. Video 6 is the non-fire video. Algorithm was used in many scenarios, including mobile scene and brightness change environment. And, the video clips can be found in http://signal. ee.bilkent.edu.tr/Versifier/Demo/ [9] [16] .
As shown in Fig.5, 3 ,000 positive samples and 3,000 negative samples is used for training, and we use six video to test algorithm., each image is 320*240. During the training and testing, 10 10 FR (frame rate) blocks can be extracted from various video clips. There has no overlap in the spatial domain among these blocks [15] . To the end, we compare the proposed algorithm with other methods: The method uses a pattern recognition technology (method1) [16] , and covariance matrix-based fire and flame detection method in video (method2) [15] , and a vision-based flame detection (method3) [18] . We validate our algorithm by VS2010 and testing on an Intel core 3.1 GHz PC platform.
In Fig .6(a) , the result of the background subtraction is displayed, and In Fig .6(b) , the result of the color analysis is displayed. The sample frames after classification are shown in Fig .7 .
In Table 2 and Table 3 , the comparison results are presented. For Video 1-3 and Video 5, when the flame is clearly visible in the scene, our algorithm can get high accuracy. For Video 4, since the outdoor fire with flame color of the grass fire in blurred scene, the accuracy of our proposed algorithm are poor. For most of the video, our algorithm is better than the other algorithms. 
IV. CONSLUSIONS
In this paper, we develop one new approach combined both background subtraction and region covariance matrix, and then we use SVM to classify the data. The proposed method is an effective way to process video data. It is experimentally showed that the result is more effective in false alarm rejection than the traditional method to detect flame. Our contribution is to combine both background subtraction and region covariance matrix, and the result is more effective in false alarm rejection than using a traditional method to detect flame. Our method can produce satisfactory results in a stable environment. However, if the fire is small in blurred scene, the method might perform poorly, since video clips containing flickering flames have been inputted in the training phase. In the future, we will analyze the characters in graphic field to further improve the accuracy of classification.
ACKNOWLEDGMENT
This work was supported in part by project (Intelligent detection system of spark machine)
