Abstract-We consider a parameter estimation problem in a general class of stochastic multiple-inputs multiple-outputs Wiener models, where the likelihood function is, in general, analytically intractable. When the output signal is a scalar independent stochastic process, the likelihood function of the parameters is given by a product of scalar integrals. In this case, numerical integration may be efficiently used to approximately solve the maximum likelihood problem. Otherwise, the likelihood function is given by a challenging multidimensional integral. In this contribution, we argue that by ignoring the temporal and spatial dependence of the stochastic disturbances, a computationally attractive estimator based on a suboptimal predictor can be constructed by evaluating scalar integrals regardless of the number of outputs. Under some conditions, the convergence of the resulting estimators can be established and consistency is achieved under certain identifiability hypothesis. We highlight the relationship between the resulting estimators and a recently proposed prediction error method estimator. We also remark that the method can be used for a wider class of stochastic nonlinear models. The performance of the method is demonstrated by a numerical simulation example using a 2-inputs 2-outputs model with 9 parameters.
I. INTRODUCTION
There has been a growing interest in the estimation problem of stochastic Wiener models during the last decade; see for example [5] , [23] , [22] , [21] , [1] . A Wiener model is defined by a Linear Time-Invariant (LTI) model followed by a static nonlinear function at its output as shown in Figure 1 . When a disturbance w is present before the nonlinearity, the G(q) f (·) model is called "stochastic". This is a reasonable model for stochastic linear systems when the measurement sensors are nonlinear, as well as for several complicated nonlinear systems; see for example [7] , [8] , and [25] . It is also well known that the class of multiple-inputs multiple-outputs (MIMO) Wiener models is rich enough to approximate, arbitrarily well, a large class of nonlinear systems [3] . It represents one of the simplest instances of block-oriented models [4] , [14] which is used to model nonlinear systems by interconnecting LTI models and static (memoryless) nonlinear functions in various forms.
Historically, most of the research literature on Wiener models and similar block-oriented models considered cases where the only source of uncertainty is at the model's output; i.e., when w = 0. Under this assumption, the likelihood function of the parameters and the optimal Mean-Square Error (MSE) one-step ahead predictor may be computed analytically, and therefore the Maximum Likelihood (ML) problem or a Prediction Error Method (PEM) problem can be formulated and solved using standard numerical optimization algorithms. The focus has been on problems such as model structure selection and parameter initialization. Several specialized methods of structure selection have been developed in both time and frequency domain; see for example the recent survey [17] . It has also been recognized that linear approximations may be used to initialize the estimation problem [18] , [15] , [20] , [19] , [13] , [16] .
If the assumption w = 0 is not maintained, the resulting estimators are not guaranteed to be consistent, as was first shown in [6] . A main difficulty associated with the presence of an unobserved disturbance before the nonlinearity is the intractability of the likelihood function, as well as the optimal one-step predictor. An expression for the likelihood function in this case was derived in [5] where an implementation of a quasi-Newton algorithm based on numerical integration was proposed for ML estimation in cases where w is independent and all signals are scalars. It was also observed in the simulation example of [5] that the resulting estimator is consistent even if w is colored, while [24] concluded the opposite. Notice that if the outputs are independent, the optimal one-step predictor is given by the unconditional expectation which, depending on the model, may not assume a closed-form expression. To obtain a PEM estimator, an approximation based on the unscented transform has been suggested in [22] .
When the disturbance w is colored and the model has multiple outputs, the likelihood function and the optimal predictor are given in terms of high-dimensional marginalization integrals that are challenging to compute. A solution to the ML problem in this case, based on the expectationmaximization algorithm and sequential Monte Carlo (particle) smoothers, has been given in [23] , [24] . Although asymptotically optimal, the convergence of the expectationmaximization algorithm may be slow in some cases. To reduce the computations, consistent but suboptimal two-stage estimators based on a best linear approximation have been suggested in [21] . More recently, computationally attractive consistent estimators in a PEM framework based on suboptimal linear predictors have been proposed in [2] .
In this contribution, we argue that consistent and asymptotically normal estimators of stochastic MIMO models may be obtained using similar suboptimal predictors in the expression of the likelihood function. It is shown that the resulting expression coincides with the true marginal likelihood function which leads to a problem involving only scalar integrals, that may be solved efficiently using numerical integration, regardless of the sample size or the number of outputs. Furthermore, we highlight the relationship between the resulting estimator and a PEM estimator based on the Output-Error (OE) predictor suggested in [2] ; we show that the resulting estimator is equivalent to a PEM estimator based on the OEpredictor and a specific choice for the cost function. While the consistency and asymptotic normality of the former may be established under a weaker identifiability hypothesis, its asymptotic covariance is not necessarily smaller than the OE-PEM estimator as shown by the simulation example. A full explanation of this observation will be considered in a future contribution.
The outline of the paper is as follows. In section II, we fix the notations and review the construction of the likelihood function when w is independent. Section 2 contains our main arguments, and Section IV is devoted to a numerical simulation example. The paper is concluded in Section V with a remark on wider classes of models.
II. THE INDEPENDENT CASE
Suppose that the underlying system is given by the rela-
as shown in Figure 1 , in which G(q; θ • ) is a d y × d u transfer operator matrix, q denotes the forward-shift operator on doubly infinite sequences, y t ∈ R dy and u t ∈ R du for some finite positive integers d y and d u . We will denote the k th output at time t by y t (k) and the k th component of f by f k . Observe that we are using a bold font to denote random variables, and a regular font to denote realizations thereof. The input sequence u = {u t } is a priori fixed and known, and the measurement noise v and the disturbance w are R dy -valued independent and mutually independent stochastic processes with known probability density functions:
independent over t ∈ Z, and k ∈ {1, . . . , d y }. The true parameter θ • ∈ Θ ⊂ R d for some finite positive integer d. Let the data be given as a column vector of stacked outputs
for some finite positive integer N , and denote a given observation by Y . The ML estimation method requires the evaluation of the likelihood function θ → p(Y ; θ); the ML estimator is defined, when exists, as the random variablê
In the class of stochastic Wiener models, the likelihood function is analytically intractable in general. However, when the process disturbance and the measurement noise are independent, as above, with known distributions, the likelihood function can be approximated either by using numerical integration methods or by running Monte Carlo simulations on the model. To see this, observe that, due to the independence assumption, the Probability Density Function (PDF) of Y factorizes as
( 1) For the analysis and the numerical implementation, it is more convenient to work with the negative log-likelihood function
where products turn into sums, and log(·) is the logarithmic function. A ML estimate is then given as a global minimizer of the negative log-likelihood. An expression for the likelihood function of θ at y t (k) can be easily obtained by conditioning on the unobserved random variable w t (k): if w t (k) is given (hence z t (k) is known), the random variable y t (k) has a known density function, and therefore
These are scalar marginalization integrals that can be efficiently and accurately computed, for example using the Simpson's rule with M subintervals [5] for some large positive integer M . The last expression also suggests that it can be approximated using Monte Carlo simulations [1] ;
. An approximate ML estimate is then given bŷ In either case, when the number of subinterval or Monte Carlo samples M → ∞ fast enough, N → ∞ at a sufficiently slower rate 1 , and under standard identifiability and regularity conditionŝ θ N,M a.s.
−→ θ
• by a uniform law of large numbers, and the estimator coincides with the MLE. Therefore, when N, M → ∞ the estimator is consistent in all the cases where the MLE is consistent, and inherits all the asymptotic properties of the MLE, like statistical efficiency. Now suppose that disturbances and measurement noise are dependent, over time and space (i.e., t and k), such that the system is given by the relations
III. THE COLORED CASE
In this case the outputs y t are dependent; and the computations of the exact likelihood function is not an easy task. It is given by a multidimensional marginalization integral over R dyN , where the value d y N for common applications is in the order of thousands. Let us define the column vector
in which the integrands can be evaluated using the optimal MSE one-step ahead predictors and the known PDFs of w and v as we now show. Because z is the output of a linear model, its optimal predictor is computed in a straightforward manner by inverting the disturbance model H w ; the Prediction Error (PE) process is defined as
which coincides with w at θ • = θ and therefore has the same distribution. Similarly, the optimal predictor of the output may be obtained by conditioning on z t and inverting the noise model H v ; the PE process is then defined as
1 an exact minimizer is required only asymptotically.
which coincides with v at θ • = θ and therefore has the same distribution. The joint likelihood function is thus given by the multidimensional integral
Notice that it is not possible to interchange the integration and the product operations; in this case, to obtain the ML estimate, one has to deal with a multidimensional integration problem over a high-dimensional space.
Remark 1: The ML estimate defined as the maximizer of (6) is equivalently given by solving a PEM problem defined using a complete probabilistic model
PE process:
e t (θ) = y t −ŷ t|t−1 (θ),
where p et (e; θ) is the PDF associated with e t . See page 216 and the first paragraph of page 217 in [11] . Note that even in cases where f (x) = x, and depending on the densities p v and p w , the above predictor and associated densities p et are available analytically only in very few cases, and that it is generally not possible to find the form of p et .
Fortunately, PEMs can be defined in many ways, and the used predictor and cost function are user choices; see [11, Section 3.3] . Recently, suboptimal predictors which are linear in the data have been suggested in [2] to bypass the computation of the likelihood function (6); in particular for cases where w is colored. These predictors lead to consistent and asymptotically normal PEM estimators and, in several relevant cases, may be given in terms of closed-form expressions. For example, a simple predictor can be defined as the (unconditional) mean of the outputs, i.e.,
which is independent of the data. In the linear case, this predictor coincides with the predictor obtained using an output-error model, and therefore it was referred to as the OE-predictor. It averages the output y t over all possible values of w t under its marginal distribution. An associated PEM estimator, referred to as OE-PEM, is given bŷ
In a straightforward manner, the above idea may be applied to define predictor of z as well as a conditional predictor of y in (4) and (5) to get
It is important now to observe that whenever p v and p w are members of location-scale families, the distribution of the PE processes ε z t (θ) and ε y t (θ|z t ) will have the same form as p v and p w but not the same parameters. This holds because, when θ • = θ, the two processes coincide with H w (q)w t and H v (q)v t respectively.
The above arguments lead us to the following expressioñ
Since the t th factor of the integrand is now a function of only z t , it is possible to interchange the integration and product operations. By taking the logarithm of both sides in (8) we get a sum of d y N terms involving only scalar integrals:
and the valuep(y t (k); θ) is given by
Thus, we are able to use either Monte Carlo simulations or deterministic numerical integration, as shown in the previous section, to evaluate the scalar integrals and approximately solve the problem.
Relation to the OE-PEM estimator
It is straightforward to see, from the above arguments, that the quantitiesp(y t (k); θ) are in fact the true marginal likelihood function of θ; that is, for any given feasible θ the PDFs defined byp(y t (k); θ) determine the true distributions of y t (k) at θ • = θ. Therefore, we refer to the maximizer of (9) as the marginal ML estimator. Now observe that under the assumption that y possesses a finite mean value for all t, we may always write
in which ζ t (u, θ) is an R dy -valued random variable with zero mean and some PDF p ζt . The process ζ is in fact the PE process defined by the OE-predictor. Let the PDF of the k th entry of ζ t be denoted as p ζt(k) (ζ t (k); θ) and observe that the dependence on u and θ is implicit in the notation. Then, the true marginal likelihood functions
Therefore the estimator defined as the maximizer of (9) is equivalently given by solving a PEM problem defined using the following partial probabilistic model
PE process:
In other words, we obtain an OE-PEM estimator similar to (7)-except that instead of using time-and parameterindependent Euclidean norm, the cost function here is defined using the true marginal negative log-likelihoods, log p ζt(k) , which are input-and parameter-dependent. We now state our main result. Conjecture 3.1 (consistency and asymptotic normality): Under the identifiability hypothesis
and some regularity conditions, the marginal ML estimator defined as the maximum of the quantity in (9) is almost surely consistent for the parameter in (3). Furthermore, the estimator is o(1/ √ N ) a.s. and asymptotically normal with an asymptotic covariance matrix
where the expectation is with respect to the true underlying probability measure, provided that the limits exist.
Proof outline: The main idea here is that the used cost function is a valid log-likelihood function; it is in fact given by the true marginal log-likelihood functions. Note that the expectation of the gradient vector
is zero when evaluated at θ • for all θ • ∈ Θ. To see this, observe thatp(y t (k); θ) is the true PDF of y t (k); therefore, under some regularity conditions that allow for interchanging the differentiation and integration operations, it holds that
where E is with respect top(y t (k); θ). Now observe that in case we established that (12) behaves like its expectation as N → ∞, and assuming that Θ constitutes an identifiable parameterization via the marginals, it follows that the estimator is √ N -consistent and asymptotically normal. For this, it is sufficient, for example, to prove a dominance condition:
which may be achieved using a set of regularity conditions such as continuity and sufficient smoothness of θ →p(Y ; θ) for every Y , compactness of Θ, uniform exponential stability of the predictors, and exponential stability of the data (see [10] , [12] for example).
Remark 2: Observe that the convergence of the estimator can be established even when θ
• does not exist or does not belong to Θ (see [2] for the case of OE-PEM).
IV. NUMERICAL EXAMPLE In this section, we demonstrate the consistency and asymptotic normality of the marginal ML estimator on the stochastic Wiener model depicted in Figure 3 . The model has two
zt (1) zt(2) Fig. 3 : 2-inputs 2-outputs stochastic Wiener model with colored process noise inputs and two outputs related by the equations
in which the transfer operators 
represent saturations at the outputs. The inputs u(1) and u(2) are known independent realizations of standard Gaussian processes. The noise processes v(1), v(2), and the disturbance ε are independent and mutually independent stationary Gaussian processes with zero mean and variance 0.1. The disturbances ζ(1) and ζ(2) are independent and mutually independent stationary Gaussian process with zero mean and variances 4.9 and 3.6 respectively; they are independent of v(1), v(2) and ε. Therefore, the process disturbances w t (1) and w t (2) are zero mean stationary processes with variances λ w(1) = 5.04 and λ w(2) = 3.84 (rounded to the second decimal digit). For this model, the process disturbances are clearly colored and dependent; thus, the outputs of the model are colored and dependent as well. The parameters of the models are constrained to ensure stability: |a ij | < 1, i, j ∈ {1, 2} and the value c in the nonlinearity is assumed known and is fixed to 1 so that the parameterization is identifiable. The true parameter is fixed to These choices lead to a difficult problem where the disturbances saturate outputs which would otherwise be in the (almost) linear part of the nonlinearity. We conducted a Monte Carlo simulation using 1000 data sets, corresponding to different realizations of the disturbances and noise, for increasing values of N ranging from 200 to 1600. The parameter vector θ was estimated using three different methods: the marginal ML studied in this paper, the OE-PEM method proposed in [2] , and a PEM ignoring w completely. The optimization problems were initialized at θ
• to avoid possible local solutions. The results are reported in Table I The simulation results indicate the consistency and asymptotic normality of the marginal ML estimator; while the OE-PEM estimator performs better on the current example. 
V. CONCLUDING REMARKS
We pointed out that a consistent estimator for stochastic Weiner models can, under some regularity and identifiability conditions, be constructed as the maximizer of a product of scalar integrals that may be solved efficiently using numerical integration techniques. Therefore, the estimator enjoys a computational advantage compared to the ML estimator, which requires the evaluation of a multidimensional integral over a high-dimensional domain. The price to pay is a loss of statistical asymptotic efficiency. However, as is well known (see [9] ), efficient estimators are not unique; and efficiency can be retrieved by a single step of a Newton-Raphson scheme. This requires the approximation of the exact score function, for example using only a single run of any particle smoothing algorithms. It is of interest to observe that the ideas discussed here are not specific to stochastic Wiener models. In fact, they may be used to construct consistent estimators for fairly general stochastic nonlinear models. Consider for example a nonlinear state-space model x t+1 = h(x t , u t ; θ) + w t y t = g(x t , u t ; θ) + H(q; θ)v t in which w t ∼ p wt (w t ; θ), and v t ∼ p vt (v t ; θ). Then, a consistent estimator of θ may be obtained by maximizing
log p vt ((y t − g(x, u t ; θ); θ)p xt (x − E[x t ; θ]; θ) dx.
A special case is when
x t+1 = h(x t , u t ; θ) z t = x t + H w (q; θ)w t y t = g(z t , u t ; θ) + H v (q; θ)v t .
This case covers Hammerstein-Wiener models when the model h is static and reduces to (3) if h is static and linear. One advantage of the proposed estimator in comparison to those in [2] is a relaxed identifiability hypothesis: instead of requiring identifiability via the first (two) moment(s), it only requires identifiability via the marginal likelihood function. However, their asymptotic properties (covariance) is not necessarily better than the OE-PEM estimator.
