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The Gulf of Mexico dune system is a broad and dynamic environment that varies greatly in
geomorphology and vegetative composition across the Gulf coastline. Beach mice (Peromyscus
polionotus spp.) are an endangered species that rely on coastal habitat structure. I hypothesized
that beach mouse occupancy would be dependent upon coastal dune land cover and landform
features. I identified coastal landforms using high-resolution elevation data and landform models
in GRASS GIS and identified coastal dune vegetation classes using high-resolution aerial
imagery and object oriented vegetation classification. These features were used to create a
dynamic occupancy model to determine occupancy patterns in three subspecies of beach mice
over multiple years of sampling. Beach mice demonstrated no distinct pattern in habitat
occupancy over the study period. However, dynamic occupancy models demonstrated that
habitat occupancy varied between individual sites, indicating that habitat selection may be
population specific.
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CHAPTER I
INTRODUCTION
1.1

Introduction
The Gulf of Mexico coastal dune system is a broad and dynamic environment that varies

greatly in geomorphology and vegetative composition across the Gulf. This vast extent of dunes,
vegetation, and bare sand (otherwise known as a barrier strand) is invaluable to the coastal
environment for its storm-buffering capacity, habitat provision for endangered species, and
economic value to coastal communities. Landscape features within coastal dune environments
can obstruct or facilitate movement of species that populate these ecosystems, and therefore,
have serious implications for population conservation. These features may also characterize the
ecological integrity of the ecosystem, and represent structures and gradients developed through
energy conversion processes over time (Müller & Burkhard, 2007). The physiography of coastal
habitats is primarily driven by geology, watershed characteristics associated with terrestrial
ecoregions, soils, and coastal oceanographic processes (Griffith et al., 2004). Coastal
physiography plays a role in determining where specific vegetation species occur, which
determines the composition of vegetative cover that populates the coastal dune habitat found in
barrier strand complexes. Within barrier strands, factors like salt spray, access to water, and the
elevation of dunes impact vegetation species survival (Mendelssohn et al., 2017). All of these
factors combined (vegetation, dune height, and slope of dunes) are documented as important
characteristics in beach mouse habitat, and selection of beach mouse burrow locations, which
1

functionally serve as dune engineers through their seed dispersal behaviors (Sneckenberger,
2001). In order to improve conservation planning, especially in dynamic systems,
conservationists must have detailed understanding of existing habitat, and how target species use
and influence available habitat. This is of particular importance in studies focused on species
experiencing habitat loss and fragmentation (Fahrig & Merriam, 1994).
1.2

Baseline Data Development
Until recently, limitations in the spatial resolution of remotely sensed data have

prohibited comprehensive characterization of Gulf of Mexico coastal dune structure and
vegetative composition. However, recent advances in remotely-sensed elevation and imagery
data (i.e., sub-meter resolution LIDAR data, and 1-meter resolution aerial imagery) allow for
examination of areas of interest at finer spatial resolution than previously available. Results of
investigations conducted over the past two decades have demonstrated that when available, fineresolution spatial data (here considered to be ≤ 1m / pixel) are essential to adequately meet many
conservation and ecosystem sustainability objectives, which require a greater degree of
differentiation of landform and/or land cover features (Robinson et al., 2019). In the Northern
Gulf of Mexico (NGOM) land cover data are most commonly used to assess changes in marsh
and wetland vegetation (Ramsey III & Laine, 1997; Yang et al., 2013; Zomer et al., 2009). They
are also frequently used in hurricane impact assessment (Bianchette et al., 2009; Rodgers et al.,
2009). However, the accuracy of land cover maps diminishes rapidly over time and must be
updated as urban spread, erosion, and storm events alter this dynamic coastal landscape.
Currently, the highest resolution land cover maps available within this study’s target extent are
generated by the Florida Fish and Wildlife Conservation Commission (FWC) and Florida
Natural Areas Inventory (FNAI, 2018) and use 10-meter resolution remote sensing data for land
2

cover classification across Florida. However, due to the fine-scale, three dimensional, and highly
variable nature of coastal dune systems, even a 10 m resolution land cover classification may not
suffice to meet many resource managers’ needs in this system. Further, the rapidly changing
nature of dune systems warrants as fine a temporal resolution as possible in land cover
classification maps to account for dune system dynamics over time.
Advances in LIDAR technology and extensive high quality-level (QL1 or QL2) LIDAR
data collection efforts across the NGOM in the last five years provide the opportunity to develop
the first comprehensive surface of NGOM-wide (Mississippi, Alabama, and Florida) coastal
dune and barrier island morphology. This approach uses elevation gradients in 1 m resolution
LIDAR-derived digital elevation models (DEM) and advanced computational capacity in
GRASS-GIS software to create a geomorphic surface of coastal dune systems across a broad
spatial extent. The development of a fine-resolution baseline geomorphic surface across a broad
spatial extent supports the development of supplementary land cover and habitat models based
on dune structure at a specific time (collected Fall of 2015). The process of geomorphic surface
development repeated at regular intervals over time, or following catastrophic storm events, will
provide essential knowledge of coastal dune dynamics and the habitats they support. It has also
been shown that with continuous modelling of updated LIDAR or raster data of a particular
region, a series of morphological and elevation products can be developed from which new
information about spatial patterns and coastal dynamics can be extracted (Mitasova et al., 2009).
This study analyzed a region of the NGOM that had not been directly impacted by a
hurricane-level event since hurricanes Dennis and Katrina in 2005. A decade of relative stability
offered the chance to evaluate vegetation succession and coastal landform development in a
relatively stable state. These stable environmental conditions, combined with the increased
3

resolution of publicly available remote sensing data in the last five years provided an
unprecedented opportunity to map geomorphic and vegetative features of this system, which
were used to develop fine-resolution species-habitat associations and provide a standing baseline
from which dune dynamics can be assessed over time.
1.3

Species Literature Review
The species of interest for this study is the Oldfield mouse, or beach mouse (Peromyscus

polionotus spp.), of which 4 of the 5 subspecies within the Gulf of Mexico coastal region are
federally recognized as threatened or endangered. I focused specifically in this study on three
endangered subspecies of beach mouse, including the Perdido Key beach mouse (P. p.
trissyllepsis), Choctawatchee beach mouse (P. p. allophrys), and St. Andrews beach mouse (P. p.
peninsularis). The Alabama beach mouse (P. p. ammobates), and Santa Rosa beach mouse (P.p.
leucocephalus) also occur in the NGOM; however, these subspecies were not included in this
study. The Perdido Key beach mouse, Choctawhatchee beach mouse, and St. Andrews beach
mouse have been considered threatened or endangered for decades, with an increase noted in
their rate of population decline starting in the 1980’s (Humphrey & Barbour, 1981; Holliman,
1983). Principal causes of their population decline include loss of primary and refugia habitat to
coastal development, introduced predatory species, and a complex and ever-shifting environment
(Gore & Schaefer, 1993). Collectively, the historic range of beach mice stretched across the
entire NGOM (Escambia County, AL to Gulf County, FL). For example, the Choctawhatchee
beach mouse formerly existed as a contiguous population along ≈97 km of Florida’s Gulf coast,
but is now reduced to occupy three sites within a highly fragmented designated critical habitat
area (Van Zant & Wooten, 2003).

4

This study characterized geomorphic structure and vegetation composition of coastal
dune systems in several designated beach mouse critical habitat areas in the NGOM region. For
the purpose of this study, the term “primary” in relation to beach mouse habitat will describe the
lightly vegetated, low-elevation, foremost line of dunes preferred by early successional plant
species. These dune zones are commonly populated with graminoid species like sea oats (Uniola
paniculata) and coastal little bluestem (Schizachyrium spp.), which provide seasonal food
sources for local beach mouse populations (Moyers, 1996). Beach mice favor these areas, and
beach mouse population densities have been found to be relatively high in this primary habitat
(18 - 26 mice per hectare) in some subspecies (Lynn, 2000). Also for the purpose of this study,
“refugia” will apply to a region of the coastline consisting of higher-elevation, tertiary or relic
dune structure described as having a dense, shrubby band of vegetation travelling parallel to the
shoreline and spreading inland several hundred meters (Extine & Stout, 1987). This area of scrub
dunes has been identified as essential beach mouse habitat, in which higher elevation dunes and
woody vegetation may serve as refugia from storms, a supplemental forage source, and habitat in
the event of primary habitat loss (Sneckenberger, 2001). Refugia is considered crucial shelter
during catastrophic events, and beach mouse access to these zones is critical for the survival of
the species (Rave and Holler, 1992). The dominant woody vegetation cover in shrub dune
systems is commonly sand live oak (shrub oak) (Quercus geminata), and yaupon holly (Ilex
vomitoria) (USFWS, 2006)
Previous studies typically relied on coarser resolution remote sensing data or targeting of
a single subspecies to understand how beach mice interact with their environment. The goals of
this study were to utilize fine-resolution remote sensing data to identify land cover and landform
features within several areas of NGOM beach mouse habitat and determine a relationship
5

between these habitat features and beach mouse colonization and extinction across three different
beach mouse subspecies. The identification of important habitat associations may be used to
inform conservation and management of these endangered subspecies, and provide an important
baseline dataset for assessment of coastal dune dynamics and resilience over time.
1.4

Objectives
My first objective was to use 1-meter resolution elevation and imagery data to develop a

comprehensive coastal dune geomorphon map along NGOM coastal dune systems. My second
objective was to develop a pilot characterization of dune vegetative composition using 1-meter
resolution aerial imagery within designated critical habitat areas for Perdido Key beach mouse,
Choctawhatchee beach mouse, and St. Andrews beach mouse subspecies. My third objective was
to develop models of beach mouse-habitat association using dune geomorphology and vegetative
features to determine important habitat characteristics and how they affect beach mouse
populations over time.
The challenge of a study this novel in nature was the need to develop baseline data upon
which the foundation for the third objective was based. Thus, my first two objectives focused on
the process and development of habitat features as a GIS analysis in preparation for their
incorporation in the third objective. However, I predicted that variation would exist in
geomorphic structure across the NGOM dune systems, but that vegetation composition in beach
mouse critical habitat areas would be relatively consistent and reflect the relatively narrow suite
of food and cover resource needs of beach mice despite differences in geography. Given the
stability of the ecosystem at the time the data were collected, I predicted that occupancy rates of
beach mouse subspecies would be highest in areas with a high percentage of grassy cover and
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slope morphology as these features are most commonly associated with primary beach mouse
habitat and location of burrow sites.
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CHAPTER II
HIGH-RESOLUTION GEOMORPHOLOGICAL CLASSIFICATION OF NGOM COASTAL
DUNES
2.1

Introduction
The surface of the Earth can be viewed as a variety of adjacent landforms that divide

terrestrial surface features into fundamental spatial entities. These entities establish boundary
conditions for physical processes that are fundamental to a variety of scientific fields including
geomorphology, ecology, biology, and hydrology (MacMillan & Shary, 2009). In the
southeastern United States, processes such as weathering and erosion are particularly
conspicuous at the coastal interface between land and the Gulf of Mexico. The most notable
products of these natural forces are coastal dunes that sprawl across the barrier islands of
Mississippi, and the coastline of Eastern Alabama and Northwestern Florida. Despite the spatial
extent of these features, they have not yet been subject to landform classification at a spatial
scale that encompasses the entire NGOM. The creation of a complete coastal dune geomorphic
surface and landform classification for this region would fill the present gap in Gulf of Mexico
dune system data, provide a more complete overview of coastal dune systems, and may be used
to target and optimize dune conservation efforts. Accordingly, this project applied automated
land surface segmentation (i.e., auto-segmentation), to elevation models created from LIDAR
point data, in order to develop geomorphons and identify individual landform classes and
interactions across the NGOM.
8

The vast majority of auto-segmentation methods developed to geomorphologically map
landforms (morphologic, genetic, chronologic, and dynamic) focus on the morphologic principle
of landform mapping (Pennock et al., 1987; Dikau et al., 1995; Giles & Franklin, 1998;
MacMillan et al., 2000; Saadat et al., 2008; Klingseisen et al., 2008). Auto-segmentation
methods quantitatively classify landforms (e.g., ridge, crest, valley) with a two-step differential
geometry process applied to a digital elevation model (DEM) using a fixed-size moving window.
Specifically, this method distinguishes landforms based upon calculated slope gradients,
curvature, and elevation variation. Differential geometry is a scale-dependent analysis based on a
fixed pixel size, and when resolution or size of the moving window is altered, a different
classification and a new map is produced (Stepinski, 2011). This analytical method was applied
to coastal dune evolution by Mitasova et al. (2005, 2009), and has been shown to capture local
morphology in study areas similar in structure to Gulf of Mexico dune systems. However, this
method of analysis is not optimized for all forms of terrain analysis and would not fit this study
that examines landform relationships at 1-meter resolution over more than 400km of coastline.
A more recently developed approach for terrain classification is the pattern analysis
technique presented by Jasiewicz & Stepinski (2013), which models variation in topographic
patterns across a landscape. This approach is based primarily on landform element analyses of
local ternary patterns (Liao, 2010), and image micro-structures (textons) that act as visual
perception cues (Julesz, 1984). Jasiewicz & Stepinski titled these patterns “geomorphons”.
Geomorphons act as identifiers for local patterns much like differential geometry; however,
instead of a fixed-size window delineating an area within which to collect elevation values,
geomorphons use a self-adapting window for determining Local Ternary Patterns (LTP) within
local topography (Jasiewicz & Stepinski, 2013). This form of analysis allows the user to capture
9

the “fuzziness” associated with landforms such as coastal dune fields, where a series of dunes
contributes to a continuous, sprawling surface of peaks and slopes with no clearly defined singledune boundaries. GRASS GIS (GRASS Development Team, 2018) has integrated this form of
neighborhood analysis in to a geospatial tool called r.geomorphon (Jasiewicz, Stepinski, and
GRASS Development Team, 2018). R.geomophon takes an input DEM and user-defined search
threshold which determines length on the geodesic distances where line-of-sight is calculated.
These search distances extend in eight, radial, compass directions from a central point as a
continuous line, and using a ternary operator converts surface relief and horizontal distance
(represented respectively as pairs of zenith and nadir angles) into a ternary pattern (8-tuple)
(GRASS Development Team, 2018). Changes in elevation detected within the search threshold
are registered as being equal to, higher than, or lower than the central point, and this process
returns 10 unique landform classes commonly used in geomorphic descriptions (summit, ridge,
shoulder, spur, slope, hollow, footslope, valley, depression, and flat) to represent slight variations
in surface objects (Fig. 2.1) (Jasiewicz & Stepinski, 2013). To ensure the greatest accuracy in
landform representation, bare earth DEM’s are used for this analysis. These DEMs are created by
filtering LIDAR points that fall upon vegetated or developed areas to remove above ground
surface clutter (Sithole & Vosselman, 2004).
Advances in LIDAR technology have increased the density of LIDAR data points to submeter resolution in many areas along the NGOM coast. The increased frequency of coastal
LIDAR surveys now allows for development of high-resolution, three-dimensional spatial
models of coastal systems from which structure and patterns associated with dune systems and
their dynamics can be derived. However, until recently the challenge has been balancing
computational processing capacity necessary for fine spatial and detailed thematic resolution
10

data with the need for information that facilitates decision making across larger geographic
extents. Recent advances in computational processing capacity coupled with the availability of
frequently updated, sub-meter resolution LIDAR data across the NGOM coast has greatly
expanded the potential applications of geospatial data and software to coastal dune systems, and
their use in conservation planning.
My objective was to use the r.geomorphon module in GRASS GIS to classify threedimensional landform components of coastal dune features at fine spatial resolution (1 m) across
the entirety of the NGOM coastline. The resulting classification of coastal dune landforms across
the NGOM, and the creation of a base dataset of dune geomorphons is the first of its kind in the
field of geomorphology. An inventory of these dune landforms establishes the first, complete,
geomorphic surface of terrain features in the NGOM, which is crucial for future time-series
analysis of coastal dune evolution.
2.2
2.2.1

Methods
Site Description
I defined the study area for this investigation as the ~460 km of coastline between Cat

Island, Mississippi and St. George Island, Florida, which includes the five major barrier islands
on the Mississippi coast and Dauphin Island, Alabama (Fig. 2.2). The majority of the study area
occurs in a ~390 km long and 2-3 km wide stretch of coastal southeastern Alabama and
northwestern Florida, and is characterized by elongated, shore-parallel dunes and scattered
parabolic dune features with elevations documented up to 22 m (Otvos, 2004). In 2016, dunes
approximately 23 m in height were observed in the mainland region of Gulf Shores, Alabama;
however, most coastal dunes in the study area range in height from 2-6 m. The study area
domain captures the portions of the Gulf of Mexico coast with the greatest variability in dune
11

structure, and represents an environment with several unique ecosystems that have developed in
association with particular dune morphologies (e.g., coastal dune lakes of Walton County, FL).
Morphologically, the NGOM observed dunes may be broken into two classes. Transverse dunes
typically exhibit heights of 4–8 m in narrow 100–300 m bands and extend inland 1-7 km in the
Gulf Shores, Alabama and Destin, Florida regions (Otvos, 2004). Transverse dunes are formed
by the alongshore and across-shore movement of relatively large-scale dunefields (Hesp &
Thom, 1990). Within the class of transverse dunes, shore-normal, and shore-oblique ridges have
been recorded with lengths ranging from 200–300 m and vertical relief ranging from 5.0–10.0 m.
These features can be found near Grayton Beach, Florida, where the largest range in height from
4.0-10.0 m and separate the southern shore of Western Lake from the coastline. Otvos (2004)
reported that the largest of these landforms are identified in Walton County, Florida and are
remnants of historic parabolic dunes. Parabolic dunes in coastal systems most commonly
develop as transverse dunes become stabilized with vegetation growth, evolve into parabolic,
multi-ridge landforms (e.g., Davis, 1972). Structurally, exterior dune morphology alone may not
serve to distinguish some parabolic dunes from transverse dunes, and further internal structure
examination is required to determine the difference (Hesp & Martinez, 2008). Although
parabolic dunes and transverse dunes have been aggregated into the same class in the literature
(e.g., Pye, 1983; Pye & Tsoar, 1990), for the purposes of this study the question of
developmental origin and movement history will be left for a separate time-series analysis.
2.2.2

Data Acquisition
Topobathy LIDAR data were collected over the coasts of Mississippi, Alabama, and

Florida in 2015 and 2016 by Joint Airborne Lidar Bathymetry Technical Center of Expertise
(JALBTCX) for the US Army Corps of Engineers (USACE) and made publicly available as
12

bare-earth DEMs through the National Oceanic and Atmospheric Administration’s (NOAA)
elevation data inventory. The data include bathymetric & topographic data representing Earth
surface elevations above and below the immediate coastal waters
(https://coast.noaa.gov/dataviewer/). The data were quality controlled by NOAA and have a
vertical accuracy of 19.6 cm at a 95% confidence level, and a horizontal accuracy of 100 cm at a
95% confidence level, and a horizontal accuracy of 100 cm at a 95% confidence level. I reduced
analyzed DEMs using the GRASS r.mask tool (GRASS Development Team, 2018), to remove
non-essential bathymetric elevation values, and portions of the DEM that extended into the
mainland beyond coastal dune fields, or portions that were completely developed to increase
processing speed without affecting coastal landscape attribute classification. I addressed the
potential of null pixels existing within the elevation data and creating false features using the
r.fillnulls tool in GRASS GIS (GRASS Development Team, 2018). This process fills in gaps in
DEMs using regularized spline interpolation based on the border pixel values of the data gap. I
masked areas with elevation pixels valuing < 0, such as coastal inlets, dune marshes, and dune
lakes, using raster calculator and the simple formula [(raster >= 0) * raster]. With the exception
of the Mississippi barrier islands, Dauphin Island in AL, and St. George Island in FL, the
majority of the data existed in a continuous, thin band broken only occasionally by ocean inlets.
To increase processing speed and reduce the computational cost of running r.geomorphon on a
very large raster dataset, I broke the continuous stretch (Fort Morgan, AL to Port. St. Joe, FL)
into four unequal, non-overlapping segments based on the natural boundaries of USGS 8-digit
hydrologic unit codes (HUCs).
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2.2.3

Surface Development
I extracted geomorphons using the r.geomorphons tool in GRASS GIS Version 7.41 for

the 1 m DEMs (Jasiewicz, Stepinski and GRASS Development Team, 2018). As described by
Jasiewicz & Stepinski (2013), the equation for geomorphon development is:

1 𝑖𝑓 𝐷𝜓𝐿 − 𝐷𝜙𝐿 > 𝑡
𝐷𝛥𝐿 = { 0 𝑖𝑓 |𝐷𝜓𝐿 − 𝐷𝜙𝐿| < 𝑡 }
−1 𝑖𝑓 𝐷𝜓𝐿 − 𝐷𝜙𝐿 𝑏 − 𝑡

(2.1)

Where DΔL denotes a value associated with a ternary pattern that corresponds to eight
compass directions (D), lookup distance or line of sight (L), and a free parameter for the flatness
threshold (t). L is a value determined by the user and is expressed as distance in meters from a
central cell. Because this study was carried out across 460 km of the NGOM, I set the search
radius to a 100 m look-up distance (LOD) to be large enough to process larger sections of terrain
with relative ease while still capturing the subtle landform variations present in the 1-meter
resolution elevation data. For comparison, in Jasiewicz &. Stepinski (2013) a LOD of 50 m (at
30 m resolution, for a total lookup distance of 1500 m) was used to geomorphically classify the
country of Poland (312,678.9km2), as compared to a study performed by Di Stefano & Mayer
(2018) which analyzed 3 km2 of 1 m resolution bathymetric elevation data at an LOD of 35 m.
The elevation angles (DSL) I employed to calculate D and L were established from the zenith
angle, defined within the parameters of the formula as 𝐷𝜙𝐿 = 90° − DβL (maximum elevation
angle), and nadir angle, defined as 𝐷𝜓𝐿 = 90° − DδL (minimum elevation angle) where these
angles result in a positive value between 0°- 180° (Jasiewicz & Stepinski, 2013). For each cell,
r.geomorphon analyzes pixels within a given lookup distance and line of sight from the 8
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compass directions of a central pixel, and assigns those lower in elevation than the central cell as
value of −1. If no elevation change is detected within the line of sight, the feature is assumed to
be planar and cells are designated with a 0. If elevation is detected in the form of cells greater in
value than the central cell, these pixels are given a value of +1. R.geomorphon creates 10
geomorphic classifications (summit, ridge, shoulder, spur, slope, hollow, footslope, valley,
depression, and flat) to describe landforms features across a surface (Fig. 2.3, 2.4). I retained the
flatness threshold parameter as default (1°), since it showed no influence on peak detection
during data exploration, and this study was interested in classifying the terrain to the highest
degree of detail.
A simple reclassification of subsets of categories performed in r.reclass facilitated
identification of prominent dune features, subsequent identification dune footprints, and to view
the surface as pixels that could only be attributed to dune features. I performed this process on
the features “ridge”, and “summit” (Fig. 2.5). These features were selected because they are the
highest elevation and most distinctly associated with dune features. The ridges and summits of
dunes help indicate the movement and directional shift of the dune as it migrates, as these
features are more prone to wind driven erosion, given their elevation.
Reclassification highlighted the need for more narrow classification standards, and
identified landform classes that could be grouped to create objects that were visually more
representative of dune features on the landscape. I aggregated >1 class into single classes using if
statements for grouping associated features as follows: “ridge” and “summit” were aggregated to
create “summit”; “slope” and “spur” were aggregated to “slope”; and “valley” and “depression”
were aggregated into “valley”. I retained other classes of “flat”, “footslope”, “hollow”, and
“shoulder” as unique landform features to aid in defining dune footprints, simplifying the total
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classification to 7 classes, instead of 10 (Fig 2.6). For exploration of classification statistics, I
used the raster package (Hijmans et al., 2015) in RStudio (R Core Team, 2018) and geomorphon
rasters to obtain raster summary values. I selected target sites for landform feature summaries,
due to computational challenges associated with attempting to summarize in the classified
features across the full extent of the NGOM. The target sites were representative of the coastal
landform segment from which they were selected, avoided highly urbanized areas, and whenever
possible related to the study of origin performed by Otvos (2004). Target sites consisted of
West/East Ship Island, MS; Horn Island, MS; Cedar Grove, AL; Gulf Shores State Park, AL;
Perdido Key, FL; Santa Rosa, FL; Topsail Hill Preserve State Park, FL; St. Joseph Peninsula
State Park, FL; and St. George Island, FL.
2.2.4

Topographical Uncertainty Estimate
This study relies on a geomorphic surface model derived directly from multiple DEMs;

however, the accuracy of the elevation values should not be automatically assumed as correct.
Any errors in the original DEM will propagate to products developed from it, and lead to a
misrepresentation of the true surface. To assess the accuracy of the elevation models used in this
study, I took a Monte Carlo approach to simulate DEM uncertainty. I approximated a random
surface of uncertainty variables in normal distribution and a standard deviation equal to the
RMSE provided by NOAA in the DEM metadata (10cm/1m). This method of creating an
uncertainty surface has been previously used in situations where analysists do not have
supplemental or in situ data for accessing DEM accuracy (Van Niel et al., 2004; Wechsler &
Kroll, 2006), as was the case in our study. The random surface dimensions corresponded to a
target NOAA 1m resolution, bare-earth DEM from Grayton Beach State Park, FL. The elevation
of the target quadrangle ranged from approximately 0 to 11 meters in elevation. Within the
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random surface, each point (grid cell) represented a possibility of error at a specific location, or
cell, and the entire surface represented the NOAA DEM’s error distribution. I added the
generated random surface to the original DEM to create a realization or potential surface of
errors located across the scene, and this resulted in a single simulated error surface. This process
was repeated 1000 times to ensure that I captured the full distribution of possible elevations in
the Monte Carlo simulation. I followed the formulas suggested for uncertainty assessment by
Wechsler & Kroll (2006) and calculated Average Relative Absolute Difference (ARAD) to
acquire the percentage of absolute deviation of the predicted value from the true value. I
calculated Standard Deviation (STD) to quantify random errors and the measure of their
variability around mean value. Bias was calculated to quantify systematic error and obtain the
degree to which simulated parameters are above or below the true parameter at a point. The final
metric was an evaluation of Root Mean Square Error (RMSE).
2.3

Results
The uncertainty assessment indicated that elevation had an average ARAD of 0.2% (Std

0.03%), a STD of 1 (Std 0.1), a Bias of 0.01 (Std 0.2), and an RMSE of 1 (Std 0.1). The metrics
summarized as a whole indicate that elevation across the DEM for Grayton Beach State Park can
be expected to deviate from the true value by 0.2 percent (ARAD), may vary by as much as 1
meter (STD, RMSE), and on average elevation across the scene is unbiased (i.e., bias is not
significantly different than zero). I averaged these uncertainty estimators across the whole DEM,
and provided a representation of uncertainty. While these results acknowledge the presence of
errors, they indicate they are no greater than was stated by NOAA in the metadata, and they are
not biased to any portion of the DEM.
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A plurality (43%) of all features within the target sites were classified as “slope”
landforms. This result is not uncommon for dynamic coastal dune systems that experience
continuous and varying levels of wind, tidal inundation, and catastrophic storm events. The high
percentage of slope characteristics may be attributed to the presence of erosion, and its
contribution to ongoing dune evolution. Geomorphological characterization dominated by the
slope or hillslope class is common in terrain analysis and is generally the most common
landform on any given landscape on earth (Anderson & Brooks, 1996). The presence and
number of “slope” classes in this study may indicate dune movement, and suggest the potential
for this style of landform modelling to be applied in a time-series analysis.
The second most frequently occurring geomorphon class was “valley”. In these sprawling
dune systems, the parabolic and transverse dunes rapidly transition from elevated surfaces to
lulls between dunes on the sheltered, leeward sides of the dunes. This results in the detection of a
substantial amount of lower elevation points. At lower resolution these low-relief areas are often
classified as “valley” or “depression” as the swales between in the rolling dunes stand out
distinctly against their elevated neighboring points. The 1 m resolution LIDAR-derived DEMs
used in this study are particularly helpful in identifying details among landform features, such as
the small ridges of vegetation-fixed dome dunes, or the difference between where a dune hollow
transitions into a valley. Due to the high resolution of the data there is a large number of
microfeatures (some only 2 m2 in size) detected, the presence of slight gradients associated with
these microfeatures contributes to the high proportion of slope landforms. The third most
frequent geomorphon feature by reclassified pixel was “ridge”. The union of “ridge” and
“summit” classifications was initially due to a proportionally small number of pixels classified as
“summit”. For example, in the coastal dune region of Topsail Hill Preserve State Park, FL there
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were ~2.29 million pixels classified into the default 10 classes by r.geomorphon of which 3.4%
were classified “summit”, 33.8% classified as “slope”, and 15.6% percent identified as “valley”.
After reclassification, these proportions changed to 12.8%, 45.4%, and 23.1% respectively. Since
NGOM dune systems operate as mobile ridges that seldom have a single distinct peak, I
classified the whole top of the dune as the summit to facilitate future change detection over time
as the peak of the dunes shift with dune migration. This classification also helped more
accurately describe smaller dome dunes that typically become classified as simple ridges (see
Fig. 2.3, 2.4, 2.5), as the highest point or “peak” of the dome dune is smaller than 1-meter
resolution data are capable of detecting.
2.4

Discussion
R.geomorphon’s ability to detect landforms at varying resolutions (ex. 1 m, 5 m, 10 m, 30

m) has been evaluated in studies of landform analysis (e.g., Bandura, 2016; Libohova et al.,
2016), and has shown that landform classification is dependent upon pixel resolution. At high
pixel resolution, there is the potential for over-classification of a digital landscape, in which
differences in elevation are exaggerated and classified to represent landforms that may not exist
in that form on the physical landscape. As this study uses finer-resolution data, the possibility of
over-classification or detection noise is acknowledged and has been minimized by the masking
of urban, water, null pixels, and the reclassification of certain landform features, but cannot be
entirely eliminated. A flatness threshold could be implemented to highlight specific landforms
like larger dunes, but this would eliminate smaller dune features that have the potential to
become the foundation of new, large dunes. In order to fully capture variations in dune features,
and describe the overall, dynamic nature of coastal dune systems high resolution spatial data
must be used, and classification noise must be accepted on a certain level. For the purposes of
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this study, identified landforms are expected to exist on the surface in the state they were
classified; however, the accuracy of these classifications may be verified later with the addition
of in situ elevation and survey data.
Here I present a novel classification of NGOM coastal dune systems, at a spatial extent
and resolution that has not previously been available. Using contemporary research, GRASS GIS
open source software, and recently published publicly accessible elevation data, I established a
landform classification method. This provides an improved understanding of coastal dune
geomorphology and addresses a region whose geomorphic characteristics are not commonly
explored beyond the line of foredunes. Based on 2015 and 2016 data, I created an inventory
containing identified landforms across the NGOM, and the extent of these landforms within
several, historically distinct, coastal dune systems that have been highlighted by coastal geology
experts. The geomorphology of dune landforms varies dramatically by region due to differences
in historic and current dune development, erosion processes, and frequency of storm events. This
geomorphological variability has important implications for the sciences that explore physical,
biological, geological, and chemical processes within these systems. An argument could be made
towards selection of an optimum resolution required for describing landforms appropriate to the
classification or management objective. High resolution, 1m data allow for the creation of a very
detailed surface, but is laborious to process across large extents. However, for the purposes of
this project 1m resolution proved to be extremely useful for identifying and classifying
landforms.
Now that a base surface has been established for this region, studies that follow may
quantify newly released spatial data in a similar fashion to assess geomorphon evolution as a
function of time and monitor coastal dune movement across the entirety of the NGOM. Potential
20

also exists for this process to detail the aftermath of catastrophic storm events, such as the overall
impact of Hurricane Michael during 2018, by providing coastal dune structure prior to, and
immediately after such an event. Repeated analysis over time will yield a more robust model of
coastal dune landform change, and may provide insight into how these poorly documented
systems react in the face of major stochastic events as compared to natural movements associated
to the passage of time. Understanding the nuances of dune movement over time and events will
also facilitate more informed management of these coastal dune systems in the future.
2.5

Figures

Figure 2.1

Santa Rosa (Florida) geomorphon surface layer’s classification of landform
features (left) draped on hillshaded 1 m resolution digital elevation model with a
vertical scale of 0.5 m to most accurately represent the in-field appearance (right)
of the costal dune structure in this region.
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Figure 2.2

Project extent across the Gulf of Mexico from the western border of Cat Island.
MS to the eastern border of St. George Island, FL.
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Figure 2.3

Representation of the simple reclassification process where the object identified by
the red box in Figure 2.3 is on Santa Rosa Beach, FL (30.3853704927, 86.824845704) is a relatively small dune of 17 pixels in size, or 17 m2.
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Figure 2.4

Continuation of classification of the dune field identified in Figure 2.3. During
initial classification in r.geomorphon the small dune outlined in red becomes
identified in the geomorphic surface as the landform’s elevation transitions from
2.13 m in elevation to 2.44 m.
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Figure 2.5

Through reclassification of the ridge, and summit classes defined by the
r.geomorphon classification process in Figure 2.4, the most prominent dune
features are highlighted. This process creates a dune footprint defined by the
dune’s tallest landform features.
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Figure 2.6

Dune classification with original geomorphic classifications (top) that show how
summits become classified from ridges, versus reclassification of geomorphic
classes (bottom) which group ridge tops in with summit classes all under the
classification group “summit”. Note in the original classification small dunes
dispersed among the groups of larger dunes; many of the smaller dunes become
classified as 1 or 2 pixels of ridge surrounded by slope pixels.
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CHAPTER III
OBJECT-ORIENTED CLASSIFICATION AND MAPPING OF NGOM COASTAL DUNE
SYSTEM LAND COVER
3.1

Introduction
Coastal vegetation provides the scaffolding upon which coastal dune systems are built.

This process begins in coastal environments where loose, sandy sediment is moved alongshore
by coastal winds and waves. Hedges of coastal vegetation baffle and hold wind-blown sediment
and lay the foundation for larger dune structures; however, the resulting form and dimensions of
coastal dunes are highly variable depending on spatial and temporal fluctuations in wind regime,
sediment input, and vegetation coverage. This process of sandy deposition from a highly-mobile
beach to a more stable dune system is found worldwide in sandy beaches, and presents a wide
range of dune forms that characterize each region’s unique biophysical environment (Barrere,
1992; Heathfield & Walker, 2011; Tinley, 1985; Tsoar & Blumberg, 2002). The presence of
vegetation on a coastal dune landscapes is determined by ecological processes (e.g. salinity,
nutrients, wind speed, and substrate stability) that create strong environmental stress gradients,
which restrict free growth (Hesp, 1991; Hesp & Martinez, 2007). The specific plant species that
establish in dune systems, particularly those pioneer species that recolonize overwash areas
following storms, have been shown to directly influence the development and morphology of the
dune system. For example: low-profile, sprawling plant species like beach morning glory
(Ipomoea pes-caprae) tolerate burial under trapped sand and colonize through crawling,
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rhizomatous growth, which eventually contributes to the formation of a wider, low-profile sand
dune (Hesp, 1999). In contrast, the vertical growth form and positive growth response to burial
by trapped sediments in taller graminoid species like sea oats (Uniola paniculata) often lead to
the development of more steeply sloped dunes (Stallins, 2005). Depending on developmental
factors (e.g., location in dunefield, proximity to water, and aeolian sediment transport rates) the
rate of pioneer species colonization varies and may, in some cases, lead to monodominant stands
of vegetation before different species colonize other portions of the dune (Hesp, 2008). Over
time and increased distance from the shoreline, vegetation species diversity and coverage
gradually increase. Increased vegetation coverage is beneficial for the long-term health of the
dune ecosystem, as all forms of sand dune provide an important buffering function within coastal
systems by attenuating ocean-generated wind and wave energy; however, vegetated dunes
provide the added benefit of limiting erosion in extreme storm events (Silva et al, 2016).
Historically overwashed sections of the NGOM have been found to support an abundance
of plant species that are well adapted for recolonization of disturbed areas (Stallins & Parker,
2003). A number of these pioneer species such as sea oats, bitter panicum (Panicum amarum),
and beach morning glory are also highlighted as recommended species specifically to plant
during Gulf of Mexico dune restoration efforts (USDA, 2011). These pioneers are critical to the
recovery and long-term maintenance of coastal dunes systems, and there are a number of species
that rely on their presence. NGOM coastal dune ecosystems host a number of flora and fauna
that are federally listed as special concern, threatened, or endangered species such as buffbreasted sandpiper (Calidris subruficollis), rufa red knot (Calidris canutus rufa), three
subspecies of beach mouse (Peromyscus polionotus spp.), five of the seven sea turtle species
(Chelonioidea), Gulfcoast lupine (Lupinus westianus), and Harper's yellow-eyed grass (Xyris
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scabrifolia) (USFWS, 2018). A decline in population numbers of imperiled species is concerning
on its own. Yet, in a dynamic and highly fragmented environment, risk of loss is even more
perilous. Coastal dune ecosystems are also subject to environmental changes as a response to an
increase in human population density and urban pressure in recent decades. Environmental
changes have manifested themselves in the form of inundation, flood and storm damage, erosion,
and defense failure (Newton et al, 2012; Nicholls et al, 2008). According to a coastal
vulnerability index (CVI) performed by Thieler & Hammar-Klose (2000), all high-energy
coastlines (and by extent their associated dune systems) in the NGOM are at a moderate to high
risk, and have been predicted to experience 2.5-3.4 mm/yr of relative sea level rise, and 1-2 m/yr
of erosion. Few large stretches of undisturbed dune systems remain in the NGOM. However,
areas with intact dune systems (e.g., Santa Rosa Island, Florida) often sustain some of the most
stable shorelines in the entire NGOM (Otvos, 1982), with demonstrated benefits of vegetation
zonation, and vegetation density (particularly of dune-building species) across the dune system
contributing to dunefield survival following catastrophic storm events (Claudino-Sales et al,
2008; Durán & Moore, 2013). Additionally, these intact dune systems are the last bastions for
endangered species like beach mice to maintain a foothold over extinction. While these coastal
systems have demonstrated a capacity to recover from damaging events, that capacity is limited ,
and the compounded effects of fragmentation, urban pressure, and climate change threaten to
push the limits of the system’s ability to recover.
Remote sensing has been identified as one of the primary data sources to produce landcover maps that indicate landscape patterns (Turner, 1990; Hansen & Rotella, 2002; Griffith et
al., 2003; Riitters et al., 2000; Turner et al., 2003; Wang & D’sa, 2010; Wilson & Sader, 2002).
Through no fault of their own, previous decades of conservation planning across the NGOM
29

have been limited in their effectiveness due to lack of access to high resolution vegetative cover
classifications. Development of a comprehensive vegetation assessment in NGOM coastal dune
systems has been hampered by limitations associated with spatial, temporal, and thematic
resolution of remotely sensed imagery, resulting in vegetation maps that are either too coarse
over space or time to be useful to dune managers, or too limited in geoextent to be useful for
large-scale conservation planning. Recent advancements in the field of remote sensing make
high spatial resolution, multispectral remote sensing monitoring and inventory of vegetation
communities much more accessible (Wulder et al., 2004). GAP and Landfire were made
available in 2001 (with a 2011 and 2016 update) and after the 2014 partnership to GAP/Landfire
created even more useful products for assessing national land cover and vegetation communities
(USGS, 2011; USGS, 2019); however, even after the crosswalk to the more detailed U.S Land
Cover/Natural Vegetation Communities (USNVCS) macrogroups, the 30m Landsat data they are
both based upon lacks the resolution to adequately map all vegetation components at a large
scale. The 2010 NOAA Coastal Change Analysis Program (C-CAP) faces the same issues with
30m resolution, and is not able to properly represent the true diversity of coastal dune systems much of which is lost between the boundaries of a “Bare land” cell and adjacent cells like
“Estuarine Emergent Wetland” or “Scrub Shrub” (https://coast.noaa.gov/ccapatlas/). The most
current land cover classification for a large portion of the NGOM is the 2018 Florida
Cooperative Land Cover Map (CLC) produced by Florida Fish and Wildlife Conservation
Commission (FWC) and Florida Natural Areas Inventory (FNAI). It was performed at 10m
resolution and, in certain areas, used in situ validated data. It provides significantly improved
data for scrub and sandhill regions of dune fields and more accurately captures dune system
boundaries (https://myfwc.com/research/gis/applications/articles/cooperative-land-cover/). CLC
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operates on a hierarchical classification system with state level classification, with a subclass of
site level classification available for certain areas. CLC has been crosswalked to meet FNAI
Natural Community Classification and, in its current state, is one of the most accurate thematic
classifications available. However, even at 10m resolution, the dynamic topographical nature of
dune systems prevents the abrupt changes from vegetated ridges to bare sand to be properly
captured without a notable amount of misclassification.
Medium spatial resolution remote sensing data like Landsat have been used for broaderscale coastal studies, and development of land cover classifications (Munday & Alfoldi, 1979;
O’Hara et al., 2003; Chen et al., 2015). These data have been broadly applied to monitor a
variety of coastal issues, but the complexity and dynamic nature of coastal systems create
significant challenges in application and analysis of remote sensing technologies. While the
varied nature of dune systems may be beneficial for species diversity, the complexity of land
cover often presents significant problems for traditional mapping techniques (Lucas et al. 2002).
To solve this problem, I applied object-oriented classification to high-resolution (1 m),
multispectral aerial imagery to target specific vegetation communities, and provide baseline
information that may later be used for plant community sampling and analysis of coastal dune
landscapes. The additional detail provided by meter and submeter resolution aerial imagery
provides much needed clarity for mapping these dynamic coastal systems. The added advantage
of high-resolution, multispectral imagery is the ability to generate new, more detailed measures
of coastal landcover characteristics and information on their associated biophysical attributes
(e.g., elevation, topography) by including near-infrared spectral response patterns in mapping
algorithms (Colwell, 1986). Object-oriented image analysis (OBIA) is a convenient method for
rapidly and systematically mapping spatial objects using spectral response patterns. Object31

oriented classification been found be a considerably more accurate means of classifying land use
and land cover when compared to traditional pixel-based methods such as minimum distance or
maximum-likelihood classifiers (Platt & Rapoza, 2008). As a result, OBIA and classification has
been gaining popularity as an alternative to the traditional pixel-based method of classification
(Blaschke et al., 2004). The objectives of this study were to apply object-oriented classification
method on nine target sites along the northwestern Florida coast to extract and create a 1m
resolution dune vegetation land cover classification. This study lays the framework of a
classification system that could be applied to multispectral imagery across the full extent of the
NGOM, and provide a land cover classification that is critical for the continuing health and
stability of the coastal dune system, and targeted habitat management for at risk species of the
region.
3.2
3.2.1

Methods
Study Areas
I targeted ten protected sites in the NGOM along the Florida (Gulf State Park, Perdido

Key State Park, Perdido Key Gulf Island, Shell Island, St. Joseph Peninsula State Park, Topsail
Hill Preserve State Park, Grayton Beach State Park, Deer Lake State Park, Crooked Island West
and East) coastline (Fig. 3.1). The dune systems of these state parks and federal properties are
some of the least anthropogenically disturbed coastal dune sites in the NGOM and are listed as
critical habitat for many coastal species of plants and animals. The dune systems of Topsail Hill
State Park, Grayton State Park, and Deer Lake State Park in Walton County, Florida are unique
in the fact that they shelter 9 of the 15 rare coastal dune lakes in Florida. The dune systems in
these sites commonly support plant species such as, dune spurge (Chamaesyce ammannioides),
seaoats (Uniola paniculata), seapurslane (Sesuvium portulacastrum), beach cordgrass (Spartina
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patens), coastal little bluestem (Schizachyrium spp.), seashore elder (Iva imbricate), saltgrass
(Distichlis spicata), waxmyrtle (Morella cerifera), sand pine (Pinus clausa), false rosemary
(Ceratiola ericoides), and sand live oak (Quercus geminate) (Williams, 2007).
3.2.2

Data Collection and Preprocessing
I obtained 1 m resolution multispectral National Agriculture Imagery Program (NAIP)

and NOAA imagery through the USGS Earth Explorer and NOAA Data Access Viewer sites,
respectively, from the years of 2015 and 2016 for each of our target mapping sites. I mosaicked
image tiles for each site using Erdas Imagine 2016’s MosaicPro software, using seamline for a
smooth union and image dodging for color correction between images. I then masked the
majority of water, developed, and other land area surrounding target sites to increase efficiency
of segmentation during object-oriented classification.
3.2.3

Segmentation and Extraction
I performed object-oriented classification using Trimble eCognition Developer 9, using

image layer weights for segmentation of the RGB and near-infared (NIR) bands as 1 (red), 2
(green), 1 (blue), and 3 (NIR). The decision to give increased weight to the green and NIR bands
was based on high spectral reflectance associated with vegetation. I employed an initial seven
class hierarchy for each scene, which classified objects to categories of coastal grasses/forbs,
coastal marshgrass, sand, sand oak/evergreen, wax myrtle/false rosemary, urban, and water. I
chose nomenclature for vegetation classes based on growth form, zonation in the dune system,
and most probable dominant species given the location. I later crosswalked these classes into the
FNAI Natural Community Classification standards (Table 3.1).
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The zonation of vegetation in coastal dune systems can be visibly obscured in remotely
sensed imagery, so I relied on the general principle for Gulf of Mexico coastal dune vegetation
zonation described by Moreno-Casasola (1988). Upon segmentation, a ruleset may be
constructed to inform classification based around the differences found between an object’s
spectral and spatial information, and any custom attributes that have been assigned to the
imagery such as NDVI, or ratio vegetation index. In eCognition, this information is found in the
spectral characteristics and spatial relationship of each segmented object. OBIA uses similarity
in spectral information across a series of pixels to identify objects of a similar class. This process
segments an image into sections based on groups of similarly valued pixels and extracts those
segments to retain the shape of the classified object. Before classification, I derived training data
visually using Google Earth Pro street view, which has produced high-resolution ground images
covering much of the NGOM’s foredune and boardwalks. This process was employed because
Google Earth Pro is more temporally representative of our aerial imagery and aided in
production of general classes of vegetation that better aligned temporally with our aerial
imagery. After completing image segmentation, I constructed a series of rulesets based on the
spectral differences found between objects. I initially separated target site segments by extracting
and classifying sand objects, as it is the brightest object in the scene, and highly reflective of
NIR. I then extracted vegetation classes from the remaining non-sand objects using differences
and thresholds between NDVI values, NIR values, band ratioing, and relation to other objects. I
established rulesets to delineate land cover classes independently at each site according to the
characteristics of the objects determined after segmentation and thresholding.
In eCognition, classification rulesets operated in an “if-then” structure, inquiring whether
each object met a given set of thresholds. If it met the threshold, then it was classified and
34

extracted from the body of objects; however, if it failed to meet the threshold it was left until it
was classified in another pass by a different ruleset. This study used a top-down approach
following Hofmann (2001) in which, classification of appropriate classes is performed on the
highest and most general level first, and classes are successively refined at each lower level. In
our approach, if no sandy cover was segmented on the first pass, the software passed the object
on to the classification ruleset for vegetative cover. If vegetation cover existed, the image was
segmented again and excluded the extracted sandy cover. Vegetative cover was extracted
according to the extraction rule sets. Image object features such as geometry and custom object
features (like NDVI) were incorporated where available to enhance spectral features and
maximize classification accuracy. Vegetated and non-vegetated areas (sand, water, urban) were
classified first as the largest, and most abstract objects at the highest level (level 3). At the next
level, classification results from level 3 were segmented again, and woody vegetation and
grasses were extracted. The refinement of classes continued to the lowest level and resulted in 7
classes: 1) coastal grasses/forbs, 2) coastal marshgrass, 3) sand, 4) sand oak/evergreen, 5) wax
myrtle/false rosemary/shrub, 6) water, and 7) urban. The extraction of different vegetative cover
types used object features values to enhance differences between vegetation communities, and
their relationships to other classified objects within the scene (Fig. 3.2). I then exported
vegetative class polygons into ArcMap 10.5, and dissolved adjacent segments of the same class
for simplicity of interpretation.
3.3

Results

I created high resolution classifications of coastal landcover features at 10 sites focused on
extracting vegetation classes that can be easily crosswalked into a FNAI classification scheme
for some of the few remaining protected areas of coastal dune in the NGOM (Fig. 3.3). Our work
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was the first to characterize land cover using object-oriented techniques for these protected areas
in the NGOM. The vegetation coverage was our primary interest of this study and is reported as
square meters of land coverage by site (Table 3.2). By site, highest percentage of landcover was
as follows: Crooked Island East (FL), coastal marshgrass (28.5%); Crooked Island West (FL),
coastal grasses/forbs (28.3%); Deer Island State Park (FL), sand (45.3%); Grayton Beach State
Park (FL), sand (46.8%); Gulf State Park (FL), sand (51.7%); Perdido Key Gulf Island (FL),
coastal grasses/forbs (40.2%); Perdido Key State Park (FL), coastal grasses/forbs (50.5%); Shell
Island (FL), sand (29.9%); St. Joseph Peninsula (FL), coastal marshgrass (24.1%); Topsail Hill
Preserve State Park (FL), coastal grasses/forbs (34.4%). I found that coastal grasses/forbs
composed the majority of each classified site’s vegetation, with the exception of St. Joseph
Peninsula and Crooked Island East. Dominant vegetation cover at these sites included coastal
marshgrass (Crooked Island East, St. Joseph Peninsula), wax myrtle/false rosemary shrubs (St.
Joseph Peninsula), and sand oak/evergreen (St. Joseph Peninsula). I found limited coverage of
coastal marshgrass at Grayton Beach, Deer Island, Perdido Key Gulf Island, Perdido Key State
Park, and Gulf State Park. Additionally, I found limited cover of sand oak/evergreen at all sites
other than Crooked Island East, Shell Island, St. Joseph Peninsula, and Topsail Hill. I also found
that wax myrtle/false rosemary was limited in composition at the Gulf State Park, Deer Island,
Grayton Beach, Perdido Key Gulf Island, Shell Island, and Topsail Hill Preserve.
3.4

Discussion
Across all sites besides Crooked Island East and Perdido Key State Park, sand cover had

the highest percentage of coverage next to coastal grasses. Crooked Island East is an exception
due to the high coverage of coastal marshgrass. Percent coverage of urbanization was greatest in
Perdido Key State Park and Gulf State Park. This was due to their adjacency to Hwy AL36

182/FL-292, and the development that has occurred around the highway. At Perdido Key State
Park the lower percentage of sand cover was due to the high percent coverage of coastal grasses
filling in open spaces that would otherwise be classified as bare sand. Though the appropriate
distribution of native vegetation cover will undoubtedly be site-specific and interact with the
geomorphic structure of the dune field and elevation variance, dominance by different vegetation
classes may provide some indication of past disturbance as well as vulnerability of dunes to
future catastrophic events. For example, the high percentage of coastal marshgrass at Crooked
Island East indicated lower areas and pooled water, and during Hurricane Michael in 2018
Crooked Island East visibly sustained greater overwash damage compared to Crooked Island
West.
Of greatest interest to this study, however, was demonstrating the potential for using
object-oriented classification as a means of classify coastal land cover in the NGOM. My work
would be bolstered by including dune geomorphology as part of the object-oriented classification
such that the three-dimensional characteristics of dune structure could better inform vegetation
patterns. An approach that incorporates three-dimensional dune structure could be an obvious
next step of further study. Further, our classification of vegetative cover would be improved by
the addition of in situ vegetation data collected at study sites. I established as much prior land
cover knowledge as possible using visual assessment in Google Earth Pro, but this was limited to
foredune areas and access points, and in situ data would have improved the selection of optimal
segmentation parameters for segmented objects. The major difficulty I encountered with the
object-oriented approach to classifying dune vegetative cover involved potential bias in the
selection of segmentation parameters at different classification levels. This was particularly
challenging due to the relatively large extent of the study sites involved in the segmentation (up
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to 16.5 km of shoreline/site at 1m resolution). Careful selection of segmentation levels offsets a
confounding factor that needs to be considered when analyzing using high-resolution imagery.
Higher resolution imagery is more likely to have a variety of spectral responses, which represent
the same object. For example, a high-resolution aerial image may contain the canopy of a single
tree, of which half is shaded and the other half is sunlit; one side of the tree will have spectral
response patterns that are distinct from the opposite side. An optimization method applied to
segmentation parameters could aid in improving classification of land cover objects and
vegetation groups - especially in complex dune environments - by procedurally reevaluating
segmented objects and refitting segments to more accurately represent image objects. In objectoriented classification this process is often achieved by combining OBIA with a fuzzy logic
approach (Jin & Paswaters, 2007; Xiaoxia et al, 2004). Drawbacks to the fuzzy logic approach
include the creation of a wide variety of functions and rules, and the time spent in testing these
functions to establish the optimal segmentation and classification
Static patterns of dunes and vegetation have previously been documented in coastal
systems in nearby areas (Gibson & Looney, 1994). However, few studies track dune vegetation
changes and their influence on dune geomorphology over time, and none have been performed in
the NGOM on this variety of sites. This is critical to address as dune geomorphology and
vegetation relationships vary over time, yet little documentation exists of these interactions over
broad spatial extents (Miller, 2015). In this classification, a view was captured of the vegetative
cover of natural dune systems in Florida that had not experienced a major catastrophic
storm/washover event since Hurricanes Ivan and Dennis in 2004 and 2005, respectively. With
the landfall of Hurricane Michael in 2018, vegetation communities have undoubtedly been
altered substantially in many parts of this region, and new imagery is now available to document
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these changes. Understanding how vegetation communities and dune geomorphology interact
over time and in response to stochastic events can aid in providing information about sand
accretion and loss, existing habitat structure, habitat gain and loss, and will be critical for
determining the vulnerability of coastal areas to sea-level rise and changing storm frequencies.
Additionally, increasing the number of target sites, or extending the vegetation classification to
the full extent of the NGOM in a future study would provide a complete picture of coastal
landcover, and provide the opportunity for a coastwide crosswalk to a landcover system like
FNAI Natural Community Classification standards, while further bolstering the usefulness and
resolution of an older landcover classification. However, assessment of change over time will
depend on consistency in classification schemes across different time steps.
This study also provides critical insights on habitat structure for at-risk and endangered
species. The undisturbed dune systems I target in this study contains the remaining populations
of four of the five subspecies of endangered beach mice (Peromyscus polionotus ssp.), which are
threatened by habitat loss and fragmentation caused by the increased pace of commercial and
residential development in recent decades (Oli et al., 2001). Little is known about beach mouse
habitat, and in particular, refugia habitat during and after washover events. These data provide a
useful basis for the modelling of beach mouse habitat availability, preference and use over time
given an appropriate species monitoring strategy. Further, this work could provide insights
regarding where and when to allocate restoration and mitigation efforts in the event of
disturbance or displacement.
In general, high-resolution NOAA imagery combined with OBIA provided satisfactory
land cover classification of coastal dune systems in the NGOM region. Trimble eCognition took
full advantage of high-resolution 4-band imagery and the range of spectral responses available
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for evaluation and algorithmic manipulation to obtain high-quality classification results.
Additionally, the distinct difference in general vegetation classes contrasted against bare sand
along the coast makes coastal vegetation classification easier to perform compared, for example,
to a study extracting forest canopy cover. This region is well suited for a high-resolution
classification of this nature, and future analysis would greatly benefit from using an objectoriented approach.
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3.5

Tables and Figures

Table 3.1

Study vegetation classification crosswalked to FNAI Natural Community
Classification standards.
FNAI Crosswalk
Study Classification

FNAI Standard

Sand

Sand beach (unconsolidated
substrate)

Coastal Grasses/Forbs

Beach dune/Coastal grassland

Coastal Marshgrass

Salt marsh

Sand Oak/Evergreen

Maritime hammock

Wax Myrtle/False Rosemary

Shrub and brushland

Urban

Ruderal

Water

Estuarine
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Table 3.2

Site vegetation and landcover class coverage by m2 and percent coverage across all 10 sites.
Vegetative cover
m2 (%)
Site

Coastal
grasses/forbs

Coastal
marshgrass

Sand
oak/evergreen

Wax
myrtle/false
rosemary/shrub

Crooked
Island East
(FL)

1,392,008

1,723,035

958,063

787,864

896,706

0

294,108

(23.001%)

(28.471%)

(15.831%)

(13.018%)

(14.817%)

(0%)

(4.859%)

Crooked
Island West
(FL)

918,642

643,105

270,654

520,415

768,098

0

120,578

(28.340%)

(19.839%)

(8.349%)

(16.054%)

(23.695%)

(0%)

(3.719%)

Deer Island
State Park
(FL)

107,722

23,734

18,544

13,072

146,704

4,126

9,659

(33.292%)

(7.335%)

(5.731%)

(4.040%)

(45.340%)

(1.275%)

(2.985%)

Grayton
Beach State
Park (FL)

249,314

37,514

34,801

65,859

380,831

12,914

32,499

(30.638%)

(4.610%)

(4.276%)

(8.093%)

(46.800%)

(1.587%)

(3.993%)

Gulf State
Park (FL)

236,977

14,915

2,138

2,196

312,802

27,734

8,851

(39.138%)

(2.463%)

(0.353%)

(0.362%)

(51.661%)

(4.580%)

(1.440%)
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Sand

Urban

Water

Table 3.2 (continued)
Vegetative cover
m2 (%)
Site

Coastal
grasses/forbs

Coastal
marshgrass

Sand
oak/evergreen

Wax
myrtle/false
rosemary/shrub

Perdido Key
Gulf Island
(FL)

1,302,001

224,997

21,075

188,319

1,164,127

42,494

295,715

(40.201%)

(6.947%)

(0.650%)

(5.814%)

(35.943%)

(1.312%)

(9.130%)

Perdido Key
State Park
(FL)

813,588

131,034

74,431

180,372

264,852

99,062

48,425

(50.478%)

(8.129%)

(4.617%)

(11.190%)

(16.432%)

(6.146%)

(3.004%)

Shell Island
(FL)

1,659,888

1,208,625

976,292

143,879

1,827,366

0

304,128

(27.121%)

(19.748%)

(15.952%)

(2.350%)

(29.858%)

(0%)

(4.969%)

St. Joseph
Peninsula
(FL)

1,559,262

2,494,603

1,804,955

1,676,181

2,328,499

34,794

447,979

(15.070%)

(24.111%)

(17.445%)

(16.200%)

(22.505%)

(0.336%)

(4.329%)

Topsail Hill
Preserve
State Park
(FL)

576,176

221,221

240,156

137,480

473,495

1,436

22,597

(34.448%)

(13.226%)

(14.358%)

(8.219%)

(28.309%)

(0.085%)

(1.351%)
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Sand

Urban

Water

Figure 3.1

Target site locations across the NGOM, from West to East.
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Figure 3.2

Example of a simplified eCognition system of classification, and the establishment
of classification levels used in image preparation and classification
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Figure 3.3

High-resolution classifications of coastal landcover features at Deer Island, FL,
compared to the original NOAA 1m resolution image.
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CHAPTER IV
MONITORING BEACH MICE OCCUPANCY USING HIGH-RESOLUTION LANDCOVER
AND ELEVATION-DERIVED LANDFORMS IN THE NGOM
4.1

Introduction
The NGOM houses five of the seven extant, isolated subspecies of the old field mouse

(Peromyscus polionotus) known as beach mice (P. polionotus spp.). In the NGOM, beach mice
populations occur in small portions of coastal dune habitat in their historic range, which extends
along the barrier islands and coastline of Alabama and Florida (Hall, 1981). Moving eastwards
along the Gulf of Mexico coast, the eastern coastline of Alabama houses the Alabama beach
mouse (P.p. ammobates); the Florida region of the NGOM is shared by the Perdido Key beach
mouse (P.p trissyllepsis), Santa Rosa beach mouse (P.p leucocephalus), Choctawhatchee beach
mouse (P. p. allophrys), and the St. Andrews beach mouse (P. p. peninsularis). The Alabama
beach mouse, Perdido Key beach mouse, Choctawhatchee beach mouse, and St. Andrews beach
mouse have been considered threatened or endangered for decades, with an increase noted in
their rate of decline for populations of Perdido Key beach mice and Choctawhatchee beach mice
starting in the 1980’s (Humphrey & Barbour, 1981; Holliman, 1983). The primary cause of their
population decline is attributed to coastal development, introduced predatory species, and a
complex and ever-shifting environment (Gore & Schaefer, 1993). Monitoring populations of
beach mice is therefore paramount to ensuring persistence of subspecies in their tenuous position
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in NGOM coastal dune habitat given their federal listing status and the myriad factors affecting
populations. (Pries et al., 2009).
Across their range beach mouse primary habitat is designated as the sparsely vegetated,
low-lying foredunes, typically located immediately beyond the high-tide line (Holler, 1992).
These dune systems are commonly populated with graminoid species like sea oats (Uniola
paniculata) and coastal little bluestem (Schizachyrium spp.) that seasonally supply seeds, which
make up an important component of a beach mouse diet (Moyers, 1996). Forage availability in
primary dunes often fluctuates with season and location. Thus, beach mice periodically exploit
forage and cover resources in scrub dune systems further inland of the primary and secondary
dune lines when necessary. This area of scrub dunes has been identified as essential beach mouse
habitat, in which higher elevation dunes and woody vegetation may serve as refugia from storms,
a supplemental forage source, and habitat in the event of primary habitat loss (Sneckenberger,
2001). The dominant woody vegetation cover in shrub dune systems is commonly sand live oak
(shrub oak) (Quercus geminate), and yaupon holly (Ilex vomitoria) (USFWS, 2006). Alabama
beach mice, specifically, have been reported to target scrub oaks for acorn forage as an important
food resource (Swilling et al., 1998; Sneckenberger, 2001). However, scrub dune is generally not
considered favored habitat, as beach mice densities in refugia habitat have been observed to be
less than densities found in primary dune habitat (Pries et al., 2009). It is not completely
understood what features beach mice select for in scrub/refugia habitat, or the extent to which
beach mice occupy refugia zones across their critical habitat.
Beach mouse reliance on coastal dunes for burrow and foraging sites makes them highly
sensitive to disturbances (anthropomorphic, natural) that cause disruption, loss and/or
fragmentation of habitat (Bowen, 1968; Oli et al. 2001; Holliman, 1983). Lower beach mouse
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population densities in the inland dune systems give justification for conversion of secondary
scrub dune habitat into urban development and tourist features like parking lots and
condominiums, which further hampers beach mouse activity, reduces available habitat, and
prevents beach mice from safely retreating inland during crises. Remaining foredune regions and
primary beach mouse habitat have been generally protected from development and
anthropogenic disturbances; however, continuity of beach mouse habitat across their historic
range has been fragmented for decades through compounding effects of human development and
natural disturbance. The effects of severe habitat fragmentation on beach mouse populations are
compounded by the occurrence of major storm events common to the Gulf of Mexico region,
which rapidly alter vegetation, elevation, and topography in coastal dune habitat (Pries et al.
2009). Oli et al. (2001) modeled neighboring communities of Perdido Key and Alabama beach
mice and concluded that extant populations are highly susceptible to local extinction by
catastrophic storm events. There is evidence that the frequency and intensity of storm events is
increasing across the NGOM, which places the status of beach mice even more at risk in future
years (Trenberth, 2005). Simulations of storm surges for future high sea-level rise conditions (2
m of sea-level rise in 2100) have indicated the potential of 3-5 m of storm surge occurring in the
Florida panhandle region (Bilskie et al. 2016). Rising sea levels as well as more frequent and
damaging storm activity threaten the availability of habitat and its cavity to recover from
disturbance. Therefore, understanding the relationship between beach mice, and their shrinking
habitat may be crucial to species.
A combination of low population, very restricted geographic ranges, and high sensitivity
to disturbances suggests the least invasive method of monitoring existing beach mouse
populations is necessary to minimize impact to populations. Track tubes are one means of non49

invasive sampling for beach mice by which baited polyvinyl chloride pipes are lined with ink
pads to record tracks of small mammals that enter the tube (Glennon et al. 2002; Loggins et al.
2010; Wiewel et al. 2007). Several studies have examined the utility of track tubes for population
movement and monitoring, and have found that track tubes can be useful for monitoring the
relative abundance and beach mouse movement over time (Loggins et al., 2010; Stoddard et al.,
2019; Wilkinson et al. 2012). Many more studies have examined the habitat selection and
movement in beach mice using capture data and tagging methods (Simmons, 2009; Swillings &
Wooten, 2002; Swillings et al, 1998). However, despite several empirical studies, no studies
have examined beach mouse habitat associations across multiple subspecies and sites using
standardized vegetation and geomorphological data derived from high resolution remote sensing
data.
Using geomorphic and vegetative features characterized through remote sensing
applications, I tested the hypothesis that landscape features associated with slope and grassy
cover in primary beach mouse habitat would demonstrate higher beach mouse occupancy rates
across time relative to other landscape features. I predicted that the resources available in
primary habitat may encourage beach mice to occupy these areas at a higher rate and more
consistently across seasons and years, which will be reflected in detection and colonization rates
at each site. Given the limitation of available resources, and the relatively stable environmental
conditions the NGOM has experienced prior to this study, I predict there will be similar habitat
associations between subspecies across all target areas as beach mice have been able to expand
their home ranges in the absence of major disturbance. Given the dynamic nature of coastal dune
environments and the myriad stressors acting upon populations, it is critical that consistencies
and inconsistencies in habitat associations across beach mouse subspecies be understood to better
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manage populations. Results from this study should serve as a novel step forward in analysis of
endangered beach mice across the NGOM.
4.2
4.2.1

Methods
Study Areas
From 2012-2015 the Florida Natural Areas Inventory (FNAI) program, with the

assistance of the U.S. Fish and Wildlife Service Panama City Ecological Services Field Office
and Tyndall Air Force Base collected track tube occupancy data within designated critical habitat
areas for Choctawhatchee, St. Andrews, and Perdido Key beach mouse populations across 13
protected sites in the NGOM (Fig. 4.1). The target areas of my study extended across the Florida
coastline with focused vegetation and geomorphology analysis in the following protected areas:
Deer Lake State Park, Grayton Beach State Park, Perdido Key State Park, Perdido Key Gulf
Island, Gulf State Park, Rish Park, Shell Island State and Federal Properties, Topsail Hill
Preserve State Park, St. Joseph Peninsula State Park, and East and West Crooked Island. All
target sites contained track tube coverage across primary and secondary dune zones for the years
of 2012-2015, with the exception of St. Joseph Peninsula State Park, which only provided data
for 2015. In total, 443 track tubes provided multi-season occupancy data for the years of 20122015 across all sites with the exception of St. Joseph Peninsula. St. Joseph Peninsula provided
single season data for 40 sites in 2015, totaling 483 sampled track tubes. Tube numbers by site
are provided in Figures & Tables in Table 4.1.
I extracted land cover data classified using 1 m resolution multi-spectral aerial imagery
and object-oriented image analysis, and landform features classified using 1 m resolution
LIDAR-derived DEMs within a 25 m radial buffer around each track tube location at each site.
Buffer distance was based on a Wilkinson et al. (2012) radiotelemetry study that determined a
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median nightly foraging distance of beach mice of 25 m. Within each tube buffer, I extracted
percent coverage of sand, shrub, tree, and coastal grass for land cover features (see Chapter 2),
and percent coverage of slope, summit/ridge, valley, and hollow for landform feature coverage
(see Chapter 1). I chose land features based on Chapter 1’s determination that summit/ridge,
valley, slope, and hollow were the four most common landform features across the sites of
interest.
4.2.2

Data Preparation
I elected to use all 483 track tube locations to maximize the inference potential of this

study across sites. However, there was inconsistency in sampling frequency across years at tube
locations so I truncated and aligned sampling events to ensure the same number of sampling
periods and minimum number of days between sampling periods per tube location per year. This
resulted in truncating data to 10, 5, and 5 sampling periods per year for Choctawhatchee, St.
Andrews, and Perdido Key beach mouse sites, respectively. Average number of days between
sampling periods over the span of the study are listed in Figures & Tables in Table 4.2.
4.2.3

Dynamic Occupancy Modelling
Since track tube data provided only binary presence-absence data, I used a dynamic

occupancy model (see MacKenzie et al. 2003) to identify associations between occupancy of
beach mice and land cover/landform. I defined yijt as a binary response variable denoting if beach
mice were detected at track tube i during survey j of year t. I defined a track tube i as the
geographic location where track tubes had been established along my 13 target sites. I defined
parameters for the probability of track tube i as occupied in Year 1 of study (ψi1- also referred to
in this study as initial occupancy); colonization as year t (ψit) when unoccupied in year t and
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occupied in year t + 1 (γit); and extinction as occupied in year t and unoccupied in year t + 1 (εit).
I analyzed occupancy data using the “unmarkedMultFrame” function of the unmarked package
in Program R (Fiske & Chandler, 2011), where observed data at a study site occurs within M
tube locations, over T years of study (primary periods), and a maximum of J observations per
site-year as return visits during each year (secondary periods) as a M × T J matrix. I included
land cover and landform percentages within a 25 m radial buffer of tube locations as site
covariates held constant over time. I included year as a yearly-site covariate representing each
year of study for every track tube location, whereas I included season of sampling and
standardized Julian date as observation-level covariates. Due to truncating the data into a number
of sites that do not fit into a traditional four season framework I separated study “season” into 5
groups (Season 1-5) with each group capturing detections across 73 days of the year to fit into
unmarked’s MultFrame matrix framework. Based on these input covariates, the modelling
function of unmarkedMultFrame estimates ψi1 and occupancy probability following other years
was developed by MacKenzie et al. (2003), and is as follows:

ψt+1 = ψt(1 − εt) + (1 − ψt)γt

4.2.4

(4.1)

Dynamic Occupancy Model Development
I defined 11 covariates and used a stepwise procedure to develop a candidate list of

models (e.g., Bruggeman et al., 2015). Prior to developing the unmarked framework, I centered
and scaled landcover and landform data, and included it in the framework with the standardized
Julian date. I calculated Akaike Information Criterion (AIC) values for each of the 20 models
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candidate model, and selected the best models using ΔAIC values, as well as calculating Akaike
weights (w) for each model to provide a measure of model selection uncertainty and model‐
averaged coefficients for model covariates with ΔAIC < 2 (Burnham & Anderson 2002).
Evidence of relationships between covariates and ψ, γ, ε and p were based on 97.5% confidence
intervals of coefficients, and I considered 97.5% CIs not containing zero to indicate the strongest
evidence of relationships, and 97.5% CIs that contained zero, but were not centered on zero to
indicate intermediate strength of evidence, if no other covariates indicated a stronger response.
For this study, Psi (ψ) consisted of combinations of scaled percentage of sand cover, shrub cover,
tree cover, and grass cover present within a 25 m buffer of a site, as well as percent of site within
a 25 m buffer that is summit landform, slope landform, valley landform, and hollow landform.
Colonization (γ) and extinction (ε) consisted of year of sampling. Detection (p) consisted of
combinations of sample date and season of sample. I initially ran observation-level covariates to
evaluate if probability of detecting beach mouse presence at a study varied with date or season. If
a date or season was identified as a strong indicator of beach mouse detection, the covariate
would be included in further models as land cover and landform features were added into the
model to determine site covariate effects on site occupancy. If no relationship was found
between date or season and detection, I would proceed adding in site covariates to assess their
influence on occupancy. I repeated this process for all sites, with the exception of St. Joseph
Peninsula State Park due to its single season of sampling. I evaluated St. Joseph occupancy
separately using a single-season, site-occupancy analysis with package “unmarkedFrameOccu”
in unmarked (Fiske & Chandler, 2011).
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4.3

Results
Across all target areas initial estimated occupancy rates varied across all sites from 0.75

(Deer Lake State Park, FL) to 1 (Table 4.3). Detection probability typically varied with date and
season across all sites, but generally decreased as winter approached (Table 4.4). For site Deer
Lake State Park, initial occupancy probability was negatively correlated (-9.80%; 97.5% CI 22.37 - 2.77) at intermediated strength of evidence with percent of valley coverage within 25 m
of track tube locations (Figure 4.2). For site Topsail Hill Preserve State Park, initial occupancy
was positively correlated (17.36%; 97.5% CI 0.78 - 33.95) with percent of valley coverage
within 25 m of track tube locations at high strength of evidence (Figure 4.3). For site Grayton
Beach state park initial occupancy was positively correlated (5.24%; 97.5% CI 1.14 - 9.34) with
percent of grass coverage within 25 m of track tube locations at high strength of evidence (Figure
4.4). Using this stepwise process of model selection, no significant correlation was found
between occupancy and site covariates, which explained occupancy in any other sites, when
tested models were evaluated against the null model.
4.4

Discussion
Beach mouse dispersal and occupancy in dune systems have been previously established

to be closely connected with coastal dune land cover and associated land features (Bowen, 1968;
Swilling 2000, Sneckenberger 2001). The results of this study demonstrate the importance of
relationships between coastal biotic and abiotic factors and beach mouse occupancy dynamics
for subspecies of beach mouse within their critical habitat extent across the NGOM. Based on
available occupancy data, beach mouse occupancy does not appear to be universally associated
with specific land cover and land form features across the NGOM. At certain sites (Grayton
Beach State Park) my models supported literature assessments that beach mice prefer grass
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communities, and choose to occupy them for longer periods of time, as these habitat covariates
received strong support in that site’s model for a population of Choctawhatchee beach mice. I
have shown that including site covariates when considering beach mouse occupancy for
modelling or conservation in the Gulf of Mexico may provide a better understanding as to how
beach mice occupancy will change over time; however, there may be additional site covariates
that need to be included to increase the accuracy of occupancy models. Some of my findings
corroborate other studies that indicate that beach mice select for grass cover during preferred
habitat selection (i.e Humphrey & Barbour, 1981). Other studies on beach mouse habitat across
all dune habitats suggest that beach mice prefer dune habitat with sparse vegetation and low
cover (Blair, 1951; Humphrey & Barbour, 1981), which my results provide some support for at
certain target sites.
Previous studies of beach mouse occupancy and population dynamics typically focus on a
particular target site, or subspecies population to make assumptions about the behavior of the sub
species or species as a whole (Swilling et al., 1998). My study indicates that this method of
analysis may not be entirely appropriate, as beach mouse occupancy in my target sites could not
be tied to any particular habitat feature across any other sites. This study indicates that choice in
habitat features for beach mouse occupancy varies greatly between different populations of
beach mice, even between closely related populations of the same subspecies. An example of this
behavior is Deer Lake Choctawhatchee beach mice populations avoiding valley topographical
features while Topsail Hill Choctawhatchee beach mice occupy them at higher levels, even
though these sites are spatially very close (~8 miles). This response may be due to other factors
driving beach mouse population behavior such as perceived predation or a learned
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behavior/habitat preference shared by a local region’s beach mouse population, or may be the
result of bias in track tube location.
The beach mouse occupancy levels I observed across target areas may possibly be a
response to overall habitat availability. Diffendorfer et al. (1995) found that in fragmented
habitat three small mammal species (one of which was the Peromyscus genus) either moved
further distances in fragmented habitat, or moved less often than they did in continuous habitat.
It is possible that the occupancy levels observed in this study are not a product of high
occupancy, but rather an indicator of highly mobile populations. This is unlikely, as previous
observations of beach mice have found that vegetation cover influenced foraging behavior of
beach mice, leading to with increased time spent residing and foraging in areas, which have
increased cover (Bird, 2003). It is also possible that avoiding other stress factors that were
previously identified as contributors to beach mouse decline like predation or connectivity are
influencing beach mouse occupancy, and are simply not able to be detected in these models
(Gore & Schaefer, 1993). To increase the accuracy of this analysis, further classifying areas of
general vegetation cover into specific vegetation species associated with forage and refuge may
increase the strength of inference of the occupancy models.
Although my findings provide unique insights into otherwise unexplored factors
associated with beach mouse occupancy and habitat at a resolution and extent previously
unexamined in literature, I note some limitations and other considerations. First, the usefulness
of high resolution data used to derive covariates is limited without in situ validation of the data to
lend confidence to the model covariates. The lack of existing land cover data of a high enough
resolution to study a creature as small as a beach mouse necessitated the creation of these data
from available remotely sensed data, but lacked the confidence that comes with in situ validation
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that is provided with other lower resolution land cover datum like FNAI CLC. Second, track
tubes are typically established in areas where beach mice are known to exist, as the data used in
this study is primarily used to monitor beach mouse population integrity over time. This
sampling bias may lead to unnaturally high occupancy and detection probability. Our rationale
for using these data was that, due to our study species endangered status and limited critical
habitat, the only data available were naturally going to be biased simply because our target
species lacks the ability to safely leave their subspecies range, and all monitoring efforts
occurred in areas of known populations. Finally, there was a lack of sampling date consistency
and frequency across years of study for all sites, which lead to sampling periods having to be
removed from analysis in order to model occupancy. Having additional survey dates may have
improved parameter and detection probability estimates.
This study provides an example of how dynamic occupancy models can be applied
occupancy data of an endangered species for which habitat relationships are not well understood,
while also identifying very fine details of available land cover and land forms in a region. This
study also established initial occupancy probabilities and their relation to time‐independent
habitat and landscape factors, while also allowing for the influence of time‐dependent and time‐
independent factors on colonization and local extinction probabilities. Furthermore, this study
illustrates how passive population sampling systems like track tubes may be used to monitor
endangered species and help address conservation, management issues, and inform decision with
limited impact on sensitive species.
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4.5

Tables and Figures

Table 4.1

Number of track tubes sites established by FNAI and USFWS within each target
area that were used in occupancy analysis and beach mouse detection.
Track Tube Numbers by Target Area
Target Area

Number of Track Tube Sites

Deer Lake State Park, FL
(DEER)

16

East Crooked Island, FL
(ECRI)

42

Grayton Beach State Park, FL
(GRAY)

44

Gulf State Park, FL (GSP)

42

Perdido Key Gulf Island, FL
(PKGI)

81

Perdido Key State Park, FL
(PKSP)
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Shell Island Federal Property,
FL (SHELLF)

30

Shell Island State Property, FL
(SHELLS)

20

St. Joseph Peninsula State
Park, FL (SJPSP)

50

Topsail Hill Preserve State
Park, FL (TOPS)

32

Watersound Origins Private
Property, FL (WASO)

4

West Crooked Island, FL
(WCRI)

30

William J. (Billy Joe) Rish
Park, FL (RISH)

21
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Table 4.2

Average number of days between sampling periods for all tube revisits across all 4
years, calculated to determine which dates could be removed in order to truncate
data for analysis while maintaining the minimum number of days passed between
tubes. Target site subspecies are identified as Choctawhatchee beach mouse
(CHOCTBM), St. Andrews Beach Mouse (STANDBM), and Perdido Key beach
mouse (PDKBM).
Target Site and Subspecies
Deer Lake State Park, FL
(CHOCTBM)
East Crooked Island, FL
(STANDBM)
Grayton Beach State Park, FL
(CHOCTBM)
Gulf State Park, FL (PDKBM)
Perdido Key Gulf Island, FL
(PDKBM)
Perdido Key State Park, FL
(PDKBM)
Shell Island Federal Property,
FL (CHOCTBM)
Shell Island State Property, FL
(CHOCTBM)
St. Joseph Peninsula State Park,
FL (STANDBM)
Topsail Hill Preserve State
Park, FL (CHOCTBM)
Watersound Origins Private
Property, FL (CHOCTBM)
West Crooked Island, FL
(CHOCTBM)
William J. (Billy Joe) Rish
Park, FL (STANDBM)

60

Average days passed
between revisit
36.23
37.99
36.38
71.47
75.11
72.56
36.76
35.01
63
36.52
36.38
36.74
61.12

Table 4.3

First season occupancy estimates (initial) and standard error (SE) across site of
occupancy, identified prior to examining factors without any covariates related to
site occupancy dynamics of beach mouse subspecies at all 13 target areas and
subspecies across the NGOM.
Target Area

First Season Occupancy Estimate

Deer Lake State Park, FL (CHOCTBM)

Initial Occupancy: 0.75 (SE 0.108)

East Crooked Island, FL (STANDBM)

Initial Occupancy: 1 (SE 0.000617)

Grayton Beach State Park, FL (CHOCTBM)

Initial Occupancy: 0.976 (SE 0.0235)

Gulf State Park, FL (PDKBM)

Initial Occupancy: 0.844 (SE 0.054)

Perdido Key Gulf Island, FL (PDKBM)

Initial Occupancy: 1 (SE 0.000639)

Perdido Key State Park, FL (PDKBM)

Initial Occupancy: 1 (SE 0.000471)

Shell Island Federal Property, FL (CHOCTBM)

Initial Occupancy : 1 (SE 0.0013)

Shell Island State Property, FL (CHOCTBM)

Initial Occupancy: 1 ( SE 0.000752)

St. Joseph Peninsula State Park, FL
(STANDBM)

Initial Occupancy: 1 (SE 0.00017)

Topsail Hill Preserve State Park, FL
(CHOCTBM)

Initial Occupancy: 0.844 (SE 0.0642)

Watersound Origins Private Property, FL
(CHOCTBM)

Initial Occupancy: 1 (SE 0.00852)

West Crooked Island, FL (CHOCTBM)

Initial Occupancy: 1 (SE 0.00145)

William J. (Billy Joe) Rish Park, FL (STANDBM)

Initial Occupancy: 0.905 (SE 0.0641)
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Table 4.4

Predicted seasonal influence on detection and standard error (SE) across all sites of
study in the NGOM.

Target Area

Predicted Seasonal Detection Probability

East Crooked Island, FL (STANDBM)

S1: 87.4% SE 2.5%
S2: 92.8% SE 1.9%
S3: 87.4% SE 2.5%
S4: 81.5% SE 2.9%
S5: 80.1% SE 3.0%
S1: 75.3% SE 2.3%
S2: 84.7% SE 2.0%
S3: 76.2% SE 2.3%
S4: 65.1% SE 2.6%
S5: 63.0% SE 2.7%
S1: 96.9% SE 1.3%
S2: 98.7% SE 0.8%
S3: 98.7% SE 0.9%
S4: 86.0% SE 2.75%
S5: 93.8% SE 1.9%
S1: 95.0% SE 1.2%
S2: 94.7% SE 1.2%
S3: 97.1% SE 0.9%
S4: 95.6% SE 1.1%
S5: 91.0% SE 1.6%
S1: 90.4 SE 1.6%
S2: 93.9 SE 1.3%
S3: 90.2 SE 1.7%
S4: 87.7 SE 1.8%
S5: 84.4 SE 2.2%
S1: 99.1% SE 0.5%
S2: 97.5% SE 1.0%
S3: 92.5% SE 1.7%
S4: 89.1% SE 2.0%
S5: 89.0% SE 2.0%
S1: 81.7% SE 3.0%
S2: 87.4% SE 2.6%
S3: 89.1% SE 2.4%
S4: 91.2% SE 2.2%
S5: 89.5% SE 2.4%
91% 2.0% (Single season model)
S1: 69.4% SE 2.9%
S2: 83.8% SE 2.3%
S3: 81.2% SE 2.5%
S4: 66.5% SE 3.0%
S5: 59.0% SE 3.2%

Grayton Beach State Park, FL (CHOCTBM)

Gulf State Park, FL (PDKBM)

Perdido Key Gulf Island, FL (PDKBM)

Perdido Key State Park, FL (PDKBM)

Shell Island Federal Property, FL (CHOCTBM)

Shell Island State Property, FL (CHOCTBM)

St. Joseph Peninsula State Park, FL (STANDBM)
Topsail Hill Preserve State Park, FL
(CHOCTBM)

62

Table 4.4 (continued)
Target Area

Predicted Seasonal Detection Probability

Watersound Origins Private Property, FL
(CHOCTBM)

S1: 84.3% SE 6.7%
S2: 89.9% SE 5.4%
S3: 79.9% SE 7.3%
S4: 74.9% SE 7.6%
S5: 64.2% SE 9.0%
S1: 92.8% SE 1.6%
S2: 94.1% SE 1.5%
S3: 91.0% SE 1.8%
S4: 82.4% SE 2.4%
S5: 81.9% SE 2.5%
1: 78.4% SE 4.6%
2: 86.0% SE 3.8%
3: 84.7% SE 4.0%
4: 83.5% SE 4.1%
5: 70.8% SE 5.1%

West Crooked Island, FL (CHOCTBM)

William J. (Billy Joe) Rish Park, FL
(STANDBM)
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Figure 4.1

Target study area locations across the NGOM. The sub-image provides an example
of track tube locations placed across a target. The site of focus in this example is
Perdido Key Gulf Island.
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Figure 4.2

Logistically transformed prediction of initial site occupancy probability of beach
mouse occupancy in Deer Lake state park varying with percent of valley landform
features within 25 m radial buffer of track tube locations.
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Figure 4.3

Logistically transformed prediction of initial site occupancy probability of beach
mouse occupancy in Topsail Hill Preserve state park varying with percent of valley
landform features within 25 m radial buffer of track tube locations.
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Figure 4.4

Logistically transformed prediction of initial site occupancy probability of beach
mouse occupancy in Grayton Beach state park varying with percent of grass land
cover within 25 m radial buffer of track tube locations.
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