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Abstract 
Climatic trends in spatial and temporal variability of maximum temperature (Tmax), minimum 
temperature (Tmin), mean temperature (Tmean) and precipitation were evaluated for 249 ground-
based stations in North Carolina for 1950-2009.  The Mann-Kendall (MK), the Theil-Sen 
Approach (TSA) and the Sequential Mann-Kendall (SQMK) tests were applied to quantify the 
significance of trend, magnitude of trend and the trend shift, respectively.  The lag-1 serial 
correlation and double mass curve techniques were used to address the data independency and 
homogeneity.  The pre-whitening technique was used to eliminate the effect of auto correlation 
of the data series.  The difference between minimum and maximum temperatures, and so the 
diurnal temperature range (DTR), at some stations was found to be decreasing on both an annual 
and a seasonal basis, with an overall increasing trend in the mean temperature.  For precipitation, 
a statewide increasing trend in fall (highest in November) and decreasing trend in winter (highest 
in February) were detected.  No pronounced increasing/decreasing trends were detected in 
annual, spring, and summer precipitation time series.  Trend analysis on a spatial scale (for three 
physiographic regions: mountain, piedmont and coastal) revealed mixed results.  Coastal zone 
exhibited increasing mean temperature (warming) trend as compared to other locations  whereas 
mountain zone showed decreasing trend (cooling).  Three main moisture components 
(precipitation, total cloud cover, and soil moisture) and the two major atmospheric circulation 
modes (North Atlantic Oscillation and Southern Oscillation) were used for correlative analysis 
purposes with the temperature (specifically with DTR) and precipitation trends.  It appears that 
the moisture components are associated with DTR more than the circulation modes in North 
Carolina. 
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CHAPTER 1 
Introduction 
1.1 Problem Statement and Significance 
Surface air temperature and precipitation are two of the most important climatic 
parameters, and their variability severely affects hydrological processes and the environment.  
These two parameters are most studied in climate studies because of their immediate impact in 
various socio-economic sectors (e.g., agriculture and hydrology) including human comfort.  
Change in precipitation pattern may lead to floods, droughts, loss of biodiversity and decreased 
agricultural productivity.  A number of studies have been performed to investigate trends in 
temperature and precipitation records in the U.S. and across the globe.  Global and continental 
level of climatic analysis have been very useful to understand the large scale phenomena of 
change, but these are less useful for local to regional scale of planning (Brekke et al., 2009; Shi 
& Xu, 2008).  A change in climate that may occur at a global scale may not reflect changes that 
may occur at regional scales (Trajkovic & Kolakovic 2009; Martinez et al., 2012).  Thus, it is 
imperative to analyze climate variability on a local scale, especially in regions that exhibit 
complex weather patterns (e.g., North Carolina).  The complicated topography in North Carolina 
(that ranges from 46m from the eastern coastal area to the western mountain area of 1829m 
height) with its three distinct physiographic region exhibits the complex climate behavior in the 
eastern United States region (Boyles & Raman, 2003; Robinson, 2005).  The average 
temperature of North Carolina varies more than 20 °F from the lower coast to the highest 
elevations in all seasons of the year.  Southwestern North Carolina is the rainiest region in the 
eastern U.S., receiving 90 inches of rainfall annually in association with additional orographic 
lifting of the mountain chains.  Less than 80 km from this region to the north in the valley of the 
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French Broad River is the driest point south of Virginia and east of the Mississippi River (State 
climate office of North Carolina, 2013).  Low Diurnal Temperature Range (DTR) and/or 
increasing Tmin can affect livestock such as hogs in North Carolina by the heat stress.  North 
Carolina is the largest in hog production in the U.S.  Warmer climates and less soil moisture due 
to increased evaporation may increase the need for irrigation.  However, these same conditions 
could decrease water supplies, which also may be needed by natural ecosystems, urban 
populations, industry, and other users.  Warmer and drier conditions could increase the frequency 
and intensity of fires, and result in increased losses to important commercial timber areas.  Even 
warmer and wetter conditions could stress forests by increasing the winter survival of insect 
pests. 
There have been very few published works analyzing the climatic variable patterns over 
North Carolina.  Boyles and Raman (2003) predicted precipitation and temperature trend in 
North Carolina on seasonal and annual time scales during the period of 1949-1998.  Their study 
was based on the 57 temperature and 75 precipitation measuring stations.  They have analyzed 
linear time series slopes to investigate the spatial and temporal trends of precipitation. 
1.2 Goals and Tasks 
This dissertation focuses on understanding the long-term (1950–2009) trends (magnitude 
and direction) in surface air temperature (mean, maximum, minimum, and Diurnal Temperature 
Range), and precipitation in monthly, seasonal and annual basis at regional scale (for North 
Carolina) utilizing the high density station daily data (249 stations for both the temperature and 
precipitation) and the high resolution reanalyzed data (1°
 
longitude × 1° latitude resolution, total 
19 grids and  0.25°
 
longitude × 0.25° latitude resolution, total 240 grids).  
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The key tasks involve in this research are to: 
• Collect, sort, and check the qualitative data sets and fit into the statistical model. 
• Develop the statistical methodology for finding the temperature and precipitation trends 
utilizing the above mentioned data sets. 
• Correlative analysis between the climate trends and the physical phenomena involves in 
North Carolina. 
1.3 Scope and Limitations 
This research is believed to be first of their kind where long-term climatic data sets 
(1950-2009) from a denser network of stations (249 stations) across North Carolina were 
analyzed for its climate variability.  The spatial scale of analysis was aggregated at the State 
level and then regionalized for three distinct regions of North Carolina namely coastal, piedmont 
and mountain.  The temporal scale of analysis ranged from average annual trends up to the 
seasonal and monthly trends resulting from 60 years of time-series data.  Two climatic variables 
were of prime concern: temperature (mean, maximum and minimum) and precipitation. 
Non-parametric statistical methods were applied to test the trend significance, quantify 
the trend magnitude and to detect the abrupt temporal change point.  The results were further 
analyzed for potential correlation with natural climatic variability indices NAO (North Atlantic 
Oscillation) and SO (Southern Oscillation).  
The potential limitations of this study are summarized below: 
• The observed DTR trends may be affected by the increased concentrations of greenhouse 
gases and sulfate aerosols, the variations of which are not considered. 
• Properties related to land surface change have not been investigated in this study. 
• The results of this study are limited to a particular set of statistical techniques used.  
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CHAPTER 2 
Study Area, Data Sets, and Methodology 
2.1 Study Area 
The state of North Carolina is located in the southeastern United States (75° 30'-84° 15' 
W, 34°- 36° 21' N; see Figure 1).  The study covered an area of approximately 136,399 km
2
.  
There are a total of 100 counties and the population is nearly 9.5 million (approx.) in 2010 (U.S. 
Census Bureau 2010).  North Carolina has three diverse topographic zones from mountainous 
region in the west to a coastal region in the east.  The western part of the state comprises 40% of 
the area, and Piedmont zone comprises about 20%.  
 
Figure 1. Geographical position and regional distribution of the 249 ground based 
meteorological stations in North Carolina.  
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The land slopes upward as we move from eastern piedmont plateau to the western part 
containing southern Appalachian Mountains (Great Smokey Mountains and Blue Ridge).  
Topographic features that range from 46m from the eastern coastal area to the western mountain 
area of 1829m height makes North Carolina one of the most complex climates in the United 
States (Boyles & Raman, 2003; Robinson, 2005).  The average temperature of North Carolina 
varies more than -6.7°C (20°F) from the lower coast to the highest elevations in all the season of 
the year.  Average annual temperature on the southern part of the lower coast is nearly as high as 
that of interior northern Florida, while the average on the summit of Mount Mitchell (2037 m, is 
the highest peak of the Appalachian Mountains and the highest peak in the eastern United States) 
is lower than that of Buffalo, NY (State climate office of North Carolina, 2013).  The 
southwestern North Carolina is the rainiest in the eastern United States, and receives 2286 mm of 
rainfall annually because southerly winds are forced upward in passing over the mountain barrier 
whereas less than 80 km from this region to the north, in the valley of the French Broad river, 
surrounded by mountain ranges on all sides, is the driest point south of Virginia and east of the 
Mississippi river (State Climate Office of North Carolina, 2013).  These altitude variation 
features and anomalous precipitation in some portion across North Carolina produces zonal 
temperature trend variations. 
2.2 Data Sets 
The overall datasets in this study can be divided into three different sources: (a) 249 
meteorological stations data sets distributed in North Carolina for the period of January 1, 1950~ 
December 31, 2009, of daily Tmax, Tmin and precipitation records (see Figure 1; USDA-ARS, 
2012); (b) Monthly average 0.25°
 
longitude × 0.25° latitude resolution (total 240 grids; see top of 
Figure 2) for soil moisture and 1°
 
longitude × 1° latitude resolution (total 19 grids) for TCC of 
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the European Centre for Medium-Range Weather Forecasts (ECMWF) Re-Analysis (ERA-40) 
gridded data were used across North Carolina (see bottom of Figure 2; Uppala et al., 2005), 
(Sources: http://apps.ecmwf.int/datasets/data/era40_moda/); and (c) NAO and SOI monthly data 
from the Climate Prediction Center of NOAA (CPC, 2013). 
 
Figure 2. Grid points distribution of the reanalyzed data in North Carolina. 
The first group of 249 meteorological observation stations datasets were collected from 
USDA-ARS (2012), which have been facilitated and quality controlled by the National Oceanic 
and Atmospheric Administration (NOAA), Cooperative Observer network (COOP) and 
Weather-Bureau-Army-Navy (WBAN) ground based stations.  We consider the data sets of the 
stations based on record length, record completeness, spatial coverage, and historical stability 
over the study period (1950-2009).  These datasets are 99.99% complete (USDA-ARS, 2012) 
and found to be of high quality.  As discussed above, this study utilizes a dense network of 
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observational data (249 stations in 136,000 km
2
) than previous study of Boyles and Raman 
(2003) for the same region.  The spatial distribution of the meteorological observation stations 
across North Carolina is shown in Figure 1.  The three regions of North Carolina that included 
the mountain, piedmont and coastal, have 89, 82, and 78 meteorological stations, respectively, 
also shown in Figure 1 with three different colors. 
 The second group of data sets is ECMWF Reanalyzed data which are termed as ERA-40.  
ERA-40 project (Uppala et al., 2005) has produced a comprehensive global analysis for the 45-
year period covering September 1957 to August 2002.  However in this study above mentioned 
number 2 grid data sets were for the period of 44 years (Jan, 1958 to Dec, 2001), to avoid any 
fraction of the year.  The ERA-40 data streams represent one of the largest and most complete 
collections of observations ever assembled which was in collaborations with many institutions.  
These data products are computed on the grid four times per day (00:00, 06:00, 12:00, and 18:00 
UTC).  The ERA-40 data is stored as Network Common Data Format (NetCDF).  In this study 
we have used monthly means of daily means of TCC and soil moisture data.  The sources 
(http://apps.ecmwf.int/webmars/request/selectors/441988/) presented data sets from the 3°
 
longitude × 3° latitude to 0.125°
 
longitude × 0.125° latitude.  Finer resolution data sets were 
created by the interpolation from the coarser resolution observation data sets (Uppala et al., 
2005). 
In this study, seasons were defined as follows: winter (January, February, March); Spring 
(April, May, June); Summer (July, August, September); and Autumn (October, November, 
December).  This is consistent with the work of Boyles and Raman (2003) for North Carolina.  
2.2.1 Homogeneity of data.  Instrumentation and alteration of surrounding land cover 
might create non-homogeneity and/or inconsistencies in hydro-meteorological data recordings 
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(Gocic & Trajkovic, 2013; Tabari et al., 2011; Tabari & Hosseinzadeh Talaee, 2011).  In our 
study, a double mass curve (Gocic & Trajkovic, 2013; Tabari et al., 2011; Tabari & 
Hosseinzadeh Talaee, 2011) was used in addition to the agencies’ quality check to detect the 
non-homogeneity and/or inconsistencies of the data sets.  If relocation affects the observation 
data sets, a significant jump around the relocated year should be noticed.  No jumps were noticed 
with direct visualization when we employed double mass curve analysis of Tmax, Tmin and 
precipitation data series within the study period. 
2.2.2 Independence of data.  The MK test and TSA approach require time series to be 
serially independent.  The existence of serial correlation will affect the test’s ability to assess the 
trend significance (von Storch, 1995; Yue & Wang, 2002).  Therefore, it is imperative to assess 
the significance of serial correlation of a time series prior to using the MK and TSA methods.  
The lag-1 serial coefficient of sample data, originally derived by Salas et al. (1980), has been 
utilized (Gocic & Trajkovic, 2013; Tabari et al., 2011; Tabari & Hosseinzadeh Talaee, 2011) to 
compute the independence of the data series and was adopted in this study.  The ‘pre-whitened’ 
method was applied to eliminate the serial correlation from the precipitation and temperature 
monthly scale data series (Gocic & Trajkovic, 2013; Tabari et al., 2011; Tabari & Hosseinzadeh 
Talaee, 2011). 
2.3 Methodology 
2.3.1 Trend analysis methods.  Past studies have used various statistical methods for 
significant trend analysis, trend magnitude and change point detection analysis of hydro-
meteorological variables (e.g., Boyles & Raman, 2003; Jha & Singh, 2013; Martinez et al., 2012; 
Río et al., 2011; Sonali & Nagesh, 2013; Tabari & Hosseinzadeh, 2011; Tabari et al., 2011).  
Tests for the detection of trends in hydro-meteorological time series can be classified as 
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parametric and non-parametric methods.  Of the two methods commonly used (parametric and 
non-parametric), non-parametric method has been favored over parametric methods (Sonali & 
Nagesh, 2013).  Parametric trend tests require data to be independent and normally distributed, 
while non-parametric trend tests require only that the data be independent (Huth, 1999).  Critical 
reviews of studies have revealed that non-parametric methods have the advantage and reliability 
over parametric methods (Sonali & Nagesh, 2013; Zhang et al., 2008).  The brief descriptions of 
the three non-parametric statistical methods employed in this study are provided below.  
2.3.1.1 Mann-Kendall (MK) trend test.  The MK statistical test has been frequently used 
to quantify the significance of trends in hydro-meteorological time series (Douglas et al., 2000; 
Gocic & Trajkovic, 2013; Martinez et al., 2012; Partal & Kahya, 2006; Sayemuzzaman & Jha, 
2014; Tabari & Hosseinzadeh, 2011; Tabari et al., 2011; Yue & Wang, 2002).  Original work 
was done by Mann (1945) and after that Kendall (1975) derived the test statistic distribution.  
The MK test statistic S (Mann, 1945; Kendall, 1975) is calculated as 
   ∑ ∑ sgn (x 
n
  i 1
n-1
i 1 -xi)
  
(1) 
In Eq. (1), n is the number of data points,     and    are the data values in time series i and j (j>i), 
respectively and in Eq. (2), sgn        is the sign function as  
    (     )  {
      (     )    
     (     )   
      (     )   
  (2) 
The variance is computed as 
      
             ∑                   
 
   
  
  (3) 
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In equation 3, n is the number of data points, m is the number of tied groups and    denotes the 
number of ties of extent k.  A tied group is a set of sample data having the same value.  In cases 
where the sample size n>10, the standard normal test statistic    is computed using Eq. (4): 
    
{
 
 
 
 
   
√    
       
                            
   
√    
       
  (4) 
Positive values of    indicate increasing trends while negative    values show decreasing trends.  
Testing trends is done at the specific α significance level.  When     >    
 
, the null hypothesis 
is rejected and a significant trend exists in the time series.      
 
 is obtained from the standard 
normal distribution table.  In this analysis, we applied the MK test to detect if a trend in the 
temperature time series was statistically significant at significance levels α = 0.01 (or 99% 
confidence intervals) and α = 0.05 (or 95% confidence intervals) were used.  At the 5% and 1% 
significance level, the null hypothesis of no trend is rejected if           and           , 
respectively.  
2.3.1.2 Theil-Sen approach (TSA).  The MK test does not provide an estimate of the 
magnitude of the trend.  For this purpose in this study, a nonparametric method referred to as the 
Theil-Sen approach (TSA) was used.  TSA was originally described by Theil (1950) and Sen 
(1968).  This approach provides a more robust slope estimate than the least-squares method 
because it is insensitive to outliers or extreme values and competes well against simple least 
squares even for normally distributed data in the time series (Hirsch et al. 1982; Jianqing & 
Qiwei, 2003).  The TSA is also known as Sen slope estimator.  Sen’s slope estimator has been 
widely used by the researchers for the trend magnitude prediction in hydro-meteorological time 
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series (Gocic and Trajkovic, 2013; Martinez et al., 2012; Partal & Kahya, 2006; Sayemuzzaman 
& Jha, 2014; Tabari et al., 2011).  This study used the magnitude of the trend, with the following 
steps: 
i) The interval between time series data points should be equally spaced. 
ii) Data should be sorted in ascending order according to time, then the following formula was 
applied to calculate  en’s slope (Qk):  
    
     
   
                  (5) 
In Eq. (5), Xj and Xi are the data values at times j and i (j > i), respectively.  
iii) In the  en’s vector matrix members of size    
      
 
  where n is the number of time 
periods.  The total N values of Qk are ranked from smallest to largest and the median of slope or 
 en’s slope estimator is computed as: 
      {
      
 ⁄
                     
 
[  ⁄ ]
  
     ⁄  
 
            
  (6) 
Qmed sign reflects data trend direction, while its value indicates the steepness of the trend. 
2.3.1.3 Serial correlation effect.  The MK test requires time series to be serially 
independent.  von Storch and Naverra (1995) suggested to pre-whiten time series data before 
applying the MK test to remove serial correlation from the data sets.  Serial correlation was 
tested prior to the application of MK test and TSA.  The steps were adopted in the sample data  
(X1, X2,………,Xn) are following: 
1. The lag-1 serial coefficient      of sample data Xi, originally derived by Salas et al. (1980) but 
several recent researchers have been utilizing the same equation (Gocic & Trajkovic, 2013; Xu et 
al., 2005) to compute     .  It can be computed by 
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      (8) 
Where       is the mean of sample data and n is the number of observations in the data. 
2. According to Salas et al. (1980) and several recent researchers (Gocic & Trajkovic, 2013; 
Mohsin & Gough, 2010) have used the following equation for testing the time series data sets of 
serial correlation. 
 
         √   
   
    
        √   
   
  (9) 
If    falls inside the above interval, then the time series data sets are independent observations.  
In cases where    is outside the above interval, the data are serially correlated. 
3. If time series data sets are independent, then the MK test and the TSA can be applied to 
original values of time series. 
4. If time series data sets are serially correlated, then the ‘Pre-whitened’ time series may be 
obtained as                                    (Gocic & Trajkovic, 2013; Partal & 
Kahya 2006). 
2.3.1.4 Sequential Mann-Kendall (SQMK) change point analysis.  In long term trend 
analysis: beginning of trend year, trend changes over time and abrupt trend detection analysis are 
very important.  For this purposes, SQMK test are widely used by researchers (Mohsin & Gough, 
2010; Partal & Kahya, 2006; Tabari et al., 2011).  SQMK is a sequential progressive (u (t)) and 
backward (u’ (t)) analyses of the MK test.  If the two series are crossing each other, the year of 
crossing exhibit the year of trend change (Tabari et al., 2011).  If the two series crosses and 
diverge to each other for a longer period of time, beginning diverge year exhibit the abrupt trend 
15 
 
 
change (Mohsin & Gough, 2010).  Its sequential behavior fluctuates close to the zero level.  The 
application of SQMK test has the following four steps in sequence  
1. At each comparison, the number of cases       is counted and indicated by   .  Where 
                and                 are the sequential values in a series. 
2. The test statistic    of SQMK test is calculated by Eq. (10) 
    ∑      (10) 
3. The mean and variance of the test statistic are calculated using Equations (11) and (12), 
respectively. 
      
      
 
  (11) 
         
            
  
  (12) 
4. Sequential progressive value can be calculated in Eq. (13) 
      
       
√       
  (13) 
Similarly, Sequential backward (u’ (t)) analysis of the MK test is calculated starting from the end 
of the time series data. 
2.3.1.5 Surface interpolation.  Surface interpolation technique was used to prepare a 
spatial precipitation data map over North Carolina from the point temperature and precipitation 
measuring stations within the Arc-GIS framework.  For spatial distribution of trends in maps, 
contours are generated using an Inverse-Distance-weighted (IDW) algorithm with a power of 
2.0, 12 grid points and variable radius location.  
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CHAPTER 3 
Spatio-temporal Temperature Trend Analysis  
3.1 Literature Review 
Surface air temperature is an important climatic parameter, and its variability of which 
severely affects hydrological processes and the environment.  Understanding and being able to 
predict its spatial and temporal variability both at the local and global scales is a challenging task 
(Ceppi et al., 2012; Shi & Xu, 2008; Moral, 2009; Xu et al., 2005).  The Intergovernmental Panel 
on Climate Change (IPCC)’s 4th Assessment Report (AR4) reported 0.74°C (range: 0.56 to 
0.92°C) increment in global mean air temperature over the past 100 years (1906–2005).  
Degaetano and Allen (2002) analyzed the extreme temperature trends across the United States 
and found a significant increase in extreme temperature (both maximum and minimum) over the 
1950–96 periods, particularly at urban sites.  Wang et al. (2009) found warming temperature 
trends of surface air temperature (mean) during the winter (DJF), spring (MAM), and early 
summer (JJA) along with a modest country wide cooling trend in late summer and fall (SON).  
Trenberth et al. (2007) concluded that the southeastern U.S. is one of the few regions of the Earth 
showing a cooling trend during the twentieth century. Portmann et al. (2009) added that this 
cooling trend is strongest in the late spring–early summer period.  However, Wang et al. (2009) 
found a country wide cooling trend in the late summer and fall.  Robinson et al. (2002) showed 
that annually-averaged air temperatures in the southern Great Plains have decreased during 1988-
1997 from those of 1951-1980.  In very recent study of Rogers (2013), similar findings with the 
previous researchers that the portions of the southern and southeastern United States 
experiencing downward air temperature trends in all the seasons from 1895-2007.  Extremely 
warm or freezing temperatures can cause harm to any crops.  Schlenker and Roberts (2009) 
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analyzed the yielding temperature for three main crops (such as corn, soybeans and cotton) in the 
U.S. soil.  They’ve found the yield temperatures up to 29° C for corn, 30° C for soybeans, and 
32° C for cotton but above these thresholds temperatures are very harmful. 
Global and continental level of climatic analysis have been very useful to understand the 
large scale phenomena of change, but these are less useful for local to regional scale of planning 
(Brekke et al., 2009; Shi & Xu, 2008).  A change in climate that may occur at a global scale may 
not reflect changes that may occur at regional scales (Martinez et al., 2012; Trajkovic & 
Kolakovic, 2009).  Thus, it is imperative to analyze climate variability on a local scale, 
especially in regions that exhibit complex weather patterns (e.g., North Carolina).  Long term 
temperature trend analyses in a smaller scale utilizing the various statistical methods have been 
studied in many areas of the world.  Such as, for the state of Florida, Martinez et al. (2012) 
evaluated the significance and magnitude of annual, seasonal, and monthly trends in 
precipitation, mean temperature, maximum temperature, minimum temperature, and temperature 
range using the non-parametric Mann–Kendall test and  en’s slope, respectively for the time 
periods 1895–2009 and 1970–2009. Karaburun et al. (2011) used the Mann-Kendall test and 
Sen’s method to study the annual, seasonal and monthly mean, minimum and maximum 
temperatures for 8 meteorological stations in Istanbul from 1975 to 2006 period.  ElNesr et al. 
(2010) investigated temperature changes for Saudi Arabia using 29 meteorological stations based 
on non-parametric Mann-Kendall-tau coefficient and  en’s slope estimator.  
There have been very few published works analyzing the climatic variable patterns over 
North Carolina.  Boyles and Raman (2003) detected seasonal and annual precipitation and 
temperature trends in North Carolina during the period of 1949-1998.  They found the 
temperatures during the 1950s were the warmest in 50 years.  But the last ten years were warmer 
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than average.  They also found that the difference between the maximum and minimum 
temperatures was decreasing over the 50-year study period. 
3.2 Objective 
This chapter of the dissertation is focused on finding the trends (magnitude and direction) 
in surface air temperature (Tmin, Tmax,, and Tmean ) in North Carolina.  It used daily data of 60 years 
(1950-2009) from the 249 meteorological stations uniformly distributed across the state (1station 
per 548 km
2
), described in section 2.1 and section 2.2.  The Mann-Kendall (MK) non-parametric 
test was applied to detect the significant trend.  The Theil-Sen approach (TSA) was applied to 
quantify the trend magnitude.  The Sequential Mann Kendall (SQMK) was also applied for 
abrupt temporal change point detection.  Detailed methodology was used in this chapter 
described in section 2.3.  It is expected that the findings of this study will add to the 
understanding of regional temperature variability over the last several decades in North Carolina.  
3.3 Results and Discussion 
 Finer resolution is expected to produce better trend analyses results.  The observed data 
used in this study comes from a dense network (1 per 548 sq. km).  Previously attempted by 
Boyles and Raman (2003) had station density of 1 per 2393 km
2
.  We used Matlab R2012b to 
generate the algorithm of three different non-parametric methods.  Arc-GIS10.0 tool was used to 
create the surface interpolation and other necessary maps.  The following results were based on 
the methodology described in section 2.3 of Chapter 2. 
3.3.1 MK trend test analysis.  Figure 3 shows the results of the Non-parametric Mann-
Kendall test.  Higher percentages of positive (increasing) and negative (decreasing) trends were 
detected in Tmin and Tmax data series, respectively.  For Tmin trends in spring, summer, fall, 
winter, and annual, 56, 84, 83, 58, and 73 percent of the stations found to have increasing trends, 
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respectively.  Similarly for Tmax trends in respective seasons, 81, 77, 46, 59, and 74 percent of the 
stations were found to have decreasing trends.  Tmin exhibits higher warming trends in summer 
and fall than winter and spring.  However Tmax shows higher cooling trends in spring and 
summer than winter and fall.  From the above analysis, it is obvious that Tmin trends are 
increasing and Tmax trends are decreasing within the analysis period of 1950-2009.  This implies 
that the differences between the maximum and minimum temperatures are decreasing.  Boyles 
and Raman (2003) found decrease in differences of maximum and minimum temperatures for the 
period of 1949-1998.  Similar analysis of Tmean shows increasing trends in all seasons except 
spring (Figure 4).  
Further analyses were conducted to identify the stations with significant trend.  Figure 4 
shows the percentages of stations with significant temperature trend (level of confidence ≥ 95%).  
Percentages of stations with significant positive trends in Tmin during spring, summer, fall, winter 
and on annual basis were found to be 20, 35, 30, 5, and 19, respectively.  Similarly, 29%, 16% 
and 13% of stations were found to have significant negative trends in Tmax for spring, summer 
and annual average, respectively.  In Tmean data series analysis, it appears that the summer and 
fall are getting warmer and spring is getting cooler.  
 The spatial distribution of the annual and seasonal Tmin trend test results of 249 stations 
by the MK method presented in Figure 5.  The map shows the location of gauging stations with 
both positive and negative trends.  99% and 95% confidence level positive trends stations were 
seen in the western most part of the Mountain zone of North Carolina in all seasons and annual 
analysis.  State wide positive trends stations were detected in summer season.  In winter season 
significant negative trends and several positive trends stations were detected in mid-piedmont 
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and Mountain zone area.  Most of the coastal zone stations are showing positive trends in all 
seasons and annual analysis. 
 
 
Figure 3. The percentage of stations with positive and negative trends by the MK trend test for 
the average annual and seasonal Tmax, Tmin, Tmean series in the period of 1950–2009. 
 
 
Figure 4. The percentage of stations with significant (confidence level ≥ 95%) positive and 
negative trends by the MK trend test for average annual and seasonal Tmax, Tmin, Tmean series in 
the period of 1950–2009. 
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Figure 5. Spatial distribution of MK statistics of annual and seasonal Tmin series. 
In Figure 6, annual, spring and summer scale, 99% and 95% confidence level negative 
trends stations were shown statewide except several positive trends stations.  In winter, 
insignificant positive-negative trends were detected statewide except several significant trends 
found in the southern piedmont and mountain zone.  In fall season, 99% and 95% confidence 
level positive trends were found mostly in coastal zone. 
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Figure 6. Spatial distribution of MK statistics of annual and seasonal Tmax series. 
3.3.2 Minimum temperature (Tmin) trend. Moderate positive slopes were found in 
almost all seasons and on annual basis in the furthest eastern part of North Carolina, which is 
shown in Figure 6.  This finding is in slight disagreement with the Boyles and Raman’s (2003) 
study where some portion of the eastern part was found to have decreasing trends.  The entire 
eastern part shows an increasing trend of minimum temperature except for the spring season, 
which shows a slightly decreasing trend for some of the eastern North Carolina.  In the western 
and southern part of the Piedmont zone moderate negative trends were found in all the seasons 
and on annual basis.  In winter and spring season southwest part exhibits slight positive trend, 
however in the same region more positive temperature trend was found in summer,  fall and on 
an annual basis.  Overall, the five maps in Figure 7 show the increasing trend over the period of 
1950-2009. 
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Figure 7. Minimum temperature (Tmin) trends for winter, spring, summer, fall and yearly 
average. 
In the case of winter season Tmin, Boyles and Raman (2003) reported positive slope in 
southern mountain, similar to the findings of this study presented here; however, reported 
negative slopes in southern coastal plain are found to be in disagreement.  We found that in 
winter, Tmin temperature trend ranged from -0.06°C/year to +0.07 °C/year.  In spring season, Tmin 
shows decreasing trend in several places except the eastern coastal part with increasing trend.  
This finding is similar to the finding of earlier attempt by Boyles and Raman (2003) who found 
decreasing trend in spring in the southern coastal part.  In spring, Tmin temperature ranged from -
0.05°C/year to +0.05 °C/year, while in summer, it gives distinct positive trend all over (Figure 7) 
except few locations in southern coast, eastern piedmont and some part of the mountain zone.  
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These findings support Boyles and Raman (2003) results unlike the dominating positive slopes 
features in Piedmont zone.  Similarly, Tmin temperature trend ranged from -0.05°C/year to +0.06 
°C/year in summer and from -0.04°C/year to +0.07 °C/year in  fall.  Widespread positive trend in 
coastal zone and all over the North Carolina is clearly evident in Figure 7.  However, eastern 
piedmont and southern coastal zones are demonstrating the positive trend, similar to the patterns 
in other three seasons.  
3.3.3 Maximum temperature (Tmax) trend.  In spring, summer and on annual average, it 
appears Tmax are decreasing mostly over the piedmont and mountain area (Figure 8).  Increasing 
Tmax pattern was found in the southern coastal area in all four seasons and on annual basis.  
These trends are opposite to the trends of Tmin for respective regions.  Boyles and Raman (2003) 
has also concluded the same pattern.  However, the previous research found the zero slopes for 
most of the coastal plain and southern mountains which we found non-zero and increasing 
trends.  It can be observed from Figure 8 that for the summer and spring season, trend in Tmax  is 
negative throughout the North Carolina except  some parts of southern and eastern coast, western 
piedmont, southern mountain Tmax trend ranged from -0.12°C/year to +0.03 °C/year in summer, -
0.11°C/year to +0.04 °C/year in spring, -0.11°C/year to +0.05 °C/year in winter, and from -
0.12°C/year to +0.04 °C in  fall.  On annual average analysis, Tmax trend varied from -
0.11°C/year to +0.035 °C/year.  Lowest value of Tmax trend in summer and  fall season is -
0.12°C/year, which is the highest decreasing trend considering all (Tmax -Tmin) of four seasons 
and on annual average analysis.  On the other hand, highest value of Tmin trend in fall is 0.07 
°C/year, which is the highest increasing trend. 
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Figure 8. Maximum temperature (Tmax) trends for winter, spring, summer, fall and yearly 
average. 
 3.3.4 Regional temperature trend.  Out of the 249 meteorological stations, 3 regions of 
North Carolina: mountain, piedmont and coastal zone have 89, 82 and 78 stations, respectively.  
Daily average temperatures recorded at all stations on a region were averaged and categorized as 
regional temperature of that region for regional temperature trend analysis. 
 Trends are presented for the statistically significant at the 99% and 95% confidence 
levels (presented in underline-bold and bold character, respectively, in Table 1).  Four seasons 
and annual average of Tmax were showing negative trends for 3 regions except for coastal in fall 
season, which was showing positive trends.  Higher negative trend was found in piedmont region 
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in spring (-0.0144°C/year) and summer (-0.0107°C/year) season.  Tmin was showing positive 
trends for all 3 regions in four seasons and yearly average analysis.  Higher warming trend was 
found in coastal region in fall (+0.0194°C/year) and summer (+0.0136°C/year) season and 
mountain region in fall (+0.0138°C/year) season.  In all four seasons, coastal region have higher 
warming trends in Tmin series. 
Table 1 
Results of the MK Statistics (Z-value) and TSA (slope-value) for 3-regions (Mountain, Piedmont 
and Coastal Zone) of North Carolina in Annual and Seasonal Timescale of Tmin and Tmax Data 
Series over the Period 1950–2009 
  
Mountain Piedmont Coastal 
 eason/Year Temperature (°C/year) Z (°C/year) Z (°C/year) Z 
Winter 
Tmax -0.006 -0.211 -0.004 -0.083 -0.002 0.019 
Tmin 0.002 0.313 0.004 0.734 0.004 0.415 
 pring 
Tmax -0.010 -1.779 -0.014 -2.213 -0.008 -1.244 
Tmin 0.000 0.121 0.000 0.019 0.005 0.938 
 ummer 
Tmax -0.012 -1.448 -0.011 -1.422 -0.004 -0.504 
Tmin 0.012 2.251 0.012 2.634 0.014 2.902 
Fall 
Tmax 0.000 -0.172 -0.003 -0.580 0.007 0.670 
Tmin 0.014 1.690 0.012 1.282 0.019 2.124 
Annual 
Tmax -0.008 -1.384 -0.008 -1.205 -0.003 -0.274 
Tmin 0.007 1.167 0.006 1.486 0.008 2.047 
Bold and underline: Statistically significant trends at the 99% confidence level;  
Bold: Statistically significant trends at the 95% confidence level. 
 
 3.3.5 Change point detection analysis.  Based on the Sequential Mann-Kendall 
( QMK) test, the graphical analysis of the forward (u(t)) and backward (u’(t)) curves of annual 
and seasonal Tmax and Tmin data series in mountain, piedmont and coastal regions were analyzed 
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to identify the beginning year of change.  Analysis of SQMK results was shown in Table 2. 
Increasing and decreasing trends are represented by (+) and (-) respectively; each region is 
characterized by a year which reflects the initiation of a positive or a negative trend.  Due to the 
lack of space, the regions which exhibited the higher positive and negative trends result shown in 
Table 1, SQMK test results only on those regions were shown graphically in Figure 9 and Figure 
10. 
Table 2 
Approximate year of Beginning of the Positive and/or Negative Trend According to the 
Sequential Mann-Kendall (SQMK) Test for 3-regions (Mountain, Piedmont and Coastal Zone) of 
North Carolina in Annual and Seasonal Timescale over the Period of 1950-2009 
 eason/ Year 
Temperature Beginning of trend change (Year) 
 eason/Year Temperature Mountain Piedmont Coastal 
Winter 
T
max
 1975-,1990  1975-,1990  1975-,1990  
T
min
 1980  1980  1990  
 pring 
T
max
 1972- 1956- 1956- 
T
min
 N N 1980  
 ummer 
T
max
 1956- 1960- 1992- 
T
min
 1970  1972  1975  
Fall 
T
max
 1990- 1985- 1968  
T
min
 1956  1980  1970  
Annual 
T
max
 1956-,2002- 1956-,2002- 1956-,1992  
T
min
 1988  1981  1988  
N: No significant trends change point detect  
(+) means change begins from negative toward positive direction 
(-) means change begins from positive toward negative direction  
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Figure 9. Graphical representation of the forward, u(t) and the backward, u’(t) series of the 
Sequential Mann-Kendall (SQMK) test for coastal zone of seasonal average of Tmin data series in 
the period of 1950-2009. 
 
Figure 10. Graphical representation of the forward, u(t) and the backward, u’(t) series of the 
Sequential Mann-Kendall (SQMK) test for mountain, piedmont and coastal zone of seasonal 
average of Tmax data series in the period of 1950-2009. 
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 Regional average of seasonal Tmin trend in coastal zone was found to have the highest 
warming trends when compared with the other two zones (Table 1).  Figure 9, graphical results 
for the coastal zone, showed that the observed warming trend in winter, spring, summer and fall 
seasons had begun approximately in 1990, 1980, 1975 and 1970, respectively.  Summer season 
of Tmin data series was showing significant positive trend and in 2009 the test results reaches 
almost 3, which crosses the 99% confidence level value of 2.58.  After 1985, there was 
increasing Tmin trend detected till 2009 in summer.  Winter Tmin was warming in the last two 
decades without very sharp cooling nature.  Fall season has warming and cooling nature of Tmin: 
since 1970 it has started increasing trend and in 2009 the trend crosses the value 1.96 (limit for 
95% confidence level).  
Regional average of all four seasons of increasing Tmax trends was inconsistent among 
three regions (Table 1).  Thus, SQMK test results of the winter (mountain), spring (piedmont), 
summer (mountain) and fall (piedmont) seasons were chosen for the graphical analysis.  The 
SQMK test (Figure 10) detected Tmax decreasing trends in all regions, which starts from 1956, 
1956 and 1985 in spring (piedmont), summer (mountain) and fall (piedmont) seasons, 
respectively.  Increasing and decreasing trends were found in winter (mountain) of Tmax data 
series.  There is a huge decrement of Tmax trend of summer season in mountain zone happened 
from 1957 to 1968, and then it slightly increases till 2009.  Spring season in piedmont zone, huge 
cooling trends of Tmax existed from 1957 to 1975, and then it slightly increases till 2009.  
Analysis of the full range of figures with the approximate year of beginning of the positive and 
negative trend according to the SQMK was shown in Table 2.  In winter Tmax, 3 regions were 
showing decreasing and increasing trends in 1975 and in 1990, respectively.  In Table 2, “N” for 
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some stations denotes that there is no significant trend for the periods.  Warming winter 
temperature trends across the North Carolina was detected in last two decades. 
3.3.6 Monthly scale temperature trends. 
3.3.6.1 Tmax trend analysis.  Figure 11(a) presents the number of stations from the MK 
test results with significant (level of confidence ≥ 95%) trend values of Tmax data.  Significant 
negative trends found during the months of April, May, September and October are 27, 109, 62 
and 44 stations, respectively.  Significant positive trends were found during March and 
December in 38 and 29 stations, respectively. 
(a) 
 
Figure 11. Tmax trends considering monthly scale data series for 1950-2009 in North Carolina: a) 
Number of stations (out of 249) in MK test find significant positive-negative trends in 95% 
confidence levels, b) Spatial distribution of findings in (a) for the highest negative trends in the 
month of May, c) Trend magnitude (°C/year) estimated by TSA method; inner box denotes the 
interquartile range and median, whiskers extend to points within a distance of 1.5 times the 
interquartile range. 
  
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
No sig 247 246 209 220 137 224 219 224 183 205 240 218
(-) 2 2 2 27 109 11 20 14 62 44 3 2
(+) 0 1 38 2 3 14 10 11 4 0 6 29
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(b) 
 
(c) 
 
Figure 11. (Cont.) 
The number of stations with 99% (95%) confidence level showing significant decreasing 
Tmax trends in the month of May are 55 (54), which is 44% of the stations.  Only the highest 
percentage of station trends is presented for spatial distribution in Figure 11(b).  Most of the 
trends were in the west, mid-west and mid regions of North Carolina.  Few stations indicate 
statistically significant trend in the eastern and coastal regions of North Carolina.  There are three 
stations with statistically significant positive trends in the southern region of North Carolina.  
Finally, the extent of trend magnitude (°C/year) in monthly scale for 1950-2009 is shown by box 
and whisker plots (inner box denotes the interquartile range and median, whiskers extend to 
points within a distance of 1.5 times the interquartile range) in Figure 11(c). The highest 
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increasing (decreasing) trend magnitude of +0.052 (-0.051) °C/year is in the month of March 
(May). 
3.3.6.2 Tmin trend analysis.  Figure 12(a) presents the stations from the MK test results 
with statistically significant (level of confidence ≥ 95%) trend values of Tmin data.  Significant 
positive trends have been found during the months of June, July, August, November and 
December over 110, 52, 97, 39 and 61 stations, respectively.  Significant negative trends for 29 
and 44 stations were found during April and May, respectively. 
(a) 
 
Figure 12. Tmin trends considering monthly scale data series for 1950-2009 in North Carolina. (a) 
Number of stations (out of 249) in MK test find significant positive-negative trends at the 95% 
confidence levels, (b) Spatial distribution of findings in (a) for the highest positive trends in the 
month of June, and (c) Trend magnitude (°C/year) estimated by TSA method; inner box denotes 
the interquartile range and median, whiskers extend to points within a distance of 1.5 times the 
interquartile range. 
 
  
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
No sig 246 234 214 203 192 134 192 150 208 234 207 188
(-) 1 12 3 29 44 5 5 2 3 6 3 0
(+) 2 3 32 17 13 110 52 97 38 9 39 61
0
50
100
150
200
250
N
o
 o
f 
St
at
io
n
s 
33 
 
 
(b) 
 
 
(c) 
 
 
Figure 12. (Cont.) 
 
The number of stations at the 99% (95%) confidence level showing significant increasing 
Tmin trends are 50 (60) in the month of June, which is 45% of the stations.  The spatial 
distribution of Tmin trends in the month of June are presented in Figure 12(b).  Significant trend 
results at the 99% confidence level are found mostly distributed in the western (mountain zone) 
and eastern (coastal zone) regions of North Carolina.  Five stations distributed in the western and 
mid-western regions of North Carolina had a statistically significant negative trend.  The Tmin 
trend for June increased for the whole eastern region of North Carolina over the study period.  
The extent of Tmin trend magnitude (°C/year) was shown in Figure 12(c).  The TSA analysis of 
the Tmin monthly data series showed that the highest increasing (highest decreasing) trend 
magnitude is in December (February) with the trend magnitude + 0.075 (- 0.055) °C/year. 
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3.3.6.3 Trend Shift analysis for significant monthly trends.  The shift in Tmax, and Tmin 
time-series was analyzed using the SQMK test.  Only those time-series with significant 
maximum trends (May for Tmax, and June for Tmin ) are shown in Figure13.  In Figure13a, the 
decreasing trend of Tmax begins in 1958.  In Figure13b, the increasing trend of Tmin begins in 
1980 and became significant around 2009.  
 
 
Figure 13. Forward-backward series of SQMK method applied and graphically presented on: (a) 
Tmax data series in May, and (b) Tmin data series in June, averaging of all the stations for 1950-
2009 in North Carolina.  
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 3.3.7 Comparison of Surface air temperature (SAT) with NAO (North Atlantic 
Oscillation) index.  NAO is the key indicator of the climate variability occurring in the northern 
hemisphere (Hurrell, 1995).  NAO positive (negative) phase is associated with a stronger  
(weaker) north-south pressure gradient between the sub-tropical high and the Icelandic low 
Positive NAO indices are associated with the warmer temperatures over the eastern United States 
(Hurrell, 1995).  NAO monthly data sets are collected from the Climate Prediction Center/ 
National Oceanic and Atmospheric Administration (CPC, 2013).  Monthly data were averaged to 
generate the annual and seasonal data series.  Correlation-coefficient (r) of 10 year moving 
average, between mean SAT (surface air temperature) and NAO index in seasonal and monthly 
time scale over North Carolina was calculated and presented in Table 3.  Moving correlation 
method is widely used by researchers for analyses of possible variations in the relationships 
between two climate time series (e.g., Gershunov et al., 2001; Slonosky et al., 2001). 
Table 3 
Coefficient of Correlation (r) in 10 Year Moving Average, between Mean Temperature and NAO 
Index in Seasonal and Monthly Time Scale in North Carolina 
Season r Month r 
Winter 0.55 
January 0.43 
February 0.51 
March 0.5 
Spring -0.014 
April 0.25 
May -0.09 
June -0.25 
Summer -0.24 
July -0.06 
August -0.16 
September -0.04 
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Table 3 
(Cont.) 
Season r Month r 
Fall 0.45 
October 0.17 
November 0.32 
December 0.35 
Annual 0.22     
 
Polyakova et al. (2006) analyzed the changing relationship between the NAO and key 
North Atlantic climate parameters (SAT, SST [sea surface temperature] and SLP [sea level 
pressure]) in their study.  Since the r value in winter season was the highest (Table 3) a separate 
chart was constructed to observe the phase behavior between the winters mean SAT and NAO-
index (Figure 14).  Two time periods 1960~1976 and 1986~1995 were found to have similar 
phase with the winter SAT and NAO-index.  The r values of 0.76 (at 99.9% confidence level) 
and 0.61 (at 95% confidence level) were found on the time periods 1960~1976 and 1986~1995, 
respectively.  This study attempted to link the relational pattern between mean SAT and NAO 
indices across North Carolina; however, the complex understanding of the linkages is very 
primitive and needs further research.  
In sub-seasonal analysis (r = -0.68) at 1% significance level was found between Tmin and 
the NAO index considering April-October, in 10-year moving average data sets (Figure 15).  The 
incremental trend in Tmin can be associated with the positive NAO indices, which is 
representative of warmer temperatures over the eastern U.S. (Hurrell, 1995). 
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Figure 14. Graphical representations of 10 year moving average of winter mean SAT (surface air 
temperature) and NAO index. 
 
 
Figure 15. Time series plotting of inter-seasonal (April-October) Tmin (deg. C) and NAO index.  
R1 denotes the correlation-coefficient between the 10-year moving average data sets at p1 
significance level. 
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3.4 Summary and Conclusions 
This study investigated maximum and minimum temperatures for the seasonal and annual 
trends by analyzing 249 data points in North Carolina for the period of 1950-2009.  Statistical 
methods used were the non-parametric Mann-Kendall (MK) test for significant trend detection, 
the Theil-Sen approach (TSA) for the magnitude of the trend, and the Sequential Mann-Kendall 
(SQMK) test for the change point detection.  Prior to the trend analysis, pre-whitening technique 
was applied to eliminate the effect of lag-1 serial correlation in the temperature data-series.  
A consistent increasing trend was detected in minimum temperature for North Carolina in 
annual and seasonal analysis, especially in summer and fall, over the study period.  On the 
contrary, consistent decreasing trend was found in maximum temperature on an annual basis and 
in seasonal analysis with distinct trend in summer and spring.  However, annual and seasonal 
analysis of MK test in 5% and less significance level (95% and more confidence level) represent 
that the mean temperature trends were increasing.  About 20 and 15 percentages of stations were 
found to have the significant warming mean temperature trends in fall and summer, respectively.  
Magnitude of the highest warming trend in minimum temperature and the highest cooling trend 
in maximum temperature is +0.073°C/year in fall season and -0.12°C/year in summer season, 
respectively.  Due to the diverse topographic nature in North Carolina from west to east, regional 
(Mountain, Piedmont and Coastal) annual and seasonal scale average temperature were also 
analyzed in this study.  Coastal zone exhibited highest warming mean temperature trend whereas 
Mountain zone’s mean temperature showed decreasing trend than other zones.  The SQMK test 
results indicated that the significant increasing trends in minimum temperature data and 
decreasing trend in maximum temperature data began in general around after 1970 and after 
1960, respectively in most of the stations. 
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The trend identified in the mean surface air temperature (SAT) was compared with North 
Atlantic Oscillation (NAO) with 10-year moving average values.  Two time periods 1960~1976 
and 1986~1995 were found to have similar phase with the winter SAT and NAO-index.  This 
study attempted to link the relational pattern between mean SAT and NAO indices across North 
Carolina; however, the complex understanding of the linkages is very primitive and needs further 
research.  
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CHAPTER 4 
Spatio-temporal Precipitation Trend Analysis 
4.1 Literature Review   
Precipitation is one the most important variables for climate and hydro-meteorology.  
Changes in precipitation pattern may lead to floods, droughts, loss of biodiversity and 
agricultural productivity.  Therefore, the spatial and temporal trend analysis of the precipitation 
data series is important for climate scientist, hydrologist, and agriculturist (Brusnell, 2010).  
Precipitation has changed significantly in different parts of the globe during the 20th century 
(New et al., 2001).  Xu et al. (2005) have shown 0.5–1% rainfalls per decade increment in the 
Northern Hemisphere’s mid and high latitude.   Over the last several decades the total 
precipitation has increased across the U.S. (Kunkel et al., 2002; Small et al., 2006).  Wang et al. 
(2009) have found positive precipitation trends in the U.S. with the largest positive trend over the 
central and southern U.S. in the fall season.  Similarly, Karl and Knight (1998) reported a 10% 
increase in annual precipitation across United States between 1910 and 1996.  Keim and Fischer 
(2005) used Climate Division Database (CDD) to assess the precipitation trends in the U.S. and 
found mostly increasing through time.  Small et al. (2006) reported the increment in the annual 
seven-day low flow to large increment in precipitation across the eastern United States.  
Generally, all trend study suggests that the precipitation over the eastern United States has 
increased during last several decades.  Several researches noted that global-scale historic climate 
observations are less useful for local/regional scale planning (Barsugli et al., 2009; Brekke et al., 
2009).  Portmann et al. (2009) suggested that changes in climate during the twentieth century are 
varying from region to region across the U.S.  Thus, it is important to analyze climate variability 
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on a local scale, especially in regions that exhibit complex weather patterns (e.g., North 
Carolina).   
Robinson (2005) on his book briefly explains the precipitation conditions of North 
Carolina during the period 1980 to 1985.  He found annual total amounts of precipitation over 
North Carolina vary from around 45 inches in the piedmont to more than 80 inches in parts of the 
mountains.  The wettest areas are those where orographic precipitation dominates.  Nearby rain 
shadow locations may have much lower values.  The coast is much more uniform but is also 
wetter than the piedmont.  This is happening because of precipitation from coastal storms, 
although clouds and rain associated with the sea breezes have an influence.  The precipitation 
distribution across the state for individual months is similar to that for the annual total.  Again, 
the west and east tend to be wet, while the piedmont is relatively dry.  In summer the whole 
coastal plain is wet, but the areas around Wilmington have the highest values.  He also found on 
that 5 years of study, all areas of the state receive precipitation every month.  There are relatively 
little differences between the seasons. 
Boyles and Raman (2003) predicted precipitation trend in North Carolina on seasonal and 
annual time scales during the period of 1949-1998.  Their study was based on the 75 
precipitation measuring stations.  Linear time series slopes were analyzed to investigate the 
spatial and temporal trends of precipitation.  They found the precipitation of last 10 years in the 
study period was the wettest.  They also found that precipitation has increased over the past 50 
years during the fall and winter seasons, but decreased during the summer. 
4.2 Objective   
This chapter of dissertation  is focused on to analyze the long term (1950–2009) spatial 
and temporal trend of annual, seasonal and monthly precipitation in North Carolina utilizing 
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statewide 249 gauging stations data.  The analyses were conducted for the entire state of North 
Carolina as well as three physiographic regions of North Carolina (mountain, piedmont and 
coastal) on an annual and seasonal (winter, spring, summer and fall) basis.  It is expected that the 
findings of this portion of study will bring about more insights for understanding of regional 
hydrologic behavior over the last several decades in North Carolina.  
4.3 Results and Discussion 
According to Boyles et al. (2004), North Carolina does not represent any distinct wet and 
dry seasons.  Average rainfall varies with seasons.  Summer precipitation is normally the 
greatest, and July is the wettest month.  Summer rainfall is also the most variable, occurring 
mostly as showers and thunderstorms.  Figure 16 shows the annual and seasonal precipitation 
conditions in North Carolina averaging the daily data over the period 1950-2009.  Summer has 
the greatest (1568 mm) and the spring has the lowest maximum precipitation (934 mm) in 60 
years period.  In seasonal and annual scale highest amount of precipitation occur in last decades 
in one of the stations situated in southwestern North Carolina. 
The number of stations in MK test (Z-value) results of positive and negative trend and 
99% confidence level stations summarization are shown in Figure 17(a) and Figure 17(b), 
respectively of annual and seasonal time scale  precipitation data series during 1950-2009.  
Figure 18 and Figure 19 shows the location of gauging stations with the significant trends (Z-
value) and the interpolated trend magnitude (in mm/year), obtained by the MK test and the TSA 
method in annual and seasonal time scale, respectively for the period 1950-2009.  The briefed 
details of the annual and seasonal results are presented in Figure 17, Figure 18, and Figure 19, 
discussed in the following subsections. 
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Figure 16. (a) Amount of maximum and minimum precipitation in annual and seasonal time 
scale considering 1 typical station out of 249 stations within the period 1950-2009 in North 
Carolina, (b) Average precipitation of 249 stations in annual and seasonal time scale within the 
period 1950-2009 in North Carolina. 
 4.3.1 Annual trends of precipitation.  Analysis of the annual precipitation time-series 
using MK test found about half of the stations with a positive trend (128 of 249 stations or 51%) 
and rest with a negative trend (Figure 17a).  The level of significance using Z value identified 10 
stations having significant trend with 95% and higher confidence level (7 stations with positive 
trend and 3 stations with negative trend; Figure 17b). 
 Significant positive trend are found mostly in southern coastal plain and middle mountain 
zone, whereas, significant negative trend are found in western piedmont and western mountain 
zone (Figure 18).  In general, positive and negative trends were found in locations which are 
scattered all around North Carolina.  Figure 18 also shows the trend magnitude of annual 
precipitation (mm/year); statewide mild positive and negative slopes (trends) are noticed.  
Specifically, some portion of western part of the mountain zone shows high negative slopes and 
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some portion of southern part of the coastal zone shows high positive slopes.  The magnitude of 
the trend varies between -5.50 mm/year and 9 mm/year.  Boyles and Raman (2003) found 
statewide positive slopes except for the northeast corner, but in our study in addition with the 
northeast corner, southwest piedmont areas were also showing mild positive trend.  They also 
found the positive slopes in the southern coastal plain and the southern mountain which are 
consistent with this study. 
 
Figure 17. Number of gauging stations of (a) overall negative and positive trends, and (b) 
significant (Confidence level ≥ 95%) negative and positive trends in annual and seasonal time 
scale.  
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Figure 18. Spatial distribution of stations with MK statistics and Interpolated trend (mm/year) 
results from TSA in annual time series data over the period 1950-2009. 
 4.3.2 Seasonal trends of precipitation. 
 4.3.2.1 Winter.  MK test found very larger nos. of stations with negative trends (229 of 
249 stations, 92%) than the positive trends (Figure 17a).  However, only 8 were found to have 
significant negative trend (95% confidence level) and none was significant for positive trend 
(Figure 17b).  Significant negative trends are mostly found in western part of the mountain and 
piedmont zones (Figure 19a).  As can be seen in Figure 19a, spatial distribution of winter 
precipitation trend magnitude shows statewide mild negative slopes except mountain zone with 
higher trend magnitude.  The trend slope varied between -4.50 to 1 mm/season per year.  In 
general, winter season has been found to experience statewide declining precipitation trends over 
past 60 years. 
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Figure 19. Spatial distribution of stations with MK statistics and interpolated trend (mm/season 
per year) results from TSA in (a) winter, (b) spring, (c) summer, and (d) fall time series 
precipitation over the period 1950-2009.  
47 
 
 
 4.3.2.2 Spring.  MK test found positive trend in about half of the stations (136 of 249 
stations, 55%; Figure 17a) with significant trend in only 7 stations (4 positive and 3 negative; 
Figure 17b).  Significant positive trend are mostly found to exist in the mountain zone whereas 
significant negative trend are located in the mid-piedmont zone (Figure 19b).  Unlike the winter, 
mountain zone in spring season exhibits increasing precipitation trend.  Most of the stations have 
positive trend in coastal zone and negative trend in piedmont zone.  The range of trend 
magnitude in spring precipitation varied between -3 to 3 mm/season per year. 
 4.3.2.3 Summer.  Summer precipitation trend show an opposite nature when compared 
with that of winter.  In this case, 155(62%) stations and 92 (37%) stations show positive and 
negative trend, respectively (Figure 17a).  Only 4 stations are found with significant positive 
trend and none with significant negative trend (Figure 17b).  Significant positive trends are 
mostly found in mountain zone, northern piedmont and southern coastal zone of North Carolina 
(Figure 19c).  Spatial distribution shows statewide mild positive slopes except coastal zone and 
some portion of piedmont zone shows mild negative trend magnitude.  Like spring, summer 
precipitation trend magnitude also varied between -3 to 3 mm/season per year.  In general, it can 
be said that the summer season has been experiencing mild increasing precipitation trends over 
60 years.  
 4.3.2.4 Fall.  The fall precipitation series demonstrated an increasing trend over the study 
area for the majority of the stations 202 of 249 (81%) and decreasing trend in the remaining 
stations (Figure 17a).  Total 11 nos. of stations (10 positive and 1 negative) were found to have 
significant trend (95% and more confidence level; Figure 17b), of which 10 stations with 
positive trend are scattered all around the state (southern piedmont, eastern coastal and southern 
mountain zone) and one with negative trend is located in western mountain zone of North 
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Carolina (Figure 19d).  Spatial distribution (Figure 19d) shows statewide mild positive slopes for 
fall precipitation.  The magnitude of trend varied between -1 to 4 mm/season per year (opposite 
of winter pattern).  In general, it can be concluded that the fall season has been experiencing a 
mild increase in precipitation over 60 years. 
Statewide increasing trend of fall precipitation is similar with the Boyles and Raman 
(2003) but the winter trend is opposite.  State wide mild decreasing winter trend found in this 
study which was similar findings with Prat and Nelson (2014) in the period 1998–2010.  Mild 
negative trend in northern coastal plain represent the similarity with the Boyles and Raman 
(2003) study.  Mild negative trends at the piedmont zone with no general trends in the spring 
season are consistent with the previous study. 
4.3.3 Precipitation shift analysis.  The shift in precipitation time-series was analyzed 
using Sequential Mann-Kendall (SQMK) test.  The analysis was conducted only for those time-
series with significant trend at the 99% confidence (i.e., MK test Z values > 2.57).  Table 4 
indicates four cases with significant trend (99% confidence) including one on annual time-series, 
two on fall season time-series (one positive and one negative trend), and one spring season time-
series.  Figure 20 shows graphical results of the SQMK test which clearly identified the year 
when the abrupt shift occurred (shift year is presented in Table 4).  The identified shift year in 
each case represents the initiation of a positive (+) or a negative (-) trend. 
The abrupt positive trend shift of annual precipitation series at one of the south-east 
stations began around 1970, and becomes significant in around 1985 till present time (Figure 
20a).  In Figure 20b, spring precipitation series at one of the mid-south stations abrupt negative 
trend shift began around 1968, and becomes significant in around 2000.  The abrupt positive 
(negative) trend shift of fall precipitation series at one of the south (west) stations began around 
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1968 (1965), and becomes significant in around 1995(2000) (Figure 20c and Figure 20d).  No 
significant shift was found in the case of summer and winter precipitation time series over the 
period 1950-2009.  The abrupt trend shift provides ideas about that particular stations and 
surrounding positions.  However, it is not representative of the whole region.  It can be 
generalized that all abrupt shift in significant trend (99% confidence interval) were found around 
70s. 
Table 4 
Values of statistics Z of the MK trend test (99% confidence level) and geographic position of that 
trend with the abrupt change year calculated by Sequential MK (SQMK) 
Time 
Scale 
 
Station 
 
Z(+) 
 
Year 
 
Station 
 
Z(-) 
 
Year 
Winter — — — — — — 
Spring — — — Mid-south(1) -2.88 1965 
Summer — — — — — — 
Fall South(1) 2.74 1968 West(1) -2.64 1965 
Annual South-east(1) 3.03 1970 — — — 
 
 
Figure 20. Sequential Mann–Kendall (SQMK) test to predict the abrupt shift year of 
precipitation data series of the stations of 99% confidence level MK statistics for a) Annual 
(+ve); b) Spring (-ve) c) Fall (+ve); and d) Fall (-ve) scale time series over the period 1950-2009. 
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Figure 20. (Cont.) 
4.3.4 Monthly precipitation trends.  Figure 21a shows statistically significant negative 
trend during February and March in 42 and 9 stations, respectively.  Ten statistically significant 
positive trend stations were found in November.  It is obvious from Figure 21a that overall 
precipitation trends are not significant in North Carolina.  February was chosen to show the 
spatial distribution of precipitation trends (Figure 21b).  Only one station shows a 99% 
significant negative value from the MK trend test for the northwest North Carolina.  In Figure 
21b, the middle of North Carolina shows significant (95% confidence level) negative trend 
stations.  In Figure 21c, the TSA method demonstrates, highest increasing (decreasing) trend 
magnitudes for in September (February) of +1.00 (-1.20) mm/year.  In Figure 22, the 
precipitation trends start decreasing around 1965 and 1985 and have reached significance in 
recent years.  
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(a) 
 
 
(b) 
 
 
(c) 
 
Figure 21. Precipitation trends considering monthly scale data series for 1950-2009 in North 
Carolina: a) Number of stations (out of 249) in MK test find significant positive-negative trends 
(confidence level ≥ 95% in two-tailed test), b) Spatial distribution of findings in (a) for the 
highest negative trends in the month of February, c) Trend magnitude (mm/year) estimated by 
TSA method; inner box denotes the interquartile range and median, whiskers extend to points 
within a distance of 1.5 times the interquartile range.   
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Figure 22. Forward-backward series of SQMK method applied and graphically presented on: 
precipitation data series in February averaging of all the stations for 1950-2009 in North 
Carolina. 
Sayemuzzaman and Jha (2014) found negative (positive) trends in winter (fall) 
precipitation for a significant number of stations at the 95% confidence interval.  It should be 
noted that the season output averages three months (e.g., winter trend averages the trends of 
January, February and March).  This study extends the previous precipitation analysis on 
Sayemuzzaman and Jha (2014) and provides detailed analysis in sub-seasonal time scale.  
Decreasing (increasing) precipitation trends in February (November) are consistent with the 
previous seasonal study for winter (fall); however, the month of March was found to have the 
highest numbers of stations with significant trends at the 95% confidence interval, followed by 
February and none in January.  Likewise, November has higher numbers of stations with positive 
significant precipitation trends than October and December. 
4.3.5 Regional precipitation trends.  Out of 249 meteorological stations studied, 3 
regions of North Carolina: mountain, piedmont and coastal zone have 89, 82 and 78 stations, 
53 
 
 
respectively.  The regional trend assessment was conducted by applying the trend statistics (z-
value, trend magnitude [b value], abrupt shift) on the precipitation time-series, which were the 
average values from stations within each region over the period 1950-2009. 
It is seen in Table 5 that regional precipitation trend are not significant (confidence level 
≥ 95%).  In annual and seasonal time series, magnitude of precipitation trend varies from -0.27 to 
+ 0.25 mm/year and from -1.13 to +0.68 mm/season, respectively.  It is found in Table 5 that 
winter season precipitation is decreasing in all three regions.  Annual precipitation is being 
increasing in mountain and coastal but decreasing in piedmont region over the 60 years period.  
Table 5 
Results of the Statistical Tests for Regional (Mountain, Piedmont and Coastal) Precipitation 
Trend of Annual and Seasonal Time Scale over the Period 1950-2009  
 
Mountain Piedmont Coastal 
 eason/Year Z b Z b Z b 
Winter -1.0651 -1.1292 -0.8228 -0.4924 -0.7207 -0.5361 
 pring 0.5549 0.4472 -0.4783 -0.1897 0.3635 0.2433 
 ummer 0.6952 0.4773 0.0702 0.0407 0.0191 0.0138 
Fall 0.3253 0.1841 1.0141 0.4679 1.1799 0.6846 
Annual 0.1212 0.2465 -0.1594 -0.272 0.236 0.2289 
Z: Statistics of the Mann-Kendall test, b:Slope from Theil-Sen-Approach (mm/season or year) 
  
 Figure 23 shows the SQMK test results on annual and seasonal precipitation time-series 
for mountain, piedmont and coastal regions.  Significant abrupt precipitation shifts are not 
detected either in annual and seasonal scale precipitation, except for the coastal (mountain) 
region in spring (winter and summer) season.  Overall, regional precipitation trend decreases 
statewide in annual time series.  In summer, almost all 3 regions show the decreasing 
precipitation trend from the period of around 1960 to till 2000.  It seems like statewide summer 
precipitation trend increases in last decade.  Statewide mild temporal precipitation trend 
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increment occurs in fall season.  The winter and spring season shows no general temporal 
precipitation trend shift.  However, statewide decreases trend detected in last decades in winter 
season. 
 
Figure 23. Graphical representation of the forward series u(d) and the backward series u’(d) of 
the Sequential Mann-Kendall (SQMK) test for annual and seasonal precipitation at the 3 regions 
(mountain, piedmont and coastal) of North Carolina. 
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Figure 23. (Cont.) 
4.3.6 Comparison of precipitation trend with NAO (North Atlantic Oscillation) 
index and SO (Southern Oscillation) index.  The NAO and SO is the primary mode of the 
climate variability occurring in the northern hemisphere.  NAO positive (negative) phase is 
associated with a stronger (weaker) north-south pressure gradient between the sub-tropical high 
and the Icelandic low (Durkee et al., 2008).  Whereas, SO is an oscillation in surface air pressure 
between the tropical eastern and the western Pacific Ocean waters.  The strength of the SO is 
measured by the Southern Oscillation Index (SOI).  The SOI is computed from fluctuations in 
the surface air pressure difference between Tahiti and Darwin, Australia (Kurtzman and Scanlon, 
2007).  Previous researchers anticipated the strong relationship between precipitation and 
Oscillation (i.e., NAO, SO) over northern hemisphere/eastern United States/southeastern United 
States (Durkee et al., 2008; Hurrell, 1995; Kurtzman & Scanlon, 2007). 
 Here we compare winter (summer) precipitation with the NAO (SO) indices using 10-
year moving average data (Figure 24a and Figure 24b).  NAO and SO monthly data sets are 
collected from the Climate Prediction Center/ National Oceanic and Atmospheric Administration 
(CPC, 2013).  Monthly data were averaging out to generate the seasonal data series.  Based on 
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the Coefficient of correlation (Rwinter-NAO = 0.37 and Rsummer-SOI = 0.35) and visual observation of 
the raw datasets of seasonal precipitation and NAO, SO indices; winter (summer) precipitation 
with the NAO (SO) indices was selected for the discussion in this section. 
(a) 
 
 
(b) 
 
 
Figure 24. (a) 10-year moving average of winter average precipitation and winter NAO index, 
(b) 10-year moving average of summer average precipitation and summer SOI.  
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 Three time periods 1972-1984, 1989-1998 and 1998-2009 (Figure 24a) were found to 
have similar phase of winter average precipitation with the winter NAO indices.  Durkee et al. 
(2008) found significant increase in the occurrence of rainfall observations during positive NAO 
phases in the eastern U.S.  Winter average precipitation increases with the increment of positive 
NAO index in the period of 1989-1998.  Similarly, two time periods of 1967-1979 and 1985-
1998 (Figure 24b) found similar pattern of summer average precipitation with the summer SO 
indices.  Kurtzman and Scanlon (2007) found varying significance level (0.05~0.001) correlation 
of summer precipitation with SOI over the state of North Carolina in their southern United Sates 
study.  
For February months with significant decreasing trends, time-series data of February-
precipitation were examined to identity whether the variability is associated with the large-scale 
circulation modes (NAO and SOI).  In Figure 25a, negative NAO index is associated with the 
decreasing precipitation during the period 1960-1980 in the 10-year moving average curves.  
Negative NAO phases are associated with a poleward migration of the subtropical high and 
subsequent blocking pattern over the North Atlantic, which results in a dry winter over the US 
(Hurrell, 1995; Hurrell & Dickson, 2004). 
In Figure 25b, negative SOI (La Niña) index is associated with decreasing precipitation 
during 2000-2009 in the 10-year moving average curve.  Since the La Niña events generate an 
upwelling of cold ocean surface that is associated with the cold and dry winter in the eastern U.S. 
(Kurtzman and Scanlon, 2007), it justifies North Carolina’s decreasing precipitation during the 
winter.  
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Figure 25. Time series plotting of: (a) Precipitation (mm/day) and NAO (North Atlantic 
Oscillation) index in February time scale, and (b) Precipitation (mm/day) and SOI (Southern 
Oscillation index) in February time scale, R1 denotes the correlation-coefficient between the 10-
year moving average data sets at p1 significance level, and R2 denotes the correlation coefficient 
between specified time scale data sets (w/o considering moving average) at p2 significance level.  
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This section discusses the relational pattern of winter and summer precipitation trends 
with the NAO and SOI.  However the predictability of precipitation pattern with the long term 
climate variability is still an undergoing research.  
4.4 Summary and Conclusion 
This chapter analyses the behavior of annual, seasonal and monthly scale precipitation in 
the state of North Carolina looking for trend in long historical (1950-2009) data series.  Denser 
observation data (1 per 548 sq. km) totaling 249 meteorological stations were applied to the non-
parametric Mann-Kendall test, the Theil-Sen approach and the Sequential Mann-Kendall test to 
investigate the precipitation trends.  MK test, TSA method and SQMK test were applied for 
significant trend detection, magnitude of trend and precipitation trends shift analysis, 
respectively.  Three distinct regions (mountain, piedmont and coastal) precipitation trends were 
also analyzed based on the above tests.  A pre-whitening technique was applied to pre-process 
the data series prior to the application of the MK test and the TSA method, in order to reduce the 
serial correlation in long time series, as well as its effects on trends.  
Almost equal nos. of stations was showing positive and negative trends in annual time 
series.  Among the positive (negative) trends, seven (three) significant trends were observed at 
the 95% and 99% confidence levels.  The range of magnitude of annual precipitation trends 
varied from (-) 5.50 to (+) 9 mm/year.  The spatial distribution of the annual precipitation trends 
indicated that the significant positive (negative) trends mostly happened in the south-east (mid 
and west) part of North Carolina.  There is no single positive significant trend station found in 
piedmont zone.  Most of the stations precipitation shift occurred around 1970 either positive or 
negative.  Notable significant precipitation trend shift (either increasing or decreasing) was not 
detected in regional trend shift analysis. 
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The analysis of the seasonal precipitation time series showed a mix of positive and 
negative trends.  In winter majority of the stations (229 out of 249) shows the negative trend 
whereas in fall, 202 positive trend stations found.  In summer positive (negative) trend were 
found in (92) 155 stations.  In monthly time scale, significant precipitation trends were not found 
at the 95% confidence level except for February, in which 17% (42 out of 249 numbers) of 
stations were found to have significant decreasing trends.  However, Boyles and Raman (2003) 
detected increasing statewide precipitation trends in the winter season (JFM), which is different 
from the finding of the following studies: Sayemuzzaman and Jha (2014), and Sayemuzzaman et 
al. (2014b).  Further analysis in this study showed that negative NAO index was associated with 
the decreasing precipitation during 1960-1980, and negative SOI is associated with the 
decreasing precipitation during 2000-2009 in February of 10-year moving average data. 
This portion of research develops for the first time a full picture of recent precipitation 
trends with the denser gauging stations data across the state of North Carolina, which should be 
of interest to future agriculture and water resources management personnel.  This study also 
found some correlations between North Atlantic Oscillation (Southern Oscillation) indices with 
the winter (summer) precipitations.  However it is still unclear whether this trend change is due 
to the multi-decadal natural oscillation or the anthropogenic effect such as: population change, 
land cover land use change or due to the greenhouse gas alteration effects, will be the future 
research interests.  Other different test results can also be comparable with the finding trend in 
this study might be an interesting inclusion with the future studies.  
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CHAPTER 5 
Diurnal Temperature Range Trend over North Carolina and the Associated Mechanism 
5.1 Literature Review 
 Several studies have shown an increase in surface average air temperatures over many 
places of the globe in recent decades (e.g., Jones et al., 1999; Trenberth et al., 2007).  It has 
occurred mainly but not always with warming taking place more at night than during the daylight 
hours (e.g., Easterling et al., 1997; Karl et al., 1993).  Hence increasing trends in daily minimum 
temperatures (Tmin) are larger than maximum temperature (Tmax) and thus a significant reduction 
in diurnal temperature range (DTR; DTR= Tmax- Tmin).  Given the observed wide spread 
increasing trends in Tmin and subsequently decreasing trends in DTR in globe, many scientists 
have proposed various causal mechanisms responsible for these trends.  A number of researches 
indicate that the downward trends in DTR are related to upwards trend in cloud cover, 
precipitation and soil moisture in the globe (Karl et al., 1993; Dai et al., 1997, 1999; Zhou et al., 
2009).  Dai et al. (1999) in their global study concluded the reduction of DTR attributed 
primarily with the increases of cloud cover and secondarily with the precipitation and soil 
moisture.  Clouds can increase Tmin by enhancing long wave radiation back to the earth surface at 
night and the reduction of Tmax at the day time for decreasing short wave radiation via reflection 
or scattering (Dai et al., 1999).  Dai et al. (1999) estimated that cloudy days can reduce DTR by 
25-50%, compared to clear sky days.  Karl et al. (1993) found annual and seasonal DTR are 
strongly correlated with cloud cover with the highest correlation in fall in the contiguous United 
States.  Lauritsen and Rogers (2012) reported post-1950 DTR began declining at various times 
ranging from around 1910 to the 1950s in the United States.  They find cloud cover alone 
accounts for up to 63.2% of regional annual DTR variability across the United States.  They also 
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mentioned cloud cover, precipitation, soil moisture, and atmospheric/oceanic teleconnection 
indices accounts for up to 80.0% of regional variance over 1901-2002, however they emphasized 
atmospheric/oceanic teleconnection account for small portions of this variability.  
Temperature extremes (Tmin and Tmax) and DTR can also be associated at both regional 
and large scales with the precipitation (Trenberth & Shea, 2005; Trenberth et al., 2007).  Strong 
negative correlation found between  temperature and precipitation are mostly in the warm 
season, as dry conditions are associated with the more sunshine and less evaporative cooling 
while wet summers often have cool temperatures (Trenberth & Shea, 2005).  
Soil moisture is one of the main land surface parameters that affects sub seasonal to 
seasonal variability and predictability of the atmosphere (Mahmood et al., 2012).  Over the last 
several decades the role of soil moisture in climate prediction has gained significant attention 
(e.g., Entin et al., 2000; Wu & Dickinson, 2004).  Zhang et al. (2008) focused on the summer 
season to identify the soil moisture influences on daily Tmax , Tmin  and DTR.  During the summer 
season oceanic impacts are smaller to the mid latitude land areas than the soil moisture (e.g., 
Koster & Suarez, 1995).  Zhang et al. (2008) identified the soil moisture shows a negative 
feedback on DTR over the zone from California through the Midwest to the Southeast of the 
United States mainly through its damping effect on Tmax.  They also mentioned that the soil 
moisture feedback-induced variability accounts for typically 10-20% of the total DTR variances 
over regions where strong feedbacks are identified. 
There are significant amount of researches mentioned the DTR reduction association with 
the cloud cover, precipitation, and soil moisture in the United States.  However, the observed 
DTR trends may be affected by the increased concentrations of greenhouse gases and sulfate 
aerosols (Zhou et al., 2007, 2009), atmospheric circulation pattern (e.g., Mantua et al., 1997) 
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with the land surface properties (Zhou et al., 2009).  Zhou et al. (2009) found the temporal DTR 
changes in the globe over the same period across climatic regions based on their climatological 
precipitation as well as land cover types and predicted that the global desert areas experience the 
greatest DTR declines. 
Surface-atmosphere or land-ocean fluxes may have little impact on the globally-averaged 
energy budget, but can significantly affect regional conditions due to the exchanges, or fluxes 
within earth’s overall energy system (Lauritsen & Rogers, 2012).  The complicated topography 
in North Carolina (that range from 46m from the eastern coastal area to the western mountain 
area of 1829m height) with the three distinct physiographic region exhibits the complex climate 
behavior in the eastern United States region (Boyles & Raman, 2003; Robinson, 2005).  Low 
DTR and/or increasing Tmin can affect livestock, for example, hogs in North Carolina by the heat 
stress.  North Carolina is the largest hog producer in the U.S.  Warmer climates and less soil 
moisture due to increased evaporation may increase the need for irrigation.  However, these same 
conditions could decrease water supplies, which also may be needed by natural ecosystems, 
urban populations, industry, and other users.  Warmer and drier conditions could increase the 
frequency and intensity of fires, and result in increased losses to important commercial timber 
areas.  Even warmer and wetter conditions could stress forests by increasing the winter survival 
of insect pests. 
 5.2 Objective 
This chapter analyzes the spatio-temporal trends of the DTR over North Carolina for the 
period 1950-2009.  The Mann-Kendall (MK), and the Theil-Sen approach (TSA) non-parametric 
statistical methodology was adopted to detect the DTR trend significance and magnitude, 
respectively.  Correlation analyses between DTR and moisture parameters (precipitation, TCC 
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(total cloud cover), and soil moisture) and with the atmospheric circulations (North Atlantic 
Oscillation, and Southern Oscillation) indices were analyzed.  
5.3 Results and Discussion 
5.3.1 Temporal DTR, Tmax and Tmin. Annual and seasonal DTR, Tmax, and Tmin 
anomalies averaged over the 249 stations from 1950-2010 are shown in Figure 26.  The annual 
mean trends of DTR, Tmax, and Tmin are -0.12, +0.04, and +0.08 °C/decade, respectively, and are 
all statistically significant (p < 0.05).  In summer and spring, decreasing Tmax (-0.061 and -0.12 
°C/decade) and increasing Tmin (+0.13 and +0.014 °C/decade), and subsequently more 
pronounced decreasing DTR trends (-0.19 and -0.014 °C/decade) are found, respectively.  The 
fall season exhibits the highest increasing Tmin trends of +0.14 (°C/decade) which creates a steep 
DTR decreasing trend -0.12 °C/decade even though Tmax trends increases by +0.016 °C/decade.  
Winter shows the lowest DTR decreasing trends -0.031 °C/decade  among the annual and 4 
seasonal trends with the Tmax, and Tmin trends are +0.0073, and +0.04 °C/decade, respectively. 
5.3.2 Spatial DTR trends. Figure 27 shows spatial patterns of observed annual and 
seasonal DTR trends for the 249 stations during the period 1950-2010.  Figure 27 represents both 
the significance of the trends of the station’s position which was calculated by MK trend test and 
the interpolated trend magnitude (°C/yr.) estimated by TSA. 
Statewide mild decreasing DTR trends (ranges -0.50 to 0 °C/yr.) were found in summer, 
spring and annually.  In the fall and winter season similar to other seasons mild decreasing DTR 
trends (ranges -0.50 to 0 °C/yr.) were found statewide except some portions (western piedmont, 
mid mountain and southern coastal), which exhibit mild positive trends (ranging from 0 to +0.40 
°C/yr.).  It was found from previous study Sayemuzzaman et al. (2014b) that decreasing Tmin 
trends (ranges from -0.05 to -0.005 °C/yr.) and increasing Tmax trends (ranges from 0.005 to 0.05  
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Figure 26. Annual and seasonal normalized anomalies of observed DTR, Tmax, and Tmin averaged 
over the 249 stations is presented for the period 1950-2009. The trends are listed on the plots 
calculated using TSA, and all are statistically significant (p<0.05). The time series of data were 
normalized by subtracting their mean divided by their standard deviation (for visualization 
purpose only).  
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Figure 27. . Spatial distribution of the 249 stations with MK trend test and the trend magnitude 
calculated by TSA and interpolated (°C/yr.) of DTR data in annual and seasonal basis for the 
period 1950-2009. 
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°C/yr.) creating the western piedmont increasing DTR trends in winter, fall and spring seasons.  
However southern coastal increasing DTR trends (Figure 27) in all the seasons were created 
from the both the decreasing Tmin and Tmax trends presented in Sayemuzzaman et al. (2014b), in 
this case rate of decreasing Tmin is higher than the Tmax. 
5.3.3 Precipitation, cloudiness, and soil moisture time series.  Figure 28 shows the 
climatological annual/seasonal precipitation (mm/day), TCC (percent) and soil moisture 
(percent) during the period of 1950-2009 for precipitation and 1958-2001 for TCC, and soil 
moisture.  We see from the left panel of Figure 28, mountain zone in North Carolina receives the 
higher precipitation (ranges from 3.50 to 5.00 mm/day) in all the seasons and annually.  In other 
portion of North Carolina except the mountain zone receives the lowest precipitation (ranges 
from 2.25 to 3.50 mm/day) in winter, spring, and fall season.  The summer season receives the 
statewide higher precipitation (ranges from 3.50 to 5.00 mm/day) with the highest precipitation 
(ranges from 5.00 to 6.25 mm/day) in the southern coastal area. 
In Figure 28 mid panel represents the percentages of the climatological TCC.  The 
variation of TCC has not been noticed in North Carolina in seasonal and annual basis, except 
mountain zone (piedmont zone) in winter (fall) season exhibits the highest (lowest) percentage of 
TCC ranges from 55 to 60 percent (ranges from 40 to 45 percent).  The right panel in Figure 28 
represents the percentages of the climatological soil moisture. It was found that soil moisture is 
uniquely distributed rather much variations in state wide for all the seasons and annual basis.  It 
is seen in Figure 28 that some part of the coastal zone exhibit the lower (ranges from 0 to 10 and 
10 to 25 percent) than the other part of North Carolina. 
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Figure 28. Spatial patterns of climatological seasonal and annual precipitation (mm/day), TCC 
(percent) and soil moisture (percent) during the period of 1950-2010 for precipitation and 1958-
2001 for TCC, and soil moisture. 
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5.3.4 Relation between temperature (DTR, Tmax, Tmin) and moisture components 
(precipitation, cloudiness, and soil moisture), and with oscillation indices (NAO, SO) time 
series.  Analysis of correlation coefficients between climatological temperatures (DTR, Tmax and 
Tmin) and climatological moisture components (precipitation, TCC, soil moisture), and 
atmospheric and oceanic indices (NAO, SO) from 1958-2001 are presented in Table 6 for 
original data (left side) and detrended data (right side).   
Table 6 
Correlation Coefficients between Climatological Temperatures (DTR, Tmax and Tmin) and 
Climatological Moisture Components (Precipitation, TCC, Soil Moisture), and Oscillation 
Indices (NAO, SO) from 1958-2002.  Left and Right Side Panel Represents the Original and the 
Detrended Data 
 
 
Precipitation TCC Soil Moisture NAO SO Precipitation TCC Soil Moisture NAO SO
Tmax -0.05 0.03 -0.36 0.26 -0.18 -0.07 -0.12 -0.34 0.10 -0.17
Tmin 0.31 0.40 -0.12 0.45 -0.18 0.31 0.28 -0.07 0.29 -0.17
DTR -0.65 -0.67 -0.50 -0.30 -0.03 -0.65 -0.69 -0.52 -0.30 -0.04
Tmax -0.58 -0.34 -0.55 0.03 -0.03 -0.59 -0.35 -0.56 0.02 -0.03
Tmin -0.17 0.12 -0.18 0.00 0.00 -0.17 0.11 -0.17 0.00 0.00
DTR -0.61 -0.65 -0.56 0.04 -0.03 -0.64 -0.65 -0.59 0.03 -0.05
Tmax -0.58 -0.48 -0.64 0.30 0.40 -0.58 -0.53 -0.64 0.29 0.41
Tmin -0.01 0.00 -0.14 0.06 0.23 -0.01 -0.08 -0.10 0.04 0.27
DTR -0.72 -0.61 -0.67 0.32 0.28 -0.73 -0.60 -0.73 0.34 0.26
Tmax -0.17 -0.04 -0.26 0.01 0.06 -0.17 -0.06 -0.25 0.01 0.07
Tmin 0.27 0.48 0.15 -0.14 0.02 0.28 0.48 0.16 -0.15 0.04
DTR -0.66 -0.80 -0.59 0.23 0.06 -0.67 -0.81 -0.61 0.24 0.05
Tmax -0.06 0.20 -0.18 0.24 -0.16 -0.05 0.08 -0.13 0.16 -0.13
Tmin 0.34 0.45 -0.01 0.29 -0.08 0.39 0.32 0.09 0.18 -0.02
DTR -0.63 -0.45 -0.24 -0.14 -0.10 -0.66 -0.39 -0.32 -0.05 -0.14
Bold, underline and Italicize represents the significance level <0.001 
Bold only represents the significance level <0.01
Detrended data
Annual
Original data
Summer
Spring
Winter
Fall
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Figure 29. Correlation coefficient between climatological DTR (0C/yr.) and precipitation 
(mm/day) of each station data in seasonal and annual time scale over the period of 1950-2010 in 
temporal (left panel), and interpolated spatially (right panel) was shown.  Values greater than 
0.30 or less than -0.30 are statistically significant at the 0.05 levels.  
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Simply correlating the temperature and moisture/oscillation components time series to quantify 
their relationship may result in spurious association due to the presence of strong trends 
(sustained upward or downward movements) in the time series (Gujarati 1995). Thus we 
differentiated the original time series (for removing the linear trends) to reduce the possibility of 
such spurious association and hence estimated the relationship. However, there is a slight 
difference of the correlation coefficients found between the original time series and the 
detrended times series. Almost all of the correlation coefficients for DTR and moisture 
components are statistically significant (p<0.001) in seasons except annual DTR and soil 
moisture found to be -0.24. DTRs are negatively correlated with the moisture components. It 
appears from Table 6 DTRs are not significantly correlated with the oscillation indices in 
seasonal and annual time scales. Thus in our further analysis DTR trends need to be investigated 
more in details with the moisture components. As the detrended correlations differ by only small 
amounts with the original data sets correlations, thus further analysis was based on with the 
original data sets. It was found in Figure 29 and from Table 6 that temporal and spatial DTRs are 
negatively correlated with the precipitation. Precipitation increases in all the seasons and annual 
in temporal (left panel in Figure 29) analysis except the winter season, which is consistent with 
the previous spatial precipitation trend analysis of Sayemuzzaman and Jha (2014). In summer 
(winter) season, the highest (lowest) temporal DTR trends of -0.019 (-0.0031 
0
C/yr.) were shown 
in Figure 29 (left panel). In temporal precipitation trends highest (lowest) were found in fall 
(spring) of +0.39 (+0.12) mm/year. Statewide significant (p<0.05) negative correlation was 
found in winter, spring, summer and fall seasons except some portions of the coastal area. 
Sayemuzzaman et al. (2014b) predicted statewide decreasing Tmax trend except the coastal zone,  
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which could be the reason of less significant spatial correlation exhibited in the coastal zone in 
Figure 29 (right panel). 
Like precipitation, DTRs are negatively correlated with TCC in temporally and spatially. 
Highest (lowest) temporal TCC trends were found in winter (fall) season of +0.16 (+0.10) %/yr., 
which exhibited higher negative correlation of -0.67 (-0.80) in comparison with seasons and 
annual (Figure 30). Statewide significant (0.001<p<0.05) negative spatial correlation was found 
in all the seasons except annually (Figure 30). Many analyses of these cloudiness records suggest 
increased total cloud cover from 1950 to 1980 over the U.S. because clouds block sunlight and 
reduce daytime maximum temperatures, which is the dominant effect on DTR, as shown by Dai 
et al. (1999). 
Soil moisture trends were decreased in all the season and annual time scale for the period 
of 1958-2001(Figure 31). Highest (lowest) temporal soil moisture trends were found in summer 
(spring) season of -0.054 (-0.033) %/yr. It was found in Figure 31 that DTRs and soil moisture 
exhibit significant (p<0.001) negative correlation in all the season except annual. Summer season 
shows the highest correlation (r=-0.67, p=0.000). 
5.3.5 Discussion.  Increased cloud cover, precipitation, and soil moisture have found to 
be associated with the reduction of DTR in North Carolina.  However, DTR can be changed 
through a number of mechanisms such as land use/cover, atmospheric composition (aerosols, 
GHGs), water vapor etc.  At regional scales, increased clouds and precipitation are most 
effective and primary factors in controlling DTR changes than the changes of greenhouse gases 
and aerosols (Dai et al., 1999). Dai et al. (1999) concluded the reduction of DTR attributed 
primarily with the increases of cloud cover and secondarily with the precipitation and soil 
73 
 
 
moisture. According to Dai et al. (1999) cloudy days can reduce DTR by 25-50%, compared to 
clear sky days over the globe.  
 
Figure 30. Correlation coefficient between climatological DTR (0C/yr.) and TCC of each station 
data in seasonal and annual time scale over the period of 1950-2009 for DTR and 1958-2001 for 
TCC in temporal (left panel), and interpolated spatially (for the period 1958-2001) was shown in 
(right panel). Values greater than 0.30 or less than -0.30 are statistically significant at the 0.05 
levels.  
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Figure 31. Graphical representation of correlation coefficient between climatological DTR 
(
0
C/yr.) and Soil moisture in seasonal and annual time scale over the period of 1950-2009 for 
DTR and 1958-2001 for soil moisture.  
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This study found the moisture components (precipitation, TCC, and soil moisture) 
correlated more than the atmospheric circulation (NAO, SOI) with the DTR in North Carolina, 
shown in Table 6.  Statewide significant (p < 0.05) decreasing DTR trends were noticed in this 
study over the period of 1950-2009, which are similar findings of the previous study of 
Sayemuzzaman et al. (2014b) decreasing (increasing) trends of Tmax (Tmin) for North Carolina.  
The highest reduction of DTR found in summer time which can be associated with the 
combination of the higher increasing trends of TCC (with r = -0.61) and precipitation (with r = -
0.73), and the lowest decreasing soil moisture trends (with r = -0.67).  This is expected because 
during warm temperatures and dry ground surface which is pronounced in North Carolina at 
summer time than any other seasons, surface latent heat release is limited so that the daytime 
Tmax depends more on the solar heating and thus clouds.  Dai et al. (1999) also predicted the 
DTR reduction by clouds is largest in warm and dry seasons over northern mid-latitudes regions 
(such as the U.S., southern Canada, and Europe), which has been found in this research at North 
Carolina region.  Karl et al. (1993) found annual and seasonal DTR are strongly correlated with 
cloud cover with the highest correlation in autumn in the contiguous United States.  That holds 
true for North Carolina since we found the highest significant negative correlation (r = -0.80, 
Figure 30) between DTR and TCC in fall season compared with other seasons and annual. 
5.4 Conclusion 
Overall, the goal of this study was to identify the spatio-temporal trends of DTR 
variability and to obtain some estimates of the potential causes of that variability for the period 
of 1950-2009 over North Carolina.  Non-parametric statistical methods (Mann-Kendall test, 
Theil Sen approach) were adopted to find the trend significance and magnitude.  Apparently it 
appears that the moisture components (precipitation, TCC and soil moisture) have higher 
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association with DTR than the atmospheric circulation (NAO and SOI).  However, the observed 
DTR trends may be affected by the increased concentrations of greenhouse gases and sulfate 
aerosols and /or with the land surface properties have not been investigated in this study, will be 
in future research interests. 
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CHAPTER 6 
Summary and Conclusions 
This study attempted to improve the understanding of the climate variability in North 
Carolina through use of a set of advanced statistical techniques on a long-term climatic datasets 
(60-years; 1950-2009) from denser network of observations (249 stations).  The climatic 
variables chosen are surface air temperature (mean, maximum, minimum, and Diurnal 
Temperature Range) and precipitation.  The scales of analysis were monthly, seasonal and 
annual, and statewide to regional (coastal, piedmont, mountain).  Daily data were used from 
COOP and WBAN for historical observations from 249 stations across North Carolina.  
Reanalysis data were also used where observations were not available (1°
 
longitude × 1° latitude 
resolution, total 19 grids; 0.25°
 
longitude × 0.25° latitude resolution, total 240 grids).  Prior to the 
trend analysis, pre-whitening technique was applied to eliminate the effect of lag-1 serial 
correlation in the data-series.  The Mann-Kendall (MK), the Theil-Sen Approach (TSA) and the 
Sequential Mann-Kendall (SQMK) tests were applied to quantify the significance of trend, 
magnitude of trend and the trend shift, respectively.  
A consistent increasing trend was detected in minimum temperature in some stations of 
North Carolina in annual and seasonal analysis, especially in summer and fall, over the study 
period.  On the contrary, consistent decreasing trend was found in maximum temperature on an 
annual and in seasonal analysis with distinct trend in summer and spring.  However, the mean 
temperature trends were noticed increasing in annual and seasonal time scale.  About 20 and 15 
percentages of stations were found to have the significant warming mean temperature trends in 
fall and summer, respectively.  Due to the diverse topographic nature in North Carolina from 
west to east, regional (Mountain, Piedmont and Coastal) annual and seasonal scale average 
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temperature were also analyzed in this study.  Coastal zone exhibited highest warming mean 
temperature trend whereas mountain zone’s mean temperature showed decreasing trend than 
other zones.  The regime shift analysis results indicated that the significant increasing trends in 
minimum temperature data and decreasing trend in maximum temperature data began in general 
around after 1970 and after 1960, respectively.  The trend identified in the mean surface air 
temperature (SAT) was compared with North Atlantic Oscillation (NAO) with 10-year moving 
average values.  Two time periods 1960~1976 and 1986~1995 were found to have similar phase 
with the winter SAT and NAO-index. 
The analyzed increasing trends in Tmin and decreasing trends in Tmax hence subsequently 
decreasing trends in diurnal temperature range (DTR; DTR= Tmax- Tmin) have also been analyzed 
in this study.  Correlation analyses between DTR and moisture components (precipitation, TCC 
(total cloud cover), and soil moisture) and with the atmospheric circulations (North Atlantic 
Oscillation, and Southern Oscillation) indices were analyzed.  Statewide significant (p<0.05) 
decreasing DTR trends were noticed in this study over the period of 1950-2009.  It appears in 
this study that the moisture components correlated more than the atmospheric circulation with 
the DTR.  The highest reduction of DTR found in summer time which can be associated with the 
combination of the higher increasing trends of TCC (with r = -0.61) and precipitation (with r =   
-0.73), and the lowest decreasing soil moisture trends (with r = -0.67).  This is expected because 
during warm temperatures and dry ground surface which is pronounced in North Carolina at 
summer time than any other seasons, surface latent heat release is limited so that the daytime 
Tmax depends more on the solar heating and thus clouds. 
In precipitation analysis, significant variability (pronounced increasing/decreasing trends) 
was not noticed.  Almost equal nos. of stations was showing positive and negative trends in 
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annual time series.  The spatial distribution of the annual precipitation trends indicated that the 
significant positive (negative) trends mostly occurred in the south-east (mid and west) part of 
North Carolina.  There is no single positive significant trend station found in piedmont zone.  
The seasonal precipitation time series showed a mix of positive and negative trends.  In winter 
majority of the stations (229 out of 249) shows the negative trend whereas in fall, 202 positive 
trend stations found.  In summer positive (negative) trend were found in (92) 155 stations.  In 
monthly time scale, significant precipitation trends were not found at the 95% confidence level 
except for February, in which 17% (42 out of 249 numbers) of stations were found to have 
significant decreasing trends.  Further analysis in winter (summer) precipitation with the NAO 
(Southern Oscillation; SO) indices using 10-year moving average data was conducted.  Three 
time periods 1972-1984 (increasing precipitation), 1989-1998 (increasing precipitation) and 
1998-2009 (decreasing precipitation) were found to have similar phase of winter average 
precipitation with the winter NAO indices (Figure 24a).  Similarly, two time periods of 1967-
1979 (decreasing precipitation) and 1985-1998 (increasing precipitation) found similar pattern of 
summer average precipitation with the summer SO indices (Figure 24b).  
Implications of this research in water resources planning and management: Climate 
variability alters stream water quantity and quality by altering hydro-meteorological patterns, 
elevating potential evapotranspiration (PET), and disrupting biological processes.  Inland water 
temperature is related to the trends of air temperature (Sun et al. 2008). Temperature and 
precipitation trend variability, large water demands, and limited storage capacity exacerbate the 
risk of water shortages during droughts. Better scientific understanding of hydrological and 
climatic links, conditions and changes is thus a key issue for effective water resource 
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management and its climate adaptation.  Historic climate trends results can be analyzed to 
establish baseline conditions for water resources planning and management.  
Spatio-temporal increasing-decreasing and/or no trend change temperature and 
precipitation results from this study will provide the information to water resources managers or 
modelers to adopt appropriate management strategies and modeling techniques for further study.  
Sun et al. (2008) mentioned in their study that water stress is critical in the large metropolitan 
areas like Charlotte and Atlanta.  In this study, we found Mecklenburg County exhibited the 
increasing minimum and maximum temperature trend (Figure 7 and Figure 8).  From this study, 
spatially distributed trend results for any particular county can be taken as an input for further 
water stress analysis related works. 
Another form of climate variability affect is sea level rise.  Sea levels are expected to rise 
as much as 2 ft by 2050 in the coastal areas in the Southeastern of the United States, if global 
temperatures continue to increase (Titus et al., 2009, Obeysekera et al.2011).  Coastal flooding as 
a results of sea level rise which subsequently makes the saltwater intrusion into freshwater 
aquifers and drainage basins include the degradation of natural ecosystems and the 
contamination of municipal, agriculture and industrial water supplies (Bear et al., 1999).  From 
this study, trend significance (Figure 5 and Figure 6) and the trend magnitude (Figure 7 and 
Figure 8) of minimum and maximum temperature specifically for the coastal region can be used 
as an input for the vulnerability analysis.  
This research develops for the first time a full picture of long term (1950-2009) 
temperature and precipitation trends with the denser gauging stations data across the state of 
North Carolina, which should be of interest to future agriculture and water resources 
management personnel.  This study also attempted to link the relational pattern between mean 
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SAT, and precipitation with the NAO and SO indices across North Carolina; however, the 
complex understanding of the linkages is very primitive and needs further research.  And it is 
still unclear whether this trend change is due to the multi-decadal natural oscillation or the 
anthropogenic effect such as: population change, land cover land use change or due to the 
greenhouse gas alteration effects, will be the future research interests.  Other different test 
methods can also be comparable with the finding trend in this study might be an interesting 
inclusion with the future studies. 
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