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Abstract
For an undirected simple graph G, the minimum rank among all positive semidefinite matrices with graph
G is called the minimum semidefinite rank (msr) of G. In this paper, we show that the msr of a given graph
may be determined from the msr of a related bipartite graph. Finding the msr of a given bipartite graph is
then shown to be equivalent to determining which digraphs encode the zero/nonzero pattern of a unitary
matrix. We provide an algorithm to construct unitary matrices with a certain pattern, and use previous results
to give a lower bound for the msr of certain bipartite graphs.
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1. Introduction
A graph G consists of a set of vertices V and a set of edges E, where the elements of E
are unordered pairs of vertices. If the pairs of vertices are ordered, then G is a directed graph
(digraph). A graph is simple if it has no multiple edges or loops. In what follows, we assume all
undirected graphs to be simple.
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The entries of an n by n complex matrix can be used to determine a digraph in a natural
way. Digraphs determined by unitary matrices in this fashion have been studied by Severini
[14], motivated by applications to discrete quantum random walks on digraphs, and elsewhere
[1,4,5,6,13]. If we assume the original matrix to be Hermitian, we may take the associated graph
to be undirected. Calculating possible multiplicities of eigenvalues for a Hermitian matrix based
upon properties of its related graph has been of much recent interest [9]. Finding the minimum
rank among all positive semidefinite matrices with a given graph was first studied by Nylen
[12]. In this paper, we establish a connection between digraphs of unitary matrices and minimum
semidefinite rank of a graph, and provide some further results for each problem.
2. Minimum semidefinite rank and bipartite graphs
Let A = (aij ) be an n by n complex Hermitian matrix. We may associate to A an undi-
rected graph G(A) = (V ,E) with vertex set V = {v1, . . . , vn} and edge set of unordered pairs
E = {vivj : aij /= 0, i > j}. Note that the resulting graph G(A) is simple.
Given a simple undirected graph G = (V ,E) on n vertices, denote byH(G) the set of all n
by n Hermitian matrices A such that
• aij /= 0 if i and j are adjacent, and
• aij = 0 if i /= j and i and j are not adjacent.
Let P(G) denote the set of all n by n positive semidefinite (psd) matrices A in H(G). P(G)
is non-empty for all graphs G, witnessed, for example, by the Laplacian matrix of G (see, for
example, the survey by Merris [11]). This makes the definition for minimum semidefinite rank of
a graph G,
msr(G) = min
P∈P(G){rank P },
valid. The minimum semidefinite rank for some classes of graphs, including trees, cycles, and
chordal graphs, is known, and the problem has been generalized to multigraphs [2,15] (graphs
allowing multiple edges but no loops).
Given a set ofn nonzero column vectors, X = {x1, . . . , xn}, letX be the matrix [x1 · · · xn].
Then X∗X is a psd matrix called the Gram matrix of X with regard to the Euclidean inner product.
Its associated graph has n vertices v1, . . . , vn corresponding to the vectors x1, . . . , xn, and edges
corresponding to nonzero inner products among those vectors. If X∗X ∈ P(G) for some graph
G, we say X is a vector representation of G. By rank X, we mean the dimension of the span of
the vectors in X, which is equal to rank X∗X [8, Theorem 7.2.10].
Since any psd matrix A may be factored as Y ∗Y for some Y ∈ Mn(C) with rank A = rank Y ,
each psd matrix is the Gram matrix of a suitable set of vectors. Therefore, finding a psd matrix
with a given graph and finding a vector representation of the graph are equivalent problems.
From the definition of the associated graph G(A) for a psd matrix A, vector representations
of a graph may include a zero vector. Thus, isolated vertices do not influence the minimum
semidefinite rank of a graph. For much of what follows, we will only wish to consider vector
representations that do not include zero vectors, which we will call non-degenerate.
Definition 2.1. The minimum vector rank (mvr) of a graph G is the minimum rank among non-
degenerate vector representations of G.
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Proposition 2.2. If G is an (undirected) graph, mvr(G) = msr(G) + i, where i is the number of
isolated vertices of G. Further, mvr (like msr) is additive on connected components.
Proof. Both mvr and msr are additive on connected components since the spans of vectors rep-
resenting different connected components must be orthogonal subspaces. The first claim follows
from this given mvr(K1) = 1 and msr(K1) = 0, where K1 is a single vertex. 
The minimum semidefinite rank of any induced subgraph H of a graph G provides a lower
bound for the minimum semidefinite rank of G [2]. Indeed, we have
Proposition 2.3. IfG is a connected graph on two or more vertices andH is an induced subgraph
of G, then msr(G)  mvr(H).
Proof. Since msr and mvr agree on G, we have msr(G) = mvr(G)  mvr(H). 
Because of this, subgraphs where the minimum vector rank of the subgraph is equal to the
number of vertices of the subgraph are very useful. A set of independent (pairwise non-adjacent)
vertices is one example. Another example is explored in Section 5.
Let X be any vector representation of a graph G. For a fixed i we may “orthogonally remove”
the vector xi by orthogonally projecting X onto the complement of the span of xi . That is, replace
each xj with
xj − 〈xi, xj 〉〈xi, xi〉 xi
to get a vector representation X′ of a graph G′. By construction, rank X′ = rank X − 1. The graph
G′ of X′ can depend on both G and the choice of X, but must be a simple subgraph of a certain
multigraph, and msr(G) − msr(G′) can be arbitrarily large [2]. The case in which the vertex to
be removed has degree two with adjacent neighbors is explored by van der Holst [15, Lemma
3.7], and is used to characterize trees in terms of their minimum semidefinite rank. In a similar
fashion, we may exploit degree two vertices with neighbors that are not adjacent – without the
need for multigraphs.
Proposition 2.4. Let G = (V ,E) be a graph, v ∈ V a vertex of degree two with neighbors x, y ∈
V such that xy /∈ E. Let X be any vector representation ofG, X′ the vector representation derived
from X by orthogonal removal of the vector v corresponding to v, and G′ the graph associated
to X′. Then G′ = (V \ {v}, (E \ {xv, yv}) ∪ {xy}) and msr(G) = msr(G′) + 1.
Proof. Let x and y be the vectors in X representing vertices x and y. Since 〈x, y〉 = 0, we have〈
x − 〈x, v〉〈v, v〉 v, y −
〈y, v〉
〈v, v〉 v
〉
/= 0.
Inner products of vectors associated with all other pairs of vertices in G′ are unchanged by the
orthogonal removal of v, so that G′ = (V \ {v}, (E \ {xv, yv}) ∪ {xy}).
For the second claim, let X be a vector representation of G with rank X = msr(G) and let X′
be the vector representation resulting from the orthogonal removal of the vector v corresponding
to vertex v. Since X′ is a vector representation of G′, msr(G′)  rank X′ = msr(G) − 1. For
the reverse inequality, let X′ be a vector representation of G′ with rank X′ = msr(G′) and x′
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and y′ representing x and y. Let c = 〈x′, y′〉. Take v to be a unit vector orthogonal to every
vector in X′ (by increasing dimension if required), and define x = x′ − cv and y = y′ + v. Then
( X′ \ {x′, y′}) ∪ {x, y, v} is a vector representation X of G and X′ is the vector representa-
tion derived from X by the orthogonal removal of v. Therefore, rank X = rank X′ + 1, so that
msr(G)  rank X = msr(G′) + 1. Thus msr(G) = msr(G′) + 1. 
The next proposition shows that the msr for any graph can be calculated from the msr of a
related bipartite graph. Results on the msr of certain bipartite graphs have been obtained elsewhere
[3,7].
Proposition 2.5. Let G = (V ,E) be a (undirected) connected graph with |V | = n and |E| = p.
Then there exists a bipartite graph J on n + p vertices with msr(G) = msr(J ) − p.
Proof. Create a new bipartite graph J = (VJ , EJ ) with independent vertex sets V and E such
that VJ = V ∪ E and edge set EJ = {vi(vivj ), vi ∈ V, vivj ∈ E}. By construction, the vertices
of J corresponding to the edges of G are all of degree two with non-adjacent neighbors. The
result then follows from Proposition 2.4. 
3. The unitary matrix of a digraph
Given an n by n complex unitary matrix U = (uij ), construct a digraph D(U) = (V ,E) with
vertex setV = {v1, . . . , vn} and edge set consisting of ordered pairsE = {(vi, vj ): uij /= 0}. Note
that such digraphs may contain loops. Conversely, given a digraph D on n vertices, defineU(D)
to be the set of n by n unitary matrices U with D(U) = D.
Let D = (VD,ED) be a digraph with vertex set VD = {v1, . . . , vn}. Create an undirected
bipartite graph B(D) = (VB,EB) with vertex set VB = {vl1, . . . , vln, vr1, . . . , vrn} and edge set
EB = {vlivrj : (vi, vj ) ∈ ED}. If the digraph D contains any sinks or sources, then the resulting
bipartite graph will have isolated vertices.
We now consider a related class of matrices. LetPN(G) denote the set of Gram matrices with
graph G constructed from unit vectors. Note that every matrix inPN(G) has ones along the main
diagonal. In particular, if A ∈ PN(B(D)) for some digraph D on n vertices, we have
A =
[
In V
V ∗ In
]
. (1)
In such a decomposition,VV ∗ = V ∗V = In if and only if rank A = n (use, for example, the Schur
complement of the upper-left In). Thus, if rank A = n, V ∈ U(D) by construction. Conversely,
if V ∈ U(D), then A as given in Eq. (1) is inPN(B(D)) (again by Schur complements). Finally,
since any non-degenerate vector representation of a graphG can be normalized to a non-degenerate
vector representation of G whose Gram matrix belongs to PN(G), we have shown
Proposition 3.1. Given a digraph D on n vertices,U(D) is non-empty if and only if the minimum
vector rank of B(D) is n.
Note that the map takingD 	→ B(D) is a bijection between digraphs and a subset of undirected
bipartite graphs (those with equal sized independent sets). We now consider general bipartite
graphs.
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Proposition 3.2. Let G be a bipartite graph with vertex set V = L ∪ R, where |L| = n  |R| =
m. Then mvr(G) = n if and only if there exists a digraph D on n vertices such that G is an
induced subgraph of B(D) and U(D) is non-empty.
Proof. If mvr(G) = n, let {x1, . . . , xn, y1, . . . , ym} be a non-degenerate vector representation of
G inCn with rank n. Then {x1, . . . , xn} must be a linearly independent set. Complete {y1, . . . , ym}
to an orthogonal basis {y1, . . . , yn} for Span{x1, . . . , xn}. Then {x1, . . . , xn, y1, . . . , yn} is a vector
representation of rank n ofB(D) for some digraphD on n vertices. NowG is an induced subgraph
of B(D) and U(D) is non-empty using Proposition 3.1.
Conversely, suppose D is a digraph on n vertices such that U(D) is non-empty, and G is an
induced subgraph of B(D). By Proposition 3.1, mvr(B(D)) = n. Since G is an induced subgraph
of B(D), mvr(G)  mvr(B(D)) = n, while |L| = n implies mvr(G)  n using Proposition 2.3
and that L is an independent set. 
Proposition 3.2 suggests a measure of how far a given digraph is from having an associated
unitary matrix. Define the defect of a digraph D to be mvr(B(D)) − n. From Proposition 3.1, we
seeU(D) is non-empty if and only ifD has zero defect. Propositions 3.2 and 2.5 together establish
that being able to calculate the defect of any digraph is equivalent to being able to calculate the
msr of any graph.
In light of the results of this section, one possible approach to determining a sufficient condition
forU(D) to be non-empty would involve providing a construction of suitable orthogonal vectors.
In the next section, we are able to provide such a construction in a special case.
4. A unitary matrix construction
If D = (V ,E) is a digraph, v ∈ V , define N+(v) = {w ∈ V : (v,w) ∈ E} and N−(v) = {w ∈
V : (w, v) ∈ E}. Severini showed thatU(D) is non-empty for complete digraphs and line digraphs
[14]. Further, a graph-theoretic necessary condition is given, which we now recall.
Definition 4.1. Given a digraph D = (V ,E), call a set S ⊂ V friendly if for each vertex v ∈ S
there exist verticesw+ andw− in S \ {v} such that bothN+(v) ∩ N+(w+) andN−(v) ∩ N−(w−)
are non-empty sets.
Definition 4.2 [14]. A digraph D = (V ,E) is strongly quadrangular if for every friendly set
S ⊂ V ,∣∣∣∣∣
⋃
vi ,vj ∈S
i /=j
(N+(vi) ∩ N+(vj ))
∣∣∣∣∣ < |S| and
∣∣∣∣∣
⋃
vi ,vj ∈S
i /=j
(N−(vi) ∩ N−(vj ))
∣∣∣∣∣ < |S|.
Severini also suggested that strong quadrangularity of a digraphD would be a natural necessary
and sufficient condition for U(D) to be non-empty [14]. One direction was established in that
paper:
Theorem 4.3 [14]. If D is a digraph, U(D) non-empty implies D is strongly quadrangular.
More recently [10], a digraph D on 15 vertices was given that is strongly quadrangular but for
which U(D) is empty.
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Prompted by the zero/nonzero pattern of a representative matrix, we will call a digraph D =
(V ,E) a complete Hessenberg digraph if there exists an ordering of the vertices V = {v1, . . . , vn}
such that (vi, vj ) ∈ E if and only if i  j + 1. We show that, for a digraph D obtained from a
complete Hessenberg digraph by the possible addition of edges, U(D) is non-empty.
Lemma 4.4. Given n linearly independent vectors x1, . . . , xn in Cd , and n complex numbers
c1, . . . , cn, there exists a vector v, possibly the zero vector, such that v ∈ Span{x1, . . . , xn} and
〈v, xi〉 = ci for 1  i  n.
Proof. Let A = [x1 x2 · · · xn] and c = [c1 c2 · · · cn]T. Since A has linearly inde-
pendent columns, A∗A is invertible. Select v = A(A∗A)−1c. Since A∗v = c, v is the desired
vector. 
Lemma 4.5. If S is a subspace of Cd , then S contains no standard basis vector of Cd if and only
if S⊥ contains a vector v with no zero entry with respect to the standard basis.
Proof. If v ∈ S⊥ has no zero entry, then v ∈ {ei}⊥ for any standard basis vector ei ∈ Cd . Con-
versely, if ei ∈ S for each i, then there must be some vi ∈ S⊥ whose ith entry is nonzero. We claim
that there exists a suitable linear combination of the vi so that the sum is a vector with no zero
entry. In fact, we need only establish that given two vectors u and v there exists a suitable linear
combination w = cuu + cv v where an entry of w is zero if and only if both of the corresponding
entries of u and v are zero, since successively adding the vi in this fashion gives the desired
result. For a vector v, define max(v) to be maxv |v| where v is an entry of v, and min(v) to
be minv |v| where v is a nonzero entry of v. Then w = min(v)u + 2 max(u)v is such a linear
combination. 
Proposition 4.6. Let D = (V ,E) be a digraph obtained from a complete Hessenberg digraph by
the possible addition of edges. Then U(D) is non-empty.
Proof. We will provide an algorithm (see Example 4.7 for an illustration) to find the column
vectors of a unitary matrix U corresponding to the complete Hessenberg ordering of V such that
D(U) = D. Let d = |V | and let e1, . . . , ed be the standard orthonormal basis for Cd . If ui is a
column vector and N ⊂ {1, . . . , d}, then let ui[N ] denote the vector obtained from ui by keeping
only entries with index in N .
Consider the following four conditions on a list of m vectors u1, . . . , um in Cd , for some
m < d:
(1) each ui has the required zero/nonzero pattern;
(2) the vectors u1, . . . , um are orthonormal;
(3) for 1  i  m + 1,
ei[1, . . . , m + 1] /∈ Span{u1[1, . . . , m + 1], . . . , um[1, . . . , m + 1]};
(4) the vectors u1[1, . . . , m + 1], . . . , um[1, . . . , m + 1] are linearly independent.
Notice that each of these conditions depends only on m, the number of vectors specified.
By Lemma 4.5, if there exist vectors u1, . . . , ud−1 satisfying conditions (1)–(4), then every
unit vector ud orthogonal to each of u1, . . . , ud−1 will have no zero entries, and
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U = [u1 u2 · · · ud]
will be a matrix satisfyingU∗U = I , thus also satisfyingUU∗ = I , and hence will give the desired
unitary matrix with the required zero/nonzero pattern. Therefore, we need only to prove that there
exist vectors u1, . . . , ud−1 satisfying conditions (1)–(4), and we now provide the algorithm for
doing so.
Algorithm. For the first step, choose u1 to be any unit vector with the requisite pattern. Since the
first two entries of u1 are nonzero, u1 satisfies conditions (1)–(4).
For the qth step, with 2  q  d − 1, assume that unit vectors u1, . . . , uq−1 satisfying con-
ditions (1)–(4) have already been selected. Choose uq [q + 1, . . . , d] to be any vector with the
requisite pattern. Let
ci = 〈ui[q + 1, . . . , d], uq [q + 1, . . . , d]〉
for i = 1, . . . , q − 1. Define
Sr = Span{u1[1, . . . , r], . . . , uq−1[1, . . . , r]} ⊂ Cr .
Our strategy is to choose uq [1, . . . , q] by taking a suitable linear combination of a vector in Sq
and a vector in S⊥q , and then add a vector in S⊥q+1 to obtain uq [1, . . . , q + 1] so that u1, . . . , uq
satisfy conditions (1)–(4).
Because (4) applies to the vectors generating Sq , Lemma 4.4 shows that there exists a vector
s ∈ Sq , possibly the zero vector, such that
〈s, ui[1, . . . , q]〉 = −ci
for 1  i  q − 1. Further, because (3) applies to the vectors generatingSq , Lemma 4.5 shows that
any nonzero vector of S⊥q has no zero entries. Take s′ to be any such vector, and take uq [1, . . . , q]
to be any sum of s and a nonzero multiple of s′ that has no zero entries.
Consider now the finite set of vectors consisting of the orthogonal projections of each vector
ei[1, . . . , q + 1] onto S⊥q+1. By definition and construction, S⊥q+1 is a two-dimensional subspace
ofCq+1. Therefore, there exists a vector w′ ∈ S⊥q+1 such that w′ is not in the span of the orthogonal
projection of ei[1, . . . , q + 1] onto S⊥q+1 for each i  q + 1. Let u be the orthogonal projection
of uq [1, . . . , q + 1] onto S⊥q+1, and define w = w′ − u. Notice that w may be the zero vector,
but if not, u + c w for c ∈ C defines a line in S⊥q+1. Because uq [1, . . . , q + 1] has no zero entries,
there are at most finitely many values of c for which uq [1, . . . , q + 1] + c w contains a zero
entry. Further, there are at most finitely many values of c for which u + c w is in the span of
the orthogonal projection of some ei[1, . . . , q + 1] onto S⊥q+1 since, by construction, this does
not occur for c = 1. So, choose a value c for which neither of these occurs, and add c w to
uq [1, . . . , q + 1]. Finally, normalize uq .
Having chosen uq , we must now establish that the vectors u1, . . . , uq satisfy conditions (1)–
(4). Recall that, by the induction hypothesis, the vectors u1, . . . , uq−1 are pairwise orthogonal
and have the requisite zero/nonzero pattern.
1. In the qth step, uq [q + 1, . . . , d] and uq [1, . . . , q] are originally chosen to have the requisite
zero/nonzero pattern. Subsequent changes are made only to uq [1, . . . , q + 1], which is
required to have no zero entries, and each change is specifically designed not to create any
zero entries.
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2. The resulting uq is a linear combination of the vectors
[ s
uq [q + 1, . . . , d]
]
,
[s′
0
]
, and
[
c w
0
]
,
each of which is orthogonal to each ui , 1  i < q.
3. Let S = Span{Sq+1 ∪ uq [1, . . . , q + 1]}. Suppose that ei[1, . . . , q + 1] is in S for some i
with 1  i  q + 1. Suppose further that ei[1, . . . , q + 1] is in Sq+1. If i /= q + 1, then
ei[1, . . . , q] is in Sq , contradicting condition (3) of the induction hypothesis. If i = q +
1, then ei[1, . . . , q] = 0 can be written as a non-trivial linear combination of the vec-
tors uj [1, . . . , q] for 1  j  q − 1, contradicting condition (4) of our assumptions. Thus
ei[1, . . . , q + 1] is not in Sq+1. However, this forces ei[1, . . . , q + 1] to be a linear combi-
nation of the uj [1, . . . , q + 1] for 1  j  q where the coefficient of uq [1, . . . , q + 1] is
nonzero. More specifically, the orthogonal projection of uq [1, . . . , q + 1] ontoS⊥q+1 must be
a multiple of the orthogonal projection of ei[1, . . . , q + 1] onto S⊥q+1, for some i  q + 1,
contradicting the earlier choice of c and w.
4. Because the vectors
u1[1, . . . , q], . . . , uq−1[1, . . . , q]
are linearly independent by condition (4) of the induction hypothesis, the vectors
u1[1, . . . , q + 1], . . . , uq−1[1, . . . , q + 1]
are also linearly independent. Because of the addition of the nonzero multiple of w, which
by construction cannot equal the orthogonal projection of uq [1, . . . , q + 1] onto S⊥q+1, uq
cannot be in Sq+1. 
Example 4.7. We use the algorithm of Proposition 4.6 to construct a unitary matrix with zero/non-
zero pattern
⎡
⎢⎢⎣
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
0 ∗ ∗ ∗
∗ 0 ∗ ∗
⎤
⎥⎥⎦ .
For convenience, we scale vectors so that all vectors will have only integer entries and write every
column vector as a row vector.
For q = 1, choose u1 = [1 1 0 2]. For q = 2, choose u2[3, 4] = [1 0]. Then c1 = 0,
s = 0, and since S2 = Span{[1 1]} we take s′ = [1 −1]. Now we may take u2[1, 2] = s +
s′ = [1 −1]. Since S3 = Span{[1 1 0]},
S⊥3 = Span{[1 −1 0], [0 0 1]}
and so
ProjS⊥3 e1[1, 2, 3] = [1 −1 0],
ProjS⊥3 e2[1, 2, 3] = [1 −1 0],
ProjS⊥3 e3[1, 2, 3] = [0 0 1]
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and
u = ProjS⊥3 u2[1, 2, 3] = [2 −2 1].
So, choose w′ = u = [2 −2 1] to get w = 0, and u2 = [1 −1 1 0].
For q = 3, choose u3[4] = 1. Then c1 = 2, c2 = 0, s = [−1 −1 0], s′ = [1 −1 −2],
and we may take u3[1, 2, 3] = s + 2s′ = [1 −3 −4]. Next
S⊥4 = Span{[1 −1 −2 0], [1 1 0 −2],}
and so
ProjS⊥4 e1 =[1 0 −1 −1],
ProjS⊥4 e2 =[0 1 1 −1],
ProjS⊥4 e3 =[1 −1 −2 0],
ProjS⊥4 e4 =[1 1 0 −2],
and
u = ProjS⊥4 u3 = [1 −2 −3 1].
So, choose w′ = u = [1 −2 −3 1] to get w = 0 and u3 = [1 −3 −4 1].
After normalizing, this yields the unitary matrix⎡
⎢⎢⎢⎢⎢⎢⎣
1√
6
1√
3
1
3
√
3
5
3
√
6
1√
6
−1√
3
−3
3
√
3
3
3
√
6
0 1√
3
−4
3
√
3
−2
3
√
6
2√
6
0 1
3
√
3
−4
3
√
6
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Remark 4.8. All unitary matrices whose associated digraph can obtained from a complete Hes-
senberg digraph by the possible addition of edges can be constructed using the algorithm of
Proposition 4.6. To see this, given a unitary matrix associated to such a digraph, first note that
the last column is uniquely determined up to a scalar multiple of modulus one by the other
columns, and the first column used to start the algorithm is specified. Begin working backwards
from the penultimate column. Assuming that the first q − 1 columns can be constructed using
the algorithm, to see that column uq can be constructed as well, we may assume w = 0, thus
take uq [q + 1, . . . , d] as the original (arbitrary) choice, and then recover viable s and s′ as the
orthogonal projection of uq [1, . . . , q] on Sq and S⊥q respectively.
5. Linearly independent vertices
The prominent role of strong quadrangularity in the unitary digraph characterization of the
minimum semidefinite rank problem, as shown by Theorem 4.3, suggests an analogue of strong
quadrangularity should be explored in the context of bipartite graphs. Indeed, as we now show,
this line of reasoning leads to the identification of certain sets of linearly independent vertices
(vertices represented by linearly independent vectors in any vector representation), giving in turn
a lower bound for the msr of certain bipartite graphs.
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Definition 5.1. Let G be a graph on n vertices and let S = {v1, . . . , vm} be an ordered set of
vertices of G. Denote by Gk the subgraph of G induced by {v1, . . . , vk} for k  m. Let Hk be the
connected component of Gk containing vk . If for each k there exists a vertex wk of G such that
wk /∈ Gk , wkvk ∈ E(G), and wkvl /∈ E(G) for all vl in Hk with l /= k, we say S is a vertex set of
ordered subgraphs (OS-set) of G.
The maximum cardinality among all OS-sets ofG is called the OS-number ofG, written OS(G).
OS-sets were originally developed to determine the msr of chordal graphs [7]. The following gives
an example of an OS-set, which inspection shows to be maximal. The dashed lines in the example
show that each wi satisfies the definition.
The seemingly complicated requirements for a set of vertices to be an OS-set ensure that the
vertices of an OS-set are linearly independent. It is an open question, verified for chordal graphs
and all graphs on less than eight vertices, whether linearly independent vertices must constitute
an OS-set.
Theorem 5.2 [7]. The minimum semidefinite rank of a graph G is at least OS(G).
In a graph G = (V ,E), denote by N(v) the set of vertices w ∈ V such that vw ∈ E, called the
(open) neighborhood of v in G. Let G = (L ∪ R,E) be a bipartite graph, and suppose S ⊂ L or
S ⊂ R. As in Definition 4.1, call a set of vertices S friendly if for all v ∈ S, there existsw ∈ S \ {v}
with N(v) ∩ N(w) non-empty. For a friendly set of vertices S, define
S∩ =
⋃
vi ,vj ∈S
i /=j
(N(vi) ∩ N(vj )).
Proposition 5.3. Let G = (L ∪ R,E) be a connected bipartite graph with |L| = n and |R| = m.
Suppose there exists a friendly set of vertices S with S ⊆ R and |S∩|  |S|. Then msr(G) 
n + |S| − |S∩|.
Proof. We claim the vertices of (L \ S∩) ∪ S form an OS-vertex set of cardinality n + |S| − |S∩|.
Label the vertices of (L \ S∩) ∪ S as {x1, . . . , xr , v1, . . . , vs} where each xi belongs to L \ S∩
and each vi is in S. For each vi , choose a wi ∈ N(vi) ∩ S∩.
Induct on k to show that {x1, . . . , xr , v1, . . . , vk} is an OS-set. Since the xi are all inde-
pendent, this is true when k = 0. Assume that {x1, . . . , xr , v1, . . . , vk} is an OS-set. The set
N(vk+1) ∩ N(vi) ∩ (L \ S∩) must be empty for i < k + 1 by the definition of S∩, and so, for
i < k + 1, vi is not in the connected component of vk+1 in the subgraph of G induced by
{x1, . . . , xr , v1, . . . , vk+1}. Moreover, wk+1 ∈ N(vk+1) ∩ S∩ and wk+1 /∈ N(xi) for each i. Thus
{x1, . . . , xr , v1, . . . , vk+1} is an OS-set, and the claim follows from Theorem 5.2. 
Remark 5.4. Proposition 5.3 is false if the assumption that S is a friendly set is omitted. For
example, the graph
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has msr four [2], but with S = {s1, s3}, n + |S| − |S∩| = 5. With S = {s2, s3}, Proposition 5.3
applies and n + |S| − |S∩| = 4.
We remarked earlier that one possible approach to determining a sufficient condition forU(D)
to be non-empty would involve providing a construction of suitable orthogonal vectors. The result
in Proposition 5.3 suggests that such a construction would go a long way towards the complete
solution of the minimum semidefinite rank problem.
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