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ABSTRACT OF THE THESIS 
The Effect of Levels of Processing on Event-Related-Potentials 
by 
Warren Scott Merrifield 
Master of Arts, Graduate Program in Psychology 
Loma Linda University, December 2004 
Dr. Paul Haerich, Chairperson 
The primary research question for this study was to determine if physiological 
correlates of encoding and retrieval could be observed across three levels of processing. 
It was hypothesized that physiological correlates of encoding and retrieval would be 
observed at electrode sites near Cz with the semantic processing condition yielding the 
most positive going event-related-potential, the phonological processing condition 
yielding an intermediate positive going event-related-potential, and the perceptual 
processing condition yielding the least positive going-event-related-potential. The 
experiment had a study phase and test phase. For the study phase, participants were 
encouraged to process the target word at one of three different levels, by indicating if the 
word was in capital or lower-case letters, if it rhymed with a given criterion word, or if 
the object referred to by the word was a member of a designated category. These were 
referred to as the perceptual, phonological, and semantic conditions, respectively. Thirty 
trials were presented in each condition. For the test phase, the 90 previously viewed 
words and 90 new words were presented in random order. Performance data and ERP 
data were recorded during the study phase and test phase. The results supported the 
hypothesis as ERP data indicated that the phonological processing condition yielded 
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intermediate ERP positivity for the late positive component (LPC) when compared to the 
perceptual and semantic processing conditions. This trend was observed at 
approximately 550 ms at electrode sites CPz and Pz in both study and test phase data. 
Because there were no differences in amplitude among the three levels of processing for 
the Ni, P2, and N400, these findings suggest that the differences in physiological activity 
occurs predominately for late ERP components, and not early ERP components. The 
findings may also suggest different voltage topographies for the LPC. For the study 
phase data, the voltage maps appear to show more cortical activity to the frontal region 
for words that were later correctly remembered compared to words that only yielded 
successful categorization. For the test phase data, the voltage maps appear to suggest that 
prior encoding processes influenced subsequent recognition based upon the different 
voltage topographies for each processing condition. The data from the study phase and 
test phase appear to show differences in cortical activity based on levels of processing 
and how previous learning can influence subsequent recognition. 
Introduction 
A journal article, which appeared in 1972 (Craik & Lockhart), described the 
properties of human memory using a levels of processing approach. The main purpose of 
this article was to demonstrate that a different theoretical approach could be applied to 
the same data that was obtained by Atkinson & Shiffrin (1968), the earliest modern 
account of human memory (Roediger, 2001). The levels of processing approach was not 
an attempt to establish a new theory of human memory. Rather, it was an attempt to 
explain how depth of processing contributes to memory performance. The original paper 
has been cited over 2500 times since its introduction into the scientific literature making 
it one of the most influential journal articles in psychology since 1970. 
The purpose of this thesis was to examine the physiological correlates of encoding 
and retrieval using a levels of processing manipulation. Following is a review of the 
levels of processing approach and the results of this study. 
Levels of Processing 
Craik and Lockhart (1972) hypothesized that depth of processing is the primary 
factor which influences recognition performance. This approach postulates, "a series or 
hierarchy of processing stages...where the greater depth of processing implies a greater 
degree of semantic or cognitive analysis." (Craik & Lockhart, 1972, p. 675) 
Craik and Tulving (1975), cited over 1200 times in the scientific literature, 
empirically demonstrated the hypothesis put forth by Craik and Lockhardt (1972). 
Through a series of ten experiments, Craik and Tulving (1975) tested the levels of 
processing approach and identified the qualitative nature of the task as the critical 
1 
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determinant of memory durability as opposed to amount of rehearsal time and intention 
to learn. 
In the first experiment the encoding conditions were structural, phonemic, 
category, and sentence. The instructions stated that the experiment "concerned 
perception and speed of reaction." (Craik and Tulving, 1975, pg. 271) The participants 
were not told that a memory test would be given at a later time. In the structural 
processing condition (perceptual), participants were asked whether or not the target word 
was in capital letters (TABLE vs. table). In the phonemic processing condition 
(phonological), participants were asked whether or not the target word rhymes with 
another (Does the word crate rhyme with weight?). In the semantic processing condition, 
participants were asked if a word fit into a category (Target word: Bear, Question: A wild 
animal?). In the sentence processing condition, participants were asked if a word fit into 
a sentence (Target word: Friend, Sentence: "He met a 	in the street.). 
As can be seen by the examples, the participants must engage in different types of 
processing in each condition. Physical, perhaps the most elementary, can be seen as the 
shallowest form of encoding because meaning and acoustic attributes do not need to be 
analyzed to make a correct judgment. The acoustic condition can be seen as an 
intermediate level of processing between the physical and semantic conditions because a 
person must sound the word to himself or herself in order to determine if it rhymes with 
the comparison word. The semantic condition (i.e. category and sentence) can be seen as 
the deepest level of processing, as it is necessary to extract meaning from the letter string 
in order to determine whether or not the target word matches the category or fits into the 
sentence. 
Based upon the levels of processing theory (Craik & Lockhart, 1972) it was 
expected that the structural processing condition would yield the lowest recognition rate 
with the phonemic, category, and sentence yielding higher recognition rates. Results 
indicated that the category and sentence conditions yielded the highest recognition, the 
phonemic condition yielded intermediate performance, and the structural condition 
yielded the lowest recognition rate. Additional information regarding response latency 
indicated that decision times for each condition increased as a function of degree of 
semantic involvement. 
To further understand the influence of processing time (i.e. how long it takes for a 
participant to respond to a given trial) on recognition performance, additional 
experiments were conducted to demonstrate that processing time, although important in 
that it increases the likelihood of a response, is not the primary influence on memory 
durability. Rather, it is the extent to which the item is analyzed for meaning is what is 
associated with improved performance on memory tasks. 
In Experiment 9, Craik and Tulving (1975) used a manipulation that is similar to 
what was described in Experiment 1 with the exception of the sentence processing 
condition. In this experiment there were three processing conditions: case (perceptual, 
capital letter decision), rhyme (phonological, rhyme decision), and category (semantic, 
category decision). Results from the experiment were consistent with the levels of 
processing approach as the semantic processing condition yielded the highest recognition 
(81%), the phonological processing condition yielded intermediate recognition (59%), 
and the perceptual processing condition yielded the lowest recognition (23%). Craik and 
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Tulving (1975) were able to demonstrate that each successive processing condition 
increased memory performance by using a word recognition task. 
In Experiment 10, Craik and Tulving showed that the amount of reward did not 
significantly influence recall performance. The participants were given a reward of 1 
cent, 3 cents or 6 cents. Although a levels of processing effect remained, it was not 
influenced by the amount of reward. 
Craik and Tulving (1975) provided the first empirical evidence of a levels of 
processing effect and explained how different types of tests, whether explicit or implicit, 
can demonstrate a similar levels of processing effect. Craik and Lockhart (1972) as well 
as Craik and Tulving (1975) proposed new ideas, which stimulated further research and 
new perspectives on human information processing. One conclusion, which may be 
readily drawn from three decades of research, is that levels of processing can be observed 
in a number of different experimental situations. Craik and Tulving (1975) themselves 
utilized a number of different methods to demonstrate that levels of processing can be 
applied in different situations. Since that time, numerous investigators have examined 
this theoretical approach by using different methods. Following is an examination of two 
experiments utilizing different methodologies to demonstrate levels of processing. 
According to Craik and Tulving, elaborative processing is critical to memory 
durability. Elaborative processing was investigated by Jacoby and Dallas (1981) to 
understand other factors contributing to improved memory performance. Participants 
read the words aloud (e.g. the word "cold"), studied them in the context of another word 
(e.g. two words side by side: hot-cold) or were asked to generate a word in the context of 
another. Results indicate that for recognition, performance is best in the generate 
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condition when compared to the no context condition. The three encoding conditions 
necessitated shallow levels of processing, intermediate levels of processing, or deep 
levels of processing. The notion of elaborative processing is in agreement with the levels 
of processing approach because elaboration can be seen as a type of increasingly deeper 
level of analysis with deeper levels of analysis leading to improved memory 
performance. 
Flannagan and Buick (1990) are among those who have demonstrated a levels of 
processing effect. Participants were instructed to write the word with its definition or use 
the word in a sentence. That is, engage in 'rote' processing of the word or basic semantic 
processing. In the third, self-reference condition, participants were asked to indicate the 
degree to which the word described them. Results indicate the self-reference condition 
led to the highest recall when compared with the "rote" condition and the semantic 
condition. 
These experiments, which used different methods to manipulate levels of 
processing, are consistent with Craik and Tulving's (1975) findings. 
Electromagnetic Studies of the Levels of Processing Phenomenon 
In the first levels of processing experiment to record event-related-potentials, 
Paller, Kutas, and McIsaac (1995) attempted to identify some of the physiological 
correlates of recognition. Their assumption was that the mental operations producing 
recognition could be observed indirectly by electrical brain activity and would vary 
depending upon the way the memory was processed during the study phase. 
In this experiment, participants were given eight blocks of words to study, 30 in 
each block. Words were presented in a rectangular frame on a video monitor. The 
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participants were encouraged to process each stimulus at one of two levels of processing. 
The shallow processing condition required the subject to determine if the letter string 
contained one or more than one syllable. The deep processing condition required the 
subject to form an image of the word by judging whether or not the object that the word 
referred to is larger or smaller than the computer monitor. During the test phase, each 
studied word and an equal number of new words were presented on the video monitor for 
300 ms. The ERP responses were recorded during the test phase to identify physiological 
correlates of recollection. After the test phase, participants performed a recognition task 
by circling previously viewed words on a response sheet that included both old and new 
items. 
In concordance with the levels of processing theory (Craik and Lockhardt, 1972), 
it was found that the image task led to better recognition. Examination of the test phase 
ERP waveforms indicate that the imagery task yielded a more positive going event-
related potential compared to the syllable task. Paller et al. (1995) found a statistically 
significant difference in positivity between the two processing conditions from 
approximately 500 ms to 900 ms. 
Another experiment demonstrating a levels of processing effect using event-
related-potentials employed a different set of encoding tasks (Rugg et al., 2000). The 
shallow condition was an alphabetic judgment and the deep condition involved sentence 
generation. Similar to the Paller at al. (1995), ERP results from the test phase indicate a 
more positive going waveform for words approximately 500 ms after stimulus onset in 
the deep encoding condition when compared to words in the shallow processing 
condition. 
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A recent experiment by Walla et al. (2001) using magnetoencephalography 
(MEG) manipulated levels of processing by instructing participants to report whether or 
not the first and last letter in the target word were in alphabetical order (shallow 
processing condition) or whether or not the target word was an animate or inanimate 
object (deep processing condition). There were two salient contributions from this study 
that added to the existing levels of processing framework. First, the ERF (event related 
field) data were collected during the study phase and not in the test phase as was done 
with previous ERP experiments. Second, MEG enabled the investigators to use magnetic 
data instead of electrical data in an attempt to localize brain structures associated with 
differences in levels of processing. This not only enabled the investigators to determine 
the neuroanatomical correlates associated with this phenomenon, but also understand the 
cognitive processes taking place during the encoding of this type of information. 
Performance data, consistent with Craik and Tulving (1975), indicate a 
statistically significant difference between the two encoding conditions in which the deep 
condition led to better recognition. ERF data, consistent with Paller et al. (1995), indicate 
that there were two main effects. From 200 to 550 ms, the event related fields were 
differentially active over the left prefrontal and left temperoparietal sensors. From 600 
to 850 ms, the event related fields were differentially active over the left fronto-temporal 
and left parietal sensors. This provided the first evidence of a levels of processing effect 
using MEG as the investigators were able to observe physiological changes in brain 
activity during the encoding of verbal information as a function of what was previously 
learned. 
Research Questions and Hypotheses 
In this experiment a levels of processing manipulation was used to examine the 
physiological correlates of encoding and retrieval. Previous studies have shown that 
there are different temporal and spatial attributes of memory depending on the type of 
processing at encoding. Because each level of processing necessitates a different 
encoding strategy, results from this study may provide additional data to support the 
notion that an individual utilizes specialized structures within the brain to carry out 
different types of memory tasks. By using these encoding strategies, the ERP data and 
voltage maps will indicate when and where these differences occur. 
ERP peaks occurring in the grand average waveforms were analyzed in both the 
study phase and test phase to determine (a) if the phonological processing condition 
yielded intermediate positivity when compared to the perceptual and semantic processing 
conditions at electrodes near Cz (b) if ERP components occurring in the grand average 
waveform including the Ni, P2, N400, and late positive component show differences in 
amplitude or latency depending on depth of processing at encoding (c) if there are 
differences in voltage topographies between the study phase and test phase and (d) if 
there are differences in the voltage topographies for the ERP components. If there are 
differences between the processing conditions, this may indicate that different 
neuroanatomical structures are involved during encoding and retrieval. This may provide 
additional justification that participants process verbal items depending on the context of 
the word at encoding. 
Examining the performance data and ERP data from this experiment will provide 
additional information pertaining to the levels of processing framework first described by 
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Craik and Lockhardt (1972), first investigated by Craik and Tulving (1975), and 
subsequently examined by other investigators under various experimental situations. The 
following hypotheses were proposed prior to data collection. 
First, it is expected that if participants process the study phase words as 
instructed, they will be able to respond correctly on each study trial. There will be no 
difference in accuracy among the three processing conditions during the study phase. 
Second, it is expected that if the participants engage in levels of processing during 
the study phase, they will be more likely to recognize words originally studied in the 
semantic processing condition than the perceptual and phonological processing 
conditions during the test phase. The semantic processing condition will yield the highest 
recognition, the phonological processing condition will yield intermediate recognition, 
and the perceptual processing condition will yield the lowest recognition. 
Third, it is expected that physiological correlates of encoding and retrieval will be 
observed at electrode sites near Cz with the semantic processing conditidn yielding the 
most positive going event-related-potential, the phonological processing condition 
yielding an intermediate positive going event-related-potential, and the perceptual 
processing condition yielding the least positive going event-related-potential. It is 
expected that the difference in positivity will occur at around 500 ms at electrode sites 
FCz and CPz. If there are differences in amplitude for late positivity, this may indicate 
that the participants were engaging in different encoding and retrieval processes, but only 
after the participant visually perceived the stimulus (i.e. after the Ni, P2, and N400). 
This expectation is based primarily on previous results (Paller, 1995) where the "deep" 
processing condition yielded higher amplitude and higher recognition than the "shallow" 
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processing condition, but also incorporates other investigators (Craik & Tulving, 1975) 
where the phonological processing condition yielded intermediate recognition when 
compared to the perceptual and semantic processing conditions. Therefore it may be the 
case that the phonological processing condition not only yields intermediate recognition, 
but also intermediate positivity for the late positive component. This potential outcome 
may indicate the extent to which the cortex is involved for each level of processing by 
using the amplitude of the late positive component as the dependent variable. 
If there are differences in peak amplitude, peak latency, or the voltage 
topographies among the processing conditions, the findings of this study may provide 
further justification that perceptual, phonological, and semantic processing have different 
temporal and spatial attributes. Before data collection, the primary dependent variables 
of interest in this experiment were recognition percentage during the test phase and 
amplitude of the late positive component. It was assumed that higher amplitude 
translated to more involved cortex (i.e. more neurons firing yields higher amplitude). For 
example, if the semantic processing condition yielded higher amplitude compared to the 
perceptual processing condition, it may be that the semantic processing condition 
required more involved cortex. Although amplitude is important, the voltage maps 
provide information regarding the neuroanatomical correlates of encoding and retrieval 
because the maps indicate (to some extent) the source of the activity. Therefore, the 
emphasis of this experiment was put on the neuroanatomical correlates of encoding and 
retrieval instead of simply stating differences in amplitude. Both of these measures may 
provide useful data because they will indicate the source of the activity (voltage maps) 
and the amount of involved cortex (amplitude). 
Method 
Participants 
Thirteen participants were recruited (see Appendix A for recruitment flyer and 
Appendix B for Informed Consent Form) from Pasadena City College and HMRI 
(Huntington Medical Research Institutes). Three participants were not included in the 
final analysis. Two data sets had excessive oculomotor artifact (i.e. eye blinking) and 
one data set had several noisy electrodes. This left ten participants (five female, five 
male, mean age 23.4 years). Students were paid twenty-five dollars for their 
participation. Volunteers from the HMRI staff were not paid for their participation. All 
participants were right handed, native English speakers without any reported neurological 
deficits and had normal or corrected to normal vision. 
Materials and Apparatus 
The experiment took place at the HMRI MEG laboratory in Pasadena, CA. 
Participants were seated on a chair in a magnetically shielded room (VacuumSchmelze, 
Hanau, Germany) and fitted with a 64-electrode EEG cap (EasyCap, Herrsching-
Breitbrunn, Germany). This cap includes electrodes arrayed in accordance with the 
international 10-20 system (see Appendix C for description of 10-20 system). Mavidon 
electrode gel (Waterford, CT) was used to achieve impedance levels less than 5 Ohms. 
Data were collected using Neuroscan EDIT® on a 350 MHz Pentium-based computer. 
After online filtering, bandpass of .15 to 200 Hz., the data were digitized at a sampling 
rate of 1000 Hz with 16-bit A-D conversion and stored for offline analyses. Each trial 
included 1000 ms of data beginning at the onset of the target stimulus. The vertex 
electrode, Cz, was used as a reference during recording. Subsequently the data were re- 
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referenced using common average referencing. An offline bandpass filter of 1 to 25 Hz 
was applied to process the data after collection. 
Electrodes FP1 and FP2 were used to monitor eye blinks. Trials with eyeblink 
artifact were excluded from the analysis. 
All stimuli were presented using the STIM® software package by Neuroscan, Inc. 
(El Paso, TX) running on a 350 MHz Pentium-based computer and viewed on a computer 
monitor (ViewSonic, Walnut, CA). Letter size was 2 cm in height and 1 cm in width. 
With the constant viewing distance of 70 cm, the vertical visual angle was .8° and the 
range of horizontal visual angle was 4.1° to 7.3°. 
Three sets of 30 words were created for the study phase. An additional set of 90 
words was created for the recognition phase. These target words were selected from 
word frequency analysis books (Francis & Kucera, 1982; Kucera & Francis, 1967) 
according to the following criteria: a noun, word frequency greater than 100, and 3 to 7 
letters in length. The word lists were constructed so that 50% of the responses would 
yield a "yes" response and 50% of the response would yield a "no" response. For 
example, in the rhyme condition, half of the words rhymed and half of the words did not 
rhyme. Word lists are available in Appendix D. 
Procedure 
During the study phase (see Appendix E for study phase instructions to 
participant), each trial began with an instruction question, which appeared on the monitor 
for 2 s. The instruction question was constructed to encourage the participant to process 
the target word at one of three different levels (perceptual, phonological, semantic). In the 
perceptual encoding condition, participants were asked to indicate whether or not the 
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target word was in capital letters (e.g., TABLE vs. table). In the phonological encoding 
condition, participants were asked to indicate whether or not the target word rhymed with 
another (e.g., Rhymes with weight? Followed by the word: Crate). In the semantic 
encoding condition, participants were asked to indicate whether or not a word fit into a 
given category (e.g., "Wild animal." Followed by the target word: Bear). 
Following the instruction question (duration = 2 s), a black screen with a white 
crosshair was presented (duration = 1.3 s), followed by the target word (duration = 300 
ms), followed by a black screen with a white crosshair (duration = 1.3 s), followed by an 
answer screen (duration = until participant responded). The answer screen consisted of 
instructions (e.g. old word-left mouse button, new word-right mouse button) for the 
participant to produce a response. After the answer screen was presented, participants 
responded to the instruction question and target word by using the two buttons on a serial 
mouse. The left mouse button was used to indicate a "yes" response and the right mouse 
button was used to indicate a "no" response. The subsequent trial began following a 2.5 s 
inter-trial interval, which was initiated after the participant responded to the answer 
screen. 
The study phase trials were presented in random order. There were 30 trials for 
each processing condition for a total of 90 trials. 
During the test phase (see Appendix F for test phase instructions to participant), 
the 90 previously viewed words (the 30 words in each processing category) and 90 new 
words were presented in random order. Each trial was presented on the computer 
monitor using a similar methodology to the study phase in which an instruction question 
(duration = 2 s), a black screen with a white crosshair (duration = 1.3 s), a target word 
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(duration = 300 ms), a black screen with a white crosshair (duration = 1.3 s), and an 
answer screen (duration = until participant responded) were presented. Participant 
responses were collected using the remember/know taxonomy (Roediger, 1990). The 
subsequent trial began following a 2.5 s inter-trial interval, which was initiated after the 
participant responded to the answer screen. The following instructions were provided: 
"To remember is the ability to recollect some aspect of what happened or was 
experienced at the time you initially studied the word. For example, you remember the 
way the word sounded, something that happened in the room, what you were thinking or 
doing at the time, the words that came before or after the word, etc. Basically, you will 
say remember when the word brings back to mind a particular thought or image from the 
time of study, or something about the way the word was presented. If you cannot 
recollect anything about the word's actual occurrence in the study list, but nevertheless 
are sure that the word was studied, then you just know the word was studied. To know is 
the ability to recognize things without being able to remember anything specific about the 
past experience. You just know the word was presented." Participants first indicated 
whether or not the word was presented during the study phase (old/new judgment) and 
then, for words judged to be old, indicated if the item was remembered or just known to 
have been previously presented. For the old/new judgment, the left mouse button was 
used to indicate an "old" word and the right mouse button was used to indicate a "new" 
word. For the remember/know judgment, the left mouse button was used to indicate 
"remember" and the right mouse button was used to indicate "know." 
The remember/know data are not included in the present analyses. There are 
three reasons for this decision. First, participants indicated that the remember/know 
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decision was not easy to understand. Two participants reported early in the experiment 
that they would simply respond "remember" for any word they previously indicated as 
"old." This response pattern may be consistent with some participant's behavior, as one 
will only respond "remember" instead of further analyzing the word to determine the 
source (i.e. from the study phase or other sources). Second, two participants reported that 
they became confused during the experiment trying to recall which was the proper 
response if they remembered the item from the study phase. Although the instructions 
were clear and the experimenter was told that the instructions were understood, 
participants were susceptible to this misunderstanding due to the conceptual similarities 
between the words remember and know. Third, participants were specifically instructed 
to refer to the prior learning phase (i.e. study phase). Therefore, it is already implied that 
the subject is answering based upon their knowledge of the study phase. As this is the 
case, it appears unnecessary to include this additional response requirement for old 
words. 
At the end of the experiment all participants were debriefed (see Appendix G for 
debriefing form). Participants were informed that they participated in a memory 




Study Phase. The data for participant responses (see Appendix H for ANOVA 
tables) during the study phase are presented in Figure 1. These data were submitted to 
two analyses of variance conducted first with participant and second with target word as 
the random variable. Neither of the analyses revealed a significant effect for study phase 
instruction question (i.e., level of processing) [Fparticipant  (2,9) = 1.12; p = ns; r/2 = .077; co2 
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Figure 1. Percent correct according to processing 
condition for study phase trials. 
Test Phase. The data for participant responses (see Appendix H for ANOVA 
tables) during the retrieval phase are presented in Figure 2. These data were submitted to 
two analyses of variance conducted first with participant and second with target word as 
the random variable. Both analyses revealed significant effect for study phase instruction 
question (i.e., level of processing) [Fparticipant (299) = 20.39; p < .001; if = .602; 	= .564] 
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[Fword (2,29) = 18.88; p < .001; 772 = .302; ai = .283]. The semantic processing 
condition yielded the highest recognition (80%), followed by the phonological (63%) and 
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Figure 2. Percent correct according to processing 
condition for test phase trials. 
Event-Related Potentials 
Results from the analyses of the event-related potentials suggest that the 
difference in physiological activity according to levels of processing at encoding occurs 
for late ERP components. These results indicate the early ERP components (i.e. Ni, P2, 
N400) do not show significant differences in voltage topography and ERP amplitude. 
Sixty-four channel overlays for study phase trials correctly categorized ERPs, study 
phase trials correctly recognized in test phase trials ERPs, and test phase trials correctly 
recognized in test phase ERPs can be found in Appendices I, J, and K, respectively. 
Average latency data can be found in Appendix L. 
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Late Positive Component 
Study Phase Trials Correctly Categorized. Inspection of the average vertex 
waveforms (see Figure 3) for the late positive component peak (see Appendix M for LPC 
ANOVA tables) indicates that the perceptual processing condition yielded the lowest 
magnitude peak, the semantic processing condition yielded the greatest, with the 
phonological processing condition falling between them. Analyses of ERP amplitude 
revealed no significant effects of the levels of processing manipulation at any of the 
vertex electrode sites [F's (2,18) < 2.418; p's > .150; 772, s < .212; co2's < .119]. 
However, for electrode sites FCz, CPz, and Pz, pairwise comparisons with 95% CIs 
suggest that the phonological processing condition yielded larger LPC amplitudes than 
the perceptual processing condition. 
The voltage map (see Figure 4) shows that in the phonological and semantic 
processing conditions the LPC was distributed across the midline parietal sites when 
compared to the perceptual processing condition in which the LPC was distributed across 
left tempero-parietal sites (i.e. FC5, FT7). Analyses of ERP amplitude (see Appendix N) 
revealed no significant effects of the levels of processing manipulation at electrode sites 
FC5 and FT7 [F's (2,18) < 2.154; p's > .148; e's < .193; co2's < .099]. However, for 
electrode site FT7, the CIs for the LPC peaks barely overlapped for the perceptual and 
semantic processing conditions, which would suggest that the LPC may have had a larger 
amplitude in the perceptual condition than in the semantic condition (Tukey LSD 
comparison yielded a p-value of .054). Moreover, in the perceptual processing condition 
there is negativity in the right parietal (i.e. P4, P6) / superior temporal region (i.e. C6), 









Figure 3. ERP waveforms derived from study phase trials on which the words 
were correctly categorized. X-axis scaling 0 ms to 1000 ms. Y-axis scaling 
—3uV to 3uV. A. Electrode Fz. B. Electrode FCz. C. Electrode CPz. 









Figure 4. Voltage maps of the LPC peak for study phase trials on which study words 
were correctly categorized. A. Perceptual processing condition. Peak response 
depicted at 563 ms. B. Phonological processing condition. Peak response depicted 
at 541 ms. C. Semantic processing condition. Peak response depicted at 531 ms. 
revealed no significant effects of the levels of processing manipulation at electrode sites 
P4, P6, and C6 [F's (2,18) < 3.538; p's > .054; 172's <.282; al's <.195]. However, for 
electrode site P6, pairwise comparisons with 95% CIs indicate that the negativity in the 
perceptual processing condition was greater than in the semantic processing condition. In 
addition, for electrode site P6, the CIs for the LPC peaks barely overlapped for the 
perceptual and phonological processing conditions, which would suggest the possibility 
of greater negativity in the perceptual condition than in the phonological condition 
(Tukey LSD comparison yielded a p-value of .056). 
21 
The average latency for the LPC at electrode FCz occurred earlier for the 
semantic (531 ms) than for the perceptual (563 ms) or phonological (541 ms) processing 
conditions. A similar pattern of peak latencies was observed at the other vertex sites. 
Analyses of ERP latency revealed no significant effects of the levels of processing 
manipulation at any of the vertex electrode sites [F's (2,18) <3.193; p's > .065; 772' s < 
.262; d's < .173]. However, for electrode sites FCz and CPz, the CIs for the LPC peaks 
barely overlapped for the perceptual and semantic processing conditions, which would 
suggest that the LPC may have occurred later in the perceptual condition than the 
semantic condition (Tukey LSD comparisons yielded p-values between .05 and .06). 
Study Phase Trials Correctly Recognized in Test Phase Trials. Inspection of the 
average vertex waveforms (see Figure 5) for the late positive component indicates that 
the perceptual processing condition yielded the smallest magnitude peak, the semantic 
processing condition yielded the greatest, with the phonological processing condition 
falling between them. Analyses of ERP amplitude revealed no significant effects of the 
levels of processing manipulation at any of the vertex electrode sites [F's (2,18) < 1.170; 
p's > .328; e's < .115; S's < .016]. 
The voltage map (see Figure 6) shows that the LPC positivity was distributed 
across the midline parietal sites for all conditions. For the phonological condition, the 
voltage map indicates additional positivity'localized to the inferior frontal region and 
negativity to the right temporal region (i.e. P10). Analyses of ERP amplitude (see 
Appendix 0) revealed no significant effects of the levels of processing manipulation at 
electrode site P10 [F (2,18) = 1.569; p = .246; if = .164; 5 = .057]. 
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Figure 5. ERP waveforms derived from study phase trials on which the study 
words were correctly recognized in the test phase trials. X-axis scaling 0 ms to 
1000 ms. Y-axis scaling —3uV to 3uV. A. Electrode Fz. B. Electrode FCz. 









Figure 6. Voltage maps of the LPC peak for study phase trials on which study words 
were correctly recognized in test phase trials. A. Perceptual processing condition. 
Peak response depicted at 567 ms. B. Phonological processing condition. Peak 
response depicted at 566 ms. C. Semantic processing condition. Peak response 
depicted at 540 ms. 
The average latency for the LPC at electrode FCz occurred earlier for the 
semantic (540 ms) than for the perceptual (567 ms) or phonological (566 ms) processing 
conditions. A similar pattern of peak latencies was observed at the other vertex sites. 
Analyses of ERP latency revealed no significant effects of the levels of processing 
manipulation at any of the vertex electrode sites [F's (2,18) < 1.089; p's > .347; /72's < 
.108; d's < .008]. 
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Test Phase Trials Correctly Recognized in Test Phase. Inspection of the average 
vertex waveforms (see Figure 7) for the late positive component indicates that the 
semantic processing condition produced greater positivity at the late positive peak than 
the phonological and perceptual processing conditions. Analyses of ERP amplitude 
revealed no significant effects of the levels of processing manipulation at any of the 
vertex electrode sites [F's (2,18) < 3.395; p's > .057; /72's < .274; co2's < .186]. 
However, for electrode sites FCz, CPz, and Pz, pairwise comparisons with 95% CIs 
suggest that the semantic processing condition yielded larger LPC amplitudes than the 
perceptual processing condition. In addition, for electrode site Fz, the CIs for the LPC 
peaks barely overlapped for the phonological and semantic processing conditions, which 
would suggest that the LPC may have had a larger amplitude in the semantic condition 
than in the phonological condition (Tukey LSD comparison yielded a p-value of .056). 
The voltage map (see Figure 8) shows that in the perceptual and semantic 
processing conditions the LPC was distributed across the midline parietal sites when 
compared to the phonological processing condition where the LPC was distributed across 
midline parietal sites and inferior frontal sites. In addition to the positivity across midline 
parietal sites for the semantic processing condition, there was also positivity across right 
frontal (i.e. F4, F6) / right tempero-parietal (i.e. C4, C6) sites that was not apparent in the 
perceptual or phonological processing conditions. Analyses of ERP amplitude (see 
Appendix P) revealed no significant effects of the levels of processing manipulation at 















Figure 7. ERP waveforms derived from test phase trials on which the words 
were correctly recognized. X-axis scaling 0 ms to 1000 ms. Y-axis 
scaling —3uV to 3uV. A. Electrode Fz. B. Electrode FCz. C. Electrode 
CPz. D. Electrode Pz. E. Electrode Oz. 
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Figure 8. Voltage maps of the LPC peak for test phase trials on which test words 
were correctly recognized. A. Perceptual processing condition. Peak response 
depicted at 552 ms. B. Phonological processing condition. Peak response depicted 
at 563 ms. C. Semantic processing condition. Peak response depicted at 575 ms. 
The average latency for the LPC at electrode FCz occurred later for the semantic 
(575 ms) than for the perceptual (552 ms) or phonological (563 ms) processing 
conditions. A similar pattern of peak latencies was observed at the other vertex sites. 
Analyses of ERP latency revealed no significant effects of the levels of processing 
manipulation at any of the vertex electrode sites [F's (2,18) <2.284; p's > .140; 772's < 
.202; d's < .109]. 
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ERP Component Ni 
Study Phase Trials Correctly Categorized. Inspection of the average vertex 
waveforms for the Ni peak (see Appendix Q for Ni voltage maps and ANOVA tables) 
appears to indicate that the Ni was distributed frontally. The voltage map shows Ni 
negativity with a left frontal distribution (i.e. FP1, F7, F9, FT9) for the phonological 
processing condition that is not apparent in the perceptual or semantic processing 
condition. Analyses of ERP amplitude (see Appendix R) revealed no significant effects 
of the levels of processing manipulation at electrode sites FP1, F7, F9, and FT9 [F's 
(2,18) < 3.077; p's > .083; e's < .255; co2's < .1651. Furthermore, the Ni in the 
perceptual and semantic processing conditions was distributed parietally along the 
midline. Analyses of ERP amplitude revealed no significant effects of the levels of 
processing manipulation at any of the vertex electrode sites [F's (2,18) < 1.439; p's > 
.265; 772's < .138; d's < .040]. 
The average latency for Ni at electrode FCz occurred earlier for the phonological 
(106 ms) than for the perceptual (115 ms) or semantic (115 ms) processing conditions. A 
similar pattern of peak latencies was observed at the other vertex sites. Analyses of ERP 
latency revealed no significant effects of the levels of processing manipulation at any of 
the vertex electrode sites [F's (2,18) < 1.821; p's > .200; e, s < .168; al' s < .073]. 
Study Phase Trials Correctly Recognized in Test Phase Trials. Inspection of the 
average vertex waveforms for the Ni peak appears to indicate that the Ni was distributed 
frontally. The voltage map shows Ni negativity with a frontal distribution for the 
perceptual and phonological processing conditions that is not apparent in the semantic 
processing condition. Furthermore, the semantic processing condition shows Ni 
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negativity located at the vertex. Analyses of ERP amplitude revealed no significant 
effects of the levels of processing manipulation at any of the vertex electrode sites [F's 
(2,18) < 1.927; p's > .187; 172's < .176; co2's < .081]. However, for electrode sites CPz 
and Pz, pairwise comparisons with 95% CIs suggest that the semantic processing 
condition yielded larger Ni amplitudes than the perceptual processing condition. 
The average latency for Ni at electrode FCz occurred earlier for the perceptual 
(95 ms) than for the phonological (112 ms) or semantic (116 ms) processing conditions. 
A similar pattern of peak latencies was observed at the other vertex sites. Analyses of 
ERP latency revealed no significant effects of the levels of processing manipulation at 
any of the vertex electrode sites [F's (2,18) < 1.749; p's > .187; e's < .163; co2's < .067]. 
Test Phase Trials Correctly Recognized in Test Phase. Inspection of the average 
vertex waveforms for the Ni peak appears to indicate that the Ni was distributed 
frontally. The voltage map shows low-amplitude negativity across centro-parietal sites 
for all of the processing conditions. Analyses of ERP amplitude revealed no significant 
effects of the levels of processing manipulation at any of the vertex electrode sites [F's 
(2,18) < 1.478; p's > .255; e's < .141; co2's < .044]. 
The average latency for Ni at electrode FCz occurred earlier for the semantic 
(105 ms) than for the perceptual (110 ms) or phonological (118 ms) processing 
conditions. A similar pattern of peak latencies was observed at the other vertex sites. 
Analyses of ERP latency revealed no significant effects of the levels of processing 
manipulation at any of the vertex electrode sites [F's (2,18) < .880; p's > .409; e's < 
.089; co2's < N/A]. 
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ERP Component P2 
Study Phase Trials Correctly Categorized. Inspection of the average vertex 
waveforms for the P2 peak (see Appendix S for P2 voltage maps and ANOVA tables) 
indicates that the semantic processing condition produced greater positivity at the P2 
peak than the phonological and perceptual processing conditions. The voltage map 
shows that the P2 positivity was located at the vertex for all conditions. Analyses of ERP 
amplitude revealed no significant effects of the levels of processing manipulation at any 
of the vertex electrode sites [F's (2,18) < 1.928; p's > .195; 772's < .176; co2's < .081]. 
The average latency for P2 at electrode FCz occurred earlier for the semantic (188 
ms) than for the perceptual (200 ms) or phonological (199 ms) processing conditions. A 
similar pattern of peak latencies was observed at the other vertex sites. Analyses of ERP 
latency revealed no significant effects of the levels of processing manipulation at any of 
the vertex electrode sites [F's (2,18) <2.560; p's > .125; /72's < .221; co2's < .129]. 
Study Phase Trials Correctly Recognized in Test Phase Trials. Inspection of the 
average vertex waveforms for the P2 peak indicates that the semantic processing 
condition produced greater positivity at the P2 peak than the perceptual and phonological 
processing conditions. The voltage map shows that the P2 positivity was located at the 
vertex for all conditions. Analyses of ERP amplitude revealed no significant effects of 
the levels of processing manipulation at any of the vertex electrode sites [F's (2,18) < 
.723; p's > .483; e's <.074; d's < N/A]. 
The average latency for P2 at electrode FCz occurred earlier for the semantic (196 
ms) than for the perceptual (215 ms) or phonological (200 ms) processing conditions. A 
similar pattern of peak latencies was observed at the other vertex sites. Analyses of ERP 
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latency revealed no significant effects of the levels of processing manipulation at any of 
the vertex electrode sites [F's (2,18) < 2.011; p's > .178; /72's < .183; S's < .0881. 
Test Phase Trials Correctly Recognized in Test Phase. Inspection of the average 
vertex waveforms for the P2 peak indicates that the semantic processing condition 
produced greater positivity at the P2 peak than the perceptual and phonological 
processing conditions. The voltage map shows that the P2 positivity was located at the 
vertex for all conditions. Analyses of ERP amplitude revealed no significant effects of 
the levels of processing manipulation at any of the vertex electrode sites [F's (2,18) < 
2.492; p's > .144; 772's <.217; S's < .124]. 
The average latency for P2 at electrode FCz occurred later for the semantic (206 
ms) than for the perceptual (201 ms) or phonological (201 ms) processing conditions. A 
similar pattern of peak latencies was observed at the other vertex sites. Analyses of ERP 
latency revealed no significant effects of the levels of processing manipulation at any of 
the vertex electrode sites [F's (2,18) < .538; p's > .541; 772, s < .056; S's <N/A]. 
ERP Component N400 
Study Phase Trials Correctly Categorized. Inspection of the average vertex 
waveforms for the N400 peak (see Appendix T for N400 voltage maps and ANOVA 
tables) indicates the N400 may have been distributed frontally as the magnitude appears 
greater at frontal as compared with posterior sites. Waveforms indicate two negative 
peaks with a small (i.e. positive-going) dip between the peaks. The voltage map confirms 
the frontal distribution and appears to show that the negativity was of a low-amplitude for 
all of the processing conditions. Analyses of ERP amplitude revealed no significant 
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effects of the levels of processing manipulation at any of the vertex electrode sites [F's 
(2,18) < 3.339; p's > .077; e's <.271; al's <.182]. 
The average latency for N400 at electrode FCz occurred earlier for the semantic 
(425 ms) than for the perceptual (461 ms) or phonological (427 ms) processing 
conditions. A similar pattern of peak latencies was observed at the other vertex sites. 
Analyses of ERP latency revealed no significant effects of the levels of processing 
manipulation at any of the vertex electrode sites [F's (2,18) <2.115; p's > .158; r12, s < 
.190; al' s < .096]. However, for electrode sites Fz and Pz, the CIs for the N400 peaks 
barely overlapped for the perceptual and semantic processing conditions, which would 
suggest that the N400 may have occurred later in the perceptual condition than in the 
semantic condition (Tukey LSD comparisons yielded p-values between .06 and .07). 
Study Phase Trials Correctly Recognized in Test Phase Trials. Inspection of the 
average vertex waveforms for the N400 peak indicates the N400 may have been 
distributed frontally as the magnitude appears greater at frontal as compared with 
posterior sites. Waveforms indicate two negative peaks with a small (i.e. positive-going) 
dip between the peaks. Analyses of ERP amplitude revealed no significant effects of the 
levels of processing manipulation at any of the vertex electrode sites [F's (2,18) < .287; 
p's > .939; e's < .031; al's <N/A]. 
The voltage map appears to show that the frontal negativity was of a low-
amplitude for all of the processing conditions. In addition, there is negativity in the right 
temporal region (i.e. P10) for the phonological processing condition that is not apparent 
in the perceptual or semantic processing conditions. Analyses of ERP amplitude (see 
Appendix U) revealed no significant effects of the levels of processing manipulation at 
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electrode site P10 [F (2,18) = 2.732; p = .118; if = .233; co2 = .142]. There was also 
positivity arising in the left posterior temporal region (i.e. TP7, TP9, T5, P9) in the 
semantic condition that is not apparent in the phonological condition, and of lower 
amplitude in the perceptual processing condition. Analyses of ERP amplitude (see 
Appendix V) revealed no significant effects of the levels of processing manipulation at 
electrode sites TP7, TP9, T5, and P9 [F's (2,18) < 3.373; p's > .094; 772's < .297; (02's < 
.200]. However, for electrode sites TP7 and TP9, pairwise comparisons with 95% CIs 
suggest that the semantic condition yielded greater positivity than the phonological 
condition. In addition, for electrode T5, pairwise comparisons with 95% CIs suggest that 
the semantic condition yielded greater positivity than the perceptual condition. 
The average latency for N400 at electrode FCz occurred earlier for the semantic 
(422 ms) than for the perceptual (465 ms) or phonological (441 ms) processing 
conditions. Analysis of ERP latency revealed significant effects of the levels of 
processing manipulation at electrode site CPz [F (2,18) = 4.356; p = .031; if = .326; co2  
= .242]. For electrode site CPz, pairwise comparisons with 95% CIs indicate that the 
N400 in the perceptual processing condition ERP occurred later than it did in the 
semantic processing condition ERP. In addition, although the main effect of levels of 
processing did not reach significance, at Fz and FCz, pairwise comparisons with 95% CIs 
suggest that the N400 latency occurred later in the perceptual processing condition than 
in the semantic processing condition. 
Test Phase Trials Correctly Recognized in Test Phase. Inspection of the average 
vertex waveforms for the N400 peak indicates the N400 may have been distributed 
frontally as the magnitude appears greater at frontal as compared with posterior sites. 
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Waveforms indicate two negative peaks with a small (i.e. positive-going) dip between the 
peaks. The voltage map confirms the frontal distribution and appears to show that the 
negativity was of a low-amplitude for all of the processing conditions. Analyses of ERP 
amplitude revealed no significant effects of the levels of processing manipulation at any 
of the vertex electrode sites [F's (2,18) <2.343; p's > .145; 772's < .207; co2's < .113]. 
The average latency for N400 at electrode FCz occurred later for the semantic 
(449 ms) than for the perceptual (413 ms) or phonological (436 ms) processing 
conditions. A similar pattern of peak latencies was observed at the other vertex sites. 
Analyses of ERP latency revealed no significant effects of the levels of processing 
manipulation at any of the vertex electrode sites [F's (2,18) < 1.850; p's > .194; e's < 
.170; d's < .075]. 
Discussion 
The primary research question for this experiment was to deteimine if 
physiological correlates of encoding and retrieval could be observed across three levels of 
processing. Prior levels of processing experiments have focused primarily on two 
conditions; deep versus shallow processing. To answer this question, this experiment 
included a third condition at an intermediate level, the phonological processing condition, 
to determine if the late ERP positivity, occurring at around 550 ms at vertex electrode 
sites near Cz (i.e. FCz and CPz) would reflect the intermediate processing of test words. 
ERP components (i.e. NI, P2, N400) occurring earlier in the 1000 ms epoch were also 
analyzed to see if there were differences in peak amplitude before the LPC. The results 
supported the hypothesis as ERP data in the test phase indicate that the phonological 
processing condition yielded intermediate positivity for the LPC when compared to the 
perceptual and semantic processing conditions. This trend was observed at 
approximately 550 ms at electrode sites CPz and Pz. The difference in positivity between 
the processing conditions was observed predominately for the late ERP component (i.e. 
LPC), but not the early ERP components (i.e. Ni, P2, N400). 
In addition to the differences in positivity for the LPC, the three processing 
conditions also appear to have different voltage topographies. For the study phase, the 
voltage maps appear to indicate activity more anterior for study words correctly 
remembered in the test phase compared to words correctly categorized in the study phase. 
The difference in activity between the successful categorization of words and subsequent 
successful recognition of words may reflect more cortical activity in the frontal region of 
the brain for items that were later correctly recognized. This difference in activity 
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between categorization and subsequent successful recognition was evident for the 
perceptual and phonological processing conditions, but not the semantic processing 
condition. 
For the test phase, the voltage maps appear to indicate that the phonological 
processing condition yielded activity more anterior compared to the semantic processing 
condition. The voltage maps also appear to indicate more activity in the left hemisphere 
compared to the right hemisphere for the phonological and semantic processing 
conditions. This is in contrast to the perceptual processing condition where the 
physiological activity appeared to localize to the posterior region of the brain. These 
findings may suggest that prior encoding processes influenced subsequent recognition 
behavioral data and the neuroanatomical correlates of recognition. 
Previous results have shown that deep processing yields better recognition when 
compared to shallow processing. Craik and Tulving (1975) showed a progressive levels 
of processing effect with three conditions. The effect has been replicated numerous times 
including by Paller et al (1995) who showed a shallow-vs.-deep levels of processing 
effect while measuring ERPs. 
The levels of processing effect was also successfully replicated in this study. The 
participants processed the words as instructed during the study phase as indicated by the 
equal performance across processing tasks. More importantly, depth of processing was 
reflected in subsequent item recognition as the semantic processing condition yielded the 
best performance, the phonological processing condition yielded intermediate, and the 
perceptual processing condition yielded the poorest. 
36 
The ERP data from the study phase appears to be consistent with the MEG data 
from Walla et al (2001) who found that the deep processing condition elicited a more 
positive going ERF (event related field) than the shallow processing condition from 200 
ms to 550 ms. In the Walla et al experiment, two dominant positive peaks were 
identified; one at approximately 150 ms and the other at approximately 450 ms. In this 
experiment, two dominant positive peaks were identified; P2 at approximately 200 ms 
and LPC at approximately 550 ms. Although the data from this study indicated peak 
latencies approximately 50 ms to 100 ms later compared to Walla et al, the similarities in 
ERP peaks and increased positivity for the semantic processing condition when compared 
to the perceptual processing condition may indicate similar cognitive processes during 
encoding in both experiments. 
The ERP data from the test phase appears to be consistent with previous ERP 
experiments as there was more positivity associated with progressively deeper levels of 
processing. Paller at al. (1995) showed that the deep processing condition elicited a more 
positive going ERP than the shallow processing condition after 500 ms at electrode Cz. 
The ERP data from the test phase appears to show a similar pattern around 550 ms (i.e. 
LPC) at electrodes CPz and Pz with the semantic processing condition yielding the most 
positive going ERP, the phonological processing condition yielding intermediate 
positivity, and the perceptual processing condition yielding the least positive going ERP 
The primary new result produced from this study is the observation that the 
phonological processing condition yielded intermediate positivity after 500 ms when 
compared to the perceptual and semantic processing conditions. Moreover, this result 
occurred in both the study phase and test phase at electrodes CPz and Pz. It was also 
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observed that there were different voltage topographies for the LPC for the phonological 
processing condition when compared to the perceptual and semantic processing 
conditions. 
For words correctly recognized in the test phase, the voltage maps appear to 
indicate different generating sources for the LPC. This may demonstrate that the 
encoding operations during the study phase influenced the subsequent processes of 
recognition. For example, in the phonological processing condition the participant had to 
compare the target word to a comparison word. This can be described as phonological 
processing because the participant compared one word to another, with sound being an 
essential part of the analysis process. Due to the importance of sound in the analysis 
process, one might expect to observe activation in areas previously attributed to 
phonological processing, such as the left frontal region (Poldrack et al, 1999). Because 
the articulatory apparatus has been implicated in speech production, one might conclude 
that the activity observed in the voltage maps indicating a relatively left anterior focus 
(possibly left frontal) demonstrates the importance of this cortical area for phonological 
processing. 
For the semantic processing condition, the voltage maps indicated a left posterior 
focus (possibly left temporal / parietal). Maestu et al (2003), in a recent journal article, 
indicated that the left middle temporal gyms (MTG) was implicated in the storage of 
semantic information. Maestu said, "Given the prominent role of semantic elaboration in 
declarative memory, it is not surprising that parts of the MTG and the hippocampus are 
believed to play an important role in this function." (Maestu, 2003, p. 1119) Although 
other areas of the brain were most likely involved, it may be the case the left temporal / 
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parietal region was more involved in successful semantic recognition than other areas of 
the brain. 
For the perceptual processing condition, the voltage maps indicate a more 
posterior focus (possibly central parietal) compared to the phonological and semantic 
processing conditions. This distribution of activity seems entirely reasonable given the 
Bell-Magendie principle and the localization of primary sensory and association cortices 
to the posterior portion of the cortex. A task requiring primarily perceptual analysis 
would be expected to activate perceptual, rather than motor areas. 
It should be noted that physiological activity obviously occurs simultaneously in 
multiple areas of the brain during the entire 1000 ms epoch, but the amplitude for the 
LPC appeared to localize to different areas for each processing condition. Although 
differences areas of activation were found for the LPC, it is reasonable to assume that 
there were other regions of activity in the brain, but those regions did not appear on the 
voltage maps, which reflect the foci of a voltage distribution. 
Because the difference in ERP waveform appeared to split at approximately 550 
ms and produce different voltage topographies, these results may provide further 
justification that different cognitive processes involve different cortical areas. One 
contribution from this experiment may be the result that the increased positivity for the 
LPC was not only shown to occur in test phase ERP waveforms, but also during study 
phase ERP waveforms, thereby suggesting similar temporal attributes of cognitive 
processing during the encoding and retrieval of verbal information. The finding that 
there were no significant differences in amplitude for the Ni, P2, and N400 may suggest 
that the difference encoding operations which produce the levels of processing effect in 
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memory occurs relatively late in processing and is thus reflected by late ERP 
components. 
The reason for the difference in activity occurring at approximately 550 ms can be 
explained in terms of how the brain perceives verbal information from initial processing 
to later stages of analysis. Many scientists have demonstrated that the brain initially 
perceives a stimulus (e.g. visual evoked response at 100 ms) and then engages in other 
processes that may have different temporal and spatial attributes. For example, in this 
experiment, results indicate that the Ni localized the occipital region with the average 
peak occurring at approximately 100 ms. After the initial processing of a stimulus, it is 
generally accepted that the context in which the stimulus was learned (i.e. level of 
processing, type of leaning paradigm) influences both the temporal (average latency) and 
spatial (voltage topography) attributes of brain activity. 
The results of the study phase voltage maps support the conclusion that the brain 
differentially processed the words depending on the encoding task (i.e. perceptual, 
phonological, or semantic processing). In addition, the study phase items that were 
subsequently remembered in the test phase appear to indicate activity more anterior 
compared to only categorizing the word, which may demonstrate the increased demand 
on the frontal region in order to successfully encode the words. For the test phase words, 
the results appear to indicate that the participants initially perceived the words in 
relatively the same manner (latency, voltage topography), but the study phase task 
influenced subsequent recognition and voltage topography for the LPC. This is 
consistent with the notion that previous learning can affect subsequent recall/recognition. 
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The minimal differences for early components can be seen by viewing the voltage maps, 
which show similarities in voltage topographies before the LPC. 
In their original article proposing the Levels of Processing approach, Craik and 
Lockhardt (1972) stated that "... the memory trace can be understood as a by product of 
perceptual analysis and that trace persistence is a positive function of the depth to which 
the stimulus has been analyzed" (Craik & Lockhardt, 1972, p. 671). Recently, Craik 
(2002) reflected on 30 years of work examining level of processing by saying that, 
"...the idea of 'levels of processing' still provides a useful framework in which to 
develop specific models of memory and cognition" (Craik, 2002, p. 315). The emphasis 
on the qualitative nature of initial processing appears to have withstood years of 
experimentation. In his recent paper, Craik introduced several theoretical concepts that 
may support the current day understanding of the levels of processing framework 
including lexical processing (Craik, 2002). 
The mental lexicon is a theoretical concept where each progressive level of 
processing (i.e. perceptual to phonological to semantic) provides the participant with 
additional details of the word. If these results are considered within the conceptual 
context of the mental lexicon, one might conclude that the operations necessary to 
analyze perceptual, phonological, or semantic material are predominately localized to the 
frontal region and temperoparietal cortices given the historical importance of the frontal 
lobes for executive functions (i.e. planning, decision making, etc.). There is also a 
growing body of knowledge to suggest that the parahippocampal gyms, language specific 
cortex, and other structures are involved in memory encoding and retrieval for verbal 
information. 
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To further understand how the concept of a mental lexicon may influence 
decision-making and subsequent physiological activity one must differentiate between 
the processing conditions and the tasks required to engage in levels of processing. In the 
perceptual processing condition (case decision), the participant did not have to extract 
details such as sound, spelling, meaning, or syntax in order to correctly categorize the 
word. The participant was only required to determine the physical characteristics of the 
word. In the phonological processing condition (rhyme decision), the participant was 
required to identify the sequence of the letter string and make a comparison to another 
word in order to correctly categorize the word. The process of reading the word and 
remembering the sound increased the likelihood of successful recognition, which can be 
understood as an additional processing step above and beyond perceptual processing. In 
the semantic processing condition (category decision), the participant was required to 
extract meaning from the word in order to make a correct judgment. Additional 
processes conducive to higher recognition, such as imagery, may also have occurred. 
There are two salient limitations in this study. First, there were ten participants 
included in this study. In several of the comparisons it appears that there may be 
differences in peak amplitude between the processing conditions, but statistical 
significance was not obtained. A larger sample size or increased number of trails per 
condition would have reduced the error variance in the data. Because several pairwise 
comparisons were significant, increasing the number trials per condition may have 
stabilized the measurements, which may have led to a significant result for the primary 
analyses. Second, we also planned on using data from the remember / know judgments. 
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The low sample size for each processing condition and problems previously discussed in 
the methods section limited our ability to use these data. 
In conclusion, the levels of processing framework has become one of the most 
influential theoretical concepts presented in cognitive psychology. By emphasizing the 
processes during the encoding of verbal information, Craik and Tulving (1975) provided 
empirical support to suggest that memory performance could be influenced by factors 
other than rehearsal, decay, interference, etc. By combining information obtained from 
this study as well as the contributions from the past, investigators are on their way to 
learning not only the time course of cognitive processing, but the neuroanatomical 
correlates of the various cognitive processes. 
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Appendix A 
Participant Recruitment Flyer 
EEG experiment: Understanding how the brain processes language 
We are located at Huntington Medical Research Institutes, MEG laboratory. 
The experiment will take approximately two hours of your time. The 
experiment requires electrodes to be placed on your scalp. This is a painless 
procedure to measure the electrical activity from your brain. 
In order to measure your brain activity, it is important to do the following: 
1. Wash your hair the morning of the experiment with shampoo. 
2. Do not use any hair products such as gel or hair spray 
3. Bring your own towel and brush 
If you have any questions, please call Warren Merrifield at (626) 796-7874 ext. 362. 




INFORMED CONSENT FORM: 
MAGNETOENCEPHALOGRAM IN EPILEPSY 
DATE: 
	
Original: 	October 22, 1997 
Revised: July 25, 2003 
Title of Research Project: 	 Magnetoencephalogram in epilepsy. 
Institutional Affiliation: 	 Huntington Hospital 
Principal Investigator: 	 William W. Sutherling, M.D. 
Address and Telephone Number: 	10 Congress Street, Suite 505 
Pasadena, California 91105 
(626) 792-7300 
INTRODUCTION 
This form is called an "Informed Consent Form." Its purpose is to inform you about a 
medical research project and invite you to consent to participate in the project. You 
should read the form carefully and ask questions before you decide whether or not to 
consent to be a participant in the project. You may take as much time as you like to 
make up your mind on whether or not to participate. 
In the research project we hope to learn how to locate the part of the brain causing 
seizures by using a recorder, which does not touch the head. This study will also 
research mechanisms of seizures and of normal brain areas of importance in the 
treatment of seizures. You were selected as a possible participant. There are two 
types of subjects, which will be studied in this research. The first type of subject is a 
patient with epilepsy. If you have epilepsy, then you have been selected because you 
have epilepsy that may arise in one part of the brain. The second type of subject is a 
"control" subject, or a person who does not have epilepsy or another disorder, but 
who has volunteered to allow the non-invasive and passive recording of his/her 
normal brain regions. If you do not have epilepsy or another disorder, then you have 
been selected so that the normal regions of your brain can be mapped to aid in our 
understanding of the brain's organization. The person responsible for the research 
project is William W. Sutherling, M.D. 
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You should know the following information about the project: 
PROCEDURES 
The first task is to "image" or take a picture of your brain. This will be done with an 
MRI machine. You will be asked to lie on a long narrow couch for approximately 20 
minutes while the machine gathers data. This MRI machine uses a strong magnet and 
radiowaves to make images of the brain. The scanning procedure is very much like an 
x-ray CT scan. However, during this time you will not be exposed to x-rays, but rather 
a magnetic field and radiowaves. You will hear repetitive tapping or banging. We will 
provide earplugs that you will be required to wear during the procedure. The space 
within the large magnet in which you lie is somewhat confined, although we have 
taken steps to relieve the "claustrophobic" feeling such as providing a mirror so that 
you can see outside the magnet and we will take whatever time you need in order for 
you to feel comfortable in the machine. 
There are no known risks from the magnetism or radioactive waves used with this 
procedure. National guidelines have been developed for these machines, and these 
recommendations will be followed. However, if you have a cardiac pacemaker, a 
certain type of metallic clip in your body (i.e., an aneurysm clip in your brain), any 
history of head or eye injury involving metal fragments (for example if you have ever 
worked in a metal shop), if you have some type of implanted electrical device (such 
as a cardiac pacemaker), if you have severe heart disease (including susceptibility to 
arrhythmias), if you are wearing metal braces on your teeth, or ( for women) if you 
could be pregnant, you should not have an MR scan. Please notify the experimenter 
immediately. 
In addition, because the MR scanner uses a very strong magnet that will attract metal, 
all metallic objects must be removed from your person before you approach the 
scanner. Watches and credit cards should also be removed as these could be damaged. 
These items will be watched for you. 
After the MRI, you will be taken to the MEG laboratory where the electrical/magnetic 
properties of the brain will be measured using EEG/MEG. This portion of the study 
consists of lying still and listening to sounds (clicks or tones) through earphones, 
looking at light flashes and words or patterns on a computer screen, and having weak 
electrical stimulations at the wrist which will make your thumb or fingers twitch or at 
the side of the lips of tongue, which will also cause a mild twitch, or quietly sleeping 
while your brain waves are recorded from electrodes attached to the scalp with 
adhesive and with a magnetic sensor (which only passively records your brain 
waves). The experimenter will describe the specific procedures and stimuli you will 
experience. 
If you are an epilepsy patient, you may be given a sleeping medication if you are 
unable to fall asleep. In addition, if you are an epilepsy patient, you may have the test 
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performed more than one time such as after a change in your clinical state, change in 
your medication, or after therapeutic surgery. 
If you participate in this study as a patient during evaluation with phase II subdural or 
depth electrodes (electrodes placed inside your head to record directly from the brain 
to better localize seizures), then you may allow the magnetic (MEG) or electric 
(EEG) sensors to record during the time you have weak, safe electrical stimulations 
applied to your brain to map out important brain regions to be avoided at the time of 
surgery for your epilepsy. You understand that you may have a seizure as a result of 
the cortical stimulations performed for your clinical benefit and diagnosis, but that 
this would not result from the present research project. During all such stimulations 
Dr. Sutherling, or his physician designate, will be present to attend to you if you have 
a seizure. 
This study has been approved by the Institutional Review Board (IRB) of Huntington 
Hospital. 
RISKS 
The MRI procedure involves a very strong magnetic field. If you have any history of 
head or eye injury involving metal fragments, if you have ever worked in a metal 
shop, if you have some type of implanted electrical device (such as a cardiac 
pacemaker), if you have severe heart disease (including susceptibility to arrhythmias), 
if you are wearing metal braces on your teeth, or ( for women) if you could be 
pregnant, you should not have an MR scan. Please inform the experimenter 
immediately. 
The side effects of the MEG test are similar to those of a routine EEG or evoked 
potential test. There are no known side effects. The MEG simply records brain 
activity. If you are an epilepsy patient, there is the unlikely possibility that you might 
have a seizure during the test. However, this would be a rare occurrence. When it 
has happened in previous studies, there have been no clinical problems or side effects 
to the patient. The weak electrical stimulations of the wrist, fingers, lips or tongue, 
may cause transient discomfort. The strength of the electrical stimulation will be 
adjusted to minimize discomfort by reducing it to the smallest level, which still 
produces an evoked response. It is possible that unknown adverse reactions might 
occur. 
RISKS/BENEFITS 
You understand that this test gives clinically useful information to help locate the 
brain area causing seizures in about 25% to 33% of patients and, therefore, may 
benefit you directly if you are a patient with epilepsy. You also understand that this 
study may not help you directly; however, it may help those people in the future who 
have a problem like yours by helping to locate the brain area producing the seizures 
and by locating 
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normal brain areas, which are not safe to remove in the surgery for epilepsy. If you 
are in the control group you should not expect any direct benefit from your 
participation. 
ALTERNATIVES 
If you are a patient with epilepsy, there is no alternative to this research project and 
your decision to participate or not participate will not determine if you have surgery. 
If you are a control subject, then you may elect to participate or not participate 
without any adverse effects. 
RECOVERY TIME  
There are no adverse effects and no recovery time after the test. 
IMPARTIAL THIRD PARTY 
Following is the name, address, and telephone number of an impartial third party, not 
associated with the experiment to whom you may address complaints or questions 
about the experiment: 
Institutional Review Board, Chair 
Huntington Hospital 
100 West California Boulevard 
Pasadena, California 91109-7013 
(626) 397-8725 
CONFIDENTIALITY 
Any information that is obtained in connection with this study, and that can be 
identified with you, remains confidential and will be disclosed only with your 
permission to people not connected with the project, or as required by law. 
COERCION AND WITHDRAWAL OF STATEMENT 
Your decision whether or not to participate will not prejudice or harm your future 
relations with Huntington Hospital or with William W. Sutherling, M.D. If you 
decide to voluntarily participate, you are free to withdraw your consent and to 
discontinue participation at any time without prejudice. If you are a patient, this 
study will not be used to determine if you will or will not have surgery. 
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NEW INFORMATION 
Any new information developed during the course of the research, which may relate 
to your willingness to continue participation will be provided to you. 
You will be given a copy of this Informed Consent Form to keep. 
COMPENSATION AND PHYSICAL INJURY STATEMENT 
Control subjects will be paid the sum of $25 for participating in the experiment, $15 
for the MRI. If a control subject decides to withdraw before the end of the 
experiment your compensation will be pro-rated according to how long you 
participate. If you are an epilepsy patient, there is no charge for the test and you will 
not receive any payment for performing the test. There is no anticipated possibility of 
additional costs to you because of participation in this study. In the unlikely event 
that medical treatment is required for a physical injury arising from participation in 
this study, Huntington Hospital will not provide medical treatment or compensation. 
Such treatment would be the responsibility of your third party payor (insurance) or 
yourself. 
The following is a name, address and telephone number of someone to contact in the 
event you sustain a research-related injury: 
Institutional Review Board, Chair 
Huntington Hospital 
100 West California Boulevard 
Pasadena, California 91109-7013 
(626) 397-8725 
COST TO PATIENT 
You may incur charges for service related to the beneficial clinical diagnosis and 
treatment arising out of the research project such as laboratory tests, drugs, and for 
other institutional costs. 
The cost of all treatment is your responsibility, unless otherwise specified in this 
consent form. You will be responsible for the cost of any hospitalization, doctor fees, 
clinic visits, and all diagnostic tests performed (such as blood tests, x-rays, scans, 
electrocardiograms) while you are participating in this study. In addition, all or some 
of the costs incurred may be excluded from coverage by your insurance program 
because the costs are research costs and not costs of ordinary care. You should check 
with your insurance company other third party payer providing coverage for you. If 
your insurance will not cover some or all of the costs to be incurred, your doctor will 
discuss the other options with you. 
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OFFER TO ANSWER QUESTIONS 
To make sure you fully understand the information contained in this Informed 
Consent Form, the research purpose and your rights, Dr. William W. Sutherling or his 
associates will discuss the information with you after you have had a chance to read it 
and before you decide whether to participate. Dr. Sutherling can be reached at, 10 
Congress Street, Suite 505, Pasadena, California 91105, (626) 792-7300. 
AGREEMENT 
You are making a decision whether or not to participate in an experimental medical 
procedure. Your signature on this Informed Consent Form and the attached Subject's 
Bill of Rights indicates that you have read and understand the information provided in 
this form, that you have been verbally informed about the experiment, that you have 
had a chance to ask questions, that you have decided to participate, and that you 
consent to the procedures or treatment described above. You will receive a copy of 
the Informed Consent Form. 
Date/Time 	 Participant Signature 
Date/Time 	 Witness Signature 
The undersigned physician and principal investigator hereby certifies that he has 
discussed the research project with the participant and has explained all of the 
information contained in the Informed Consent Form to the participant, including any 
adverse reactions that may reasonably be expected to occur. The undersigned further 
certifies that the participant was encouraged to ask questions and that all questions 
were answered. 
Date/Time 	 Physician Signature 
(If applicable) I have translated this form into the language of the patient. 
Date/Time 	 Physician Signature 




International 10-20 Electrode System 
The International 10-20 System is an objective, well known method of placing 
electrodes on the human scalp. There are two main features of the 10-20 system. First, 
each letter represents a lobe in the human brain. For example, the letter "F" represents 
the frontal lobe. Second, each number represents proximity to rnidline and laterality (i.e. 
left versus right hemisphere). For example, an odd number represents the left hemisphere 





Perceptual Processing Condition 
Uppercase Words 	 Lowercase Words 
Machine 	 Choice 
Writing 	 Truth 
Press 	 Step 
Trial 	 Bill 
Food 	 Stage 
Woman 	 Week 
Door 	 Family 
System 	 Officer 
Pattern 	 Image 
Degree 	 Evening 
List 	 Square 
Section 	 County 
Peace 	 Outside 
Policy 	 Money 
Word 	 War 
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Phonological Processing Condition 
Comparison Word and Target Word Rhyme 
Comparison Word 	 Target Word 
Season 	 Reason 
Ball 	 Wall 
Shot 	 Lot 
Feed 	 Need 
Mouth 	 South 
Law 	 Saw 
Range 	 Change 
Stop 	 Top 
Mind 	 Find 
Street 	 Fleet 
Class 	 Mass 
Bed 	 Lead 
Report 	 Court 
Act 	 Fact 
Station 	 Nation 
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Phonological Processing Condition 
Comparison Word and Target Word Do Not Rhyme 
Comparison Word 	 Target Word 
Story 	 Club 
Price 	 Issue 
Justice 	 Floor 
Meeting 	 Army 
Feeling 	 Corner 
Trade 	 Call 
Spirit 	 Future 
Subject 	 Police 
Board 	 Surface 
Child 	 Moment 
History 	 Field 
Action 	 Body 
Country 	 Group 
Public 	 Water 
Walk 	 Voice 
57 
Semantic Processing Condition 
Comparison Word / Phrase and Target Word in Same Category 
Comparison Word / Phrase 	Target Word 
Occupation 	 Doctor 
Transportation 	 Plane 
Color 	 Green 
Animal 	 Horse 
Spouse 	 Husband 
Direction 	 East 
Hot 	 Fire 
Parent 	 Mother 
Part of Body 	 Teeth 
Emotion 	 Love 
Gender 	 Boy 
Building 	 Church 
Number 	 Hundred 
Furniture 	 Table 
Time Period 	 Century 
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Semantic Processing Condition 
Comparison Word / Phrase and Target Word Not in Same Category 
Comparison Word / Phrase 	Target Word 
Sound 	 Month 
Day 	 Red 
Entertainer 	 House 
Instrument 	 Cent 
Flower 	 Student 
Insect 	 Plant 
Container 	 Fear 
Person 	 Island 
Movement 	 Company 
Vehicle 	 Farm 
Measurement 	 City 
Sport 	 Music 
Object 	 Three 
Water 	 Home 




Job 	 Health 	Fine 	 Center 	College 
Scene 	 Staff 	Council 	 Market 	Chief 
Window 	 Note 	Office 	 Member 
Record 	 Theory 	Stock 	 Total 
Cause 	 Couple 	Paper 	 Purpose 
Spring 	 Freedom 	Air 	 Name 
Series 	 Chance 	Thing 	 Result 
Friend 	 Size 	End 	 Energy 
Method 	 Hour 	Forward 	 Length 
Problem 	 Area 	Gun 	 Eye 
Form 	 Room 	Hotel 	 Father 
Program 	 Age 	Girl 	 Wife 
Nature 	 Idea 	Car 	 White 
Road 	 Tax 	Year 	 River 
North 	 Level 	Ten 	 Earth 
Clay 	 School 	Summer 	 Eight 
Face 	 Hold 	Sun 	 Town 
Date 	 Ground 	March 	 Morning 
Land 	 Rest 	West 	 Head 
Part 	 Look 	Right 	 Party 
Night 	 Art 	Race 	 Radio 
Amount 	 Hall 	Hair 	 Letter 
Appendix E 
Study Phase Instructions 
During this portion of the experiment you will see 90 questions and words. You 
will be asked to determine whether or not the word is in capital letters, rhymes with 
another word, or fits into a category. 
For the first condition, you will be asked to determine whether or not the word is 
in capital letters. You will see the screen "Capital letters?" followed by a word. For the 
second condition, you will be asked to determine whether or not the word rhymes with 
another word. You will see the screen "Rhyme:( 	) "followed by a comparison word. 
For the third condition, you will be asked to determine whether or not the word fits into a 
category. You will see the screen "Category: ( 	)" followed by a comparison word. 
If you would like to respond "YES" please press the left mouse button. If you 
would like to respond "NO" please press the right mouse button. 
Please view the first screen indicating capital letters, rhyme, or category and then 
prepare to see a comparison word. You will see the first screen for two seconds followed 
by the word for less than a second. After the word you will be asked to respond YES or 
NO. It is very important that you wait until you see the answer screen before making a 
response. 
This portion of the experiment will last approximately 25 minutes. Please remain 
as motionless as possible while viewing the screen. 
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Appendix F 
Test Phase Instructions 
You will now be given a recognition memory test. Some of these words were 
presented in the previous learning phase, the OLD words, and some were not, the NEW 
words. Your job is to figure out for each whether it's OLD, a studied word, or NEW, a 
not studied word. 
If you think the word was presented in the study phase please respond OLD by 
pressing the left mouse button. If you think the word was not presented in the study 
phase please respond NEW by pressing the right mouse button. If you think the word 
was presented in the study phase you will also be asked to determine whether you 
REMEMBER or KNOW that the word was in the study phase. Let me explain the 
distinction. 
Remember Judgments: To remember is the ability to recollect some aspect of 
what happened or was experienced at the time you initially studied the word. For 
example, you remember the way the word sounded, something that happened in the 
room, what you were thinking or doing at the time, the words that came before or after 
the word, etc. Basically, you will say REMEMBER when the word brings back to mind 
a particular thought or image from the time of study, or something about the way the 
word was presented. 
Know judgments: If you cannot recollect anything about the word's actual 
occurrence in the study list, but nevertheless are sure that the word was studied, then you 
"just know" the word was studied. "To know" is the ability to recognize things without 
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being able to remember anything specific about the past experience. You "just know" it 
was there. 
For example, suppose you saw me in the grocery store next week. You might 
recognize me in one of two ways: you could remember me as the experimenter you met 
last week in the laboratory, or you could just know that you had seen me recently, 
without remembering the context. 
You will make remember/know judgments whenever you encounter a word that 
you think was OLD, or studied. The judgment will be made by pressing the left mouse 
button for REMEMBER or pressing the right mouse button for KNOW. 
To summarize, for each test word, respond OLD if you recognize it as having 
been studied or NEW if it was not presented during the study phase. In addition, after 
each word you believe to be OLD, determine whether you REMEMBER or KNOW. 
This portion of the experiment will last approximately 45 minutes. Please remain 
as motionless as possible while viewing the screen. 
Appendix G 
Debriefing Form 
"The Effect of Levels of Processing on Event-Related-Potentials" 
Debriefing Form 
Warren Merrifield, B.S. 	 Paul Haerich, Ph.D., Supervisor 
Graduate Student 
	
Department of Psychology 
Loma Linda University 
	




Description: Craik and Lockhart (1972) hypothesized that depth of 
processing is the primary factor which influences recall performance. This 
approach postulates, "a series or hierarchy of processing stages...where the 
greater depth of processing implies a greater degree of semantic or cognitive 
analysis." (Craik & Lockhart, 1972, p. 675). Through a series of ten 
experiments, Craik and Tulving (1975) tested the levels of processing 
approach and identified the qualitative nature of the task as the critical 
determinant of memory durability as opposed to amount of rehearsal time and 
intention to learn. 
In the first levels of processing experiment to record event-related-potentials, 
Paller, Kutas, and McIsaac (1995) attempted to identify physiological 
correlates of recognition. Their assumption was that underlying mental 
operations, specifically memory processes or recollection experience, could be 
observed indirectly by electrical brain activity. 
You have participated in this study to help further understand the relationship 
between levels of processing and electrical brain activity. The results will 
provide the scientific community a better understanding of human memory 
processes. 
Reference: If you would like more information on this issue, the following 
references may be of interest to you (Craik & Lockhart, 1972; Craik & 
Tulving, 1975; Paller et al, 1995; Walla et al, 2001). 
Dissemination of results: If you are interested in the results of this study, you 
may contact Warren Merrifield at the completion of this study (June, 2004). 
Please note that only global results, not individual results, will be disclosed. 
Contact number: If you have any questions or concerns about this study, please 
contact Warren Merrifield at (626) 796-7874. 
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Appendix H 
Performance Data ANOVA Tables 
Table H1 
Percent Correct Data from Study Phase Trials for Participant and Word 
Phase Source df SS MS F 172 co2 
Participant LOP 2 .002 .001 1.119 .077 .008 
Error 18 .018 .001 
Total .019 • 
Target LOP 2 .006 .003 2.66 .058 .036 
Error 18 .098 .001 
Total .104 
Table H2 
Percent Correct Data from Test Phase Trials for Participant and Word 
Phase Source df SS MS F 712 0)2 
Participant LOP 2 .561 .281 20.394 .602 .564 
Error 18 .372 .014 
Total .933 
Target LOP 2 1.622 .811 18.779 .302 .283 
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Figure J1. 64-Channel overlay of ERP waveforms derived from study phase trials on which 
the study words were correctly recognized in the test phase trials. X-axis scaling 0 ms to 1000 ms. 
Y-axis scaling —3uV to 3uV. 
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Figure Kl. 64-Channel overlay of ERP waveforms derived from test phase trials on which the 
words were correctly recognized. X-axis scaling 0 ms to 1000 ms. Y-axis scaling —3uV to 3uV 
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Appendix L 
Average Peak Latency 
Table Li 
Study Phase Trials Correctly Categorized 
Average Peak Latencies for the Ni, P2, N400, and LPC 
Electrode LOP Ni P2 N400 LPC 
Fz Perceptual 114 200 462 555 
Phonological 112 199 437 550 
Semantic 106 188 421 541 
FCz Perceptual 115 203 461 563 
Phonological 106 203 427 541 
Semantic 115 198 425 531 
CPz Perceptual 112 192 458 548 
Phonological 103 191 421 539 
Semantic 108 203 445 582 
Pz Perceptual 122 195 470 544 
Phonological 127 200 434 522 
Semantic 111 183 441 567 
Oz Perceptual 124 199 455 615 
Phonological 119 201 463 600 
Semantic 115 191 429 581 
Table L2 
Study Phase Trials Correctly Recognized in Test Phase Trials 
Average Peak Latencies for the Ni, P2, N400, and LPC 
Electrode LOP Ni P2 N400 LPC 
Fz Perceptual 96 203 462 559 
Phonological 117 197 433 569 
Semantic 113 195 428 548 
FCz Perceptual 95 215 465 567 
Phonological 112 200 441 566 
Semantic 116 196 422 540 
CPz Perceptual 104 181 469 574 
Phonological 109 210 432 555 
Semantic 119 221 420 575 
Pz Perceptual 107 175 438 572 
Phonological 132 215 426 550 
Semantic 124 195 425 568 
Oz Perceptual 118 193 458 613 
Phonological 107 200 442 600 
Semantic 113 200 431 580 
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Table L3 
Test Phase Trials Correctly Recognized in Test Phase 
Average Peak Latencies for the N1, P2, N400, and LPC 
Electrode LOP Ni P2 N400 LPC 
Fz Perceptual 109 196 445 577 
Phonological 118 193 440 575 
Semantic 114 201 467 574 
FCz Perceptual 110 201 413 552 
Phonological 118 201 436 563 
Semantic 105 206 449 575 
CPz Perceptual 105 199 439 557 
Phonological 119 207 469 564 
Semantic 107 199 425 564 
Pz Perceptual 121 202 429 567 
Phonological 129 213 446 539 
Semantic 121 201 430 545 
Oz Perceptual 118 194 459 581 
Phonological 119 195 487 614 
Semantic 114 201 466 591 
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Appendix M 
LPC ANOVA Tables 
Table M1 
LPC Evoked Potential from Study Phase Trials Correctly Categorized 
Source df SS MS /72 ai 
Fz LOP 2 4.897 2.448 1.527 .145 .048 
Error 18 28.867 1.604 
Total 33.764 
FCz LOP 2 9.543 4.771 2.418 .212 .119 
Error 18 35.511 1.973 
Total 45.054 
CPz LOP 2 7.192 3.596 1.576 .149 .052 
Error 18 41.080 2.282 
Total 48.272 
Pz LOP 2 5.779 2.889 1.148 .113 .014 
Error 18 45.314 2.517 
Total 51.093 
Oz LOP 2 7.303 3.652 1.068 .006 .106 




LPC Evoked Potential from Study Phase Trials Correctly Recognized 
in Test Phase Trials 
Source df SS MS 172  
Fz LOP 2 5.230 2.615 1.170 .115 .016 
Error 18 40.240 2.236 
Total 45.470 
FCz LOP 2 3.207 1.604 .670 .070 N/A 
Error 18 43.091 2.394 
Total 46.299 
CPz LOP 2 2.619 1.309 .341 .036 N/A 
Error 18 69.207 3.845 
Total 71.826 
Pz LOP 2 .054 .027 .010 .001 N/A 
Error 18 49.405 2.745 
Total 49.460 
LOP 2 2.283 1.141 .457 .048 N/A 




LPC Evoked Potential from Test Phase Trials Correctly Recognized in Test Phase 
Source df SS MS 112 (02 
Fz LOP 2 3.703 1.851 2.304 .204 .110 
Error 18 14.465 .804 
Total 18.168 
FCz LOP 2 4.774 2.387 2.615 .225 .133 
Error 18 16.432 .913 
Total 21.206 
CPz LOP 2 6.934 3.467 3.395 .274 .186 
Error 18 18.381 1.021 
Total 25.315 
Pz LOP 2 6.923 3.461 1.285 .125 .026 
Error 18 48.469 2.693 
Total 55.392 
LOP 2 1.724 .862 .619 .064 N/A 




LPC Average Latency from Study Phase Trials Correctly Categorized 
Source df SS MS 712 
LOP 2 1009.400 504.700 .458 .048 N/A 
Error 18 19813.933 1100.774 
Total 20823.333 
FCz LOP 2 5533.400 2766.700 2.984 .249 .159 
Error 18 16691.267 927.293 
Total 22224.667 
CPz LOP 2 10371.667 5185.833 3.193 .262 .173 
Error 18 29236.333 1624.241 
Total 39608.000 
Pz LOP 2 10397.400 5198.700 1.747 .163 .066 
Error 18 53553.267 2975.181 
Total 63950.667 
Oz LOP 2 5518.067 2759.033 .894 .090 N/A 




LPC Average Latency from Study Phase Trials Correctly Recognized 
in Test Phase Trials 
Source df SS MS F a 
Fz LOP 2 2292.200 1146.100 .770 .079 N/A 
Error 18 26811.800 1489.544 
Total 29104.000 
FCz LOP 2 4500.600 2250.300 1.089 .108 .008 
Error 18 37201.400 2066.744 
Total 41702.000 
CPz LOP 2 2606.467 1303.233 .884 .089 N/A 
Error 18 26531.533 1473.974 
Total 29138.000 
Pz LOP 2 2758.200 1379.100 .960 .096 N/A 
Error 18 25861.133 1436.730 
Total 28619.333 
Oz LOP 2 5597.600 2798.800 .802 .082 N/A 




LPC Average Latency from Test Phase Trials Correctly Recognized in Test Phase 
Source df SS MS 772 0)2 
Fz LOP 2 69.0667 34.533 .012 .001 N/A 
Error 18 50604.267 2811.348 
Total 50673.333 
FCz LOP 2 2680.200 1340.100 .598 .062 N/A 
Error 18 40327.133 2240.396 
Total 43007.333 
CPz LOP 2 371.267 185.633 .150 .016 N/A 
Error 18 22334.733 1240.819 
Total 22706.000 
LOP 2 4202.600 2101.300 .725 .075 N/A 
Error 18 52184.733 2899.152 
Total 56387.333 
LOP 2 5446.867 2723.433 2.284 .202 .109 




LPC Evoked Potential Individual Electrode Analysis #1 
Table Ni 
LPC Evoked Potential from Study Phase Trials Correctly Categorized 
Individual Electrode Analysis 
Source df SS MS F/72 
FC5 LOP 2 .999 .499 .252 .027 N/A 
Error 18 35.632 1.980 
Total 36.631 
FT7 LOP 2 5.114 2.557 2.154 .193 .099 
Error 18 21.368 1.187 
Total 26.482 
C6 LOP 2 3.872 1.936 
Error 18 18.785 1.044 1.855 .171 .075 
Total 22.657 
P4 LOP 2 3.892 1.946 1.833 .169 .074 
Error 18 19.106 1.061 
Total 22.999 
P6 LOP 2 18.816 9.408 3.538 .282 .195 




LPC Evoked Potential Individual Electrode Analysis #2 
Table 01 
LPC Evoked Potential from Study Phase Trials Correctly Recognized 
in Test Phase Trials 
Individual Electrode Analysis 
Source 	df SS 	MS 
	
P10 LOP 	2 7.043 3.522 1.569 .164 .057 
Error 18 35.902 	2.244 
Total 	 42.945 
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Appendix P 
LPC Evoked Potential Individual Electrode Analysis #3 
Table P1 
LPC Evoked Potential from Test Phase Trials Correctly Recognized 
in Test Phase 
Individual Electrode Analysis 
Source df SS MS 
F4 LOP 2 11.923 5.962 1.992 .199 .095 
Error 18 47.896 2.994 
Total 59.820 
F6 LOP 2 8.627 4.313 1.148 .126 .015 
Error 18 60.106 3.757 
Total 68.733 
C4 LOP 2 5.242 2.621 1.501 .158 .050 
Error_ 18 27.930 1.746 
Total 33.172 
C6 LOP 2 1.619 .809 .231 .028 N/A 









Ni Voltage Maps and ANOVA Tables 
Figure Ql. Voltage maps of the Ni peak for study phase trials on which study 
words were correctly categorized. A. Perceptual processing condition. Peak 
response depicted at 115 ms. B. Phonological processing condition. Peak 
response depicted at 106 ms. C. Semantic processing condition. Peak response 









Figure Q2. Voltage maps of the Ni peak for study phase trials on which study 
words were correctly recognized in test phase trials.. A. Perceptual processing 
condition. Peak response depicted at 95 ms. B. Phonological processing 
condition. Peak response depicted at 112 ms. C. Semantic processing condition. 




Figure Q3. Voltage maps of the Ni peak for test phase trials on which test words 
were correctly recognized. A. Perceptual processing condition. Peak response 
depicted at 110 ms. B. Phonological processing condition. Peak response 
depicted at 118 ms. C. Semantic processing condition. Peak response depicted 
at 105 ms. 
Table Q1 
NI Evoked Potential from Study Phase Trials Correctly Categorized 
Source df SS MS 772 
Fz LOP 2 3.634 1.817 1.137 .112 
Error 18 28.764 1.598 
Total 32.398 
FCz LOP 2 2.036 1.018 .528 .055 
Error 18 34.677 1.927 
Total 36.713 
CPz LOP 2 1.349 .675 .634 .066 
Error 18 19.164 1.065 
Total 20.513 
Pz LOP 2 3.690 1.845 1.439 .138 
Error 18 23.078 1.282 
Total 26.768 
Oz LOP 2 .797 .399 .235 .025 










Ni Evoked Potential from Study Phase Trials Correctly Recognized 
in Test Phase Trials 
Source df SS MS 772 ai 
Fz LOP 2 8.207 4.103 1.927 .176 .081 
Error 18 38.325 2.129 
Total 46.531 
FCz LOP 2 5.011 2.506 .844 .085 N/A 
Error 18 53.450 2.969 
Total 58.561 
CPz LOP 2 4.939 2.470 1.547 .147 .049 
Error 18 28.744 1.597 
Total 33.682 
Pz LOP 2 6.519 3.259 1.654 .155 .058 
Error 18 35.478 1.971 
Total 41.996 
Oz LOP 2 .143 .071 .014 .002 N/A 




A T1  Evoked Potential from Test Phase Trials Correctly Recognized in Test Phase 
Source df SS MS F 112  al 
Fz LOP 2 9.053 4.527 1.478 .141 .044 
Error 18 55.120 3.062 
Total 64.174 
FCz LOP 2 1.391 .696 .252 .027 N/A 
Error 18 49.719 2.762 
Total 51.111 
CPz LOP 2 2.987 1.494 .426 .045 N/A 
Error 18 63.071 3.504 
Total 66.058 
Pz LOP 2 1.270 .635 .243 .026 N/A 
Error 18 46.955 2.609 
Total 48.225 
Oz LOP 2 1.911 .956 .463, .049 N/A 




N1 Average Latency from Study Phase Trials Correctly Categorized 
Source df SS MS 172 (02 
Fz LOP 2 324.067 162.033 .292 .031 N/A 
Error 18 9985.267 554.737 
Total 10309.333 
FCz LOP 2 504.867 252.433 .650 .067 N/A 
Error 18 6989.800 388.322 
Total 7494.667 
CPz LOP 2 461.867 230.933 1.821 .168 .073 
Error 18 2282.133 126.785 
Total 2744.000 
Pz LOP 2 1304.267 652.133 .853 .087 N/A 
Error 18 13767.067 764.837 
Total 15071.333 
Oz LOP 2 460.867 230.433 1.742 .162 .066 




Ni Average Latency from Study Phase Trials Correctly Recognized 
in Test Phase Trials 
Source df SS MS 772 co2 
LOP 2 2332.867 1166.433 1.370 .132 .034 
Error 18 15325.800 851.433 
Total 17658.667 
FCz LOP 2 2486.667 1243.333 1.749 .163 .067 
Error 18 12797.333 710.963 
Total 15284.000 
CPz LOP 2 1153.400 576.700 .658 .068 N/A 
Error 18 15782.600 876.811 
Total 16936.000 
LOP 2 3127.200 1563.600 1.554 .147 .050 
Error 18 18112.133 1006.230 
Total 21239.333 
Oz LOP 2 631.467 315.733 .703 .072 N/A 




1‘11 Average Latency from Test Phase Trials Correctly Recognized in Test Phase 
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Source df SS MS 
Fz LOP 2 336.800 168.400 .251 
Error 18 12075.867 670.881 
Total 12412.667 
FCz LOP 2 815.267 407.633 .725 
Error 18 10126.067 562.559 
Total 10941.333 
CPz LOP 2 1264.200 632.100 .880 
Error 18 12935.800 718.656 
Total 14200.000 
Pz LOP 2 421.800 210.900 .175 
Error 18 21724.867 1206.937 
Total 22146.667 
Oz LOP 2 149.267 74.633 .151 









Ni Evoked Potential Individual Electrode Analysis 
Table R1 
Ni Evoked Potential from Study Phase Trials Correctly Categorized 
Individual Electrode Analysis 
Source df SS MS 772 
FP1 LOP 2 15.602 7.801 3.077 .255 .165 
Error 18 45.633 2.535 
Total 61.236 
F7 LOP 2 13.990 6.995 2.218 .198 .104 
Error 18 56.757 3.153 
Total 70.747 
F9 LOP 2 18.668 9.334 2.365 .208 .115 
Error 18 71.042 3.947 
Total 89.710 
FT9 LOP 2 12.405 6.202 1.395 .134 .036 












Figure Si. Voltage maps of the P2 peak for study phase trials on which study 
words were correctly categorized. A. Perceptual processing condition. Peak 
response depicted at 200 ms. B. Phonological processing condition. Peak 
response depicted at 199 ms. C. Semantic processing condition. Peak response 












Figure S2. Voltage maps of the P2 peak for study phase trials on which study 
words were correctly recognized in test phase trials. A. Perceptual processing 
condition. Peak response depicted at 215 ms. B. Phonological processing 
condition. Peak response depicted at 200 ms. C. Semantic processing condition. 





Figure S3. Voltage maps of the P2 peak for test phase trials on which test words 
were correctly recognized. A. Perceptual processing condition. Peak response 
depicted at 201 ms. B. Phonological processing condition. Peak response 
depicted at 201 ms. C. Semantic processing condition. Peak response depicted 
at 206 ms. 
Table Si 
P2 Evoked Potential from Study Phase Trials Correctly Categorized 
Source df SS MS 772 072 
Fz LOP 2 3.821 1.911 1.928 .176 .081 
Error 18 17.840 .991 
Total 21.661 
FCz LOP 2 3.686 1.843 1.700 .159 .063 
Error 18 19.518 1.084 
Total 23.204 
CPz LOP 2 1.454 .727 .666 .069 N/A 
Error 18 19.656 1.092 
Total 21.110 
Pz LOP 2 1.095 .548 .665 .069 N/A 
Error 18 14.835 .824 
Total 15.930 
Oz LOP 2 5.665 2.833 1.363 .132 .033 




P2 Evoked Potential from Study Phase Trials Correctly Recognized 
in Test Phase Trials 
Source df SS MS 772 a 
LOP 2 .548 .274 .127 .014 N/A 
Error 18 39.578 2.199 
Total 40.126 
FCz LOP 2 2.515 1.257 .682 .070 N/A 
Error 18 33.207 1.845 
Total 35.722 
CPz LOP 2 3.330 1.665 .723 .074 N/A 
Error 18 41.443 2.302 
Total 44.774 
Pz LOP 2 1.209 .604 .503 .053 N/A 
Error 18 21.607 1.200 
Total 22.816 
Oz LOP 2 3.223 1.611 .389 .041 N/A 




P2 Evoked Potential from Test Phase Trials Correctly Recognized in Test Phase 
Source df SS MS 712 co2 
Fz LOP 2 3.799 1.900 1.194 .117 .018 
'Error 18 28.644 1.591 
Total 32.443 
FCz LOP 2 5.130 2.565 2.069 .187 .092 
Error 18 22.322 1.240 
Total 27.452 
CPz LOP 2 20.031 10.016 2.492 .217 .124 
Error 18 72.343 4.019 
Total 92.374 
Pz LOP 2 .143 .071 .041 .005 N/A 
Error 18 30.966 1.720 
Total 31.108 
Oz LOP 2 7.177 3.589 1.476 .141 .043 




P2 Average Latency from Study Phase Trials Correctly Categorized 
Source df SS MS F /72 (02 
Fz LOP 2 904.267 452.133 .609 .063 N/A 
Error 18 13360.400 742.244 
Total 14264.667 
FCz,  LOP 2 175.200 87.600 .421 .045 N/A 
Error 18 3748.800 208.267 
Total 3924.000 
CPz LOP 2 882.467 441.233 2.560 .221 .129 
Error 18 3102.200 172.344 
Total 3984.667 
Pz LOP 2 1586.400 793.200 1.278 .124 .026 
Error 18 11169.600 620.533 
Total 12756.000 
Oz LOP 2 580.200 290.100 .758 .078 N/A 




P2 Average Latency from Study Phase Trials Correctly Recognized 
in Test Phase Trials 
Source df.  SS MS /72 (02 
Fz LOP 2 319.200 159.600 .652 .068 N/A 
Error 18 4408.800 244.933 
Total 4728.000 
FCz LOP 2 2014.200 1007.100 1.919 .176 .080 
Error 18 9445.800 524.767 
Total 11460.000 
CPz LOP 2 8580.867 4290.433 2.011 .183 .088 
Error 18 38395.800 2133.100 
Total 46976.667 
Pz LOP 2 8040.467 4020.233 1.794 .166 .070 
Error 18 40336.867 2240.937 
Total 48377.333 
LOP 2 277.800 138.900 .254 .027 N/A 




P2 Average Latency from Test Phase Trials Correctly Recognized in Test Phase 
Source df SS MS /12 (02  
Fz LOP 2 372.067 186.033 .426 .045 N/A 
Error 18 7860.600 436.700 
Total 8232.667 
FCz LOP 2 163.400 81.700 .234 .025 N/A 
Error 18 6282.600 349.033 
Total 6446.000 
CPz LOP 2 449.067 224.533 .538 .056 N/A 
Error 18 7508.267 417.126 
Total 7957.333 
LOP 2 1002.867 501.433 .214 .023 N/A 
Error 18 42131.133 2340.619 
Total 43134.000 
Oz LOP 2 309.800 154.900 .299 .032 N/A 









N400 Voltage Maps and ANOVA Tables 
Figure Ti. Voltage maps of the N400 peak for study phase trials on which study 
words were correctly categorized. A. Perceptual processing condition. Peak 
response depicted at 461 ms. B. Phonological processing condition. Peak 
response depicted at 427 ms. C. Semantic processing condition. Peak response 









Figure T2. Voltage maps of the N400 peak for study phase trials on which study 
words were correctly recognized in test phase trials. A. Perceptual processing 
condition. Peak response depicted at 465 ms. B. Phonological processing 
condition. Peak response depicted at 441 ms. C. Semantic processing condition. 







Figure T3. Voltage maps of the N400 peak for test phase trials on which test 
words were correctly recognized. A. Perceptual processing condition. Peak 
response depicted at 413 ms. B. Phonological processing condition. Peak 
response depicted at 436 ms. C. Semantic processing condition. Peak response 
depicted at 449 ms. 
Table Ti 
N400 Evoked Potential from Study Phase Trials Correctly Categorized 
Source df SS MS 72 a? 
Fz LOP 2 1.205 .602 .395 .042 N/A 
Error 18 27.447 1.525 
Total 28.652 
FCz LOP 2 .953 .477 .276 .030 N/A 
Error 18 31.073 1.726 
Total 32.026 
CPz LOP 2 1.611 .806 .482 .051 N/A 
Error 18 30.104 1.672 
Total 31.715 
Pz LOP 2 .375 .188 .157 .017 N/A 
Error 18 21.493 1.194 
Total 21.868 
Oz LOP 2 14.009 7.005 3.339 .271 .182 




N400 Evoked Potential from Study Phase Trials Correctly Recognized 
in Test Phase Trials 
Source df SS MS F ai 
Fz LOP 2 2.142 1.071 .278 .030 N/A 
Error 18 69.392 3.855 
Total 71.534 
FCz LOP 2 .166 .083 .033 .004 N/A 
Error 18 45.033 2.502 
Total 45.199 
CPz LOP 2 1.161 .581 .287 .031 N/A 
Error 18 36.405 2.022 
Total 37.566 
Pz LOP 2 .196 .098 .057 .006 N/A 
Error 18 30.730 1.707 
Total 30.926 
LOP 2 1.055 .527 .120 .013 N/A 




N400 Evoked Potential from Test Phase Trials Correctly Recognized in Test Phase 
Source df SS MS 772 072 
Fz -LOP 2 8.625 4.312 1.722 .161 .064 
Error 18 45.074 2.504 
Total 53.698 
FCz LOP 2 8.946 4.473 1.356 .131 .033 
Error 18 59.362 3.298 
Total 68.307 
CPz LOP 2 5.130 2.565 .972 .097 N/A 
Error 18 47.500 2.639 
Total 52.630 
Pz LOP 2 3.016 1.508 1.617 .152 .056 
Error 18 16.787 .933 
Total 19.803 
Oz LOP 2 6.756 3.378 2.343 .207 .113 




N400 Average Latency from Study Phase Trials Correctly Categorized 
Source df SS MS 772 (02 
Fz LOP 2 8408.600 4204.300 1.809 .167 .072 
Error 18 41826.067 2323.670 
Total 50234.67 
FCz LOP 2 8267.467 4133.733 1.934 .177 .082 
Error 18 38472.533 2137.363 
Total 46740.000 
CPz LOP 2 6932.467 3466.233 1.432 .137 .040 
Error 18 43557.533 2419.863 
Total 50490.000 
LOP 2 7287.200 3643.600 1.910 .175 .080 
Error 18 34340.800 1907.822 
Total 41628.000 
Oz LOP 2 6316.467 3158.233 2.115 .190 .096 




N400 Average Latency from Study Phase Trials Correctly Recognized 
in Test Phase Trials 
Source df SS MS /72 (02 
Fz LOP 2 6553.867 3276.933 1.295 .126 .027 
Error 18 45540.133 2530.007 
Total 52.94.000 
FCz LOP 2 9459.467 4729.733 1.532 .145 .048 
Error 18 55561.200 3086.733 
Total 65020.667 
CPz LOP 2 13309.400 6654.700 4.356 .326 .242 
Error 18 27501.267 1527.848 
Total 40810.667 
Pz LOP 2 1105.800 552.900 .249 .027 N/A 
Error 18 39899.533 2216.641 
Total 41005.333 
Oz LOP 2 3715.400 1857.700 1.415 .136 .038 




N400 Average Latency from Test Phase Trials Correctly Recognized in Test Phase 
Source df SS MS 712  co2  
Fz LOP 2 4155.4667 2077.733 .563 .059 N/A 
Error 18 66451.867 3691.770 
Total 70607.333 
FCz LOP 2 6971.400 3485.700 1.850 .170 .075 
Error 18 33925.267 1884.737 
Total 40896.667 
CPz LOP 2 4508.067 2254.033 1.104 .109 .010 
Error 18 36757.933 2042.107 
Total 41266.000 
Pz LOP 2 1850.600 925.300 .409 .043 N/A 
Error 18 40760.733 2264.485 
Total 42611.333 
Oz LOP 2 4229.267 2114.633 1.392 .134 .036 




LOMA LINDA, CALIFORNIA 
Appendix U 
N400 Evoked Potential Individual Electrode Analysis 
Table Ul 
N400 Evoked Potential from Study Phase Trials Correctly Categorized 
Individual Electrode Analysis 
Source df SS MS /12 (02 
P10 LOP 2 13.806 6.903 2.732 .233 .142 
Error 18 45.475 2.526 
Total 59.281 
TP7 LOP 2 3.993 1.997 .952 .106 N/A 
Error 18 33.543 2.097 
Total 37.537 
TP9 LOP 2 5.063 2.531 2.285 .222 .119 
Error 18 17.727 1.108 
Total 22.790 
T5 LOP 2 6.630 3.315 1.963 .197 .092 
Error 18 27.016 1.689 
Total 33.646 
P9 LOP 2 13.465 6.732 3.373 .297 .200 
Error 18 31.938 1.996 
Total 45.403 
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