INTRODUCTION
Good understanding and prediction of the nuclear reactor dynamics are essential parts of correct system simulation for overall nuclear power plant performance and safety during transients [1] [2] . Previous studies have proposed generally simplified models to simulate the reactor kinetics. These models utilize the point kinetics equations for reactor power calculations [3] [4] [5] [6] [7] [8] . There are also some works that utilize more accurate models such as the multi-point reactor model, the neutron diffusion equation, and the neutron transport equation [9] [10] [11] . However, these models are based on numerical methods that are time-consuming and suffer from such weaknesses as vulnerability to transient phenomena, accumulation of round-off errors and floating-point overflows. This study is a continuation of a previous work in which we effectively simulated the dynamics of a typical nuclear reactor with a semi-analog medium using the neutron diffusion approximation to compute the reactor power distribution [12] . We have now further improved the CNN application with the time-dependent transport equation. In this work, the second-order form of the time-dependent neutron transport equation in two-dimensional (2D) Cartesian geometry, together with one equivalent group of neutron precursor density, temperature feedback, and neutron poisons consisting of xenon and iodine equations, are used to evaluate the scalar flux distribution in the core during the steady state and transient in operation. The feedback reactivity dynamic model is described in terms of fuel and coolant temperature changes handled properly using a feedback reactivity coefficient. Instead of solving these equations numerically, use is made of a new method based on the cellular neural network. The CNN method has great potential to efficiently analyze complex and stiff models and provide ultra-fast and accurate solutions [13] [14] [15] [16] [17] . The CNN model, which is an equivalent electrical circuit, is used to simulate a space-time response of scalar flux in the steady state and transient conditions. The CNN results are compared against three benchmark problems in 2D Cartesian geometry. Use is made of the CNN model to simulate step perturbation in the core. The accuracy and capability of the CNN model are examined in 2D Cartesian geometry for two fixed source problems, a mini-BWR This paper considers the concept of analog computing based on a cellular neural network (CNN) paradigm to simulate nuclear reactor dynamics using a time-dependent second order form of the neutron transport equation. Instead of solving nuclear reactor dynamic equations numerically, which is time-consuming and suffers from such weaknesses as vulnerability to transient phenomena, accumulation of round-off errors and floating-point overflows, use is made of a new method based on a cellular neural network. The state-of-the-art shows the CNN as being an alternative solution to the conventional numerical computation method. Indeed CNN is an analog computing paradigm that performs ultra-fast calculations and provides accurate results. In this study use is made of the CNN model to simulate the space-time response of scalar flux distribution in steady state and transient conditions. The CNN model also is used to simulate step perturbation in the core. The accuracy and capability of the CNN model are examined in 2D Cartesian geometry for two fixed source problems, a mini-BWR assembly, and a TWIGL Seed/Blanket problem. We also use the CNN model concurrently for a typical small PWR assembly to simulate the effect of temperature feedback, poisons, and control rods on the scalar flux distribution.
assembly, and a TWIGL Seed/Blanket problem. Finally, we use the CNN model for a typical small PWR assembly to simulate the effect of temperature feedback, poisons, and control rods on scalar flux distribution.
The advantages of the CNN simulator over numerical methods have to do with its analog and parallel processing algorithm. They include, but are not necessarily limited to, reduction in the computational time, circumvention of the exponential increase in complexity as the scale and dimension of problems increase, and the capability of modeling transient conditions. The CNN model, being an online and real-time system, can simulate the effect of system parameter variations during simulation.
CNN can be implemented by VLSI (Very LargeScale Integrated) technology or emulated by FPGA (Field Programmable Gate Array), so the solving time is drastically reduced compared to solving by simulation on a PC. Some authors have tried to show the capability of CNN in reducing the computational time by implementing the CNN using FPGA. The simulation of two-dimensional compressible flow on emulated digital CNN-UM was studied by Sandor Kocsardi et al. [18] . They used FPGA implementation of emulated digital CNN to improve the performance of their solution. The properties of the implemented specialized architecture were examined in terms of area, speed and accuracy. Results show that an order of 21-time speedup could be achieved compared to Intel Core2Duo T7200 processor running on 2 GHz. In another work, a multilayer discrete time CNN simulator of the heat equation implemented on an FPGA was presented [19] . The FPGA implementation acting as a hardware accelerator was used to reduce the excessive computing time by a factor of 34.
THEORY

Architecture of CNN
The basic unit of a CNN is called a cell. It contains linear and nonlinear circuit elements that typically are capacitors, resistors, controlled sources and an independent source. The structure of a two-dimensional (2D) 3 3 CNN is shown in Fig. 1 .
Consider an M N cellular neural network, having M rows and N columns. We call the cell on the i th row and j th column cell (i, j) and denote it as C(i, j). The cell architecture has been discussed thoroughly in previous studies [12] , [20] . However we now modify the equivalent electrical circuit of each cell to model the second order form of the time-dependent neutron transport equation using CNN. Fig. 2 shows a new cell electrical circuit where the suffixes x, d, e and y denote the state, differentiator input, differentiator output and cell output, respectively. The node voltage υxij of C(i, j) is defined as the state of the cell. The node voltage υyij is called the output of C(i, j).
We can observe in Fig. 2(a) Fig. 2 (1)
Reactor Core Dynamic Equations
Reactor core dynamics are represented by linear and nonlinear differential equations with varying coefficients, which are functions of the core operating conditions (power level, coolant and fuel temperatures, coolant density, poison buildup, burn-up rate, etc.) [21] . In this study we used a dynamic model based on the neutron transport equation with the following assumptions:
• Spherical Harmonic expansion for angular dependency of neutron transport equation.
• Multi-group approximation for energy domain.
• One equivalent group of neutron precursor density.
• Neutron poisons consisting of xenon and iodine.
• Temperature feedback of reactivity
Neutron Transport Equation
The time dependent multi-group neutron transport equation with isotropic scattering and delayed neutrons is given as:
where g is the energy group index such that g ∈ [1,G] , such that G is the total number of energy groups;
→ is the position; is the direction of travel; t is time; v is the neutron velocity; σt is the total cross section; Ψ is the angular flux; φ is the scalar flux; σs is the scattering cross section; σf is the fission cross section; χp and χd are the fraction of prompt and the delayed fission neutrons born, respectively; c is the precursor concentration; λ is the decay constant; β is the total fraction of fission neutrons that are delayed; keff is the multiplication factor; and q e is the external source. To obtain the second order form of the time dependent 
neutron transport equation we use the spherical harmonic expansion of the angular flux as:
where θ and ϕ are the axial and azimuth angles. P (cosθ) is the associated Legendre polynomial. The source term in the neutron transport equation is also expanded into normalized spherical harmonics as is done with the angular flux. The application of a Galerkin scheme to the neutron transport equation results in a set of first-order partial differential equations. These first-order partial differential equations allow odd moments (n = odd) to be expressed in terms of the even moments and their derivatives. If these expressions for the odd moments are substituted throughout all equations, the resulting system is obtained as a set of second-order partial differential equations [22] . The second-order form of the P1 approximation to the two-group, 2D neutron transport is given below for an isotropic source and a homogeneous case.
Neutron Transport Boundary Conditions
The usual boundary condition used with the neutron transport equation is the vacuum boundary condition, which assumes that there are no incoming neutrons from the exterior regions to the problem domain. If the transport equation is solved in a volume V with a surface Γ, then the vacuum boundary condition is expressed in the following form:
In the spherical harmonic approximation of the neutron transport equation we use the following form of the above equation for the vacuum boundary condition in steady state:
where n is even and n < N, 0 ≤ m ≤ n, → ∈ Γ. When the angular integrations in the equations (7-a) and (7-b) are carried out for the proper angular intervals, the resulting expressions contain both the even and the odd moments. At that point, the odd moments are replaced by the odd moment expressions in terms of the even moments and their derivatives. After that substitution, the boundary conditions consist of even moments and their derivatives in a coupled form. Further simplification of the boundary conditions is carried out by dropping all moments and derivatives that do not have the same indices as the weight function used in the angular weighting process for that specific boundary condition [22] .
By using the above process, the following equation gives the P1 boundary condition for the right side of a rectangular region. Similar equations for the top, left and bottom sides can be determined.
At reflected boundaries the moment is either zero or has zero gradients, depending on whether the spherical harmonic has odd or even parity there.
Delayed Neutron Precursor Equation
The effective one group delayed neutron precursor density is [21] :
Poison Equations
Xenon and Iodine have the highest yield and absorption cross sections among other poisons, and thus their concentrations influence neutron population more effectively than other poisons.
where Xe and I are Xenon and Iodine concentrations in (nuclei/cm 3 ), λ and γ are decay and yield constants, and σa,Xe is the microscopic absorption cross section for Xenon.
Temperature Feedback Equation
Temperature feedback affects the neutron flux and reactivity through the following equations:
where T is the coolant and moderator temperature, ρ(t) is the instantaneous reactivity made up of the external reactivity ρext(t) and reactivity feedbacks αTT.
CNN MODEL
To solve the above equations and simulate the steady state and transient behaviors of neutron flux distribution in the core, a symmetric nodalization in discretized Cartesian coordinates is applied. At each grid point, the neutron flux is φg(x, y) and is associated with φg(i∆x, j∆y). 
CASE STUDIES
To verify the CNN results and show the ability of CNN in computing of neutron flux distribution in steady state and transient conditions in the core, we examine four case studies. The first case study consists of two fixed source problems. In this case we solve the one group P1 approximation of the neutron transport equation in 2D Cartesian geometry. The second is the 2D TWIGL problem that models a 160.0 cm square reactor consisting of three material regions. In this problem the two-group neutron transport equation and the precursor equation are simulated by CNN. The third case study is a mini-BWR assembly problem that is a simplified 2D simulation of a miniature BWR fuel assembly. In the final case we use the CNN model for a typical small PWR assembly to simulate the effect of poisons, temperature feedback, and control rods on scalar flux distribution.
Since the required CNN model for simulation of nuclear reactor dynamics is very complex, it is necessary to use computer codes to study the transient behavior. In the following case studies, the HSPICE software (version A2007), which is a professional electrical circuit simulator, is used to simulate the CNN model.
Case 1: Fixed Source Problems
In this case we examine two fixed source problems. The first source problem is a one group fixed source problem that has been widely used by Fletcher, Kobayashi and Inanc and is known as Fletcher's problem [22] [23] [24] . As shown in Fig. 4 , the problem domain is a square with a side length of 4.0 cm. The top and the right sides of the problem use the vacuum boundary condition while the other sides are reflective conditions. The material of the problem is a pure absorber and the problem domain is homogenous. The total cross section for the region is σt = 1.0 -1 and the scattering cross section is σs = 0.0 -1 . The problem has a normalized constant source q e = 0.69444 -3 .
-1 in a 1.44 cm 2 zone at the lower left corner. To simulate this problem using CNN, the Cartesian space is discretized into 30 30 nodes, and then the values of CNN model elements are computed by using Eq. (13) for the one group neutron transport equation. [22] . The difference between the CNN result and that of the nodal method is less than 1%. However, this value for Fletcher's results is ~4%.
The second problem has been presented by Natelson (1971) [22] . This problem is also a one-group source problem. As shown in Fig. 6 , Natelson's problem resembles Fletcher's problem but this problem has two different material regions. In addition to that, all boundaries are reflective boundaries. The neutronic parameters of the source region are different from the neutronic parameters of the outer region. The total cross section is σt = 1.0 -1 in the source region and the scattering cross section is σs = 0.25 -1 . The scattering cross section in the outer region is σs = 0.5cm -1 while the total cross section is the same as that in the source region. The problem has a normalized constant source q e = 1.0 -3 .
-1 in a 1.0 cm 2 zone at the lower left corner.
Using space nodalization as in the previous problem, this problem is simulated by HSPICE. Fig. 7 shows the scalar flux computed by CNN compared with that computed by the nodal method along line y=3.0 cm [22] . The difference between the CNN result and that of the nodal method is less than 3%.
In this part we examined two fixed source problems. In these problems the one-group neutron transport equation was modeled and simulated by CNN. The CNN model results for both source problems are in good agreement with Fletcher's and the nodal method's results (Figs. 5 and 7 ).
Case 2: 2D TWIGL Problem
Another problem that was found to be suitable for verifying the CNN model is the 2D seed/blanket problem, developed for the purposes of validating the TWIGL diffusion theory code [25] . This problem has become a commonly used test problem for time-dependent diffusion theory and neutron transport codes and is traditionally referred to as the "TWIGL Problem". While this problem has not been standardized and a reference solution is not available, qualitative comparison can be made to previously validated results that are available in the literature.
The 2D TWIGL problem models a 160.0 cm square reactor consisting of three material regions: unperturbed seed regions that contain the primary fissile material, an identically composed perturbed seed region to which time-dependent properties will be introduced, and a blanket region that contains fissile material and surrounds the core on all sides. The 2D model is laid out in quartercore symmetry, as shown in Fig. 8 .
In the initial state, this hypothetical TWIGL reactor is slightly subcritical and the perturbed and unperturbed seed regions have identical material properties. The initial two-group properties for both materials are provided in Tables 1, and 2. Tables 3 and 4 provide the one delayed group constants and additional parameters that will be required to perform a time-dependent calculation [26] . By selecting a cell size equal to 4 cm 4 cm, the CNN model simulates the two-group neutron transport and one group of delayed neutron precursor equations by HSPICE. The first simulation is performed with HSPICE to determine the value of keff needed to reach criticality. The subcritical reactor state described by the values in Tables 1-4 Energy group [26] . The CNN calculation yields keff of 0.916657, which differs from the reference value by +0.27%. The steady state neutron scalar flux distributions are shown in Figs 9 and 10. These results are comparable to Taylor's results computed using method of characteristic (MOC) [26] .
To show the ability of CNN in transient simulation, we introduce a step transient in the reactor by decreasing the thermal macroscopic transport cross-section, σt2, in the perturbed seed region from the initial value of 0.83333 cm -1 to a final value of 0.82983 cm -1 . Fig. 11 compares the transient result calculated by CNN with reference transient resulting from the step change in σt2 [26] . There is some error between the CNN results and the reference results for step perturbation insertion (Fig.  11) . The main reason for this error is the different approaches that have been utilized by the two models. While the CNN model uses spherical harmonic expansion of the angular flux, the reference's solution is based on the method of characteristic (MOC).
Case 3: 2D mini-BWR Assembly Problem
The 2D mini-BWR assembly problem is a simplified 2D simulation of a BWR fuel assembly, the surrounding coolant, and a portion of a fully inserted cruciform control rod. The fuel assembly is square with x and y dimensions both equal to 3.2 cm and is centered inside a 4.8 cm square coolant channel. One quarter of the control rod is modeled, i.e., half of two of the four cruciform blades, with each wing of the control blade being 2. wide. Fig. 12 shows a model that is decomposed into uniform 0.4 cm square cells. One-group material properties for each of the three regions in this problem were calculated using the CASMO-4 lattice physics code; these data are provided in Table 5 [26] .
CASMO-4 was utilized by Taylor to generate a reference solution for this assembly configuration using input specifications that are consistent with the 0.4 cm square grid shown in Fig. 12 . The CASMO-4 reference value for the effective multiplication factor, keff is calculated to be 0.82904.
CNN simulation is performed for two cases. In the first case the problem domain is discretized into 12 12 nodes, while in the second we consider 24 24 nodes. The computed values of keff by CNN for these two cases are 0.82537 and 0.82613, respectively. By increasing the number of nodes in the CNN model, the accuracy of the CNN method increases so that the difference between the keff computed by CNN and the reference value decreased from 0.44% to 0.35%.
The normalized scalar neutron flux calculated by the CNN method is tabulated in Table 6 , with the percent difference of the CNN method from the CASMO-4 code. The largest error in the CNN neutron flux distribution can be seen in Table 6 ; it occurs at the location of the absorber. Fig. 13 shows the scalar flux distribution calculated by CNN for 24 24 nodes. This figure shows the effect of a perturbation applied to the total cross section in the control rod region on the scalar flux distribution. The value of the total cross section decreases from the initial value by 1.2%, 2.4%, and 3.6%.
Case 4: 2D Small PWR Fuel Assembly
This problem is a small two dimensional PWR fuel assembly with vacuum boundaries. The assembly (see Fig. 14) is 12 cm 12 cm and contains 64 (8 8) homogeneous lattice cells, four of which are control rods or water holes [27] . The nuclear data is given in Tables 3,  4 , 7, and 8 [28] .
The CNN model includes a two-group P1 approximation of neutron transport, one group delayed neutrons, temperature feedback, and poison equations. In fact, a six layer, two dimensional CNN is needed to model the reactor kinetic equations. There is no reference solution for this problem; however, we can use this problem to examine the whole kinetic system response qualitatively.
To simulate this problem using CNN, the Cartesian space is discretized into 25 25 nodes, and then the value of the CNN model elements are computed by using Eqs (13)- (16) .
The first simulation is done to investigate the effect of the presence of control rods on the thermal and fast flux distributions. Figs. 15 and 16 In the second case, we simulate a positive step reactivity insertion of 0.25 dollars. Fig. 17 shows the thermal and fast flux distributions before and after the step reactivity insertion.
CONCLUSIONS
In this work we introduced a time-dependent second order form of the neutron transport equation. Implementation of the new equation compared with that of the traditional form of the neutron transport equation is easier because the new equation has a form analogous to the neutron diffusion equations. Also, the number of unknown variables is significantly reduced [22] . We also introduced a new cell circuit for CNN to extend the capabilities of CNN for simulation of more complex systems such as timedependent second order forms of the neutron transport equation.
The purpose of this paper was to develop a new simulator for nuclear reactor dynamics based on CNN. After modeling the governing equations using CNN we used four case studies to verify the accuracy and examine the capabilities of the CNN model in simulating steady state and transient situations. The CNN model was used to simulate the space-time response of scalar flux distribution in the steady state and transient conditions. Use was made of the CNN model to simulate step perturbation in the core for different test problems.
The CNN method has great potential to efficiently analyze complex and stiff models and provide ultra-fast and accurate solutions. The advantages of the CNN simulator over the numerical methods have to do with its analog and parallel processing algorithm. These advantages include, but are not necessarily limited to, reduction in the computational time, circumvention of the exponential increase in complexity as the scale and dimension of problems increase, and the capability of modeling transient conditions. The CNN model, being an online and realtime system, can simulate the effect of system parameter variations during simulation. It is also possible to implement the complete algorithm using very large-scale integrated circuit technology (VLSI).
To improve the accuracy of the existing CNN model and convert it to a more practical model for simulating nuclear reactor dynamics, we will try to use P3 or P5 approximation of the neutron transport equation and also the decay heat equation in future works. This model can be extended to three-dimensional geometry.
