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THE MICROPOLAR NAVIER-STOKES EQUATIONS: A PRIORI ERROR ANALYSIS
RICARDO H. NOCHETTO, ABNER J. SALGADO, AND IGNACIO TOMAS
Abstract. The unsteady Micropolar Navier-Stokes Equations (MNSE) are a system of parabolic partial differen-
tial equations coupling linear velocity and pressure with angular velocity: material particles have both translational
and rotational degrees of freedom. We propose and analyze a first order semi-implicit fully-discrete scheme for the
MNSE, which decouples the computation of the linear and angular velocities, is unconditionally stable and delivers
optimal convergence rates under assumptions analogous to those used for the Navier-Stokes equations. With the
help of our scheme we explore some qualitative properties of the MNSE related to ferrofluid manipulation and
pumping. Finally, we propose a second order scheme and show that it is almost unconditionally stable.
1. The Micropolar Navier-Stokes Equations: Background and Motivations
The Micropolar Navier-Stokes Equations (MNSE) are a system of time-dependent partial differential equations
that constitutes a framework to describe the dynamics of continuum media where the material particles have both
translational and rotational degrees of freedom. Consequently, these equations are very attractive for the dynamic
description of media subject to distributed couples and polar media in general.
1.1. The Basic Model. Let us briefly describe the derivation of the MNSE. The mathematical modeling of the
laws governing the motion of a fluid begins with a description of the conservation of mass, linear and angular
momentum, which (see [8] or [15]) can be written as:
Dρ
Dt
= 0,
ρ
Du
Dt
= divσ + ρf ,(1.1)
ρ
D
Dt
(`+ x× u) = ρg + ρx× f + divΣ + x× divσ + σ×,(1.2)
where ρ is the density; u is the linear velocity; σ ∈ R3×3 is the Cauchy stress tensor; f is the density of external body
forces per unit mass; ` is the angular momentum per unit mass; Σ ∈ R3×3 is the moment stress tensor; g represents
a body source of moments; and (σ×)i = ijkσjk, where ijk is the Levi-Civita symbol, i.e., ijk = 12 (i−j)(j−k)(k−i).
As usual, we denote by D/Dt the material derivative. The physical meaning of the moment stress tensor Σ is
analogous to the stress tensor σ. In other words, given a plane with normal ν, the vector m = Σ · ν is the moment
vector per unit area acting on that plane.
Take the cross product of x and (1.1) and subtract the result from (1.2) to obtain a simplified version of the
conservation of angular momentum, namely
(1.3) ρ
D`
Dt
= ρg + divΣ + σ×.
Expressions (1.2) and (1.3) are usually attributed to Dahler and Scriven (see [4] and [5]) and have been extensively
used by Eringen (see [8] and [9]) to develop a general theory of continuum media with director fields or, more
generally, continuum media with microstructure.
In classical continuum mechanics it is usually assumed that the microconstituents do not possess angular
momentum and there are no distributed couples. In other words, ` = 0, Σ = 0 and g = 0. Under these
assumptions, (1.3) implies that the stress tensor σ is symmetric, which is the situation generally considered in
the literature. These assumptions are appropriate for most practical applications. However, this approach is not
Date: Submitted to M3AS October 26, 2018.
2010 Mathematics Subject Classification. 65N12; 65N15; 65N30; 76D99; 76M10.
Key words and phrases. Micropolar Flows, Ferrofluids, Fluids with Microstructure.
This work is supported by NSF grants DMS-0807811 and DMS-1109325. AJS is also partially supported by NSF grant DMS-
1008058 and an AMS-Simons Grant.
1
ar
X
iv
:1
30
3.
70
05
v1
  [
ma
th.
NA
]  
27
 M
ar 
20
13
2 R.H. NOCHETTO, A.J. SALGADO, AND I. TOMAS
satisfactory (nor even physical) when, for instance, the orientability of the microconstituents plays a major role
in the physical process of interest. Classical examples are anisotropic fluids, liquid polymers, fluids with rod-like
particles, ferrofluids, liquid crystals and polarizable media in general. In these cases a precise description of the
moments and rotations associated to the microconstituents of the material is necessary.
In the situation described above, the conservation of angular momentum (1.3) needs to be taken explicitly into
account which, among other things, means that it is necessary to propose constitutive relations for σ, ` and Σ.
Eringen proposed the following (cf. [7, 9, 15]):
` = Iw,
where I ∈ R3×3 is the so-called microinertia density tensor;
σ = (−p+ λdivu)I + µ(∇u +∇uT ) + µr(∇u−∇uT ) + w×,
where p is the pressure, I ∈ R3×3 is the identity tensor, and (w×)ij = εkijwk; and
Σ = γ0 divw I + γd(∇w +∇wT ) + γa(∇w −∇wT ).
To further simplify the model we will assume that I is isotropic, so that it can be replaced by a scalar , the so-called
inertia density. To guarantee that the constitutive relationships do not violate the Clausius-Duhem inequality (see
[15]), the material constants µ, µr, γ0, γa and γd are required to satisfy the following relations:
(1.4)
3λ+ 2µ ≥ 0, µ ≥ 0, µr ≥ 0, γd ≥ 0, γa + γd ≥ 0,
3γ0 + 2γd ≥ 0, −(γa + γd) ≤ γd − γa ≤ (γa + γd).
As a final simplification, we will assume that the fluid is incompressible and has constant density.
Let Ω ⊂ Rd with d = 2 or 3 be the domain occupied by the fluid. Replacing these constitutive relationships
into (1.1) and (1.3), we arrive at the MNSE,
ut − (ν + νr)∆u + (u · ∇)u +∇p = 2νrcurlw + f ,
divu = 0,
wt − (ca + cd)∆w + (u · ∇)w − (c0 + cd − ca)∇divw + 4νrw = 2νrcurlu + g,
(1.5)
where we implicitly redefined the pressure as ρ−1p, and the constants ν, νr, ca, cd and c0 are the kinematic
viscosities (i.e. µ, µr, γa, γd and γ0 divided by ρ, respectively). This system is supplemented with the following
initial and boundary conditions
(1.6)
u|t=0 = u0, w|t=0 = w0,
u|∂Ω×(0,T ) = 0, w|∂Ω×(0,T ) = 0.
The reader is referred to [15] for questions regarding existence, uniqueness and regularity of solutions to (1.5)-(1.6)
and related models. The purpose of our work is to propose and analyze numerical techniques for this problem. To
simplify notation, in what follows we will set
ν
0
= ν + νr, c1 = ca + cd, c2 = c0 + cd − ca,(1.7)
and we will assume that c1, c2 > 0 (see for instance [15]) which is consistent with the thermodynamical constraints
(1.4).
The MNSE can be regarded as a building block of models that describe the physics of polarizable media. For
instance, Rosensweig (see [22]) described the behavior of ferrofluids subject to a magnetizing field h with the
MNSE and
(1.8)

f = µ0(m · ∇)h, g = µ0m× h,
mt − α∆m + (u · ∇)m = w ×m− 1
T
(m− κ0h) in Ω,
where m denotes the magnetization field and T > 0, α ≥ 0, κ0 > 0 are material constants. The magnetizing field
is assumed to obey the Maxwell equations. The reader is referred to [1] for an analysis of this model.
In addition to applications in smart fluids and polarizable media, there has been a growing interest on the
MNSE in other areas. For instance, they have been used to describe collisional granular flows, where the size of
the microconstituents is comparable to the macroscopic scale ([18]) and the frictional interaction between particles
is not properly modeled by the classical equations of hydrodynamics. Another application is the modeling of micro
and nano flows ([20]), where again the size of the microconstituents is comparable to the “macroscopic” scale and
the rotational effects cannot be neglected.
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Figure 1. Idealized configuration of a ferrofluid pumping experiment. A planar duct with a
solenoid that generates a uniform magnetizing field h = h0 ıˆ. Since, g = µ0m × h (see (1.8)),
it will produce torque in the regions where h and m are not collinear. In a real ferrofluid the
magnetization vector field m would evolve through the channel satisfying the evolution equation
(1.8) and will try to align with the magnetizing field. However, and as part of an idealized setting,
we will assume that the magnetization profile m depends only on the y-direction.
The key points of this paper are organized as follows. Section 1.2 introduces a very simple experiment (ferrofluid
pumping) as a motivation for the analysis and numerical implementation of the MNSE. In Section 2.1 we recall
the basic energy estimates and existence theory for the MNSE. Paragraphs 2.2 and 2.3 introduce the notation
and the basic tools required for the analysis of the numerical scheme proposed later in Section 3. Error estimates
for the linear and angular velocities are derived in Section 4.1, and error estimates for the pressure are derived in
Section 4.3. We present a formally second order scheme in Section 5, and show that it is almost unconditionally
stable, i.e. it is stable provided the time step is smaller than a constant dependent on the material parameters,
but not on the space discretization; see (5.5) for details. Finally, in Section 6, we provide numerical validation of
the error estimates derived earlier.
1.2. Potential Application: Ferrofluid Pumping by Magnetic Induction. To illustrate the differences
between the MNSE and the classical Navier-Stokes equations here we propose a setting by means of which it is
possible, at least theoretically, to generate fluid motion via a well designed forcing term in the equation of angular
momentum. This example is inspired by [25], where a ferrofluid is pumped by the actuation of a spatially-uniform
sinusoidally time-varying magnetizing field. Another pumping strategy, this time based on a magnetizing field
that is varying in space and time, is proposed in [16].
The idealized setting that we shall consider is depicted in Figure 1. We assume that our domain is a planar
duct of unit height and length L ≥ 1, which is wrapped by a solenoid that generates a uniform magnetizing field
h = h0 ıˆ, where h0 is just a positive constant. From (1.8) we infer that f = 0, since the magnetizing field is constant
in space. As part of our idealized setting, we disregard the evolution equation in (1.8) for the magnetization field,
and set m to be constant in time and depend only on the vertical variable y, i.e.,
m = m0(cos θıˆ+ sin θˆ),
where m0 is just a positive constant, and θ = θ(y). Using (1.8) we get:
(1.9) g = −µ0m0h0 sin θ(y) κˆ.
As reference configuration we will consider a linear interpolation between the points (0, pi/2) and (1,−pi/2),
that is
θ1(y) = −pi
(
y − 1
2
)
.
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Figure 2. Plot of the function θ1(y) (dotted line), and the family of functions {θi(y)}7i=2 (solid
lines). These are used to induce a force in the angular momentum equation. The function θ1 is a
linear interpolation between ±pi/2 and θi, for i = 2, . . . , 7 are small perturbations of it.
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Figure 3. Velocity profiles obtained with the forcing terms {gi}7i=2 (solid lines). For comparison
the velocity profile obtained by using g1 is also shown (dotted line). The figures show that it is
possible to generate linear velocity via appropriate actuation in the angular momentum equation.
Notice that, although it is not dramatically different from the others, the forcing term g7 induces
motion in the opposite direction.
As perturbations from this reference case we consider, for i = 2, . . . , 7,
θi(y) = −pi(480x
5 − 1200x4 − 4x3(i2 + 10i− 275) + 6x2(i2 + 10i− 75)− i2 − 5(2i− 7))
2(i2 + 10i− 35) .
A plot of these functions is provided in Figure 2. Notice that they all satisfy θi(0) = pi/2, θi(1/2) = 0 and
θi(1) = −pi/2 which we require to model a magnetization field that is perfectly aligned with the magnetizing field
at the center of the channel, but is perpendicular to it at the top and bottom walls.
We assume the fluid is initially at rest, the boundary conditions for the upper and lower part of the duct are no
slip, and for the left and right sides of the duct we consider open boundary conditions. We apply the magnetizing
field linearly in time, that is we set h = h0(t/T )ˆı. We let L = 1, and the material constants be ν = νr = 1,
ca = cd = c0 = 1, and  = 1. We use a Taylor-Hood finite element discretization of 40 elements in the horizontal
and vertical directions, and a time-step τ = 1/50. The numerical scheme used for this example is the first order
method discussed and analyzed in this work. Figure 3 shows the velocity profiles at time t = T and x = 1 obtained
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by setting g as in (1.9). These results are stable (in the sense that they do not change) with respect to the spatial
and temporal discretizations, and length of the channel. However, as it would happen with any physical model,
these results can be sensitive to changes in the constitutive parameters. A discussion about the possible influence
of the constitutive parameters on the pumping phenomena goes beyond the scope of this paper (see for instance
[21]).
The results in Figure 3 give an idea about the kind of forces that are necessary in a real ferrohydrodynamic
setting, in particular in the case of a spatially uniform and sinusoidal in time magnetizing field as in [25]. The main
observation here is that small variations of the forcing term can yield quite different flow regimes, including flow in
the opposite direction, this feature is observed in experiments (cf. [26] ). Finally, the reader should be reminded
that this is just an idealized setting which illustrates the main pumping mechanism. In real ferrohydrodynamics
we cannot set the value of magnetization m as we please because m is actually determined by the evolution law
in (1.8).
2. Notation and Preliminaries
We shall consider system (1.5) in an open, bounded, simply connected domain Ω ⊂ Rd with d = 2, 3, with a
smooth boundary ∂Ω, for a finite interval of time (0, T ), and we will denote ΩT = Ω× (0, T ). We use the standard
Sobolev spaces W kq (Ω) for 0 ≤ k ≤ ∞ and 1 ≤ q ≤ ∞ that consist of functions f ∈ Lq(Ω) whose distributional
derivatives of order up to k are also in Lq(Ω). To simplify notation, we set Hk(Ω) = W k2 (Ω), and denote the
closure of C∞0 (Ω) in H1(Ω) by H10 (Ω). We denote with bold characters vector valued functions and their spaces.
The scalar product in L2(Ω) and L2(Ω) are indistinctly denoted by (·, ·). The subspace of functions in L2(Ω) with
zero mean is denoted by L20(Ω). Whenever E is a normed space, we denote by ‖ · ‖E its norm. The space of
functions φ : [0, T ]→ E such that the map (0, T ) 3 t 7→ ‖φ(t)‖E ∈ R is Lq-integrable is denoted by Lq(E).
We shall make repeated use of the following integration by parts formula for the curl operator:
(2.1) (curlw,u) = (w, curlu) ∀u,w ∈ H10(Ω).
In addition, we recall that the following orthogonal decomposition of H10(Ω)
‖∇u‖2L2 = ‖curlu‖2L2 + ‖divu‖2L2 , ∀u ∈ H10(Ω)
holds true (provided Ω is bounded and simply connected, see for instance [11]) which implies
(2.2) ‖curlu‖2L2 ≤ ‖∇u‖2L2 ∀u ∈ H10(Ω).
We use the following two classical spaces of divergence-free functions (see for instance [23])
H =
{
u ∈ L2(Ω) | divu = 0 in Ω and u · ν = 0 on ∂Ω} , V = H10(Ω) ∩H.
Henceforth C denotes a generic constant, whose value might change at each occurrence. This constant might
depend on the data of our problem and, when discussing discretization, its exact solution, but it does not depend
on the discretization parameters or the numerical solution. We denote by Cp the best constant in the Poincare´
inequality, i.e.,
‖u‖L2 ≤ Cp‖∇u‖L2 ∀u ∈ H10(Ω), Cp ≈ diam(Ω).
We will use, as it has become customary, the following trilinear form
b(u,v,w) =
∑
i,j
∫
Ω
ui vjxiw
j dx, u,v,w ∈ H10(Ω),
which, as it is well known (cf. [23]), is skew-symmetric whenever the first argument belongs to V. In addition, we
shall use the following, also well known, inequalities (see [17]):
b(u,v,w) ≤ C‖∇u‖L2‖∇v‖L2‖∇w‖L2 , ∀u,v,w ∈ H10(Ω),(2.3)
b(u,v,w) ≤ C‖u‖L∞ ‖∇v‖L2‖w‖L2 , ∀u ∈ H2(Ω),∀v ∈ H10(Ω),∀w ∈ L2(Ω),(2.4)
b(u,v,w) ≤ C‖u‖L2‖∇v‖L2‖w‖L∞ , ∀u ∈ L2(Ω),∀v ∈ H10(Ω),∀w ∈ H2(Ω),(2.5)
b(u,v,w) ≤ C‖u‖L2‖v‖H2‖∇w‖L2 , ∀u ∈ L2(Ω),∀v ∈ H2(Ω),∀w ∈ H10(Ω).(2.6)
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2.1. Energy Estimates and Existence Theorems. The stability and error analysis of the scheme that will be
proposed in Section 3 is based on energy arguments. Therefore, to gain intuition, let us briefly describe the basic
formal energy estimates that can be obtained from (1.5). Multiply the linear momentum equation by u and the
angular momentum equation by w and integrate in Ω. Adding both ensuing equations, we obtain
1
2
d
dt
(‖u‖2L2 + ‖w‖2L2)+ ν0 ‖∇u‖2L2 + c1 ‖∇w‖2L2 + c2 ‖divw‖2L2 + 4νr ‖w‖2L2 = 4νr(curlu,w)+ (f ,u)+ (g,w) ,
where the parameters ν
0
, c1 and c2 were defined in (1.7). Repeated applications of Young’s and Poincare´’s
inequalities yield, after integration in time,
‖u(t)‖2L2 +  ‖w(t)‖2L2 + ν
∫ t
0
‖∇u(s)‖2L2 ds+ c1
∫ t
0
‖∇w(s)‖2L2 ds+ 2c2
∫ t
0
‖divw‖2L2 ds ≤
≤ C2p
∫ T
0
(
1
ν
‖f(s)‖2L2 +
1
c1
‖g(s)‖2L2
)
ds+ ‖u0‖2L2 +  ‖w0‖2L2 ∀t ≤ T ,
(2.7)
This formal energy estimate suggests that solutions to (1.5) are such that
(2.8) u ∈ L∞(H) ∩ L2(V), w ∈ L∞(L2(Ω)) ∩ L2(H10(Ω)).
To obtain an estimate on the pressure, we use a well-known estimate on the right inverse of the divergence
operator (cf. [11, 6]), i.e.,
(2.9) β‖q‖L2 ≤ sup
v∈H10
(q,divv)
‖v‖H10
, ∀q ∈ L20(Ω).
From (2.9) and the linear momentum equation in (1.5) we get
β2
∫ T
0
‖p(s)‖2L2ds .
∫ T
0
(‖ut(s)‖2L2 + ‖∇u(s)‖2L2 + ‖∇u(s)‖4L2 + ‖∇w(s)‖2L2 + ‖f‖2L2) ds,
so that, to obtain an estimate on the pressure, we must assume u ∈ L4(H10(Ω)) and, in addition, we need an
estimate on the time derivative of the linear velocity at least in L2(L2(Ω)). This is standard for the Navier-Stokes
equations. To obtain it we differentiate with respect to time the equations of conservation of linear and angular
momentum. Repeating the steps used to obtain (2.7) we arrive at the desired estimate.
The existence of weak solutions can be summarized as follows.
Theorem 2.1 (Existence of weak solutions). Let f ,g ∈ L2(L2(Ω)), u0 ∈ H and w0 ∈ L2(Ω). Then there exist
(u,w, p) ∈ L∞(H)×L∞(L2(Ω))×D′(ΩT ) satisfying (1.5) in the sense of distributions. Moreover, u and w satisfy
the energy estimate (2.7).
Proof. see [15, Theorem 1.6.1]. 
Just like for the Navier-Stokes equations, uniqueness of solutions of the MNSE is an open issue.
2.2. Time Discretization. We introduce K > 0 to denote the number of steps, define the time-step as τ =
T/K > 0 and set tk = kτ for 0 ≤ k ≤ K. For φ : [0, T ]→ E, with E being a Banach space, we set φk = φ(tk). A
sequence will be denoted by φτ =
{
φk
}K
k=0
and we introduce the following norms:
‖φτ‖`∞(E) = max
0≤k≤K
‖φk‖E , ‖φτ‖`2(E) =
(
K∑
k=0
τ‖φk‖2E
)1/2
.
We define the backward difference operator
δφk = φk − φk−1,(2.10)
and set δ2φk = δ(δφk) = φk − 2φk−1 + φk−2.
Finally, recall the following discrete Gro¨nwall inequality.
Lemma 2.1 (Discrete Gro¨nwall). Let aτ , bτ , cτ and γτ be sequences of nonnegative numbers such that τγk < 1
for all k, and let g0 ≥ 0 be so that the following inequality holds:
aK + τ
K∑
k=0
bk ≤ τ
K∑
k=0
γkak + τ
K∑
k=0
ck + g0.
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Then
aK + τ
K∑
k=0
bk ≤
(
τ
K∑
k=0
ck + g0
)
exp
(
τ
K∑
k=0
σkγk
)
,
where σk = (1− τγk)−1.
Proof. See [24, 14]. 
2.3. Space Discretization. To construct an approximation of the solution to (1.5) via Galerkin techniques
we introduce two families of finite dimensional spaces, {Vh}h>0 and {Qh}h>0 with Vh ⊂ H10(Ω) and, Qh ⊂
H1(Ω)∩L20(Ω). The space Vh will be used to approximate the linear and angular velocities and Qh to approximate
the pressure. We require that these spaces are compatible, in the sense that they satisfy the LBB condition
(2.11) inf
06=qh∈Qh
sup
06=υh∈Vh
(qh,divυh)
‖qh‖L2‖∇υh‖L2 ≥ β
∗,
with β∗ independent of the discretization parameter h. In addition, we require that the spaces have suitable
approximation properties, in other words, there exists a l ∈ N such that for m ∈ [0, l],
inf
qh∈Qh
‖q − qh‖L2 ≤ Chm‖q‖Hm ∀q ∈ Hm(Ω) ∩ L20(Ω),
inf
υh∈Vh
(
‖v − υh‖L2 + h‖v − υh‖H10
)
≤ Chm+1‖v‖Hm+1 , ∀v ∈ Hm+1 ∩H10(Ω).
Lastly, we assume that the velocity space Vh satisfies the following inverse inequality:
(2.12) ‖uh‖L∞ ≤ Cψ(h)‖uh‖H10 ∀uh ∈ Vh,
where ψ(h) = (1 + | log(h)|) 12 if d = 2 and ψ(h) = h− 12 if d = 3. References [10, 11] provide a comprehensive list
of suitable choices for these spaces.
For a.e. t ∈ [0, T ] we define the Stokes projection of (u(t), p(t)) as the pair (uh(t), ph(t)) ∈ Vh ×Qh that solves{
ν
0
(∇uh,∇υh)− (ph,divυh) = ν0(∇u,∇υh)− (p,divυh) ∀υh ∈ Vh
(qh,divuh) = (qh,divu) ∀qh ∈ Qh .
In addition, we define the elliptic-like projection of w(t) as the function wh(t) ∈ Vh that solves
c1(∇wh,∇ωh) + c2(divwh,divωh) + 4νr(wh,ωh) =
= c1(∇w,∇ωh) + c2(divw,divωh) + 4νr(w,ωh) ∀ωh ∈ Vh .
The properties of the Stokes and elliptic-like projections are summarized in the following; see for instance [12].
Lemma 2.2 (Properties of projectors). If (u,w, p) ∈ [L∞(H2(Ω) ∩ H10(Ω))]2 × L∞(H1(Ω) ∩ L20(Ω)), then the
Stokes and elliptic-like projectors are stable in dimension d ≤ 3, i.e.,
(2.13) ‖uh‖L∞(L∞∩W13) + ‖wh‖L∞(L∞∩W13) + ‖ph‖L∞(H1) ≤ C
(‖u‖L∞(H2) + ‖p‖L∞(H1) + ‖w‖L∞(H2)) .
If, in addition, (u,w, p) ∈ [L∞(Hl+1(Ω)∩H10(Ω))]2×L∞(H l(Ω)∩L20(Ω)), then the projections satisfy the following
approximation properties:
‖u− uh‖L∞(L2) + h‖u− uh‖L∞(H10) + h‖p− ph‖L∞(L2) ≤ Chl+1η(u, p)
‖w −wh‖L∞(L2) + h‖w −wh‖L∞(H10) ≤ Chl+1ξ(w),
(2.14)
where η(u, p) = ‖u‖L∞(Hl+1) + ‖p‖L∞(Hl) and ξ(w) = ‖w‖L∞(Hl+1).
We introduce the trilinear form bh : [H
1
0(Ω)]
3 → R,
bh(u,v,w) = b(u,v,w) +
1
2
(divu,v ·w), ∀ u,v,w ∈ H10(Ω),
and recall that it is consistent, i.e., bh(u,v,w) = b(u,v,w) whenever u ∈ V, and skew-symmetric
bh(u,v,v) = 0,
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for all u,v ∈ H10(Ω). This form satisfies estimates similar to (2.3)–(2.6), namely
(2.15)
bh(uh,vh,wh) ≤ C‖∇uh‖L2‖∇vh‖L2‖∇wh‖L2 , ∀uh,vh,wh ∈ Vh,
bh(uh,v,wh) ≤ C‖uh‖L2‖v‖H2‖∇wh‖L2 , ∀uh,wh ∈ Vh, ∀v ∈ H2(Ω),
and
(2.16) bh(uh,vh,wh) ≤ C‖uh‖L2‖vh‖(L∞∩W13)‖∇wh‖L2 , ∀uh,vh,wh ∈ Vh.
Since, by assumption, the space Vh satisfies the inverse inequality (2.12), then for d = 3,
bh(uh,vh,wh) ≤ Ch− 12 ‖uh‖L2‖∇vh‖L2‖∇wh‖L2 ∀uh,vh,wh ∈ Vh
bh(uh,vh,wh) ≤ Ch− 12 ‖∇uh‖L2‖∇vh‖L2‖wh‖L2 ∀uh,vh,wh ∈ Vh
(2.17)
3. Description of the First Order Scheme
To the best of our knowledge, the only work that is concerned with the construction and analysis of a scheme
for the MNSE is [19], where a fully discrete penalty projection method for this system is developed and analyzed,
and a suboptimal convergence rate is derived. Our scheme instead possesses optimal approximation properties
and requires the solution of a saddle point problem at each time step, which can be done efficiently. However, it
can be easily modified to decouple the linear velocity and pressure via an incremental projection method, while
maintaining optimal orders of convergence. For brevity this will not be included.
Let us now describe the scheme. The scheme computes {Uτh,Wτh, P τh } ⊂ V2h × Qh meant to approximate, at
each time step, the linear and angular velocities and the pressure. We initialize the scheme by setting
(3.1) (U0h, P
0
h ) = (u
0
h, p
0
h), W
0
h = w
0
h,
that is, we compute the Stokes and elliptic-like projections of the initial data.
Remark 3.1 (Initialization). The initialization step (3.1) requires that the initial data is regular enough so that
the projections are well defined, which from now on we will assume. If this is not the case, (3.1) must be modified
and, say, take L2-projections. The analysis below must be accordingly adjusted to take this into account (cf. [14]).
After initialization, for k = 1, . . . ,K, we march in time in two steps:
Linear Momentum: Compute (Ukh, P
k
h ) ∈ Vh ×Qh, solution of(
δUkh
τ ,υh
)
+ ν0
(∇Ukh,∇υh)+ bh(Uk−1h ,Ukh,υh)− (P kh ,divυh) = 2νr(curlWk−1h ,υh)+ (f k,υh) ,(3.2a) (
qh,divU
k
h
)
= 0 ,(3.2b)
for all υh ∈ Vh, qh ∈ Qh.
Angular Momentum: Find Wkh ∈ Vh that solves
(3.3) 
(
δWkh
τ
,ωh
)
+ c1
(∇Wkh,∇ωh)+  bh(Ukh,Wkh,ωh)+
+ c2
(
divWkh,divωh
)
+ 4νr
(
Wkh,ωh
)
= 2νr
(
curlUkh,ωh
)
+
(
gk,ωh
)
,
for all ωh ∈ Vh.
Notice that we have decoupled the linear and angular momentum equations by time-lagging of the variables.
This scheme is unconditionally stable, as the following result shows.
Proposition 3.1 (Unconditional stability of the first order scheme). The sequence {Uτh,Wτh, P τh } ⊂ [Vh]2 ×Qh,
solution of (3.2)–(3.3), satisfies
‖UKh ‖2L2 + (+ 4νrτ)‖WKh ‖2L2 +
K∑
k=1
(‖δUkh‖2L2 + ‖δWkh‖2L2)+ K∑
k=1
τ
(
ν‖∇Ukh‖2L2 + τc1‖∇Wkh‖2L2
)
+ 2
K∑
k=1
τc2‖divWkh‖2L2 ≤
K∑
k=1
τ
(
C2pνr
ν
‖f k‖2L2 +
C2pνr
c1
‖gk‖2L2
)
+ ‖U0h‖2L2 + (+ 4νrτ)‖W0h‖2L2 .
(3.4)
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Proof. Set υh = 2τU
k
h in (3.2) and ωh = 2τW
k
h in (3.3), respectively, and add the results. Use the identity
2a(a − b) = a2 − b2 + (a − b)2, the integration by parts formula (2.1), estimate (2.2) and Young’s inequality to
obtain
‖Ukh‖2L2 + (+ 4νrτ)‖Wkh‖2L2 + ‖δUkh‖2L2 + ‖δWkh‖2L2 + τν‖∇Ukh‖2L2 + τc1‖∇Wkh‖2L2 + 2τc2‖divWkh‖2L2
≤ ‖Uk−1h ‖2L2 + (+ 4νrτ)‖Wk−1h ‖2L2 +
C2pνrτ
ν
‖f k‖2L2 +
C2pνrτ
c1
‖gk‖2L2 .
(3.5)
Adding over k we obtain the desired estimate (3.4). 
4. A Priori Error Analysis
Here we perform an error analysis of scheme (3.2)–(3.3) and show that this method has optimal convergence
properties. The analysis is based on energy arguments and hinges on the unconditional stability result of Proposi-
tion 3.1. The arguments used are rather standard for the Navier-Stokes equations, the main novelty and difficulty
being the coupling with the angular momentum equation, which requires lengthy and careful computations.
We shall assume, for the sake of simplicity, that the solution to (1.5)–(1.6) satisfies:
(4.1) u,w ∈ C1([0, T ],Hl+1(Ω)) and utt,wtt ∈ L2([0, T ],L2(Ω)).
These assumptions will be enough to derive optimal convergence rates for the linear and angular velocities. If we
want to do the same with the pressure we will require the additional regularity:
utt,wtt ∈ C([0, T ],Hl+1(Ω)).(4.2)
These assumptions are standard in the error analysis of incompressible flows (cf. [17]).
The first step in the error analysis is to analyze the consistency of the method. To do so, we proceed as it is
customary in the analysis of evolutionary problems (cf. [24]) and split the errors
Ek = uk −Ukh, Ek = wk −Wkh, ek = pk − P kh ,
into the so-called interpolation and approximation errors via the Stokes and elliptic projections of §2.3, i.e.,
Sk = uk − ukh, Rk = wk −wkh, rk = pk − pkh ,
Ekh = u
k
h −Ukh, Ekh = wkh −Wkh, ekh = pkh − P kh .
(4.3)
The interpolation errors (Sτ ,Rτ , rτ ) are controlled by means of (2.14), so that the next step is to derive an energy
estimate for the approximation errors (Eτh, Eτh , eτh) which is a slight variation of that one obtained for (Uτh,Wτh, P τh )
in (3.4).
4.1. Error estimates for the Linear and Angular Velocities. The approximation errors (Eτh, Eτh , eτh) satisfy
the following energy identity:
‖Ekh‖2L2 + (+ 8τνr)‖Ekh‖2L2 − ‖Ek−1h ‖2L2 − ‖Ek−1h ‖2L2 + 2τν0‖∇Ekh‖2L2
+ 2τc1‖∇Ekh‖2L2 + ‖δEkh‖2L2 + ‖δEkh‖2L2 + 2τc2‖div Ekh‖2L2 =
6∑
i=1
Ai
(4.4)
with
A1 = 2τ bh
(
Uk−1h ,U
k
h,E
k
h
)− 2τ bh(uk,uk,Ekh)
A2 = 2τ bh
(
Ukh,W
k
h, Ekh
)− 2τ bh(uk,wk, Ekh)
A3 = 4τνr
(
curlwk − curlWk−1h ,Ekh
)
A4 = 4τνr
(
curlEk, Ekh
)
A5 = −2
(
δSk,Ekh
)− 2(δRk, Ekh)
A6 = 2τ
(Rku,Ekh)+ 2τ(Rkw, Ekh),
where Rku and Rkw are integral representations of Taylor remainders (see for instance [17]), i.e.
Rku =
1
τ
∫ tk
tk−1
(tk−1 − s)utt(s) ds and Rkw =
1
τ
∫ tk
tk−1
(tk−1 − s)wtt(s) ds .(4.5)
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The main difficulty, and our focus from now on, is to estimate the residual terms Ai, i = 1, . . . , 6.
Theorem 4.1 (Error estimate on velocities). Assume (4.1), then
‖Eτ‖L∞(L2) + ‖Eτ‖L∞(L2) + h
(‖∇Eτ‖L2(L2) + ‖∇Eτ‖L2(L2)) ≤ C(τ + hl+1)(4.6)
whenever
τ ≤ 1
K
with K ' max
{
M
ν0
,
M2
c1
,
M2
c1
,
ν2r
c1
,
ν2r
ν0
}
,(4.7)
where M and M satisfy
sup
ΩT
(‖∇uh‖L3 + ‖uh‖L∞ )2 + sup
ΩT
|u|2 ≤M <∞ ,
sup
ΩT
(‖∇wh‖L3 + ‖wh‖L∞ )2 + sup
ΩT
|w|2 ≤M <∞ .
(4.8)
Proof. It suffices to provide bounds for the terms Ai above and employ the discrete Gro¨nwall lemma. To begin
with, notice that
bh(U
k−1
h ,U
k
h,υh)− bh(uk,uk,υh) = − bh(δuk,uk,υh)− bh(uk−1,Sk,υh)
− bh(Sk−1,ukh,υh)− bh(Ek−1,ukh,υh) + bh(Ek−1h ,Ekh,υh)− bh(uk−1h ,Ekh,υh) ∀υh ∈ Vh ,
(4.9)
and
bh
(
Ukh,W
k
h,ωh
)− bh(uk,wk,ωh) = − bh(uk,Rk,ωh)+ bh(Ekh, Ekh ,ωh)
− bh
(
Ekh,w
k
h,ωh
)− bh(Sk,wkh,ωh)− bh(ukh, Ekh ,ωh) ∀ωh ∈ Vh .(4.10)
Set υh = 2τE
k
h in (4.9). Since bh is skew-symmetric the last two terms vanish, and we can rewrite A1 as:
A1 = −2τ bh
(
δuk,uk,Ekh
)− 2τ bh(uk−1,Sk,Ekh)− 2τ bh(Sk−1,ukh,Ekh)− 2τ bh(Ek−1h ,ukh,Ekh)
= A11 +A12 +A13 +A14 .
The functions δuk and uk−1 are solenoidal so that the consistency of bh yields control on A11 and A12:
A11 = 2τ bh
(
δuk,Ekh,u
k
) ≤ 2τ‖δuk‖L2‖∇Ekh‖L2‖uk‖L∞ ≤ ν0τ9 ‖∇Ekh‖2L2 + 9Mτν0 ‖δuk‖2L2
A12 = −2τ bh
(
uk−1,Sk,Ekh
) ≤ 2τ ‖uk−1‖L∞ ‖∇Ekh‖L2‖Sk‖L2 ≤ ν0τ9 ‖∇Ekh‖2L2 + 9Mτν
0
‖Sk‖2L2 ,
where we have used (2.5) and (2.4). By (4.1), we deduce
‖δuk‖2L2 ≤ τ
∫ tk
tk−1
‖ut‖2L2 dt.(4.11)
The terms A13 and A14 can be estimated via (2.16) as follows:
A13 +A14 ≤ 2ν0τ
9
‖∇Ekh‖2L2 +
9Mτ2
ν0
‖Sk−1‖2L2 +
9Mτ2
ν0
‖Ek−1h ‖2L2 .
Set ωh = 2τEkh in (4.10). We rewrite A2 as
A2 = −2τ bh
(
uk,Rk, Ekh
)− 2τ bh(Ekh,wkh, Ekh)− 2τ bh(Sk,wkh, Ekh) = A21 +A22 +A23 .
Since uk is solenoidal the bound on A21 proceeds as that of A12, whereas (2.16) gives control on A22 and A23:
A2 ≤ 3c1τ
7
‖∇Ekh‖2L2 +
7M2τ
c1
(‖Rk‖2L2 + ‖Ekh‖2L2 + ‖Sk‖2L2) .
The bound on A3 begins by noticing that w
k−Wk−1h = δwk + Rk−1 +Ek−1h . The integration by parts formula
(2.1) then yields
A3 = 4τνr
(
δwk, curlEkh
)
+ 4τνr
(
Rk−1, curlEkh
)
+ 4τνr
(Ek−1h , curlEkh) ,
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whence
A3 ≤ 4τνr‖δwk‖L2‖∇Ekh‖L2 + 4τνr‖Rk−1‖L2‖∇Ekh‖+ 4τνr‖Ek−1h ‖L2‖∇Ekh‖L2
≤ ν0τ
3
‖∇Ekh‖2L2 +
36ν2r τ
ν
0
‖δwk‖2L2 +
36ν2r τ
ν
0
‖Rk−1‖2L2 +
36ν2r τ
ν
0
‖Ek−1h ‖2L2 .
The term ‖δwk‖2L2 can be bounded similarly to (4.11).
The bound on A4 follows the same lines as those of A3:
A4 = 4τνr
(
Sk, curl Ekh
)
+ 4τνr
(
Ekh, curl Ekh
) ≤ 2c1τ
7
‖∇Ekh‖2L2 +
28ν2r τ
c1
‖Sk‖2L2 +
28ν2r τ
c1
‖Ekh‖2L2 .
The last two terms A5 and A6 can be easily bounded as follows
A5 = −2
(
δSk,Ekh
)− 2(δRk, Ekh) ≤ ν0τ9 ‖∇Ekh‖2L2 + 9C2pν
0
τ
‖δSk‖2L2 +
c1τ
7
‖∇Ekh‖2L2 +
7C2p
2
c1τ
‖δRk‖2L2 ,
and
A6 = 2τ
(Rku,Ekh)+ 2τ(Rkw, Ekh) ≤ ν0τ9 ‖∇Ekh‖2L2 + 9C2pτν0 ‖Rku‖2L2 + c1τ7 ‖∇Ekh‖2L2 + 7C
2
p
2τ
c1
‖Rkw‖2L2 .
The interpolation errors are bounded by (2.14) which, in conjunction with (4.1), also implies
‖δSk‖L2 + h‖δ∇Sk‖L2 ≤ Cτ hl+1η(ut, pt)
‖δRk‖L2 + h‖δ∇Rk‖L2 ≤ Cτ hl+1ξ(wt).
(4.12)
Assumption (4.1) also gives an estimate on the truncation errors Rku and Rkw,
‖Rku‖2L2 ≤
τ
3
∫ tk
tk−1
‖utt‖2L2 dt , ‖Rkw‖2L2 ≤
τ
3
∫ tk
tk−1
‖wtt‖2L2 dt.(4.13)
Inserting the estimates above for Ai, 1 ≤ i ≤ 6, into (4.4), summing in k and application of Gro¨nwall inequality
concludes the proof. 
Remark 4.1 (Smallness assumption on τ). Condition (4.7) does not depend on the space discretization parameter
h. It does depend, however, on the constants M and M defined in (4.8); this is standard for Navier-Stokes. In
addition, this estimate depends on the quotients ν2r/ν0 and ν
2
r/c1, which gives an indication of how strong the
coupling between linear and angular momentum is.
4.2. Error Estimates for the Discrete Time Derivative. When dealing with the Navier-Stokes equations, it
is well-known (see, for instance, [12]) that in order to derive optimal error estimates for the pressure in `2(L2(Ω))
one must first obtain estimates on the discrete time derivative of the velocity, which is the main reason for the
additional regularity requested in (4.2). Our analysis is no exception, and this is additionally complicated by the
fact that we must obtain error estimates for the derivatives of the linear and angular velocities. However, it is
important to point out that it is possible derive an error estimate.
Applying the increment operator δ, defined in (2.10), to the equations that govern the approximation errors and
proceeding as in the proof of Proposition 3.1 we conclude that the discrete time derivatives τ−1δEτh and τ−1δEτh
satisfy an energy identity similar to (4.4), namely,
‖τ−1δEkh‖2L2 + (+ 8νrτ)‖τ−1δEkh‖2L2 − ‖τ−1δEk−1h ‖2L2 − ‖τ−1δEk−1h ‖2L2 + 2ν0τ‖τ−1δ∇Ekh‖2L2
+ 2c1τ‖τ−1δ∇Ekh‖2 + ‖τ−1δ2Ekh‖2L2 + ‖τ−1δ2Ekh‖2L2 + 2c2τ‖τ−1div δEkh‖2L2 =
5∑
i=1
Fi
(4.14)
where
F1 = 2 bh
(
Uk−1h ,U
k
h, τ
−1δEkh
)− 2 bh(uk,uk, τ−1δEkh)− 2 bh(Uk−2h ,Uk−1h , τ−1δEkh)+ 2 bh(uk−1,uk−1, τ−1δEkh)
F2 = 2 bh
(
Ukh,W
k
h, τ
−1δEkh
)− 2 bh(uk,wk, τ−1δEkh)− 2 bh(Uk−1h ,Wk−1h , τ−1δEkh)+ 2 bh(uk−1,wk−1, τ−1δEkh)
F3 = 4νr
(
curl δwk − curl δWk−1h , τ−1δEkh
)
+ 4νr
(
curl δuk − curl δUkh, τ−1δEkh
)
F4 = −2τ−1
(
δ2Sk, τ−1δEkh
)− 2τ−1(δ2Rk, τ−1δEkh)
F5 = 2
(
δRku, τ−1δEkh
)
+ 2
(
δRkw, τ−1δEkh
)
.
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A bound on these terms then yields a bound on the discrete time derivatives. This is the content of the following
result.
Theorem 4.2 (Error estimate for the discrete time derivatives). Assume (4.2). If
(4.15) h−1/2‖Eτh‖`∞(L2) and h−1/2‖Eτh‖`∞(L2)
are sufficiently small, then ∥∥∥∥δEτhτ
∥∥∥∥
`∞(L2)
+
∥∥∥∥δEτhτ
∥∥∥∥
`∞(L2)
≤ C(τ + hl).(4.16)
Proof. In analogy to Theorem 4.1, it suffices to bound the residual terms {Fi}5i=1. The proof is rather technical and
tedious, and consists of careful manipulations of these five terms. Take the difference of (4.9) for two consecutive
time-steps, which allows us to write F1 as the sum of six terms {F1i}6i=1:
F11 = −2 b(δuk,uk, τ−1δEkh) + 2 b(δuk−1,uk−1, τ−1δEkh)
F12 = −2 b(uk−1,Sk, τ−1δEkh) + 2 b(uk−2,Sk−1, τ−1δEkh)
F13 = −2 bh(Sk−1,ukh, τ−1δEkh) + 2 bh(Sk−2,uk−1h , τ−1δEkh)
F14 = −2 bh(Ek−1h ,ukh, τ−1δEkh) + 2 bh(Ek−2h ,uk−1h , τ−1δEkh)
F15 = 2 bh(E
k−1
h ,E
k
h, τ
−1δEkh)− 2 bh(Ek−2h ,Ek−1h , τ−1δEkh)
F16 = −2 bh(uk−1h ,Ekh, τ−1δEkh) + 2 bh(uk−2h ,Ek−1h , τ−1δEkh) .
Using the linearity and skew-symmetry of the trilinear form, these six terms can be appropriately rewritten and
bounded using (2.3)-(2.5) and (2.15)-(2.17) to get
F11 = 2 b(δuk, τ−1δEkh, δu
k) + 2 b(δ2uk, τ−1δEkh,u
k−1)
≤ ν0τ
14
‖τ−1δ∇Ekh‖2L2 +
C
ν
0
τ
‖δ∇uk‖4L2 +
ν
0
τ
14
‖τ−1δ∇Ekh‖L2 +
M
ν
0
τ
‖δ2uk‖2L2 ,
F12 = 2 b(u
k−1, τ−1δEkh, δS
k) + 2 b(δuk−1, τ−1δEkh,S
k−1)
≤ ν0τ
14
‖τ−1δ∇Ekh‖2L2 +
M
ν
0
τ
‖δSk‖2L2 +
ν0τ
14
‖τ−1δ∇Ekh‖2L2 +
C
ν
0
τ
‖δ∇uk−1‖2L2‖∇Sk−1‖2L2 ,
F13 = −2 bh(δSk−1,ukh, τ−1δEkh)− 2 bh(Sk−2, δuk−1h , τ−1δEkh)
≤ ν0τ
14
‖τ−1δ∇Ekh‖2L2 +
M
ν
0
τ
‖δSk−1‖2L2 +
ν
0
τ
14
‖τ−1δ∇Ekh‖2L2 +
C
ν
0
τ
‖δ∇uk−1h ‖2L2‖∇Sk−2‖2L2 ,
F14 = −2τ bh(τ−1δEk−1h ,ukh, τ−1δEkh)− 2 bh(Ek−2h , δukh, τ−1δEkh)
≤ ν0τ
14
‖τ−1δ∇Ekh‖2L2 +
Mτ2
ν0τ
‖τ−1δEk−1h ‖2L2 +
ν
0
τ
14
‖τ−1δ∇Ekh‖2L2 +
C
ν0τ
‖δ∇ukh‖2L2‖∇Ek−2h ‖2L2 ,
F15 = 2τ bh(τ
−1δEk−1h ,E
k−1
h , τ
−1δEkh) ≤
C‖Ek−1h ‖L2
h1/2
τ
(‖τ−1δ∇Ek−1h ‖2L2 + ‖τ−1δ∇Ekh‖2L2) ,
F16 = −2 bh(δuk−1h ,Ekh, τ−1δEkh) ≤
ν
0
τ
14
‖τ−1δ∇Ekh‖2L2 +
C
ν0τ
‖δ∇uk−1h ‖2L2‖∇Ekh‖2L2 .
Similarly, applying δ to (4.10), F2 can be expressed as the sum of five terms {F2i}5i=1:
F21 = −2 bh
(
uk,Rk, τ−1δEkh
)
+ 2 bh
(
uk−1,Rk−1, τ−1δEkh
)
,
F22 = 2 bh
(
Ekh, Ekh , τ−1δEkh
)− 2 bh(Ek−1h , Ek−1h , τ−1δEkh) ,
F23 = −2 bh
(
Ekh,w
k
h, τ
−1δEkh
)
+ 2 bh
(
Ek−1h ,w
k−1
h , τ
−1δEkh
)
,
F24 = −2 bh
(
Sk,wkh, τ
−1δEkh
)
+ 2 bh
(
Sk−1,wk−1h , τ
−1δEkh
)
,
F25 = −2 bh
(
ukh, Ekh , τ−1δEkh
)
+ 2 bh
(
uk−1h , Ek−1h , τ−1δEkh
)
.
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We now bound each of these terms separately
F21 = −2 bh
(
δuk,Rk, τ−1δEkh
)
+ 2 bh
(
uk−1, δRk, τ−1δEkh
)
≤ c1τ
12
‖τ−1δ∇Ekh‖2L2 +
C2
c1τ
‖δ∇uk‖2L2‖∇Rk‖2L2 +
c1τ
12
‖τ−1δ∇Ekh‖2L2 +
M2
c1τ
‖δRk‖2L2 ,
F22 = 2τ bh
(
τ−1δEkh, Ekh , τ−1δEkh
) ≤ C‖Ekh‖L2
h1/2
τ
(‖τ−1δ∇Ekh‖2L2 + ‖τ−1δ∇Ekh‖2L2) ,
F23 = −2 bh
(
Ekh, δw
k
h, τ
−1δEkh
)
+ 2τ bh
(
τ−1δEkh,w
k−1
h , τ
−1δEkh
)
≤ c1τ
12
‖τ−1δ∇Ekh‖2L2 +
C2
c1τ
‖δ∇wkh‖2L2‖∇Ekh‖2L2 +
c1τ
12
‖τ−1δ∇Ekh‖2L2 +
M2τ2
c1τ
‖τ−1δEkh‖2L2 ,
F24 = −2 bh
(
δSk,wkh, τ
−1δEkh
)− 2 bh(Sk−1, δwkh, τ−1δEkh)
≤ c1τ
12
‖τ−1δ∇Ekh‖2L2 +
M2
ε2
‖δSk‖2L2 +
c1τ
12
‖τ−1δ∇Ekh‖2L2 +
C2
c1τ
‖δ∇wkh‖2L2‖∇Sk−1‖2L2 ,
F25 = −2 bh
(
δukh, Ekh , τ−1δEkh
)− 2 bh(uk−1h , δEkh , τ−1δEkh)
≤ c1τ
12
‖τ−1δ∇Ekh‖2L2 +
C2
c1τ
‖δ∇ukh‖2L2‖∇Ekh‖2L2 +
c1τ
12
‖τ−1δ∇Ekh‖2L2 +
M2
c1τ
‖δEkh‖2L2 .
By virtue of (2.1), F3 can be estimated as follows:
F3 = 4νr
(
δ2wk + δRk−1 + δEk−1h , τ−1curl δEkh
)
+ 4νr
(
δSk + δEkh, τ
−1curl δEkh
)
≤ 3
14
ν
0
τ‖τ−1δ∇Ekh‖2L2 +
56ν2r
τν
0
(‖δ2wk‖2L2 + ‖δRk−1‖2L2 + ‖δEk−1h ‖2L2)
+
c1τ
6
‖δ∇Ekh‖L2 +
48ν2r
τc1
(‖δSk‖2L2 + ‖δEkh‖2L2) .
The last two terms F4 and F5 require no further manipulation and result in
F4 ≤ ν0τ
14
‖τ−1δ∇Ekh‖2L2 +
14C2pτ
−2
ν
0
τ
‖δ2Sk‖2L2 +
c1τ
12
‖τ−1δ∇Ekh‖2L2 +
12C2pτ
−32
c1
‖δ2Rk‖2L2 ,
F5 ≤ ν0τ
14
‖τ−1δ∇Ekh‖2L2 +
14C2p
ν0τ
‖δRku‖2L2 +
c1τ
12
‖τ−1δ∇Ekh‖2L2 +
12C2p
2
c1τ
‖δRkw‖2L2 .
Collecting all the estimates for ‖τ−1δ∇Ekh‖2L2 and ‖τ−1δ∇Ekh‖2L2 , and using assumption (4.15), we get
2C‖Ekh‖L2
h1/2
τ +
C‖Ekh‖L2
h1/2
τ ≤ ν
0
τ
2C‖Ekh‖L2
h1/2
τ ≤ c1τ.
These conditions allow for cancellation of the problematic terms F15 and F22 with the fifth and sixth terms on the
left hand side of (4.14). Finally, summation of the energy identity (4.14) and application of Gro¨nwall inequality
lead to (4.16). 
Remark 4.2 (Smallness assumption). The error estimate (4.6) shows that (4.15) is actually a condition of the form
τh−1/2 ≤ Cs <∞(4.17)
for a small enough constant Cs. This requirement is not a special characteristic of our method but rather a
recurrent feature in the analysis of schemes for the Navier-Stokes equations. See, for instance [12, 14].
4.3. Error Estimates for the Pressure. The control on the derivatives of the velocities provided by Theorem 4.2
enables us to obtain error estimates for the pressure. To do so, it is crucial that the discrete spaces are compatible
in the sense of (2.11). This is the idea behind the following result.
Theorem 4.3 (Error estimate for the pressure). If (4.2) and (4.16) are valid, then the following estimate holds
(4.18) ‖eτ‖`2(L2) ≤ C
(
τ + hl
)
.
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Proof. As already mentioned, the approximation errors Eτh and e
τ
h are actually solutions to (3.2) with a special
right hand side composed of consistency terms. Condition (2.11) then allows us to write
β∗‖ekh‖L2(Ω) ≤ sup
υh∈Vh
(ekh,divυh)
‖υh‖H10
≤
6∑
i
Bi,(4.19)
where
B1 = sup
υh∈Vh
τ−1
(
δEkh,υh
)
‖υh‖H10
, B2 = ν0 sup
υh∈Vh
(∇Ekh,∇υh)
‖υh‖H10
,
B3 = sup
υh∈Vh
bh(u
k,uk,υh)− bh(Uk−1h ,Ukh,υh)
‖υh‖H10
, B4 = 2νr sup
υh∈Vh
(curlWk−1h − curlwk,υh)
‖υh‖H10
,
B5 = sup
υh∈Vh
τ−1
(
δSk,υh
)
‖υh‖H10
, B6 = sup
υh∈Vh
(Rku,υh)
‖υh‖H10
.
So that it suffices to provide suitable bounds for each one of these terms.
We readily have, for B1 and B2, that
B1 = sup
υh∈Vh
τ−1
(
δEkh,υh
)
‖υh‖H10
.
∥∥τ−1δEkh∥∥L2 , B2 . ‖∇Ekh‖L2 .
Identity (4.9) can be used to express the numerator of B3 as
B3 ≤ sup
υh∈Vh
bh(δuk,uk,υh)
‖υh‖H10
+ sup
υh∈Vh
bh(u
k−1,Sk,υh)
‖υh‖H10
+ sup
υh∈Vh
bh(E
k−1,ukh,υh)
‖υh‖H10
+ sup
υh∈Vh
bh(E
k−1
h ,E
k
h,υh)
‖υh‖H10
+ sup
υh∈Vh
bh(u
k−1
h ,E
k
h,υh)
‖υh‖H10
=
5∑
i=1
B3i.
Inequality (2.6) and the regularity assumptions (4.1) imply
B31 = sup
υh∈Vh
bh(δuk,uk,υh)
‖υh‖H10
. ‖uk‖H2‖δuk‖L2 . ‖δuk‖L2 .
To bound B32, B33 and B35 we use inequality (2.15), the stability (2.13) of the projectors and the regularity
assumptions (4.1),
B32 = sup
υh∈Vh
bh(u
k−1,Sk,υh)
‖υh‖H10
. ‖∇uk−1‖L2‖∇Sk‖L2 . ‖∇Sk‖L2 ,
B33 = sup
υh∈Vh
bh(E
k−1,ukh,υh)
‖υh‖H10
. ‖∇Ek−1‖L2‖∇ukh‖L2 . ‖∇Ek−1‖L2 ,
B35 = sup
υh∈Vh
bh(u
k−1
h ,E
k
h,υh)
‖υh‖H10
. ‖∇uk−1h ‖‖∇Ekh‖L2 . ‖∇Ekh‖L2 .
The first inequality in (2.17) yields
B34 = sup
υh∈Vh
bh(E
k−1
h ,E
k
h,υh)
‖υh‖H10
. h−1/2 ‖Ek−1h ‖L2‖∇Ekh‖L2 .
In conclusion, we have proved the bound
|B3| . ‖δuk‖L2 + ‖∇Sk‖L2 + ‖∇Sk−1‖L2 + ‖∇Ek−1h ‖L2 + h−1/2 ‖Ek−1h ‖L2‖∇Ekh‖L2 + ‖∇Ekh‖L2 .
Integrating by parts as in (2.1), we infer that
B4 = 2νr sup
υh∈Vh
(curlWk−1h − curlwk,υh)
‖υh‖H10
= sup
v∈H10(Ω)
(δwk + Ek−1, curlυh)
‖υh‖H10
. ‖δwk‖L2 + ‖Ek−1‖L2 .
Finally, we see that
B5 = sup
υh∈Vh
τ−1
(
δSk,υh
)
‖υh‖H10
. τ−1‖δSk‖L2 , B6 = sup
v∈H10(Ω)
(Rku,v)
‖v‖H10
. ‖Rku‖L2 .
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It suffices now to realize that all the bounds involve consistency, interpolation or approximation errors and that
they all have the right order. This concludes the proof. 
5. A Second Order Scheme
Let us present a second order scheme for the solution of (1.5) and show its stability properties. We work in
the setting of §2.2 and §2.3. We first recall a three-term recursion inequality originally shown in [13], which is
instrumental to show stability.
Proposition 5.1 (Three term recursion). The three term recursion equation
(5.1) 3xk+1 − 4xk + xk−1 = gk+1, ∀k ≥ 1,
has the following general solution
xν = c1 +
c2
3ν
+
ν∑
l=2
1
3ν+1−l
l∑
s=2
gs, c1, c2 ∈ R.
Let {yk}k≥0 be the solution to the three term recursion inequality
3yk+1 − 4yk + yk−1 ≤ gk+1, ∀k ≥ 1,
with initial data y0 and y1. If {xk}k≥0 is the solution to (5.1) with initial data x0 = y0 and x1 = y1, then the
following estimate holds
yν ≤ xν , ∀ν ≥ 0.
For
{
yk
}
k≥0 let δ
2
−yk denote the second order backward difference, i.e.
δ2−yk = 12 (3y
k+1 − 4yk + yk−2) ∀k ≥ 2.
Let us now describe the scheme. We begin with an initialization step, in which we set(
Ukh, P
k
h ,W
k
h
)
=
(
ukh, p
k
h,w
k
h
)
, k = 0, 1.
In other words, we compute the Stokes and elliptic-like projections of the initial data and the solution on the
first time step. This initialization is only for ease of presentation as it clearly requires knowledge of the exact
solution. In practice one can compute the projection of the initial data and then perform one step with the first
order scheme of Section 3.
We march in time, for k = 2, . . . ,K, as follows:
Linear Momentum: Find (Ukh, P
k
h ) ∈ Vh ×Qh that solves(
δ2−Ukh
τ
,υh
)
+ ν
0
(∇Ukh,∇υh)+ bh(Uk,?h ,Ukh,υh)− (P kh ,divυh) = 2νr(curlWk,?h ,υh)+ (f k,υh),(5.2a) (
qh,divU
k
h
)
= 0 ,(5.2b)
for all υh ∈ Vh, qh ∈ Qh, where, for a time-discrete function φτ , we introduced the second order extrapolation
(5.3) φk,? = 2φk−1 − φk−2.
Angular Momentum: Compute Wkh ∈ Vh, solution of
(5.4) 
(
δ2−Wkh
τ
,ωh
)
+ c1
(∇Wkh,∇ωh)+  bh(Ukh,Wkh,ωh)+
+ c2
(
divWkh,divωh
)
+ 4νr
(
Wkh,ωh
)
= 2νr
(
curlUkh,ωh
)
+
(
gk,ωh
)
.
for all ωh ∈ Vh.
This scheme turns out to be almost unconditionally stable, as shown in the following result. To avoid irrelevant
technicalities, we assume that fτ = gτ = 0.
Theorem 5.1 (Stability of second order scheme). Assume that the time step satisfies
(5.5) τ ≤ ν
8ν2r
.
Then, the sequence {Uτh,Wτh, P τh } ⊂ [Vh]2 ×Qh, solution of (5.2a)–(5.4), satisfies
‖Uτh‖`∞(L2) + ‖Wτh‖`∞(L2) + ‖∇Uτh‖`2(L2) + ‖∇Wτh‖`2(L2) ≤ C,
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where the constant depends on the material parameters and the values of {Ukh,Wkh, P kh } for k = 0, 1, but does not
depend on the discretization parameters.
Proof. We combine the techniques used to prove Proposition 3.1 and Theorem 5.1 of [13]. We begin by setting
υh = 4τU
k
h in (5.2a) and ωh = 4τW
k
h in (5.4) and adding the result. Using (5.2b), we obtain
3yk − 4yk−1 + yk−2 + 2δ (‖δUkh‖2L2 + ‖δWkh‖2L2)+ ‖δ2Ukh‖2L2 + ‖δ2Wkh‖2L2 + 4τ (ν0‖∇Ukh‖2L2 + c1‖∇Wkh‖2L2)
+ 4c2τ‖divWkh‖2L2 + 16νrτ‖Wkh‖2L2 = 8νrτ
(
curlUkh, 2W
k
h − δ2Wkh
)
,
where
yk = ‖Ukh‖2L2 + ‖Wkh‖2L2 .
Here we used the identity
2ak(3ak − 4ak−1 + ak−2) = 3|ak|2 − 4|ak−1|2 + |ak−2|2 + 2δ|δak|2 + |δ2ak|2 .
and, to produce the right hand side, we integrated by parts using (2.1) and employed the equality
φk + φ?,k = φk + 2φk−1 − φk−2 = 2φk − δ2φk,
which is a consequence of (5.3). Using (2.2) we obtain
8νrτ
(
curlUkh, 2W
k
h − δ2Wkh
) ≤ 16νrτ‖Wkh‖2L2 + 4νrτ‖∇Ukh‖2L2 + ‖δ2Wkh‖2L2 + 16ν2r τ2 ‖∇Ukh‖2L2 .
Since ν0 = ν + νr assumption (5.5) yields
4ντ − 16ν
2
r τ
2

= 4ντ
(
1− 4ν
2
r τ
ν
)
≥ 2ντ .
The estimates of Proposition 5.1 imply the assertion. 
Remark 5.1 (Time step constraint). Notice that the constraint on the time step (5.5), necessary for stability, is
meaningful. First of all, the quantity on the right hand side has units of time. In addition, it is consistent with the
fact that, for the classical Navier-Stokes equations (that is νr = 0) no constraints are necessary for the stability of
a second order semi-implicit discretization.
6. Numerical Validation
We now present a numerical validation of our error estimates. The implementation has been carried out with
the help of the deal.II library, see [2, 3]. We use the lowest order Taylor-Hood elements, that is Q2/Q1, so that
l = 2. The arising linear systems have been solved with the direct solver UMFPACK c©.
Consider a square domain Ω = (0, 1)2 ⊂ R2, and a smooth divergence-free linear velocity, pressure, and angular
velocity defined by
u(x, y, t) = (sin(2pix+ t) sin(2piy + t), cos(2pix+ t) cos(2piy + t))
ᵀ
,
p(x, y, t) = sin(2pi(x− y) + t),
w(x, y, t) = sin(2pix+ t) sin(2piy + t).
To verify the `2(H1(Ω)) error for the velocity and the `2(L2(Ω)) error for the pressure we fix the relationship
τ = h2, and consider a sequence of meshes with h = 2−i for 2 ≤ i ≤ 6. The corresponding errors are displayed in
Figure 4, thereby showing clearly the predicted convergence rates.
To validate the `∞(L2(Ω)) error of the velocities we fix the relationship τ = h3, and consider the same sequence
of meshes. The corresponding errors are depicted in Figure 5 and exhibit the expected optimal rates.
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Figure 4. `2(H1(Ω)) error of the velocities and `2(L2(Ω)) error of the pressure with respect to
mesh size. The axes are in logarithmic scale.
10−2 10−1
10−6
10−5
10−4
10−3
10−2
h
er
ro
r
 
 
‖Ekh‖`∞(L2(Ω))
‖Ekh‖`∞(L2(Ω))
Reference (slope 3 )
Figure 5. `∞(L2(Ω)) error of the velocities with respect to mesh size. The axes are in logarithmic scale.
7. Conclusions and Perspectives
We have presented a first order, fully discrete semi-implicit scheme for the MNSE which is unconditionally stable
and possesses optimal convergence rates in time and space. The scheme is semi-implicit, therefore it only involves,
at every time-step, the solution of linear systems. In addition, the equations of linear and angular momentum
are decoupled, which makes the implementation simpler and the scheme more efficient. To further decouple the
unknowns, fractional time-stepping techniques can be incorporated, and we believe that their analysis shall not
present difficulties beyond those already encountered in this work.
We have also presented a formally second order scheme which is almost unconditionally stable and shares similar
properties to the first order scheme, i.e., it is semi-implicit, decouples the linear and angular velocities and it can
be easily simplified further with fractional time stepping techniques. The error analysis of such a scheme will be
reported elsewhere, where in addition we will explore whether the stability condition is indeed a requirement of
our scheme, or an artifact of our methods of proof.
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The idea of pumping micropolar fluid through excitation of the spin equation was explored by testing a simple
family of forcing terms g. It was observed computationally that the regimes of effective pumping and reverse
pumping regimes are not well separated. In other words, very similar forcing terms g can induce very different
effects in the velocity profile, or even opposite effects (reverse direction of the net flow).
The most challenging extension of this work is towards the solution of the equations of ferrohydrodynamics:
the MNSE with (1.8) coupled with the magnetostatic equations. The design, analysis and implementation of a
scheme for this problem requires techniques and ideas well beyond those presented here, but will allow for more
interesting and realistic simulations. This is part of future developments.
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