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Abstract We develop two new primal-dual algorithms to solve a class of convex-concave
saddle-point problems involving non-bilinear coupling function, which covers many existing
and brand-new applications as special cases. Our approach relies on a novel combination
of non-convex augmented Lagrangian and Nesterov’s accelerated schemes, which is funda-
mentally different from existing works. Both algorithms are single-loop and only require one
or at most two proximal operators of the objective function, one gradient of the coupling
function per iteration. They do not require to solve any complex subproblem as in stan-
dard augmented Lagrangian or penalty approaches. When the objective function is merely
convex, our first algorithm can achieve O (1/k) convergence rates through three different
criteria (primal objective residual, dual objective residual, and primal-dual gap), on either
the ergodic sequence or the non-ergodic sequence. This rate can potentially be even faster
than O(1/k) on non-ergodic primal objective residual using a new parameter update rule. If
the objective function is strongly convex, our second algorithm can boosts these convergence
rates to no slower than O (1/k2). To the best of our knowledge, these are the first algorithms
that achieve such fast convergence rates on non-ergodic sequences for non-bilinear convex-
concave saddle-point problems. As a by-product, we specify our results to handle general
conic convex problems. We test our algorithms on QCQP and a convex-concave game ex-
ample to verify their performance as well as to compare them with existing methods.
Keywords Non-bilinear convex-concave saddle-point · primal-dual algorithms · optimal
convergence rates · Nesterov’s accelerated schemes · cone constrained convex optimization.
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1 Introduction
The goal of this paper is to develop novel primal-dual algorithms to solve the following
convex-concave saddle-point problems involving non-bilinear coupling function:
min
x∈Rp
max
y∈Rm
{
L˜(x, y) := F (x) + Φ(x, y)−H∗(y)
}
, (SP)
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where F : Rp → R ∪ {+∞} and H : Rm → R ∪ {+∞} are proper, closed, and convex,
but not necessarily smooth, H∗ is the Fenchel conjugate of H, and Φ : Rp × Rm → R is a
coupling function that is continuous, convex in x for all y ∈ dom(H∗), and linear in y for
all x ∈ dom(F ). Furthermore, F and Φ satisfy the following conditions:
(i) The function F is F (x) := f(x) + h(x), where f : Rp → R is Lf -smooth and convex,
and h : Rp → R ∪ {+∞} is proper, closed, and convex, but not necessarily smooth.
(ii) The coupling function Φ has specific form as Φ(x, y) := 〈g(x), y〉, the inner product
between g(x) and y, where g : Rp → Rm, and is convex in x for any y ∈ dom(H∗).
Under this assumption on Φ, we can formulate (SP) into the following primal composite
convex minimization problem:
P? := min
x∈Rp
{
P(x) := F (x) + max
y∈Rn
{Φ(x, y)−H∗(y)} ≡ F (x) +H (g(x))
}
. (P)
The corresponding dual problem is also convex and can be written as
D? := max
y∈Rm
{
D(y) := min
x∈Rp
{F (x) + Φ(x, y)} −H∗(y)
}
. (D)
By the convexity of Φ(x, y) in x for any y ∈ dom(H∗), H ◦ g is convex in x. Unlike several
existing works such as [2,11,36,81,84], which only focus on the bilinear function Φ(x, y) =
〈Ax, y〉 for some matrix A, we consider the non-bilinear coupling term of 〈g(x), y〉. While still
special compared to [56,80,94], our form already covers various applications in the literature,
including [80,94], as we discuss next. We refer to Section 7 for a thorough discussion on
related work and further comparison.
Important special case. If H∗(y) := δK∗(y), the indicator of the dual cone K∗ of a proper
cone1 K in Rm, then (P) reduces to
min
x∈Rp
{
F (x) := f(x) + h(x) s.t. g(x) ∈ −K
}
. (1)
This is a possibly nonlinear cone constrained convex optimization problem. In particular,
the following examples are very common, and can be viewed as special cases of (1):
(a) Linear equality constraints. If K = {0}, then the constraint in (1) becomes g(x) = 0.
Clearly, the convexity of Φ(x, y) in x for any y ∈ K∗ = Rm implies the affinity of g, i.e.,
the constraint in (1) reduces to Ax− b = 0 for some A ∈ Rm×p and b ∈ Rm.
(b) Nonlinear inequality constraints. If K = Rm+ , then the constraint in (1) becomes
g(x) ≤ 0. In this case, the convexity of Φ(·, y) in x for any y ∈ K∗ = Rm+ implies the
convexity of g, which can be affine or nonlinear.
(c) Linear matrix constraints. If K = Sn+, the cone of symmetric positive semidefi-
nite matrices of order n, and g(x) := A0 +
∑p
l=1 xlAl for given symmetric matrices
A0, A1, · · · , Ap ∈ Sn, then the convexity of Φ(x, y) in x for any y ∈ K∗ = Sn+ requires
that g is Sn+-convex, and we obtain linear matrix constraint in (1): A0 +
∑p
l=1 xlAl  0.
If in addition f is linear and h = 0, then (1) reduces to a semidefinite program.
(d) Product-of-cones constraints. If K = {0}n × Rm+ , then (1) becomes{
min
x∈Rp
F (x) := f(x) + h(x),
s.t. Ax = b, g(x) ≤ 0, (2)
where A ∈ Rn×p, and g : Rp → Rm is convex. This setting is very common in classical
nonlinear programming literature, see, e.g., [10,62].
1 Recall that a cone is proper if it is closed, convex, solid, and pointed.
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Applications. If Φ is bilinear, then it is well-known that (SP) and its primal form (P)
already cover various applications in signal and image processing, compressive sensing, ma-
chine learning, and statistics, see, e.g., [2,11,14,23,35]. Here, we only discuss a few repre-
sentative applications of (SP) where Φ is non-bilinear.
(1) Kernel matrix learning. In [44], a concrete application of (SP) was proposed to learn
a kernel matrix for a support vector machine problem. The underlying coupling function
Φ in this model is linear in y as a kernel matrix, and quadratic in x as model parameters,
see [44, formula (20)]. Clearly, this problem can be reformulated as a special case of
(SP), and has been used in [94] for numerical illustration. Another related problem is
the maximum margin clustering model studied in [88].
(2) Robust convex optimization. Various robust optimization settings rely on the well-
known Wald’s max-min formulation, see, e.g., [5]. If the objective term Φ linearly de-
pends on uncertainty y as Φ(x, y) = 〈g(x), y〉, then the robust counterpart of the under-
lying convex optimization problem can be cast into (SP).
(3) Wasserstein Generative Adversarial Networks. The generative adversarial net-
works (GANs) problem involving Wasserstein distance studied in [1] can be formulated
as a special case of (SP) when the discriminator is linear and the generator is con-
vex w.r.t. their parameters. This model has been widely studied in machine learning
community in recent years, and it is also related to optimal transport as shown in [25].
Other applications in machine learning, distributionally robust optimization, optimal trans-
port, game theory, and image signal processing can be found in the literature, see, e.g., [24,
39,68,71,76]. It is also worth noticing that problem (1) can serve as the subproblems in
several non-convex optimization algorithms such as proximal-point, inner approximation,
penalty-based, and DC (difference of two convex functions) algorithms, see, e.g., [7,82].
Limitation of existing work. Methods for solving (SP) or its composite reformulation
(P) when Φ is bilinear are well-developed, see, e.g., [11,15,17,23,36,59,60,81,84]. However,
when Φ is no longer bilinear, the methods for solving (SP) remain limited, see [56,80,94]
and their subsequent references. Existing works have the following limitations:
• Model assumptions. Gradient-based methods such as [80,94] require ∇xΦ and ∇yΦ to
be uniformly Lipschitz continuous on both x and y, which unfortunately excludes some
important cases, e.g., the cone constrained problem (1), where ∇xΦ(x, y) = g′(x)>y,
which may not be uniformly Lipschitz continuous on x for all y (see Assumption 2). In
addition, if H∗ is not strongly convex or restricted strongly convex [19,79], then H ◦ g
in (P) can be nonsmooth, which creates several challenges for first-order methods.
• High per-iteration complexity and double loops. Several methods, including [48,
93], require double loops, where the inner loop approximately solves the inner problem,
e.g., the maximization problem in y, and the outer loop handles the minimization prob-
lem. This method can be viewed as an inexact first-order scheme to solve the composite
problem (P). Hence, the complexity of each outer iteration is often high. In addition,
related parameters such as the number of inner iterations are often chosen based on
convergence bounds, and may depend on a desired accuracy. For the cone program (1),
penalty and augmented Lagrangian approaches (including alternating minimization and
alternating direction methods of multipliers (ADMM)) require to solve expensive sub-
problems [91]. There exist very limited low per-iteration complexity methods, e.g., [56,
80,94] for general convex-concave saddle-point problems, and [92] for a special case (2).
• Convergence rates and convergence guarantee criteria. Subgradient and mirror
descent methods such as [56] often have slow convergence rates compared to gradient
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and accelerated gradient-based methods [58]. Hitherto, existing works can only show the
best-known convergence rates on the ergodic (or, the averaging) sequences, via, e.g., a
gap function (cf. (9)), see, e.g., [56,80,94,92]. It means that the convergence guarantee is
based on an average or a weighted average sequence of all the past iterates. In practical
implementation, however, researchers often report performance on the non-ergodic (or,
the last-iterate) sequence, which may only have asymptotic convergence or suboptimal
rate compared to the averaging one.2 As indicated in [32], theoretical guarantee of the
last iterates can be slower than the averaging ones.
These three major limitations of the existing works motivate us to conduct this research to
develop novel primal-dual algorithms, which affirmatively solve the above challenges.
Our approach. It is obvious that problem (SP) is much more challenging to solve than
its special case with bilinear Φ, especially when the dual domain of y is unbounded. Our
approach relies on a novel combination of the following techniques:
• Firstly, we reformulate (SP), or equivalently (P), as a constrained optimization problem
(10), which is non-convex in x if g is not affine.
• Secondly, we utilize an augmented Lagrangian function to penalize the constraints of
(10). This function plays a role as a merit function to measure the optimality. Different
from existing augmented Lagrangian functions, e.g., [90,91], ours is non-convex in x.
Fortunately, it possesses an useful property as shown in Lemma 1, which allows us to
still apply convex optimization techniques.
• Thirdly, we apply Nesterov’s accelerated methods [57] to minimize the augmented La-
grangian function, and characterize convergence guarantees to (SP), (P), and (D).
• Finally, we exploit the homotopy strategy in [81,84] to simultaneously update the penalty
parameter and step-sizes, making the algorithms converge at the best-known rates.
Compared with standard augmented Lagrangian methods, e.g., in [6,74,92], our approach
is fundamentally different and relies on a non-convex augmented Lagrangian form. We can
view this function as a smoothed approximation of the constrained reformulation (10) of
(P), where the smoothness parameter is indeed the penalty parameter [60].
Our contributions. Our contribution can be summarized as follows (The O and o nota-
tions will be defined in (3)), accompanied by Table 1.
(a) New primal-dual algorithm for (SP) with merely convex F . We develop an
accelerated primal-dual algorithm, Algorithm 1, based on low per-iteration complexity
to solve (SP), where F and H are general convex and possibly nonsmooth.
(b) Optimal O (1/k) ergodic and non-ergodic convergence rates when k = O (p).
First, we specify a parameter update rule for Algorithm 1 and establish its O (1/k)
ergodic convergence rate. Next, we establish O (1/k) convergence rate on the primal
non-ergodic and dual ergodic sequences of Algorithm 1. We call this rate semi-ergodic
rate. Unlike existing work, we characterize three different criteria: gap function, primal
objective residual, and dual objective residual.
(c) Faster min{O(1/k), o(1/(k√log k))} non-ergodic rate when k > O (p). We modify
the parameter update rule of Algorithm 1 to achieve both O (1/k) and o(1/(k√log k))
non-ergodic convergence rate for (P). To the best of our knowledge, this is the first time
that a first-order method for (P) attains such fast convergence rates.
2 In the literature, “ergodic” and “averaging” are used interchangeably; same goes for “non-ergodic” and
“last-iterate”. In this paper, we will mainly use “ergodic”, “non-ergodic”, and sometimes “semi-ergodic”.
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(d) New primal-dual algorithm (SP) with strongly convex F . With strongly convex
F in (SP), we develop a new accelerated primal-dual algorithm, Algorithm 2. This al-
gorithm essentially has the same per-iteration complexity as Algorithm 1 except for one
additional proximal operator of h.
(e) Optimal O (1/k2) ergodic and non-ergodic convergence rates when k = O (p).
We first specify a parameter update rule of Algorithm 2 to solve (SP) and prove its
O (1/k2) ergodic convergence rates on three criteria as described in item (b). Next, we
establish that Algorithm 2 can achieve O (1/k2) convergence rate, on the primal non-
ergodic sequence and the dual ergodic sequence, on the same three criteria.
(f) Faster min{O(1/k2), o(1/(k2√log k))} non-ergodic rate when k > O (p). By modi-
fying the parameter update rule, we boost the convergence rate of Algorithm 2 for solving
(P) to both O (1/k2) and o(1/(k2√log k)) in the non-ergodic sense.
Table 1 Summary of our main contributions. Here, P(x)−D(y) and GX×Y (x, y) are both gap functions to
be defined in Section 2.3; {xk} and {x¯k} denote the primal non-ergodic (last-iterate) and ergodic (averaging)
sequences, respectively, and {y¯k} is the dual ergodic sequence.
Parameter Convergence
Algorithm update rule Convergence criteria rate Theorem
Algorithm 1 option 1: (29) (30) P(x¯k)−D(y¯k), GX×Y (x¯k, y¯k) O(1/k) Theorem 1
option 2: (34) (35) P(xk)−D(y¯k), GX×Y (xk, y¯k) O(1/k) Theorem 2
option 3: (36) (37) P(xk)− P? min{O(1/k), Theorem 3
o(1/(k
√
log k))}
Algorithm 2 option 1: (41) (42) P(x¯k)−D(y¯k), GX×Y (x¯k, y¯k) O(1/k2) Theorem 4
option 2: (46) (47) P(xk)−D(y¯k), GX×Y (xk, y¯k) O(1/k2) Theorem 5
option 3: (49) (50) P(xk)− P? min{O(1/k2), Theorem 6
o(1/(k2
√
log k))}
Comparison. Let us briefly compare our contributions with existing methods. Firstly, both
Algorithms 1 and 2 and their variants are new and very different from existing methods,
see, e.g., [56,80,94], especially, at the Nesterov’s accelerated steps, the dual update in the
last step, and the parameter selection. Secondly, we do not require ∇yΦ to be uniformly
Lipschitz continuous in x for all y as in [48,80,93,94], where the domain of y in our setting
can be unbounded. Thirdly, we do not use double loops as in [48,93], making our methods
look much simpler. Fourthly, we only focus on the general convex case, and the strongly
convex case of F , and ignore the case when both F and H∗ are strongly convex since
this condition leads to a strong monotonicity of the underlying KKT system of (SP), and
linear convergence is often well-known [2,24]. Finally, our convergence guarantees are on
three different criteria, and in a semi-ergodic sense, which we believe is new. In addition,
o(·) convergence rates are also new, and characterize the regime k > O (p) (i.e., when the
number of iterations k is sufficiently larger than the problem dimension p) as opposed to
O (·) rates, which often reflect the regime k = O (p), see, e.g., [58,84].
Paper structure. The rest of this paper is organized as follows. Section 2 recalls some basic
concepts, and defines our augmented Lagrangian function and characterizes its property.
Section 3 develops our first algorithm, Algorithm 1, for solving (SP), and discusses how its
three variants lead to different types of convergence guarantees. In Section 4, we develop the
second algorithm, Algorithm 2, to handle the strongly convex case and prove its convergence
rates. Section 5 specifies our methods to solve cone constrained convex problem (1). Section
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6 provides several numerical examples to verify our theoretical results. Sections 7 provides
a brief review on the most related works, and Section 8 is for conclusions. For the clarity of
presentation, all technical proofs are deferred to the appendices.
2 Fundamental Assumptions and Mathematical Tools
Let us first recall some basic notation and concepts. Then, we describe our assumptions
imposed on (SP). Finally, we reformulate (SP) into a non-convex constrained problem and
introduce the associated non-convex augmented Lagrangian function. We also prove a key
property of this function, which will be used in the sequel.
2.1 Basic notations and concepts
We work with Euclidean spaces Rp and Rm equipped with standard inner product 〈u, v〉 :=∑
i uivi and norm ‖u‖ := 〈u, u〉1/2. For any nonempty, closed, and convex set X in Rp, ri (X )
denotes the relative interior of X , and δX denotes the indicator of X . If K is a convex cone,
then K∗ := {w ∈ Rp | 〈w, x〉 ≥ 0, ∀x ∈ K} denotes its dual cone. For any proper, closed,
and convex function f : Rp → R∪{+∞}, dom(f) := {x ∈ Rp | f(x) < +∞} is its (effective)
domain, f∗(y) := supx{〈x, y〉 − f(x)} denotes the Fenchel conjugate of f , ∂f(x) := {w ∈
Rp | f(y)−f(x) ≥ 〈w, y−x〉, ∀y ∈ dom(f)} stands for the subdifferential of f at x, and ∇f
is the gradient or subgradient of f . We also denote proxf (x) := arg miny{f(y) + 12‖y−x‖2}
the proximal operator of f . If f is the indicator of a convex set X , then proxf reduces to
the projection projX onto X . For a vector function g : Rp → Rm, we use g′(·) ∈ Rm×p to
denote its Jacobian.
A function f : Rp → Rm is called Mf -Lipschitz continuous on dom(f) with a Lipschitz
constant Mf ∈ [0,+∞) if ‖f(x) − f(xˆ)‖ ≤ Mf‖x − xˆ‖ for all x, xˆ ∈ dom(f). If f is
differentiable on dom(f) and ∇f is Lipschitz continuous with a Lipschitz constant Lf ∈
[0,+∞), i.e., ‖∇f(x) −∇f(xˆ)‖ ≤ Lf‖x − xˆ‖ for x, xˆ ∈ dom(f), then we say that f is Lf -
smooth. If f(·)− µf2 ‖ · ‖2 is still convex for some µf > 0, then we say that f is µf -strongly
convex with a strong convexity parameter µf . Clearly, if µf = 0, then f is merely convex.
For nonnegative sequence {uk} and positive sequence {vk}, we recall the standard O (·)
notation and define a new one o(·) as{
uk = O (vk) , if lim supk→∞(uk/vk) <∞;
uk = o(vk), if lim infk→∞(uk/vk) = 0.
(3)
Finally, R+ and R++ are the sets of nonnegative and positive real numbers, respectively,
and N is the set of nonnegative integers.
2.2 Fundamental assumptions
Throughout this paper, we will repeatedly rely on the following two assumptions imposed
on (SP) to develop our algorithms and analyze their convergence guarantees.
Assumption 1 The set of saddle-points W? := X ? × Y? of (SP) is nonempty, i.e., there
exists (x?, y?) ∈ X ? × Y? such that:
L˜(x?, y) ≤ L˜(x?, y?) ≤ L˜(x, y?), ∀(x, y) ∈ Rp × Rm. (4)
Assumption 1 is standard in saddle-point problems. With this, we can easily show the
following connection between the primal problem (P) and its dual form (D):
D(y) ≤ D(y?) = D? = P? = P(x?) ≤ P(x), ∀(x, y) ∈ Rp × Rm, (5)
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where P and D are the primal and dual objectives defined in (P) and (D), respectively.3
Assumption 2 The functions F , H, and Φ in (SP) satisfy the following conditions:
(a) The function F (x) = f(x)+h(x) is defined on Rp, where both f and h are proper, closed
and convex. In addition, f is Lf -smooth for some Lipschitz constant Lf ∈ [0,∞).
(b) The function H : Rm → R ∪ {+∞} is proper, closed, and convex.
(c) The coupling function Φ(x, y) = 〈y, g(x)〉 is convex in x for any y ∈ dom(H∗). Moreover:
(i) For any y ∈ dom(H∗), ∇yΦ(·, y) = g(·) is Mg-uniformly Lipschitz continuous with
a vector of Lipschitz moduli Mg ∈ [0,∞)m, i.e.:
‖∇yΦ(x, y)−∇yΦ(xˆ, y)‖ ≤ ‖Mg‖‖x− xˆ‖ = Mg‖x− xˆ‖, ∀x, xˆ ∈ dom(P), (6)
where Mg := ‖Mg‖.
(ii) For any y ∈ dom(H∗), ∇xΦ(·, y) = 〈y, g′(·)〉 is Lg(y)-Lipschitz continuous with a
Lipschitz modulus Lg(y) ∈ [0,+∞) depending on y, i.e.:
‖∇xΦ(x, y)−∇xΦ(xˆ, y)‖ ≤ Lg(y)‖x− xˆ‖, ∀x, xˆ ∈ dom(P).
We further assume that Lg(y) satisfies 0 ≤ Lg(y) ≤ Lg‖y‖ for a fixed Lg ∈ [0,+∞).
Since∇yΦ(x, y) = g(x), eqn. (6) is equivalent to the Mgi-Lipschitz continuity of gi, where
Mgi is the i-th component of Mg, and gi is the i-th component of mapping g for i = 1, · · · ,m.
Clearly, if Φ(x, y) = 〈Kx, y〉 is bilinear, then ∇xΦ(x, y) = K>y and ∇yΦ(x, y) = Kx, which
automatically satisfy Assumptions 2. Assumption 2 is standard in primal-dual methods for
solving (SP) as used in [48,80,93,94]. However, unlike these works, Lg(y) in Assumption 2
can depend on y, which allows us to cover cone constrained problem (1) without requiring
the boundedness of dom(F ) or dom(H∗). Note that in item (c), the convexity of Φ(·, y) and
the Lg(y)-smoothness of ∇xΦ(·, y) imply that
0 ≤ 〈y, g(xˆ)− g(x)− g′(x)(xˆ− x)〉 ≤ Lg(y)
2
‖xˆ− x‖2, ∀x, xˆ ∈ dom(P). (7)
In particular, if dom(P) is nonempty, closed, convex, and bounded, and g is continuously
differentiable on dom(P), then g is Mg-Lipschitz continuous and ∇xΦ(·, y) is Lg(y)-smooth.
Some existing works, e.g., [3,4,43,91], impose these conditions, but we do not require dom(P)
to be bounded.
2.3 Optimality condition and gap function
Now, we discuss the optimality condition of (P) and (D). In view of Assumption 1 and
Fermat’s rule, there exists a pair of optimal solutions (x?, y?) ∈ Rp × Rm to the primal
problem (P) and its dual form (D), which satisfies
0 ∈ ∂F (x?) + g′(x?)>y? and 0 ∈ g(x?)− ∂H∗(y?). (8)
3 Indeed, P? := P(x?) (P)= maxy L˜(x?, y) (4)= L˜(x?, y?)
(4)
≤ L˜(x, y?) ≤ maxy L˜(x, y) (P)= P(x). The dual
direction can be proved analogously.
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Gap function. We consider two types of duality gap functions at a pair of solutions (x, y).
The first one is the standard primal-dual gap P(x)−D(y), which is nonnegative due to the
weak duality as shown in (5), and it vanishes, i.e., P(x)−D(y) = 0, if and only if (x, y) is
a saddle point of (SP) due to strong duality.
Another gap function is defined as (see, e.g., [11,24,56]):
GX×Y(x, y) := sup
xˆ∈X ,yˆ∈Y
{
L˜(x, yˆ)− L˜(xˆ, y)
}
= sup
yˆ∈Y
L˜(x, yˆ)− inf
xˆ∈X
L˜(xˆ, y), (9)
where X×Y contains a saddle-point. It is clear that GX×Y(x, y) ≥ 0 for any (x, y) ∈ Rp×Rm,
and when (x, y) is a saddle-point, GX×Y(x, y) = 0.4 This gap function is widely used in the
literature on primal-dual convergence theory, e.g., [8,11,17].
It is clear that GX×Y(x, y) ≤ GRp×Rm(x, y) = P(x)−D(y). In our analysis, we will have
convergence guarantees on both types of duality gaps. For the gap P(x)− D(y), we would
require additional conditions such as the Lipschitz continuity on H and/or F ∗; in contrast,
convergence guarantees on GX×Y do not require such conditions.
2.4 The augmented Lagrangian function and its properties
Non-convex constrained reformulation. To solve (SP), we can write (P) as
min
(x,s)∈Rp×Rm
{
F (x) +H(−s) s.t. g(x) + s = 0
}
, (10)
where s is the slack variable. If g is non-affine, then (10) is non-convex. Moreover, the
Lagrange function associated with (10) can be written as
L(x, s, y) := F (x) +H(−s) + 〈y, g(x) + s〉, (11)
where y ∈ Rm is a Lagrange multiplier. If (x?, y?) is optimal to (SP), i.e., satisfies (8), then
(x?, y?, s?) is optimal to (10), where s? = −g(x?). Thus (8) can be written as
0 ∈ ∂F (x?) + g′(x?)>y? and − g(x?) = s? ∈ −∂H∗(y?). (12)
By the Fenchel theorem, we have H(−s) +H∗(y) ≥ −〈s, y〉, where the equality holds if and
only if s ∈ −∂H∗(y), or equivalently, y ∈ ∂H(−s). Therefore, it holds that
L˜(x, y) ≤ L(x, s, y) and L˜(x, y) = L(x, s, y) iff s ∈ −∂H∗(y). (13)
Consequently, for any (x, s, y) ∈ Rp × Rm × Rm, (4) implies that
L˜(x?, y) ≤ L(x?, s?, y) = L˜(x?, y?) = L(x?, s?, y?) ≤ L˜(x, y?) ≤ L(x, s, y?). (14)
Augmented Lagrangian function. The augmented Lagrangian of (10) is defined as
Lρ(x, s, y) := L(x, s, y)+ ρ
2
‖g(x)+s‖2 (11)= F (x)+H(−s)+〈y, g(x)+s〉+ ρ
2
‖g(x)+s‖2, (15)
where the scalar ρ > 0 is a penalty parameter. Note that if g is not affine, then Lρ is not
convex in x. Some existing works [92,89,91] minimize Lρ over s to obtain a standard convex
augmented Lagrangian function, first proposed in [73]; however, such formulation does not
allow linear updates in y, preventing a clear analysis when applying Nesterov’s acceleration
technique. Therefore, we preserve s and keep the non-convex form of Lρ, so that it is linear
in y. As will be shown, we only utilize the local convexity of Lρ in our analysis.
4 To be more specific, GX×Y could also vanish at non-saddle-points. However, if (x, y) is in the interior
of X × Y, then GX×Y (x, y) = 0 if and only if (x, y) is a saddle-point of (SP), see, e.g., [11].
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Augmented Lagrangian term. Let us introduce
φρ(x, s, y) := 〈y, g(x) + s〉+ ρ
2
‖g(x) + s‖2. (16)
Then, by (15), we have Lρ(x, s, y) = F (x) + H∗(−s) + φρ(x, s, y). It is easy to see that at
an optimal solution, i.e., a (x?, s?, y?)-tuple that satisfies (12), we have φρ(x
?, s?, y?) = 0.
Moreover, we can directly compute the first-order derivatives of φρ as
∇xφρ(x, s, y) = [g′(x)]>
(
y + ρ[g(x) + s]
)
,
∇sφρ(x, s, y) = y + ρ[g(x) + s],
∇yφρ(x, s, y) = g(x) + s,
(17)
where g′(x) ∈ Rm×p is the Jacobian of g at x. For d ∈ Rp, the Hessian of φρ in x to the
direction of d is given by
∇2xφρ(x, s, y)[d, d] = ρ‖g′(x)[d]‖2 +
m∑
i=1
(yi + ρ[gi(x) + si])∇2gi(x)[d, d].
By Assumption 2(c), when yˆ := y+ρ[g(x)+s] ∈ dom(H∗), we have that Φ(x, yˆ) is convex in
x, i.e., the last term in the last equality is nonnegative, and thus φρ(x, s, y) is locally convex
in x. Moreover, if we view φρ as a function of g, then it is convex and ρ-smooth in g.
These important properties of φρ leads to Lemma 1, which will be used to prove descent
lemmas in Sections 3 and 4.
Lemma 1 Let φρ be defined in (16). For any x, xˆ ∈ Rp, s, sˆ ∈ Rm and y ∈ Rm such that
y + ρ[g(x) + s] ∈ dom(H∗), we define the residual ∆ρ of a linearization of φρ at (x, s, y) as
∆ρ(xˆ, sˆ;x, s, y) := φρ(xˆ, sˆ, y)−φρ(x, s, y)−〈∇xφρ(x, s, y), xˆ−x〉−〈∇sφρ(x, s, y), sˆ−s〉. (18)
Then, we have the following estimate:
0 ≤ ∆ρ(xˆ, sˆ;x, s, y)− ρ
2
‖[g(xˆ) + sˆ]− [g(x) + s]‖2 ≤ Lg (y + ρ[g(x) + s])
2
‖xˆ− x‖2, (19)
where Lg (y + ρ[g(x) + s]) is the Lipschitz modulus defined by Assumption2(c).
Proof See Appendix A.1. 
3 Our First Algorithm: General Convex-Concave Case
In this section, we develop a novel algorithm to solve (SP) under the general convexity-
concavity assumption, i.e., F and H∗ are convex, but not necessarily strongly convex.
3.1 The derivation and the complete algorithm
Our main idea is to exploit the augmented Lagrangian Lρ defined in (15) as a merit function
to measure the progress of the iterate sequence
{
(xk, yk)
}
. Since this function not only
involves x but also the dual variables y, and the slack variable s, we also need to update
them accordingly. To accelerate, we inject Nesterov’s accelerated steps [58] in x. Recall that
φρ is non-convex in x, but thanks to Lemma 1, we can still utilize its local convexity.
Step by step, we derive our scheme to solve (SP) as follows.
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Step 1. We first update the slack variable sk+1 by minimizing Lρk(xˆk, s, y˜k) w.r.t. s:
sk+1 := arg min
s∈Rm
{
H(−s) + 〈y˜k, g(xˆk) + s〉+ ρk2 ‖g(xˆk) + s‖2
}
= −proxH/ρk
(
y˜k
ρk
+ g(xˆk)
)
.
(20)
Step 2. To update xk+1, we would attempt to minimize Lρk(x, sk+1, y˜k) w.r.t. x. How-
ever, since minimizing this function directly is difficult, we instead linearize f and
φρk(·, sk+1, y˜k) at point xˆk, respectively: f(x) ≈ f(xˆk) + 〈∇f(xˆk), x− xˆk〉+
Lfk
2 ‖x− xˆk‖2,
φρk(x, s
k+1, y˜k) ≈ φρk(xˆk, sk+1, y˜k) + 〈∇xφρk(xˆk, sk+1, y˜k), x− xˆk〉+ L
φ
k
2 ‖x− xˆk‖2,
for some Lfk > 0 and L
φ
k > 0, respectively. Writing βk := 1/(L
f
k + L
φ
k), we can
combine the above two approximations and update xk+1 as
xk+1 := arg min
x∈Rp
{
h(x)+〈∇f(xˆk)+∇xφρk(xˆk,sk+1,y˜k), x−xˆk〉+ 12βk ‖x−xˆk‖2
}
= proxβkh
(
xˆk − βk
[∇f(xˆk) +∇xφρk(xˆk, sk+1, y˜k)]) . (21)
Here, the actual value of βk > 0 will be appropriately updated in our analysis.
Step 3. To accelerate the primal progress, we update xˆk by applying Nesterov’s acceleration
technique [57]:
xˆk+1 := xk+1 + τk+1(1−τk)τk (x
k+1 − xk),
where the step-size τk ∈ (0, 1] will be updated appropriately.
Step 4. We update the dual variable y˜k as follows:
y˜k+1 := projBk
(
y˜k + ηk
(
[g(xk+1) + sk+1]− (1− τk)[g(xk) + sk]
))
, (22)
where Bk ⊆ Rm is a norm ball, which will be specified later.
Step 5. Finally, we define the dual variable
yk+1 := proxρkH∗
(
y˜k + ρkg(xˆ
k)
)
. (23)
However, by Moreau’s identity,
ρks
k+1 (20)= proxρkH∗
(
y˜k+ρkg(xˆ
k)
)− [y˜k+ρkg(xˆk)] = yk+1 − [y˜k+ρkg(xˆk)]. (24)
Thus, we can in fact eliminate variable sk+1 from the expression of xk+1 in (21)
by noting that ∇xφρk(xˆk, sk+1, y˜k) = g′(xˆk)>yk+1. Similarly, the presence of sk
and sk+1 in the update of y˜k+1 in (22) can also be eliminated. In this way, we can
reformulate our algorithm into a standard primal-dual form [11,23].
Combining the above steps, we arrive at our complete algorithm as in Algorithm 1.
Per-iteration complexity. We analyze the per-iteration complexity of Step 6 in Algo-
rithm 1. The major computation includes:
(a) The first line requires one function evaluation of g and one proximal operation of H∗.
(b) The second line needs to compute one Jacobian g′(xˆk), one gradient ∇f , and one prox-
imal operation of h.
(c) The fourth line essentially uses one function evaluation of g at xk+1.
(d) The fifth line requires one projection on Bk if necessary, i.e., when Bk ⊆ Rm.
This break-down of complexity shows that Algorithm 1 essentially has the same complexity
as other state-of-the-art primal-dual first-order algorithms, see, e.g., [56,80,94].
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Algorithm 1 (Accelerated Primal-Dual Algorithm (General Convex-Concave Case))
1: Initialization: Choose an initial primal-dual point (x0, y0) ∈ Rp × Rm.
2: Set xˆ0 := x0, y˜0 := y0, and Θ0 := 0.
3: Choose appropriate initial parameters, according to (29), (34), or (36).
4: For k = 0 to kmax
5: Update the parameters according to (30), (35), or (37), consistent with Step 3.
6: Update (xk, xˆk, yk, y˜k) as follows:
yk+1 := proxρkH∗
(
y˜k + ρkg(xˆ
k)
)
,
xk+1 := proxβkh
(
xˆk − βk[∇f(xˆk) + g′(xˆk)>yk+1]
)
,
xˆk+1 := xk+1 + τk+1(1−τk)τk (x
k+1 − xk),
Θk+1 := g(x
k+1)− g(xˆk) + 1ρk (yk+1 − y˜k),
y˜k+1 := projBk
(
y˜k + ηk [Θk+1 − (1− τk)Θk]
)
,
(25)
EndFor
3.2 Convergence rate analysis
The following lemma provides a recursive inequality based on scheme (25), and will serve
as a key estimate to analyze global convergence rates of Algorithm 1.
Lemma 2 Define L as in (11), Lρ as in (15), and Lf , Mg, and Lg as in Assumption 2.
Let {(xk, xˆk, yk, y˜k)} be generated by (25) with τk ∈ (0, 1] and ρk > ηk. Let {sk} be defined
in (20). Further introduce
Lk := Lg(y
k+1), x˜k :=
1
τk
[xˆk − (1− τk)xk], and y˘k+1 := (1− τk)y˘k + τkyk+1. (26)
Then, for all k ∈ N and for any (x, s, y) ∈ Rp × Rm × Bk, it holds that
Lρk(xk+1, sk+1, y) − L(x, s, y˘k+1) ≤ (1− τk)[Lρk−1(xk, sk, y)− L(x, s, y˘k)]
+
τ2k
2βk
[‖x˜k − x‖2 − ‖x˜k+1 − x‖2]+ 12ηk [‖y˜k − y‖2 − ‖y˜k+1 − y‖2]
− 1−τk2
[
ρk−1 − (1− τk)ρk
]‖g(xk) + sk‖2
− 12
(
1
βk
− Lk − Lf − ρ
2
kM
2
g
ρk−ηk
)
‖xk+1 − xˆk‖2.
(27)
Proof See Appendix B.1. 
Now, we analyze the convergence rates of Algorithm 1 for three parameter initialization
(Step 3) and update (Step 6) options. To abbreviate the notation, given x0 ∈ Rp, y0 ∈ Rm,
and β0, η0 > 0, we frequently use the following quantity:
R20(x, y) :=
1
β0
‖x0 − x‖2 + 1
η0
‖y0 − y‖2 (28)
to characterize the weighted square-distance from the initial point (x0, y0) to (x, y).
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3.2.1 The O (1/k) ergodic convergence rate
The following theorem shows a O (1/k) ergodic convergence rate of Algorithm 1.
Theorem 1 Suppose Assumptions 1 and 2 hold for (SP). Let
{
(xk, yk)
}
k≥0 be generated
by Algorithm 1 with the following parameter configurations:
Initialization: Choose ρ, β, η, C > 0, and γ ∈ (0, 1) such that{
β := γγLf+ρ(γC+M2g )
, η := (1− γ)ρ,
Lg
[‖y?‖+ (√η + ρ√βMg)R0(x?, y?)] ≤ ρC, (29)
Update: For all k ∈ N, fix the parameters at
τk ≡ 1, ρk ≡ ρ, βk ≡ β, ηk ≡ η, and Bk ≡ Rm. (30)
Let
{
(x¯k, y¯k)
}
k≥1 be the ergodic sequence defined as
(x¯k, y¯k) :=
1
k
k∑
j=1
(xj , yj). (31)
Then, for all k ≥ 1, the following bounds hold:
GX×Y(x¯k, y¯k) ≤ 1
2k
sup
(x,y)∈X×Y
R20(x, y),
P(x¯k)− P? ≤ 1
2k
[‖x0 − x?‖2
β
+
(‖y0‖+MH)2
η
]
,
D? −D(y¯k) ≤ 1
2k
[
(‖x0‖+MF∗)2
β
+
‖y − y?‖2
η
]
,
P(x¯k)−D(y¯k)≤ 1
2k
[
R20(x?, y?) +
(‖x0‖+MF∗)2
β
+
(‖y0‖+MH)2
η
]
,
(32)
where R0 is defined by (28), and MH , MF∗ ∈ [0,∞] are the Lipschitz constants of H and
F ∗, respectively.
As a result, Algorithm 1 has O(1/k) ergodic convergence rate on the primal objective
residual, the dual objective residual, and the primal-dual gaps.
Proof See Appendix B.2. 
The first convergence guarantee on GX×Y in (32) is independent of MH and MF∗ , while
the last one depends on both MH and MF∗ . Hence, the right-hand-side of the primal (resp.,
dual) convergence bound is finite if MH (resp., MF∗) is finite. Note that under the update
rule (29), Step 6 of Algorithm 1 can be simply written as
yk+1 := proxρH∗
(
y˜k + ρg(xk)
)
,
xk+1 := proxβh
(
xk − β [∇f(xk) + g′(xk)>yk+1]) ,
y˜k+1 := y˜k + η
[
g(xk+1)− g(xk) + 1ρ (yk+1 − y˜k)
]
.
This scheme requires one proximal operation of H∗ and h each, one evaluation of g, one
evaluation of gradient ∇f and one evaluation of Jocobian g′. If H = δRm+×{0}n , the indicator
of Rm+ × {0}n, then this scheme is similar to the one in [92] for solving (2). However, our
dual step y˜k is different from the one in [92].
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Remark 1 (Initialization in (29)) In fact, for any choice of ρ > 0 and γ ∈ (0, 1), we can
find C > 0 that satisfies (29). For example, we can simply set
ρ := 1, γ :=
1
2
, and C := max{Lf + 2M2g + 2, LgD(LgD + 4Mg + 2)}, (33)
where D ≥ max{‖x0 − x?‖, ‖y0 − y?‖, ‖y?‖} is an upper estimate. As shown in Appendix
B.3, the choice given in (33) is feasible to (29). Notice that C presented in (33) is not tight,
since we have loosened this estimate to get simple expressions. One may choose different ρ’s
and smaller C’s, which also solve (29), for better practical performance. 
3.2.2 The O (1/k) semi-ergodic convergence rate
The following theorem shows O (1/k) semi-ergodic rate of Algorithm 1 for solving (SP) using
the last-iterate primal sequence {xk} and the averaging dual sequence {y¯k}.
Theorem 2 Suppose Assumptions 1 and 2 hold for (SP). In addition, assume that
(i) ‖g(x)‖ ≤ Bg for all x ∈ dom(g)∩dom(F ) for some Bg ∈ [0,∞] such that LgBg < +∞.
In particular, if g is affine, then Lg = 0, and we allow Bg =∞ (i.e., no boundedness
on g is required).
(ii) 0 ∈ dom(∂H) and 0 ∈ dom(∂H∗).
Let {(xk, yk)}k≥0 be generated by Algorithm 1 with the following parameter configurations:
Initialization: Choose y∗ ∈ ∂H(0), s∗ ∈ −∂H∗(0) and
ρ0 > 0 and γ ∈ (0, 1). (34)
Update: For all k ∈ N, fix Bk ≡ Rm, and update
τk :=
1
k + 1
, ρk :=
ρ0
τk
, ηk := (1− γ)ρk, and
βk :=
γ
γ(Lf+2Lg‖y∗‖) + ρk
(
Lg
[‖y0‖
ρ0
+(2−γ)Bg+2(1−γ)‖s∗‖
]
+M2g
) . (35)
Let {y¯k}k≥1 be the ergodic sequence defined in (31). Then, for k ≥ 1, the following holds:
GX×Y(xk, y¯k) ≤ 1
2k
sup
(x,y)∈X×Y
R20(x, y),
P(xk)− P? ≤ 1
2k
[‖x0 − x?‖2
β0
+
(‖y0‖+MH)2
η0
]
,
D? −D(y¯k) ≤ 1
2k
[
(‖x0‖+MF∗)2
β0
+
‖y0 − y?‖2
η0
]
,
P(xk)−D(y¯k) ≤ 1
2k
[
R20(x?, y?) +
(‖x0‖+MF∗)2
β0
+
(‖y0‖+MH)2
η0
]
,
where R0 is defined in (28), and MH , MF∗ ∈ [0,∞] are the Lipschitz constants of H and
F ∗, respectively.
As a result, Algorithm 1 has O(1/k) non-ergodic convergence rate on primal objective
residual, ergodic rate on dual objective residual, and semi-ergodic rate on primal-dual gaps.
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Proof See Appendix B.4. 
Remark 2 Condition (i) in Theorem 2 is not a strong assumption. When H∗ is separable
in y, e.g., when H∗(y) = δRm+ (y), the indicator of non-negative orthant, then condition
LgBg < +∞ can be relaxed to
∑m
i=1 LgiBgi < +∞, where Bgi is the bound for gi. Therefore,
our condition allows both linear and bounded nonlinear constraint functions.
Again, the right-hand side of the primal (resp., dual) convergence rate bound in Theo-
rem 2 is finite if MH (resp., MF∗) is finite. 
3.2.3 The min{O (1/k) , o(1/(k√log k))} non-ergodic convergence rate
We show in Theorem 3 below that if we modify the update rule of τk, then we can boost
the convergence rate of Algorithm 1 up to min{O (1/k) , o(1/(k√log k))} in the non-ergodic
sense on the primal objective residual, where o(·) is defined in (3). Here, since o-rate is not
necessarily strictly faster than O-rate, we use the “min” to imply that our rate is no slower
than O(1/k).5 Our convergence guarantee is only on the primal problem (P).
Theorem 3 Suppose Assumptions 1 and 2 hold for (SP). In addition, assume that
(i) ‖g(x)‖ ≤ Bg for all x ∈ dom(g)∩dom(F ) for some Bg ∈ [0, ∞] such that LgBg < +∞.
In particular, if g is affine, then Lg = 0, and we allow Bg =∞.
(ii) 0 ∈ dom(∂H) and H is MH-Lipschitz continuous with MH ∈ [0,+∞).
Let {(xk, yk)}k≥0 be generated from Algorithm 1 with the following parameter configurations:
Initialization: Choose
ρ0 > 0, γ ∈ (0, 1), c > 1, and Ry ≥ ‖y
?‖
ρ0
. (36)
Update: Fix y∗ ∈ ∂H(0). For k ∈ N, set
τk :=
c
k + c
, ρk :=
ρ0
τk
, ηk := (1− γ)ρk, Bk := {y | ‖y‖ ≤ ρkRy},
and βk :=
γ
γ(Lf + 2Lg‖y∗‖) + ρk
[
γLg(Ry +Bg) +M2g
] . (37)
Then, the following guarantees hold:
P(xk)− P? ≤ R
2
P
k + c− 1 for ∀k ≥ 1 and lim infk→∞ k
√
log k[P(xk)− P?] = 0, (38)
where R2P := ∆
2
0 +
√
2c/ρ0(‖y?‖ + MH)∆0 and ∆20 := (c − 1)
[P(x0)− P?] + c2R20(x?, y?)
with R0 defined by (28).
As a result, Algorithm 1 for solving (P) has min{O (1/k) , o(1/(k√log k))} non-ergodic
convergence rate on the primal objective residual.
Proof See Appendix B.5. 
5 Indeed, the numerical experiment in Subsection 6.1 shows that the parameter update provided in The-
orem 3 greatly boosts the performance of Algorithm 1.
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4 Our Second Algorithm: Strongly Convex-Concave Case
Recall that F := f + h as defined in Assumption 2, where f is Lf -smooth, and h is not
necessary smooth. In addition to Assumptions 1 and 2, in this section, we impose the
following assumption:
Assumption 3 The function h in Assumption 2(a) is µh-strongly convex with µh > 0.
Note that even if h is not strongly convex, but f is µf -strongly convex with µf > 0,
then we can let hˆ(x) := h(x) +
µf
2 ‖x‖2, and fˆ(x) := f(x) − µf2 ‖x‖2. In this way, we have
µhˆ = µf . Hence, Assumption 3 still holds for hˆ, and we can apply the algorithms in this
section to solve (SP) with the same objective term F (x) = fˆ(x) + hˆ(x).
4.1 The derivation and complete algorithm
Under Assumptions 1, 2, and 3, to achieve faster convergence rates, we modify the scheme
(25) by replacing Nesterov’s accelerated steps by Tseng’s steps [87], i.e., the xk+1-update in
(21) is broken into two lines of updates: x˜
k+1 := prox βk
τk
h
(
x˜k − βkτk
[∇f(xˆk) +∇xφρk(xˆk, sk+1, y˜k)]) ,
xk+1 := proxαkh
(
xˆk − αk
[∇f(xˆk) +∇xφρk(xˆk, sk+1, y˜k)]) ,
in order to achieve the faster O (1/k2) and o(1/(k2√log k)) convergence rates. Here, the
slack variable sk+1 is still defined as in (20). In the meantime, the yk+1-, y˜k+1-, and Θk+1-
updates, as well as the relation τkx˜
k = xˆk − (1− τk)xk in (26), are the same as before.
Using the expression of partial derivative ∇xφ in (17), we present the resulting algorithm
as Algorithm 2.
Algorithm 2 (Accelerated Primal-Dual Algorithm (Strongly Convex-Concave Case))
1: Initialization: Choose an initial primal-dual point (x0, y0) ∈ Rp × Rm.
2: Set x˜0 = xˆ0 := x0, y˜0 := y0, and Θ0 := 0.
3: Choose appropriate initial parameters, according to (41), (46), or (49).
4: For k = 0 to kmax
5: Update parameters according to (42), (47), or (50), consistent with Step 3.
6: Update (x˜k, xk, xˆk, yk, y˜k) as follows:
yk+1 := proxρkH∗
(
y˜k + ρkg(xˆ
k)
)
,
x˜k+1 := prox βk
τk
h
(
x˜k − βkτk [∇f(xˆk) + g′(xˆk)>yk+1]
)
,
xk+1 := proxαkh
(
xˆk − αk[∇f(xˆk) + g′(xˆk)>yk+1]
)
,
xˆk+1 := (1− τk+1)xk+1 + τk+1x˜k+1,
Θk+1 := g(x
k+1)− g(xˆk) + 1ρk (yk+1 − y˜k),
y˜k+1 := projBk
(
y˜k + ηk [Θk+1 − (1− τk)Θk]
)
.
(39)
EndFor
Per-iteration complexity. The per-iteration complexity of Algorithm 2 is the same as
that of Algorithm 1, except for one additional proximal operator of h at line 3 of Step 6.
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4.2 Convergence rate analysis
Parallel to Subsection 3.2, let us first present a key recursive estimate to analyze the con-
vergence of Algorithm 2.
Lemma 3 Define L as in (11), Lρ as in (15), and Lf , Mg, and Lg as in Assumption
2. Let {(xk, xˆk, x˜k, yk, y˜k)} be generated by (39) with τk ∈ [0, 1], ρk > ηk, and αk > βk.
Furthermore, define {sk} as in (20), and define Lk and {y˘k} as in (26). Then, for all k ∈ N
and any (x, s, y) ∈ Rp × Rm × Bk, it holds that:
Lρk (xk+1, sk+1, y)− L(x, s, y˘k+1) ≤ (1− τk)[Lρk−1(xk, sk, y)− L(x, s, y˘k)]
+
τ2k
2βk
‖x˜k − x‖2 − τk(τk+βkµh)2βk ‖x˜k+1 − x‖2 + 12ηk
[‖y˜k − y‖2 − ‖y˜k+1 − y‖2]
− 1−τk2 [ρk−1 − (1− τk)ρk] ‖g(xk) + sk‖2
− 12
[
1
αk
(
1− βkαk
)
+ 1αk − Lk − Lf −
ρ2kM
2
g
ρk−ηk
]
‖xk+1 − xˆk‖2.
(40)
Proof See Appendix C.1. 
Now, we establish three types of convergence rates for Algorithm 2. Each type of con-
vergence rate is obtained by specifying the initialization and update rule for the parameters
such as τk, ρk, and Bk.
4.2.1 The O (1/k2) ergodic convergence rate
We first prove in Theorem 4 that Algorithm 2 enjoys O (1/k2) ergodic rate without assuming
the boundedness of g or Bk.
Theorem 4 Suppose Assumptions 1, 2 and 3 hold for (SP). Let {(xk, yk)}k≥0 be generated
by Algorithm 2 with the following parameter configurations:
Initialization: Choose ρ0, β0, η0, Mˆ > 0, and γ, Γ ∈ (0, 1) such that
β0 :=
Γ
Lf+ρ0Mˆ2
, η0 := (1− γ)ρ0, and
Lg
[‖y?‖+ (√η0 + ρ0√β0Mg)R0(x?, y?)] ≤ ρ0 [(2− Γ )Mˆ2 − M2gγ ] . (41)
Update: For all k ∈ N, set Bk ≡ Rm, and update τk ≡ 1, αk :=
1
Lf+ρkMˆ2
, ηk := (1− γ)ρk,
θk+1 :=
1√
1+µhβk
, ρk+1 :=
ρk
θk+1
, and βk+1 := θk+1βk.
(42)
Let {(x¯k, y¯k)}k≥1 be an ergodic sequence defined as
(x¯k, y¯k) :=
1
Σk
k−1∑
j=0
ρj(x
j+1, yj+1), where Σk :=
k−1∑
j=0
ρj . (43)
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Then, for any k ≥ 2, the following bounds hold:
GX×Y(x¯k, y¯k) ≤ 1
(
√
1 + µhβ0 − 1)k(k − 1)
sup
(x,y)∈X×Y
R20(x, y),
P(x¯k)− P? ≤ 1
(
√
1 + µhβ0 − 1)k(k − 1)
[‖x0 − x?‖2
β0
+
(‖y0‖+MH)2
η0
]
,
D? −D(y¯k) ≤ 1
(
√
1 + µhβ0 − 1)k(k − 1)
[ (‖x0‖+MF∗)2
β0
+
‖y0 − y?‖2
η0
]
,
P(x¯k)−D(y¯k) ≤ 1
(
√
1+µhβ0−1)k(k−1)
[
R20(x?,y?)+
(‖x0‖+MF∗)2
β0
+
(‖y0‖+MH)2
η0
]
,
(44)
where R0 is defined in (28), and MH , MF∗ ∈ [0,∞] are the Lipschitz constants of H and
F ∗, respectively.
As a result, Algorithm 2 for solving (SP) has O (1/k2) ergodic convergence rate on the
primal objective residual, the dual objective residual, and the primal-dual gaps.
Proof See Appendix C.2. 
Remark 3 (Initial parameters in (41)) As shown in Appendix C.3, the following param-
eter values are feasible to (41):
ρ0 := 1, γ := Γ :=
1
2 , and Mˆ
2 := max
{
Lf+1,
8L2gD
2
9 +
4(2M2g+LgD+
√
2LgDMg)
3
}
, (45)
where D is defined in Remark 1. This bound is relatively loose in pursuit of a simple
expression. Thus one can choose tighter values for these parameters that satisfy (41) to
achieve better practical performance. 
Remark 4 If we let τk ≡ 1 and αk ≡ βk (i.e., Γ := 1), then scheme (39) is simplified as
yk+1 := proxρkH∗
(
y˜k + ρkg(x
k)
)
,
xk+1 := proxβkh
(
xk − βk[∇f(xk) + g′(xk)>yk+1]
)
,
y˜k+1 := y˜k + ηk
[
g(xk+1)− g(xk) + 1ρk (yk+1 − y˜k)
]
,
with only one proximal operation. Now, if we combine the initialization condition (29) (with
(ρ, β, η) there replaced by (ρ0, β0, η0)) and the update rule (42) (except for the absence of
αk), then we would still achieve the same O(1/k2) ergodic convergence rates. This guarantee
can be proved using similar lines as the proofs of Lemma 3 and Theorem 4. 
4.2.2 The O (1/k2) semi-ergodic convergence rate
Next, we analyze the semi-ergodic convergence rate of Algorithm 2 in Theorem 5 below.
Theorem 5 Suppose Assumptions 1, 2 and 3 hold for (SP). In addition, assume that
(i) ‖g(x)‖ ≤ Bg for all x ∈ dom(g)∩dom(F ) for some Bg ∈ [0, ∞] such that LgBg < +∞.
(ii) There exists s∗ ∈ −∂H∗(0) and there exists y∗ ∈ ∂H(0) such that ‖y∗‖ ≤ (1−Γ )Lf2Lg ,
where Γ will be chosen below.
Let {(xk, yk)}k≥1 be generated by Algorithm 2 with y0 := 0 and the following configurations:
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Initialization: Set τ0 := 1. Choose ρ0, Mˆ > 0, and γ, Γ ∈ (0, 1) such that
Mˆ2 ≥ M
2
g + Lg[(2− γ)Bg + 2(1− γ)‖s∗‖]
γ(2− Γ ) , and ρ0 ≤
Γµh
2Mˆ2
. (46)
Update: For k ∈ N, fix Bk ≡ Rm, and update
ρk :=
ρ0
τ2k
, αk :=
1
Lf + ρkMˆ2
, βk := Γαk,
ηk := (1− γ)ρk, and τk+1 := τk
2
(√
τ2k + 4− τk
)
.
(47)
Let {y¯k}k≥0 be the ergodic sequence defined as y¯k+1 := (1 − τk)y¯k + τkyk+1. Then, for all
k ≥ 0, the following bounds hold:
GX×Y(xk, y¯k) ≤ 2
(k + 1)
2 sup
(x,y)∈X×Y
R20(x, y),
P(xk)− P? ≤ 2
(k + 1)
2
[‖x0 − x?‖2
β0
+
(‖y0‖+MH)2
η0
]
,
D? −D(y¯k) ≤ 2
(k + 1)
2
[
(‖x0‖+MF∗)2
β0
+
‖y0 − y?‖2
η0
]
,
P(xk)−D(y¯k) ≤ 2
(k + 1)
2
[
R20(x?, y?) +
(‖x0‖+MF∗)2
β0
+
(‖y‖0 +MH)2
η0
]
,
(48)
where R0 is defined in (28), and MH , MF∗ ∈ [0,∞] are the Lipschitz constants of H and
F ∗, respectively.
As a result, Algorithm 2 for solving (SP) has O(1/k2) non-ergodic rate on the primal
objective residual, ergodic rate on the dual objective residual, and semi-ergodic rate on the
primal-dual gap.
Proof See Appendix C.4. 
Remark 5 The condition “y∗ ∈ ∂H(0) such that ‖y∗‖ ≤ (1−Γ )Lf2Lg ” in Theorem 5 is not
restrictive. We can always shift the function H by a linear term to obtain this condition.
Again, if g is affine, then the condition (i) in Theorem 5 automatically holds since Lg = 0.
4.2.3 The min{O (1/k) , o(1/(k2√log k))} non-ergodic convergence rate
Finally, using a different update rule for parameters, we establish a potentially faster
min{O (1/k2) , o(1/(k2√log k)} convergence rate of Algorithm 2 in Theorem 6 below.
Theorem 6 Suppose that Assumptions 1, 2, and 3 hold for (SP). In addition, assume that
(i) ‖g(x)‖ ≤ Bg for all x ∈ dom(g)∩dom(F ) for some Bg ∈ [0, ∞] such that LgBg < +∞.
(ii) There exists y∗ ∈ ∂H(0) such that ‖y∗‖ ≤ (1−Γ )Lf2Lg , where Γ will be chosen below.
Let {(xk, yk)}k≥0 be generated by Algorithm 2 using the following parameter configurations:
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Initialization: Choose ρ0, Mˆ , Ry > 0, c > 2, and γ, Γ ∈ (0, 1), such that
M2g + γLg(Ry +Bg)
γ(2− Γ ) ≤ Mˆ
2 ≤ c
2Γµh
(2c+ 1)ρ0
and ρ0Ry ≥ ‖y?‖. (49)
Update: For all k ∈ N, update
τk :=
c
k + c
, ρk :=
ρ0
τ2k
, αk :=
1
Lf + ρkMˆ2
, βk := Γαk,
ηk := (1− γ)ρk, and Bk := {y | ‖y‖ ≤ ρk−1Ry} .
(50)
Then, one has
P(xk)− P? ≤ R
2
p
(k + c− 1)2 for ∀k ≥ 0, and lim infk→∞ k
2
√
log k[P(xk)− P?] = 0.
R2P := ∆
2
0 + c
√
2/ρ0(‖y?‖+MH)∆0 and ∆20 := (c− 1)2[P(x0)−P?] + c
2
2 R20(x?, y?). Here,
MH ∈ [0,∞] is the Lipschitz constant of H, which is assumed to be finite.
As a result, Algorithm 2 for solving (P) has min
{O (1/k2) , o(1/(k2√log k))} non-
ergodic convergence rate on the primal objective residual.
Proof See Appendix C.5. 
Remark 6 (Initial parameters in (46) and (49)) The initializations in Theorems 5 and
6 are both feasible. For simplicity, one may set γ := Γ := 12 , then choose Mˆ
2 such that
the first inequality in (46) or (49) is tight. For (49), one can then easily solve a quadratic
equation for c > 2. However, the user may choose other feasible initial parameters for better
practical performance. 
5 Application to Cone Constrained Convex Optimization
One important special case of (SP) is the cone constrained convex optimization problem
(1). In this section, we specify our algorithms and their convergence results to handle (1).
For our convenience of reference, let us recall (1) as follows:
min
x∈Rp
{
F (x) := f(x) + h(x) s.t. g(x) ∈ −K
}
. (CP)
By Assumption 2(c), since 〈y, g(x)〉 is convex in x for any y ∈ K∗, g is K-convex, i.e., for all
x, xˆ ∈ dom(g) and t ∈ [0, 1], it holds that (1− t)g(x) + tg(xˆ)− g ((1− t)x+ txˆ) ∈ K. Thus
the constraint in (CP) is convex. Some special cases of (CP) have been listed in Section 1.
To develop special variants of Algorithms 1 and 2 for solving (CP) and establish their
convergence guarantees, we redefine the associated Lagrange function as
L(x, s, y) := F (x) + 〈y, g(x) + s〉, (51)
where s ∈ K is again the slack variable, and y ∈ K∗ is the Lagrange multiplier.
The following theorem tailors both Algorithms 1 and 2 to (CP), and provides their
convergence rate guarantees on both the primal objective value and the feasibility gap.
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Theorem 7 To specify Algorithms 1 and 2 for solving (CP), we replace the update of yk+1
at Step 6 by
yk+1 := projK∗
(
y˜k + ρkg(xˆ
k)
)
.
In addition, we define
E(x) := max
{
|F (x)− F ?|, dist−K (g(x))
}
and C0 :=
‖x0−x?‖2
β0
+ (‖y
0‖+‖y?‖+1)2
η0
, (52)
where E(x) denotes the combined primal objective residual and primal feasibility violation at
x. Then, for all k ≥ 1, the following statements hold:
(a) Under the conditions of Theorem 1, we have E(x¯k) ≤ C02k .
(b) Under the conditions of Theorem 2, we have E(xk) ≤ C02k .
(c) Under the conditions of Theorem 3, we have
E(xk) ≤ ∆
2
0 +
√
2c/ρ0‖y?‖∆0
k + c− 1 and lim infk→∞ k
√
log k · E(xk) = 0,
where ∆0 := (c− 1)[F (x0)− F ?] + c2R20(x?, y?).
(d) Under the conditions of Theorem 4, we have E(x¯k) ≤ C0
(
√
1+µhβ0−1)(k−1)k .
(e) Under the conditions of Theorem 5, we have E(xk) ≤ 2C0
(k+1)2
.
(f) Under the conditions of Theorem 6, we have
E(xk) ≤ ∆
2
0 +
√
2c/ρ0‖y?‖∆0
(k + c− 1)2 and lim infk→∞ k
2
√
log k · E(xk) = 0,
where ∆0 := (c− 1)2[F (x0)− F ?] +
(
c− 1 + cµhβ02
)
c−1
2β0
‖x0 − x?‖2 + c22η0 ‖y0 − y?‖2.
As a result, Algorithm 1 for solving (CP) is convergent on both the objective resid-
ual and the feasibility violation, with convergence rate O(1/k) in ergodic sense, and rate
min{O(1/k), o(1/k√log k)} in non-ergodic sense. Alternatively, Algorithm 2 for solving
(CP) boosts these rates to O(1/k2) and min{O(1/k2), o(1/k2√log k)}, respectively.
Proof See Appendix D.
6 Numerical Experiments
In this section, we aim at testing our algorithms on two numerical examples. The first one
is a special case of quadratically constrained quadratic programming (QCQP) in Subsection
6.1. We use this example to verify the theoretical convergence rates of our algorithms. The
second example is a convex-concave min-max game in Subsection 6.2.
We suggest the following tips when implementing our algorithms in order to obtain faster
performance. These tips are guided by our theoretical results.
• As briefly discussed in Remark 2, when H∗ is separable (or block-separable) in y, which
is often the case, such as QCQP, instead of using the product such as LgMg in (29), we
can tighten it as
∑m
i=1 LgiMgi . In this case, Theorem 1 still holds. Similarly, the product
LgBg can be replaced by
∑m
i=1 LgiBgi in the expressions of parameter initialization
updates, e.g., in (35) and (46), and the theorems still hold true. Therefore, it is useful
to use such replacements in implementation.
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• One can tune the initial parameters, such as ρ0 and β0, in order to improve the perfor-
mance. These parameters trade-off the dependence of the right-hand side convergence
bounds on the primal and dual initial points x0 and y0, respectively.
• We can directly use use Lk := Lg(yk+1) in the parameter update, i.e., adaptively update
βk :=
1
Lf + Lk + γ−1ρkM2g
in Algorithm 1. Under this update, the last term in (27) of Lemma 2 diminishes with
the largest possible βk, which often improves the algorithm’s practical performance by
taking more aggressive primal steps. Similarly, in Algorithm 2, we can let
αk :=
1
Lf + (2− Γ )−1
(
Lk + γ−1ρkM2g
) .
• Restarting the parameters by periodically setting, e.g., x0 := xk, and τk := 1, in the
context of Theorems 2, 3, 5, and 6. In this way, we can avoid the primal step-sizes βk
and αk from becoming too small after many iterations. While restarting technique can
significantly boost the algorithms’ performance [65,26], we did not implement it in this
section due to the lack of theoretical guarantee.
6.1 Verifying theoretical guarantees via a special case of QCQP
We consider the following problem of computing the square distance from a given point
a0 ∈ Rp to the intersection of m given balls centered at ai of radius ri (i = 1, · · · ,m):{
min
x∈Rp
‖x− a0‖2,
s.t. ‖x− ai‖2 ≤ r2i , i = 1, · · · ,m,
(53)
where ai ∈ Rp for i = 0, 1, · · · ,m, and ri > 0 is a scalar for each i = 1, · · · ,m. Problem
(53) fits the special case (CP) of our template with f(x) := 0, h(x) := ‖x − a0‖2, gi(x) :=
‖x− ai‖2 − r2i , and K := Rm+ . Here, h is strongly convex with µh = 2.
We first fix the problem size as p := 400 and m = 1000. Next, we generate problem
instances of (53) by drawing all entries of ai’s from uniform distribution in (−1, 1), where
i = 0, 1, · · · ,m. Then we define r2i := ‖ai‖2 + εi, where εi > 0 is a scalar draw from uniform
distribution in (0, 1). Clearly, 0 is a strictly feasible solution to (53).
To test our algorithms, we generate 30 different random problem instances of the same
size. For each instance, we run all six algorithmic variants up to ×104 iterations. Here,
Algorithm 1 (v1) denotes the variant combining Algorithm 1 and parameter initializa-
tion/update rules specified in (29)-(30) in Theorem 1. Similarly, we call the other two vari-
ants Algorithm 1 (v2) and Algorithm 1 (v3), respectively. The three variants of Algo-
rithm 2 are named accordingly. Without over-tuning, we simply set ρ0 := 5 × 10−4 for all
three variants of Algorithm 1, as well as Algorithm 2 (v1); we set ρ0 := 5 × 10−5, and
Mˆ := 103 for Algorithm 2 (v1) and (v2). Furthermore, we set c := 2 for Algorithm 1
(v3), and c := 4 for Algorithm 2 (v3).
The performance of six algorithmic variants is shown in Figure 1, where the relative
objective residual and the relative feasibility gap, defined by
|F (x)− F ?|
max{1, |F ?|} and
‖g(x)+‖
max{1, ‖g(x?)+‖}
,
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are shown on the left and right, respectively. Here, x? and F ? appearing in the figure is
computed by CVX [34] with the MOSEK solver [52] at the highest precision. For each
algorithmic variant, what we are plotting here is the theoretically convergent sequence:
• For Algorithm 1 (v1), the blue curve is based on the averaging (ergodic) sequence {x¯k}
defined by (31) in Theorem 1.
• For Algorithm 1 (v2), the red curve is simply based on the last-iterate (non-ergodic)
sequence {xk}.
• For Algorithm 1 (v3), the green curve is based on the so-called “best-iterate” sequence
{xk}, defined as the minimizer of F (xj)+ 12‖g(xj)+‖ over 0 ≤ j ≤ k, guided by definition
of E in (52).
• The curves (black, pink, and yellow) of Algorithm 2 are similarly based on their respective
iterate sequences.
Since we generate 30 different random problem instances, we use the thick line to indicate
the mean value, and use the shaded area to describe the statistics range over all problems.
Fig. 1 Average performance of our six algorithmic variants on 30 instances of (53). Left: relative objective
residual in log-scale. Right: relative feasibility residual in log-scale.
From Figure 1, we observe that Algorithm 1 indeed behaves with O(1/k) convergence
rate, in terms of both the objective value and the conic constraint violation. Among the
three variants, Algorithm 1 (v3), with theoretical min{O(1/k), o(1/k√log k)} conver-
gence rate, is the fastest. On the other hand, Algorithm 1 (v1), whose theoretical rate
is based on the averaging iterate, has the worst performance.6 Moreover, since problem
(53) is strongly convex, the three variants of Algorithm 2 indeed took advantages of this
property, and boosted the performance to O (1/k2). Again, as theoretically predicted, the
yellow curve for the “best-iterate” sequence is the best, which exhibits a empirically faster
min{O(1/k2), o(1/k2√log k)} rate.
6.2 Convex-Concave Min-Max Game
We consider a convex-concave min-max game between two players, where Player 1 chooses
her strategy x ∈ ∆p := {x ∈ Rp |
∑p
j=1 xj = 1} to minimize cost function F (x), and
6 We note here that the first-order methods with such constant stepsizes usually perform well empirically
using the last-iterate (non-ergodic) sequence. However, only the averaging (ergodic) sequence possesses
known theoretical convergence rate guarantees.
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simultaneously, Player 2 chooses her strategy y ∈ ∆m := {y ∈ Rm |
∑m
i=1 yi = 1} to
minimize cost function H∗. In addition, Player 1 has to pay Φ(x, y) loss to Player 2.
Let p = m, and define the following functions:
f(x) :=
∑n
j=1 log(1 + e
a>j x), h(x) := δ∆m(x),
F (x) := f(x) + h(x), H∗(y) := δ∆m(y),
gi(x) :=
bi
1+xi
, g(x) := (g1(x), · · · , gm(x))>,
Φ(x, y) := 〈y, g(x)〉,
(54)
where A = (a1, · · · , an) ∈ Rm×n and b ∈ Rm. We can model the two-player min-max game
model into the following problem, which fits well our template (SP):
min
x∈∆m
max
y∈∆m
{ n∑
j=1
log(1 + ea
>
j x) +
m∑
i=1
biyi
1 + xi
}
. (55)
Problem (55) is similar to [13, Section 4.3], but our coupling term is linear in y. It is easy
to compute that Lf = ‖A‖2/4, and Lgi = 2|bi|, Mgi = Bgi = |bi| for each i ∈ {1, · · · ,m}.
Since f in (54) is not strongly convex, we solve (55) using two variants of Algorithm
1: Algorithm 1 (v1) and Algorithm 1 (v2), both having O(1/k) convergence guarantees
on the primal-dual gap. Consistent with the previous subsection, for the first variant, the
gap is computed based on the averaging sequences; while for the second variant, the gap
P(xk)−D(y¯k) is based on primal last-iterate sequence and the dual averaging sequence.
We compare our algorithmic variants with two existing algorithms: the Accelerated
Primal-Dual (APD) algorithm proposed by [94], and the Mirror descent method in [56].
Similar to Algorithm 1 (v1), they both have the O(1/k) rate on duality gap based on
averaging sequences. Note that APD does not write F (x) as two separate functions as in
(54), thus it has to solve a non-trivial subproblem at each iteration k to update xk:
xk+1 := arg min
x∈∆m
{
β
n∑
j=1
log(1 + ea
>
j x) +
1
2
∥∥x− β(xk − [g′(xk)]>yk+1)∥∥2}. (56)
We have implemented restarted FISTA [78] to solve this problem, with a stopping criterion:
‖xkj+1 − xkj ‖ < εmax{1, ‖xkj ‖}, where {xkj }∞j=0 is the iterates for the subproblem to solve
(56), and we set ε := 10−6. On the other hand, note that Mirror descent is double-loop,
and at each inner iteration, it solves two subproblems that are slightly easier to solve than
(56), where we again employ a restarted FISTA routine.
To generate problem instances, we set p = m := 1000, and n := 500, and simply draw all
entries of A and b from standard Gaussian distribution. For APD, we set the primal stepsize
as β := 1/(Lg +M
2
g ), and the dual stepsize as ρ := 1, as suggested in [94, Remarks 2.3 and
2.4]. For Mirror descent, we set the primal-dual stepsizes as (β, ρ) := ( 1√
2Mg
, 1√
2(Lf+Lg)
),
as suggested in [56, eqn. (3.2)]. For both of our variants Algorithm 1 (v1) and (v2), we
simply set γ := 12 and ρ0 := 1, without over-tuning.
We generate 30 problem instances, and for each instance, we run each algorithm up to
500 iterations, and the performance is shown in Figure 2. On the left, we plot the duality
gap against the number of iterations; and on the right, we plot the duality against time
in seconds. The curves are all based on each method’s theoretical iterations, i.e., they are
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Fig. 2 Average performance of four methods on 30 instances of (55) with the problem size p = m = 1000
and n = 500. Left: duality gap against iteration counter. Right: duality gap against time.
based on averaging (ergodic) iterates {x¯k} and {y¯k} for Algorithm 1 (v1), APD, and Mirror
descent. However, for Algorithm 1 (v1), we use the last (non-ergodic) iterates {xk}.
As in Section 6.1, we take the mean over all 30 instances to plot into thick curves; while
we take the range of duality gaps over all 30 iterations to plot them as shaded areas. We
make the following comments:
• Algorithm 1 (v1) and Mirror descent have relatively similar behavior, while our
method, Algorithm 1 (v1), is still slightly faster.
• Algorithm 1 (v2) converges fastest, since the duality gap reduces below 10−3 using
the smallest number of iterations and using the shortest time. Moreover, it exhibits the
most oscillation, shown through both the mean curve and the shaded range area. This
is a normal behavior since it uses the last-iterate sequence, and thus is less smooth than
other curves, which use an averaging sequence.
• APD takes the longest time to run, since it has to solve the expensive subproblem (56). It
is approximately 100 times slower than Algorithm 1 (v2) as can be seen on the time
axis of the right plot of Figure 2.
In order to further solidify our conclusions, we also conducted experiment on another 30
problem instances with a larger size (m,n) := (1500, 750). Indeed, the resulting performance
shown in Figure 3 verified the fast speed of our proposed methods in terms of both number
of iterations and the CPU time as seen in Figure 2.
7 A Brief Overview on Related Work
The convex-concave saddle-point problem (SP) presents as a unified tool to cope with several
applications in convex optimization and related fields [2,72,75]. Representative applications
include, but not limited to, signal and image processing, game theory, robust optimization,
machine learning, and most recently, generative adversarial nets (GANs) [5,24,33,39,76].
Problem (SP) also covers both constrained and composite convex optimization problems
as special cases. The most common solution method to solve (SP) is primal-dual methods,
which are powerful, flexible, and efficient [2,23]. They can be cast into a class of operator
splitting schemes applied to a monotone inclusion, see, e.g., [23,36,64]. Let us briefly review
the most related works to the problem settings and algorithms we studied in this paper.
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Fig. 3 Average performance of four methods on 30 instances of (55) with the problem size p = m = 1500
and n = 750. Left: duality gap against iteration counter. Right: duality gap against time.
Convex-concave saddle-point with bilinear cost. One special case of (SP) is the bilin-
ear case, i.e., Φ(x, y) = 〈Kx, y〉, which has been extensively studied in the literature, includ-
ing [11,12,15,16,17,22,23,31,36,59,60,64,81,84,87,95] and the references quoted therein.
Several solution methods have been proposed to solve this special case, where various vari-
ants revolve around operator splitting frameworks. For instance, as shown in [64], the well-
known Chambolle-Pock as well as the Primal-Dual Hybrid Gradient algorithms can be cast
equivalently to the Douglas-Rachford method [18,50] applied to an appropriate reformula-
tion of (P). Due to the equivalence between (SP) and the primal-dual pair (P)-(D), other
approaches have been proposed to solve (P) when g(x) = Kx. For example, [59,60] intro-
duced a combination between smoothing technique and accelerated gradient methods to
solve (P), which opens up a new research direction for handling large-scale applications.
Another approach relies on constrained reformulation and augmented Lagrangian frame-
work, where the alternating direction method of multipliers (ADMM) gains the most pop-
ularity. ADMM has attracted huge attention in the last decades, and it can be viewed as
special case of the Douglas-Rachford method [21,50,86]. Some recent works in this direction
include [9,37,51,67,77]. The bilinear case has found broad applications in signal and image
processing as well as machine learning, see, e.g., [11,20,23,31,63], just to name a few.
Convex-concave saddle-point with non-bilinear cost. Unlike the bilinear case, prob-
lem (SP) with non-bilinear cost Φ is more challenging to solve. One common approach is
to reformulate its optimality condition into a monotone inclusion or a variational inequality
as in [38,40,56,61]. Based on a monotone inclusion, operator splitting techniques can be
exploited to solve (SP), see, e.g., [15,56,61]. Some recent work relies on extensions of the
bilinear case such as Chambolle-Pock’s variant [94] or Nesterov’s smoothing technique [80].
Another approach exploits the primal formulation (P) and applying inexact gradient
methods, where the inner maximization problem is solved inexactly by existing methods
such as Nesterov’s accelerated gradient-based algorithms [48,93]. This approach often leads
to complicated algorithms with double loops and several involved parameters, which are
often hard to tune in practice. In terms of convergence guarantees, [80,94,56,61] achieved
the known best ergodic convergence rates only under certain restrictive assumptions.
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Constrained convex optimization. One common special case of (SP) is the cone con-
strained convex program (1) and its special case (2). Classical approaches for solving (1)
often rely on sequential linear and quadratic programming, interior-point, penalty, and aug-
mented Lagrangian-based methods, see, e.g., [6,10,27,28,62].
Recently, [41] studied a class of quadratic penalty methods to solve conic instances of
(1). The authors combined classical quadratic penalty methods with Nesterov’s accelerated
schemes to develop two-loop algorithms and then characterized their worst-case iteration-
complexity. These authors then extended this approach to augmented Lagrangian methods
in [42]. Many authors studied instances of (1) by exploiting duality framework, smooth-
ing techniques, and augmented Lagrangian schemes combining with Nesterov’s accelerated
ideas, see, e.g., [29,54,53,55,70,83,85]. Subgradient and mirror descent-based methods have
also been studied in the literature starting from [69], and most recently in [3,4,43]. ADMM,
which has gained its great popularity in the past decades, see, e.g., [9,30,37,49,66,67,77],
is another popular approach to solve (1). However, these works have mainly focused on the
affine constraints, and rarely tackled the general form (1) with nonlinear cone constraints.
Hitherto, efficient first-order methods for solving (1) with nonlinear functional con-
straints remain limited. Along this line, recent works include [45,46,47,90,91,92]. While [46,
47] rely on bundle methods, [90,91,92] utilize the augmented Lagrangian framework. The
authors in these works have characterized worst-case iteration complexity of their methods.
The most notable convergence rate in these works is O (1/k) in ergodic sense. [45] is a very
recent preprint, where the authors propose two double loop augmented Lagrangian algo-
rithms to solve (2), and achieves O (log(1/ε)/√ε) worst-case iteration-complexity to reach
an ε-accuracy iterate in non-ergodic sense.
8 Conclusions
In this paper, we have studied a class of convex-concave saddle-point problems (SP) involving
non-bilinear coupling function. We have developed two novel primal-dual algorithms to solve
(SP) and its primal-dual pair reformulation (P)-(D). Our algorithms have single-loop, where
all the parameters are updated with explicit formulas. The first algorithm, Algorithm 1,
achieves both ergodic and semi-ergodic optimal O (1/k) convergence rates on the duality
gap, and can be boosted up to min{O(1/k), o(1/(k√log k)} non-ergodic primal convergence
rate. Under strong convexity of F , our second algorithm, Algorithm 2, can be accelerated
to have O (1/k2) and min{O(1/k2), o(1/(k2√log k)} convergence rates. To the best of our
knowledge, this is the first algorithms that achieve such non-ergodic as well as fast rates for
non-bilinear saddle-point problems. We believe that our results can be further extended to
a general non-bilinear function Φ under appropriate assumptions.
A Preliminary Lemmas
This appendix provides the full proof of Lemma 1 and some elementary results, which will
be used for our analysis in the sequel.
A.1 The proof of Lemma 1: key property of the augmented Lagrangian term
By definition of ∆ρ in (18), we can use the definition of φρ(x, s, y) in (16) and its partial
gradients w.r.t. x and s in (17) to explicitly write ∆ρ as
∆ρ(xˆ, sˆ;x, s, y) = 〈y, [g(xˆ) + sˆ]− [g(x) + s]〉+ ρ2
[‖g(xˆ) + sˆ‖2 − ‖g(x) + s‖2]
− 〈y + ρ[g(x) + s], [g′(x)](xˆ− x) + (sˆ− s)〉
= 〈y + ρ[g(x) + s], g(xˆ)− g(x)− [g′(x)](xˆ− x)〉
+ ρ2‖[g(xˆ) + sˆ]− [g(x) + s]‖2.
(57)
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By the Lg(·)-smoothness of∇xΦ(x, ·) = 〈·, g′(x)〉 w.r.t. x, and that y+ρ[g(x)+s] ∈ dom(H∗),
we can apply (7) with y ← y + ρ[g(x) + s] to get
0 ≤ 〈y + ρ[g(x) + s], g(xˆ)− g(x)− [g′(x)](xˆ− x)〉 ≤ Lg (y + ρ[g(x) + s])
2
‖xˆ− x‖2. (58)
Combining (57) and (58), we immediately get{
∆ρ(xˆ, sˆ;x, s, y) ≥ ρ2‖[g(xˆ) + sˆ]− [g(x) + s]‖2
∆ρ(xˆ, sˆ;x, s, y) ≤ ρ2‖[g(xˆ) + sˆ]− [g(x) + s]‖2 + Lg(y+ρ[g(x)+s])2 ‖xˆ− x‖2,
which is exactly (19). 
A.2 Additional mathematical tools
We will repeatedly use the following elementary facts in Lemma 4 in our analysis.
Lemma 4 ([84, Lemma 18]) The following statements hold:
(a) For any u, v, w ∈ Rp and t1, t2 ∈ R with t1 + t2 6= 0, it holds that
t1‖u− w‖2 + t2‖v − w‖2 = (t1 + t2)
∥∥∥∥w − t1u+ t2vt1 + t2
∥∥∥∥2 + t1t2t1 + t2 ‖u− v‖2.
(b) Let {uk} be a nonnegative sequence. If
∑∞
k=1 uk <∞, then lim infk→∞(k log k)uk = 0.
(c) Let {uk} and {vk} be two nonnegative sequences and t1, t2 > 0 be two constants.
(i) If lim infk→∞(k log k)(uk + t1kv2k) = 0, then lim infk→∞ k
√
log k(uk + t2vk) = 0.
(ii) If lim infk→∞(k2 log k)(uk+t1k2v2k) = 0, then lim infk→∞ k
2
√
log k(uk+t2vk) = 0.
B Technical Proofs in Section 3: General Convex-Concave Case
This appendix provides the full proofs of technical results in Section 3.
B.1 Proof of Lemma 2: One-iteration analysis of Algorithm 1
For readability, the full proof of Lemma 2 is broken into Lemma 5 and its own proof. The
proof of Lemma 5 is right after the proof of Lemma 2.
Lemma 5 Let
{
(xk, y˜k)
}
be generated by scheme (25), and {sk} be given by (20). Then,
for any (x, s) ∈ Rp × Rm, one has
Lρk (xk+1, sk+1, y˜k) ≤ Lρk(x, s, y˜k) + 1βk 〈xk+1 − xˆk, x− xk+1〉
− ρk2 ‖[g(x) + s]− [g(xˆk) + sk+1]‖2 + 12
(
Lk + Lf + ρkM
2
g
)‖xk+1 − xˆk‖2. (59)
Proof (Proof of Lemma 2) Plugging (x, s) := (xk, sk) in (59) of Lemma 5, we obtain
Lρk(xk+1, sk+1, y˜k) ≤ Lρk(xk, sk, y˜k) + 1βk 〈xk+1 − xˆk, xk − xk+1〉
− ρk2 ‖[g(xk) + sk]− [g(xˆk) + sk+1]‖2 +
Lk+Lf+ρkM
2
g
2 ‖xk+1 − xˆk‖2.
Now, multiplying the above estimate above by 1 − τk ∈ [0, 1), and (59) by τk ∈ (0, 1], and
then summing up the results, we get
Lρk(xk+1, sk+1, y˜k) ≤ (1− τk)Lρk(xk, sk, y˜k) + τkL(x, s, y˜k) + τ
2
k
βk
〈x˜k+1 − x˜k, x− x˜k+1〉
− (1−τk)ρk2 ‖[g(xk) + sk]− [g(xˆk) + sk+1]‖2
− τkρk2 ‖[g(x) + s]− [g(xˆk) + sk+1]‖2 +
Lk+Lf+ρkM
2
g
2 ‖xk+1 − xˆk‖2,
(60)
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where we have used τk(x˜
k+1− x˜k) = xk+1− xˆk and (1− τk)xk + τkx− xk+1 = τk(x− x˜k+1)
derived from the definition of x˜k in (26).
Next, by the definition of Lρk , for any y ∈ Bk, we have
Lρk(xk+1, sk+1, y)− (1− τk)Lρk(xk, sk, y)
=Lρk(xk+1, sk+1, y˜k)− (1− τk)Lρk(xk, sk, y˜k)
+ 〈y − y˜k, [g(xk+1) + sk+1]− (1− τk)[g(xk) + sk]〉. (=: T1)
(61)
To analyze the last term, T1, in (61), we denote
uk+1 := ηk
(
[g(xk+1) + sk+1]− (1− τk)[g(xk) + sk]
) (24)
= ηk[Θk+1 − (1− τk)Θk]. (62)
Then, by the update of y˜k+1 in (25) and the fact that y ∈ Bk, we can use the non-expansive
property of the projection projBk to get
‖y˜k+1 − y‖ = ‖projBk(y˜k + uk+1)− projBk(y)‖ ≤ ‖y˜k + uk+1 − y‖.
Therefore, T1 becomes
T1 (62)= 1ηk 〈y − y˜k, uk+1〉 = 1ηk 〈y˜k − y, (y − uk+1)− y〉
= 12ηk
[‖y˜k − y‖2 + ‖y − uk+1 − y‖2 − ‖y˜k + uk+1 − y‖2]
≤ 12ηk
[‖y˜k − y‖2 − ‖y˜k+1 − y‖2 + ‖uk+1‖2] .
(63)
Substituting (63) into (61), and then combining with (60), we can further derive
Lρk (xk+1, sk+1, y) ≤ (1− τk)Lρk(xk, sk, y) (:= T2)
+ τkL(x, s, y˜k)− τkρk2 ‖[g(x) + s]− [g(xˆk) + sk+1]‖2 (:= T3)
+
τ2k
βk
〈x˜k+1 − x˜k, x− x˜k+1〉+ Lk+Lf+ρkM
2
g
2 ‖xk+1 − xˆk‖2 (:= T4)
+ 12ηk
[‖y˜k − y‖2 − ‖y˜k+1 − y‖2]+ 12ηk ‖uk+1‖2
− (1−τk)ρk2 ‖[g(xk) + sk]− [g(xˆk) + sk+1]‖2.
(64)
We now estimate the terms T2, T3, and T4 above. It is easy to see that
T2 = (1− τk)
[
Lρk−1(xk, sk, y) + (ρk−ρk−1)2 ‖g(xk) + sk‖
]
. (65)
By definition of y˘k+1 in (26), we have
T3 = L(x, s, y˘k+1)− (1− τk)L(x, s, y˘k)− τkρk
2
‖g(xˆk) + sk+1‖2. (66)
Using the relation x˜k+1 − x˜k = 1τk (xk+1 − xˆk), we further have
T4 = τ
2
k
2βk
(‖x˜k − x‖2 − ‖x˜k+1 − x‖2 − ‖x˜k+1 − x˜k‖2) + Lk+Lf+ρkM
2
g
2 ‖xk+1 − xˆk‖
=
τ2k
2βk
(‖x˜k − x‖2 − ‖x˜k+1 − x‖2)− 12
(
1
βk
− Lk − Lf − ρkM2g
)
‖xk+1 − xˆk‖.
(67)
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Substituting (65)-(67) into (64), we get
Lρk(xk+1, sk+1, y)− L(x, s, y˘k+1) ≤ (1− τk)[Lρk−1(xk, sk, y)− L(x, s, y˘k)]
+
τ2k
2βk
(‖x˜k − x‖2 − ‖x˜k+1 − x‖2) + 12ηk (‖y˜k − y‖2 − ‖y˜k+1 − y‖2)
− 12
(
1
βk
− Lk − Lf − ρkM2g
)
‖xk+1 − xˆk‖2 + T5,
(68)
where
T5 := 12ηk ‖uk+1‖2 +
(1−τk)(ρk−ρk−1)
2 ‖g(xk) + sk‖2 − τkρk2 ‖g(xˆk) + rk+1‖2
− (1−τk)ρk2 ‖[g(xk) + sk]− [g(xˆk) + sk+1]‖2
= 12ηk ‖uk+1‖2 −
ρk
2 ‖[g(xˆk) + sk+1]− (1− τk)[g(xk) + sk]‖2
− (1−τk)[ρk−1−(1−τk)ρk]2 ‖g(xk) + sk‖2
≤ ρkηk2(ρk−ηk)‖g(xk+1)− g(xˆk)‖2 −
(1−τk)[ρk−1−(1−τk)ρk]
2 ‖g(xk) + sk‖2
(6)
≤ ρkηkM
2
g
2(ρk−ηk)‖xk+1 − xˆk‖2 −
(1−τk)[ρk−1−(1−τk)ρk]
2 ‖g(xk) + sk‖2,
(69)
where in the first inequality (second to last line) above, we have used Lemma 4(a) and
ρk > ηk. Finally, substituting (69) into (68), we eventually get
Lρk(xk+1, sk+1, y)− L(x, s, y˘k+1) ≤ (1− τk)[Lρk−1(xk, sk, y)− L(x, s, y˘k)]
+
τ2k
2βk
(‖x˜k − x‖2 − ‖x˜k+1 − x‖2) + 12ηk (‖y˜k − y‖2 − ‖y˜k+1 − y‖2)
− 12
(
1
βk
− Lk − Lf − ρkM2g − ρkηkM
2
g
ρk−ηk
)
‖xk+1 − xˆk‖2
− 12 (1− τk)
[
ρk−1 − (1− τk)ρk
]‖g(xk) + sk‖2,
which is exactly (27). 
Proof (Proof of Lemma 5) First, the optimality condition of the xk+1-subproblem in the
second line of (25), which is equivalent to (21), can be written as
0 = βk∇h(xk+1) + βk∇f(xˆk) + βk∇xφρk(xˆk, sk+1, y˜k) + xk+1 − xˆk, (70)
for some ∇h(xk+1) ∈ ∂h(xk+1). Next, by convexity of h and Lf -smoothness of f , for any
x ∈ dom(P) we have{
h(xk+1) ≤ h(x) + 〈∇h(xk+1), xk+1 − x〉,
f(xk+1) ≤ f(x) + 〈∇f(xˆk), xk+1 − x〉+ Lf2 ‖xk+1 − xˆk‖2.
Combining these two inequalities and then using (70) and F := f + h, we can derive
F (xk+1)
(70)
≤ F (x)− 〈∇xφρk(xˆk, sk+1, y˜k), xk+1 − x〉+ Lf2 ‖xk+1 − xˆk‖2
− 1βk 〈xk+1 − xˆk, xk+1 − x〉.
(71)
Similarly, by the sk+1-subproblem (20) and the convexity of H, we have
H(−sk+1) ≤ H(−s) + 〈∇sφρk(xˆk, sk+1, y˜k), s− sk+1〉. (72)
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Furthermore, combining (24) and the definition of Lk in (26), we have Lk = Lg
(
y˜k +
ρk[g(xˆ
k) + sk+1]
)
. Thus we can use (19) in Lemma 1, for any (x, s) ∈ Rp × Rm, to get
φρk(x
k+1, sk+1, y˜k) ≤ φρk(xˆk, sk+1, y˜k) + 〈∇xφρk(xˆk, sk+1, y˜k), xk+1 − xˆk〉
+ ρk2 ‖g(xk+1)− g(xˆk)‖2 + Lk2 ‖xk+1 − xˆk‖2,
φρk(x, s, y˜
k) ≥ φρk(xˆk, sk+1, y˜k) + 〈∇xφρk(xˆk, sk+1, y˜k), x− xˆk〉
+ 〈∇sφρk(xˆk, sk+1, y˜k), s− sk+1〉
+ ρk2 ‖[g(x) + s]− [g(xˆk) + sk+1]‖2.
By (6), the above two inequalities imply
φρk(x
k+1, sk+1, y˜k) ≤ φρk(x, s, y˜k) + 〈∇xφρk(xˆk, sk+1, y˜k), xk+1 − x〉
+ 〈∇sφρk(xˆk, sk+1, y˜k), sk+1 − s〉+ Lk+ρkM
2
g
2 ‖xk+1 − xˆk‖2
− ρk2 ‖[g(x) + s]− [g(xˆk) + sk+1]‖2.
(73)
Now, combining (71)-(73), we can derive
Lρk(xk+1, sk+1, y˜k) = F (xk+1) +H(−sk+1) + φρk(xk+1, sk+1, y˜k)
≤ F (x) +H(−s) + φρk(x, s, y˜k) + 1βk 〈xk+1 − xˆk, x− xk+1〉
− ρk2 ‖[g(x) + s]− [g(xˆk) + sk+1]‖2 +
Lk+Lf+ρkM
2
g
2 ‖xk+1 − xˆk‖2,
which proves (59). 
B.2 Proof of Theorem 1: O (1/k) ergodic convergence rate of Algorithm 1
Let us first show the boundedness of {‖y˜k−y?‖} and {‖xk−x?‖}, whose proof will be given
right after the proof of Theorem 1.
Lemma 6 Let {(xk, y˜k)} be generated by Algorithm 1, where the parameters, including ρ
and C, are set as in (29) and (30). Then, for all k ∈ N, we have
Lg
[‖y?‖+ ‖y˜k − y?‖+ ρMg‖xk − x?‖] ≤ ρC. (74)
Proof (Proof of Theorem 1) By (74) of Lemma 6, we can follow the same lines as (76)
and (77) to show that 1β − Lf − Lk −
ρ2M2g
ρ−η ≥ 0. Therefore, similar to (78), for any y ∈ Rm
and any j ∈ N, we have
L(xj+1, sj+1, y)− L(x, s, yj+1) ≤ 12β
[‖xj − x‖2 − ‖xj+1 − x‖2]
+ 12η
[‖y˜j − y‖2 − ‖y˜j+1 − y‖2] .
Summing up this inequality from j := 0 to j := k − 1, we get
k−1∑
j=0
[L(xj+1, sj+1, y)− L(x, s, yj+1)] ≤ 1
2
[
1
β
‖x0 − x‖2 + 1
η
‖y0 − y‖2
]
=
R20(x, y)
2
.
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Dividing the above inequality by k ≥ 1, and using the convexity of L in x and −s, and its
concavity in y, with x¯k and y¯k defined in (31) and s¯k := 1k
∑k
j=1 s
j , we get
L(x¯k, s¯k, y)− L(x, s, y¯k)
(31)
≤ 1
k
k∑
j=1
[L(xj , sj , y)− L(x, s, yj)] ≤ R
2
0(x, y)
2k
. (75)
Now, by (13), we have L˜(x¯k, y) ≤ L(x¯k, s¯k, y) and L˜(x, y¯k) = L(x, s˘k, y¯k) for s˘k ∈ −∂H∗(y¯k).
Hence, L˜(x¯k, y) − L˜(x, y¯k) ≤ L(x¯k, s¯k, y) − L(x, s˘k, y¯k). Substituting s := s˘k and this in-
equality into (75), we obtain L˜(x¯k, y) − L˜(x, y¯k) ≤ R20(x,y)2k . Taking the supremum on both
sides of this estimate over X × Y and recalling the definition of GX×Y in (9), we prove the
first assertion of (32).
Next, if H is MH -Lipschitz continuous, then we let y˘
k := MH‖g(x¯k)+s¯k‖ [g(x¯
k) + s¯k], and
substitute (x, s, y) := (x?, s?, y˘k) in (75) to get
P(x¯k) − P? (P)= F (x¯k) +H(g(x¯k))− P? ≤ F (x¯k) +H(−s¯k) + |H(g(x¯k))−H(−s¯k)| − P?
≤ F (x¯k) +H(−s¯k) +MH |g(x¯k) + s¯k| − P?
= F (x¯k) +H(−s¯k) + 〈y˘k, g(x¯k) + s¯k〉 − P? ≤ L(x¯k, s¯k, y˘k)− P?
(75)
≤ R20(x?,y˘k)2k .
Using ‖y0 − y˘k‖2 ≤ (‖y0‖+ ‖y˘k‖)2 = (‖y0‖+MH)2 to upper bound R20(x?, y˘k) in the last
estimate, we obtain the second assertion of (32).
On the other hand, let x˘k satisfy 0 ∈ g′(x˘k)>y¯k + ∂F (x˘k), then by the form of (D),
we have D(y¯k) = L˜(x˘k, y¯k) = L(x˘k, s˘k, y¯k) for s˘k ∈ −∂H∗(y¯k). Moreover, notice that
D? = L(x?, s?, y?) ≤ L(x¯k, s¯k, y?) in (14). Therefore, substituting (x, s, y) := (x˘k, s˘k, y?)
into (75), we can derive
D? −D(y¯k) ≤ L(x¯k, s¯k, y?)− L(x˘k, s˘k, y¯k)
(75)
≤ R20(x˘k,y?)2k .
By 0 ∈ g′(x˘k)>y¯k + ∂F (x˘k), we have x˘k ∈ ∂F ∗(−g′(x˘k)>y¯k). If F ∗ is MF∗ -Lipschitz con-
tinuous, then ‖x˘k‖ = ‖∇F ∗(−g′(x˘k)>y¯k)‖ ≤ MF∗ , thus ‖x0 − x˘k‖2 ≤ (‖x0‖+MF∗)2.
Substituting this into R20(x˘k, y?) of the last inequality leads to the third assertion of (32).
Finally, combining the second and third assertions of (32), we have immediately proved
the last assertion on the primal-dual gap P(x¯k)−D(y¯k).
Proof (Proof of Lemma 6) We prove (74) by induction. For k = 0, (74) holds due to the
choice of C in (29). Suppose that (74) holds for all k ∈ {0, 1, · · · ,K} for some K ≥ 0, i.e.,
Lg
[‖y?‖+ ‖y˜k − y?‖+ ρMg‖xk − x?‖] ≤ ρC, we now prove that (74) also holds for K + 1.
Indeed, using y? = proxρH∗ (y
? + ρg(x?)) from (12), for 0 ≤ k ≤ K we have
Lk
(26)
= Lg(y
k+1)
(25)
= Lg
(
proxρH∗
(
y˜k + ρg(xk)
))
(12)
= Lg
(
proxρH∗
(
y˜k + ρg(xk)
)− proxρH∗ (y? + ρg(x?)) + y?)
≤ Lg
[‖proxρH∗ (y˜k + ρg(xk))− proxρH∗ (y? + ρg(x?)) ‖+ ‖y?‖]
≤ Lg
[‖[y˜k + ρg(xk)]− [y? + ρg(x?)]‖+ ‖y?‖]
≤ Lg
[‖y?‖+ ‖y˜k − y?‖+ ρMg‖xk − x?‖] ≤ ρC,
(76)
where in the third line we applied Assumption 2(c), in the fourth line we used the non-
expansiveness of proximal operators, and the last inequality is due to induction assumption.
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By definitions of β and η in (29), for 0 ≤ k ≤ K, we have
1
β
− Lk − Lf −
ρ2M2g
ρ− η ≥
γLf + ρ(γC +M
2
g )
γ
− ρC − Lf −
ρ2M2g
γρ
= 0. (77)
Using this estimate, we substitute τk := 1 and x˜
k := xk into (27) of Lemma 2 to obtain for
any (x, s, y) ∈ Rp × Rm × Rm that
Lρ(xk+1, sk+1, y)− L(x, s, yk+1) ≤ 12β
[‖xk − x‖2 − ‖xk+1 − x‖2]
+ 12η
[‖y˜k − y‖2 − ‖y˜k+1 − y‖2] . (78)
By (14), we have Lρ(xk+1, sk+1, y?)− L(x?, s?, yk) ≥ 0. Hence, (78) implies that
1
β
‖xk+1 − x?‖2 + 1
η
‖y˜k+1 − y?‖2 ≤ 1
β
‖xk − x?‖2 + 1
η
‖y˜k − y?‖2.
Since the above inequality holds for all 0 ≤ k ≤ K, we can show that
1
β ‖xK+1 − x?‖2 + 1η‖y˜K+1 − y?‖2 ≤ 1β ‖xK − x?‖2 + 1η‖y˜K − y?‖
≤ 1β ‖x0 − x?‖2 + 1η‖y0 − y?‖2
(28)
= R20(x?, y?).
The last inequality leads to ‖xK+1−x?‖ ≤ √βR0(x?, y?) and ‖y˜K+1−y?‖ ≤ √ηR0(x?, y?).
Using these bounds and (29), we can derive
Lg
[‖y?‖+‖y˜K+1−y?‖+ρMg‖xK+1−x?‖] ≤ Lg[‖y?‖+(√η+ρ√βMg)R0(x?, y?)] (29)≤ ρC.
Hence, we prove that (74) also holds for K + 1. By induction, it holds for all k ∈ N. 
B.3 Proof of Remark 1: Initializing parameters in Theorem 1
For simplicity, we set ρ := 1 and γ := 12 . Substituting them into the expression of β, η, andR20(x?, y?), we get
β :=
1
Lf + C + 2M2g
, η :=
1
2
, and R20(x?, y?) ≤ (Lf + C + 2M2g + 2)D2, (79)
where D ≥ max{‖x0 − x?‖, ‖y0 − y?‖, ‖y?‖} as defined in Remark 1. Substituting the
above expressions for ρ, β, η, and R20(x?, y?) into the second line of (29), we only need the
following inequality in order for (29) to hold:
1 +
√
Lf+C
2 +M
2
g + 1 + Mg
√
1 + 2Lf+C+2M2g
= 1 +
(
1√
2
+
Mg√
Lf+C+2M2g
)√
Lf + C + 2M2g + 2 ≤ CLgD .
(80)
Let
C ≥ Lf + 2M2g + 2, (81)
then
Lf+C
2 + M
2
g + 1 ≤ C and 2Lf+C+2M2g ≤ 3. Substituting them into the left-hand-side
above, we only need the following inequality in order for (80) to hold:
1 +
√
C + 2Mg ≤ C
LgD
,
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which can be solved as
√
C ≥
√
LgD(LgD + 4Mg + 2), (82)
where we have used t1+t22 ≤
√
t21+t
2
2
2 to simplify the expression. Combining (81) and (82),
we finally get (33). 
B.4 Proof of Theorem 2: O (1/k) semi-ergodic convergence rate of Algorithm 1
Before proving Theorem 2, let us use the lemma below to bound the term {Lk/ρk}. Its proof
is right after the proof of Theorem 2.
Lemma 7 Let
{
(xk, y˜k)
}
be generated by Algorithm 1, where the parameters, including ρk
and γ, are defined in (34) and (35). Let Bg and s∗ be defined in Theorem 2. Then for k ∈ N,
‖y˜k‖
ρk
≤ 1
γ
[‖y0‖
ρ0
+ 2(1− γ)(Bg + ‖s∗‖)] . (83)
Proof (Proof of Theorem 2) From the assumption that 0 ∈ dom(∂H∗), we have ∂H∗(0) 6=
∅. Take an arbitrary y∗ ∈ ∂H(0), then y∗ = proxρkH∗(y∗) for any ρk > 0. Using this relation,
and the non-expansiveness of proxρkH∗ , we can prove that
Lk
(26)
= Lg(y
k+1)
(23)
≤ Lg‖proxρkH∗
(
y˜k + ρkg(xˆ
k)
) ‖
= Lg‖proxρkH∗
(
y˜k + ρkg(xˆ
k)
)− proxρkH∗(y∗) + y∗‖
≤ Lg(2‖y∗‖+ ‖y˜k + ρkg(xˆk)‖)
(83)
≤ Lg
(
2‖y∗‖+ ρkBg + ρkγ
[
‖y0‖
ρ0
+ 2(1− γ)(Bg + ‖s∗‖)]) .
(84)
Therefore, by the update rule of βk and ηk in (35), and (84), we can easily show that
1
βk
− Lk − Lf − ρ
2
kM
2
g
ρk−ηk ≥
ρk
γ
[
Lg
(
‖y0‖
ρ0
+ (2− γ)Bg + 2(1− γ)‖s∗‖
)
+M2g
]
Lf + 2Lg‖y∗‖ − Lg
[
2‖y∗‖+ ρkγ
(
‖y0‖
ρ0
+ (2− γ)Bg + 2(1− γ)‖s∗‖
)]
− Lf − ρkM
2
g
γ
= ρkγ
[
Lg
(
‖y0‖
ρ0
+ (2− γ)Bg
)
+M2g − Lg
(
‖y0‖
ρ0
+ (2− γ)Bg
)
−M2g
]
= 0.
Furthermore, other conditions in (35) ensure that
ρk > ηk,
1
2ηk
=
1− τk
2ηk−1
, ρk−1 − (1− τk)ρk = 0, and τ
2
k
2βk
≤ (1− τk)τ
2
k−1
2βk−1
.
Utilizing these relations, we can simplify estimate (27) of Lemma 2 to get
Lρk (xk+1, sk+1, y)− L(x, s, y¯k+1) + τ
2
k
2βk
‖x˜k+1 − x‖2 + 12ηk ‖y˜k+1 − y‖2
≤ (1− τk)
[
Lρk−1(xk, sk, y)− L(x, s, y¯k) + τ
2
k−1
2βk−1
‖x˜k − x‖2 + 12ηk−1 ‖y˜k − y‖2
]
,
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for any (x, s, y) ∈ Rp × Rm × Rm. Here, we have used the fact that y¯k as defined in (31) is
equal to y˘k as defined in (26), since τk =
1
k+1 . By induction, this inequality implies that
L(xk, sk, y)− L(x, s, y¯k) ≤ Lρk−1(xk, sk, y)− L(x, s, y¯k)
≤
[∏k−1
j=1 (1− τj)
] [
Lρ0(x1, s1, y?)− L(x, s, y¯1) + τ
2
0
2β0
‖x˜1 − x‖+ 12η0 ‖y˜1 − y‖2
]
(27)(35)
≤ 1k
[
(1− τ0)
(Lρ0(x0, s0, y?)− L(x, s, y0))+ τ202β0 ‖x˜0 − x‖+ 12η0 ‖y0 − y‖2]
τ0=1= 12k
(
1
β0
‖x0 − x‖2 + 1η0 ‖y0 − y‖2
)
=
R20(x,y)
2k .
Take s˘k ∈ −∂H∗(yk). Using the argument immediately following (75), we can show that
L˜(xk, y)− L˜(x, y¯k) ≤ L(xk, sk, y)− L(x, s˘k, y¯k) ≤ R
2
0(x, y)
2k
.
The rest of the proof of Theorem 2 is similar to the lines after (75) in the proof of Theorem
1, except that we replace x¯k there by xk. Thus we omit the verbatim here. 
Proof (Proof of Lemma 7) Since Bk ≡ Rm by (35), i.e., there is no projection, the y˜k+1-
update in Algorithm 1 becomes y˜k+1 := y˜k + ηk[Θk+1 − (1− τk)Θk]. Thus
y˜k+1 − ηkΘk+1 = y˜k − (1− τk)ηkΘk (35)= y˜k − ηk−1Θk.
By induction, for all k ∈ N, we obtain
y˜k+1 − ηkΘk+1 = y˜1 − η0Θ1 = y˜0 − (1− τ0)η0Θ0 = y0. (85)
Next, since 0 ∈ dom(∂H∗), we have ∂H(0) 6= ∅. Take an arbitrary s∗ ∈ −∂H∗(0), then
−s∗ = proxH/ρk(−s∗) for any ρk > 0. By the update of sk+1 in (20), the definition of Bg,
and the non-expansiveness of proxH/ρk , we have
‖sk+1‖ =
∥∥∥proxH/ρk ( y˜kρk + g(xˆk))− proxH/ρk(−s∗)− s∗∥∥∥
≤
∥∥∥ y˜kρk + g(xˆk) + s∗∥∥∥+ ‖s∗‖ ≤ ‖y˜k‖ρk +Bg + 2‖s∗‖.
Furthermore, by the Θk+1-update in (25) and the connection between y
k+1 and sk+1 de-
scribed by (24), we have
‖Θk+1‖ = ‖g(xk+1) + sk+1‖ ≤ Bg + ‖sk+1‖ ≤ 2Bg + 2‖s∗‖+ ‖y˜
k‖
ρk
. (86)
Now, we can prove (83) by induction. For k = 0, it is true since γ ∈ (0, 1) and y˜0 = y0.
Suppose that (83) holds for some K ≥ 0. We prove that it also holds for K + 1. Indeed,
using (85), (86), ρK+1 ≥ ρ0, and the induction hypothesis, we have
‖y˜K+1‖
ρK+1
(85)
= 1ρK+1 ‖y0 + ηKΘK+1‖
(35)
≤ ‖y0‖ρ0 + (1− γ)‖ΘK+1‖
(86)
≤ ‖y0‖ρ0 + (1− γ)
(
2Bg + 2‖s∗‖+ ‖y˜
K‖
ρK
)
≤ ‖y0‖ρ0 + (1− γ)
(
2Bg + 2‖s∗‖+ 1γ
[
‖y0‖
ρ0
+ 2(1− γ)(Bg + ‖s∗‖)])
= 1γ
[
‖y0‖
ρ0
+ 2(1− γ)(Bg + ‖s∗‖)] .
This shows that (83) also holds for K + 1. Therefore, by induction, we conclude that (83)
holds for all k ∈ N. 
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B.5 Proof of Theorem 3: min{O (1/k) , o(1/(k√log k))} non-ergodic convergence
rate of Algorithm 1
By the definition of Bk in (37) and the projection step of y˜k, we have ‖y˜k‖ ≤ ρk−1Ry.
Similar to (84), by definition of y∗, we can show that
Lk ≤ Lg
(
2‖y∗‖+ ‖y˜k + ρkg(xˆk)‖
) ≤ Lg(2‖y∗‖+ ρk−1Ry + ρkBg)
≤ Lg[2‖y∗‖+ ρk(Ry +Bg)],
(87)
Thus, by the update of βk and ηk in (37), one can show that
1
βk
− Lk − Lf − ρ
2
kM
2
g
ρk−ηk ≥
[
Lf + 2Lg‖y∗‖+ ρkLg(Ry +Bg) + ρkM
2
g
γ
]
− Lg[2‖y∗‖+ ρk(Ry +Bg)]− Lf − ρkM
2
g
γ = 0.
Using this inequality and the update rules from (37) onto (27) of Lemma 2, we can derive
L(xk+1, sk+1, y)− L(x, s, y˘k+1) + k+cc · ρ02 ‖g(xk+1) + sk+1‖2
≤ kk+c
[L(xk, sk, y)− L(x, s, y˘k) + k+c−1c · ρ02 ‖g(xk) + sk‖2]
+ ck+c · τk2βk
[‖x˜k − x‖2 − ‖x˜k+1 − x‖2]
+ ck+c · 12η0
[‖y˜k − y‖2 − ‖y˜k+1 − y‖2]− (c−1)kc(k+c) · ρ02 ‖g(xk) + sk‖2.
(88)
Note that y? ∈ B0 ⊆ Bk by (36) and (37). Thus, we can substitute (x, s, y) := (x?, s?, y?)
into (88) while introducing the following notations:{
a2k :=
ρ0
2 ‖g(xk) + sk‖2, b2k := τk2βk ‖x˜k − x?‖2 + 12η0 ‖y˜k − y?‖2, and
G˜k := L(xk, sk, y?)− L(x?, s?, y˘k) = L(xk, sk, y?)− P? ≥ 0.
Then, we can simplify (88) as:
G˜k+1 +
k+c
c a
2
k+1 ≤ kk+c
(
G˜k +
k+c−1
c a
2
k
)
− (c−1)kc(k+c)a2k
+ ck+c
[
b2k − b2k+1 + c(Lf+2Lg‖y∗‖)2
(
1
k+c+1 − 1k+c
)
‖x˜k+1 − x?‖2
]
≤ kk+c
(
G˜k +
k+c−1
c a
2
k
)
− (c−1)kc(k+c)a2k + ck+c (b2k − b2k+1).
Multiplying both sides of the last inequality by k + c and rearranging the result, we get
(c− 1)
(
G˜k +
k+c−1
c a
2
k
)
≤ (c− 1)
(
G˜k +
2k+c−1
c a
2
k
)
≤
[
(k + c− 1)G˜k + (k+c−1)
2
c a
2
k + cb
2
k
]
−
[
(k + c)G˜k+1 +
(k+c)2
c a
2
k+1 + cb
2
k+1
]
.
(89)
Since c > 1, G˜k ≥ 0, and a2k ≥ 0, the inequality (89) implies that
(k + c)G˜k+1 +
(k+c)2
c a
2
k+1 + cb
2
k+1 ≤ (k + c− 1)G˜k + (k+c−1)
2
c a
2
k + cb
2
k.
By induction, we can show that
(k + c− 1)G˜k + (k+c−1)
2
c a
2
k + cb
2
k ≤ (c− 1)G˜0 + (c−1)
2
c a
2
0 + cb
2
0
= (c− 1)[P(x0)− P?] + cR2(x?,y?)2 = ∆20,
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where in the second line we have used ‖g(x0) + s0‖ = ‖Θ0‖ = 0 as initialized in Step 2 of
Algorithm 1. As a result,
L(xk, sk, y?)− P? = G˜k ≤ ∆
2
0
k + c− 1 and ‖g(x
k) + sk‖ = ak
√
2
ρ0
≤
√
2c/ρ0∆0
k + c− 1 . (90)
Consequently, if H is MH -Lipschitz continuous, then we can show that
P(xk)− P? = F (xk) +H (g(xk))− P? ≤ F (xk) +H(−sk) +MH‖g(xk) + sk‖ − P?
≤ L(xk, sk, y?)− P? + (‖y?‖+MH) ‖g(xk) + sk‖
(90)
≤ ∆20k+c−1 +
√
2c/ρ0∆0(‖y?‖+MH)
k+c−1 ,
(91)
which is the first assertion of (38).
Next, summing up (89) from j := 0 to j := k, we get
(c− 1)∑kj=0 [G˜j + j+c−1c a2j] ≤ [(c− 1)G˜0 + (c−1)2c a20 + cb20]
−
[
(k + c)G˜k+1 +
(k+c)2
c a
2
k+1 + cb
2
k+1
]
≤ ∆20.
Since c > 1 and G˜j ≥ 0, we can apply Lemma 4(b) to show that
lim inf
k→∞
(k log k)
(
G˜k +
ka2k
c
)
= 0, (92)
Combining this limit with (90) and (91), and applying Lemma 4[c(i)], we can easily prove
the second assertion of (38). 
C Technical Proofs in Section 4: Strongly Convex-Concave Case
This section provides the full proofs of technical results in Section 4.
C.1 Proof of Lemma 3: One-iteration analysis of Algorithm 2
To prove Lemma 3, we need the following two lemmas, whose proofs are given right after
the proof of Lemma 3.
Lemma 8 Let
{
(xk, y˜k)
}
be generated by (39) with τk ∈ [0, 1], and {sk} be defined in (20).
Let us define
x˘k+1 := (1− τk)xk + τkx˜k+1. (93)
Then, for any (x, s) ∈ Rp × Rm,
F (xk+1) + H(−sk+1) ≤ (1− τk)[F (xk) +H(−sk)] + τk[F (x) +H(−s)]
+ 〈∇xφρk(xˆk, sk+1, y˜k), (1− τk)xk + τkx− xk+1〉
+ 〈∇sφρk(xˆk, sk+1, y˜k), (1− τk)sk + τks− sk+1〉
+
τ2k
2βk
‖x˜k − x‖2 − τk(τk+βkµh)2βk ‖x˜k+1 − x‖2 − 12
(
1
αk
− Lf
)
‖xk+1 − xˆk‖2
− 12
(
1
αk
+ µh
)
‖x˘k+1 − xk+1‖2 − 12
(
1
βk
− 1αk
)
‖x˘k+1 − xˆk‖2.
(94)
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Lemma 9 Let
{
(xk, yk)
}
be generated by (39) with τk ∈ [0, 1], and {sk} be defined in (20),
then, for any (x, s) ∈ Rp × Rm, we have
φρk(x
k+1, sk+1, y˜k) ≤ (1− τk)φρk(xk, sk, y˜k) + τkφρk(x, s, y˜k) + Lk+ρkM
2
g
2 ‖xk+1 − xˆk‖2
+ 〈∇xφρk(xˆk, sk+1, y˜k), xk+1 − (1− τk)xk − τkx〉
+ 〈∇sφρk(xˆk, sk+1, y˜k), sk+1 − (1− τk)sk − τks〉
− (1−τk)ρk2 ‖[g(xk) + sk]− [g(xˆk) + sk+1]‖2
− τkρk2 ‖[g(x) + s]− [g(xˆk) + sk+1]‖2.
(95)
Proof (Proof of Lemma 3) Summing up the estimates (94) from Lemma 8 and (95) from
Lemma 9, we get
Lρk(xk+1, sk+1, y˜k)
(15)
= F (xk+1) +H(−sk+1) + φρk(xk+1, sk+1, y˜k)
(94)(95)
≤ (1− τk)Lρk(xk, sk, y˜k) + τkLρk(x, s, y˜k)
+
τ2k
2βk
‖x˜k − x‖2 − τk(τk+βkµh)2βk ‖x˜k+1 − x‖2
− 12
(
1
αk
− Lk − Lf − ρkM2g
)‖xk+1 − xˆk‖2
− 12
(
1
βk
− 1αk
)
‖x˘k+1 − xˆk‖2 − 12
(
1
αk
+ µh
)
‖x˘k+1 − xk+1‖2
− (1−τk)ρk2 ‖[g(xk) + sk]− [g(xˆk) + sk+1]‖2
− τkρk2 ‖[g(x) + s]− [g(xˆk) + sk+1]‖2.
(96)
Since y ∈ Bk, by the same analysis as the proof for Lemma 2, one can easily check that
(61)-(63) and (65)-(66) still hold. Substituting them into (96), we can further expand it as
Lρk(xk+1, sk+1, y)− L(x, s, y˘k+1) ≤ (1− τk)[Lρk−1(xk, sk, y)− L(x, s, y˘k)] + τ
2
k
2βk
‖x˜k − x‖2
− τk(τk+βkµh)2βk ‖x˜k+1 − x‖2 − 12
(
1
βk
− 1αk
)
‖x˘k+1 − xˆk‖2
− 12
(
1
αk
+ µh
)
‖x˘k+1 − xk+1‖2 + 12ηk
(‖y˜k − y‖2 − ‖y˜k+1 − y‖2)
− 12
(
1
αk
− Lk − Lf − ρkM2g
)‖xk+1 − xˆk‖2 + T1,
(97)
where
T1 := ηk2 ‖[g(xk+1) + sk+1]− (1− τk)[g(xk) + sk]‖2 + (1−τk)(ρk−ρk−1)2 ‖g(xk) + sk‖2
− (1−τk)ρk2 ‖[g(xk) + sk]− [g(xˆk) + sk+1]‖2 − τkρk2 ‖g(xˆk) + sk+1‖2.
To upper bound T1, we can use the same line as (69) in proof of Lemma 2 to derive
T1 ≤
ρkηkM
2
g
2(ρk − ηk)‖x
k+1 − xˆk‖2 − 1
2
(1− τk)[ρk−1 − (1− τk)ρk]‖g(xk) + sk‖2. (98)
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Moreover, applying Lemma 4(a) with t1 :=
1
2
(
1
βk
− 1αk
)
> 0 and t2 :=
1
2
(
1
αk
+ µh
)
, we
can show that
− 12
(
1
βk
− 1αk
)
‖x˘k+1 − xˆk‖2 − 12
(
1
αk
+ µh
)
‖x˘k+1 − xk+1‖2 ≤ − t1t2t1+t2 ‖xk+1 − xˆk‖2
=− 12(1/βk+µh)
(
1
βk
− 1αk
)(
1
αk
+ µh
)
‖xk+1 − xˆk‖2
≤− 12αk
(
1− βkαk
)
‖xk+1 − xˆk‖2,
(99)
where in the last inequality we used αk > βk. Substituting (98) and (99) into (97), we
eventually obtain (40). 
Proof (Proof of Lemma 8) Firstly, from the optimality condition of the x˜k+1-subproblem
in the second line of (39), there exists ∇h(x˜k+1) ∈ ∂h(x˜k+1) such that
∇h(x˜k+1) = − τk
βk
(x˜k+1 − x˜k)− [∇f(xˆk) +∇xφρk(xˆk, sk+1, y˜k)] ,
where we have used the expression of ∇xφ in (17). Combining this expression and (93), and
using the µh-strong convexity of h, we can derive
h(x˘k+1) ≤ (1− τk)h(xk) + τkh(x) + τk〈∇h(x˜k+1), x˜k+1 − x〉
− τkµh2 ‖x˜k+1 − x‖2 − τk(1−τk)µh2 ‖x˜k+1 − xk‖2
= (1− τk)h(xk) + τkh(x)− τk〈∇f(xˆk) +∇xφρk(xˆk, sk+1, y˜k), x˜k+1 − x〉
− τ2kβk 〈x˜k+1 − x˜k, x˜k+1 − x〉 −
τkµh
2 ‖x˜k+1 − x‖2 − τk(1−τk)µh2 ‖x˜k+1 − xk‖2.
(100)
Next, by the xk+1-subproblem in the third line of (39) and the µh-strong convexity of h, we
can show that
h(xk+1) + 12αk ‖xk+1 − xˆk‖2 + 〈∇f(xˆk) +∇xφρk(xˆk, sk+1, y˜k), xk+1 − xˆk〉
≤ h(x˘k+1) + 12αk ‖x˘k+1 − xˆk‖2
+ 〈∇f(xˆk) +∇xφρk(xˆk, sk+1, y˜k), x˘k+1 − xˆk〉 −
(
1
2αk
+ µh2
)
‖x˘k+1 − xk+1‖2.
(101)
Combining (93), (100), and (101), and using x˘k+1 − xˆk = τk(x˜k+1 − x˜k), we further derive
h(xk+1)
(101)
≤ h(x˘k+1) + 〈∇f(xˆk) +∇xφρk(xˆk, sk+1, y˜k), x˘k+1 − xk+1〉
+ 12αk
[‖x˘k+1 − xˆk‖2 − ‖xk+1 − xˆk‖2 − ‖x˘k+1 − xk+1‖2]− µh2 ‖x˘k+1 − xk+1‖2
(100)
≤ (1− τk)h(xk) + τkh(x)− τ
2
k
βk
〈x˜k+1 − x˜k, x˜k+1 − x〉 − τkµh2 ‖x˜k+1 − x‖2
+ 〈∇f(xˆk) +∇xφρk(xˆk, sk+1, y˜k), x˘k+1 − xk+1 − τk(x˜k+1 − x)〉
+ 12αk
[‖x˘k+1 − xˆk‖2 − ‖xk+1 − xˆk‖2 − ‖x˘k+1 − xk+1‖2]
− τk(1−τk)µh2 ‖x˜k+1 − xk‖2 − µh2 ‖x˘k+1 − xk+1‖2
(93)
≤ (1− τk)h(xk) + τkh(x) + τ
2
k
2βk
‖x˜k − x‖2 − τk(τk+βkµh)2βk ‖x˜k+1 − x‖2
+ 〈∇f(xˆk) +∇xφρk(xˆk, sk+1, y˜k), (1− τk)xk + τkx− xk+1〉
− 12
(
1
βk
− 1αk
)
‖x˘k+1− xˆk‖2 − 12αk ‖xk+1−xˆk‖2 − 12
(
1
αk
+µh
)
‖x˘k+1−xk+1‖2.
(102)
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On the other hand, by the Lf -smoothness and the convexity of f , one can show that
f(xk+1) ≤ f(xˆk) + 〈∇f(xˆk), xk+1 − xˆk〉+ Lf2 ‖xk+1 − xˆk‖2
≤ (1− τk)f(xk) + τkf(x) + 〈∇f(xˆk), xk+1 − (1− τk)xk − τkx〉
− (1−τk)τkµf2 ‖xk − x‖2 + Lf2 ‖xk+1 − xˆk‖2.
Moreover, by the sk+1-subproblem in (20), we get exactly (72) again, which implies
H(−sk+1) ≤ (1− τk)H(−sk) + τkH(−s)
+ 〈∇sφρk(xˆk, sk+1, y˜k), (1− τk)sk + τks− sk+1〉.
(103)
Finally, combining (102)-(103), we obtain (94).
Proof (Proof of Lemma 9) Combining (24) and the definition of Lk in (26), we have
Lk = Lg
(
y˜k + ρk[g(xˆ
k) + sk]
)
. Thus we can use (19) in Lemma 1 and the Mg-Lipschitz
continuity of g to get
φρk(x
k+1,sk+1,y˜k)≤ φρk(xˆk, sk+1, y˜k) + 〈∇xφρk(xˆk, sk+1, y˜k), xk+1 − xˆk〉
+
Lk+ρkM
2
g
2 ‖xk+1 − xˆk‖2,
φρk(x, s, y˜
k) ≥ φρk(xˆk, sk+1, y˜k) + 〈∇xφρk(xˆk, sk+1, y˜k), x− xˆk〉
+ 〈∇sφρk(xˆk,sk+1,y˜k), s−sk+1〉+ ρk2 ‖[g(x)+s]− [g(xˆk)+sk+1]‖2.
(104)
Letting (x, s) := (xk, sk) in the second inequality of (104), we get
φρk(x
k, sk, y˜k) ≥ φρk(xˆk, sk+1, y˜k) + 〈∇xφρk(xˆk, sk+1, y˜k), xk − xˆk〉
+ 〈∇sφρk(xˆk, sk+1, y˜k), sk − sk+1〉
+ ρk2 ‖[g(xk) + sk]− [g(xˆk) + sk+1]‖2.
(105)
Multiplying the second inequality of (104) by τk, multiplying (105) by 1 − τk, and then
adding them to the first inequality of (104), we arrive at (95). 
C.2 Proof of Theorem 4: O (1/k2) ergodic convergence rate of Algorithm 2
To prove Theorem 4, we need the following two technical lemmas.
Lemma 10 Let ρk, βk, and ηk be defined by (41) and (42) of Theorem 4. Then, for all
k ∈ N, we haveβk ≤
Γ
Lf+ρkMˆ2
, ρk ≥ ρ0 + (
√
1 + µhβ0 − 1)ρ0k,
1+µhβk
βk
= 1θk+1βk+1 ,
1
ρk
= 1θk+1ρk+1 , and
1
ηk
= 1θk+1ηk+1 .
(106)
Lemma 11 Let ρk, βk, and ηk be defined by (41) and (42) of Theorem 4. Then for k ∈ N,
Lg
[‖y?‖+ ‖y˜k − y?‖+ ρkMg‖x˜k − x?‖] ≤ ρk [(2− Γ )Mˆ2 − M2gγ ] . (107)
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Proof (Proof of Theorem 4) By Lemma 11, (107) holds for all k ∈ N. Thus, using the
same lines from (108) to (110), we have for all j ∈ N any (x, s, y) ∈ Rp × Rm × Rm that
L(xj+1, sj+1, y)− L(x, s, yj+1) τk≡1= L(xj+1, sj+1, y)− L(x, s, y˘j+1)
≤
[
1
2βj
‖x˜j−x‖2 + 12ηj ‖y˜j−y‖2
]
− 1θj+1
[
1
2βj+1
‖x˜j+1−x‖2 + 12ηj+1 ‖y˜j+1−y‖2
]
.
Multiplying the last inequality by 2ρj and noticing that
ρj
θj+1
= ρj+1, it leads to
2ρj [L(xj+1, sj+1, y)− L(x, s, yj+1)] ≤ ρj
[
1
βj
‖x˜j − x‖2 + 1ηj ‖y˜j − y‖2
]
− ρj+1
[
1
βj+1
‖x˜j+1 − x‖2 + 1ηj+1 ‖y˜j+1 − y‖2
]
.
Summing up this inequality from j := 0 to j := k − 1, we obtain
k−1∑
j=0
ρj [L(xj+1, sj+1, y)− L(x, s, yj+1)] ≤ ρ0
2
[
1
β0
‖x0 − x‖2 + 1
η0
‖y0 − y‖2
]
=
ρ0R20(x, y)
2
.
Dividing it by
∑k−1
j=0 ρj , and using the convexity of L in x and s, and the concavity in y,
and {(x¯k, y¯k)} defined by (43) and s¯k := (∑k−1j=0 ρj)−1∑k−1j=0 ρjsj+1, we get
L(x¯k, s¯k, y)− L(x, s, y¯k)
(43)
≤ 1∑k−1
j=0 ρj
∑k−1
j=0 ρj
[L(xj+1, sj+1, y)− L(x, s, yj+1)] ≤ ρ0R20(x,y)
2
∑k−1
j=0 ρj
.
By the second inequality in (106) of Lemma 10, we have
k−1∑
j=0
ρj ≥ kρ0 + 1
2
(
√
1 + µhβ0 − 1)ρ0k(k − 1) ≥ 1
2
(
√
1 + µhβ0 − 1)ρ0k(k − 1).
Combining the above two inequalities, we eventually get
L(x¯k, s¯k, y)− L(x, s, y¯k) ≤ R
2
0(x, y)
(
√
1 + µhβ0 − 1)k(k − 1)
.
Therefore, we can use the same lines as in the proof of Theorem 1 to prove (44). 
Proof (Proof of Lemma 10) We prove the first inequality in (106) by induction. First, it
holds with equality for k = 0 due to the definition of β0. Furthermore, if it holds for k ≥ 0,
then we can show that it holds for k + 1. Indeed, we have
βk+1
(42)
= θk+1βk ≤ θk+1Γ
Lf + ρkMˆ2
=
Γ
Lf
θk+1
+ ρkθk+1 Mˆ
2
(42)
≤ Γ
Lf + ρk+1Mˆ2
.
Thus the first inequality of (106) is also true for k + 1. By induction, the first inequality in
(106) holds for all k ∈ N.
To prove the second inequality of the first line in (106), we notice that (42) implies
ρk+1
(42)
= ρk
√
1 + µhβk = ρk
(
1 + µhβk
1+
√
1+µhβk
)
(42)
= ρk +
µhβ0ρ0
1+
√
1+µhβk
βk≤β0≥ ρk + µhβ0ρ01+√1+µhβ0 = ρk + (
√
1 + µhβ0 − 1)ρ0.
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The desired inequality is then achieved via induction.
The first statement of the second line in (106) holds since
1 + µhβk
βk
(42)
=
1
θ2k+1βk
(42)
=
1
θk+1βk+1
.
The last two equations of (106) directly follow from the update of ηk and ρk in (42). 
Proof (Proof of Lemma 11) We prove (107) by induction. For k = 0, the inequality (107)
holds due to the second line in (41). Suppose that (107) holds for all k ∈ {0, 1, · · · ,K} for
some K ∈ N. Then by the definition of Lk in Lemma 3 and the same lines as (76), for all
k ∈ {0, 1, · · · ,K}, we can show that
Lk
(76)
≤ Lg
[‖y?‖+ ‖y˜k − y?‖+ ρkMg‖x˜k − x?‖] ≤ ρk [(2− Γ )Mˆ2 − M2g
γ
]
. (108)
By the update of αk, ηk and βk in (42), the first inequality of (106), and (108), we have
1
αk
(
1− βkαk
)
+ 1αk − Lk − Lf −
ρ2kM
2
g
ρk−ηk
(42)(106)
≥ (1− Γ )(Lf + ρkMˆ2) + ρkMˆ2 − Lk − ρkM
2
g
γ
(108)
≥ (2− Γ )ρkMˆ2 − ρkM
2
g
γ − ρk
[
(2− Γ )Mˆ2 − M
2
g
γ
]
= 0.
(109)
Using this inequality, τk := 1, and (x, s, y) := (x
?, s?, y?) into (40) of Lemma 3 yields
0 ≤ Lρk(xk+1, sk+1, y?)− P?
(40)(109)
≤ 12βk ‖x˜k − x?‖2 −
1+βkµh
2βk
‖x˜k+1 − x?‖2 + 12ηk
[‖y˜k − y?‖2 − ‖y˜k+1 − y?‖2]
(106)
=
[
1
2βk
‖x˜k − x?‖2 + 12ηk ‖y˜k − y?‖2
]
− 1θk+1
[
1
2βk+1
‖x˜k+1 − x?‖2 + 12ηk+1 ‖y˜k+1 − y?‖2
]
.
(110)
Multiplying (110) by 2ρk, and noticing that ρk ≤ ρkθk+1 = ρk+1, we get
ρk
[
1
βk+1
‖x˜k+1 − x?‖2 + 1ηk+1 ‖y˜k+1 − y?‖2
]
≤ ρk+1
[
1
βk+1
‖x˜k+1 − x?‖2 + 1ηk+1 ‖y˜k+1 − y?‖2
]
≤ ρk
[
1
βk
‖x˜k − x?‖2 + 1ηk ‖y˜k − y?‖2
]
.
By induction, the above holds for k ∈ {0, 1, · · · ,K}. Consequently, one has
1
βk+1
‖x˜k+1 − x?‖2 + 1ηk+1 ‖y˜k+1 − y?‖2 ≤ 1β0 ‖x0 − x?‖+ 1η0 ‖y0 − y?‖2 = R20(x?, y?),
which implies that ‖x˜k+1 − x?‖ ≤√βk+1R0(x?, y?) and ‖y˜k+1 − y?‖ ≤ √ηk+1R0(x?, y?).
Finally, using the above estimates, we can easily deduce
1
ρK+1
(‖y?‖+ ‖y˜K+1 − y?‖+ ρK+1Mg‖x˜K+1 − x?‖)
≤ 1ρK+1 ‖y?‖+
(√
ηK+1
ρK+1
+Mg
√
βK+1
)
R0(x?, y?)
(42)
≤ 1ρ0 ‖y?‖+
(√
η0
ρ0
+Mg
√
β0
)
R0(x?, y?)
(41)
≤ 1Lg
[
(2− Γ )Mˆ2 − M
2
g
γ
]
.
This inequality shows that (107) also holds for K + 1. By induction, we have thus proved
that (107) holds for all k ∈ N. 
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C.3 Proof of Remark 3: Initializing parameters in Theorem 4
For simplicity, we set ρ0 := 1, γ := Γ :=
1
2 . Using the same lines as (79) and (80) in the
proof of Remark 1, it is clear that we only need the following inequality for (41) to hold:
LgD
(
1 +
√
Lf + Mˆ2 + 1 +Mg
√
1 + 1
Lf+Mˆ2
)
≤ 3Mˆ22 − 2M2g . (111)
Let
Mˆ2 ≥ Lf + 1. (112)
Then, Lf + Mˆ
2 + 1 ≤ √2Mˆ and 1
Lf+Mˆ2
≤ 1. Substituting these into (111), we can see that
(111) holds if
LgD(1 +
√
2Mˆ +
√
2Mg) ≤ 3Mˆ
2
2
− 2M2g ,
which can be solved as
Mˆ ≥ 2
3
√
2L2gD
2 + 3(2M2g + LgD +
√
2LgDMg). (113)
Combining (112) and (113), we finally get (45). 
C.4 Proof of Theorem 5: O (1/k2) semi-ergodic rate of Algorithm 2
Firstly, the update of {τk} in (47) leads to
τ2k = (1− τk)τ2k−1 and
1
k + 1
≤ τk ≤ 2
k + 2
. (114)
Thus ρk−1 = ρ0τ2k−1
= (1−τk)ρ0
τ2k
= (1− τk)ρk, which implies
ρk > ηk, ρk ≥ ρ0, 1
2ηk
=
1− τk
2ηk−1
, and ρk−1 − (1− τk)ρk = 0. (115)
By the equality in (46), the updates in (47), and (114), for k ≥ 1, we have
τ2k
2βk
(47)
=
τ2k(Lf+ρkMˆ
2)
2Γ
(115)
=
τ2k [Lf+(ρk−1+τkρk)Mˆ
2]
2Γ =
τ2k(Lf+ρk−1Mˆ
2)
2Γ +
τ3kρkMˆ
2
2Γ
(47)
=
τ2k
2βk−1
+ τkρ0Mˆ
2
2Γ
(46)
=
τ2k
2βk−1
+ τkµh4
(114)
≤ (1−τk)τ
2
k−1
2βk−1
+ (1−τk)τk−1µh2
= (1−τk)τk−1(τk−1+βk−1µh)2βk−1 .
Moreover, by definition of s∗ and y∗, it is easily shown that (84) of Lemma 7 still holds.
Therefore, by the first inequality of (46) and y0 := 0, we can derive that
1
αk
(
1− βkαk
)
+ 1αk − Lk − Lf −
ρ2kM
2
g
ρk−ηk
(47)(84)
≥ (1− Γ )(Lf + ρkMˆ2) + ρkMˆ2 − ρkM
2
g
γ
− Lg
(
2‖y∗‖+ ρkγ [(2− γ)Bg + 2(1− γ)‖s∗‖]
)
= ρk
(
(2− Γ )Mˆ2 − 1γ [M2g + (2− γ)BgLg + 2(1− γ)‖s∗‖Lg]
)
+ (1− Γ )Lf − 2Lg‖y∗‖
(46)
≥ 0,
(116)
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Combining (115)-(116), we can simplify the relation (40) in Lemma 3 as
Lρk(xk+1, sk+1, y)− L(x, s, y¯k+1) + τk(τk+βkµh)2βk ‖x˜k+1 − x‖2 + 12ηk ‖y˜k+1 − y‖2
≤ (1− τk)
[
Lρk−1(xk, sk, y)− L(x, s, y¯k) + τk−1(τk−1+βk−1µh)2βk−1 ‖x˜k − x‖2 + 12ηk−1 ‖y˜k − y‖2
]
.
Here, we have used the fact that the y˘k defined in (26) is equal to the ergodic iterate
y¯k defined in the statement of Theorem 5, thus we replace y˘k by y¯k. By induction, this
inequality implies that
L(xk, sk, y)− L(x, s, y¯k) ≤ Lρk−1(xk, sk, y)− L(x, s, y¯k) ≤
[∏k−1
j=1 (1− τj)
]
×
[
Lρ0(x1, s1, y)− L(x, s, y¯1) + τ0(τ0+β0µh)2β0 ‖x˜1 − x‖2 + 12η0 ‖y˜1 − y‖2
]
(40)(114)
=
(∏k−1
j=1
τ2j
τ2j−1
)(
τ20
2β0
‖x˜0 − x‖2 + 12η0 ‖y˜0 − y‖2
)
(114)
≤ 2
(k+1)2
[
1
β0
‖x0 − x‖2 + 1η0 ‖y0 − y‖2
]
= 2
(k+1)2
R20(x, y).
Using the last estimate we can prove (48) in a similar manner as in the proof of Theorem
2. We therefore omit the details here. 
C.5 Proof of Theorem 6: min{O (1/k2) , o(1/(k2√log k))} non-ergodic rate
Since y˜k is projected onto Bk−1, we can use the definition of y∗ and similar arguments as
(87) to show that Lk ≤ Lg[2‖y∗‖+ρk−1(Ry +Bg)]. Now, by the first inequality in (49), and
the update of αk and βk in (50), we can show that
1
αk
(
1− βkαk
)
+ 1αk − Lk − Lf −
ρ2kM
2
g
ρk−ηk
(50)
≥ (1− Γ )(Lf + ρkMˆ2) + ρkMˆ2 − Lg [2‖y∗‖+ ρk(Ry +Bg)]− ρkM
2
g
γ
= ρk
[
(2− Γ )Mˆ2 − M
2
g
γ − Lg(Ry +Bg)
]
+ (1− Γ )Lf − 2Lg‖y∗‖
(49)
≥ 0.
Utilizing this inequality and the update rules (50) into (40) of Lemma 3, we can derive
L(xk+1, sk+1, y)− L(x, s, y˘k+1) + (k+cc )2 · ρ02 ‖g(xk+1) + sk+1‖2
≤ kk+c
[
L(xk, sk, y)− L(x, s, y˘k) + (k+c−1c )2 · ρ02 ‖g(xk) + sk‖2]
+
τ2k
2βk
‖x˜k − x‖2 − τk(τk+βkµh)2 ‖x˜k+1 − x‖2
+
(
c
k+c
)2
· 12η0
[‖y˜k − y‖2 − ‖y˜k+1 − y‖2]
− k[(k+c−1)2−k(k+c)]c2(k+c) · ρ02 ‖g(xk) + sk‖2.
(117)
Since y? ≤ ρ0Ry, we have y? ∈ B0 ⊆ Bk. We can thus substitute (x, s, y) := (x?, s?, y?) into
(117), and then abbreviatea2k :=
ρ0
2 ‖g(xk) + sk‖2, b2k := (k+c)
2τ2k
2βk
‖x˜k − x?‖2, d2k := 12η0 ‖y˜k − y?‖2,
and G˜k := L(xk, sk, y?)− L(x?, s?, y˘k) = L(xk, sk, y?)− P? ≥ 0.
(118)
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Then, we can simplify (117) as:
G˜k+1 +
(
k+c
c
)2
a2k+1 ≤ kk+c
[
G˜k +
(
k+c−1
c
)2
a2k
]
+
b2k
(k+c)2
− τk(τk+βkµh)2βk ‖x˜k+1 − x?‖2
+
(
c
k+c
)2
(d2k − d2k+1)− kc2(k+c) [(k + c− 1)2 − k(k + c)]a2k
≤ kk+c G˜k +
(
k
c
)2
a2k +
1
(k+c)2
(b2k − b2k+1) +
(
c
k+c
)2
(d2k − d2k+1).
(119)
where in the second inequality we have used the definition of b2k+1 in (118) and that
τk(τk+βkµh)
2βk
− (k+c+1)
2τ2k+1
2(k+c)2βk+1
(50)
= cµh2(k+c) − [2(k+c)+1]ρ0Mˆ
2
2(k+c)2Γ
≥ 12(k+c)
(
cµh − (2c+1)ρ0Mˆ
2
cΓ
) (49)
≥ 0,
which implies that τk(τk+βkµh)2βk ‖x˜k+1 − x?‖2 ≥ 1(k+c)2 b2k+1. Multiplying both sides of (119)
by (k + c)
2
and rearranging the result, we get
∆2k+1 := (k + c)
2
G˜k+1 +
(k+c)4
c2 a
2
k+1 + b
2
k+1 + c
2d2k+1
≤ k(k + c)G˜k + k
2(k+c)2
c2 a
2
k + b
2
k + c
2d2k
≤
[
(k + c− 1)2 − (c− 2)(k + c− 1)
]
G˜k
+
(
(k+c−1)4
c2 − (c−2)(k+c−1)
3
c2
)
a2k + b
2
k + c
2d2k
= ∆2k − (c− 2)
[
(k + c− 1)G˜k + (k+c−1)
3
c2 a
2
k
]
.
(120)
where we have used c > 2 and the following elementary facts:{
k(k + c) ≤ (k + c− 1)2 − (c− 2)(k + c− 1),
k2(k + c)
2 ≤ (k + c− 1)4 − (c− 2)(k + c− 1)3.
Using (120), and by induction, we can deduce (k + c− 1)2G˜k + (k+c−1)
4
c2 a
2
k ≤ ∆2k ≤ ∆20. In
particular, we obtain
L(xk, sk, y?)− P? ≤ G˜k ≤ ∆
2
0
(k+c−1)2 and ‖g(xk) + sk‖ = ak
√
2
ρ0
≤ c
√
2/ρ0∆0
(k+c−1)2 . (121)
Furthermore, summing up (120) from j := 0 to j := k, we also get
(c− 2)
k∑
j=0
[
(j + c− 1)G˜j + (j + c− 1)
3
c2
a2j
]
≤
k∑
j=0
(∆2j −∆2j+1) ≤ ∆20 < +∞.
Since c > 2 and G˜j ≥ 0, if we apply Lemma 4(b), then we can easily show that
lim inf
k→∞
(k2 log k)
[
G˜k +
(
kak
c
)2]
= 0. (122)
Notice that (121) and (122) are the parallel counterparts of (90) and (92) in proof Theorem 3.
Therefore, the remaining proof of Theorem 6 is similar to the one in Theorem 3, and we
omit the verbatim here. 
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D Proof of Theorem 7: Convergence rates of Algorithms 1 and 2 to solve (CP)
Using the same lines as in the proof of Theorem 1 in Appendix B.2, we can see that (75)
still holds with L defined in (51). Substituting (x, s) := (x?, s?) into (75), we get
F (x¯k) + 〈y, g(x¯k) + s¯k〉 − F ? ≤ R
2
0(x
?, y)
2k
.
Let R0(y) := R20(x?, y), then for any fixed r > 0, we have
F (x¯k)− F ? ≤ F (x¯k)− F ? + r‖g(x¯k) + s¯k‖ ≤ 1
2k
sup{R0(y) : ‖y‖ ≤ r}. (123)
On the other hand, by the saddle-point relation (14), we have
F (x¯k) + 〈y?, g(x¯k) + s¯k〉 = L(x¯k, s¯k, y?) ≥ L(x?, s?, y?) = F ?.
By the Cauchy-Schwarz inequality, the last estimate leads to
F (x¯k)− F ? ≥ −〈y?, g(x¯k) + s¯k〉 ≥ −‖y?‖‖g(x¯k) + s¯k‖. (124)
Substituting (124) into (123), we get
(r − ‖y?‖)‖g(x¯k) + s¯k‖ ≤ 1
2k
sup{R20(y) : ‖y‖ ≤ r}.
Let us choose r := ‖y?‖+ 1. Notice that s¯k ∈ K due to (20), dom(H) = −K, and that K is
convex. Therefore, the last inequality becomes
dist−K
(
g(x¯k)
)
= inf
s∈K
‖g(x¯k) + s‖ ≤ ‖g(x¯k) + s¯k‖
≤ 12k sup{R20(y) : ‖y‖ ≤ ‖y?‖+ 1}
(28)
≤ 12k
[
1
β0
‖x0 − x?‖2 + 1η0 (‖y0‖+ ‖y?‖+ 1)
2
]
,
(125)
Combining (123), (124), and (125), we arrive at the conclusion in Statement (a).
Statement (b) can be proved in a similar way as above, thus we omit the verbatim.
The first part of Statement (c) follows from (90). For the second part, notice that (92) still
holds. Applying Lemma 4(c, part(i)) with uk := G˜k, vk := ak, t1 :=
1
c , and t2 := ‖y?‖+ 1,
we get
lim infk→∞ k
√
log k[|F (xk)− F ?|+ ‖g(xk) + sk‖]
≤ lim infk→∞ k
√
log k[L(xk, sk, y?)− F ? + (‖y?‖+ 1)‖g(xk) + sk‖] = 0,
which is exactly the second part of Statement (c).
The last three statements: Statements (d), (e), and (f), can be proved the same way as
the first three statements. We therefore omit the details. 
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