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Abstract
Semidefinite programs are convex optimization problems arising in a wide variety of applications
and are the extension of linear programming. Most methods for linear programming have been gen-
eralized to semidefinite programs. Just as in linear programming, duality theorem plays a basic and
an important role in theory as well as in algorithmics. Based on the discretization method and con-
vergence property, this paper proposes a new proof of the strong duality theorem for semidefinite
programming, which is different from other common proofs and is more simple.
 2004 Elsevier Inc. All rights reserved.
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Consider the following semidefinite programming problem (SDP):
(P) min cT x s.t. F(x) 0, (0.1)
where F(x) := F0 + ∑mi=1 xiFi , c ∈ Rm, Fi ∈ Rn×n, i = 0,1, . . . ,m, are symmetric
and Fi , i = 1, . . . ,m, linearly independent. By “” we denote the Löwner partial order,
i.e., F(x) 0 means that yT F (x)y  0 for all y ∈ Rn. Obviously, the feasible set of (P) is
convex.
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arises in a number of important applications such as control theory, combinatorial opti-
mization, matrix theory, etc. Many convex optimization problems, e.g., linear programming
and (convex) quadratically constrained quadratic programming can be cast as semidefinite
programs [1,3,8]. As in linear programming, dual theorem plays a basic and an important
role in theory as well as in algorithmics. In this note we intend to provide a new proof
of dual theorem for semidefinite programming based on discretization of semiinfinite pro-
gramming [4–7], though this result has been known for a long time [1,3].
The dual problem of (P) is the following [1,3]:
(D) max −TrF0Z s.t. TrFiZ = ci, Z  0, (0.2)
where Tr denotes the trace of a matrix.
Obviously, the equivalent linear semiinfinite programming (LSIP) form of (P) is
(P′) min cT x s.t. aT (y)x + b(y) 0, for any y ∈ Y, (0.3)
where Y = {y ∈ Rn | yT y = 1}, aT (y) = (yT F1y, yT F2y, . . . , yT Fmy), b(y) = yT F0y.
Roughly speaking, in the discretization method we choose a finite grid set Yd ⊂ Y to
replace the infinite index set Y in semiinfinite programming (SIP) [2,5], and get the dis-
cretized problem of (SIP). Thus one can use constrained optimization methods to solve
the discretized problem in order to obtain an approximate solution of (SIP) for sufficient
small d , where d denotes the Hausdorff distance between Y and Yd , i.e.,
d := dist(Yd,Y ) = max
y∈Y minyˆ∈Yd
‖yˆ − y‖.
It measures the fineness of the mesh grid Yd . Discretization provides a way to solve (SIP)
[2,5]. However in this note we want to propose a more simple proof of the strong duality
theorem for (SDP) with the idea of discretization.
The discretized problem of (P′) is
(Pd) min cT x s.t. aT (y)x + b(y) 0, for any y ∈ Yd, (0.4)
where Yd ⊂ Y := {y ∈ Rn | yT y = 1} is a grid.
First we recall the following denotations and definitions [1–3]:
XP (Y ) = {x | yT F (x)y  0, for any y ∈ Y}⊂ Rn.
It can be seen that XP (Y ) is convex. Let Yd ⊂ Y , |Yd | < ∞,
XP (Yd) =
{
x | yT F (x)y  0, for any y ∈ Yd
}
.
Definition 1. P -level sets (for level κ) are defined by
L(XP , c, κ) =
{
x ∈ XP (Y ) | cT x  κ}.
Definition 2. The problem (P) is strictly feasible if there exists an x with F(x)  0. Here
F(x)  0 means that the matrix is positive definite.
Definition 3. The problem (D) is strictly feasible if there exists a Z with Z = ZT  0,
TrFiZ = ci , i = 1, . . . ,m.
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bounded.
Proof. Since (P) is strictly feasible, there is an x˜ with
yT F (x˜)y > 0, for all y ∈ Y.
If the statement is false, we must have a P -level set denoted by
L(XP , c, κ) = {x ∈ XP | cT x  κ}
which is unbounded. Then there exists a sequence of points xk ∈ L(XP , c, κ) such that
‖xk‖ → ∞ for k → ∞. We can write xk in the form
xk = x1 + tkhk, with ‖hk‖ = 1, tk > 0, tk → ∞.
By choosing a subsequence (if necessary) we can assume hk → h, ‖h‖ = 1 and write
hk = h + vk , vk → 0. By feasibility of xk it follows that
F0 +
m∑
i=1
x1i Fi + tk
(
m∑
i=1
(
hi + vki
)
Fi
)
 0.
After division by tk and letting k → ∞ we deduce ∑mi=1 hiFi  0. With the condition that
(D) is strictly feasible, we have some Z = ZT  0 such that TrFiZ = ci , i = 1, . . . ,m. So
we have
cT h =
m∑
i=1
hi Tr(FiZ) = Tr
(
m∑
i=1
hiFi
)
Z  0.
If cT h = 0, then by the property of trace [1] we have that (∑mi=1 hiFi)Z = 0. Since
(
∑m
i=1 hiFi)  0, Z  0, we can conclude that
∑m
i=1 hiFi = 0. It contradicts the fact
that Fi , i = 1, . . . ,m, are linearly independent. If cT h > 0, then cT xk = cT x1 + tk(cT h +
cT vk) → ∞ as k → +∞. It contradicts the fact that
{x + th}t>0 ⊂ L(XP , c, κ) = {x ∈ XP | cT x  κ}.
Hence the statement is true. 
Lemma 2. If (P) is feasible and (D) is strictly feasible, then for every  > 0, there exists
δ > 0 such that for Yd ⊂ Y , d(Yd) < δ , it is the case that (Pd) is solvable and for every
solution xd , there exists a solution x∗ of (P) such that ‖xd − x∗‖ < .
Proof. Notice that the problem (P) is equivalent to the problem (P′), and with Lemma 1
and Theorem 4.4 in [2], the result follows. 
Remark. The dual (D′) of (P′) can be got easily, and by Lemma 12.6 in [3] we know that
(D) is strictly feasible iff c ∈ intcone{a(y) | y ∈ Y } in the notation of [2] or [3]. So (D′) is
superconsistent [2]. By Theorem 6.11 in [2] if (P) is consistent it follows that (D) is strictly
feasible iff P -level sets are bounded.
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problem (D). Then one has the following strong duality theorem.
Theorem 1. If (P) is feasible and (D) is strictly feasible, then val(P) = val(D). Moreover
a solution x∗ of (P) exists.
Proof. By Lemma 1 the P -level sets are bounded and closed thus compact (and nonempty
for κ large enough). Consequently, a solution x∗ of (P) exists.
Denote Yd = {y1, y2, . . . , yl} , then (Pd) is a linear optimization problem with l = ld
constraints, i.e.,
min cT x s.t. Ax  b,
where
A = −

y
T
1 F1y1 · · · yT1 Fmy1
...
. . .
...
yTl F1yl · · · yTl Fmyl

 , b =

y
T
1 F0y1
...
yTl F0yl

 . (0.5)
With duality of linear programming, we get the dual of (Pd):
(Dd) max −TrF0Z s.t TrFiZ = ci, i = 1, . . . ,m, Z ∈ Zd, (0.6)
where Zd = {Z | Z =∑lj=1 tj yj yTj , tj  0, j = 1, . . . , l}.
Let val(Pd) be the value of the problem (Pd), and val(Dd) be the value of the problem
(Dd). For every feasible x and Z to (P) and (D), respectively, we have
cT x − (−TrF0Z) = Tr
(
F0 +
m∑
i=1
xiFi
)
Z  0.
Therefore,
val(P) val(D). (0.7)
Let x∗ be an optimal solution of (P). By Lemma 2, we can generate solutions xd of
problem (Pd) such that xd → x∗ as d → 0. Since the feasible set of (P) is included in the
feasible set of (Pd), it follows that
val(Pd) val(P). (0.8)
At the same time, by using the Lemma 2 we have val(Pd) → val(P) as d → 0. So
val(Pd) is bounded for sufficient small d . Now with dual theorem of linear programming
we have val(Pd) = val(Dd). While the feasible set of (Dd) is included in the feasible set
of (D), so
val(Dd) val(D). (0.9)
Letting d tend to zero yields
val(P) = lim val(Pd) = lim val(Dd) val(D). (0.10)
Therefore val(P) = val(D) from (0.7). 
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