Abstract-This paper concentrates on the problem of designing 2 state-feedback controllers for continuous-time Markovian jump linear systems (MJLSs) with more general transition rates. The elements in the considered transition rates matrix include completely known, boundary known and completely unknown ones. Some new techniques are proposed to deal with transition probabilities, and less conservative conditions than those in [14] for 2 performance analysis of MJLs are obtained in the framework of linear matrix inequalities. Moreover, the unknown transition probabilities can be decoupled from the Lyapunov matrices. As a result, new sufficient conditions for 2 controller vis state feedback are proposed. Finally, a numerical example is given to verify the effectiveness and superiority of the proposed method.
I. INTRODUCTION
Markov jump linear systems (MJLSs) are multi-modal systems which consist of a family of linear systems with randomly jumping parameters, where the jumps among different subsystems are governed by the transitions of a Markov chain. Markov jump systems have been used widely to model many practical systems, such as power systems, manufacturing systems and economic systems in which they may experience failure or repairs, abrupt environmental disturbances, abrupt changes in the operating point of a nonlinear plant and so on (see [4] , [11] ). Theoretical results of this class of systems have been applied in many processes, such as target tracking, manufactory processes, solar thermal receivers, and faulttolerant systems. Some examples can be found in [1] , [13] , [16] .
In the Markov jumping process, the transition probabilities play a key role to system dynamics and performance. Usually, they are assumed to be completely known. Based on this condition, a lot of research results have been work out in the literature, such as [10] , [12] , [15] . However, in many practical engineering applications, all of the transition probabilities elements can not be obtained easily, and some elements might be time-variable in some cases. Therefore, the study of Markov jump systems with partly known transition probabilities becomes a necessary and some well known results about stochastic stability and 2 control problems have been published in [5] , [6] , [17] - [19] .
In some cases, the exact value of some elements of the transition probability matrix can not be obtained, but their lower and upper bounds can be determined. The case has been addressed by [2] , but its method cannot be used to deal with the case where there is no information available for transition probabilities. In [14] , the 2 control problem for MJLS with more general partly known transition probabilities are investigated, which covers the cases that the transition probabilities are exactly known, completely unknown, and unknown but with known bounds. However, a conservative condition to relax inequality is used to derive the main result.
Motivated by this, in this paper, a new relaxed inequality condition with more freedom is proposed to deal with the 2 performance analysis and controller synthesis problem for continuous-time MJLSs with the more general transition rates in [14] . Based on the new proposed technique, less conservative sufficient conditions than those in [14] for 2 performance analysis are derived in terms of linear matrix inequalities. As a result, the corresponding 2 controller design are obtained. The effectiveness and superiority of the proposed method are illustrate by a numerical example. This paper is organized as follows: The problem statement and preliminaries are presented in Section 2. 2 controller design are given in Section 3. In Section 4, a numerical examples are given to illustrate the effectiveness of the results and the conclusions are made in Section 5.
II. PROBLEM STATEMENT AND PRELIMINARIES
Consider the following class of continuous-time MJLSs:
where ( ) ∈ is the state variable, ( ) ∈ is the control input, ( ) ∈ is the disturbance input, which is assumed to be an arbitrary signal in the space of square integrable vector functions of a given dimension over [0, ∞), ( ) ∈ is the measured output. ( ) is a time-homogeneous Markov process with right continuous trajectories and takes values on the finite set ={1, 2, ⋅ ⋅ ⋅, } with the following mode transition probabilities:
transition rate from mode to mode , and
In this paper, more general transition probabilities of the jumping process in [14] are considered. Namely, some elements in matrix have been exactly known, some ones have been merely known with lower and upper bounds, and others may have no information to use. For instance, the transition probability matrix might be described by matrix ⎡
where "?" denote the unaccessible elements, and have known lower and upper bounds ( ≤ ≤¯and ≤ ≤¯) and is exactly known. For notation clarity, ∀ , ∈ , we further rewrite = ∪ with
where and¯are known lower and upper bounds of , respectively. Remark 1. In order to get more general result, this paper consider that include two cases. One is that is exactly known, and the other is that it is unknown but with upper and lower known bounds. If is exactly known, it also can be seen as a rate with equal bounds. The set represents the unknown transition probabilities considered in [19] .
To facilitate the later discussion, two sets are defined as follows
where ℒ (ℒ ) ∈ ℕ + represents the index set of the th known (unknown) element in the th row of the transition probability matrix 2. Note that ℒ and ℒ may be different for each ∈ .
The probability distribution of the Markov chain at the initial time is given by = ( 1 , ⋅ ⋅ ⋅, ) in such a way that ( (0) = ) = . Some definitions are given in the following.
Definition 1 ( [7]
). The system (1) with ( ) = 0 and ( ) = 0 is said to be stochastically stable if
for any initial condition 0 = (0) and initial distribution for 0 = (0). In [8] , it has been noted that mean square stable and stochastically stable are equivalent. Definition 2 ( [9]). The 2 norm of SS system 0 is defined as
where , represents the output sequence ( )( ≥ 0) given by (1) and || , || For the deterministic case ( = 1), the above definition reduces to the normal 2 norm.
The purpose of this paper is to design a state-feedback control law
such that the following closed-loop system (6) is stochastically stable and satisfies an 2 performance bound requirement.
where¯(
The next lemma presents a standard result for the system (1), which states that the 2 -norm defined above can be calculated as the solution of a coupled set of inequalities.
Lemma 1 ( [9]). If there exist symmetric matrices
(
Then the continuous-time MJLS (1) is stochastically stable and with 2 norm less than . Remark 2. Note that Lemma 1 is based on the completely known transition probabilities. For the partly known transition probabilities considered in this paper, the method proposed by Lemma 1 cannot be directly used for stability analysis and controller synthesis. The following technical Lemma is a new condition to relax inequality, which will be used to derive the main result of this paper. Lemma 2: For any given scalars ≥ 0, and matrices ≥ 0 ( ∈ × , 1 ≤ ≤ ), then the following inequalities holds:
where ≤
Remark 3 The inequality
is introduced in Lemma 2 of [14] , to obtain design conditions. It is clear that the utilization of Lemma 2 will result in less conservativeness since max{
III. 2 CONTROLLER DESIGN
In this section, based on the newly proposed Lemma 2, new LMI-based sufficient conditions for stochastic 2 performance analysis and controller synthesis for (1) with the considered transition probabilities (2) are presented.
For presentation convenience, denote 
then the system (1) is stochastically stable and with 2 performance less than √ .
Proof. Based on Lemma 1, the system (1) is stochastically stable and has a prescribed 2 performance if (8)- (10) hold. Comparing Theorem 1 with Lemma 1, we just need to prove (12),(13) based on (9) .
According to (3), (9) can be rewritten as
As the fact that is a non-positive scalar and may be partly known, the following two cases are considered.
Case 1: ∈ , namely, is known. By Lemma 2, the following inequality is easy to get based on (15) 
If is exactly know, it is easy to see that =¯. Based on (17), the condition (12) can be obtained. 
≤ ≤¯, the inequality (13) holds. It's clear that (10)⇔ (14) . Thus the proof is achieved. Remark 4. Lemma 2 gives a less conservative condition than the Lemma 2 in [14] . And if = ∑ ∈ℒ , the Theorem 1 is equivalent to the Theorem 1 in [14] . So it is clear that Theorem 1 in this paper is less conservative than Theorem 1 in [14] .
Based on Theorem 1, some sufficient conditions for 2 controller design problem are derived in the following. Theorem 2. If there exist symmetric positive definite matrices , and general matrices , and such that
where
Then with the control law
the closed-loop system (6) with transition rate matrix (2) is stochastically stable with 2 norm less than √ .
Proof. Substitute the closed-loop system matrix (7) to Theorem 1, it follows
In order to deal with the controller synthesis problem, some transformation will be made in the following.
When is known, pre-and post-multiplying (23) with
Using Schur-complement formula, (26) can be rewritten as
Then, choose matrix
where Ψ 22 =¯− . Matrix Ω , N and N are given as
Let N = 0 and N = 0, then it follows
Thus, N and N are the nulls-paces of and , respectively.
Based on Projection Lemma in [3] and (27), (28), we have
Substitute the closed-loop system matrixes (7) to (29) and let = , (18) is obtained. Then, the equivalence between (23) and (18) is established.
Similarly, we can also prove (24)⇔ (19) . On the other hand, it is easy to prove that if (20) and (21) hold, then (25) holds. Furthermore, the controller gain = −1 can be obtained. So the proof is completed.
IV. NUMERICAL EXAMPLE
In this section, an example that used in [14] is presented to illustrate the improved effectiveness of the proposed method.
Consider a continuous-time MJLSs (1) 
In case 1, only exactly known and completely unknown elements are included in transition probability matrix. Suppose = 0.25, then the optimal 2 performance indexes for the closed-loop system (6) using Theorem 2 in this paper and Theorem 3 in [14] are listed in Table 1 . Table 1 Comparison of optimal 2 norm. this paper [14] 0.6065 0.6603
It is clear to see that this paper's method has less conservativeness. The controller gains are obtained as follows.
Next, some simulation results are given to demonstrate the effectiveness and superiority more clearly.
Here, the initial condition is 0 = [−0.5 −1] , and the disturbance is as follows
where 1 ( ) is a guassian noise, whose mean value and variance are 0 and 4, respectively. One possible system mode evolution is given as Fig. 1 . The response curve of the regulated output ( ) using the two controllers in this paper and [14] are given in Fig. 2 . It is easy to see that better output performance has been demonstrated by using this paper's method.
More general transition probabilities case is also considered here. where the elements of the matrix include exactly known, unknown but with known upper and lower bounds and completely unknown ones. From Table 2 , it is easy to see that for different ranges of , the proposed method in this paper always has better performance. Moreover, the more precise transition probabilities knowledge the system has, the better the performance may be achieved.
V. CONCLUSION
In this paper, the 2 controller design problem for continuous Markov jump linear systems (MJLSs) with partly known information has been studied. Here, the considered transition probabilities include more general cases. By introducing a new less conservation relaxed inequality condition, new sufficient conditions have been established in terms of linear matrix inequalities (LMIs) for the stochastically stalbe and 2 controller design of the considered systems, and better control performance has been made. Finally, a numerical example is given to show the effectiveness of the proposed methods.
