The mechanisms underlying the broad variety of oscillatory rhythms measured in the hippocampus during the sleep-wake cycle are not yet fully understood. In this article, we propose a computational model of the hippocampal formation based on a realistic topology and synaptic connectivity, and we analyze the effect of different changes on the network, namely the variation of synaptic conductances, the variations of the CAN channel conductance and the variation of inputs. By using a detailed simulation of intracerebral recordings, we show that this is able to reproduce both the theta-nested gamma oscillations that are seen in awake brains and the sharp-wave ripple complexes measured during slow-wave sleep. The results of our simulations support the idea that the functional connectivity of the hippocampus, modulated by the sleep-wake variations in Acetylcholine concentration, is a key factor in controlling its rhythms.
Introduction
The hippocampus can exhibit different oscillatory rhythms within the sleep-wake cycle, each of them being involved in cognitive processes. For example, theta-nested gamma oscillations, consisting of the coupling of theta (4-12Hz) and gamma (40-100Hz) rhythms, are produced during wakefulness and are associated with spatial navigation and working memory tasks (O'Keefe and Recce 1993; Axmacher et al. 2010) , whereas Sharp-Wave-Ripple (SWR) (Drever et al. 2011) , its quantitative effects on the whole hippocampal network remain unclear.
In this context, we have built a computational model of the hippocampal formation that exhibits characteristic rhythms of wakefulness and slow-wave sleep, considering the varying concentration of Ach. In order to simulate the complete hippocampal formation, our model uses point neural models (single-compartment) but having realistic dynamics (conductance-based Hodgkin-Huxley neurons). Among these neurons, some have one of the membrane channel's conductance directly linked to the level of Ach (CAN, see Giovannini et al. (2017) ). The microscopic anatomy of the neurons was approximated by two compartments (the simplest shape able to generate a relatively realistic LFP through a dipolar electric field (Pettersen et al. 2012) ), while the macroscopic anatomy of the hippocampal structure was reproduced by positioning and connecting the neurons in an anatomically realistic manner. Based on the model proposed in Hasselmo (1999) , the network's functional connectivity was changed between wakefulness and slow-wave sleep. Moreover, the stimulation entry of the network was derived from real sEEG measurements recorded during wake/sleep in the human prefrontal cortex (projecting on the entorhinal cortex). In order to compare our results with in vivo signals from the human hippocampus, we also simulated the signals recorded by a realistic macroscopic sEEG electrode placed within the network.
Our main finding is that our model can indeed reproduce both theta-nested gamma oscillations and SWR complexes in humans by changing the level of Ach, with but little influence of the input stimulus. The network connectivity seems to determine the high frequency component of the rhythms, whereas individual neurons channel conductance seem to determine its low frequency component.
In the following section, we describe our model in terms of individual neuron equations, synapses, topology, and electrode simulation, and we highlight the connectivity parameters that were changed to represent slow-wave sleep and wakefulness. We then present and analyze the oscillatory patterns we obtain.
Materials and methods

Experimental data
The LFP data we used was obtained from a patient suffering from refractory epilepsy, implanted with intracranial electrodes for surgery planning at the Neurology Service of the University Hospital (CHU) from Nancy, France. The patient gave his informed consent and the study was approved by the ethics committee of the hospital. The SEEG electrodes (Dixi Medical , France) had a diameter of 0.8mm, with 2mm-long contacts and 1.5mm inter-contact distance. The patient was notably implanted in the prefrontal cortex, the temporal lobe and the hippocampus (see Fig. 1 for an MRI image of the implatation of an electrode in the hippocampus), but the epileptogenic zone was located in another region. The position of the electrodes in the patient's brain was automatically ascertained using a procedure described in Hofmanis et al. (2011) .
Signals were recorded using Micromed , Italy acquisition system. The sampling frequency was 1024 Hz. All signals were labelled by a neurologist to identify the different Fig. 1 Coregistered CT-MRI image of the implantation of an SEEG electrode in the patient's hippocampus (coronal view) stages of the sleep-wake cycle (based on EEG signal) as well as to exclude any epileptic phenomena from the data (interictal or seizures). Therefore we assumed that, when no seizure or epileptic spike occurred, the signals from these regions were similar to that of healthy people. We used signals from wakefulness and slow-wave sleep states.
Computational model
Neuron dynamics models
The neurons in our network were simulated using a single compartment conductance-based model derived from Hodgkin-Huxley's ((Hodgkin and Huxley 1952) ). The temporal evolution of each neuron membrane potential V m followed a differential equation of the form:
where I leak is a leakage current, each I channel is the membrane current associated with the ion channel channel, I syn E and I syn I are the excitatory and inhibitory synaptic input to the cell, respectively, and η is a random gaussian noise accounting for unknown entries. Our principal excitatory neurons were pyramidal cells modelled with the following ion channels: fast sodium (I Na ), potassium (I K ), low-threshold calcium current (I Ca ), and potassium M-current (I M ) . Some pyramidal cells were also added a Calcium-Activated-Nonspecific (CAN) cationic channel, with corresponding current I CAN . In the following, these two types of pyramidal cells are referred to as non-CAN and CAN respectively. Interneurons were modelled with the following ion channels : fast sodium (I Na ), and potassium (I K ).
The complete expressions for all these ionic channel currents are detailed in Giovannini et al. (2017) .
The leakage currents obey the following equation:
where g leak is the maximum leaking conductance, A is the area of the neuron membrane and E leak is the channel reversal potential. The I K , I M and I CAN currents follow a set of equations of the form:
where m is a gating variable defined by:
For I K and I CAN , the m ∞ and τ m parameters depend on two functions α m and β m :
Similarly, the I Na and I Ca currents follow a set of equations of the form :
with two gating variables m and n, such as : i , defined by: The amplitude of the noise η (Eq. 1) simulating random unknown inputs to our network was set to 500pA.
The full expression of all the parameters defined here can be found in Tables 1 and 2 for interneurons and pyramidal neurons, respectively.
Synaptic models
The interactions between neurons were modelled as AMPA and GABA-A synapses, with I syn E and I syn I currents for excitatory and inhibitory connections respectively. These currents are described by the following bi-exponential differential equations: 
α n,N a 0.07e
Whenever a pre-synaptic spike occurs, the value of g I or g E in the post-synaptic neuron is increased by a fixed amount g max E or g max I .
The values of the synaptic resting potentials E I and E E , and the synaptic time constants of rise and decay τ g E , τ h E , τ g I and τ h I are summed up in Table 3 .
Anatomical modelling
At the macroscopic level, our network is composed of two different structures: one representing the hippocampus, and the other representing the entorhinal cortex. The hippocampus itself is divided into three substructures: the dentate gyrus, CA3 and CA1. A 10:1 ratio between pyramidal neurons and interneurons, as reported in Jinno and Kosaka (2010) for dorsal hippocampus, was respected in all regions but the dentate gyrus . The same 10:1 ratio was used between the total number of neurons in CA1 and the total number of neurons in CA3, as reported in humans in West and Gundersen (1990) .
As for the dentate gyrus, we considered a ratio 100:1 ratio between the pyramidal cells and the interneurons, because of the higher proportion of excitatory cells compared to inhibitory cells in this structure (Patton and McNaughton 1995; Jinno and Kosaka 2010) . The number of excitatory cells as well as interneurons are summed up in Table 4 . CAN pyramidal neurons were used in the entorhinal cortex, CA3 
α n,Ca −0.000457e and CA1, while non-CAN neurons were used in the dentate gyrus.
As our goal is to model realistically the population's extracellular recordings, the position of the entorhinal cortex and the hippocampal structures and the different types of neurons within them were chosen in accordance with human anatomy. A 15mm-thick layer of the hippocampal formation was reproduced in this way, with pyramidal neurons uniformly distributed within the stratum pyramidale (or within the stratum granulosum for the dentate gyrus), and interneurons uniformly distributed within the stratum oriens. For each pyramidal neuron, its projection on the stratum moleculare was also computed as an estimation of the position of its apical dendrites (Fig. 2) , and thus the orientation of the (neural) elementary dipole used for generating the extracellular recordings. In other words, at the cellular level, the detailed geometry of the pyramidal neurons was simplified to simple current dipoles (Pettersen et al. 2012) . Moreover, as interneurons contributions to the LFP are very small (Mazzoni et al. 2015) , their microscopic geometry was neglected (point neurons).
Structural connectivity
As it is commonly accepted that the hippocampal formation receives most of its external inputs through the entorhinal cortex, only these neurons receive external stimulation in our model (Andersen et al. 2007) . From this region, the neural activity propagates in the hippocampus through the so-called "tri-synaptic way", going from the entorhinal cortex to the dentate gyrus, from the dentate gyrus to CA3, from CA3 to CA1, and finally from CA1 back to the entorhinal cortex. Fewer connections are also made from the entorhinal cortex directly to CA3 and CA1 (Andersen et al. . The connection probability of any two neurons from different regions is summed up in Table 5 .
On the other hand, and as was also done in Taxidis et al. (2012) , the connection probability p between any two neurons within the same region depends on the distance D between them, following a gaussian-like distribution :
2σ 2 . The width σ of this distribution was set to 2500μm for pyramidal cells, in accordance with Ropireddy et al. (2011) (which states that hippocampal pyramidal cells make half of their connections within 1.3-1.7mm), and to the value of 350μm for interneurons, in accordance with the values reported in Freund and Buzsáki (1996) for hippocampal basket cells (which states that the transverse extent of their axon is between 900 and 1300 μm). The connection probability distributions for each region are then characterized by the probability A of two neurons within a distance D close to zero to be connected, summed up in Table 6 (Sources : Couey et al. (2013) , Patton and McNaughton (1995) , Taxidis et al. (2012) , Larimer and Strowbridge (2008) , Debanne et al. (1995) , and Knowles and Schwartzkroin (1981) . Note that parameters come from experiments on human or rat hippocampus depending on the availability of the data). Note that the synaptic connectivity within and between different structures of our network is concordant with the two-step memory process described by Hasselmo in Hasselmo (1999) for wakefulness and slow-wave sleep.
Network input
In order to represent inputs from the rest of the brain, each of the entorhinal cortex neurons is driven by a Poisson input whose variable firing rate is drawn from the envelope of the real sleep/wake SEEG signals measured in the prefrontal cortex, the lateral temporal lobe and the temporal pole.
More precisely, three groups of 10000 Poisson neurons were defined : each of their firing rates was obtained by first high-pass filtering the LFP from one of these regions above 5Hz, then taking its absolute value, and finally scaling it to a 0-200Hz range. Each of the Poisson neuron group was connected to the entorhinal cortex region with a uniform probability of 0.01 through excitatory synapses with the same conductance as above.
The inputs to the network are later referred to as "wakefulness inputs" or as "slow-wave sleep inputs" (or shortly "sleep inputs") depending on whether SEEG signals from awake or deeply sleeping states were used to compute the input of the network.
Network output: extracellular recordings
The analysed output is the extracellular potential generated by the network, both at microscopic and at macroscopic scales.
The modelling of the LFP follows the approach proposed in Mazzoni et al. (2015) . More precisely, the potential in every point in space was approximated by a weighted sum of the synaptic currents arriving at each pyramidal neuron, and neglecting the influence of the interneurons. Considering the neurons as dipoles, the contribution of a neuron of length L to the extracellular potential at any point in space, at a distance r and an angle θ from the midpoint of the neuron (see Fig. 3 ), writes as:
where σ = 0.3 S/m is the conductivity of the extracellular medium, which we considered homogeneous. The LFP at one point is the sum of the contributions from all the pyramidal neurons in the entorhinal cortex and the hippocampus (dentate gyrus, CA3, and CA1). In order to model the signal recorded by the macroscopic electrode and to compare it with real patient recordings, we averaged the LFP on two sets of 144 points evenly distributed on a cylinder of diameter 0.8mm going through the network, each of them representing a 2mm-long contact, separated by 1.5mm (as was also done in Cosandier-Rimele et al. (2007)), and computed the difference between the two resulting signals (see Fig. 2) .
Similarly to what is done by our intracranial EEG recording system, the simulated LFP was also bandpass filtered between 0.15Hz and 480Hz and downsampled to 1024Hz.
Simulation
The aim of this work is to test three main hypotheses for explaining the sleep/wake variations of the signals recorded inside the human hippocampal formation, two of which are directly linked to the concentration of Ach in the system.
1. The role of the synaptic connectivity: The varying concentration of Ach between wakefulness and slowwave sleep modulate the synaptic interactions between and within hippocampal subregions. According to Hasselmo (1999) , high Ach concentration during wakefulness reduces synaptic interactions from CA3 to CA1 and back to the entorhinal cortex, thus promoting short-term memory storage in CA3, and conversely Fig. 3 Diagram of the parameters L, r and θ used to compute the contribution of single neuron to the LFP the low concentration of Ach during sleep strengthen these connections and promotes long-term memory formation in the neocortex. More precisely, due to the presence of nicotinic and muscarinic receptors on hippocampal neurons, it has been shown that some synaptic connections are enhanced by a high Ach concentration, such as the inhibitory connections within the dentate gyrus and CA1 (Jones and Yakel 1997; Frazier et al. 1998) , or the excitatory connections from the dentate gyrus (Cheng and Yakel 2013; Gray et al. 1996) , while others are reduced, such as the excitatory connections from the entorhinal cortex (Heys et al. 2012) or CA3 (Herreras et al. 1988 ).
In our simulations, after having tested different sets of parameters, we chose to model this effect by multiplying or dividing by a factor f = 3 the conductance g max E or g max I of these connections to represent higher Ach concentration during wakefulness. These two connectivity settings, summed up in Fig. 4 , will be called later on in this article "slow-wave sleep connectivity" and "wakefulness connectivity". It is worth noting that other biological mechanisms apart from the varying concentration of Ach could also cause changes in the functional connectivity during the sleep-wake cycle, such as synaptic plasticity (Tononi and Cirelli 2006) or differential activity of distinct interneurons subtypes (Gan et al. 2017 ). 2. The role of CAN currents : As presented in Yoshida et al. (2012) , Ach also plays a key role in the activation of CAN currents in hippocampal pyramidal cells. To account for the low concentration of Ach during slowwave sleep, we chose to divide by 50 the maximum conductance g CAN of this channel in the corresponding simulations.
3. The role of the input : The last possible factor inducing sleep wake variations that we are investigating here is the (glutamatergic) input of the hippocampal network. Indeed, the inputs the hippocampal formation receives from its afferent structures also vary between wakefulness and sleep, as the whole brain exhibits different oscillatory rhythms. Therefore we chose to change the input stimulation to our network accordingly, by basing it on measured LFP signals measured in the patient's brain either during wakefulness or slow-wave sleep (see Section 2.2.5). Please note that cholinergic inputs (from the medial septum for example) are only represented by changing the two other settings (functional connectivity and CAN currents), and that other non-glutamatergic inputs are not directly modeled here.
All the simulations were performed using the Brian2 libraries for Python (Stimberg et al. 2014) , on the Grid'5000 testbed, supported by a scientific interest group hosted by Inria and including CNRS, RENATER and several Universities as well as other organizations (see https://www. grid5000.fr).
Analysis of the real and simulated signals
Meaningful events were located in the simulated signals with a method close to that of Taxidis et al. (2012) . First, the root mean square (RMS) of the signal was computed using 10ms-long time windows with no overlap, and its standard deviation (SD) was derived from its whole length. Portions of signal where the RMS was greater than 2xSD, with a peak above 4xSD, were considered as events.
The spectrum of all the events was then analyzed to determine their peak frequency and to identify the type The distribution of the peak frequencies in the different simulations performed were compared using WilcoxonMann-Whitney tests (with the purpose of avoiding making assumptions on the shape of the distributions).
In the real SEEG signals, a similar procedure was used to detect SWR, except that the RMS was computed from the 120-250Hz bandpass filtered signal and only events when the peak RMS was above 6xSD were considered.
Results
Network topology influences the measured LFP
One of the original contributions of this work is the use of an approximation of the real anatomy of the simulated systems. Therefore, regardless and previous to any sleep/wake analysis, one of our first concerns was to check what could be the benefits of using a anatomically realistic topology and connectivity compared to, say, a random one.
Figures 5 and 6 present the simulated LFP with slowwave sleep and wakefulness parameters respectively in 3 different networks: a first network with topology and connectivity as defined in Section 2, a second network with the same topology but a uniform rather than distance-related connectivity, and a third network where the connectivity was kept but where each structure's topology was replaced with a simple rectangular-shaped column. Other parameters were kept the same across simulations.
What can be seen is that both topology and connectivity influence the results of the simulations for slow-wave sleep parameters. Sharp-wave ripples-like events (see Section 3.2) can only be seen with a distance-related connectivity and not with uniform connectivity. The events obtained with the full topology are closer to the frequency of sharp-wave ripples reported in the literature (see Buzsáki (2015) ), while those obtained with a simplified topology lie within the gamma band (and there is proportionally more power in the theta and gamma bands compared to the ripple band in this case).
On the other hand, theta and gamma oscillations can be obtained with all the three networks, though the temporal aspect of the simulated signal is modified by changing either the connectivity or the topology.
A possible explanation as for why the topology and connectivity can affect so much the resulting simulations in the slow-wave sleep case is that it changes the number and sizes of interconnected neuronal clusters and therefore without a detailed topology it is hard to get the same kind of neural synchronization as seen during sharp-wave ripple complexes. To a lesser extent, changing the position of the neurons and their orientation when changing the topology also affects the resulting signal as it affects the way neural 
Sharp wave-ripples complexes appear with slow-wave sleep parameters
With slow-wave sleep connectivity, slow-wave sleep inputs, and reduced CAN currents, large amplitude events can be seen on the simulated electrode every few seconds (11 events in a typical one-minute-long simulation, with mean duration 156ms), as the one shown on Fig. 7 . Band-pass filtering them between 30 and 400Hz reveals an oscillatory pattern with peak frequency at 161Hz (SD: 9Hz) (see also Fig. 13 ), which is consistent with the literature on sharpwave ripple complexes for in vivo recordings (Buzsáki 2015) .
The ripples in the simulation also appear to happen with a timing close to that of the sharp-waves ripples in the LFP recorded in the patient's hippocampus, as shown in Fig. 8 . In ten one-minute-long signals, 228 SWR were found in the measured LFP and 235 in the corresponding simulations. 62% of the simulated events were located within 1 second of a SWR in the corresponding measured signal, the simulated SWRs occurring in average 220ms before a measured SWR (SD:1.8s).
The raster plot and population coherence measure of the different regions reveals that the sharp-wave ripples seen on the LFP come from a synchronized activity of CA1 pyramidal cells that is initiated by a strong inhibitory input from the interneurons in CA3 (followed by excitation from CA3 and then strong inhibition in CA1 itself). During the ripple, interneurons in CA1 and CA3 are relatively silent, and only get strongly synchronized again around 100ms later, possibly causing the termination of the ripple (this inhibitory activity originates from the Dentate Gyrus). This activity is similar to what has been reported for O-LM interneurons in particular (see Somogyi et al. (2014) ). The evolution of a coherence measure of the CA3 and CA1 regions during a ripple (computed as in Wang and Buzsáki (1996) on sliding windows of width 50ms with 75% overlap) is shown on Fig. 9 .
However, almost all of the CA1 pyramidal neurons fire during each of these events, therefore it does not fully respect what was reported in the literature, as in Nádasdy et al. (1999) . The direction of the propagation of the ripples in CA1, as well as their original location, varies between events (figure not shown), in accordance with Patel et al. (2013) .
The spectrum of the simulated signal is quite similar to that of the SEEG signal measured in the hippocampus during slow-wave sleep, though the simulated signal shows a stronger power density in the ripple frequency band (see Fig. 12 ). This could be explained by the fact that our simulated neurons only model a small layer of the hippocampus where CA1 pyramidal cells almost all get involved in the SWRs and get highly synchronized, and therefore our simulations don't show enough noise and power in other frequency bands. Also, we do not include in Fig. 7 LFP simulated at the electrode during a ripple, and corresponding 120-250Hz bandpass filtered and 50 Hz lowpass filtered signals our simulation the LFP generated by neighboring structures and propagated through the extracellular medium, which could increase the energy in the low frequencies of the LFP and therefore could compensate for the apparent high frequency peak that we observe in our simulations. Fig. 9 Population coherence plots in the CA3 and CA1 regions for excitatory neurons (E, dotted lines) and inhibitory neurons (I, solid lines) during a ripple. In light blue, the corresponding normalized simulated LFP is shown
Theta-nested gamma oscillations appear with wakefulness parameters
Switching the network parameters to the wakefulness ones gives rise to different oscillatory rhythms. Indeed, when applying a similar method of event detection as for slowwave sleep, that is when looking for portions of the signal with RMS significantly above its standard deviation (see Section 2.3.1), it can be seen that the events' peak frequency is shifted towards the gamma range (53Hz, SD 32Hz). Also, the signal now presents lower frequency oscillations, with a peak in its power spectral density around 7Hz, which corresponds to the theta frequency band (see Fig. 10 ).
More precisely, power in the gamma frequency band (30-100Hz) is mostly located around the peak of the theta oscillations (see Fig. 11 ). On the other hand, the frequency The spectrum of the simulated signal is similar to that of the measured SEEG in the hippocampus (see Fig. 12 ), though it has more power in the theta frequency band, possibly for the same reasons as the one explained earlier in Section 3.2. Fig. 11 Proportion of the power in the gamma frequency band depending on the phase of the theta oscillations, in ten one-minutelong simulations
Factors influencing the sleep-wake oscillatory rhythms
After having confirmed that slow-wave sleep and wakefulness parameters (input, CAN current and functional connectivity) were associated with sharp-wave ripples and thetanested gamma oscillations respectively, we tried to modify each of them individually to analyze their influence. Note that among these parameters, two are continuously varying (functional connectivity gain f and CAN channel conductance g CAN , while the third one is binary (sleep/wake input).
A first analysis can actually be done by binarizing all three factors. As we have determined the most plausible values that generate either sleep rhythms (i.e. SWR) or wake rhythms (theta-gamma oscillations), we can choose the respective values for the connectivity gain and the CAN conductance (f={1, 3} and g CAN = {0.5, 25}μS). These values are designated in the following by sleep (f = 1, g CAN = 0.5) and wake (f = 3, g CAN = 25) respectively.
As it can be seen in Fig. 13 , the high frequency component of the oscillations depends mostly on the functional connectivity, with little effect from the CAN current and almost no effect from the input: slow-wave sleep connectivity produces events within ripple frequency range, while wakefulness connectivity produces peak frequencies within the gamma band. The input type (sleep/wake) does not significantly change these peak frequencies. The CAN conductance has a slightly more important effect, sufficient for changing the peak frequency when the connectivity is low (sleep connectivity). Similar results can also be seen on Fig. 14 , as whenever the connectivity is set to slow-wave sleep, there is more power in the ripple band than in the gamma band and conversely with wakefulness connectivity. The CAN currents increase the overall power in the signal in every parameter set, and also increase the frequency of occurrence of SWRs seen with slow-wave sleep connectivity, from 0.3Hz (SD 0.1Hz) to 1.6Hz (SD 0.1Hz) with sleep inputs and from 0.13Hz (SD 0.04Hz) to 1.25Hz (SD 0.4Hz) with wakefulness inputs (in each case the p-value is less than 0.01). The power of the signals are much higher with slow-wave sleep connectivity than with wakefulness connectivity, which may be due to the very high neuronal activity seen during our simulated SWRs.
In order to asses more precisely the effect of the CAN conductance variations, we have also modified it gradually between the two extreme values (see Fig. 17 , left panel; recall that the on/off CAN current labels in Fig. 13 correspond to the most extreme cases in Fig. 17) . Figure 13 indicates that functional connectivity is the most important factor for changing the peak frequency. The natural question which arises is if this change in the peak frequency is gradual when we vary the connectivity gain f Fig. 12 Comparison between the power spectrum of the hippocampal LFP (blue) and the corresponding simulated signal (orange), during slow-wave sleep (left) and wakefulness (right) or if there is a switch at some point. This is explored in Fig. 15 (left panel). As it can be seen, the peak frequency varies rather continuously with the connectivity, but nonlinearly. Small values of f ensure the generation of ripples, while values greater than 1.5 lower the peak frequencies into the gamma band. For conciseness, we present here the dependency of the peak frequency with f for fixed values of the CAN conductance (to one of the extreme values, namely wake) and the input (wake also), but the results are similar for other combinations. Whenever a different connectivity is used, the peak frequency is significantly different (p < 10 −3 ). The number of studied events in each case is N=234, 967, 76, 750, 309, 218, 164 and 272 respectively. The dark blue points correspond to the same set of parameters chosen for the study of the influence of the connectivity in Fig. 15 The low frequency part of the simulated signals seems to be influenced differently by these three factors. Indeed, low-passing the signals below 20Hz and looking at the highest frequency peak in their spectrum shows that the low frequency component of the oscillations seems to be influenced mostly by the CAN current, with smaller effect from the input or the connectivity (see Fig. 16 ). High CAN current (g CAN ≥ 25μS/cm 2 , see Fig. 17 , right panel) is a sufficient condition for the oscillations to reach the theta band. Similar results can be obtained even if the CAN current is high only in the CA1 and CA3 neuron populations and not in the entorhinal cortex. On the contrary, varying the functional connectivity alone (while maintaining the input and the CAN conductance in wake states) does not significantly alter the low frequency part of the simulated signals (see Fig. 15 , right panel). Still, theta oscillations can also be generated in the absence of a high CAN current (which thus is not a necessary condition), if both connectivity and input are in the wake state. If one of them (or both) are in the sleep state, the low frequency part remains below the inferior bound of the theta band.
Discussion
In this work, we built a computational model of the hippocampus capable of reproducing both slow-wave sleep sharp-wave ripples and wakefulness theta-nested gamma oscillations. This models takes advantage of a realistic network topology and synaptic connectivity, and includes effects on individual neurons and functional connectivity that are coherent with the varying concentration of Acetylcholine over the sleep-wake cycle. Overall, it is consistent with the theory from Hasselmo (1999) stating that Ach could be an important factor in the changes of rhythms observed in the hippocampus in the context of the two-stage model of memory formation. However it should be noted that other mechanisms might be at work than Ach modulation, leading to similar effects (especially regarding the synaptic connectivity).
Our results suggest that the high frequency component of hippocampal oscillations might be governed mostly by network connectivity, whereas the low frequency components could result from individual neuron channel properties. A possible consequence of this idea is that higher frequency, pathological oscillations that are seen in the epileptic hippocampus for example (fast ripples or seizures) might also emerge from an abnormal functional connectivity of the system rather than individual neuron properties.
An interesting point to raise is that the glutamatergic inputs given to the network seemed to have little to no influence on the frequency of our model's oscillations, which could indicate that the hippocampus doesn't need an external "pacemaker" such as the medial septum to set its rhythms, but it has its own internal pacemaker, the CAN neurons (for more arguments on that topic, see for example (Hangya et al. 2009; Kang et al. 2015) or Buzsáki (2002) ). Still, the external influence cannot be excluded, as our model predicts that theta oscillations can also be generated by the correct combination of the inputs and functional connectivity, as mentioned in the previous section. On the other hand, the inputs seem to influence the timing at which oscillations are generated, which could account for signal encoding, particularly during wakefulness. On portions of the signals, the simulation even showed some similarities with the measurements in the temporal domain and not only in the frequency domain (see Fig. 8) .
Similarly to what have been proposed by Taxidis et al. (2012) , our model was able to reproduce different rhythms, and sharp-wave ripples in particular, by using only chemical synapses (and therefore no axo-axonic gap junctions). This further supports the idea that gap junctions may not be necessary for generating high frequency oscillations in the hippocampus.
Finally, our work suggests that the topology of the hippocampal formation should be taken into account in order to improve existing computational models. In particular, such methods could produce a realistic SEEG signal estimation while keeping the simulation complexity low, by solving the differential equations for point neurons only and considering them as dipoles for calculating local field potentials.
Information Sharing Statement All the Python source files used for building the network and running the simulations are accessible on the ModelDB public repositories.
