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Chapter 1
Introduction and Motivation
The promising properties of organic semiconductors employed in applications such as or-
ganic light emitting diodes (OLEDs) [1–3], organic ﬁeld eﬀect transistors (OFET) [3, 4],
organic photovoltaic cells (OPV) [5, 6], and organic memory cells (OMC) [7] have opened
a new ﬁeld in thin-ﬁlm and surface science. Compared to their inorganic counterparts,
devices made of π-conjugated organic compounds are potentially cheap in production, and
fabrication can be done on mechanically ﬂexible materials. There are already some appli-
cations available [8]; however, engineers and scientists still face challenges to improve the
device performance and ﬁght degradation under ambient conditions [9], for instance due
to oxygen or ultra violet light.
To obtain a functional electric device, the organic active layer needs an electrode, which
is often made of metals like copper, silver, or gold. In such a case, the interface between the
metal and the conjugated organic molecule (COM) is created. Here, a scientiﬁc ﬁeld has
attracted interest in the 1990s to study the interaction of the ﬁrst layer of organic molecules
with the metal surface and the consequences of the interface properties for the device
performance. Various surface analysis techniques are applied to study COMs on diﬀerent
surfaces, such as X-ray photoelectron spectroscopy (XPS), ultra violet (UV) photoelectron
spectroscopy (UPS), X-ray standing wave technique (XSW), scanning tunneling microscopy
(STM), low-energy electron diﬀraction (LEED), near edge X-ray absorption ﬁne structure
spectroscopy (NEXAFS), atomic force microscopy (AFM), and temperature desorption
spectroscopy (TDS). Each technique is specialized to extract one or more properties of the
COM–metal interface.
This work focuses on the XSW method, which, until today, is the most precise technique
to study bonding distances. In the following, the term bonding distance refers to the av-
erage distance between the molecule and the topmost atomic layer of the metal substrate
measured along the surface normal, as depicted in Figure 1.1(b). The technical require-
ments for XSW experiments are challenging. Photon energies must be very ﬁnely tunable
and must have a resolution of ∆EE ≤ 10−4, in typical cases. Therefore, XSW experiments
are carried out at selected synchrotron facilities.
Typically, the error of the bonding distance determined with the XSW technique is only
±0.05 Å or even less. In addition to its high precision, the XSW technique makes use of
the XPS technique, which is an element-speciﬁc tool. Both techniques will be described
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in detail in Chapter 2. As a consequence, the bonding distance of each chemical species
can be determined separately. Here, the term chemical species does not only refer to
diﬀerent elements, but to diﬀerent chemical environments in general. For instance, if a
molecule contains carbon and ﬂuorine atoms, the carbon core-level signal C 1s can be
resolved in a peak emerging from a C–C bond and one from the C–F bond [10]. The
element speciﬁcity has been exploited to detect molecular distortions, which are induced
upon adsorption on metal surfaces [11–13]. It turned out that, by combination of these
ﬁndings with other experimental techniques, the geometry of COMs, which are adsorbed
on metal surfaces, impacts electronic properties of the molecules, e.g. the charge injection
into the metal [14, 15]. The charge injection, however, aﬀects the performance of organic
devices. Hence, the geometry of the adsorbed molecule is of great importance for the design
of optimized organic electronics.
Interaction between molecule and metal
When a COM approaches a surface it is attracted by the long-range van der Waals
(vdW) forces. Figure 1.1(a) displays the potential slope of London dispersion forces 1 as a
function of the distance between a COM and a surface (solid line). At very low distances
Figure 1.1: (a) Schematic slopes of interaction potentials for a molecule interacting
with a surface. The solid line shows a Lennard-Jones potential [16], which represents
the interaction by vdW forces (physisorption). The dotted line displays a slope of the
Morse potential that is often used to describe a covalent bond (chemisorption) [17]. (b)
Schematic and simplified picture of a molecule (with π-orbitals) adsorbed on a surface.
The interaction strength between molecular and metal orbitals impacts the properties of
the COM. One way to assess the interaction strength is the bonding distance.
Pauli-repulsion between molecular and substrate density of states (DOS) is responsible
for the steep potential increase. If vdW forces are the only interaction mechanisms, the
1In this work vdW is interchangeably used with London dispersion forces.
3COM will reach the minimum of the potential at a distance, where the vdW interaction
equals the Pauli-repulsion. This is the limit of weak interaction and called physisorption.
The distance of two atoms, where interaction is due solely to London dispersion forces, is
equal to the sum of the vdW radii of the atoms [18]. This deﬁnition of the vdW radius
is often used to correlate the bonding distance with interaction strength [19]. To do so,
one considers the vdW radius of an atom within the molecule, often carbon, and the
vdW radius of a substrate atom. In the case that the bonding distance is smaller than
the sum of the vdW radii, the interaction is assumed to consist of vdW plus additional
forces. For instance, hybridization of molecular and surface DOS can occur, creating
a covalent bond between atoms of the molecule and the surface. The case of covalent
interaction is called chemisorption. In that case, the distance between two atoms is close
to the sum of their covalent radii. Figure 1.1(a) also shows the schematic slope of a
potential with chemisorptive character as a dotted line. These are just the two limiting
cases. In most cases, the observed interaction strength lies in between. A relation between
interaction strength (physisorption vs. chemisorption) and bonding distance was found for
the COM 3,4,9,10-perylene-tetracarboxylic-dianhydride (PTCDA) on the coinage metal
surfaces Cu(111), Ag(111), and Au(111) [15]. This example is visualized in Figure 1.4.
Comparing the bonding distance and the vdW radii renders the possibility to qualita-
tively describe the interaction strength between molecule and metal. The next section
describes other interface eﬀects, which are related to the bonding distance.
Energy level alignment at the metal–organic interface
Fundamentally, if two diﬀerent materials come into contact, their energy levels align.
This also occurs for COM in contact with metals. Importantly, the energy level alignment
(ELA) strongly impacts the device performance, as it determines the charge injection
(electrons, holes) into the organic material.
Due to this key factor great eﬀorts were put into researching the ELA. It turned out
that the ELA is not determined simply by the work function of the metal and properties
of the COM like the electron aﬃnity (EA) and the ionization energy (IE), as one might
initially think. Instead, a realistic picture of the ELA and its complexity is won only after
several eﬀects are considered, which will be described in the following.
At a clean metal surface orbitals spill out into the vacuum, leading to a surface dipole. A
schematic of this phenomenon is provided in Figure 1.2(a), where negative charge resides
outside the metal at the vicinity of the surface and positive charge within. As a molecule
approaches toward the metal surface due to long-range attractive vdW dispersion forces,
the molecular orbitals start to “feel” the metal orbitals, which spill out into the vacuum.
Upon adsorption of the molecule, the electron density is “pushed back” into the metal,
thereby reducing the surface dipole of the metal. If the clean metal surface is referenced
to zero interface dipole (ID), the adsorption of molecules creates an ID, which changes
the eﬀective work function for the molecule-metal system. This eﬀect is also called the
push-back effect [20]. Its inﬂuence on the ELA is depicted in Figure 1.3(b).
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Figure 1.2: (a) Principle of the push-back effect. Upon adsorption of molecules the
surface dipole is reduced compared to a clean metal substrate, while an interface dipole
(ID) is created. (b) Side view of PFP adsorbed on Cu(111). Different adsorption dis-
tances of fluorine (pink) and carbon (green) atoms lead to a distorted molecule. Due to
the different partial charge of the atoms, an additional dipole µ is created. Picture in
panel (b) adapted from Ref. [14].
Figure 1.3: Energy level alignment at the COM–metal interface. (a) DOS of a metal and
molecule before contact, showing the highest occupied molecular orbital (HOMO), low-
est unoccupied molecular orbital (LUMO), and the hole injection barrier (HIB). (b) For
physisorbed molecules, the push-back effect creates an interface dipole (ID), which lowers
the vacuum level Evac and thereby the effective work function. The HIB is increased. Dif-
ferent electronic quantities are introduced, which can be influenced possibly by the ELA,
namely ionization energy (IE) and electron affinity (EA). (c) Hybridization of molecular
and metal orbitals can change the electronic structure of the molecule significantly. For
the displayed example, a charge transfer from the metal to the molecule fills partially
the former (F-) LUMO, and the molecule thus becomes conducting.
5If COMs are composed of diﬀerent atoms and a polar bond between two atoms is present,
another important eﬀect can occur, which inﬂuences the ELA. Depending on the interac-
tion between COM and metal, the molecule can adsorb on the surface with a distorted
geometry, which results in a vertical dipole along the molecule, modifying the vacuum
level. Figure 1.2(b) displays this scenario for perﬂuoropentacene (PFP) on Cu(111) [14].
In any case, an interface dipole due to the adsorption of organic molecules impacts the
charge transport between COM and metal.
These adsorption-induced molecular distortions as a consequence of strong interaction
can often be related to hybridization of molecular and metal orbitals. For the COM
PTCDA adsorbed on Cu(111) and Ag(111), the formation of a charge transfer complex
(CTC) involves a distorted molecule [15]. If these newly occupied electronic states are
at the Fermi edge, as is the case for PTCDA on Ag(111) (see Figure 1.4), the molecule
becomes conducting. Figure 1.4 displays the relationship between the formation of a CTC
and the bonding distance for PTCDA on Cu(111), Ag(111), and Au(111).
Figure 1.4: Correlation between interaction strength and bonding distance for the ex-
ample PTCDA on Cu(111), Ag(111), and Au(111). (a) Schematic energy level diagrams.
In each panel the dashed areas represent the metal electron density, L and H denote the
LUMO and HOMO, respectively, for the isolated molecule. The primed letters stand for
the aligned orbitals of PTCDA adsorbed on the metal surface. (b) Schematic side view
of adsorbed PTCDA. The black circles correspond to carbon atoms, Oα and Oβ denote
the two types of oxygen (anhydride and carboxylic, respectively). The position of the
energy levels can be correlated to the adsorption geometry of PTCDA. Reprinted from
Ref. [15]. Copyright (2008), with permission from Elsevier.
The above mentioned phenomena that aﬀect the ELA, can, in principle, arise at the
same time. The precise knowledge of the molecular conformation is, therefore, a key factor
to disentangle these overlapping eﬀects and a fundamental requirement to understand
thoroughly the COM–metal interface.
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Computational modeling of the metal–organic interface
In addition to the gain of information due to XSWmeasurements, the bonding distances,
determined using the XSW technique, have become a valuable source of information for
computational studies of the COM–metal interface. In judging whether calculations yield
realistic results, precisely measured bonding distances are used as benchmarks. This is
because the calculated bonding distance is very sensitive on the theoretical approach. A
congruence of theory and experiment with respect to the bonding distance is a sign of a
suitable computational model. Furthermore, corresponding calculations can unveil other
properties of the COM–metal interface, such as the DOS and adsorption energy.
Theoretical methods aim at modelling the COM–metal interface as exactly as possible,
while, at the same time, the computational cost should remain reasonable. In the following
we will sketch the density functional theory (DFT) by Kohn-Sham [21]. This method, when
describing a molecule on a metal surface, is more popular than Hartree-Fock approaches
based on wave function calculations because it is computationally more eﬃcient.
DFT is based on the theorem that the electron density determines the ground state.
This theorem was proved by Hohenburg and Kohn in 1964 [22]. It means that instead of
describing a system with N particles by 3N coordinates it is suﬃcient to know the den-
sity ρ(r), which only depends on 3 coordinates. Although DFT is, in principle, exact, one
must, in practice, approximate the exchange correlation (XC) functionals that are required
in DFT. Many diﬀerent functionals have been developed with varying shortcomings and
advantages. An overview of various XC functionals is given in Ref. [23]. Most of them
do not account for the dispersion interaction, despite the importance of these long-range
interactions for the formation and function of COMs. Therefore, to obtain reliable results,
vdW interactions have to be included in the calculations. Diﬀerent proposals came up
to address this issue in DFT [24–26]. The established functionals were further improved.
One method extended the approach from Grimme [26] rather recently. It obtains accurate
dispersion coeﬃcients (C6 coeﬃcients, which describe the vdW interaction between two
atoms or molecules) directly from the electron density of the ground state (DFT+vdW
method) [27]. The advantage of this method is that it can be coupled easily to XC func-
tionals. The use of this approach with the Perdew-Burke-Ernzerhof (PBE) XC functional,
a non-empirical functional, led to promising results for the prototypical compound PTCDA
adsorbed on Cu(111), Ag(111), and Au(111) [28].
Outline
This thesis is organized as follows: Chapter 2 provides a description of the experimental
methods used in this work. The investigated materials are speciﬁed in Chapter 3. There,
the chemical structure of the molecular compounds is displayed as well as the properties of
the used substrates. Furthermore, a description of the sample preparation is given. Chap-
ter 4 speciﬁes the three experimental setups, on which the XSW experiments took place.
In addition, the principle of data acquisition and analysis is explained in that chapter. The
7XSW results are presented and discussed in Chapter 5. The studied samples were selected
to gain insight into how the molecular geometry and interaction strength depends on dif-
ferent variables like the substrate, the coverage, the temperature and chemical variations
of the molecule. The end of Chapter 5 supplies an overview of XSW results of COMs on
Cu(111), Ag(111), and Au(111) that are found in literature or presented in this work. The
ﬁnal Chapter 6 summarizes this work and gives an outlook for future work.
In addition to the XSW experiments, the author of this thesis assembled an in-house sur-
face science ultra-high vacuum (UHV) chamber for XPS and TDS experiments. Its design
and features are described in the Appendix A.1 along with ﬁrst results of measurements
performed in this setup.
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Chapter 2
Experimental Methods
The aim of this chapter is to introduce and explain the diﬀerent analysis techniques, which
have been used for this work. First, the XPS technique will be explained. Then, the XSW
technique will be illustrated, which, in the way we apply it, makes use of XPS.
2.1 Photoelectron spectroscopy
2.1.1 Introduction
Photoelectron spectroscopy (PES) is a widely used technique in surface science for
decades. Siegbahn laid the foundation by building the ﬁrst instrument for the so-called
electron spectroscopy for chemical analysis (ESCA) [10]. The principle of PES is based on
the photoelectric eﬀect [29, 30], which explains the emission of electrons from solids due to
light irradiation. The basic equation for the kinetic energy Ekin of the released electrons
due to the interaction of a photon with energy ~ω and a sample with work function φs is
Ekin = ~ω − EB − φs. (2.1)
EB is the binding energy of the initial state of the electron, deﬁned relative to the Fermi
level EF. Depending on the energy of the photons, PES is divided into UPS (~ω < 100 eV)
and XPS (~ω > 100 eV). It is the small mean free path λ of the photoelectrons (a few Å for
UPS and a few tens of Å in the case of XPS), which makes PES a suitable tool for surface
and interface studies. The information depth of PES is small enough to detect eﬀects in
monolayer and multilayer regime of adsorbates.
2.1.2 Theoretical description of the photoemission process
A very detailed description of the photoemission process can be found in Ref. [31].
Unless otherwise noted, the equations in this section are taken from this reference. In the
following, only an overview of the topic shall be given.
The common theoretical description of the interaction of light with atoms resulting
in a photoemission process is done using ﬁrst-order perturbation theory. This approach
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comprises the photon induced excitation of an N -electron system in the initial (ground)
state with wavefunction |ψi〉 into the ﬁnal state |ψf〉, which describes the ejected electron
and the remaining (N−1)-electron system. The probability w, also called diﬀerential cross
section, of such a transition is according to Fermi’s Golden Rule:
w ∝
∣∣∣〈ψf ∣∣∣ Hˆ ′ ∣∣∣ψi〉∣∣∣2 δ(Ef − Ei − ~ω), (2.2)
with ν the frequency of the light, Ei (Ef) is the energy of the initial (ﬁnal) state. The
perturbation Hamiltonian Hˆ ′ describes the interaction of an electron (neglecting its spin)
with the vector potential of an electromagnetic wave ﬁeld A, and the momentum operator
pˆ = −i~∇:
Hˆ ′ =
e
2mec
(A · pˆ+ pˆ ·A) + e
2
2mec2
A2. (2.3)
In order to solve the transition matrix element from Equation 2.2, a few assumption are
made, which are mentioned now:
• Typically, the intensity of the electromagnetic wave ﬁeld is not extremely high, and
the last term in Equation 2.3 can be ignored.
• Assuming that the electromagnetic wave travels in a uniform medium (and therefore
neglecting particular surface eﬀects, which were found in UPS studies of solids [32]),
the term pˆ ·A can be neglected [33].
These two assumptions simplify the Hamiltonian to the following form:
Hˆ ′ =
e
2mec
A · pˆ. (2.4)
Further assumptions are:
• Koopman’s theorem ignores any inﬂuence of the ionization process on the wavefunc-
tion of the remaining system. In other words, as soon as the ionization takes place,
the photoelectron has no Coulomb interaction with the hole left behind or with other
electrons (also called “sudden approximation”). As a result of Koopman’s theorem,
the measured kinetic energy of the photoelectron enables the determination of its
binding energy.
• The Born–Oppenheimer approximation [34] allows to separate the total wavefunction
of the initial/ﬁnal state into a product of an electronic part and a nuclear part. For the
description of the photoemission process it is suﬃcient to consider only the electronic
part, as the motion of the nucleus due to geometrical relaxation happens at larger
time scales than the photoemission process [35]. This is particularly important for
the XSW experiments, which determines the position of the center of atoms (i.e. de
facto the position of their nucleus) by making use of the photoemission process, see
Section 2.2.
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Now we are in a position to solve the transition matrix element from Equation 2.2.
However, there are eﬀects, which can be traced back to a violation of Koopman’s theorem
and shall be mentioned here:
• The screening of the photo-hole by the surrounding depends on the polarizability
of the material. Highly polarizable matter such as metals screen the photo-hole
eﬀectively, also photo-holes of thin – in the range of monolayer (ML) – adsorbates on
metal substrates, and Koopman’s theorem is valid. For thick molecular coverages in
the range of several molecular layers, only incomplete screening occurs. As a result,
the escaping photoelectron is still attracted by the corresponding hole and will be
detected with a lower kinetic energy (a few 10−1 eV).
• The escaping electron can excite other electrons in two diﬀerent ways, as shown in
Figure 2.1: In a shake-up process the excitation of an additional electron from the
valence band to an unbound state takes place. The required, discrete energy for this
transition is subtracted from the kinetic energy of the photoelectron. In molecules,
the lowest excitation of that kind is a HOMO–LUMO transition, in the order of a
few eV. A shake-off process is a transition into an unbound continuum state.
h¯ω h¯ω
Figure 2.1: Two-electron processes, which can occur in a photoexcitation from a core-
level (CL): (a) shake-up and (b) shake-off. For details see main text.
2.1.3 XPS analysis
The aim of this section is to explain common features of a typical PE spectrum and what
to learn from these. Figure 2.2 shows a schematic PE spectrum with the photoelectron
intensity as a function of the kinetic energy of the photoelectrons. The PES technique
reveals the density of states (DOS) of the sample. As mentioned before, it is commonly
divided in XPS and UPS, depending on the energy of the exciting photons. The narrow
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Figure 2.2: Schematic picture of PE spectrum of an organic semiconductor. It depicts
the photoelectron intensity as a function of the kinetic energy. The spectrum can be
divided in three sections: The SECO region at low kinetic energy, the core-level region,
which can be accessed with XPS and the valence band region, measured with UPS. The
binding energy is measured from the Fermi edge (EFB = 0).
peaks in the spectrum emerge from core-levels such as 1s, 2s, 2p1/2, 2p3/2, etc. Their
binding energy is typically > 50 eV and hence accessible with XPS. The valence region
contains the outermost orbitals and, in the case of organic semiconductors, the highest
occupied molecular orbital (HOMO). This region is studied with UPS. The broad feature
at low kinetic energies are secondary electrons, which originally were released from core-
levels or the valence region and lost most of their kinetic energy and their information
about the initial state in one or more inelastic scattering processes. The left onset of that
peak is called secondary electron cut-oﬀ (SECO). At kinetic energies below the SECO, the
photoelectrons have insuﬃcient kinetic energy to overcome the sample work function. The
overall spectrum between the SECO and the Fermi edge is called the energy distribution
curve (EDC). It can be used to determine the sample work function via
φs = ~ω − (EkinF − EkinSECO). (2.5)
In PES experiments one has to consider also the work function of the analyzer φA. The
energy levels of the system sample–vacuum–analyzer are shown schematically in Figure 2.3.
After leaving the sample, the electron has the kinetic energy Ekin. In order to reach the
analyzer it has to overcome an additional barrier due to the analyzer work function φA
if, as it is the case in this picture, φA is larger than φs. Therefore, only electrons will be
detected, whose kinetic energies after leaving the sample are Ekin > φA − φs. This is not
the case for electrons with energies close to the SECO. To measure the SECO, a negative
voltage of a few volts is applied to the sample, which shifts the whole EDC rigidly toward
higher kinetic energy, and the electrons close to the SECO are detected by the analyzer.
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h¯ω
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′
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φA
Figure 2.3: Working principle of PES experiments. A (monochromatic) photon source
with energy ~ω illuminating the sample produces photoelectrons from orbitals with a
binding energy EB, which are detected and analyzed regarding their kinetic energy in the
electron analyzer. Ekin is the kinetic energy of the electron after leaving the sample, E
′
kin
the kinetic energy seen by the analyzer. The connection between sample and analyzer
aligns their Fermi levels EF. As a consequence of the Fermi level alignment, the vacuum
energy EVac changes while moving from the sample to the analyzer (between sample
and analyzer the work function is φinf as the electrons are “infinitely” far away from any
solid).
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The kinetic energy of the photoelectrons measured by the analyzer is given in analogy to
Equation 2.1 by
E
′
kin = hν − EB − φA. (2.6)
This equation can be used to determine the binding energy EB by measuring the kinetic
energy E
′
kin, since the sample work function remains constant for a given analyzer.
O
C OF3C
H2
C CH3
Figure 2.4: Chemical shift of the C 1s core-level of ethyl-trifluoroacetate. The arrows
connect the carbon atoms in different chemical environments with the corresponding
peaks in the XP spectrum. The graph is adapted from [10].
The power of the XPS technique is nicely pointed out in Figure 2.4. There, a C 1s
spectrum is shown for the molecule ethyl-triﬂuoroacetate. The four carbon atoms of the
molecule have diﬀerent chemical environments due to bonds to diﬀerent atoms. Depend-
ing on the bonded atom, their electronegativity, and the type of the bond, the electrons
involved in the bonds are either drawn from or attracted to the carbon atom, resulting in
positive or negative partial charge of the carbon atom. This property is reﬂected in the
XP spectrum, where the particular partial charge leads to speciﬁc binding energies of the
C 1s peaks. This is referred to as the “chemical shift”.
2.2 The X-ray standing wave technique
The XSW technique can be used to measure element speciﬁc bonding distances of or-
ganic molecules on single crystal substrates with very high precision (typically ±0.05 Å).
It is based on a combination of the theory of dynamical diﬀraction (TDD) and X-ray
photoelectron spectroscopy (XPS). The description of the TDD in this paragraph follows
Ref. [36] and [37]. The XSW technique will be explained on the basis of Refs. [38–41]. We
will restrict to the circumstances, which were existent at the experimental setups of the
XSW experiments (for details of the experimental setups see Chapter 4):
• The angle of incidence of the X-rays is close to 90◦ relative to the surface plane.
These so called normal incidence XSW (NIXSW) experiments have the advantage
that a certain imperfection of the substrate crystallinity can be tolerated [38].
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• σ-polarized X-rays: Vectors of the Electric ﬁeld (E) of the incident and Bragg-
reﬂected beams are collinear and perpendicular to the vector associated with the
Bragg reﬂection H.
• The use of centrosymmetric crystals. In that case, one can write for the structure
factor the following relation: FH¯ = F
∗
H).
2.2.1 Theory of dynamical diffraction
The TDD describes the propagation of X-rays in crystals. In contrast to the kinematic
theory of diﬀraction, TDD takes, among other things, extinction and interference eﬀects
into account.
Starting with Maxwell’s equations,
∇× E = −µ0∂H
∂t
∇×H = −ǫ0∂(ǫrE)
∂t
(2.7)
with E and H being the electric and magnetic ﬁeld, respectively, ǫ0 and µ0 the electric
and magnetic constant. These Maxwell equations hold for a medium with
• no conductivity at X-ray frequencies, σc = 0,
• a magnetic behaviour of the vacuum, µr = 1, and
• a periodic dielectric constant ǫr(r) = 1− Γ
∑
H
FHe
−2piiH·r.
Here, Γ is deﬁned as Γ = reλ
2
piV , with the classical radius of the electron re, the volume of
the unit cell V and the wavelength of the X-rays λ. FH , the complex structure factor of
the reciprocal lattice vector H, is the Fourier transform of the electron density ρ(r),
FH =
∫
V
ρ(r)e2piiH·r, (2.8)
and contains all properties connected to the scattering and absorption of the medium. In
order to solve the Maxwell equations in the crystal, one assumes that E and H can be
expressed as sums of plane waves with wave vector k, which fulﬁl the Bragg condition,
kH = k0 +H (in the following A stands for E and H),
A = e2piiνt
∑
H
AHe−2piikH ·r =
[∑
H
AHe−2piiH·r
]
e−2piik0·re2piiνt, (2.9)
in analogy to Bloch waves, which describe in solid state physics the properties of the
electrons in a periodic potential. Now we restrict to only one reciprocal lattice point H
dominating the diﬀraction. In this case only two equations remain:
[
k2(1− ΓF0)− (k0 · k0)
]
E0 − k2ΓFH¯EH = 0
−k2ΓFHEH +
[
k2(1− ΓF0)− (kH · kH)
]
EH = 0
(2.10)
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Note that in the following only σ-polarized X-rays are considered and centrosymmetric
crystals. k denotes the vacuum value of the wave vector. Regarding the incident and one
Bragg-reﬂected wave, a pair of linear, homogeneous equations remain. For a non-trivial
solution, their determinant must be zero:
∣∣∣∣∣ k
2(1− ΓF0)− k0 · k0 −k2ΓFH¯
−k2ΓFHk2(1− ΓF0) −kH · kH
∣∣∣∣∣ = 0 (2.11)
The result for k0 and kH leads to the following expressions for the electric ﬁeld of X-ray
plane waves, which are involved in the diﬀraction process:
E0 = E0 exp [2pii (ωt− k0 · r)] (2.12)
EH = EH exp [2pii (ωt− kH · r)] (2.13)
The diﬀracted complex ﬁeld amplitude EH is related to the incoming one E0 – due to the
assumption of E0 and EH being coherent – by EH =
√
RE0 = exp(iν), with the phase ν
between the two amplitudes, and the reﬂectivity R
√
R =
EH
E0
= −
√
FH
F0
(
η ±
√
η2 − 1
)
, (2.14)
a function depending of the normalized angle parameter η:
η =
2(EBragg−E)/EBragg sin2(ΘBragg)− ΓF0
Γ |FH | . (2.15)
Equation 2.14 describes the intensity of the reﬂected beam as a function of the generalized
angle parameter η, which is linear in the beam energy. Therefore, by varying either the
angle Θ or the energy E = hc/λ via the Bragg condition λ = 2d0 sin(ΘBragg) (d0: spacing
of diﬀraction planes) the so called rocking or Darwin curve is obtained. Figure 2.5 shows
the reﬂectivity (dashed line) as a function of the photon energy (around EBragg).
2.2.2 The X-ray standing wave field
The overlapping incoming and Bragg-reﬂected waves form a standing wave, with a nor-
malized intensity at position r being:
IXSW(ν, r) =
|E0 + EH |2
|E0|2
= 1 +R+ 2
√
R cos(ν − 2piH · r).
The nodal planes of the standing wave are parallel to the atomic planes, which are responsi-
ble for the diﬀraction. For a ﬁxed ν, the intensity IXSW is spatially modulated. Depending
on the value of ν, a scatterer at a certain position r experiences a high or low ﬁeld intensity.
We have seen in Figure 2.5 that ν shifts by pi during a Bragg scan. As a result, the XSW
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Figure 2.5: Reflectivity or Darwin curve (dashed line) and the phase between the inci-
dent and Bragg-reflected X-ray beam (solid line), calculated for the ideal (111) reflection
of a copper single crystal.
dhkl
dXSW
h¯ω
dhkl
dXSW
h¯ω’
Figure 2.6: The incoming and Bragg-reflected wave, denoted here with k0 and kH ,
respectively, form the XSW field with the nodes (black) and the antinodes (white) being
parallel to the diffraction plane hkl. In the right image the photon energy has changed.
According to Figure 2.5, the phase between the incident and reflected wave has changed,
and the XSW field has moved upwards. The adsorbate in the left picture is at the place
of an antinode of the XSW field. Thus, more photoelectrons are released than in the
right picture, in which the adsorbate is close to the node.
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ﬁeld moves during a Bragg scan in the direction of H by half a lattice spacing, d0/2. This
means that, for a given value of H ·r, i.e. at a ﬁxed position, the intensity of the XSW ﬁeld
varies, while scanning the photon energy through the Bragg condition. This scenario is
modelled in Figure 2.7 for diﬀerent values of H ·r, each of them showing a particular curve
of the XSW intensity. The maximal (minimal) normalized intensity is 4 (0) and occurs for
constructive (destructive) interference of the incoming and Bragg-reﬂected wave, neglect-
ing absorption. Atoms that are at a position r experience this variation of the intensity
and scatter X-rays accordingly. The particularity of the slope of the XSW intensity with
respect to H · r is responsible for the high precision of the XSW measurements.
Figure 2.7: Each graph shows the intensity of the XSW field (solid line) for a certain
distance to the surface (value of H · r), and the reflectivity (dashed line). The inten-
sity is normalized to the intensity of the incident beam (Equation 2.16). Here, due to
destructive and constructive interference of incident and reflected beam, the normalized
intensity can take extremal values between 0 (destructive interference) and 4 (construc-
tive interference).
2.2.3 X-ray absorption from the XSW field
For the XSW analysis, a signal has to be recorded, which can be related to the intensity of
the XSW ﬁeld from the previous section. The process commonly exploited is the emission
of electrons due to absorption of X-rays by atoms. These photoelectrons will be analyzed
using a photoelectron analyzer. For completeness it should be mentioned that there are two
more possibilities to detect the absorption of a photon. After the absorption of a photon
and emission of a photoelectron, this excited state can decay through the creation of an
Auger electron or emit ﬂuorescence, as illustrated in Figure 2.8. Therefore, Auger-electron
spectroscopy and ﬂuorescence spectroscopy are two alternative methods to perform XSW
experiments.
In the following the description is focused on the creation of photoelectrons, as in this
work the XSW measurements were performed using the XPS technique.
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h¯ω
Figure 2.8: (a) Schematic of the photoeffect: A photon with sufficient energy (see
Equation 2.1) removes an electron from the atom. This excitation can decay via (b)
creating a photon (fluorescence) or (c) removing another electron (Auger electron) from
the atom.
The interaction of light with atoms can be described by ﬁrst-order perturbation theory,
where the perturbation Hamilton operator Hˆ ′ due to radiation can be approximated as
(see Section 2.1):
Hˆ ′ = − e
2mec
Apˆ. (2.16)
pˆ = −i~∇ is the momentum operator and A the vector potential of the electric ﬁeld. The
vector potential A of the XSW ﬁeld is [39]
A = A0e
−2piik0R
(
eˆ0 + eˆH
√
Reiνe2piiH·R
)
, (2.17)
where eˆ0,H are the polarization vectors of the incident and diﬀracted waves, respectively.
As can be seen in Figure 2.9, the position of the center of the atom, r is related to the
position of the absorbing electron R via R = r + re, where re is the radial component
of the wavefunction of the bound electron. This vector potential has to be inserted in
R
r
re
Figure 2.9: Schematic of the relation between the position of an atom R, the position
of the affected electron re, and the radial component of the electronic wavefunction r.
Equation 2.2, and the transition matrix element Mfi for an electron being exited from the
20 Experimental Methods
ground state with wavefunction ψi(r) to a ﬁnal state with wavefunction ψf(r) can be used
to determine the diﬀerential cross section of the photoionization process:
dσ
dΩ
∝ |Mfi|2 (2.18)
Dipole approximation
The vector potential A from Equation. 2.17 is proportional to exponential functions of
the type e−ikr, which can be expressed in a Taylor expansion (multipole expansion):
e−2piik0re = 1− 2piik0re + 2pi2(k0re)2 − . . .
e−2piiH0re = 1− 2piiHre + 2pi2(Hre)2 − . . .
(2.19)
The so called dipole approximation considers only the zeroth order term and hence sim-
pliﬁes Equation 2.17 to
A = A0e
−2piik0r(eˆ0 + eˆH
√
Reiνe2piiH·r) (2.20)
The beneﬁt of the dipole approximation is that now the vector potential A no longer
depends on re. Therefore, the transition matrix element is proportional to A:
Mfi ∝ A
∫
d3reψ
∗
f pˆψi (2.21)
In this case the diﬀerential cross section of the photoemission process caused by the XSW
ﬁeld is proportional to the intensity of the XSW ﬁeld, via
dσ
dΩ
∝ |Mfi|2 ∝ A2 ∝ |1 +
√
Rei(ν−2piH·r)|2 = IXSW (2.22)
This equation means that, within the dipole approximation, the number of measured pho-
toelectrons is proportional to the intensity of the XSW ﬁeld. Equation 2.22 holds for
linearly polarized light, where eˆ0 = eˆH = 1ˆ.
The dipole approximation is valid if k0re ≪ 1. In other words, the wavelength of the
radiation has to be large compared to the radial wavefunction of the absorbing electron.
Especially for hard X-rays and for orbitals with an extended radial wavefunction the dipole
approximation leads to signiﬁcant deviations in the XSW results, and higher-order terms
in the Taylor expansion 2.19 have to be considered to get reasonable results. The XSW
analysis beyond the dipole approximation is explained in Section 2.2.5.
2.2.4 XSW technique within the dipole approximation
In the last section it was pointed out that – in the dipole approximation – the cross
section for the photoemission process is proportional to the intensity of the XSW ﬁeld.
Recalling Section 2.2.2, the XSW intensity varies at a ﬁxed position r while scanning the
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photon energy through the Bragg condition. Therefore, the y-axis in Figure 2.7 can be
named with the intensity of photoelectrons, or photoelectron yield. IXSW in Equation 2.16
can be replaced by the the photoelectron yield YP:
YP(ν, r) = 1 +R+ 2
√
R cos(ν − 2pi.H · r) (2.23)
This quantity can be measured experimentally by the XPS technique. In Figure 2.7 diﬀer-
ent values of H ·r are displayed, showing a very particular shape of the intensity variation
for each H · r.
Instead of the position of a atom r we consider only distances z, measured from a
diﬀraction plane in the direction of H. The scalar product H · r is then just
|H| · |r| = 1
d0
· z (2.24)
where d0 is the lattice spacing of the corresponding Bragg reﬂection. Until now only one
atom is considered, which is emitting a photoelectron due to the XSW ﬁeld. In experiments,
the number of analyzed atoms from a particular chemical species (e.g. element) is many
orders of magnitude higher, and the positions of the atoms typically vary due to static
disorder or thermal vibrations. This spread of atomic positions can be taken into account
with a distribution function G(z), which is integrated over the possible distances z within
a wavelength of the XSW ﬁeld and normalized such that
∫ d0
0 G(z)dz = 1. Equation 2.23
is then
YP = 1 +R+ 2
√
R
∫ d0
0
G(z) cos(ν − 2pi z/d0)dz (2.25)
For the analysis of the XSW data, one introduces in Equation 2.25 two ﬁtting param-
eters, the coherent fraction fH and coherent position PH , which contain the structural
information of the analyzed sample:
YP = 1 +R+ 2
√
RfH cos(ν − 2piPH ) (2.26)
The coherent position takes values between 0 and 1. It is related to the bonding distance
dH being measured in the direction of H relative to the lattice planes of the H-Bragg
reﬂection:
dH = (n+ PH)d0 n = 0, 1, 2, . . . (2.27)
The n-ambiguity of the coherent position originates from the XSW ﬁeld, which has the
periodicity d0. The coherent fraction also takes values between 0 and 1 and describes the
degree of order of the analyzed atoms. Further interpretation of fH can be achieved using
the equivalence of Equations 2.25 and 2.26:
fH cos(ν − 2piPH) =
∫ d0
0
G(z) cos(ν − 2pi z/d0)dz (2.28)
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The cosine on both sides can be expanded by
cos νfH cos(2piPH ) + sin νfH sin(2piPH ) = cos ν
∫ d0
0
G(z) cos(2pi z/d0)dz
+ sin ν
∫ d0
0
G(z) sin(2pi z/d0)dz
(2.29)
This equation must be valid for all phases ν. Additionally, the sine and cosine are linear
independent functions. This leads to the consequence that the coeﬃcients of cos ν and
sin ν on both sides of the equation must be equal:
fH cos(2piPH ) =
∫ d0
0
G(z) cos(2pi z/d0)dz (2.30a)
fH sin(2piPH ) =
∫ d0
0
G(z) sin(2pi z/d0)dz (2.30b)
Multiplying Equation 2.30b with i =
√−1 and summing up both equations, a diﬀerent
way of displaying fH and PH is achieved:
fHe
2piiPH =
∫ d0
0
G(z)e2pii
z/d0dz (2.31)
From this formula one can deduce that fH is the ﬁrst Fourier component of the distribution
function G(z), multiplied with a phase factor, which contains PH . By measuring the coher-
ent fraction and coherent position for diﬀerent H reﬂections one obtains suﬃcient Fourier
components to reconstruct the distribution function G(r) of the analyzed atoms [42]. This
technique enables the determination of relatively complicated crystal structures, e.g. the
structure of the high-temperature superconductor YBa2Cu3O7−δ [43, 44].
The coherent fraction is a measure for the distribution of the atoms along the H-axis.
This spread of positions can have diﬀerent origins. First, the thermal vibrations of the
atoms, which are considered in the Debye-Waller factor DH . Second, the static disorder
of the atoms, which can be described by a geometric factor aH . A third factor C describes
the fraction of atoms, which are not randomly disordered along the H-axis. fH now has
the form
fH = CaHDH . (2.32)
All three parameters take values between 0 and 1, and only aH can inﬂuence the coherent
position of the atoms. Usually the ordered fraction C can be split up into N groups of
atoms, each of which is at an ordered position with an occupation fraction c1, c2, c3, . . .
such that
C =
N∑
j=1
cj (2.33)
For these ordered atoms one can introduce a geometrical structure factor SH , which is
connected to the geometrical factor aH :
SH =
1
C
N∑
j=1
[
cje
2piiP j
H
]
aH = |SH | (2.34)
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To get a coherent fraction fH = 1, all three parameters must be 1, which means that
all atoms are perfectly aligned at one position z relative to the diﬀracting plane and not
vibrating. The other extremal case, fH = 0, can be achieved by diﬀerent situations. Either
if all atoms are randomly disordered along the H-axis (C = 0) or if the static distribution
of diﬀerent positions cancels their contribution to the photoelectron yield out (aH = 0).
These scenarios can be illustrated by displaying the result of Equation 2.31 in the Argand
diagram, in which fH is the length of the vector and 2piPH the angle relative to the positive
x-axis. The previously described scenarios are shown in Figure 2.10. Note that PH = 1 is
equivalent to PH = 0. The physical reason for this property is rooted in the periodicity of
the XSW ﬁeld.
Figure 2.10: (a) The Argand diagram can be used to display XSW results, where fH
is the length of the vector and 2piPH the angle relative to the positive x-axis. (b) Two
equally occupied positions lead to a resultant fH and PH . (c) Special case of (b): Two
equally occupied atomic positions are spaced by d0/2, i.e. by an angle of pi in the Argand
diagram, and their contribution to the normalized photoelectron yield cancel each other
out (aH = 0). (d) Gaussian distribution of atomic positions due to thermal vibrations
around a certain position, (e) resulting in a decrease of fH , while PH remains unaffected.
(f) A random distribution of atomic positions (C = 0) causes fH = 0.
2.2.5 XSW analysis beyond the dipole approximation
In Section 2.2.3, the XSW technique was described within the dipole approximation.
This approximation breaks down if the wavelength of the X-rays is in the order of the
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radial component of the wavefunction of the electrons, and the assumption k0re ≪ 1 is
not valid any more. The general transition matrix element for the photoeﬀect caused by
the XSW ﬁeld has the form [45]
Mfi = E0e
ik0r
[
Mfi (s0) +
(
EH
E0
)
eiHrMfi (sH) ,
]
(2.35)
where r points to the center of the atom, s0,H denotes the propagation vector and Mfi (s0)
and Mfi (sH) the transition matrix elements corresponding to the incident and diﬀracted
wave, respectively:
Mfi (s0) =
〈
ψf
∣∣∣e2pik0re(eˆ0pˆ)∣∣∣ψi〉
Mfi (sH) =
〈
ψf
∣∣∣e2pikHre(eˆ0pˆ)∣∣∣ψi〉 (2.36)
Using the multipole expansion to the exponential function in Equation 2.36,
e−ik0,Hre = 1− 2piik0,Hre + 2pi2(k0,Hre)2 − . . . (2.37)
and considering the ﬁrst-order term, the transition matrix elements for both photon prop-
agation directions can be split up in a component for electric dipole transitions and one
for electric quadrupole transitions1:
Mfi (s0) =M
D
fi +M
Q
fi (s0)
Mfi (sH) =M
D
fi +M
Q
fi (sH)
(2.38)
If the initial state is an s-orbital, the dipole transition corresponds to the s→p transition,
the quadrupole transition to the s→d transition.
The photoelectron yield YP is linked by the diﬀerential cross section dσ/dΩ to the tran-
sition matrix element Mfi via
YP(Ω) ∝ dσ
dΩ
∝ 〈∣∣Mfi∣∣2〉
= |E0|2
[
S00 + SHHR+ 2
√
RRe
{
S0He
i(ν+2piH·r)
}] (2.39)
As before, R = |EH |2/|E0|2 is the reﬂectivity of the crystal. Three new parameters are
introduced:
S00 =
〈∣∣Mfi (s0)∣∣2〉
SHH =
〈∣∣Mfi (sH)∣∣2〉
S0H = 〈Mfi (s0)∗Mfi (sH)〉
(2.40)
1The second term in the multipole expansion gives additionally magnetic dipole transitions. Yet, for our
circumstances, they are negligible [46].
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These parameters are proportional to the cross section of the direct scattered beams (S00
and SHH) and the interfering beam (S0H). The latter parameter may even be complex
and therefore lead to an additional phase shift Ψ = arg(S0H/S00) for the interference term.
The photoelectron yield in Equation 2.26 can now be written in a more general way,
YP(Ω) = 1 + SRR+ 2|SI |
√
RfH cos(ν − 2piPH + Ψ) (2.41)
containing new non-dipole parameters SR, SI , and Ψ :
SR =
SHH
S00
, SI = |SI |eiΨ = S0H
S00
(2.42)
In case the experiments are performed in backscattering geometry, i.e. for NIXSW experi-
ments, the three non-dipole parameters are not independent:
|SI | = 1
2
(SR + 1)
√
1 + tan2 Ψ (2.43)
The quantum mechanical origin of the phase shift Ψ lies in the partial phase shifts δp and
δd of the ﬁnal electron p- and d-states, respectively:
Ψ = tan−1
(
SR − 1
SR + 1
tan∆
)
with ∆ = δd − δp (2.44)
One additional consequence of the non-dipole correction in the normal incidence geom-
etry is a diﬀerence of the photoemission cross section for the incoming and the diﬀracted
beam, as now the transition matrix element depends on the direction of the propagating
wave (s0,H). The diﬀerential cross section of the photoemission process in the non-dipole
approximation can be parametrized for linearly polarized light as [47]:
dσ
dΩ
=
σ
4pi
[
1 +
β
2
(
3 cos2Θ − 1
2
)
+
(
δ + γ cos2Θ
)
sinΘ cosφ
]
, (2.45)
where β is the dipole asymmetry parameter (β = 0 would mean isotropic emission of
photoelectrons in the dipole approximation), δ and γ are the quadrupole asymmetry pa-
rameters. Θ is the angle of photoelectron detection measured relative to the polarization
vector in the y-z- plane. φ, the angle between the direction of the travelling wave and
the projection of the photoelectron detection in the x-z-plane, changes from 0◦ to 180◦
if the beam is diﬀracted, and the non-dipole corrections in Equation 2.45 are added or
subtracted, respectively. Both cases are illustrated in Figure 2.11.
An alternative way to describe this asymmetry is to introduce a forward/backward
asymmetry parameter Q = γ/3 sinΘ. The deviation from the dipole case in the for-
ward [Figure 2.11(a)] and backward [Figure 2.11(b)] photoemission is (1+Q) and (1−Q),
respectively. Now, the non-dipole parameter SR can be written as
SR =
(1 +Q)
(1−Q) (2.46)
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k0 kH
Figure 2.11: Schematic picture of the angular dependence of the photoemission cross
section in a NIXSW experiment, if non-dipole effects are taken into account (solid line).
The shape of the solid lines emerges from asymmetry parameters β = 2, δ = 0, and
γ = 1 (see Equation 2.45). The surface normal is parallel to the z-axis. The dashed
line expresses the shape for the dipole approximation with δ = 0 and γ = 0. The
photoemission yield YP ∝ σ differs in general for the incident (a) and reflected (b)
wave. A reflectivity of R = 0.85 was used in this figure. Note that at photoelectron
detection angle Θ = 0◦ non-dipole effects do not exist. At this angle, the position of the
dashed curve coincidences with the solid curve, and the dipole approximation describes
the photoemission process exactly.
Incoherent layers
The non-dipole parameter SR from the previous section can be determined experimen-
tally. For relatively thick molecular coverages the distances of the atoms can be considered
to be randomly distributed with respect to the diﬀraction plane. Figure 2.10 (f) illustrates
this case, in which C = 0. Therefore, the coherent fraction is fH = 0, and Equation 2.41
simpliﬁes to
YP = 1 + SRR. (2.47)
By measuring the photoelectron yield YP and the reﬂectivity R, the determination of the
non-dipole parameter SR is possible.
2.3 Determination of the molecular coverage
In surface science, the properties of the analyzed system often depend on the molecu-
lar ﬁlm coverage. The ﬁrst molecular layer on top of the substrate often interacts more
strongly with the substrate than the above located molecules, which can lead to signiﬁ-
cantly diﬀerent properties compared to the bulk or multilayer ﬁlm. Especially the XSW
technique yields sensible results as long as the molecular coverage is below or equal to one
ML. If thicker ﬁlms are prepared, the XSW result will be an average over molecules which
adsorb in the ﬁrst and higher layers, and one cannot speak any more of determined bonding
distances between metal and molecule. To present reasonable and valuable XSW results, it
is important to verify that the coverage of the molecular ﬁlm is (below) one ML. Addition-
ally, the knowledge of the molecular coverage can be used to investigate the dependence
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of a certain property on the coverage. In that case, the coverage can be considered as the
molecular density within the ﬁrst layer.
The method of calculating molecular coverages on metal substrates is based on the
ratio of photoelectron peak intensities of core-levels from an adsorbate atom and from a
substrate atom. It was developed in 1976 [48, 49] for impurity atoms and later extended
to molecules on surfaces [50]. The peak intensity is deﬁned as the integrated area of a
peak after background subtraction and depends on the cross section σ of an atom. The
diﬀerential photoionization cross section takes into account the non-isotropic emission of
photoelectrons from the sample. It is deﬁned within the dipole approximation for circularly
and unpolarized X-rays [51]:
dσ
dΩ
=
σ
4pi
[
1− β
4
(
3 cos2 ϑ− 1)] (2.48)
and for linearly polarized X-rays [52]
dσ
dΩ
=
σ
4pi
[
1 +
β
2
(
3 cos2 ϑ− 1)] (2.49)
with β being the asymmetry parameter of the photoelectron angular distribution. In the
case of linearly polarized X-rays, ϑ is the angle between the polarization vector and the
direction of the photoelectron analyzer. For circular and unpolarized X-rays, ϑ is the angle
between incoming photons and detected electrons. An example for unpolarized X-rays is
the Mg/Al Kα radiation; linearly polarized X-rays are commonly supplied by synchrotron
facilities.
Going beyond the dipole approximation one has to use the two quadrupole parameters
γ and δ [51]. Calculations of the three angular distribution parameters (β, γ, and δ) for
elements from Z = 1 to Z = 100 can be found in Ref. [51, 53]. Now the diﬀerential
photoionisation cross section for unpolarized/circularly polarized photons can be written
as
dσ
dΩ
=
σ
4pi
[
1− β
2
(
3 cos2 ϑ− 1
2
)
+
(γ
2
sin2 ϑ+ δ
)
cos ϑ
]
(2.50)
and for linearly polarized photons we have
dσ
dΩ
=
σ
4pi
[
1 +
β
2
(
3 cos2 ϑ− 1
2
)
+
(
δ + γ cos2 ϑ
)
sinϑ cosφ
]
(2.51)
Now we want to calculate the amount of photoelectrons coming from the substrate
surface, which is limited by inelastic scattering within the substrate. For that purpose it
is necessary to know the inelastic mean free path λS, which is the maximal depth from
where photoelectrons from a given subshell can escape from the substrate without being
involved in an inelastic scattering process:
λS =
ESkin
a(lnESkin + b)
(2.52)
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Here, ESkin is the kinetic energy of the photoelectrons of the substrate. a and b are element
speciﬁc constants taken from [54]. Therefore the area A of the substrate can be described
as
AS =
MS
ρSλSN
(2.53)
where MS is the molar mass of the substrate, ρS its density, and N Avogadro’s number.
Now we can calculate the number of adsorbate atoms nA per area of the substrate surface
nA =
EAkin
ESkin
× IA
IS
× σ
′
S
σ′A
× cosφ
AS
(2.54)
φ stands for the angle between surface normal and detected photoelectrons. The ﬁnal
coverage can be calculated considering the amount of adsorbate atoms per molecule, nM,
and the size of the 2D unit cell, Auc, of the molecule adsorbed on that metal. The molecular
coverage Θ is then
Θ =
nA ·Auc
nM
, (2.55)
given in ML.
In this calculation the attenuation of the XPS peak intensity of the substrate due to
inelastic scattering of the photoelectrons with the molecules is neglected. Therefore, this
analysis is only valid for small coverages of molecules. Above one ML less photoelectrons
of the substrate will reach the surface unscattered, and this approach will overestimate the
molecular coverage.
Additional uncertainty emerges from the dependence of the intensity ratio of the growth
mode. For thicker ﬁlms beyond one ML nominal coverage, a molecular ﬁlm showing island-
growth will exhibit areas of the uncovered substrate, leading to a relatively high substrate
signal in XPS. Therefore, the intensity ratio will be lower for that case compared to a perfect
layer-by-layer-growth, although the same number of molecules is deposited. However, for
coverages below one ML the island-growth can be neglected.
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Materials
At the beginning of this chapter, all compounds used in this work are listed. Then, the
crystal and XPS properties of the Cu(111), Ag(111), and Au(111) single crystals are re-
ported. At the end, the preparation procedure of the samples and the data analysis will
be described.
3.1 Compounds
This section provides an overview of organic semiconducting molecules, which were stud-
ied in this thesis. The term molecular backbone or skeleton appears frequently there. It
is related to the part of a molecule, in which all or the majority of the carbon atoms are
located. It is also the place of π-conjugation. Some molecules contain additionally side
groups and heteroatoms, which are in most cases bound to the backbone.
The list of the molecules is built up in the following way: At the left hand side the
chemical structure is shown, while at the right hand side the name of the molecule (acronym
in parenthesis), the molecular formula, and the molecular weight are noted.
Diindenoperylene (DIP)
Chemical formula: C32H16
Molecular weight: 400 g/mol
Pentacene (PEN)
Chemical formula: C22H14
Molecular weight: 278 g/mol
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F
F
F F F F F
F
F
FFFFF Perfluoropentacene (PFP)
Chemical formula: C22F14
Molecular weight: 530 g/mol
O
O
O
O
Pentacene-5,7,12,14-tetraone (P4O)
Chemical formula: C22H10O4
Molecular weight: 338 g/mol
O O
O O
Pyrene-4,5,9,10-tetraone (PYT)
Chemical formula: C16H6O4
Molecular weight: 262 g/mol
O O
O O
O2N NO2
2,7-Dinitropyrene-4,5,9,10-tetraone (NO2PYT)
Chemical formula: C16H4N2O8
Molecular weight: 352 g/mol
O O
O
OO
O
Coronene-hexaone (COHON)
Chemical formula: C24H6O6
Molecular weight: 390 g/mol
Hexa-peri-hexabenzocoronene (HBC)
Chemical formula: C42H18
Molecular weight: 522 g/mol
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N
N
N
N
N
N
HN
NH 29H, 31H-Phthalocyanine (H2Pc)
Chemical formula: C32H18N8
Molecular weight: 514 g/mol
N
N
N
N
N
N
N
N
V O
Vanadium(IV) oxide phthalocyanine (VOPc)
Chemical formula: C32H16VON8
Molecular weight: 579 g/mol
N N
H
N
N
H
Tetraphenylporphyrin (2HTPP)
Chemical formula: C44H30N4
Molecular weight: 614 g/mol
N N
N
N
Cu
Copper(II)-tetraphenylporphyrin (CuTPP)
Chemical formula: C44H28CuN4
Molecular weight: 675 g/mol
3.2 Substrates
Three coinage metal substrates were used in this work: Cu(111), Ag(111), and Au(111).
The Cu(111) and Ag(111) single crystal were purchased from MaTecK GmbH, the Au(111)
crystal from Escete Single Crystal Technology B.V. The metals form a face-centered cubic
(fcc) lattice structure. The atoms of their (111) surfaces are arranged in hexagonal pattern
with a threefold symmetry. The Au(111) crystal undergoes surface reconstruction [55],
thereby increasing the distance between the ﬁrst and second atomic layer by 3% [56]. For
the correct interpretation of XSW data this property has to be considered.
Prior to each use of the crystals, repeated cycles of Ar+ sputtering and annealing to
∼500 ◦C were applied to the metal substrates. The surface cleanliness was checked with
XPS. Figure 3.1 shows XPS surveys of the clean Cu(111), Ag(111), and Au(111) substrates.
For the XP spectra, the x-axis (binding energy) was calibrated such that the Fermi edge
was set to EB = 0 eV. Figure 3.2 shows XSW scans of the crystals. All XSW scans
displayed in this thesis are organized in the way shown here. The lowest curve displays
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Figure 3.1: XPS survey of the clean Cu(111), Ag(111), and Au(111) substrate (from
(a) to (c)).The x-axis (binding energy) was calibrated such that the Fermi edge was set
to EB = 0 eV.
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Figure 3.2: Bragg scans of the Cu(111), Ag(111), and Au(111) single crystals. For a
Bragg angle of 88◦, the (111) Bragg energies are 2.972 keV, 2.630 keV, and 2.634 keV,
respectively. The FWHM of the reflectivity curves are: Cu(111): 0.87 eV, Ag(111):
1.18 eV, and Au(111): 1.12 eV.
the Bragg-reﬂected X-ray intensity (“Reﬂectivity”) the upper curve depicts the normalized
photoelectron yield of one or more chemical species.
The substrate XSW scans reveal high fH values, which correspond to a high vertical
order, and indicate that the substrates have a high crystallinity. The coherent positions are,
as expected, close to 0 or 1. For PH both values are equivalent, which can be rationalized
using the Argand diagram described in Figure 2.10. The widths of the individual Bragg
reﬂections are 0.87 eV, 1.18 eV, and 1.12 eV for the Cu(111), Ag(111), and Au(111) crystals.
The layer spacings d0 corresponding to this Bragg reﬂection are for Cu(111) 2.086 Å, for
Ag(111) 2.357 Å, and for Au(111) 2.353 Å. More parameters of the substrates can be found
in Table 3.1.
3.3 Sample preparation
The organic compounds were ﬁlled in powder form into the crucibles of a Knudsen cell
and degassed thoroughly under UHV conditions. A detailed description of the Knudsen cell
can be found in Section 4.3. Using a quartz crystal microbalance (QCM), the evaporation
of the molecules was monitored. When the evaporation rate was constant, a clean metal
crystal was put at the position of the QCM for the desired duration of deposition. Typical
deposition rates were 0.1 Å/s to 0.5 Å/s. The ﬁnal coverages of the samples were calculated
as described in Section 2.3 and are summarized in Appendix A.3.
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Table 3.1: Properties of the Cu(111), Ag(111), and Au(111) single crystals: Unit cell
constant, lattice spacing d0 associated with the (111) Bragg reflection, Bragg energy at
(almost) normal incidence conditions (88◦ with respect to the surface), the FWHM of
the (111) reflection, and real and imaginary parts of the crystal susceptibilities χ for the
incoming and Bragg reflected wave.
Cu(111) Ag(111) Au(111)
Unit cell constant a (Å) 3.615 4.085 4.078
(111) Lattice spacing d0 at RT (Å) 2.086 2.357 2.353
Bragg energy at 88◦ (keV) 2.972 2.630 2.634
FWHM of (111) Bragg reﬂection (eV) 0.87 1.18 1.12
Re{χ0} −3.84 · 10−4 −4.70 · 10−4 −6.11 · 10−4
Im{χ0} −4.52 · 10−5 −5.70 · 10−5 −3.40 · 10−4
Re{χH} −2.81 · 10−4 −3.49 · 10−4 −4.62 · 10−4
Im{χH} −4.37 · 10−5 −5.60 · 10−5 −3.40 · 10−4
Chapter 4
Experimental Setup
The experiments presented in Chapter 5 were performed at the European Synchrotron Ra-
diation Facility (ESRF, beamline ID32) and at the Diamond Light Source (DLS, beamline
I09). In this chapter, the end stations of both beamlines will be described.
4.1 Experimental setup at the ESRF
The majority of the XSW experiments shown in this work were performed at the insertion
device beamline ID32 at the ESRF in Grenoble (France). In 2010, the setup and equipment
of the end station changed substantially. Therefore, the old and the new setup will be
described in the following.
The beamline emitted linearly polarized X-rays, with the polarization vector being in
the plane of the synchrotron storage ring. The Bragg-reﬂected intensity (reﬂectivity) was
monitored using the photocurrent of the ﬂuorescence screen, which was installed inside the
UHV chamber. The XSW experiments were always carried out in back-reﬂection geometry.
In other words, the angle of the X-rays with respect to the surface was close to 90◦.
4.1.1 XSW setup at the ESRF until 2009
The old XSW setup [57], which was in use until 2009, consisted of a combined preparation
and analysis chamber, which was pumped by a turbo molecular pump and ion getter
pump. The base pressure was at ∼ 5.0× 10−10 mbar. For the cleaning of the metal single
crystals, an installation for Ar+ sputtering was allocated. Knudsen cells and a quartz
crystal microbalance (QCM) were mounted on free ﬂanges prior to the experiments. A
hemispherical Perkin Elmer PHI Model 10-360 electron analyzer was placed with an angle
of 45◦ relative to the direction of the incident beam, in the plane of the polarization vector.
Figure 4.1 depicts the relevant components of the UHV chamber.
As a consequence of the photoelectron emission angle of 45◦ relative to the incident
X-rays, the non-dipole parameters SR, |SI |, and ψ are required for the XSW analysis.
At this analyzer angle, the dipole approximation leads to signiﬁcant deviations of the
photoelectron yield curve and thus to wrong results [52, 58]. The SR parameter was
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Figure 4.1: Schematic picture of the chamber at beamline ID32, which was in use until
2009. The angle of incidence of the X-rays was almost parallel to the surface normal
(normal incidence), the analyzer was placed at 45◦ relative to the incident beam. A
QCM was installed to monitor the evaporation rate of the Knudsen cell, and a LEED
could be used to check for crystallinity of the metal substrates (picture adapted from
Ref. [13]).
Table 4.1: Non-dipole parameters for the C 1s, N 1s, and O 1s orbitals. SR was
determined also experimentally [13], Ψ and |SI | were calculated.
Cu(111) Ag(111)
C 1s N 1s O 1s C 1s O 1s
SR (exp.) 1.85 1.77 1.72 1.89 1.89
SR (theo.) 1.742 1.708
|SI | 1.43 1.388 1.36 1.45 1.45
Ψ -0.055 -0.067 -0.075 -0.066 -0.093
Experimental setup at the ESRF 37
determined experimentally for atoms that are common in organic compounds [13, 52, 59].
A description of the experiment to determine the SR parameter is given in Section 2.2.5.
The non-dipole parameter Ψ can be calculated [60]. The description of the experiment to
measure Ψ is given in Section 4.1.3. In case the XSW experiments are done in the normal
incidence geometry (ΘBragg close to 90◦), SI is not independent, but can be determined
using SR and Ψ (see Equation 2.43). Table 4.1 lists the non-dipole parameter, which were
used for the XSW analysis of H2Pc, PYT, and COHON on Cu(111), respectively, as well
as for PYT on Ag(111).
4.1.2 XSW setup at the ESRF starting in 2010
The new XSW setup at the ESRF beamline ID32 [44] was in use since 2010. A schematic
picture of the end station with the relevant items is supplied in Figure 4.2. The setup
contained two vacuum chambers plus a load lock, which could all be isolated by gate
valves. An Omicron transfer system with two transfer rods enabled the transfer between
load lock and preparation chamber, and between preparation chamber and main chamber.
The preparation chamber was pumped by a turbo pump and an ion getter pump, which
resulted in typical base pressures of ∼ 8.0× 10−10 mbar. A home-made Knudsen cell (for
details see Section 4.3) was attached to the preparation chamber. Permanent equipment
of the preparation chamber was a QCM, installations for Ar+ sputtering, a temperature-
controlled sample stage, and a LEED.
The analysis chamber was pumped by a combination of turbo and ion getter pump. The
base pressure was at ∼ 4.0 × 10−10 mbar. The anlysis chamber, in which the XSW mea-
surements were performed, was equipped with a sample manipulator and a hemispherical
SPECS PHOIBOS 225 HV photoelectron analyzer. The chosen analyzer slits resulted in
an acceptance angle of ±7.5◦. The detection angle of the analyzer was at 90◦ relative to
the incident X-ray beam. For XSW experiments the sample was slightly rotated by ca.
2◦ toward the analyzer. This scenario is visible in Figure 4.2. Due to this conﬁguration
non-dipole contributions to the photoelectron yield can be eﬀectively avoided [58]. In the
following section XSW results are presented of an experiment that examines the validity
of the dipole approximations for this experimental setup.
4.1.3 Influence of the new XSW setup on the non-dipole parameter SR
At a photoelectron detection angle close to 90◦ relative to the surface normal, the pho-
toelectron yield are supposed to be almost the same for the dipole and quadrupole approx-
imation. Exactly the same yield for both approximations is expected for exactly 90◦, as
described in Section 2.11. Here we give experimental evidence to theory and determine
the non-dipole parameter SR (see 2.2.5) for the new XSW setup. A multilayer ﬁlm of
molecules containing carbon and oxygen atoms was prepared on Cu(111). For ﬁtting of
the yield curves, the coherent fraction was set to 0. This is justiﬁed by the assumption
that for thick ﬁlms the atoms adsorb at random distances with respect to the nodes of the
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Figure 4.2: Schematic and simplified top view picture of the UHV experimental setup
(starting in 2010) at the ESRF beamline ID32, displayed for “normal-incidence” condi-
tions. In fact, the angle deviates by a few degrees from 90◦ in order to be able to detect
the reflected X-ray beam. The photoelectron analyzer is mounted at 90◦ relative to the
incident beam. Not drawn are the valves between the three chamber parts (load lock,
preparation chamber, and analysis chamber) and the pumping units of the chambers.
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Figure 4.3: Experimental determination of the non-dipole parameter SR. A multilayer
film of COMs made of carbon and oxygen atoms was prepared on Cu(111). The fit
parameter here was SR, while fH was set to 0. The coherent position does not play any
role if fH = 0.
XSW ﬁeld. This scenario is depicted in Figure 2.10(f). The equation for the photoelectron
yield has now the simple form
Y = 1 + SRR. (4.1)
The photoelectron yield and reﬂectivity can be determined experimentally, and SR is the
ﬁtting parameter.
The result is shown in Figure 4.3 for the carbon and oxygen atoms. We obtain for the
carbon atoms SR = 1.067± 0.021 and for the oxygen atoms SR = 0.955± 0.020. The error
given here is related to the uncertainty of the ﬁt curve to the experimental data.
Both values are close to the case of the dipole approximation, where SR = 1.000. An
SR < 1, which is the case for the oxygen atoms, can not be explained by the considered
theory except for detection angles > 90◦ relative to the surface normal. Yet, it is impossible
to detect photoelectrons at such angles, as they can not penetrate the substrate. This
indicates that the small deviations from unity emerge from our data analysis rather than
from the description of the photoemission process. However, the deviations are small
and without committing a signiﬁcant error, the dipole approximation can be used for the
normal incidence XSW analysis, in case the electron analyzer is placed at 90◦ relative to
the incident beam.
Concerning future work, the XSW technique can be used to determine the second in-
dependent non-dipole parameter, Ψ . To obtain Ψ experimentally, the following procedure
has to be run through: First, an XSW scan has to be done at 90◦ photoelectron emission
angle with respect to the direction of the X-rays. At this electron emission angle the dipole
approximation is valid and accurate values for fH and PH are obtained. In a second step a
diﬀerent photoemission detection angle has to be realized, which can be done if the electron
analyzer is rotated or enables angular resolved measurements. The analysis for a second
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XSW scan of the same sample has to be performed, now using the following equation for
the photoelectron yield (see Section 2.2.5):
YP = 1 + SR ·R+
√
R|SI |fH · cos(ν − 2piPH + Ψ) (4.2)
With the values of fH and PH , which were determined before, and the relation between
|SI | and Ψ for the normal incidence XSW geometry, |SI | = 12 (SR + 1)
√
1 + tan2 Ψ , the
non-dipole parameter Ψ can now be varied to ﬁt the theoretical curve the experimental
photoelectron yield.
4.2 XSW setup at the Diamond Light Source
The setup at the beamline I09 at the Diamond Light Source (DLS) near Didcot (UK)
was not in the ﬁnal state, when our experiments took place. The following description
represents the conditions during the experiment.
The beamline I09 features currently a soft and a hard X-ray branch, which are guided
separately from the storage ring to the end station, where they match on the same spot of
the sample. A sketch of the beamline for hard X-rays is shown in Figure 4.4. The energy
of the hard X-ray branch can be tuned from 2.1 keV ≤ ~ω ≤ 18 keV. For the hard X-ray
measurements, the energy of the undulator radiation was selected by a Si(111) double-
crystal monochromator. The overall energy resolution was about 350 meV for the photon
energies we worked at, dominated by the resolution of the Si monochromator. The X-ray
beam at the sample was defocused to a size of approximately 300 × 300 µm2.
Figure 4.4: Schematic and simplified picture of the hard X-ray branch at beamline I09.
The end station in the experimental hutch 2 at I09 contains a load lock, a preparation
chamber and an analysis chamber. Each of them can be isolated by gate valves. A sketch
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of the setup is displayed in Figure 4.5. A ﬁve axis (x, y, and z translations and polar and
azimuth rotations) manipulator is used for surface preparation in the preparation chamber
and for X-ray measurements in the analysis chamber. It is equipped with a sample heater
capable of electron beam and resistive heating and a cooling system, which was operated
with liquid nitrogen for the LT measurements.
↔
Figure 4.5: Schematic and simplified top view picture of the setup in experimental
hutch 2 at the DLS beamline I09. Not drawn are the pumping units of the chambers and
the valves between the load lock, preparation and analysis chamber.
The preparation chamber features an ion gun for Ar+ sputtering, evaporator ports, a
QCM on a linear translation, and a LEED system. The analysis chamber (base pressure
3×10−10 mbar) contains a VG Scienta EW4000 HAXPES hemispherical electron analyzer,
which is mounted at ∼ 90◦ relative to the incident X-ray beam. The acceptance angle of
the electron analyzer is ±30◦. The intensity of the Bragg-reﬂected X-ray beam is monitored
by measuring the light intensity of the reﬂected beam spot on a ﬂuorescence screen using
a CCD camera.
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4.3 Knudsen effusion cell
The samples presented in this work were prepared by organic molecular beam deposition
(OMBD) using a home-built triple Knudsen eﬀusion cell. A schematic picture of this
evaporator can be found in Figure 4.6. Mounted on a CF-38 ﬂange, three individual quartz
Figure 4.6: Schematic and simplified picture of the Knudsen cell, which was used for
OMBD. (a) Side view: For clarity only two of three crucibles are displayed, the heating
wire and thermocouple is drawn in only once, and the thermal shielding between the
crucibles is omitted. In reality each crucible has its own thermocouple and heating wire.
(b) Top view without shutter, only the three crucibles and the shielding are displayed.
crucibles can be ﬁlled with diﬀerent organic compounds. The crucibles have a cylindrical
shape with the length of ∼ 15mm and a diameter of ∼ 3mm. Each crucible is temperature-
controlled via a K-type thermocouple and a tungsten wire for resistive heating. A double
plated shielding between the individual crucibles reduces the temperature transfer from
the intentionally heated crucible to the neighbouring ones. For simultaneous installation
of more than one organic compound this shielding permits an increased diﬀerence of the
sublimation temperature of the molecules. For instance, heating one crucible up to 500 K
leads to ∼ 360 K in the adjacent crucibles. Above the crucibles a rotatable metal disc with
a cut-out of ∼ 120◦ served as shutter.
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4.4 Data acquisition and analysis
An XSW scan contained the following measurements: For each of the 30–60 photon
energies around the Bragg energy of the single crystal, an XP spectrum of the core-level of
interest, e.g. C 1s or N 1s, was acquired. A typical spectrum is shown in Figure 4.7. This
Figure 4.7: Usual raw XP spectrum. To determine the photoelectron yield of the core-
level signal, an appropriate range of the spectrum was chosen (dashed line) and a linear
background (solid line) was subtracted. The yield corresponds to the area between data
points and background slope within the selected range.
ﬁgure also displays the subtraction of a linear background that was applied to each XP spec-
trum. In Section 5.5 a more sophisticated analysis was required and a Shirley-background
was subtracted from the spectra. The photoelectron yield of a spectrum corresponds to
the area of the background-subtracted XPS peak. The second necessary information was
the intensity of the Bragg-reﬂected beam, R(Ephoton), which was measured for the same
photon energies as the photoelectron yield.
The evaluation of the XSW data was performed using the software package dare, which
was developed at the ESRF. At ﬁrst, the data of the reﬂectivity curve was ﬁtted. In
a second step, the ﬁle containing the photoelectron yield, Yp(Ephoton), was ﬁtted to the
theoretical photoelectron yield curve (see Equation 2.41). In case the experimental setup
required the use non-dipole parameters, the corresponding values for SR, SI and Ψ had to
be entered prior to ﬁtting. The values used in this work are listed in Table 4.1. The ﬁtting
result of each XSW measurement comprised the coherent fraction fH and coherent position
PH . The latter determines the average bonding distance of the atom that is related to the
analyzed core-level.
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Chapter 5
Results and Discussion
In this chapter, XPS and XSW results of COMs on Cu(111), Ag(111), and/or Au(111)
surfaces are presented. The organic compounds were selected to gain insight into funda-
mental adsorption processes. In particular, this work explores how the bonding distance
can depend on:
• The substrate (Section 5.1)
• The coverage (Section 5.4)
• The temperature (Sections 5.3 and 5.9)
• Molecular modiﬁcations due to diﬀerent side groups (Sections 5.6 and 5.7) and central
metal ion (Sections 5.8 and 5.9)
Additionally, the question of the adsorption geometry and orientation of a non-planar
molecule (Section 5.10) and of a bilayer system, consisting of two diﬀerent molecules – one
on top of the other – is addressed (Section 5.5).
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5.1 DIP on Cu(111), Ag(111), and Au(111)
Parts of this section have been published in Ref. [61], Figures and Tables are reprinted
(adapted). Copyright (2013) by the American Physical Society.
5.1.1 Introduction
The reliable prediction of the equilibrium structure and energetics of hybrid inorganic/or-
ganic systems from ﬁrst principles represents a great challenge for theoretical methods due
to the interplay of covalent interactions, electron transfer processes, Pauli repulsion, and
van der Waals (vdW) interactions. During recent years, huge eﬀorts have been made
to incorporate vdW interactions into density functional theory (DFT) calculations in or-
der to determine the structure and stability of π-conjugated organic molecules on solid
surfaces [23, 62–66]. Understanding these interface properties is relevant, inter alia, for
electron transfer processes in organic devices. Until now and despite the obvious beneﬁt,
there are only few studies of metal-organic interfaces combining theory and experiment.
Here, X-ray standing wave (XSW) measurements can provide an important test for DFT
calculations [28, 63]. This is particularly important for systems with strong vdW contri-
butions to the overall bonding, for which no simple substrate dependence is expected.
As model system we chose diindenoperylene (DIP, C32H16, molecular structure is inset
in Figure 5.1), a π-conjugated organic semiconductor with excellent optoelectronic device
performance, which has been studied over the last decade both in thin-ﬁlms [67–70] and
in monolayers on noble metal surfaces [71–73]. With respect to its chemical structure,
DIP is a relatively simple, planar hydrocarbon without heteroatoms. In contrast to the in-
tensely studied perylene derivative 3,4,9,10-perylene tetracarboxylic dianhydride (PTCDA,
C32H8O6) [12, 13, 15, 74, 75] with its four carbonyl groups, the DIP–substrate interaction
is not complicated by polar side groups, and the inﬂuence of intermolecular interactions is
expected to be smaller than for PTCDA [76].
5.1.2 XPS measurements of DIP on Cu(111), Ag(111), and Au(111)
The C 1s core-level signals of DIP on Cu(111), Ag(111), and Au(111), which were used
for the XSW measurements, are shown in Fig. 5.1. The main peaks are expected to consist
of two principal components (C–C vs C–H bound atoms) which, however, could not be
resolved with the energy resolution of the XSW setup.
In addition to each main peak, a second weak feature at ∼1 eV higher binding energy
possibly related to a shake-up process can be observed. The binding energy of the C
1s main line of DIP follows EAgB > E
Cu
B > E
Au
B , being 284.5 eV on Ag(111), 284.2 eV
on Cu(111), and 283.7 eV on Au(111). Furthermore, the C 1s peak of DIP on Ag(111)
exhibits a stronger asymmetry than on Cu(111) and Au(111). This may be related to
the creation of electron-hole-pairs close to the Fermi level caused by the higher density of
states near the Fermi edge of DIP adsorbed on Ag(111) (Refs. [77] and [78]).
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Figure 5.1: C 1s core-level shift observed for a submonolayer of DIP (inset) on Cu(111),
Ag(111), and Au(111). The spectra were taken at an emission angle of 45◦ with the XSW
setup at ID32. From each signal a Shirley background was subtracted and then fitted
with a Voigt function for the main peak and a Gaussian function for possible shake-up
peaks.
5.1.3 XSW measurements of DIP on Cu(111), Ag(111), and Au(111)
Representative results of the XSW experiments are shown in Fig. 5.2. In each diagram
the measured reﬂectivity of the substrate and the corresponding C 1s photoelectron yield
is displayed. Least-squares ﬁts of the data give the coherent position PH and hence the
average bonding distance dH = d0(1 + PH) [39], where d0 is the substrate lattice plane
spacing. Based on results of all XSW experiments we calculate the average bonding dis-
tance dH and the standard deviation; see Fig. 5.3. For Cu(111) we thus ﬁnd (2.51± 0.03)
Å, and for Ag(111) (3.01±0.04) Å. Due to the reconstruction of the Au(111) surface, which
results in a 3% larger spacing between the ﬁrst and second Au layers [74], the bonding
distance decreases from the measured apparent value (3.17 ± 0.03) Å to (3.10 ± 0.03) Å.
All experimental results are summarized in Table 5.1. The distribution of the individual
XSW scans is visualized in Figure 5.3 using the Argand diagram. Each marker represents
a single XSW measurement, whose position is given by the XSW ﬁt result. fH determines
the length of the vector and PH the angle of the vector pointing to the corresponding
marker. Although the coverage of the two (three) DIP ﬁlms prepared on each substrate
was not identical, we did not observe a signiﬁcantly coverage-dependent bonding distance
dH .
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Figure 5.2: Reflectivity (triangles) and photoelectron yield (circles) of the DIP C 1s
signal on Cu(111), Ag(111), and Au(111). Each photoelectron yield curve corresponds
to a least square fit of a single XSW scan revealing the coherent fraction fH and coherent
position PH . Bragg energies are EBragg = 2.97 keV [Cu(111)] and EBragg = 2.63 keV
[Ag(111) and Au(111)].
Figure 5.3: All XSW results for DIP on Cu(111) [circles], Ag(111) [diamonds], and
Au(111) [squares] displayed in an Argand diagram. Here, each marker represents one
single XSW measurement yielding fH (length of a vector) and PH (angle of a vector).
The three vectors point to the average values of fH and PH for DIP on Cu(111), Ag(111),
and Au(111). Film 1 of DIP on Ag(111) was measured with a different crystal compared
to films 2 and 3.
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Table 5.1: Result of XSW experiments: Coherent fraction fH , coherent position PH ,
and bonding distance dH of DIP on the three noble metals. The parameters refer to
an average of several XSW measurements with the corresponding standard deviation as
error bars.
fH PH dH
Cu(111) 0.48 ± 0.09 0.20 ± 0.01 (2.51 ± 0.03)Å
Ag(111) 0.55 ± 0.08 0.28 ± 0.02 (3.01 ± 0.04)Å
Au(111) 0.62 ± 0.06 0.35 ± 0.01 (3.17 ± 0.03)Å1
5.1.4 Higher-order XSW measurements of DIP on Cu(111)
DIP on Cu(111) was investigated with XSW at the second order Bragg energy, EBragg =
5.94 keV. The analysis revealed results, which are very similar to our results from Sec-
tion 5.1.3. The coherent fraction is fH = 0.50 and the coherent position PH = 0.35. As
Figure 5.4: Reflectivity (triangles) and photoelectron yield (circles) of the DIP C 1s
signal on Cu(111) for the second-order Bragg reflection around EBragg = 5.94 keV. The
photoelectron yield curve corresponds to a least square fit of a single XSW scan revealing
the coherent fraction fH and coherent position PH .
the second order Bragg reﬂection generates a standing wave ﬁeld, whose periodicity is
half of the one from the ﬁrst order Bragg reﬂection, the corresponding lattice spacing is
d222 = 1.043 Å. With n = 2, we get a bonding distance of dH = (n+PH)d222 = 2.45 Å, only
0.06 Å less than the result obtained using the ﬁrst-order Bragg reﬂection. The diﬀerent
shape of the reﬂectivity curve compared to one obtained at the ﬁrst-order Bragg reﬂection
is related to the smaller width of the Cu(222) reﬂection. Before hitting the sample, the X-
rays pass a monochromator, which is a Si(111) crystal. The width of the Si(111) reﬂection
is broader than the Cu(222) reﬂection. The measured reﬂectivity is a convolution of both
reﬂections, which has in our case the shape of the Si(111) reﬂection.
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5.1.5 DFT calculations of DIP on Cu(111), Ag(111), and Au(111)
To obtain further insight in the adsorption of DIP on Cu(111), Ag(111) and Au(111), a
collaboration with theoreticians was set in. Their results are presented in this paragraph.
Table 5.2: Adsorption energy Eads of the relaxed structures, vdWsurf binding energy
EvdW as derived from data shown in Fig. 5.5(c), and distances d between the topmost
layer of the metal and the carbon backbone of DIP. dmin/max refer to the lowest/highest
bonding distance of a carbon atom within a DIP molecule.
Eads EvdW d dmin dmax
Cu(111) -4.74 -5.28 eV 2.59Å 2.38Å 2.79Å
Ag(111) -3.55 -4.56 eV 2.94Å 2.89Å 3.01Å
Au(111) -2.53 -3.06 eV 3.22Å 3.15Å 3.29Å
Having established precise experimental data, we now turn to the results of our DFT
calculations. The average bonding distances of DIP obtained from fully relaxed structures
are d = 2.59Å on Cu(111), d = 2.94Å on Ag(111), and d = 3.22Å on Au(111), see Ta-
ble 5.2 and Fig. 5.5(c). We hence ﬁnd that the PBE+vdWsurf method applied to DIP on
Cu(111), Ag(111), and Au(111) yields an agreement better than 0.1Å between theoretical
calculations and experiments. In accordance with the bonding distances, the calculated ad-
sorption energies listed in Table 5.2 follow the trend |Eads(Cu)| > |Eads(Ag)| > |Eads(Au)|.
Interestingly, Fig. 5.5(c) shows that on Cu(111) the Pauli repulsion sets in rather weakly (a
less steep Eads(d) for small distances) compared to Ag(111) and Au(111), which is due to
signiﬁcant interaction between DIP and Cu(111). One may speculate that the interaction
mechanism includes hybridization between DIP and Cu states.
In addition to the adsorption energies and average bonding distances, Table 5.2 holds
the minimal and maximal bonding distances dmin/max of individual carbon atoms in DIP.
These values indicate that the molecule adsorbs in a slightly tilted or distorted geometry.
For Cu(111), where the eﬀect is most pronounced, the calculated bonding distances dmin
and dmax diﬀer by ∼0.4Å, which is equivalent to a molecular tilt angle of 1.5◦. The
corresponding spread of vertical positions of the carbon atoms leads to a reduced fH in
the XSW scans. Model simulations similar to those presented in Ref. [79] show that the
DFT-derived adsorption geometry on Cu(111) results in a relatively small decrease of the
coherent fraction (∆fH = −0.07), which lies within the standard deviation of our XSW
measurements.
To obtain a better understanding of the inﬂuence of lateral intermolecular interactions
on the DIP adsorption geometry, we also computed the relaxed DIP geometry for diﬀerent
Cu(111), Ag(111), and Au(111) unit cells. For DIP on Cu(111), we increased the unit
cell from (7 × 7) to (9 × 7) in order to reduce the molecule–molecule interactions. We
studied various conﬁgurations, ﬁnding a ﬂat relaxed geometry for each case considered.
The bonding distance is slightly larger (2.64 Å) than for the calculation with the smaller
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unit cell. For DIP on Ag(111), we also considered a unit cell which was determined from
a closed packed monolayer on Ag(111) [72]. The relaxed geometry of the molecules in the
monolayer is ﬂat and the bonding distance d = 2.99 Å in almost perfect agreement with
the experimental one, i.e., even better than the result for Ag(111) shown in Table 5.2. For
a (9 × 5) unit cell of Au(111), the relaxed DIP geometry yields an equilibrium distance
of 3.15 Å, also in slightly better agreement with experiment than the result shown in
Table 5.2. Overall, these calculations agree with the experimental observation that the
vertical DIP position depends only weakly on surface coverage.
Figure 5.5: Results of the calculation of DIP on Cu(111), Ag(111), and Au(111). (a)
The vdW energy as a function of the distance between adsorbate and substrate atoms,
as illustrated in (b). (c) Adsorption energy Eads for the unrelaxed DIP molecule as a
function of its averaged distance d from the Cu(111), Ag(111), and Au(111) surfaces.
The curves are shown for the PBE functional with (filled markers/solid line) and with-
out (open markers/dashed line) the inclusion of long-range vdW interactions using the
vdWsurf method. The reported contribution of the vdW energy is shown at the equilib-
rium distance corresponding to the fully relaxed DIP–surface geometry (see text).
5.1.6 Discussion
With the experimental and theoretical values at hand, and in view of their excellent
agreement, we are in a good position to discuss the vdW interactions and the bonding
distances in more detail. The (atom-atom) vdW energy is computed as Cab6 R
−6
ab , where
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the Cab6 coeﬃcient determines the strength of the interaction between atoms a and b, while
Rab is the distance between adsorbate and substrate atoms (Fig. 5.5(b)). Integrating the
vdW energy for a single atom adsorbed on a semi-inﬁnite surface yields the atom-surface
vdW energy as [80, 81] CA−S3 (z − z0)−3, where now CA−S3 determines the interaction
strength between atom and surface, z corresponds to the distance of the atom to the
uppermost surface layer, and z0 indicates the position of the surface image plane. In a
rather naive picture, the CA−S3 coeﬃcient can be determined simply from the C
aa
6 and the
Cbb6 coeﬃcients that correspond to the adsorbed atom and the metal atom, respectively.
However, the situation for real surfaces is more complex because both localized and bulk
metal electrons contribute to the CA−S3 coeﬃcient in a non-trivial way, meaning that this
coeﬃcient depends on the dielectric function of the underlying solid. We computed the
CA−S3 coeﬃcients (in units of Hartree·Bohr3) corresponding to the interaction between a
carbon atom and the Cu(111), Ag(111), and Au(111) surfaces. When describing the metal
surface as a simple collection of non-interacting atoms we obtain CC−Cu3 = 0.68, C
C−Ag
3 =
0.55, and CC−Au3 = 0.50 Hartree·Bohr3. In contrast, when using the more appropriate
Lifshitz-Zaremba-Kohn (LZK) expression [82, 83] for CA−S3 , we obtain C
C−Cu
3 = 0.35,
CC−Ag3 = 0.35, and C
C−Au
3 = 0.33 Hartree·Bohr3. This clearly illustrates that the vdW
interaction between an atom and a solid surface is signiﬁcantly modiﬁed by the collective
electronic response within the substrate surface [28, 80, 81]. The very similar LZK C3
coeﬃcients for Cu, Ag, and Au lead to essentially the same adsorption energy at large
distances for DIP on Cu(111), Ag(111), and Au(111) (Fig. 5.5(c)). However, at shorter
molecule-surface distances, which include the equilibrium distance, the adsorption energy
is determined by an interplay between the vdW attraction and the Pauli repulsion with a
possible covalent component. The Pauli repulsion follows roughly the trend of decreasing
vdW radii, with a faster onset in terms of the molecule-surface distance for Au (the largest
vdW radius), and then decreases for Ag and Cu. Therefore, for Au the balance between
vdW attraction and the Pauli repulsion is obtained further away from the substrate (i.e.
larger adsorption distances) than for Cu, which in turn makes the adsorption energies
lower for Au than for Cu, in contrast to the possible naive expectation of Au with its
higher polarizability and C6 coeﬃcient exhibiting stronger vdW interaction than Cu.
The diﬀerence in the vdW energy distribution for DIP on Cu(111), Ag(111), and Au(111)
is visualized in Fig. 5.5(a), where the vdW energy between DIP and substrate atoms is
plotted as a function of their distance Rab. In contrast to Ag(111) and Au(111), the small
bonding distance of DIP on Cu(111) results in a second peak in the histogram at ∼3.6 Å,
which originates from the higher atomic density of the copper substrate.
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5.2 P4O on Au(111)
5.2.1 Introduction
O
O
O
O
O
O
Figure 5.6: Molecular structure of
P4O (left) and P2O (right). The lat-
ter was not investigated on Au(111)
by XSW, however, the structure is
given here for a better understand-
ing when comparing to P4O.
The determination of the bonding distance of pentacene-5,7,12,14-tetraone (C22H10O4,
P4O, molecular structure shown in Figure 5.6) on Au(111) was part of a study to investigate
systematically the adsorption behaviour of PEN-derivatives on metal surfaces, which was
published in Ref. [84]. Before measuring P4O on Au(111), the XSW results of P4O and P2O
on Cu(111) and Ag(111) were known. The multi-technique study also covered XPS and
UPS measurements. The combination of PES and XSW experiments led to the conclusion
that P2O is chemisorbed on Cu(111), indicated by a low bonding distance and charge
transfer from metal to molecule. On Ag(111), the molecular bonding distance and XP
spectra pointed toward a mainly physisorbed P2O molecule. P4O showed on Cu(111)
qualitatively the same behavior as P2O. In contrast, P4O still was chemisorbed on Ag(111).
PES measurements indicated a physisorbed P4O molecule on Au(111). This ﬁnding should
be conﬁrmed by XSW measurements, establishing further the correlation between PES and
XSW results.
5.2.2 XPS measurements of P4O on Au(111)
The XP spectra of C 1s and O 1s are displayed in Figure 5.7. In the C 1s spectrum
a second feature at the high BE side of the main peak is clearly visible, which originates
from the carbonylic carbon atoms. Each of the four carbon atoms are bound to an oxygen
atom. The spectrum was ﬁtted using two Gaussian functions, with the main peak (C–
C) at 284.0 eV and the side peak (C=O) at 286.6 eV. The ratio of the peak areas is
I(C− C)/I(C = O) = 4.34, deviating by only ∼5 % from the theoretical ratio of 18/4 =
4.5.
5.2.3 XSW measurements of P4O on Au(111)
XSW measurements were performed both for the ﬁrst order and the second order Bragg
peak of the Au(111) substrate at 2.634 keV and 5.268 eV, respectively. The results of both
experiments will be described now.
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Figure 5.7: C 1s spectrum of P4O on Au(111). The low BE peak is related to the
C–C-bonding carbons, the high BE peak to the C=O-bonding carbons.
First-order XSW measurements of P4O on Au(111)
Two ﬁlms of P4O on Au(111) were prepared with a coverage of 1.0 ML. For each ﬁlm,
several XSW scans around the Bragg energy of the ﬁrst-order Bragg reﬂection were taken.
The average values (with the standard deviation as error) of the coherent fraction and
coherent position is fH = (0.60± 0.05) and PH = (0.42± 0.005), respectively. Considering
the 3% increase of the layer spacing between the ﬁrst and the second layer of the Au(111)
substrate due to surface reconstruction [74], the corresponding bonding distance is dH =
(3.28 ± 0.01) Å. Figure 5.8 shows a representative photoelectron yield curve of the C 1s
Figure 5.8: Reflectivity (triangles) and photoelectron yield curves (circles) of the carbon
atoms of P4O on Au(111).
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core-level. It is not possible to evaluate a O 1s XSW scan due to an Auger peak of the
gold substrate, which crosses the O 1s peak during the ﬁrst-order Bragg scan and thereby
mixing up the O 1s peak intensities.
Second-order XSW measurements of P4O on Au(111)
One of the two ﬁlms of P4O on Au(111) was also measured at the second-order Bragg
energy of the Au(111) crystal. The average ﬁtting results are fH = 0.34± 0.06 and PH =
0.79±0.01. To calculate the bonding distance, the formula dH = (n+PH)d0 has to be used
with n = 2 and d0 = 1.178 Å, resulting in a bonding distance of dH = 3.21 Å, considering
the surface reconstruction of Au(111). A typical photoelectron yield curve for a second-
Figure 5.9: Reflectivity (triangles) and photoelectron yield curves (circles) of P4O on
Au(111), measured at the (222)-Bragg energy (5.268 keV).
order XSW scan is displayed in Figure 5.9. As described in Section 5.1.4, the diﬀerent shape
of the reﬂectivity curve compared to the ﬁrst-order reﬂectivity in Figure 5.8 originates here
from the relatively broad energy distribution of the X-rays, which is determined by the
Bragg reﬂection of the beamline monochromator made of Si(111), compared to the intrinsic
width of the Au(222) Bragg reﬂection. The measured reﬂectivity curve is a convolution of
both Bragg reﬂections.
5.2.4 Discussion
P4O adsorbs on Au(111) at a bonding distance, which was observed for other π-conju-
gated molecules on the Au(111) substrate. In those cases, the interaction between molecule
and Au is dominated by weak dispersion forces. Similar bonding distances were found for
the carbon backbone bonding distance of PTCDA on Au(111), being 3.27 Å [74]. For 1.0
ML CuPc at RT, the carbon bonding distance is 3.31 Å [85].
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The bonding distance of the carbon atoms of P4O measured at the ﬁrst-order and the
second-order Bragg reﬂection are in good agreement and deviate by 3% only. On the other
hand, the coherent fractions show a big diﬀerence. However, a lower coherent fraction for
the higher-order XSW measurement might be explained: The periodicity of the XSW ﬁeld
is bisected for the second-order Bragg reﬂection compared to the ﬁrst-order, and static
disorder and the amplitude of vibrations of the molecule in relation to the spacing of the
standing wave becomes larger. This is a possible reason for the lower coherent fractions
observed for the second-order XSW measurement.
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5.3 HBC on Au(111)
5.3.1 Introduction
Temperature dependent XSW experiments were performed for hexa-peri -hexabenzocoro-
nene (HBC, C42H18, molecular structure shown in Figure 5.10(b)) on Au(111). This system
was chosen to study the potential slope of the binding energy for HBC adsorbed on Au(111).
A Lennard-Jones potential, which is commonly used to describe vdW interactions, is shown
in Figure 5.10(a). With decreasing temperature the amplitude of the thermal vibrations of
the molecule perpendicular to the Au(111) surface will decrease. Thermal vibrations along
that axis follow the anharmonic shape of the potential of the binding energy. Therefore,
a smaller amplitude of these vibrations should lead to a smaller average bonding distance
of the molecule at low temperatures. This eﬀect is the more pronounced the weaker the
interaction potential is. For metal single crystals, previous results showed that a gold
crystal is interacting weakly with a hydrocarbon [15, 86]. Two submonolayer ﬁlms of HBC
Figure 5.10: (a) Lennard-Jones potential (solid line), which represents vdW interac-
tions. It can be approximated close to the minimum by a harmonic function (dotted
line). (b) Molecular structure of HBC.
were prepared on Au(111) at RT in situ under UHV conditions by molecular beam epitaxy
(0.2 ML and 0.3 ML). For HBC on Au(111), a repulsive behaviour between molecules
was reported for coverages below 0.7 ML [87], which is an indication of intermolecular
interaction. Hence, it is important for this experiment to prepare dilute ﬁlms, where the
intermolecular distance is large enough to ignore safely a possible inﬂuence of the coverage
on the bonding distance.
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5.3.2 Temperature determination using the Bragg energy
XPS and XSW measurements of HBC on Au(111) were done at RT (294 K) and upon
cooling. Not only for that case, also other samples presented in this work were studied in
view of temperature dependent bonding distance of molecules on a coinage metal surface.
Therefore, at this place the method of temperature determination using the shift of Bragg
energy will be explained exemplary for HBC on Au(111).
At RT (LT) we measured a Bragg energy of ERTBragg = 2.6342 keV (E
LT
Bragg = 2.6406 keV).
Using Bragg’s law this rise of EBragg, for a ﬁxed Bragg angle, can be related to a shrinking
of the lattice spacing by ∆d = 5.72 · 10−3 Å. Assuming a linear expansion coeﬃcient at
RT, α = 1.42 · 10−5 1/K 2, the temperature diﬀerence is
∆T =
1
α
∆d
d0
= 171 K, (5.1)
where d0 = 2.353 Å is the lattice spacing of Au(111) at RT. Hence, the LT value is 123 K.
Note that, compared to the use of a thermocouple, this method is a very direct measurement
of the substrate temperature. The error of the temperature arising from the determination
of EBragg is 1.5 K. However, the larger uncertainty emerges from the linear expansion
coeﬃcient α. Actually, this value is not constant, but decreases slightly with temperature
in the considered temperature range [88]. Therefore, the presented temperature has to be
considered as an upper limit. We can reﬁne the temperature determination assuming a
linear decrease of α(T ) with a gradient of 5 · 10−9 1
K2
. This slope is based on experimental
values of α at 200 K and 300 K[89]. The ﬁnal temperature is then 117 K. The uncertainty
emerging from the error from the determination of EBragg and the slope of α(T ) is estimated
to be ±8 K.
5.3.3 Temperature-dependent XPS measurements of HBC on Au(111)
Figure 5.11 shows XP spectra of HBC on Au(111) at RT and LT. The analysis of the
C 1s peak reveals a binding energy of ERTB = 283.9 eV at RT and E
LT
B = 284.1 eV at
LT. Also the width of the peaks are similar (FWHM = 1.0 eV and FWHM = 1.2 eV,
respectively). The spectra are displayed in Figure 5.11.
5.3.4 Temperature-dependent XSW measurements of HBC on Au(111)
A representative XSW photoelectron yield curve of C 1s at RT (open circle) and LT
(ﬁlled circle) is shown in Figure 5.12. The average over individual results yielding the
coherent fraction and coherent position for both temperatures are fH = 0.56 ± 0.05 and
PH = 0.35 ± 0.01 at RT, and fH = 0.57 ± 0.05 and PH = 0.35 ± 0.01 at LT. The average
XSW results are summarized in Tab. 5.3. The measured bonding distances are, considering
2The use of the bulk value α is justified here, because the penetration depth of the X-rays is in the order
of µm, and the reflectivity signal is created from the bulk crystal.
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Figure 5.11: C 1s XP spectra of HBC on Au(111). (a) at RT (294 K) and (b) at LT
(117 K).
Figure 5.12: Representative photoelectron yield curves of HBC on Au(111) at RT and
LT. Both figures display the yield as a function of deviation from EBragg. The thermal
shrinking of the substrate lattice spacing upon cooling is related to an increase of EBragg,
from ERTBragg = 2.6342 keV at RT to E
LT
Bragg = 2.6406 keV at LT. The change of EBragg is
exploited to determine the LT value. For details see main text.
Table 5.3: XSW results of HBC on Au(111) at RT and LT. The average over several
XSW measurements is displayed.
Atom T (◦C) fH PH dH (Å)
C 1s RT (294) 0.56 0.35 3.10 ± 0.03
C 1s LT (117) 0.57 0.35 3.09 ± 0.03
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the increased lattice spacing between the ﬁrst and the second Au(111) layer due to surface
reconstruction [74], dRT = 3.10±0.03 Å and dLT = 3.09±0.03 Å at RT and LT, respectively.
5.3.5 Discussion
The XSW results show that there is no diﬀerence of the bonding distance of HBC on
Au(111) between RT and LT conditions within our error bars. The bonding distance of
∼3.1 Å both at RT and at LT is smaller than the sum of vdW radii of the carbon and gold
atoms, which is 3.41 Å. Hence, the adsorption of HBC on Au(111) is not purely mediated
by vdW interaction.
A consequence of this result for the study of the adsorption potential is that the decrease
in vibrational amplitude at lower temperatures does not lead to a lower bonding distance.
This fact gives rise to the assumption that, within the investigated temperature regime, the
interaction potential of HBC on Au(111) can be approximated with a quadratic function
around the equilibrium distance. To see a temperature dependent bonding distance it
might be necessary to use either a diﬀerent substrate, which interacts even more weakly
with a molecule, and the slope of the interaction potential becomes less steep toward
higher distances. The other possibility is to increase the temperature range, either by
cooling further down or by measuring at elevated temperatures. The upper temperature
limit is the desorption of the molecules, which occurs for a monolayer PEN on Au(111) at
516 K [90].
Comparing HBC with DIP (for details see Section 5.1) – another pure hydrocarbon –
we see that both molecules adsorb on Au(111) at the same height, in contrast to PTCDA,
P4O and CuPc on Au(111). For these molecules, larger bonding distances, namely 3.27 Å
(PTCDA, [74]), 3.28 Å (P4O, Section 5.2), and 3.31 Å (CuPc, [86]) were reported. This
diﬀerence is signiﬁcant and probably due to the oxygen atoms (PTCDA, P4O) or other
heteroatoms (CuPc).
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5.4 PEN on Ag(111)
This section is reprinted (adapted) with permission from Ref. [91]. Copyright 2013,
American Chemical Socienty. The publication emerged from a collaboration with the
author of this work.
5.4.1 Introduction
Figure 5.13: Molecular structure of PEN.
The adsorption strength of the pentacene (PEN, C22H14, molecular structure shown in
Figure 5.13) on Ag(111) could not be determined unambiguously, although it was studied
with several experimental techniques. While NEXAFS and TDS data provide indications
of chemisorption [92], UPS data [93] and DFT modeling [94] are suggesting rather physi-
sorption of PEN on Ag(111).
STM measurements of PEN molecules on Ag(111) displayed a particular adsorption
behaviour. At RT, no STM images could be taken of molecules in direct contact with the
Ag(111) substrate. Such behavior that does not allow to take STM pictures of adsorbed
molecules is named “liquid-like”. The reason is weak interaction between molecule and
metal and therefore a high mobility of molecules, probably triggered by the STM tip. A
diﬀerent situation was observed for PEN molecules, which adsorb on top of one closed
PEN ML. There, individual molecules could be imaged [95]. Only at 50 K, it was possible
to display PEN molecules with STM in the ﬁrst layer on Ag(111) [96]. However, it is not
necessary to cool the sample down to 50 K. Low energy atom diﬀraction measurements
observed no structural changes in the monolayer between 200 K and 50 K [97].
More recently, a theoretical study dealt with the adsorption of PEN on Ag(111) for an
isolated molecule and a complete ML [94]. Their calculations reveal a rise of the bonding
distance from 3.9 Å to 4.1 Å for the two extremal coverages due to intermolecular forces,
which become more and more important with increasing coverage and hinder the molecule
to ﬁnd the energetically best adsorption site with respect to the substrate.
Here, our aim is to investigate the bonding distance for the disordered RT phase and for
the ordered LT phase for diﬀerent coverages, in order to assess the interaction strength,
depending on coverage and temperature.
5.4.2 XPS measurements of PEN on Ag(111)
Each C 1s spectrum of both ﬁlms was background subtracted. Fitting was done with
only one Gaussian, see Figure 5.14, in contrast to PEN on Cu(111). There, a double peak
was observed being split by 0.6 eV, which was explained with strong interaction of the
molecule with the Cu(111) surface [14].
62 Results and Discussion
For the 0.5 ML ﬁlm of PEN on Ag(111), the peak is located at EB = 284.8 eV with
FWHM = 1.4 eV, both for the RT and for the LT ﬁlm. Small changes of these values were
observed for the ﬁlm with a coverage of 0.75 ML. There, the binding energy of the C 1s is
EB = 285.1 eV at RT and EB = 285.0 eV at LT. The width of both Gaussians is slightly
reduced to FWHM = 1.1 eV each.
Figure 5.14: C 1s spectra of PEN on Ag(111) for a coverage (a) of 0.5 ML and (b)
of 0.75 ML. The LT spectra are marked with circles in blue, the RT are marked with
diamonds in red. For details see text.
5.4.3 XSW measurements of PEN on Ag(111)
To determine temperature and coverage dependent bonding distances, a minimum of
three XSW scans were taken for each ﬁlm at each temperature. Representative sets of
data together with their ﬁtting results of the four scenarios is plotted in Figure 5.15.
For the 0.5 ML ﬁlm, the bonding distance is similar for the RT and LT, being dRTH =
(2.99± 0.01) Å and dLTH = (3.04± 0.01) Å. The error is given from the standard deviation.
Upon cooling from 294 K to 145 K an increase of the coherent fractions can be observed
from fRTH = 0.78 to f
LT
H = 0.94. We estimate an error of 0.05 for the coherent fractions. For
the ﬁlm with a coverage of 0.75 ML we measured both at RT and LT a bonding distance
of dH = (3.13± 0.01) Å. The coherent fractions increased from fRTH = 0.64 to fLTH = 0.73.
All results are summarized in Table 5.4.
5.4.4 Discussion
On a ﬁrst instance one can observe for PEN on Ag(111) a coverage dependent, but no
(or only minor) temperature dependent bonding distance. The values, ranging between
2.99 Å and 3.13 Å – lower than the calculated values (3.9 Å - 4.1 Å [94]) – are signiﬁcantly
larger compared to the bonding distance of PEN on Cu(111) (dH = 2.34 Å [14]) due to
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Figure 5.15: Reflectivity (triangles) and photoelectron yield curves (circles) of PEN
on Ag(111) for two different coverages (0.5 ML and 0.75 ML), each measured at two
temperatures (294 K and 145 K).
Table 5.4: Results of temperature and coverage depending XSW experiments of PEN
on Ag(111): Coherent fraction fH , coherent position PH , and bonding distance dH .
The values refer to the average of several XSW measurements with the corresponding
standard deviation as error bars.
ϑ T fH PH dH
0.50 ML 294 K 0.77 ± 0.05 0.267 ± 0.005 (2.99 ± 0.01)Å
0.50 ML 145 K 0.94 ± 0.05 0.294 ± 0.004 (3.04 ± 0.01)Å
0.75 ML 294 K 0.64 ± 0.05 0.326 ± 0.004 (3.13 ± 0.01)Å
0.75 ML 145 K 0.73 ± 0.05 0.330 ± 0.005 (3.13 ± 0.01)Å
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weaker molecule–substrate interaction on Ag(111). This ﬁnding is supported by the XPS
data of only one C 1s peak for Ag(111) in contrast to the Cu(111) substrate, where the
double peak of the C 1s peak was rationalized with the same argument.
The temperature does not inﬂuence the bonding distance, although the adsorption be-
haviour changed from the disordered ’liquid-like’ phase at RT to an ordered phase with
well deﬁned adsorption places of the molecules at LT. Our results are in line with other
XSW results, investigating the inﬂuence of temperature on the bonding distance. E.g.,
neither HBC on Au(111), as described in Section 5.3, nor CuPc on Cu(111), Au(111) [86],
and Ag(111) [19] showed a temperature dependence.
On the other hand, we see an increase of the bonding distance by 3%–5% with coverage
from 0.5 ML to 0.75 ML for PEN on Ag(111). This result can be explained with inter-
molecular forces, playing a larger role for smaller molecule–molecule distances and hinder
the molecule to ﬁnd the most favourable adsorption site with respect to the substrate. A
similarly increasing bonding distance with coverage was found for CuPc on Ag(111) [19]
and – even more pronounced – on Cu(111) [86]. Only for CuPc on Au(111) no coverage de-
pendence of the bonding distance was found, due to the weak interaction between molecule
and metal [86].
Summing up our observations, the coverage dependent bonding distance of PEN an
Ag(111) indicates an interaction, which is stronger than physisorption. Yet, typical ob-
servations for chemisorbed systems are missing, leading to the conclusion that this system
is in between the two extremal cases of interaction and hence might be named with ’soft
chemisorption’ [91].
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5.5 Bilayer: PFP on PEN on Cu(111)
5.5.1 Introduction
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Figure 5.16: Molecular structure
of PFP (left) and PEN (right).
In addition to the interface between organic molecules and metals also heterostruc-
tures of two diﬀerent organic molecules are crucial for devices based on organic molecules.
For instance, organic photovoltaic cells typically consist of – at least – two diﬀerent or-
ganic compounds, whose interface properties are responsible for the device performance.
Generally, the electronic and geometrical properties of the organic-organic interface is,
in fact, least understood. Determination of these properties might answer the question
of the interaction strength between the two molecular species. As our model system we
chose the heterostructure of pentacene (PEN, C22H14) and its perﬂuorinated counterpart,
(PFP, C22F14, molecular structure shown in Figure 5.16). Both molecules together repre-
sent a prototypical donor-acceptor system and have been studied intensely during the last
years, including the two molecules individually at monolayer coverages [14, 98] and in thin
ﬁlms [99–101], and the molecules in mixed thin ﬁlms [102–107].
It was shown in an XSW study by Koch et al. [14] that both PEN and PFP adsorb
on Cu(111) in a ﬂat lying phase, but diﬀer considerably in adsorption height. The PEN
molecule has a signiﬁcantly lower bonding distance than its perﬂuorinated counterpart.
Additionally, the bending of the ﬂuorine atoms above the carbon backbone results in a
distortion of the molecule. As the ﬂuorine atoms have negative partial charge, such a
molecular distortion implies a permanent dipole moment inﬂuencing the work function
and hence the charge transport of such a sample. Our aim here is to study how the
interaction of PFP with the Cu(111) substrate changes if a monolayer of the prototypical
hydrocarbon PEN is placed in between.
In our ﬁrst step we prepared a monolayer of PEN on Cu(111). During evaporation of
PEN (nominal evaporated thickness: 15 Å) we kept the temperature of the substrate at
∼ 450 K. At this temperature the second layer of PEN starts to desorb on Cu(110) [108] and
ensures that no molecules beyond the ﬁrst layer adsorbs. After this monolayer preparation
we performed XSW measurements of PEN on Cu(111).
Secondly, we evaporated a submonolayer of PFP on top of the monolayer PEN on
Cu(111), followed by XSW and XPS measurements. The XPS signal of carbon can be
ﬁtted with three peaks, which is done in Figure 5.17. The largest peak corresponds to
the carbon atoms of the PEN molecule. The two smaller peaks are related to the PFP
molecule: The peak at higher binding energy emerges from the C–F binding, the other
peak from the C–C binding within the PFP molecule. This XPS analysis allows to dis-
tinguish the photoelectron yield from the carbon atoms of PEN from the carbon atoms of
PFP. Hence, a separate determination of the bonding distance of the carbon core of PEN
and PFP within the bilayer system is possible.
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5.5.2 XPS measurements of PFP on PEN on Cu(111)
The XPS analysis contains spectra of the ﬂuorine and of the carbon atoms and is dis-
played in Figure 5.17. Based on the XPS analysis described in the following for the C 1s
spectrum, the photoelectron yield of PEN and PFP was obtained. The F 1s XP spectrum
is ﬁtted with one Gaussian located at EB = 688.5 eV. The C 1s spectrum of the bilayer is
Figure 5.17: C 1s and F 1s core-level signal of PFP on PEN on Cu(111). The C 1s
spectrum is fitted with three Gaussians, one for the PEN at low binding energy, and two
for the PFP molecule (C–C and C–F bonds). Spectra are taken at Eph = 2975 eV.
split up into three contributions, each of them ﬁtted with a Gaussian. The highest peak
has a binding energy of 284.5 eV and is related to the PEN molecule. The two lower peaks
correspond to the PFP molecule, whose carbon atoms have two diﬀerent binding types, one
from the C–C bond (EB = 286.3 eV) and the other from the C–F bond (EB = 287.9 eV).
The XPS measurements from Ref. [14] on monolayers of PEN on Cu(111) revealed a C 1s
double peak at binding energies of 284.9 eV and 285.55 eV. The splitting is explained by
strong chemisorption of PEN on Cu(111). Due to the resolution in our XPS measurements,
this feature cannot be resolved, but the broad peak provides an indication of this feature.
Our binding energy of PEN in the bilayer is lower than the earlier results. Glowatzki et
al. measured one ML PFP on Cu(111), ﬁnding the carbon peaks at 285.8 eV (287.3 eV)
for the C–C (C–F) components and the ﬂuorine peak at 287.5 eV [109]. However, in our
case PFP adsorbs in the second layer, and the interaction will be diﬀerent than in the
monolayer on Cu(111). A thick PFP ﬁlm on Ag(111) was analyzed by Götzen et al. [110].
For thick ﬁlms the inﬂuence of the substrate can be neglected. Their binding energies are
at 286.3 eV for the C–C and 287.8 eV for the C–F peaks, while the ﬂuorine peak is located
at 688.0 eV.
The intensity ration between the PEN and PFP components is 1.65. Assuming the same
unit cell size for PEN and PFP on top of PEN we can estimate that the PEN ML is covered
by ≤ 65% with PFP molecules. The equals sign can be chosen only if the PFP molecules
do not scatter those photoelectrons that are released from the underlying PEN molecules.
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Table 5.5: C 1s binding energies of PFP within the bilayer PFP on PEN/Cu(111), and
comparison with binding energies from a ML of PFP on Cu(111) and a PFP multilayer
film, found in literature.
System
C 1s F 1s
C–C C–F
PFP on PEN/Cu(111) 286.3 287.9 688.0
ML PFP on Cu(111) [109] 285.8 287.3 687.5
multilayer PFP [110] 286.3 287.8 688.0
5.5.3 XSW measurements of PFP on PEN on Cu(111)
A representative XSW measurement of 1 ML of PEN and of the bilayer PFP on PEN
on Cu(111) can be seen in Figure 5.18. All ﬁt results of the XSW scans are summarized
in Table 5.6.
Our XSW results of the monolayer PEN on Cu(111) is a bonding distance of dH = 2.43 Å.
Upon deposition of a submonolayer PFP on top of the ML PEN, the bonding distance of
PEN is slightly reduced to 2.35 Å. For the bonding distance of the PFP molecule we have
Figure 5.18: Photoelectron yield curves (circles) for 1 ML of PEN on Cu(111) [left]
and of the bilayer PFP on PEN on Cu(111). The triangles mark the reflectivity of the
(111) Bragg reflection of the substrate.
to consider the n-ambiguity of the coherent position. To understand this we should recall
the basic idea that the XSW ﬁeld appears also above the crystal with the periodicity of the
substrate lattice spacing. The n-value determines, which lattice plane is chosen (n = 0:
topmost atomic layer of the substrate single crystal; n = 1: ﬁrst extrapolated lattice plane
in vacuum above the crystal; etc.). The coherent position is determined with respect to
a lattice plane. For PEN on Cu(111), n = 1 is chosen, and with the knowledge of the
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spacing of two lattice planes d0 the formula dH = (n+ PH) · d0 can be used to determine
the distance dH with respect to the topmost atomic layer of the Cu(111) substrate. For
Table 5.6: XSW results (coherent fraction fH , coherent position PH , and distance to
the uppermost Cu(111) layer) of the ML PEN on Cu(111) and of the bilayer PFP on
PEN on Cu(111).
Atom (Mol.) System fH PH dH (Å)
C 1s (PEN) PEN/Cu(111) 0.48 0.16 2.43 ± 0.02
C 1s (PEN+PFP) PFP/PEN/Cu(111) 0.13 0.05 4.28 ± 0.08
C 1s (PEN) PFP/PEN/Cu(111) 0.36 0.13 2.35 ± 0.03
C 1s (PFP) PFP/PEN/Cu(111) 0.23 0.75 5.73 ± 0.06
F 1s (PFP) PFP/PEN/Cu(111) 0.22 0.66 5.54 ± 0.08
the carbon atoms of the PFP molecule we measured PH = 0.75. To obtain a sensible
distance for PFP that adsorbs in the second layer, n = 2 has to be chosen. In that case,
the distance of PFP to the topmost lattice plane is 5.73 Å. Analogue considerations for
the ﬂuorine atoms of PFP yield a distance of 5.54 Å above the Cu(111) surface, i.e. the
ﬂuorine atoms are 0.19 Å below the carbon backbone of PFP.
5.5.4 Discussion
In the ﬁrst step of the experiment we could reproduce the earlier result of PEN on
Cu(111). The measured bonding distance is with 2.43 Å only slightly higher than the
results from Koch et al. (dH = 2.35 Å [14]). We have to consider that the bonding distance
of PEN presented in this work was measured using a diﬀerent XSW setup compared to
the PEN bonding distance from Ref. [14]. For the setup of the latter experiment the use
of non-dipole parameters was necessary. The small deviation of the bonding distance can
also emerge from a diﬀerent coverage. In this work a complete ML was measured, while
Koch et al. analyzed a submonolayer coverage. The coverage-dependence of the bonding
distance, i.e. an increasing bonding distance with increasing coverage, was found, among
others, for PEN on Ag(111), which was described in Section 5.4.
For the bilayer system, the bonding distance of PEN is reduced relative to the bare ML,
from 2.43 Å to 2.35 Å. No signiﬁcant change of the bonding distance of PEN indicates
that the ML of PEN stays intact after deposition of PFP molecules. This ﬁnding is further
supported by the coherent fractions. For the total C 1s photoelectron yield, arising from
both PEN and PFP molecules, the coherent fraction is fH = 0.13. If the contributions from
PFP and PEN to the overall signal are separated by an XPS analysis as described above
in Section 5.5.2, the coherent fractions increase, for PEN to fH = 0.36, which is closer to
the ML value, and for PFP to fH = 0.23. This increase of the coherent fractions is a sign
for higher vertical order of the individual molecules and provides evidence that signiﬁcant
diﬀusion of PFP molecules into the ﬁrst molecular layer is unlikely. If intermixing takes
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place, the coherent fraction of PFP would even be lower compared to the overall C 1s
signal. We can conclude therefore that PFP adsorbs on top of the PEN ML.
The individual measurements of the components within the bilayer are displayed in the
Argand diagram in Figure 5.19(a). Open circles are related to the C 1s of PEN and crosses
mark the results of C 1s of PFP. The sum of both C 1s components are related to the
crossed circles. The XSW results of F 1s are represented by stars.
Figure 5.19: (a) Argand diagram displaying the results of the bilayer PFP on PEN
on Cu(111). Each marker corresponds to the result of a single XSW scan. The position
is determined by fH (length of a vector) and PH (angle of the vector). The different
symbols represent different atoms: Carbon atoms from PEN (open circle), carbon atoms
from PFP (cross), the sum of both (crossed circle), and the fluorine atoms of PFP (stars).
(b) Schematic picture of the adsorption geometry of PFP on PEN on Cu(111).
For the bilayer system, the measured distance of the carbon atoms of PFP to the sub-
strate surface is 5.73 Å, while PEN adsorbs at a bonding distance of 2.35 Å. The vertical
distance between the backbones of PEN and PFP is therefore 3.38 Å. The latter value is a
typical interplanar distance in crystals of π-conjugated molecules of one type. In molecular
crystals this distance is explained with the sum of two carbon vdW radii (3.4 Å), and can
be related to weak interaction (physisorption) between the backbones of the two molecules.
Also for single crystals made of mixtures of octaﬂuoronaphthalene with diﬀerent polyaro-
matic hydrocarbons similar intermolecular distances are found. These crystal represent
a situation, which is close to our system, as they consist of aromatic hydrocarbon and
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perﬂuorinated molecules. The reported interplanar distance between these two diﬀerent
molecules is 3.39 Å [111] and therefore very similar to our result.
The ﬂuorine atoms of PFP have a bonding distance of 5.54 Å and are therefore bent
downwards by 0.19 Å, toward the PEN molecule. Figure 5.19(b) shows schematically
the geometric result of the bilayer. The bending of the ﬂuorine atoms toward the PEN
molecules is probably induced by quadrupole interaction. The quadrupoles emerge due
to the polar bonds between H–C and F–C of the PEN and PFP molecule. Therefore,
within a PEN molecule positive partial charge is at the place of the hydrogen atoms and
negative partial charge in the central part of the molecule, at the positions of the carbon
atoms. For the PFP molecule partial charge distribution is qualitatively reversed, resulting
in Coulomb-attraction between the two molecules.
Now we turn to a comparison of the PFP C 1s binding energies. In the ML, the metal
substrate screens the hole created by the photoemission process and the attraction of the
escaping electron to the hole is reduced. This screening is less eﬀective in the multilayer
due to a small polarizability of the organic compound, decreasing the kinetic energy of the
photoelectron and shifting the binding energy to a higher value. According to Table 5.5,
the PFP in the bilayer displays the same binding energies than a multilayer of PFP.
In the literature XSW results of a diﬀerent bilayer can be found. A ML of PTCDA
was prepared on Ag(111), and CuPc was added on top of PTCDA [112]. As in our case,
the PTCDA molecules are slightly pressed toward the substrate upon adsorption of CuPc
(from 2.86 Å to 2.81 Å). The CuPc molecules adsorb in a ﬂat geometry within diﬀerences
of the adsorption height of 0.1 Å, and the distance to the PTCDA layer is 3.22 Å. This
value is smaller than the sum of two carbon vdW radii, indicating a stronger interaction
mechanism between CuPc and PTCDA compared to the case of PFP on PEN/Cu(111).
In addition, the bilayer F16CuPc on CuPc/Ag(111) was analyzed recently, the distance
between F16CuPc and CuPc is 3.06 Å. There, no distortion of the perﬂuorinated molecule
is observed.
The bilayer PFP on PEN/Cu(111) was prepared and the bonding distances of the in-
dividual compounds could be resolved. Our XSW measurements suggest that the carbon
skeletons of both molecules are interacting mainly via vdW forces. To gain further insight
into the organic-organic interface, a collaboration with theoreticians was set in to model
this bilayer system using state-of-the-art DFT calculations.
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5.6 COHON and PYT on Cu(111)
5.6.1 Introduction
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O Figure 5.20: Molecular structure
of PYT (left) and COHON (right).
The adsorption geometry of P4O on Au(111) is explained in Section 5.2 as part of
a systematic study on PEN derivatives – 6,13-pentacenequinone (P2O) and pentacene-
5,7,12,14-tetraone (P4O) – on Cu(111), Ag(111), and Au(111) [84]. In the gas phase,
the conjugation of the rod-like molecules P2O and P4O does not extend over the whole
molecule, as it is interrupted by the carbonyl groups. However, when they adsorb on certain
(111)-surfaces of coinage metals they suﬀer a surface-induced aromatic stabilization. This
phenomenon includes a CTC and hybridization, which extends the conjugation over almost
the whole molecule and renders the monolayer metallic. In addition, chemical shifts of the
C 1s and O 1s core-levels were observed.
To see whether the adsorption behavior described there can be extended to other COMs,
which contain on the one hand a carbon backbone with embedded carbonyl-groups and
on the other hand a diﬀerent shape, the disk-like COMs coronene-hexaone (COHON,
C24H6O6) and pyrene-4,5,9,10-tetraone (PYT, C16H6O4, molecular structure shown in
Figure 5.20) are measured on Cu(111) with XSW. PYT is a relatively small molecule
containing four carbonyl-groups and has the ability to host side groups as bromine atoms
or nitro (NO2) groups, e.g., in order to change the functionality of the molecule. The
inﬂuence on NO2-side group on the bonding distance is studied in Section 5.7 for the
Ag(111) substrate. COHON is a discoidal COM made of six benzene units attached to a
ring and hosts six carbonyl-groups, i.e. more than P2O, P4O and PYT.
The study of COHON and PYT on Cu(111) was performed using the old XSW setup at
the ESRF, and non-dipole parameters in the XSW analysis are required.
5.6.2 XPS measurements of COHON and PYT on Cu(111)
The C 1s and O 1s spectra are shown in Figure 5.21. We will start with COHON, whose
slightly asymmetric C 1s spectrum can be ﬁtted with two Gaussians at binding energies of
285.0 eV and 286.2 eV. For the O 1s spectrum, the peak is located at 531.1 eV. The results
for PYT are similar: The C 1s signal consists of two contributions, one peak at 284.7 eV,
the other at 285.8 eV. The O 1s peak is located at 530.7 eV.
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Figure 5.21: XP spectra of COHON and PYT on Cu(111).
5.6.3 XSW measurements of COHON and PYT on Cu(111)
The XSW analysis of COHON and PYT on Cu(111) is exemplarily shown in Figure 5.22.
For COHON on Cu(111) we get on average of measurements at diﬀerent spots for the
carbon atoms fH = 0.25±0.05 and PH = 0.17±0.02, and for the oxygen atoms fH = 0.48±
0.03 and PH = 0.03 ± 0.01. Their bonding distances are 2.45 ± 0.04 Å and 2.14 ± 0.03 Å,
respectively. The XSW analysis for PYT on Cu(111) reveals on average for the carbon
atoms a coherent fraction of fH = 0.35±0.03 and a coherent position of PH = 0.11±0.01.
The analysis of the oxygen atoms leads to fH = 0.43 ± 0.05 and PH = 0.97 ± 0.02. The
average bonding distance of the carbon skeleton is therefore 2.31 ± 0.03 Å, whereas the
oxygen atoms adsorb at a distance of only 2.04 ± 0.06 Å.
5.6.4 Discussion
The XSW analysis of COHON and PYT on Cu(111) shows two strongly distorted
molecules. The relative distortion within each molecule is in both cases very similar, the
oxygen atoms adsorb almost 0.3 Å below the average carbon adsorption height. Looking
at the absolute numbers, the carbon atoms of COHON adsorb at a larger bonding distance
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Figure 5.22: Representative photoelectron yield curves (circles) of COHON and PYT
on Cu(111) for the carbon and oxygen atoms together with their fit results. The triangles
mark the reflectivity of the Cu(111) substrate.
than those of PYT, whose bonding distance is very similar to the PEN derivatives P2O
and P4O on Cu(111) [84]. In addition to the similarity of the XSW results of PYT and
COHON with the PEN derivatives, we see an analogy in the XPS. In the C 1s spectra of
PYT and COHON, the side peak, being related to the bond to the oxygen atom, is located
close to the main peak. In contrast, the weakly interacting P4O on Au(111) exhibits a
clearly separated side peak (see Figure 5.7), a few eV above the main peak. Therefore, the
XPS data of PYT and COHON on Cu(111) are an evidence for a charge redistribution at
the place of the carbonylic carbon atom, probably related to a charge transfer from the sub-
strate to the molecule leading toward a C–O single bond. Also the strong distortion of the
molecule is a hint that the C=O double bond changed toward a single bond, as the latter
is expected to be more ﬂexible. The small bonding distance of the oxygen atoms and the
chemically shifted C 1s peak of the carbonyl groups are evidence for a covalent bond of the
oxygen atoms with substrate atoms. We can conclude that COHON and PYT behave on
Cu(111) qualitatively in the same way as P2O and P4O on Cu(111). The carbonyl group
plays an important role for the bonding of these molecules on Cu(111). One exception is
PTCDA on Cu(111), whose carbonylic oxygen atoms are bent upwards and the average
carbon bonding distance is substantially higher than PYT (∆dH ∼ 0.3 Å) and COHON
(∆dH ∼ 0.15 Å). PTCDA contains besides the carbonylic oxygen atoms two anhydride
oxygen atoms, which might be responsible for the diﬀerent interaction mechanism.
74 Results and Discussion
5.7 PYT and NO2PYT on Ag(111)
5.7.1 Introduction
Figure 5.23: Molecular structure
of PYT (left) and NO2PYT (right).
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PYT is a strong electron accepting and relatively lightweight molecule. A possible
problem of light molecules is the diﬀusion of the molecule into layers of a diﬀerent organic
material. By adding two NO2 (nitryl)-groups, the molecular weight of the new molecule
2,7-dinitropyrene-4,5,9,10-tetraone (NO2PYT, C16H4N2O8, molecular structure shown in
Figure 5.23) is increased, and the probability of diﬀusion is reduced. Interlayer diﬀusion
was observed for the small organic acceptor 2,3,5,6-tetraﬂuoro-7,7,8,8-tetracyanoquinodi-
methane (F4-TCNQ), and diﬀusion of molecules into the neighbouring organic compound
is considered a major problem for the production of reliable and stable organic devices.
To shed light on the inﬂuence of side groups on the bonding distance, PYT and NO2PYT
were investigated with the XSW technique on Ag(111). These results are a ﬁrst step to
understand, if or how side groups change the interface properties. First, by comparing the
XSW results of PYT on Ag(111) with the ones of the Cu(111) substrate (see Section 5.6) we
can study, whether the adsorption mechanism of PYT depends on the substrate. Second,
we can address the question, whether the side groups modify the interaction of the molecule
with the Ag(111) substrate.
The study of PYT on Ag(111) was performed using the old XSW setup at the ESRF.
Therefore, non-dipole parameters in the XSW analysis are required.
5.7.2 XPS measurements of PYT and NO2PYT on Ag(111)
The XPS analysis for PYT on Ag(111) reveales one symmetric C 1s peak at 284.8 eV
and one peak of O 1s at 530.9 eV. The O 1s signal is slightly assymmetric. The second
peak is probably related to contamination during sample preparation. However, we are
conﬁdent that the XSW results are not aﬀected signiﬁcantly for reasons given later. The
XPS analysis of NO2PYT was done for the C 1s and O 1s core-levels by ﬁtting each
spectrum with two Gaussians. The two components of the C 1s signal were found at
EC−NB = 287.2 eV and at E
C−C
B = 284.4 eV. The O 1s signal is split up in components
originating from the carbonyl group and from the nitryl group. Their binding energies are
EO=CB = 529.6 eV and E
O−N
B = 531.3 eV, respectively. The ratio of the peak intensities of
I(O = C)/I(O −N) = 0.9 is close to the expected value of 1.
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Figure 5.24: XP spectra of C 1s and O 1s of PYT (bottom panel) and NO2PYT (upper
panel) on Ag(111).
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5.7.3 XSW measurements of PYT and NO2PYT on Ag(111)
Our results of the XSW analysis of PYT on Ag(111), an average of several individual
XSW scans, are a coherent fraction fH = 0.29 ± 0.06 and a coherent position PH =
0.05±0.01 for the carbon atoms, and fH = 0.47±0.06 and PH = 0.96±0.02 for the oxygen
atoms. The average bonding distance for the oxygen atoms is 2.25 ± 0.04 Å, signiﬁcantly
lower than the carbon atoms, which adsorb on average at a distance of 2.47± 0.03 Å.
A representative XSW yield curve for the atoms of PYT and NO2PYT on Ag(111)
is displayed in Figure 5.25. The analysis for the NO2PYT molecule on Ag(111) shows
fH = 0.59 ± 0.11 and PH = 0.20 ± 0.01 for the carbon atoms, fH = 0.55 ± 0.10 and
PH = 0.95± 0.02 for the carbonyl oxygen, and fH = 0.42± 0.09 and PH = 0.11± 0.03 for
the nitryl oxygen. The coherent positions can be translated into average bonding distances
of 2.82±0.02 Å for the carbon atoms, 2.61±0.07 Å for the nitryl oxygen, and 2.23±0.03 Å
for the carbonyl oxygen atoms.
Figure 5.25: Photoelectron yield curves (circles) of PYT and NO2PYT on Ag(111).
For NO2PYT it is possible to distinguish between the oxygen of the carbonyl groups and
the oxygen of the nitryl group. For details see Section 5.7.2.
5.7.4 Discussion
We begin the discussion with PYT. On Ag(111), the XSW results show a distorted
molecule, with the carbonylic oxygen atoms being bent towards the Ag(111) surfaces,
very similar to the adsorption geometry on Cu(111) described previously in Section 5.6.
The diﬀerence in adsorption height on Ag(111) between the carbon and oxygen atoms is
∼ 0.2 Å, which implies a distorted molecule. Regarding the core-level analysis, we observe
no second peak a few eV above the main peak in the C 1s spectrum. This peak is expected
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to emerge from the C=O bond and occurred for the weakly interacting P4O on Au(111)
in Section 5.2. Therefore, the C 1s spectrum here is an indication of a charge transfer
from PYT to the metal. This charge transfer modiﬁes the bond substantially and is a sign
for surface-induced aromatic stabilization [84]. The lower coherent fraction for the carbon
atoms compared to the oxygen atoms can be explained with the distorted molecule, in
which carbon atoms at diﬀerent positions within the molecule have diﬀerent adsorption
heights. It is likely that the carbon core is bent in a way, where the carbonylic carbon
atoms are closer to the surface than the other carbon atoms. The small bonding distance
of the oxygen atoms are a sign for a bond of a covalent type between oxygen and silver
atoms. Thus, the oxygen atoms have a preferred adsorption site on the surface. This
ﬁnding is further supported by the high coherent fraction of the oxygen atoms compared
to the carbon atoms, indicating vertically ordered oxygen atoms. This means that, even if
the O 1s peak is broadened due to contamination, the latter does not play a big role, as a
decrease of the coherent fraction would be expected in a more drastic way.
Figure 5.26: Schematic of the adsorption geometry of (a) PYT and (b) NO2PYT on
Ag(111). The carbon skeleton is displayed flatly, because the XSW experiments yield an
average of all carbon atoms. It is expected that the skeleton is bent.
Now we turn to the PYT derivative. For a better understanding, Figure 5.26 provides
the schematic adsorption geometry of PYT and NO2PYT. For NO2PYT we observe again
a similar distortion of the molecule regarding the carbonyl oxygen. However, the carbon
atoms have a larger bonding distance compared to the pure PYT molecule. The average
distance between the carbonylic oxygen and the carbon atoms is now ∼ 0.6 Å. The nitrylic
oxygen atoms, which are located in the side groups, adsorb at lower bonding distances
than the carbon atoms. In relation to PYT on Ag(111) we can conclude that the NO2 side
groups apparently have an inﬂuence on the adsorption mechanism. While the carbonylic
oxygen atoms adsorb at the same height as it was observed for PYT, the carbon skeleton
is pulled away from the surface by ∼ 0.35 Å.
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5.8 H2Pc on Cu(111)
5.8.1 Introduction
Figure 5.27: Molecular structure of H2Pc.
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The phthalocyanine (Pc, C32H16N8) molecule can be modiﬁed relatively easy, because
the center of the macro-cycle can host either two hydrogen atoms (H2Pc, molecular struc-
ture shown in Figure 5.27) or a metal atom (MPc). Therefore, dozens of diﬀerent MPc
molecules exist, each of them with potentially diﬀerent properties, making Pcs interesting
components for electronic devices [113, 114]. This huge potential led to intense research of
diﬀerent metal Pcs on metal surfaces, using the whole spectrum of analysis techniques.
One way to get a better understanding of the adsorption mechanism and the inﬂuence
of the central metal ion on the bonding distance and therefore the interaction strength
between Pc and metal substrate is to compare the metallized Pcs with the metal-free Pc
(H2Pc). Some MPcs have already been studied on Cu(111) with the XSW technique [11,
79, 86, 115, 116]. In addition, H2Pc has been investigated on Ag(111) using XSW, i.a. [117].
The study of H2Pc on Cu(111) was performed using the old XSW setup at the ESRF,
and non-dipole parameters in the XSW analysis are required.
5.8.2 XPS measurements of H2Pc on Cu(111)
XPS measurements were performed for H2Pc on Cu(111). The molecular coverage is
determined to be 0.7 ML. Figure 5.28 shows XP spectra of the C 1s and N 1s core-levels.
The binding energy of the N 1s peak is EB = 399.1 eV. The C 1s peak was ﬁtted with two
contributions, which originate from the C–C and C–N bondings. Their binding energies are
EC−NB = 286.3 eV and E
C−C
B = 285.1 eV, respectively. The intensity ratio of both peaks,
I(C− C)/I(C −N) was determined to be 3.15, close to the theoretical value of 24/8 = 3.
5.8.3 XSW measurements of H2Pc on Cu(111)
The XSW analysis – a representative XSW scan in displayed in Figure 5.29 – revealed
an average bonding distances of 2.45± 0.07 Å for the carbon atoms and 2.39± 0.06 Å for
the nitrogen atoms.
5.8.4 Discussion
The bonding distance of the metal-free Pc is smaller than the one reported for CuPc
on Cu(111). At a comparable coverage (0.6 ML) the carbon and nitrogen atoms of CuPc
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Figure 5.28: XP spectra of (a) N 1s and (b) C 1s core-level, taken at photon energies
∼ 5 eV above EBragg. The asymmetric C 1s peak could be fitted best with two Gaussians.
Figure 5.29: Exemplary reflectivity (triangles) and photoelectron yield curves (circles)
of H2Pc on Cu(111) with the fitting parameters fH and PH for the yield curves of the
nitrogen (upper yield curve) and carbon (lower yield curve) atoms.
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have bonding distances of 2.57 Å and 2.48 Å, respectively [86]. The the result of an XSW
study of H2Pc on Ag(111) revealed a signiﬁcantly larger bonding distance for the carbon
(3.04 Å) and nitrogen atoms (2.81 Å) at 0.7 ML coverage [86]. However, one has to bear
in mind that silver atoms are signiﬁcantly larger than copper atoms. To compare bonding
distances between diﬀerent substrates and to related them to the interaction strength, one
can normalize the bonding distance to the sum of vdW radii of a substrate and carbon
atom [86]:
dC =
dH
rvdWC + r
vdW
sub
(5.2)
The case dC = 1 represents pure vdW interaction, while for the other limiting case, a co-
valent bond, dC = 0.66 and dC = 0.63 are obtained for Cu(111) and Ag(111), respectively.
The covalent radii are taken from Ref. [118]. To put these two extremal cases to 1 and 0,
respectively, we extend the normalization:
dnorm =
dC − dcovC
dvdWC − dcovC
(5.3)
Now, for a bonding distance that is equal to the sum of the vdW radii we get dnorm = 1.
If the bonding distance equals the sum of the covalent radii, we obtain dnorm = 0. The
calculations of the normalized bonding distance should be regarded as a possibility to
compare bonding distances on diﬀerent substrates. For H2Pc on Cu(111) dnorm = 0.32 was
Table 5.7: Comparison of carbon bonding distances of H2Pc and CuPc on Cu(111) and
Ag(111), normalized to the sum of the substrate and carbon vdW radii. The values for
H2Pc on Ag(111), CuPc on Cu(111), and CuPc on Ag(111) are taken from the literature.
The vdW radii are extracted from Ref. [18].
H2Pc CuPc
dH (Å) dC dnorm dH (Å) dC dnorm
Cu(111) 2.45 0.77 0.32 2.57 0.81 [86] 0.44
Ag(111) 3.04 0.87 [117] 0.65 2.99 0.86 [19] 0.62
obtained, while these values increase for CuPc on Cu(111), 0.44, and H2Pc on Ag(111),
0.65, as can be seen in Table 5.7. Clear indications were found that CuPc is chemisorbed
on Cu(111) [85]. Therefore, the – compared to CuPc – even smaller normalized bonding
distance indicates a strong, chemisorptive interaction between H2Pc and Cu(111). Indeed,
molecular local DOS at the Fermi edge was found for H2Pc on Cu(111), leading to a
metallic behavior of the ﬁrst molecular layer [119].
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5.9 TPP on Cu(111)
The content of this section is reprinted (adapted) with permission from Ref. [120]. Copy-
right (2014) American Chemical Society.
5.9.1 Introduction
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Figure 5.30: Molecular structure
of 2HTPP (left) and CuTPP (right).
Similar to Pcs, porphyrins are very promising compounds as they can be chemically
modiﬁed to a large extent. The center can host a metal atom, and side groups can be
attached. For instance, by adding four phenyl group we obtain 2H-tetraphenylporphyrin
(2HTPP, C44H30N4, molecular structure shown in Figure 5.30), but also more complicated
structures are possible. A few years ago, diﬀerent studies reported the metalation at room
temperature (RT) of 2HTPP on Ag(111) by coadsorption of Co [121, 122] and Fe [123]
atoms. The ﬁrst self-metalation of a porphyrin on a metal substrate was observed rather
recently for protoporphyrin (H2PPIX) on Cu(110) and Cu(100) surfaces [124]. This be-
havior was later found, also at RT, for 2HTPP on Fe(111) and Ni(111) substrates [125].
Then, the thermally activated self-metalation of 2HTPP on Cu(111) to CuTPP + H2 was
reported [126] and diﬀerent experimental techniques have been used to understand the
process, which leads to changes in the geometric and electronic structure of this molecule
[126, 127]. In X-ray photoelectron spectroscopy (XPS), the N 1s core-level of 2HTPP on
Cu(111) consists of a double peak, which indicates that there are two diﬀerent bonding
mechanisms for the nitrogen atoms. The peak at higher binding energy is assigned to the
two aminic nitrogen atoms (–NH–, in literature also assigned as pyrrolic nitrogen), while
the other peak corresponds to the iminic nitrogen atoms (–N=) [122]. Compared to a
multilayer 2HTPP ﬁlm, the binding energy of the iminic nitrogen atoms in a monolayer on
Cu(111) is lowered by 0.65 eV [128], which is explained by strong interaction of the iminic
nitrogen atoms with the Cu(111) surface. After annealing to 500 K, the XP spectrum of
N 1s changes substantially and only one N 1s peak is visible [126]. This result is explained
by self-metalation, i.e. the formation of CuTPP [126], which involves the removal of an
H2 molecule and causes all nitrogen atoms to be equally coordinated to the central metal
atom, as shown in Figure 5.30. This means that it is possible by annealing to transform
the metal-free TPP to a TPP with a central metal atom.
Besides the electronic changes, STM pictures of 2HTPP and CuTPP on Cu(111) reveal
irreversible structural changes upon heating to 500 K [127]. While at RT individual 2HTPP
molecules can be imaged with STM due to the strong interaction of the iminic nitrogen
atoms with the Cu(111) surface, this is not possible for the self-metalated CuTPP molecules
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because of their high mobility on the Cu(111) surface. Instead, only at 200 K the diﬀusion
of the molecules was slowed down suﬃciently to enable STM measurements. Therefore, this
system oﬀers a relatively easy way to study the bonding distance of TPP to the substrate
surface with and without a central metal ion, and to shed light on the inﬂuence of the
central metal ion on the interaction strength between COM and metal.
Here we use the X-ray standing wave (XSW) technique to study 2HTPP and the self-
metalated CuTPP on Cu(111) at diﬀerent temperatures. In recent years the XSW tech-
nique has demonstrated its potential to disentangle the complex bonding mechanism of
large aromatic molecules on noble metal surfaces [12, 15, 61, 74, 76, 79, 85, 129]. Details
of the XSW technique can be found in Refs. [38, 39, 42]. Our study provides new insight
into the inﬂuence of the central metal atom on the adsorption geometry of π-conjugated
molecules on metal surfaces.
5.9.2 XPS measurements of TPP on Cu(111)
The XPS analysis of the N 1s and C1s core-level signals of TPP on Cu(111) are displayed
in Figure 5.31 and 5.32, respectively, which are arranged as follows: The uppermost spectra
were recorded on a fresh spot on the sample (labeled “before XSW scan”, the central
spectra were taken after an XSW measurement (“after XSW scan”), and the bottom panels
show spectra measured after annealing to 500 K. Each spectrum is background subtracted
(Shirley background for the C1s and linear background for the N 1s) and ﬁtted with two
Gaussians. The diﬀerence of the Bragg energy was used to determine the LT to be 146 K.
XPS measurements of the N 1s signal
As expected from previous work [122, 127, 128], the N 1s signal consists of two contri-
butions, one from the aminic and the other from the iminic nitrogen atoms. The latter
interacts more strongly with the copper atoms in the substrate surface. The expected in-
tensity ratio of the two contributions is 1:1, but we measured a weaker aminic component
and noticed a continuous change of the intensity ratio due to exposure to X-ray radiation,
causing the aminic component to diminish and the iminic component to grow as can be
clearly seen in Figure 5.31 at both RT and LT. The total N 1s was found to stay constant
during the exposure. Note that the two spectra in the middle were taken after diﬀerent
X-ray exposure times. Therefore, the diﬀerence in height of the aminic peak is not due
to the diﬀerent sample temperatures, but rather due to diﬀerent exposure times. Upon
heating the sample to 500 K, only one peak N1s remains due to the bond of all nitrogen
to the Cu atoms, as observed previously [126].
Our measured binding energies for the iminic and aminic nitrogen atoms stay constant
within the error bars: 398.3 eV and 399.9 eV, respectively. After annealing the single nitro-
gen peak is located at 398.4 eV. They are in good agreement with previously determined
binding energies [126, 127]. No noticeable change in binding energy is observed upon cool-
ing or annealing. All binding energies are summarized in Table 5.8. Similarly, no variation
beyond our error bars is found for the widths (FWHM) of the individual N 1s peaks, being
around 0.9 eV.
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Figure 5.31: XPS analysis of the N 1s core-level signal of 2HTPP on Cu(111). We
observed spectral changes for the N 1s signal due to synchrotron radiation. Therefore,
spectra are shown for a fresh spot (“before XSW scan”), for a spot exposed to X-rays
(“after XSW scan”), and for the annealed sample, both for RT and for LT. The vanishing
aminic N 1s is related to metalation to CuTPP upon illumination of X-rays with energy
hν = 2.98 keV.
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XPS measurements of the C 1s signal
The asymmetric shape of all C 1s signals is ﬁtted with two Gaussians with the constraint
of having the same width. The higher binding energy component originates from the carbon
atoms that form bonds with the nitrogen, while the lower binding energy one accounts for
those forming bonds with other carbon an/or hydrogen atoms. For all sample conditions
(RT, LT, and annealed), the intensity ratio of the two peaks, I(C− C)/I(C −N) agrees
with the expected value of 4.5 within a variation of ±0.2.
Figure 5.32: XPS analysis of the C 1s core-level signal of 2HTPP on Cu(111). Spectra
are shown for a fresh spot (“before XSW scan”), for a spot exposed to X-rays (“after XSW
scan”), and for the annealed sample, both for RT and for LT. No substantial change in the
C 1s spectra indicate that molecule stays intact upon X-ray illumination. The vanishing
peak correlated with the aminic nitrogen atoms can be explained by the metalation of
the 2HTPP molecule to CuTPP induced by X-rays.
The binding energy of the stronger component (carbon surrounded by other carbon) is
284.3 eV. The weaker component (carbon atoms bound to also nitrogen atoms) is found
to be at a binding energy of 285.2 eV. The width of the peaks changes only slightly. The
FWHM is found to be 1.3 eV, 1.1 eV and 1.0 eV for 2HTPP/CuTPP measured at LT, RT
and the annealed sample, respectively. All binding energies are summarized in Table 5.8.
5.9.3 Corrections of XSW measurements of 2HTPP on Cu(111)
The change of the N 1s spectra upon thermal annealing to 500 K has been explained by
self-metalation of the 2HTPP molecule forming CuTPP [126]. Here, we observed a similar
behavior induced by X-rays of 2.98 keV. The fact that the C1s signal does not change
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Table 5.8: Binding energies for C 1s and N1s core-level signal of TPP on Cu(111) for
different situations: Measured on a fresh spot (“before”), after an XSW measurement
(“after”) and for the annealed sample. All values in units of eV.
RT LT
before after annealed before after annealed
N 1s (iminic) 398.3 398.3 – 398.3 398.2 –
N 1s (aminic) 399.9 399.9 – 399.9 399.8 –
N 1s (N–Cu) 398.4 398.5
C 1s (C–C) 284.3 284.3 284.4 284.2 284.2 284.3
C 1s (C–N) 285.3 285.0 285.2 285.4 285.2 285.1
during exposure of X-rays supports the occurrence of a beam induced chemical reaction
from 2HTPP to CuTPP and rules out beam damage as the cause of the nitrogen core-level
changes, because in the latter case the molecules would have been destroyed upon X-ray
illumination.
Figure 5.33: Time evolution of the N1s peak upon illumination of hard X-rays. Ten
spectra were taken one after another. The depicted range of the x-axis corresponds to
∼ 25 min. After background subtraction each peak was integrated to obtain the area of
the aminic and iminic component. The gradient of the two best-fit lines reveal similar
values of opposite sign, evidencing the chemical reaction from 2HTPP to CuTPP.
As this chemical reaction changes the intensities of the two N1s components, the XSW-
modulated photoelectron yields are aﬀected. To account for the changing N 1s intensities
due to this beam induced chemical reaction we applied a correction to the yield curves.
An XP spectrum before and after an XSW scan and the time between the two spectra
were used to determine the reaction rate. A linear slope with a gradient of the reaction
rate (as shown in Figure 5.33) was subtracted from the iminic photoelectron yield and
added to the aminic one. The result of this correction can be seen in Figure 5.34. The
uncorrected yield curves are displayed in Figure 5.34(a), where the measured iminic N 1s
yields are mostly below (above) the best ﬁt at the start (end) of the scan, which is on the
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Figure 5.34: Exemplary reflectivity (triangles) and photoelectron yield curves (circles)
of 2HTPP on Cu(111) with the fitting parameters fH and PH for the yield curves of the
N 1s signal, measured at LT. (a) Not corrected yield curves for the aminic and iminic
nitrogen atoms. (b) A linear correction was added (subtracted) to the yield curves of the
aminic (iminic) nitrogen atoms in order to account for the metalation of 2HTPP upon
X-ray illumination.
left (right) of the plot. The opposite can be observed for the yield curve of the aminic
nitrogen. Figure 5.34(b) displays the corrected yield curves, where one can see a better
agreement with the best ﬁt due to the correction. This correction leads to changes of the
coherent positions of the order of ∆PH ≤ 0.02, and coherent fractions of ∆fH ≤ 0.2.
5.9.4 XSW measurements of 2HTPP on Cu(111)
Several XSW measurements were performed for the C1s and N1s core-levels at RT and
LT. All aminic and iminic N 1s photoelectron yields were corrected as described in the
previous section. Note that the numbers given below refer to the average over all individual
results of one species, while in Figure 5.35 and Figure 5.36 one single XSW measurement
is shown.
At RT, the analysis of the N 1s photoelectron yield reveals for the aminic nitrogen atoms
a bonding distance to the Cu(111) surface of 2.23 Å and for the iminic nitrogen 2.02 Å.
The average carbon bonding distance is 2.40 Å. At LT, small changes are observed for
the aminic nitrogen atoms (2.28 Å), iminic nitrogen atoms (1.97 Å), and carbon atoms
(2.34 Å). All results are summarized in Table 5.9.
5.9.5 XSW measurements of CuTPP on Cu(111)
After annealing the sample to 500 K, 2HTPP was transformed to CuTPP. Several XSW
measurements were performed for the new system at RT and LT, one of those is displayed
TPP on Cu(111) 87
Figure 5.35: Exemplary reflectivity (triangles) and photoelectron yield curves (circles)
of 2HTPP on Cu(111) with the fitting parameters fH and PH for the yield curves of the
C 1s and N 1s signals at RT and LT. The N 1s yield curves of the aminic and iminic
nitrogen atoms are corrected as described in the previous section.
Table 5.9: Average XSW results (coherent fraction, coherent position, bonding distance)
of 2HTPP on Cu(111) at RT and LT. The results of the aminic and iminic nitrogen atoms
were obtained performing the correction method described earlier.
RT LT
fH PH dH (Å) fH PH dH (Å)
N 1s (iminic) 0.67 0.97 2.02± 0.08 0.84 0.94 1.97 ± 0.08
N 1s (aminic) 0.72 0.07 2.23± 0.05 0.85 0.09 2.28 ± 0.05
N 1s (total) 0.61 0.03 2.15± 0.08 0.70 0.98 2.04 ± 0.06
C 1s (total) 0.52 0.15 2.40± 0.03 0.65 0.12 2.34 ± 0.02
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in Figure 5.36 for both temperatures. The carbon atoms are found to adsorb on average at
a distance of 2.38 Å (RT) and 2.33 Å (LT) to the Cu(111) surface. The average distance
Figure 5.36: Exemplary reflectivity (triangles) and photoelectron yield curves (circles)
of CuTPP on Cu(111) with the fitting parameters fH and PH for the yield curves of the
C 1s and N 1s signals at RT and LT.
for the nitrogen atoms is determined to be 2.25 Å at both RT and LT. All results of the
annealed sample are summarized in Table 5.10.
Table 5.10: The average values of several XSW measurements are displayed here as final
result (coherent fraction, coherent position, bonding distance) of 2HTPP on Cu(111) at
RT and LT.
RT LT
fH PH dH (Å) fH PH dH (Å)
N 1s 0.90 0.08 2.25 ± 0.02 0.93 0.08 2.25 ± 0.02
C 1s (total) 0.71 0.14 2.38 ± 0.02 0.84 0.12 2.33 ± 0.02
5.9.6 Discussion
The chemical reaction of 2HTPP on Cu(111) to CuTPP has an inﬂuence on the bonding
distance to the substrate. As expected, the two types of nitrogen atoms, the aminic nitrogen
atom (with a N–H bond) and the iminic nitrogen atoms, which strongly interact with the
Cu(111) substrate, adsorb at diﬀerent distances to the Cu(111) surface. At RT, the rather
small bonding distance of the iminic nitrogen (2.02 Å) supports the earlier ﬁnding of a
strong interaction between nitrogen and the substrate involving an covalent bond. The
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bonding distance of the aminic nitrogen atom is ∼ 0.2 Å larger (2.23 Å). These diﬀerent
distances signify a saddle-shape of the porphyrin ring. This geometry was also found using
near edge X-ray absorption ﬁne structure (NEXAFS) spectroscopy [126] of 2HTPP on
Cu(111) and by density functional theory (DFT) calculations of the reaction of porphyrin
with single metal atoms, including Cu [122].
The average distance of the carbon atoms of 2HTPP (2.40 Å at RT) suggests that the
phenyl groups, which can rotate around the axis of the bond to the porphyrin core, adsorb
rather parallel to the surface. Another ﬁnding that supports this statement are the rela-
tively high coherent fractions for the carbon atoms, which clearly indicate an essentially
ﬂat-lying molecule, including its phenyl groups. This ﬁnding is in line with other exper-
imental results: NEXAFS measurements determined an inclination angle of the phenyl
groups of 20◦ [126], and a tilt angle of only 10◦ [130] was estimated based on STM mea-
surements.
This adsorption scenario is qualitatively the same both for RT and LT. As observed
before in XSW studies at diﬀerent temperatures (see, e.g., Refs. [91, 117]), the coher-
ent fractions are higher at lower temperatures, most likely due to a smaller vibrational
amplitude.
Upon annealing of 2HTPP and the thereby induced chemical reaction to CuTPP, a
change of the bonding distance of the nitrogen atoms was observed. Now one nitrogen peak
in the N 1s spectrum is observed. This ﬁnding is explained by a bond formation between
all nitrogen atoms and the central copper atom, which is removed from the surface. For
CuTPP all nitrogen atoms adsorb at a bonding distance of 2.25 Å to the Cu(111) surface.
The formerly iminic nitrogen atoms of 2HTPP are lifted upon metalation by 0.2 Å. This
increase can be an explanation for STM ﬁndings, where the mobility of CuTPP is higher
compared to 2HTPP, due to a weaker interaction of the nitrogen atoms with the substrate.
All nitrogen atoms at the same distance to the Cu(111) surface signiﬁes that we have a
ﬂat porphyrin ring for the metalated molecule in accordance with results from NEXAFS
measurements [126]. The average distance of the carbon atoms remains basically unaﬀected
(2.38 Å at RT) from the chemical reaction.
The two diﬀerent distances of the carbon and nitrogen atoms represent a distorted
CuTPP molecule. Assuming a ﬂat macrocycle, which is oriented parallel to the surface
(at a distance of 2.25 Å), the diﬀerent adsorption heights of nitrogen and carbon atoms
must base on a larger average distance of the phenyl groups compared to the carbon atoms
within the porphyrin ring. A larger distance to the surface can be achieved by an upward
bending of the phenyl groups, as it is depicted in Figure 5.37. To obtain the experimentally
determined mean carbon distances of 2.38 Å, the average distance of the phenyl groups,
marked by a cross in Figure 5.37, to the surface has to be 2.48 Å. This value is consistent
with a bending of the phenyl groups of 5◦. Note that the inﬂuence of the bending of the
phenyl groups is independent on their tilt angle. The fact that the average bonding distance
of the carbon atoms does not change implies that in 2HTPP the strong interaction between
the iminic nitrogen and the Cu surface cannot be responsible for the small distance of the
carbon backbone to the surface, as the metalation weakens the former without aﬀecting
the latter. Although the annealing does not inﬂuence the adsorption distances of the TPP
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Figure 5.37: Schematic picture showing the bending by 5◦ of a phenyl group of CuTPP,
resulting in an mean distance of the phenyl groups of 2.48 Å. The displayed tilt angle is
arbitrarily chosen, as the average distance of the phenyl group, marked by a cross, is not
affected by the tilt angle. NEXAFS data of CuTPP on Cu(111) revealed a tilt angle of
the phenyl groups of 40◦ − 50◦ [126].
molecule, the vertical order is clearly aﬀected, as one can see from the increase of the
coherent fractions for both the carbon and the nitrogen atoms.
We now compare the CuTPP molecule with Cu-phthalocyanine (CuPc) on Cu(111),
which has been studied by XSW in great detail at diﬀerent submonolayer coverages and
temperatures (300 K and 183 K) [86]. It is shown that CuPc on Cu(111) does not show
a temperature dependent adsorption distance, in line with our results of CuTPP. Instead,
for CuPc on Cu(111) a dependence of the bonding distance on the coverage was detected.
We compare therefore our values with the results for 0.9 ML of CuPc, which is close to
our coverage of CuTPP (0.8 ML). The distance to the Cu(111) surface for CuPc (dH(C) =
2.79 Å and dH(N) = 2.69 Å) is larger than for CuTPP, where the dH(C) = 2.38 Å,
and dH(N) = 2.25 Å. Qualitatively the two molecules adsorb in a similar way on the
Cu(111) surface, with the nitrogen atoms at lower distances to the surface. Yet, the CuTPP
molecule is by ∼ 0.4 Å considerably closer to the surface, and therefore interacting stronger
with the surface than CuPc.
H2Pc on Cu(111) was presented in Section 5.8. The bonding distance of the carbon atoms
is very similar for the H2Pc an the 2HTPP molecule, at ∼ 2.4 Å. However, the nitrogen
atoms in the 2HTPP molecule adsorbs at smaller bonding distances compared to the
nitrogen atoms in the H2Pc atom. There, a average bonding distance of dH(N) = 2.39 Å
on Cu(111) was determined. Apparently the iminic nitrogen atoms of the TPP molecule
make the diﬀerence. Their strong, chemical interaction with the substrate is visible in XPS
by a chemical shift of 0.6 eV compared to the multilayer signal and in XSW by means of
a very small bonding distance (2.02 Å and 1.97 Å at RT and LT, respectively).
In conclusion, we ﬁnd evidence for a strong interaction between metal-free and meta-
lated TPP molecule with the Cu(111) substrate. The distance of the carbon atoms to
the Cu(111) surface before and after the metalation is very similar, showing a ﬂat-lying
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molecule. For 2HTPP, the bonding distance of the two types of nitrogen atoms reveal
a distorted porphyrin ring toward a saddle-shape, which becomes ﬂat upon metalation
as all four nitrogen atoms are now involved in the bond to the central Cu atom in the
same way. No changes in the bonding distance was observed for RT and LT, neither for
the 2HTPP nor for CuTPP. Beside the thermally activated self-metalation we detected a
self-metalation induced by hard X-rays.
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5.10 VOPc on Cu(111)
5.10.1 Introduction
Figure 5.38: Molecular structure of VOPc in (a) top view and (b) side view, with the
oxygen atom (red) pointing downwards (O-down). The carbon atoms are displayed in
black, the nitrogen atoms in blue, and the hydrogen atoms in light gray.
In contrast to H2Pc, vanadium(IV) oxide phthalocyanine (VOPc, C32H16VON8) is a
non-planar molecule, where the vanadium-oxygen bond is perpendicular to the tetraaza-
porphyrin ring, hence the oxygen atom (and even slightly the central vanadium atom) is
protruding from the phthalocyanine macro-cycle, whose four carbon lobes are bent slightly
in the other direction, as shown in Figure 5.38. For such a non-planar molecule the fun-
damental question arises, whether it adsorbs in an oxygen (O)-down or oxygen (O)-up
position. The orientation of the intrinsic dipole along the V–O axis inﬂuences the charge
transport through the interface. Such a question was addressed before to GaClPc on
Cu(111). An XSW study revealed that the GaClPc adsorbs in the chlorine-down position,
decreasing the work function of the metal-organic compound [79].
In a recent study, the adsorption geometry of VOPc on Au(111) was investigated using
the photoelectron diﬀraction (PhD) technique [131]. They revealed that the VOPc molecule
adsorbs in the O-up conﬁguration on Au(111), and the carbon backbone with the vanadium
atom in the center is ﬂattened. These molecular changes of the shape compared to its
geometric structure in the crystalline phase was rationalized with interaction between the
VOPc molecule and the Au(111) surface.
Our aim was to elucidate the bonding of the non-planar VOPc molecule on the Cu(111)
surface with the XSW technique. The bonding distance of the diﬀerent chemical species
within the VOPc molecule can give rise to the molecular conformation and, at the end,
also to the interaction of VOPc with the Cu(111) surface.
5.10.2 XPS measurements of VOPc on Cu(111)
The XPS measurements of VOPc revealed binding energies of the two contributions of
C 1s at EC−NB = 285.2 eV and E
C−C
B = 284.0 eV and of N 1s at EB = 398.3 eV. The O 1s
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Figure 5.39: XP spectra of the components of VOPc on Cu(111): (a) O 1s, (b) V 2p3/2,
(c) N 1s, and (d) C 1s.
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and V 2p3/2 signals are relatively noisy due to the low number of oxygen and vanadium
atoms (one atom each per molecule). The two components of the O 1s signal are located at
530.0 eV and at 531.4 eV. The V 2p3/2 signal is ﬁtted with three components, at 512.2 eV,
513.7 eV, and 515.4 eV.
5.10.3 XSW measurements of VOPc on Cu(111)
Exemplary XSW scans, which represent well the average result, from the elements within
the VOPc molecule are displayed in Figure 5.40, together with the corresponding ﬁt results.
The average coherent positions are PH = 0.30 for C 1s, PH = 0.35 for N 1s, PH = 0.38
Figure 5.40: Reflectivity (triangles) and photoelectron yield curves (circles) of VOPc
on Cu(111) with the fitting parameters fH and PH for the yield curves of the O 1s,
V 2p3/2, N 1s, and C 1s atoms.
for V 2p, and PH = 0.61 for O 1s. An overview of the results is given in Table 5.12. The
calculation of the bonding distances from the coherent positions is not trivial, as one has
to consider the modulo-n ambiguity of the XSW formula dH = (n+PH)d0. For the oxygen
atom possible average bonding distances might be 1.28 Å (n = 0) or 3.36 Å (n = 1). The
most likely bonding distance of the vanadium atom is 2.88 Å (n = 1).
To elucidate, which value of n has to be taken for each element in order to determine,
whether the molecule adsorbs in the O-down or O-up position or in a combination of both,
it is helpful to simulate XSW ﬁt results using the structure of the molecule.
5.10.4 XSW simulations of VOPc on Cu(111)
The simulation of XSW ﬁt results were performed using Formula 2.31 in a modiﬁed way,
for each chemical species:
fHe
2piiPH =
1
N
N∑
i=1
e2pii
zi/d0 . (5.4)
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Figure 5.41: Argand diagram: (a) experimental XSW results. (b) and (c) displays
simulated XSW results for VOPc in O-down and O-up orientation, respectively. For the
simulations, the vanadium atom was put at experimentally determined position. The
position of the remaining atoms were taken from the CSD, and the molecule was rotated
until the V–O bond was aligned parallel to the surface normal of Cu(111).
N is the number of atoms of one element, zi the height of the ith atom above the surface,
and d0 the lattice spacing of the substrate. The xyz-coordinates of the molecule, taken
from the Cambridge Structural Database (CSD) of the Cambridge Crystallographic Data
Centre [132], were used and the molecule was moved in a position, where the V–O bond
is along the z axis (O-up), which we deﬁne as being parallel to the substrate normal.
Rotation by 180◦ resulted in the O-down orientation. The z-oﬀset is chosen such that the
Table 5.11: PH values of the experimental results, and of simulations based on the
molecular structure of VOPc, obtained from the CSD database. Two scenarios are sim-
ulated, the O-up and O-down orientation of VOPc. The PH values correspond to the
angles of the vectors divided by 2pi in the Argand diagram in Figure 5.41.
Experiment Simulations
O-down O-up
Atom PH PH PH
V 2p 0.38 0.38 0.38
O 1s 0.61 0.62 0.14
N 1s 0.35 0.68 0.99
C 1s 0.30 0.77 0.08
vanadium atom is at the experimentally determined bonding distance. The results of the
simulations of the remaining atoms can then be taken for comparison with the experiment.
An overview of the simulated results of VOPc on Cu(111) in O-down and O-up orientation
is given in Table 5.11. For the sake of clarity, only the PH values are listed.
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5.10.5 Discussion
Comparing the experimental results with the simulations we see that neither the O-
up nor the O-down orientation agrees for all atoms. For the O-up orientation none of
the remaining atoms agree with experiment. For the O-down orientation, the simulations
(1.58 Å) reproduce almost exactly the experimental result of the V–O bond length (1.60 Å).
This conformity is expressed in the Argand diagram in Figure 5.41 by the same angles of
the vectors representing the vanadium and oxygen atoms. However, for this orientation, no
agreement for the nitrogen and carbon atoms is achieved. Even a combination of O-up and
O-down VOPc molecules with the geometry from the database does not yield an agreement
with experiment. A combined O-up and O-down orientation might be suggested by the
XPS analysis of the O 1s signal. The oxygen atoms in the O-up and O-down orientation
have diﬀerent surroundings, leading to two components in the XPS signal. In the Argand
diagram combinations of both orientations can be imagined by vector addition. Let us
assume half of the molecules is adsorbed in O-up, the other half in O-down orientation,
both with the vanadium atom at the same distance (experimentally determined value) to
the substrate. We can see that the vectors of the oxygen atoms in Figure 5.41(b) and (c)
almost cancel each other out, because they are opposing each other. The vector length is
related to the coherent fraction, which in this case would be almost zero. The resulting
nitrogen and carbon atoms share the same resulting vector, due to symmetrical reasons.
This vector is pointing in opposite direction to the vector of the vanadium atom. This
ﬁnding does not represent the experimental result at all, neither do simulations with other
mixing ratios of O-up and O-down molecules match the experiment.
A probable way out of the dilemma could be a diﬀerent molecular geometry than that
from the database. A bending of the phthalocyanine lobes was reported for many Pcs,
and this phenomenon can also occur for VOPc. One can imagine especially in the O-down
orientation a strong bending of the lobes toward the Cu(111) surface. This molecular
distortion would lower the PH of the nitrogen and carbon atoms compared to the molecular
structure from the CSD. A bending of the lobes was reported for AlClPc on Cu(111) [133]
and for CoPc [134], involving a reduction of the molecular symmetry. All Pcs display a
fourfold symmetry in the gas phase. If upon adsorption two opposite lobes of the molecule
are bent in a diﬀerent way compared to the other two lobes, reducing the symmetry from
fourfold to twofold. Also for a computational study of CoPc on Cu(111), a bending of the
lobes was found [135], accompanied with symmetry reduction of the molecule.
Table 5.12: XSW results, fH and PH , and proposed bonding distance of VOPc on
Cu(111). The results are obtained by averaging several individual results.
Atom fH PH dH (Å)
V 2p 0.52 ± 0.07 0.38 ± 0.03 2.88 ± 0.07
O 1s 0.37 ± 0.04 0.61 ± 0.02 1.28 ± 0.04
N 1s 0.39 ± 0.04 0.35 ± 0.04 2.82 ± 0.08
C 1s 0.32 ± 0.05 0.30 ± 0.03 2.70 ± 0.06
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To check the suggestion of a VOPc molecule, which adsorbs in O-down orientation we
want to check now, if it is plausible to have a oxygen atom at a vertical distance of 1.28 Å
above the ﬁrst Cu(111) plane. The adsorption of (pure) oxygen on diﬀerent copper surfaces
was subject of various studies in the past. In an early study using the surface extended
X-ray absorption ﬁne structure (SEXAFS) technique, the nearest-neighbour O–Cu bond
length was determined to be 1.83 Å [136]. This distance can be translated into a vertical
distance of 1.1 Å for adsorption in a hollow site. They also found that the Cu(111)
surface undergoes a reconstruction process upon adsorption of ∼ 0.5 ML of oxygen. In
another investigation, using surface extended electron energy loss ﬁne structure (SEELFS)
technique, it was found that the oxygen atoms adsorb at a distance of 0.5 Å above the
topmost Cu(111) layer [137]. This low bonding distance is explained by an increased lateral
Cu–Cu distance due to reconstruction. This adsorption height was later conﬁrmed by an
XSW study [138]. Lastly, there are two studies of the adsorption geometry of methoxy
species on Cu(111). A photoelectron diﬀraction study determined an oxygen adsorption
height of 1.33 Å and adsorption in FCC hollow sites [139]. The XSW study of methoxy
on Cu(111) yields an oxygen bonding distance of 1.3 Å [138]. There, the adsorption of
oxygen occurs in a combination of fcc and hcp hollow sites. Both results are very close to
our bonding distance of the oxygen atom of VOPc.
In summary, there are various studies reporting for oxygen atoms bonding distances of
∼ 1.3 Å above the topmost Cu(111) layer, both for single oxygen atoms and for molecules
containing oxygen. These investigations support the possibility of VOPc adsorbed in the
O-down orientation. Assuming conformational changes of the phthalocyanine skeleton,
as it was reported in other studies, our measured PH values of N 1s and C 1s become
reasonable. Therefore we conclude that VOPc on Cu(111) adsorbs predominantly in the
O-down orientation, with the oxygen atom at 1.28 Å, the vanadium atom at 2.88 Å, and the
carbon and nitrogen atoms at a bonding distance of 2.82 Å and 2.70 Å, respectively, above
the ﬁrst Cu(111) layer. These adsorptions heights are listed in Table 5.12. However, to
obtain a more complete picture of the adsorption of VOPc on Cu(111), further experimental
techniques like STM might be helpful.
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5.11 Overview of XSW results of COMs on (111) coinage
metal surfaces
The following tables contain bonding distances of COMs on the Cu(111) [Table 5.13],
Ag(111) [Table 5.16], and Au(111) [Table 5.19] surfaces that are found in the literature or
presented in this work. This overview of what has been studied so far renders it possible
to deduce general trends of the adsorption behavior. On the other hand, these tables may
also display, which information is still lacking and how to proceed to get a more complete
understanding of the various bonding phenomena of COMs on metal surfaces.
5.11.1 The Cu(111) surface
Table 5.13: XSW results of COMs on Cu(111).
Molecule Comment Orbital fH PH dH (Å)
PTCDA [13]
C 1s 0.50 0.26 2.61
(O 1s)anh 0.48 0.28 2.89
(O 1s)carb 0.18 0.31 2.73
DIP [61] 0.6 ML C 1s 0.48(9) 0.20(1) 2.51(3)
H2Pc 0.7 ML
C 1s 0.27(6) 0.18(4) 2.45(7)
N 1s 0.46(5) 0.15(3) 2.39(6)
ZnPc [115] 0.7 ML
C 1s 2.49(3)
N 1s 2.55(2)
Zn 2p3/2 2.25(5)
F16ZnPc [115]
C 1s 2.66(10)
N 1s 2.85(2)
F 1s 3.15(9)
Zn 2p3/2 2.58(5)
GaClPc [79] 0.8ML, Cl down
C 1s 0.23 0.14 4.44(7)
N 1s 0.41 0.27 4.71(3)
Ga 1s 0.51 0.03 4.21(5)
Cl KLL 0.67 0.90 1.88(3)
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Table 5.14: XSW results of COMs on Cu(111) (continuation).
Molecule Comment Orbital fH PH dH (Å)
CuPc [86]
0.4ML, 300K
C 1s 0.65(3) 0.268(4) 2.64(7)
N 1s 0.74(3) 0.220(4) 2.54(7)
0.6ML, 300K
C 1s 0.457(18) 0.232(5) 2.57(7)
N 1s 0.43(5) 0.190(12) 2.48(7)
0.9ML, 300K
C 1s 0.298(15) 0.337(7) 2.79(7)
N 1s 0.45(3) 0.292(6) 2.69(7)
0.4ML, 183K
C 1s 0.59(3) 0.258(5) 2.62(7)
N 1s 0.68(4) 0.229(6) 2.56(7)
0.6ML, 183K
C 1s 0.36(3) 0.214(7) 2.53(7)
N 1s 0.49(9) 0.224(14) 2.55(7)
0.9ML, 183K
C 1s 0.301(11) 0.352(5) 2.82(7)
N 1s 0.56(3) 0.308(6) 2.73(7)
F16CuPc
[11]
C 1s 0.50(1) 0.251(5) 2.61
N 1s 0.30(1) 0.297(8) 2.70
F 1s 0.31(1) 0.381(9) 2.88
[116]
C 1s 0.299 0.285 2.68
F 1s 0.435 0.543 3.21
VOPc 0.6 ML
C 1s 0.32(5) 0.30(3) 2.70(6)
N 1s 0.39(4) 0.35(4) 2.82(8)
V 2p 0.52(7) 0.38(3) 2.88(7)
O 1s 0.37(4) 0.61(2) 1.28(4)
PEN [14] C 1s 0.55 0.12 2.34(2)
PFP [14]
C 1s 0.41 0.42 2.98(7)
F 1s 0.47 3.08(4)
P2O [84]
C 1s 0.16 0.12 2.34
O 1s 0.17 0.94 2.02
P4O [84]
C 1s 0.23 0.07 2.25
O 1s 0.22 0.95 1.98
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Table 5.15: XSW results of COMs on Cu(111) (continuation).
Molecule Comment Orbital fH PH dH (Å)
PYT 0.9 ML
C 1s 0.35(3) 0.11(1) 2.31(3)
O 1s 0.43(5) 0.97(2) 2.04(6)
COHON 0.4 ML
C 1s 0.25(5) 0.17(2) 2.45(4)
O 1s 0.48(3) 0.03(1) 2.14(3)
2HTPP
0.8 ML, 294 K
C 1s 0.52 0.15 2.40(3)
N 1s (aminic) 0.72 0.07 2.23(5)
N 1s (iminic) 0.67 0.97 2.02(8)
0.8 ML, 146 K
C 1s 0.65 0.12 2.34(2)
N 1s (aminic) 0.85 0.09 2.28(5)
N 1s (iminic) 0.84 0.94 1.97(8)
CuTPP
0.8 ML, 294 K
C 1s 0.71 0.14 2.38(2)
N 1s 0.90 0.08 2.25(2)
0.8 ML, 146 K
C 1s 0.84 0.12 2.33(2)
N 1s 0.93 0.08 2.25(2)
F4TCNQ [140]
C 1s 0.11 0.32 –
N 1s 0.20 0.29 2.7(1)
F 1s 0.32 0.58 3.3(1)
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5.11.2 The Ag(111) surface
Table 5.16: XSW results of COMs on Ag(111).
Molecule Comment Orbital fH PH dH (Å)
PTCDA
[12, 13, 74]
C 1s 0.52 0.21 2.86
(O 1s)anh 0.46 0.27 2.97
(O 1s)carb 0.62 0.14 2.68
LT [76]
C 1s 2.80(2)
(O 1s)anh 2.83(4)
(O 1s)carb 2.49(4)
300 K [141]
C 1s 0.54(5) 0.214 2.86(1)
(O 1s)anh 0.79(8) 0.263(32) 2.98(8)
(O 1s)carb 0.47(22) 0.128(12) 2.66(3)
(O 1s)av 0.52(6) 0.212(10) 2.86(2)
100 K [141]
C 1s 0.62 0.193(10) 2.81(2)
(O 1s)anh 0.48(6) 0.204(18) 2.83(4)
(O 1s)carb 0.40(5) 0.063(17) 2.50(4)
(O 1s)av 0.47(5) 0.135(9) 2.67(3)
NTCDA
relaxed ML O 1s 0.59(11) 3.02(2)
[142] O KLL 0.56 3.03
compressed O 1s 0.46(4) 3.12(3)
ML [142] O KLL 0.64 3.06
[59]
C 1s 0.579(24) 2.997(16)
(O 1s)carb 0.373(24) 2.747(25)
(O 1s)anh 0.84(3) 3.004(15)
(O 1s)av/O KLL 0.480(18) 2.872(14)
DIP [61] 0.5 ML C 1s 0.55(8) 0.28(2) 3.01(4)
TBA [143] N 1s 3.21(5)
Azobenzene [63]
C 1s 0.24(4) 0.28(3)
N 1s 0.53(9) 0.30(1) 3.07(2)
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Table 5.17: XSW results of COMs on Ag(111) (continuation).
Molecule Comment Orbital fH PH dH (Å)
CuPc [19]
0.5 ML, 300 K
C 1s 0.631(13) 0.293(2) 3.049(5)
N 1s 0.65(8) 0.269(9) 3.00(4)
Cu 2p3/2 0.95(8) 0.265(5) 2.98(4)
0.85 ML, 300 K
C 1s 0.627(2) 0.269(2) 2.993(3)
N 1s 0.69(8) 0.282(4) 3.03(4)
Cu 2p3/2 0.70(8) 0.233(4) 2.90(4)
1.00 ML, 300 K
C 1s 0.475(5) 0.310(2) 3.089(3)
N 1s 0.57(8) 0.297(3) 3.04(4)
Cu 2p3/2 0.53(8) 0.258(2) 2.97(4)
0.5 ML, 153 K
C 1s 0.754(13) 0.272(2) 2.999(4)
N 1s 0.94(8) 0.248(7) 2.94(4)
Cu 2p3/2 0.91(8) 0.224(5) 2.89(4)
0.85 ML, 140 K
C 1s 0.647(5) 0.277(1) 3.010(2)
N 1s 0.85(8) 0.278(3) 3.01(4)
Cu 2p3/2 0.81(8) 0.250(3) 2.94(4))
1.00 ML, 140 K
C 1s 0.545(5) 0.305(1) 3.077(2)
N 1s 0.64(8) 0.299(3) 3.07(4)
Cu 2p3/2 0.58(8) 0.280(3) 3.02(4)
F16CuPc [11]
C 1s 0.30 0.380 3.25
F 1s 0.46 0.463 3.45
SnPc [144]
1ML, 300K
C 1s 0.46(3) 3.16(3)
N 1s 0.64(12) 3.24(6)
Sn 3d 0.88(5) 2.46(3)
0.87 ML, 150 K
C 1s 0.57(8) 2.93(6)
N 1s 0.76(19) 3.12(7)
Sn down/up Sn 3d 2.59/4.01
Overview of XSW results of COMs on (111) coinage metal surfaces 103
Table 5.18: XSW results of COMs on Ag(111) (continuation).
Molecule Comment Orbital fH PH dH (Å)
H2Pc [117]
0.7 ML, 300 K
C 1s 0.51(9) 0.289 3.04(7)
N 1s 0.47(9) 0.190 2.81(7)
0.8 ML, 300 K
C 1s 0.57(9) 0.300 3.07(7)
N 1s 0.58(9) 0.195 2.82(7)
0.93 ML, 300 K
C 1s 0.49(9) 0.303 3.07(7)
N 1s 0.50(9) 0.230 2.90(7)
0.7 ML, 183 K
C 1s 0.70(9) 0.299 3.06(7)
N 1s 0.61(9) 0.196 2.82(7)
0.8 ML, 183 K
C 1s 0.74(9) 0.283 3.03(7)
N 1s 0.75(9) 0.242 2.93(7)
0.93 ML, 183 K
C 1s 0.63(9) 0.305 3.08(7)
N 1s 0.95(9) 0.282 3.02(7)
EC4T [145] S 0.70 3.15(5)
PEN [91]
0.50 ML, 295 K C 1s 0.77(5) 0.267(5) 2.99(1)
0.50 ML, 145 K C 1s 0.94(5) 0.295(4) 3.04(1)
0.75 ML, 295 K C 1s 0.64(5) 0.326(4) 3.13(1)
0.75 ML, 145 K C 1s 0.73(5) 0.330(5) 3.13(1)
PFP [98]
C 1s 0.25(3) 0.34 3.16(6)
F 1s 0.27(3) 0.34 3.16(6)
P2O [84]
C 1s 0.23 0.39 3.32
O 1s 0.22 0.40 3.35
P4O [84]
C 1s 0.28 0.12 2.69
O 1s 0.37 0.02 2.43
PYT 0.6 ML
C 1s 0.29(6) 0.05(1) 2.47(3)
O 1s 0.47(5) 0.96(2) 2.25(4)
NO2PYT 0.6 ML
C 1s 0.59(11) 0.20(1) 2.82(2)
O 1s (carbonyl) 0.55(10) 0.95(2) 2.23(3)
O 1s (nitryl) 0.42(9) 0.11(3) 2.61(7)
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5.11.3 The Au(111) surface
Table 5.19: XSW results of organic π-conjugated molecules on Au(111).
Molecule Comment Orbital fH PH dH (Å)
HBC
0.3 ML, 294 K C 1s 0.56(5) 0.35(1) 3.10(2)
0.3 ML, 117 K C 1s 0.57(5) 0.35(1) 3.09(2)
CuPc [86]
0.7 ML, 300 K
C 1s 0.5(1) 0.434(4) 3.31(7)
N 1s 0.6(1) 0.414(8) 3.26(7)
Cu 2p3/2 1.0(1) 0.388(10) 3.20(7)
1.0 ML, 300 K
C 1s 0.5(1) 0.437(3) 3.31(7)
N 1s 0.4(1) 0.413(6) 3.26(7)
Cu 2p3/2 0.8(1) 0.411(7) 3.25(7)
0.7 ML, 133 K
C 1s 0.4(1) 0.462(5) 3.37(7)
N 1s 0.5(1) 0.408(9) 3.25(7)
Cu 2p3/2 0.8(1) 0.408(14) 3.25(7)
1.0 ML, 133 K
C 1s 0.4(1) 0.423(2) 3.28(7)
N 1s 0.45(4) 0.5(1) 3.27(7)
Cu 2p3/2 0.8(1) 0.427(10) 3.29(7)
F16CuPc [116]
C 1s 0.499 0.382 3.25
F 1s 0.472 0.386 3.26
DIP [61] 0.8 ML C 1s 0.62 0.35 3.11
PTCDA [74] C 1s 0.62 0.42 3.27
P4O [84] 1.0 ML C 1s 0.61 0.42 3.27
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Summary and Outlook
In this thesis, XSW measurements were performed for a variety of COM on Cu(111),
Ag(111), and/or Au(111), yielding the corresponding bonding distance and molecular
adsorption geometry with high precision. In addition to these ﬁndings, some trends of
adsorption behaviors and dependencies have been observed, which lead to a better un-
derstanding of the interaction mechanism between COMs and metal surfaces. Here, an
overview of the observed trends will be given with focus on the results obtained in this
work. Overall, of course, the context of the literature is also to be kept in mind [11–
15, 19, 59, 63, 74, 76, 79, 86, 98, 112, 115–117, 140–146].
6.1 Influences on the bonding distance
6.1.1 Influence of the substrate: DIP and PEN-derivatives on Cu(111),
Ag(111), and Au(111)
In this work the bonding distance of DIP was analyzed in a comparative study on the
three coinage metal surfaces. It was found out that the bonding distance of DIP increases
in the order Cu(111), Ag(111) and Au(111) [61], similarly to PTCDA. Yet, diﬀerences
of around 0.15 Å were found, which can most likely be related to the oxygen atoms of
PTCDA.
PEN-derivatives with two and four carbonyl (C=O) groups (P2O and P4O, respectively)
were studied with the XSW technique on the same metal surfaces, except P2O on Au(111).
Measurements on Au(111) were presented in this work. All XSW results can be found in
Ref. [84]. While on Cu(111) (Au(111)) both molecules adsorb at a small (large) distance,
which can be related to chemisorption (mainly physisorption), the situation is diﬀerent on
Ag(111). On that substrate, P4O is chemisorbed, while P2O is physisorbed.
6.1.2 Influence of side groups
In the following, molecular modiﬁcations will be summarized, which inﬂuence the bond-
ing distance:
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Molecules with carbonyl groups: P4O on Au(111), PYT on Cu(111) and
Ag(111), COHON on Cu(111)
In this work a couple of COMs with carbonyl groups were presented. The PEN-derivative
P4O adsorbs on Au(111) at a distance, which indicates weak molecule-substrate interac-
tion. We found indications that also other COMs with carbonyl groups are subject to the
mechanism of surface induced aromatic stabilization [84]: PYT, a disk-like COM with four
carbonyl groups, adsorbs on Cu(111) and Ag(111) at a similar distance compared to P2O
and P4O, both the carbon and the oxygen atoms. COHON (disk-like with six carbonyl
groups) displays on Cu(111) similar bonding distance as PYT [147]. In all cases, the oxy-
gen atoms bend toward the crystal and the molecules adsorb at distances that are typical
for chemisorption. Hence, the shape of the organic compound has no signiﬁcant inﬂuence
on the bonding distance in this context.
Molecules with other side groups: PYT and NO2PYT on Ag(111)
PYT was investigated on Ag(111) with and without nitryl (NO2) side groups, which is
a signiﬁcantly diﬀerent group compared to the carbonyl group regarding size and chemical
structure. The oxygen atoms of the carbonyl side groups adsorb at the same distance to
the surface. The small distance is a clear indication for a covalent bond. In contrast, the
carbon atoms of the two molecules adsorb at diﬀerent distances, for NO2PYT ∼ 0.35 Å
higher than for PYT. The nitryl side groups adsorb at a bonding distance similar to the
carbon backbone. The inﬂuence of the side groups on the carbon bonding distance in this
case is the following: While the carbonyl groups lower the bonding distance of the carbon
skeleton, the nitro groups lead to an upwards-lifted carbon skeleton, without aﬀecting the
carbonyl groups.
6.1.3 Influence of central metal ion: H2Pc, 2HTPP and CuTPP on
Cu(111)
The inﬂuence of the central metal atom of Pcs was investigated by measuring the metal-
free Pc (H2Pc) and comparing it to metalized Pcs. H2Pc on Cu(111) adsorbs at similar
bonding distances than ZnPc, but lower than CuPc. Hence, the metal-free Pc has the
smallest bonding distance.
For TPP on Cu(111), the carbon atoms exhibit on average only minor changes of the
bonding distance after self-metalation. Yet, the porphyrin macrocycle changes from the
saddle-shape to a ﬂat geometry with phenyl groups, that are slightly bent upwards.
6.1.4 Influence of the coverage: PEN on Ag(111)
A rather strong inﬂuence of the coverage on the bonding distance was found for PEN on
Ag(111) [91]. An increase of 0.1 Å was measured when increasing the coverage from 0.5 ML
to 0.75 ML. The reason for a coverage-dependent bonding distance lies in the interaction
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between neighbouring molecules that simultaneously competes with the molecule-substrate
interaction. In general, this dependence can be especially important for the interpretation
and comparison of XSW results.
6.1.5 Influence of the temperature: HBC on Au(111), PEN on Ag(111),
2HTPP and CuTPP on Cu(111)
Besides the XSW measurements at RT, some samples were also studied at temperatures
in the range of 100–200 K in order to investigate the inﬂuence of temperature on the
bonding distance. For HBC on Au(111), no temperature dependence is observed. The
bonding distance of PEN on Ag(111) depends on the temperature for a lower coverage
(0.5 ML) only mildly [91]. In this case the diﬀerence of the bonding distance between RT
and 145 K is 0.05 Å. In contrast, a more denser molecular coverage (0.75 ML), no eﬀect of
the temperature is observed. For higher coverages the temperature eﬀect can be neglected
compared to intermolecular interactions.
2HTPP and CuTPP also displayed a weak temperature dependence. Mainly the carbon
atoms show a diﬀerence beyond the error bars, namely ∆d = 0.05 Å.
Overall we can conclude that the eﬀect on the temperature on the bonding distance
seems to be small, at least for the temperature range and for the compounds investigated
here.
6.1.6 Organic-organic interface
XSW results of the organic-organic interface were presented in this work for a bilayer
consisting of one ML PEN on Cu(111), where a submonolayer of PFP was deposited on the
top. The inﬂuence of the PFP molecules is reﬂected, on one hand, in a slightly (by 0.08 Å)
smaller bonding distance of PEN, compared to the bare monolayer, and, on the other hand,
in a distortion of PFP. The carbon atoms adsorb 3.37 Å above the PEN molecule, which
shows that the PFP molecule is rather physisorbed. The ﬂuorine atoms of PFP are bent
towards the PEN molecules, probably due to quadrupole interaction between PEN and
PFP molecules.
In the literature exist two other organic-organic heterostructures that have been studied
with the XSW technique, CuPc on PTCDA/Ag(111) and F16CuPc on CuPc/Ag(111). In
the ﬁrst bilayer, the CuPc molecules that adsorbed on PTCDA/Ag(111) lead to a reduction
of the carbon bonding distance of PTCDA from 2.86 Å to 2.81 Å, while the CuPc molecules
remain almost ﬂat at a distance of 3.22 Å above the PTCDA molecules [112]. For the latter
bilayer, the distance between F16CuPc and CuPc is 3.06 Å. There, no distortion of the
perﬂuorinated molecule is observed.
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6.2 Outlook
At the end of this work it becomes clear that during the last years many geometric
properties of COM on metal surfaces have been analyzed using the XSW technique. One
may ask, therefore, whether this technique can be used in future to obtain further insights
in the adsorption behavior of COMs. This outlook can be used to present possible ﬁelds
of interest, which are worth studying with the XSW technique:
• The obvious way to take is to analyze more and more COMs and to learn about
interface properties by comparison between them. This can be achieved by system-
atically modifying molecules and comparing the XSW results with other structural or
electronic properties, as was done so far in many cases. For instance, after PTCDA
and DIP more perylene-derivatives and perylene itself on noble metal surfaces can
be analyzed.
• At this point so far, the XSW technique was applied to COMs, which are adsorbed
on noble metal surfaces Cu(111), Ag(111), Au(111), a few studies also involved other
surfaces like Ag(110) and Ag(100) [148]. A new route to go would be to extend the
substrates to other single crystals. The combination of COMs and ZnO as substrate
depicts the interface between an organic and inorganic semiconductor, oﬀering new
possibilities for electronic devices [149].
• As part of fundamental research, the XSW technique was used to experimentally
determine one non-dipole parameter, SR, as described in Section 4.1.3. In addition,
that section contains a description of how to experimentally determine the second
independent non-dipole parameter Ψ , which was not done so far.
• As shown in this work, the XSW technique can be used to study organic-organic
interfaces. For devices based on more than one organic compound it is pivotal to
understand this interfaces in more detail, especially with regard to a possible charge
transfer.
As shown in the past, especially the combination of the XSW technique with other ex-
perimental techniques or DFT calculations yields precious information about interface
phenomena.
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Appendix
A.1 In-house surface science UHV chamber
During this work, an in-house UHV chamber was set up for the following surface science
experiments:
• XPS
• LEED
• TDS.
In the following, a description of the setup is given, a simpliﬁed illustration thereof can be
found in Figure A.1. The whole UHV chamber contains three sections:
• The load lock is used to insert or exchange samples without breaking the vacuum in
the preparation and analysis chamber, if the valve next to the preparation chamber is
closed. The load lock is pumped with a turbo pump. To the left side of the load lock
a Omicron transfer rod is installed, which is used to transfer the samples between
the load lock and the preparation chamber, and between the preparation chamber
and analysis chamber.
• The preparation chamber has an ion getter pump (Leybold IZ 80) to maintain
a base pressure of 2 × 10−9 mbar. A home-built manipulator (see Figure A.2) is
installed in the preparation chamber with integrated resistive heating. At its front
side a mask for selective deposition of thin ﬁlms is attached, and at its backside a
QCM to monitor the growth rate. On a free ﬂange with a plate valve attached a
Knudsen cell can be swapped without breaking the vacuum. Additionally, a LEED
(OCI Vacuum Microengineering) is installed on a CF-150 ﬂange. A valve is placed
between preparation chamber and analysis chamber for protection of the respective
chambers.
• The analysis chamber is pumped by a turbo pump (Oerlikon TURBOVAC 361)
and a titanium sublimation pump (TSP), enabling a base pressure of 2 × 10−10
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Figure A.1: Schematic picture of the in-house surface science vacuum chamber in top
view and side view. A detailed description of the individual components is given in the
main text. Not shown are the valves between the load lock, preparation chamber, and
analysis chamber.
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mbar. The analysis chamber is equipped with installation for Ar+ sputtering and a
quadrupole mass spectrometer (QMS, Extrel MAX1000-LT). The QMS can detect
masses in the range from 2 amu to 1000 amu. Thus, typical COMs can be analyzed.
For XPS studies an OMICRON X-ray tube (DAR400 with Al/Mg dual anode) and
electron analyzer (SPHERA U7) is available. The manipulator (see Figure A.3) can
be heated resistively up to 1100 K. The temperature is monitored using a K-type
thermocouple, which is in direct contact to the sample.
In the following, a description of the manipulators of the preparation and analysis cham-
ber is given, which are especially important for TDS experiments.
A.1.1 Manipulator of the preparation chamber
A picture of the manipulator of the preparation chamber is shown in Figure A.2. The
growth rate can be determined using the QCM at its backside. At the front side a mask is
placed in front of the single crystal containing a hole with a diameter of 5 mm. The aim of
Figure A.2: Photograph of the manipulator of the preparation chamber, without sam-
ple. The mask consists of a metal shielding with a hole (diameter 5 mm) above the single
crystal. The mask prevents evaporation onto parts beside the single crystal, which can
later influence the TDS measurements.
the hole is to obtain a well-deﬁned area on the single crystal that is covered with molecules.
This is important since the angle of the molecular beam coming from the Knudsen cell
(for detailed description of the Knudsen cell see Section 4.3) is large enough to deposit
molecules on the whole manipulator. Therefore, by using the mask, contamination of the
sample plate is avoided, which could later disturb the QMS signal, because molecules are
desorbing from other parts than the substrate. At the other hand, this method requires
later precise alignment of the QMS with respect to the covered spot on the sample in order
to maximize the molecular ﬂux into the QMS during TDS experiments.
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The manipulator of the preparation chamber can be heated up to ∼ 600 K. The tem-
perature of the manipulator can be measured via a K-type thermocouple, with is placed
in vicinity to the sample.
A.1.2 Manipulator of the analysis chamber
Figure A.3 provides a picture of the manipulator of the analysis chamber. This ma-
nipulator is designed to enable XPS and TDS measurements. If a sample is transferred
onto the manipulator, a thermocouple touches the ﬂank of the single crystal. Thus, the
temperature of the sample is measured. A Boralectric heating element is installed below
Figure A.3: Picture of the manipulator of the preparation chamber, with a Cu(111)
single crystal. The temperature is measured by a K-type thermocouple, which is guided
via ceramics to touch the single crystals at the side.
the sample plate. With this setup is it possible to achieve ∼ 1100 K at the sample surface.
A.2 Thermal desorption spectroscopy
Thermal desorption spectroscopy (TDS, which is also called temperature-programmed
desorption, TPD) experiments are performed by increasing in a controlled way, usually
linearly, the temperature of a sample that is covered with an adsorbate (mostly: molecules).
The desorbing molecules are detected using a QMS. The QMS signal related to the molecule
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is plotted as a function of the temperature to compose a TD spectrum, see Figure A.6.
This technique can be used to determine the desorption energy of molecules interacting
with substrate surfaces (molecules in the ﬁrst monolayer), and to measure the desorption
energy of molecule from higher layers (second, third, etc.). One has to bear in mind
that only for desorption without activation barrier the desorption energy is equal to the
adsorption energy. Figure A.4 depicts the scenario, in which during the adsorption process
an activation barrier has to be overcome.
Figure A.4: Schematic slope of the potential energy as a function of distance between
molecule and surface, for the case of a precursor-mediated activated chemisorption. The
local minimum represents a loosely bound molecule, which can migrate around the surface
(physisorption) until it becomes trapped by the formation of a strong bond to the surface
(chemisorption). In the depicted case, Eact > 0, and the desorption energy is larger than
the adsorption energy. Graph adapted from Ref. [150].
Molecules from the monolayer desorb from metal surfaces typically at higher tempera-
tures than the multilayer (second layer and higher). This diﬀerence can be used to prepare
well-deﬁned monolayer ﬁlms by annealing a multilayer ﬁlm to a temperature above the
desorption temperature of the multilayer but below the desorption temperature of the
monolayer.
At the same time, experimentally determined adsorption energies are an important in-
formation of the particular interface. They can be used to cross-check theoretical models
that are describing the interaction between COMs and metal single crystals. As presented
earlier in this work, the experimentally determined bonding distance is available for some
molecules on metal surfaces 5.11 and, therefore, are used to benchmark DFT calculations.
Adsorption energies are an additional source to validate DFT calculations.
In the following a short overview on the theory is given and preliminary results are
presented, which were obtained using the setup described above (Section A.1).
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A.2.1 Theoretical overview
The description in this section is based on Ref. [150]. The starting point for TDS analysis
is the Polanyi-Wigner equation that can be written in the form
rdes = −dΘ
dT
=
νn(Θ)Θ
n
β
· e−
Edes(Θ)
kBT (A.1)
The desorption rate rdes, which can be considered as the signal of the QMS during the
TDS experiment, depends in this equation on the coverage Θ, on the preexponential factor
νn, on the desorption energy Edes, on the heating rate β, and on the temperature T . n is
the order of desorption and commonly found values are n = 0, 1, 2. Note that the shape
of the desorption rate is a peak, although the Polanyi-Wigner equation is proportional to
the exponential function that increases steadily. However, with proceeding desorption of
molecules, the coverage Θ becomes smaller an ﬁnally goes to zero.
To determine the peak position Tpeak one can use for n = 1 the Redhead approximation,
in which ν1 and Edes does not depend on the coverage. Then, the desorption energy can
be calculated via
Edes = kBTpeak
(
ln
ν1Tpeak
β
− 3.64
)
, (A.2)
assuming the correct value for ν1. For small molecules such as CO, the preexponential
factor is chosen to be ν1 = 1013 s−1. For larger molecules as typical COMs, this value has
to be larger, in the range from 1016 s−1 to 1021 s−1 [151, 152].
Figure A.5 visualizes the inﬂuence of the desorption order n on the shape of the des-
orption rate rdes(T ). For n = 0, the desorption rate is proportional to the exponential
Figure A.5: Simulated TD spectra for desorption order n = 0, 1, 2 (left to right).
For each desorption order spectra were calculated for different coverages. The following
trends of the peak temperature can be observed, as indicated by the arrows: For n = 0
the peak temperature shifts with increasing coverage toward higher values. For n = 1,
the peak temperature stays constant for varying coverages, and for n = 2 the peak
temperature shifts with increasing coverage toward lower temperatures.
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function, until no adsorbed molecules are left. Therefore, Tpeak will shift for thicker ﬁlms
toward higher temperatures. For n = 1 the peak position does not depend on the coverage,
while for n = 2 the peak shifts toward lower temperatures with increasing ﬁlm thickness.
A.2.2 Results
In the following preliminary TDS results are presented of DIP on Au(111) and 2HTPP
on Cu(111). For the data analysis a Gaussian smoothing routine was applied to the raw
data. The result of the smoothing is displayed in Figure A.6. The solid line shows the raw
data, the dashed line the smoothed data.
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Figure A.6: TD spectrum without (solid line) and with smoothing (dashed line) due
to a Gaussian smoothing routine.
DIP on Au(111)
The coverages displayed in the following were determined with the QCM. In the prepa-
ration chamber, there is a large diﬀerence of the distance between the Knudsen cell and the
QCM on the one hand and between the Knudsen cell and the single crystal on the other
hand. Assuming the validity of the inverse-square law for the molecular beam, the coverage
on the crystals are signiﬁcantly smaller than the values determined with the QCM, at least
by a factor of 2. The numbers given here relate to the QCM values. In addition, the single
crystals and the QCM have diﬀerent sticking coeﬃcients, giving rise to further deviations
of the thickness on the substrate. Besides these uncertainties of the absolute thickness, we
can trust the relative values of the coverages on a substrate. TD spectra of DIP on Au(111)
are displayed in Figure A.7, both for multilayer and monolayer coverages. The shape of the
curves for the 5 nm and 10 nm ﬁlms indicates a desorption order n = 0 due to the abrupt
decline of the QMS signal. This is a typical behavior for multilayer-coverage of COMs on
various surfaces. It was shown that PEN on Au(111) [90] and PTCDA on Cu(111) [153]
exhibit zeroth desorption order. As expected for n = 0, the peak temperature increases
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Figure A.7: TD spectra of DIP on Au(111) for different (a) monolayer films and (b)
multilayer films. The heating ramp was 0.5 K/s for all spectra. Note that the nominal
coverages, determined with the QCM, vary strongly compared to the real coverage due
to different distances from sample and QCM to the Knudsen cell.
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with thicker ﬁlms. Yet, in contrast to the expected slope of the desorption order n = 0,
the onset at the left side of the peak is not at a constant position but is shifted rather
strongly toward higher temperatures for the sample with thickness 10 nm. A likely reason
for a variation can be the temperature as the slope of the heating rate diﬀered slightly
for the three samples. Although the gradient was the same in average for all samples, the
slope was ﬂuctuating while desorbing the thickest ﬁlm. A second uncertainty arises from
the temperature measurement. When inserting the sample onto the manipulator of the
analysis chamber, the side of the crystal touched the thermocouple. The precise position
might vary after each transfer. A diﬀerence of ∼ 30 K is, however, unlikely. Here, more
experiments of this type have to be performed before one can decide, whether the observed
variation of the onset temperature occurs due to missing reproducibility or due to eﬀects
at the interface.
Let us now turn to the monolayer spectrum, which was observed for a nominal thickness
of 2 nm. The peak temperature is 667 K. Applying the Redhead equation (Equation A.2)
and assuming a preexponential factor of 1.6× 1019 s−1, which was determined for PEN on
Au(111) [90], we obtain a desorption energy of Edes = 263 kJ/mol, or 2.73 eV. This value is
signiﬁcantly higher than PEN on Au(111), for which Edes = 2.10 eV was determined [90].
DFT calculations of DIP on Au(111) yielded the adsorption energy 2.53 eV (see Table 5.2).
Note that the desorption and adsorption energy equal only in case the adsorption occurs
without crossing an activation barrier.
2HTPP on Cu(111)
First TDS measurements of 2HTPP on Cu(111) were performed. This molecule under-
goes a thermally activated self-metalation when adsorbed on Cu(111). This transformation
was analyzed with the XSW technique in great detail in Section 5.9. Here, the aim was to
study the range of inﬂuence of the metalation process, whether this process occurs only in
the ﬁrst layer or also extends to higher layers. The molecule starts to metalate at ∼ 420 K.
As it was observed for DIP on Au(111) in the previous section, the multilayer of COMs
can start to desorb at similar temperatures. If the metalation occurs up to higher layers,
the metalation and desorption of molecules are two competing eﬀects.
Figure A.8 displays TD spectra for two diﬀerent coverages. In both spectra, a peak
related to the metal-free (solid line) and one related to the metalated CuTPP (dashed
line) is visible. In all four spectra, the onset of the peak is located at ∼ 430 K. The peak
maxima shift toward higher temperature. This ﬁnding in addition to the steep decline,
being more pronounced for the 13 nm ﬁlm, indicate a desorption order of n = 0. Within
one sample, the peak temperatures related to 2HTPP and CuTPP are very similar, being
453 K for the 4 nm ﬁlm and 475 K for the 13 nm ﬁlm. The desorption characteristics, i.e.
the peak temperature and desorption order, can be related to multilayer desorption. This
means that the metalation process extends the monolayer up to higher layers. If we look
closer we see that for the 4 nm ﬁlm the intensity of the CuTPP peak is higher than the
2HTPP peak. In contrast, for the 13 nm ﬁlm the situation is reversed. The higher intensity
of the 2HTPP peak is a clear sign that the metalation does not happen to molecules in
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Figure A.8: TD spectra of TPP on Cu(111) for different multilayer films. Each figure
contains a graph of the 2HTPP (614 amu) and the thermally induced self-metalated
CuTPP (675 amu). The temperature ramp β was 0.44 K/s (0.51 K/s) for the 4 nm
(13 nm) sample.
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the upper layers before they desorb. Future work can investigate the desorption of TPP
at various heating rates.
A.3 Molecular coverage of the samples
Table A.1 provides an overview of the coverages, which were prepared for the XSW
analysis. The deposited molecular coverage was calculated using the method described in
Section 2.3. If no data of the unit cell was available, the molecular size was estimated
based on its dimension.
Table A.1: Parameters which were used to determine the molecular coverage. Intensity
of a peak was measured after background subtraction. The size of the molecule refers
either to the unit cell, if this information is available, or by estimations based on the
molecular dimensions. Exemplary films are chosen in case that more than one film was
prepared.
System Orbitals Intensity ratio
molecular size Coverage
(Å2) (ML)
P4O/Au(111) C 1s/Au 4d5/2 0.011 144 [84] 1.0
HBC/Au(111) C 1s/Au 4d5/2 0.0049 185 [87] 0.3
PEN/Ag(111) C 1s/Ag 3d5/2 0.011 138 [154] 0.5
PEN/Cu(111) C 1s/Cu 3p3/2 0.047 140 [14] 1.0
DIP/Cu(111) C 1s/Cu 3p3/2 0.035 152 [71] 0.6
DIP/Ag(111) C 1s/Ag 3d5/2 0.013 173 [72] 0.5
DIP/Au(111) C 1s/Au 4d5/2 0.0082 197 [73] 0.8
H2Pc/Cu(111) C 1s/Cu 3p3/2 0.026 240 0.7
VOPc/Cu(111) C 1s/Cu 3p3/2 0.023 240 0.6
PYT/Cu(111) C 1s/Cu 3p3/2 0.052 80 0.9
PYT/Ag(111) C 1s/Ag 4d5/2 0.016 80 0.6
NO2PYT/Ag(111) C 1s/Ag 4d5/2 0.011 96 0.6
COHON/Cu(111) C 1s/Cu 3p3/2 0.027 100 0.4
TPP/Cu(111) C 1s/Cu 3p3/2 0.042 240 0.8
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Acronyms
Molecules
2HTTP Tetraphenylporphyrin C44H30N4
AB Trans-Azobenzene C12H10N2
COHON Coronene-hexaone C24H6O6
CuPc Copper(II)-phthalocyanine CuC32H16N8
CuTPP Copper(II)-tetraphenylporphyrin CuC44H28N4
DIP Diindenoperylene C32H16
EC4T End-capped quaterthiophene C24H22S4
F4-TCNQ 2,3,5,6-Tetraﬂuoro-7,7,8,8-tetracyanoquinodimethane C12F4N4
F16CuPc Copper(II)-phthalocyanine CuC32F16N8
F16ZnPc Copper(II)-phthalocyanine ZnC32F16N8
GaClPc Chlorogallium-phthalocyanine GaClC32H16N8
HBC Hexa-peri -hexabenzocoronene C42H18
H2Pc 29H,31H-Phthalocyanine C32H18N8
NO2PYT 2,7-Dinitropyrene-4,5,9,10-tetraone C16H4N2O8
NTCDA 1,4,5,8-Naphthalene-tetracarboxylicacid-dianhydride C14H4O6
P2O 6,13-Pentacenedione C22H12O2
P4O Pentacene-5,7,12,14-tetraone C22H10O4
PEN Pentacene C22H14
PFP Perﬂuoropentacene C22F14
PTCDA 3,4,9,10-Perylene-tetracarboxylic-dianhydride C32H8O6
PYT Pyrene-4,5,9,10-tetraone C16H8O4
SnPc Tin-phthalocyanine SnC32H16N8
TBA 3,3’,5,5’-Tetra-tert-butyl-azobenzene C28H42N2
VOPc Vanadium(IV) oxide phthalocyanine C32H16N8VO
ZnPc Copper(II)-phthalocyanine ZnC32H16N8
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Analysis techniques
AFM atomic force microscopy
LEED low-energy electron diﬀraction
NEXAFS near edge X-ray absorption ﬁne structure
PES photoelectron spectroscopy
STM scanning tunneling microscopy
TDS thermal desorption spectroscopy
TPD temperature programmed desorption
UPS UV photoelectron spectroscopy
XPS X-ray photoelectron spectroscopy
XSW X-ray standing wave
Miscellaneous
COM conjugated organic molecule
CTC charge transfer complex
DFT density functional theory
EA electron aﬃnity
EDC energy distribution curve
ELA energy level alignment
EB binding energy
EBragg Bragg energy
EF Fermi energy, Fermi level, Fermi edge
Ekin kinetic energy
EVac vacuum energy
fH coherent fraction
HIB hole injection barrier
HOMO highest occupied molecular orbital
IE ionization energy
ID interface dipole
LUMO lowest unoccupied molecular orbital
ML monolayer
φ work function
PH coherent position
QMS quadrupole mass spectrometer
QCM quartz crystal microbalance
SECO Secondary electron cut-oﬀ
TDD Theory of dynamical diﬀraction
vdW van der Waals
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