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Abstract
In this paper, the foundations of classical phenomenological thermodynamics are being thor-
oughly revisited. A new rigorous basis for thermodynamics is laid out in the main text and
presented in full detail in the appendix. All relevant concepts, such as work, heat, internal
energy, heat reservoirs, reversibility, absolute temperature and entropy, are introduced on an
abstract level and connected through traditional results, such as Carnot’s Theorem, Clausius’
Theorem and the Entropy Theorem. The paper offers insights into the basic assumptions one
has to make in order to formally introduce a phenomenological thermodynamic theory. This
contribution is of particular importance when applying phenomenological thermodynamics
to systems, such as black holes, where the microscopic physics is not yet fully understood.
Altogether, this work can serve as a basis for a complete and rigorous introduction to thermo-
dynamics in an undergraduate course which follows the traditional lines as closely as possible.
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Introduction
The first steps towards a theoretical formulation of thermodynamics have been made more than
200 years ago [1–5] and today we are still applying the theory to systems which are studied in the
context of extending our currently best microscopic theories. An example are black holes, with
which we hope to find out how to come up with a theory of quantum gravity [6]. In the past
centuries the applications of thermodynamics have moved from steam engines and locomotives to
systems of almost all orders of magnitude in size and levels of complexity, from single photons to
solar systems and galaxy clusters. And even with a focus on the traditional foundations, for the
moment ignoring the most current investigations, it is worth having a closer look at the basis of
a theory which is so universally applicable.
Motivation
Among the many books that have been written and lectures held about the subject [7–24], the
two common ways to introduce thermodynamics are the phenomenological and the statistical ap-
proaches. In the former, the laws of thermodynamics are postulated and the theory is built on
them. In the latter, the macroscopic thermodynamic properties of a system are derived by inves-
tigating its microscopic degrees of freedom using methods from statistical physics, e.g. [25]. In
particular, when taking the statistical approach, one of the main goals is to derive the fundamen-
tal laws from microscopic considerations. The work presented here is solely concerned with the
phenomenological paradigm. Microscopic properties of a system may be intuitively used at times,
but only to give intuition in certain examples, if at all.
Even when restricted to the phenomenological approach there exist many different views on
the foundations of the theory and how it should be introduced. This may be unimportant for
applications e.g. in engineering, but the different and seemingly contradicting alternatives are
confusing and unsatisfactory from a conceptual point of view. Modern literature on systematic
approaches to thermodynamics is scarce. An exception is the approach presented in [22, 26, 27].
However, in numerous conversations with fellow physicists the authors realized that their uneasy
feeling about the foundations of phenomenological thermodynamics, and especially about how it
is taught in undergraduate courses, is shared by many others. Hence this paper.
Besides the educational value, the increasing interest in the new research field of quantum
thermodynamics is another good reason for looking more deeply into the basics of classical phe-
nomenological thermodynamics. Recently various ideas have been proposed on how to use ther-
modynamics for a description of small (quantum) systems. In particular, a considerable amount
of effort has gone into the quest for finding thermodynamic applications where quantum systems
can outperform their classical counterparts. Nevertheless, the community is still far from reaching
an agreement on the conclusions drawn from a quantum analysis of thermodynamic systems. An
example is the ongoing controversy about the definition of work in the presence of quantum co-
herent states [28–30]. In the authors’ view this is also because a fair comparison between classical
and quantum thermodynamics is bound by the limited agreement on the basics of the classical
theory itself.
In this paper we will introduce a new way of laying out the foundations of thermodynamics
allowing for a derivation of the theory along the general lines of the traditional approach. Starting
from the very basic concepts such as systems, processes and states, we develop a rigorous language
to formulate the first and second laws of thermodynamics, which can be seen as the core postu-
lates of the theory. These are then used to prove powerful standard results like Carnot’s Theorem
or Clausius’ Theorem, which in turn allow us to define thermodynamic entropy with all its very
useful properties.
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Besides the achievement of making all basic thermodynamic concepts precise without losing
contact to their intuitive meanings, this paper offers insights into the basic assumptions one has
to make in order to formally introduce a phenomenological thermodynamic theory. For instance,
we show that the zeroth law is redundant as a postulate, and we capture precisely what properties
a heat reservoir must have. We also introduce a definition of quasistatic processes arising from
initially discrete considerations which allows one to use the usual formulas for computing internal
energy and entropy differences over piecewise continuously differentiable paths in the state space
of a thermodynamic system.
Outline of the paper
In Section 1 the notions of thermodynamic systems, processes and states are introduced. Section 2
introduces the work cost of thermodynamic processes and related notions, whereas Section 3 uses
all terms introduced up to this point to state the first law and derive the internal energy function
from it. In Section 4 we intuitively describe the notion of what it means for two systems to be copies
of one another, which is made formally precise in the appendix. Section 5 treats the notions heat
and heat reservoirs which are then used in Section 6 to state the second law and briefly discuss its
immediate consequences. The more complex but also more important consequences of the second
law, namely Carnot’s Theorem and absolute temperature, are discussed in Section 7 and Section 8,
respectively. Using the definition of absolute temperature for heat reservoirs it is then possible to
define the absolute temperature of a heat flow in Section 9, which finally allows us to state and
prove Clausius’ Theorem and introduce thermodynamic entropy in Section 10.
Having introduced the very basics of every thermodynamic theory, the paper then offers several
insights into more common applications and advances the abstract framework in order to apply
it to traditional settings. In Section 11 the discrete considerations are extended to account for
quasistatic processes with associated continuous and differentiable quantities. This is followed by
the discussion of the notion of temperature for other systems than heat reservoirs in Section 12.
The thoroughly worked out example of the ideal gas is presented in Section 13, while further
explorations into topics such as scaling thermodynamic systems and the principle of maximum
entropy is presented in Section 14.
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Thermodynamics
1 Systems, processes and states
Postulates: thermodynamic systems, thermodynamic processes and states, concatenation
of processes
New notions: atomic systems, involved, composition of systems, state space
Technical results for this section can be found in Appendices A and B.
Summary: Through postulates the notions systems, composition of systems, thermody-
namic processes and their input and output states are introduced. A further postulate
makes sure that two thermodynamic processes can be concatenated. From these postulates
further notions, among them disjoint systems, subsystems and state space are defined. The
states of composite systems are defined by the states of their subsystems. Basic properties
of the composition operation are discussed as well as the correspondence of systems and
composition with finite set theory and set union.
We start by introducing all basic principles and postulates from which we will derive the
consequences for the theory step by step. At times it is going to be abstract. Table 1 together
with other examples discussed in the text compensates for the technical nature of this section by
listing the main concepts together with different examples for an easier intuitive understanding.
This table is recycled from our previous paper on the zeroth law [31].
Postulates are in orange. Definitions, lemmas, propositions, theorems and other derived con-
cepts appear with black titles.
The section on the basic principles is about the notions of thermodynamic systems, ther-
modynamic processes and thermodynamic states. Admittedly, we could also call them systems,
processes and states at this point, without the specification “thermodynamic”, as there is nothing
thermodynamic about them yet. The thermodynamic aspects will come in later. At this point,
we are concerned with the very basic notions needed to formulate thermodynamic assumptions,
such as the first and second laws.
1.1 Thermodynamic systems
Sometimes physical systems are said to be a “subset of the universe”. For the purposes presented
here this view, taken literally, is valid. We think of systems as finite non-empty subsets of the
“world”. Composing two systems corresponds to uniting the sets. Singletons are seen as indivisible
systems.
Postulate 1 (Thermodynamic systems). The thermodynamic world is a set Ω and the set of
thermodynamic systems consists of finite non-empty subsets of the thermodynamic world, S :=
{S ⊂ Ω | 0 < |S| <∞}.
The structure of systems as sets is illustrated in Figure 1.1. The natural way to compose
two systems is to unite the sets. The system composed from S1 ∈ S and S2 ∈ S is denoted by
S = S1 ∨ S2. For the composition of systems we introduce the notation ∨ instead of ∪, which is
normally used to denote the union of sets. However, ∨ is nothing else but the union ∪ applied to
finitely many representing sets of the systems.
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1 mole of ideal gas A two ideal gases S = A ∨A′, A=ˆA′ water tank, N ≫ 1 moles, R˜
intuitive
description
A container filled with an ideal
gas. It is possible to read off the
pressure inside the container and
one can vary the volume by mov-
ing a piston.
Two such ideal gases composed.
They can still be addressed individ-
ually but now they could also be
thermally connected. The system is
described by the composition A∨A′.
A very large water tank may be
microscopically complex but is
here described in the simplest
non-trivial way, by its energy. It
is an approximate reservoir.
state space
ΣS
ΣA = (R>0)
2 ∋ σ = (p, V )
pressure and volume1
ΣS = (R>0)
4 ∋ σ = (p1, V1, p2, V2)
both pressures and volumes
ΣR˜ = [Emin, Emax] ∋ σ = E
(internal) energy2
processes
(examples
from P)
• connecting the gas thermally
to another system (irreversible
in general)
(pin, Vin) 7→ (pout, Vout = Vin)
• isothermal expansion or com-
pression (generally reversible)
(pin, Vin) 7→ (pout, Vout) s.t.
pinVin = poutVout
• Carnot cycle with the gas
• all processes from the left column
applied to one of the gases individ-
ually
• thermally connecting the first gas
to the second and the second to a
reservoir (typically irreversible)
• connecting the tank thermally
to another system, thereby let-
ting them exchange energy (ir-
reversible in general)
• using the tank in a thermal en-
gine together with a cyclic ma-
chine and another tank
work processes
(examples
from PS)
• shaking the gas, or applying
friction to it (irreversible)
(pin, Vin) 7→ (pout, Vout = Vin)
with pout > pin
• expanding or compressing
the otherwise perfectly iso-
lated gas3(reversible, if done
optimally)
(pin, Vin) 7→ (pout, Vout) s.t.
pinV
γ
in = poutV
γ
out
• all processes from the left column
• thermally connecting the two
gases (irreversible in general)
• isolating the gases and compress-
ing one while expanding the other
(reversible)
• applying friction to one of the
gases while thermally connecting
them, thereby heating up the
other one, too (irreversible)
• raising the internal energy of
R˜ by doing work on it: this
could be done for instance by
shaking it, applying friction,
doing electrical work by let-
ting a current flow through a
resistance
work function For classical mechanical systems
the infinitesimal work done is al-
ways δW = ~F ·d~s. When shaking
the gas or applying friction ~F is
the applied force and d~s the line
segment of the trajectory along
which the force acts. If the vol-
ume is changed without friction
the infinitesimal work done can
be simplified to δW = −pdV .
The total work done on the compos-
ite system is the sum of the amounts
of work done on each individual sys-
tem, δW = δWA + δWA′ , where
δWX is defined as in the left column
for both gases individually.
Depending on the mechanism
that is used to heat up the tank
the work function will look dif-
ferent. For instance, in the case
of increasing the internal energy
by means of an electrical current
I(t) flowing through a resistance
Z the work done on R can be
written as W =
∫
ZI2dt.
Table 1: The basic concepts such as states, state spaces, processes, work processes, composition
of systems, work cost functions and (an approximation of) reservoirs are illustrated with simple
examples, recycled from a previous paper [31].
1We think of a truly ideal gas that remains an ideal gas even if V becomes very small and p very high. In the
case of a real gas one could restrict the state space further, e.g. to ΣS = (0, pmax)× (Vmin,∞).
2If one wants to use the tank as a reservoir, think of the energy range [Emin, Emax] as a relatively small interval
in a much larger spectrum of the system. As long as the energy is in this interval, the tank can exchange energy with
other systems while keeping its properties and behaviour relative to other systems invariant (to good approximation).
Intuitively one can always achieve this by taking a large enough system. When taking the limit towards an infinitely
large water tank, N →∞ such that N
V
= const. (V the volume) R′ becomes an exact reservoir. For instance, when
choosing Emin/max ∝ ±
√
N , in this limit the state space ΣR′ will be the real line, i.e. Emin/max → ∓∞ but still
occupy only a very small part of the actual spectrum of the tank. Reservoirs should be thought of as infinitely
large systems that do not change their behaviour when exchanging finite amounts of energy with other systems.
3A compression or expansion of a perfectly isolated ideal gas leads to the known state changes as given in the
table, where γ =
cp
cV
is the heat capacity ratio.
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ΩA1
∅
S23 = A2 ∨ A3
A2
A3
S234 = S23 ∨ A4
= A2 ∨ A3 ∨ A4
A4
S12 = A1 ∨ A2
Figure 1.1: Abstract illustration of the structure of thermodynamic systems: Systems are finite
non-empty subset of the thermodynamic world Ω. The empty set is not a thermodynamic system.
Singletons are called atomic systems and are usually called Ai to indicate this in the notation.
Just like the elements of a set determine the set, the atomic systems contained in a system (as sub-
sets) determine the system. Multi-element subsets of Ω are composed systems. The composition
operation for systems is nothing else but the union of the sets which the systems represent.
Since systems are finite sets, the composition operation applied to finitely many systems will
output a system again. To simplify the notation for the composition of more than two systems we
sometimes write
S = S1 ∨ · · · ∨ Sn ≡
∨
S∈{S1,...,Sn}
S ≡
∨
{S1, . . . , Sn} . (1.1)
The set of singletons of Ω denoted by A := {A ⊂ Ω | |A| = 1} is called the set of atomic
systems. This set is a subset of the set of thermodynamic systems. Non-atomic systems are those
that are composed of more than one but finitely many different atomic systems, whereas atomic
systems are considered indivisible, i.e. they are not composed of other systems.
However, one should not take this as a statement about physical indivisibility. Rather it is
an abstract structure the user of the theory needs to choose. As an example, one user could
define a container of gas as an atomic system. Another user might say that there are different
compartments of gas within this container, which could have different pressures and could be
separated into further subsystems. In the latter case, the system would not be atomic. The two
users would then work with different thermodynamic theories.
Another aspect shown by this example is the fact that an atomic system need not be small. The
gas container could contain an arbitrary amount of substance and still be seen as an atomic system.
The concept of an atomic system is helpful for the definition and postulates regarding basic
concepts such as work or states. When defining and postulating these for atomic systems and in
addition specifying how they behave under composition, these concepts automatically extend to
arbitrary thermodynamic systems.
Just like we can compose two systems with ∨ (i.e. by set union) we can as well consider the
intersection of two systems. This corresponds to taking the intersection of the sets. referring to
Figure 1.1, we see for instance that S12 ∧ S23 = A2.
Postulate 1 requires that the empty set is not a thermodynamic system. To some extent, this
is a matter of taste. We do not want “nothing” to be called a system, as it would be difficult to
argue that this “nothing” has states on which processes can act. Without states and processes
acting on them, one can not do anything physical with it, hence we can exclude it from the set of
system from the beginning.
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Nevertheless, we write S1 ∧ S2 = ∅ to say that the two systems S1, S2 ∈ S are disjoint. This
equality should be seen as notation only, as ∅ is not a system. As an example, in Figure 1.1 we
see that A1 ∧ S23 = ∅.
Given a system S ∈ S, its subsystems are defined as its non-empty subsets, i.e. the set of
subsystems Sub(S) := {S′ ∈ S | S′ ⊂ S}.
The set of subsystems Sub(S) contains S itself since S ∨S = S. In particular, it does not only
contain the proper subsystems and is therefore always non-empty. The subsystems of a system
S ∈ S, which are in addition atomic, are called atomic subsystems and are summarized in the
set Atom(S) := {A ∈ A |A ∈ Sub(S)}. Examples from Figure 1.1 are S23 ∈ Sub(S234) and
A1 ∈ Atom(S12). Just like elements of a set determine the set, the atomic subsystems of a system
determine the system. In a more formal notation that is, for any S ∈ S it holds
S =
∨
Atom(S) . (1.2)
We conclude the abstract introduction of systems with some comments. First, a thermo-
dynamic system is interpreted as a specific physical system rather than a type of system. For
instance, A1 may stand for the specific box containing one mole of gas standing in front of us,
whereas A2 may be the label for a box filled with half a mole of another gas standing in a friend’s
lab.4 Nevertheless, one needs to be able to talk about systems of the same type, for instance when
the two boxes in the different labs are identical in construction and contain the same amount of the
same gas. The notion of two different systems being of the same type will be introduced later in
Section 4 based on their thermodynamic properties. When two systems of the same type are dis-
cussed, their labels A1 and A2 can be seen as their names, while their type is their thermodynamic
DNA.5
Second, we think of a single thermodynamic system S as closed. Nevertheless, it is not neces-
sary to formalize the term “closed system” as the coming postulates make sure that the properties
of a thermodynamic system are such that the intuition one has about closed systems is captured
also in this framework.
Third, it is important to keep in mind that composing two systems does not mean that they
are thermally or otherwise coupled. So far composition is independent of any thermodynamic
properties. Two systems composed are simply described as one new system. When disjoint
systems are composed, we speak of disjoint composition. In this case the composition is akin
to the tensor product structure from quantum theory, where H1 ⊗ H2 allows for a composite
description of the two systems with associated Hilbert spaces H1 and H2 but does not make
any statements about possible interactions between the subsystems. The composition of disjoint
systems is the one that is more familiar with the usual ways of composing two systems in physics.
Many concepts concerning composition that will be introduced are about disjoint composition.
1.2 Thermodynamic processes and states
After having introduced the structure of systems, atomic systems and subsystems, as well as their
interrelations, we move on to the postulate about thermodynamic processes and states.
Postulate 2 (Thermodynamic processes and states). The non-empty set of thermodynamic pro-
cesses (also simply processes) that the theory allows for is denoted by P . A thermodynamic
process p ∈ P specifies the initial and final states of a finite and non-zero number of involved
atomic systems A ∈ A by means of the functions ⌊·⌋A : P → ΣA and ⌈·⌉A : P → ΣA. If A is not
involved the two functions are undefined.
The notion of being involved is sometimes also phrased the other way around. That is, instead
of saying that A ∈ A is involved in p ∈ P , we may say that p acts on A.
4 In a previous paper [31] the introduction and interpretation of systems was different. Instead thinking of
systems as types, we now think of them as specific instances.
5 Identical twins need names, too. It is not possible to distinguish them just by their DNA.
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Thermodynamic processes are thought of as procedures but do not necessarily correspond to
curves in the state space. However, for atomic systems that are involved in a process p ∈ P , the
process has a well-defined initial and final state captured by the functions ⌊·⌋A and ⌈·⌉A, respec-
tively. Since these functions are always either both defined or both undefined, we will only talk
about the input state whenever we discuss the question whether a certain atomic system is in-
volved in the process or not. For an atomic system A ∈ A the co-domain of the functions ⌊·⌋A and
⌈·⌉A is the union of their well-defined outputs and denoted by ΣA. It is called the set of states of A.
We want the set of states of different atomic systems to be disjoint. W.l.o.g. if A1, A2 ∈ A are
different, A1 6= A2, then ΣA1 ∩ ΣA2 = ∅. If this was not the case, simply extend the descriptions
of the states with a unique label for each atomic system, e.g. its name. This assumption will
allow us to easily extend the definition of state changes for states of composite systems. It also
simplifies the analysis of state spaces of equivalent systems in Section 4.
We do not explicitly require the states to be what is usually called an “equilibrium state”
[19, 20, 22]. The way we introduce the theory, thermodynamics does not rely on a basic notion of
“equilibrium”. Without the necessity to define this term, we are able to treat states as thermo-
dynamic states which could intuitively be seen as non-equilibrium states. For instance, one could
think of a system that has fluctuations on the time scale of ∼ 1ms, but thermodynamic processes
on this system happen on a time scale of ∼ 1h. Intuitively this fluctuating state might not be
counted as equilibrium, but in the context of processes that take orders of magnitudes more time,
it is reasonable to work with average values, which are then constant over the longer time scale.
Even if the fluctuations are visible ripples on the water surface of a swimming pool (i.e. they
can be detected) the thermodynamic processes may ignore this and the state of the pool is a valid
thermodynamic state.
Although the term “equilibrium” is not defined as a physical concept, thermodynamic states
cannot be anything. For instance, a necessary property is that they must allow for identity pro-
cesses (Definition 2.4. This will follow from the first law (Postulate 7) and it implies that it is
always possible to leave a thermodynamic state invariant. In our view, it is an asset of the frame-
work that it does not have to formally define the term “equilibrium” and is nevertheless able to
capture all relevant properties of “equilibrium states”.
We are not assuming that a set ΣA contains a continuum of states. This may very well be the
case for many examples, but it is not a necessary assumption for the theory. The concept of a
state is rather abstract up to here. It will become more comprehensible with further postulates
and results derived from them.
Since processes are seen as procedures there may very well exist more than one process with
the same input and output states. The initial and final states of a thermodynamic process do
not contain all thermodynamically relevant information associated with it. It is helpful to keep in
mind this view of processes in the remainder of the paper.
For an arbitrary thermodynamic system S = A1 ∨ · · · ∨ An ∈ S with pairwise disjoint atomic
systems {Ai}ni=1 the state change under a thermodynamic process p ∈ P is given by the state
changes on its atomic subsystems in terms of the functions
⌊·⌋S : P → ΣS
p 7→ ⌊p⌋S := {⌊p⌋A1 , . . . , ⌊p⌋An}
(1.3)
and likewise for ⌈·⌉S . States of a non-trivially composite system are called joint states.
As a consequence of this definition and the fact that different atomic systems have disjoint
state spaces, the state space of a disjointly composite system can be seen as the Cartesian product
of its subsystems, up to ordering. Furthermore, the initial state on ⌊p⌋S is defined if and only if
⌊p⌋A is defined for all atomic subsystems A ∈ Atom(S). This, on the other hand, is the case if
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and only if the final states ⌈p⌉A are defined for all atomic subsystems A ∈ Atom(S) and thus ⌈p⌉S
is defined if and only if ⌊p⌋S is.
To simplify the notation we use the same symbol for joint states as we used for composite sys-
tems. That is, we write ⌊p⌋S ≡
∨
A∈Atom(S)⌊p⌋A ≡ ⌊p⌋A1∨· · ·∨⌊p⌋An for S = A1∨· · ·∨An. For two
disjoint systems S1 ∧ S2 = ∅ with σ1 ∈ ΣS1 and σ2 ∈ ΣS2 this reads σ1 ∨ σ2 = σ2 ∨ σ1 ∈ ΣS1∨S2 .
The fact that ∨ is commutative when composing states is no issue as state spaces of different
systems are disjoint, i.e. it is always clear which symbol (σ1 or σ2) describes the state of which
subsystem (S1 or S2).
Notice that the terms involved and not involved cannot be directly extended to arbitrary sys-
tems. These consist of atomic systems, but it could happen that an atomic subsystem is involved in
a process, while another one is not. An arbitrary system containing the two would then intuitively
be involved. However, its state change is undefined, as there is at least one atomic subsystem
whose state change is undefined.
The view of composite systems as independent but collectively described subsystems is manifest
in the representation of the state space of composite systems. It allows for all combinations of
subsystem states, not just for pairs which are in “equilibrium” with each other – a term that is
anyway not defined at this point. Consequently, states of subsystems in composite systems can
still be separately treated. The subsystems’ states σ1 ∈ ΣS1 and σ2 ∈ ΣS2 can be extracted as
the corresponding entries of the “tuple” σ1 ∨ σ2 ∈ ΣS1∨S2 . In particular, this implies that if ⌊p⌋S
is defined for a (composite) system S, then ⌊p⌋S′ is automatically well-defined for all subsystems
S′ ∈ Sub(S) as well. Likewise, if all subsystems of S have a well-defined state change in some
thermodynamic process, then so does S.
On the other hand, the structure of state spaces also makes clear that if a proper subsystem
S′ ∈ Sub(S) has well-defined state changes in a thermodynamic process p ∈ P this does not imply
that the same holds for S. There might exist other subsystems of S with undefined state change.
We do not aim at describing correlations between thermodynamic systems in this framework.
The Cartesian product of two state spaces does not allow for a representation of correlations.
Nevertheless, this is not to say that correlations between thermodynamic systems do not appear.
Our description just ignores them by describing the total state of a composite system as the
collection of the reduced states of its subsystems. Consequently, correlations between thermody-
namic systems cannot be exploited by thermodynamic processes – they have to function whether
correlations are present or not. Even though it may sound paradoxical, this view does not auto-
matically exclude applying the theory to problems regarding the thermodynamics of correlations
inside a thermodynamic system (e.g. [32]). For instance, thinking of two qubits that may be
correlated, these correlations may have a thermodynamic interpretation captured by the theory.
However, thermodynamically the two “quantum-subsystems” would then have to be summarized
in a single atomic system. Otherwise the correlations would necessarily have to be neglected in
our thermodynamic description of the state.
This example shows that the thermodynamic subsystem structure introduced by ∨ must not
be confused with the subsystem structure from an underlying physical theory (such as quantum
mechanics).
1.3 Concatenating two processes
We conclude the section with one more postulate. Individual thermodynamic processes are obvi-
ously necessary objects in order to formulate the theory. However, individual processes are not
enough, as in many protocols it will be crucial to be able to describe what happens if one process is
executed after another. For this, we postulate the existence of a concatenation operation, similar
to concatenating functions. The result of a concatenated process will be another process, namely
the one which consists of the consecutive execution of the two processes that are concatenated.
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Postulate 3 (Concatenation of processes). Let p, p′ ∈ P such that for all A ∈ Ap ∩ Ap′ it holds
⌈p⌉A = ⌊p′⌋A. Then p and p′ can be concatenated to form a new process denoted by p′ ◦ p ∈ P ,
which represents the consecutive execution of p followed by p′. If Ap ∩ Ap′ = ∅, then in addition
p′◦p = p◦p′, i.e. concatenation commutes. An atomic system A ∈ A is involved in the concatenated
process p′ ◦ p if and only if A ∈ Ap ∪ Ap′ . For the involved atomic systems the initial and final
states are
⌊p′ ◦ p⌋A =
{
⌊p⌋A , if A ∈ Ap
⌊p′⌋A , otherwise
(1.4)
and the final state follows the same rules with swapped roles for p and p′.
If there is an atomic system for which the initial state of p′ and the final state of p are de-
fined but do not match, it is not possible to concatenate the two processes. Hence, in this sense,
◦ : P × P → P is a partially defined function and P is closed under ◦.
The assignment of input and output states for concatenated thermodynamic processes can
intuitively be justified as follows. If input and output states of both p and p′ are defined for an
atomic system A then the input state of the concatenation p′ ◦ p of the two processes must be
equal to the input of p on A and accordingly the output must be equal to the output of p′ on A.
Now suppose both p and p′ have undefined input and output states on A. This is interpreted
as “system A is involved in neither of the processes p and p′”. Thus, the concatenation of the two
processes does not act on A either and its input and output states are undefined as well.
Turning to the case where only one of the processes, say p, has undefined input state (and thus
also undefined output state), it helps to think of an undefined state as a variable. The input and
output state of p on A are in this case not determined as A is not involved in p. However, when
concatenating p with p′ to p′ ◦p the total process does act on A, since p′ does. Therefore the input
state on A of the concatenation, which was variable according to p, is set to be the input state of
p′. In the same way it is argued that for undefined ⌈p′⌉A the output state ⌈p
′ ◦ p⌉A is set to be
equal to ⌈p⌉A if the latter is defined.
Every thermodynamic system is a composition of atomic systems and reduced states deter-
mine the global state of a composite system. Therefore, the rules for initial and final states of
concatenated processes for atomic systems translate to rules for arbitrary systems.
This concludes the first section with basic postulates on the structure of the theory. A more
formal discussion of processes and states can be found in Appendix B. We now move on to the
“real thermodynamic” interplay of systems, states and processes.
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2 Work and work processes
Postulates: work for atomic systems, additivity of work, freedom of description
New notions: work function, work process, identity process, cyclic, catalytic and
reversible process
Technical results for this section can be found in Appendix C.
Summary: Two postulates guarantee that for any atomic system there exists a work
function assigning the work cost of a process on that system and that this function is
additive under concatenation. The notion of a work function is then extended to exist for
all systems such that it is additive under composition. The terms work process, identity
process, cyclic process and catalytic process are introduced. Regarding catalytic processes,
a further postulate guarantees that a catalytic system can also be left out of the description
of a process. The final postulate of this section essentially says that we have a freedom
in where to draw the line between things that we explicitly describe in the theory and
means that may be used to implement processes, but are not modelled in the theory. The
definition and discussion of reversible work processes concludes the section.
So far we have discussed many aspects of systems, states and to some extent processes. How-
ever, the thermodynamic component in these considerations has been missing. This changes now,
as we introduce work cost functions. They open the discussion on energy flows and will lead to
the laws of thermodynamics.
2.1 Thermodynamic work
Postulate 4 (Work). For any atomic system A ∈ A exists a function WA : P → R that maps
a thermodynamic process p to WA(p), the work done on system A by performing p. The value
WA(p) is positive whenever positive work is done on A while executing p. If the system A is not
involved in p, A /∈ Ap, then WA(p) = 0 necessarily.
Work is seen as the form of energy which can be controlled perfectly. It is in the operator’s
control to decide when what amount of work flows into or out of a specific system, and in what
form this work is done on or drawn from it. She does so by deciding which state change is induced
in what manner, i.e. by choosing the process to be implemented. The thermodynamic process
contains the information about the work flows exchanged with the involved systems.
How to compute the workWA(p) of a certain process p does not follow from the thermodynamic
theory. On the contrary, it is something that the theory takes as an input. Typically the work
cost is computed using a more fundamental theory such as classical mechanics, electrodynamics
or maybe even quantum mechanics. For examples see Table 1.
In some texts, e.g. in [19], work is termed the energy coming from “work reservoirs”. Here,
the concept of a work reservoir is not fundamental and the physical system from which the energy
termed work comes is usually not modelled explicitly as a thermodynamic system. On the other
hand, an explicit modelling is not excluded either. The choice of what to explicitly include in the
thermodynamic description is up to the user of the theory, as long as all postulates are satisfied.
Postulate 5 (Additivity of work under concatenation). If for two processes p, p′ ∈ P the con-
catenation p′ ◦ p is well-defined, then the work cost of the concatenated process equals the sum
of the work costs of the individual processes. That is, for all atomic systems A ∈ A it holds that
WA(p
′ ◦ p) =WA(p) +WA(p′) is additive.
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For atomic systems that are neither involved in p′ nor p this statement is trivial, as 0 = 0 + 0
always holds. However, for atomic systems that are involved in at least one of the concatenated
processes the statement is important to relate the work costs of the individual processes to the
one of the concatenated process. Additivity under concatenation supports the interpretation of
work as a currency. If a quantity of work is “invested” now and some other quantity after that,
in total the sum of the two has been invested.
Based on the work cost function for atomic systems it is possible to define the work cost
function for arbitrary systems in S in an intuitive way.
Definition 2.1 (Work function for arbitrary systems). Let S ∈ S be an arbitrary thermodynamic
system. We define its work cost function (also simply work function) WS : P → R by
WS =
∑
A∈Atom(S)
WA . (2.1)
The work function WA(p) for atomic systems yields the work done on A during a process p.
Hence, the work done on an arbitrary system S is the sum of the work done on all its atomic
subsystems. By defining the work cost function of an arbitrary system as such we automatically
obtain additivity for disjoint systems S1, S2 ∈ S (Lemma C.2. That is, for all p ∈ P it holds
that WS1∨S2(p) = WS1(p) +WS2(p). Furthermore, additivity under concatenation naturally ex-
tends to arbitrary systems (Lemma C.3)). If p′ ◦ p is defined, then for all S ∈ S it holds that
WS(p
′ ◦ p) =WS(p) +WS(p′).
The existence of work cost functions WS for all thermodynamic systems S ∈ S gives insights
into the interpretation of the structure of systems as the following example illustrates.
Example 2.2 (Different views on the structure of systems). Consider Figure 2.1, where two
different views on a scenario are depicted. The panels (a) and (b) show the same physical situation
with different thermodynamic descriptions.
In (a) there are two systems A1 and A2, depicted as cylinders filled with gases, each with a
piston through which work can be done on or drawn from the gas. The individual work functions
WA1 and WA2 sum up to the total work cost on the composite system S = A1 ∨A2. Importantly,
by means of the transmission it is possible to address the cylinders individually, in particular
the individual work functions are both well-defined. A thermodynamic process involving S must
specify what part of the total workWS goes into which subsystem, e.g. in terms of determining the
transmission ratio. States of S specify the states of the subsystem and have the form σ = σ1 ∨ σ2
for σi ∈ ΣAi .
In (b) the physically identical system to (a) is described by a thermodynamic system A which
cannot be decomposed into subsystems, i.e. A is atomic. The user of the framework may not
know about the more complex structure of A or she may just ignore it. There is still a piston
through which work can be done on or drawn from A. However, the transmission ratio from (a)
is fixed and there are no individual work functions WAi as there are no subsystems Ai that could
be addressed individually.
Importantly, both views (a) and (b) lead to valid thermodynamic descriptions within the
framework, as long as the chosen view is held on to consistently. Which view to take is up to the
user of the theory.
We conclude that in general, by Postulate 4, if a system has subsystems then in any thermo-
dynamic process the splitting of the total work is determined and one can compute the work done
on any of the subsystems.
2.2 Work processes
Among all thermodynamic processes that act on a system S, there are those that act exactly on S
and on no other system. These processes deserve special attention as they are the ones addressed
in the first law.
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Figure 2.1: Two different thermodynamic descriptions of the same physical setting. Both views
are valid thermodynamic descriptions and the user has to decide which one is taken. The user
must then consistently work with the chosen view. (a) The total system is seen as a composite
system S = A1 ∨ A2. A process must thus specify what amount of the total work WS goes to
which subsystem, e.g. by determining the transmission ratio. For instance, the total work done
could be zero, but the work WA1 is drawn from the subsystem A1 and WA2 = −WA1 is done on
A2. Importantly, each subsystem can individually be addressed. (b) When describing the same
setting as an atomic system A, i.e. a system without further subsystems, there is no transmission
ratio to choose. Only the total work WA has a meaning and the internal structure of A, however
complex it may be, is neglected in the description.
Definition 2.3 (Work process). For S ∈ S a process p ∈ P is a work process on S if all its atomic
subsystems are involved in p and no other atomic systems are. That is, p is a work process on S
if S =
∨
Ap. The set of work processes on S is denoted by PS .
In simple words the above definition says that a process is called a work process on a system
S if S is the biggest involved system in p. It is not difficult to see that the set PS is closed under
concatenation of work processes (Lemma C.5).
Any thermodynamic process can be seen as a work process on a large enough system. This is
a direct consequence of the fact that for any thermodynamic process p ∈ P the set Ap is finite
and non-empty, which is part of Postulate 2 on thermodynamic processes and states. The system
defined as S :=
∨
Ap is then such that p ∈ PS . Importantly, as the composition of finitely many
atomic systems, S ∈ A is indeed a system.
This observation makes work processes the central tool to understand thermodynamics. They
are the basic building blocks necessary to consistently describe thermodynamic processes. If we
understand work processes, we understand all thermodynamic processes. Also it allows us to
make definitions and statements for work processes that, if necessary, can then be extended to
notions and more general statements for thermodynamic processes. For instance, work processes
are relevant in the formulation of the first law, but of course the first law has consequences for
any thermodynamic process.
The view of thermodynamic processes as work processes on a large enough system is reminis-
cent of completely positive trace preserving maps and unitary maps in quantum mechanics, where
the Stinespring dilation makes sure that for any cptp map can be seen as a unitary map on a
larger system. However, the analogy does not go as far as telling us which of the thermodynamic
processes are reversible, as is the case with unitary and non-unitary evolution in quantum me-
14
chanics.
We next consider the special case of two disjoint systems S1 ∧S2 = ∅. Let pi ∈ PSi for i = 1, 2
be two work processes on S1 and S2, respectively. Such work processes can always be concate-
nated both as p2 ◦ p1 and p1 ◦ p2 since the sets of involved atomic systems are disjoint. Namely
they are Atom(S1) for p1 and on Atom(S2) for p2. Also, Postulate 3 on concatenation requires
p2 ◦ p1 = p1 ◦ p2 in this case. Furthermore, by construction of the concatenation operation, the
atomic systems involved in p2 ◦ p1 are exactly Atom(S1)∪Atom(S2) = Atom(S1 ∨S2). Therefore,
the concatenated process p1 ◦ p2 = p2 ◦ p1 ∈ PS1∨S2 is a work process on S1 ∨ S2. For such a joint
work process we use the notation p1 ∨ p2 := p1 ◦ p2 (Definition C.6). On the other hand, using
this notation means that we are dealing with work processes and systems of the kind discussed in
this paragraph.
This notation implies an embedding (an injective mapping) from PS1 × PS2 to PS1∨S2 and
images of this mapping (p1, p2) 7→ p1 ∨ p2 stand for the parallel execution of the work process p1
on subsystem S1 and of p2 on S2. Hence, what was achievable by means of work processes on
the individual systems S1 and S2 can still be realized as work processes on the composite system
S1 ∨ S2. In this sense, composition respects work processes.
As a further consequence, the input and output states of a joint work process p1 ∨ p2 are given
by ⌊p1 ∨ p2⌋S1∨S2 = ⌊p1⌋S1 ∨ ⌊p2⌋S2 ∈ ΣS1∨S2 and likewise for ⌈·⌉. While the state space of a
composite system consists of joint states only, this is not the case with work processes. In general,
the set PS1∨S2 contains more work processes than just the joint work processes of its subsystems.
An example of a more general work process on a composite system is thermally connecting two
subsystems and letting them exchange energy.
For a joint work process p1 ∨ p2 the total work cost WS1∨S2(p1 ∨ p2) is the sum of the local
work costs, i.e. WS(p1 ∨ p2) = WS1(p1) +WS2(p2) (Lemma C.7). This is a consequence of both
the additivity of work under concatenation and under composition (for disjoint systems).
2.3 Processes with special properties
A special kind of work processes on a system are identity processes. They are defined in the
following.
Definition 2.4 (Identity process). An identity process on S, where S ∈ S is an arbitrary ther-
modynamic system, is a work process idS ∈ PS on S with ⌊idS⌋S = ⌈idS⌉S and zero work cost on
all atomic subsystems of S, WA(idS) = 0 for all A ∈ Atom(S).
We sometimes write idσS for an identity process on S with initial and final state σ ∈ ΣS , to
indicate on which state the identity process acts. This notation manifests that there is not a single
identity map that can be applied to an arbitrary input state. An identity process, just like any
other thermodynamic process, determines its input and output state. Identity processes will be
discussed further after the first law.
Besides identity processes, there are other ways in which a thermodynamic process can act
trivially on a system.
Definition 2.5 (Cyclic and catalytic process). Given a system C ∈ S an arbitrary thermodynamic
process p ∈ P is called cyclic on C if ⌈p⌉C = ⌊p⌋C .
The process is called catalytic on C if it is cyclic on C and in addition WC(p) = 0.
6
The definition of a cyclic process on S which is in addition a work process on S differs from a
identity process on S by the missing requirement on the work costs on atomic subsystems.
6Notice that the work costs of p for subsystems of C do not have to be zero, only the total work done on C does.
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As a consequence of Definition 2.5, if a process p is cyclic on two systems S1 and S2 then it is
also cyclic on their composition S1∨S2. This holds independently of whether the two systems are
disjoint or not. If the systems are in addition disjoint, then the same holds for catalytic processes.
Consider now the case of a work process p ∈ PS∨C on a disjointly composite system S ∨C. If
the process is cyclic on C it is still possible that non-zero work flows into C occur. Hence, leaving
C out of the description would in this case leave open the question where these work flows go.
However, if the process is catalytic on C, i.e. WC(p) = 0 in addition, one may wonder why such
a process is not considered a work process on S alone. On the one hand technically it is not a
work process on S according to Definition 2.3. On the other hand, even though it acts on C, it
does so in the most trivial sense, and could hence intuitively be considered a work process. We
resolve this issue with an additional postulate on “where to draw the line”, stating that whenever
a process is catalytic on a part of a system, there exists a corresponding work process on rest with
the same thermodynamic properties, but without acting on the catalytic part.
Postulate 6 (Freedom of description). For S,C ∈ S disjoint, let p ∈ PS∨C be such that p is
catalytic on C, i.e. p is cyclic on C and fulfils WC(p) = 0. Then there exists a work process
p˜ ∈ PS on S alone such that ⌊p˜⌋S = ⌊p⌋S and ⌈p˜⌉S = ⌈p⌉S as well as WA(p˜) = WA(p) for all
A ∈ Atom(S).
This postulate automatically implies that WC′(p˜) = 0 for all subsystems C
′ ∈ Sub(C) of C
in the new process, since neither of them is involved in p˜. Likewise, WS′ p˜) = WS′(p) for al l
subsystems S′ ∈ Sub(S) since their work costs on general subsystems are computed through the
work costs on atomic subsystems. Any other system that was not acted on by p neither is by p˜.
Also, since the state of a composite system determines the states of all possible subsystems and
vice versa, it holds that ⌊p˜⌋S′ = ⌊p⌋S′ and ⌈p˜⌉S′ = ⌈p⌉S′ for all S′ ∈ Sub(S).
Postulate 6 is about where to draw the line between objects that thermodynamics explicitly
describes and such that are not part of the theory but may nevertheless be used when executing a
process. More specifically, whether a catalytic system C is mentioned explicitly in the description
of the process p, or whether it is suppressed, does not matter. The postulate states that if there
is a process in which C is made explicit, then there is also one in which it is not. The important
point about this is that the thermodynamic properties of both p and p˜ regarding the system S are
the same.
This section is concluded with the definition and the discussion of reversible work processes.
Definition 2.6 (Reversible processes). A work process p ∈ PS on a system S ∈ S is called
reversible if there exists another work process prev ∈ PS on S, the reverse work process, such that
prev ◦ p is an identity process.
As the definition suggests, given a specific reversible work processes p ∈ PS, there may be more
than one reverse work process. Nevertheless, their thermodynamic effect on the system S are all
the same. In the following we may also just write reversible process and reverse process instead
of emphasizing that we talk about work processes on specified systems. In general, whenever it is
clear from the context whether the object is a work process or a thermodynamic process, we will
just write process.
Reversibility of arbitrary thermodynamic processes does not require a separate definition. Since
every thermodynamic process is a work process on some large enough system, the thermodynamic
process is called reversible if it is reversible as a work process.
While identity processes have a zero work cost on any involved system, the work cost of a
reverse work process is the negative forward process (Lemma C.11). More precisely, if p ∈ PS is a
reversible work process on the system S with a reverse process prev ∈ PS , thenWA(prev) = −WA(p)
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for all atomic subsystems A ∈ Atom(S). This is easily seen since prev ◦ p is an identity process
and thus fulfils 0 =WA(p
rev ◦ p) =WA(p) +WA(prev).
In Appendix C it is shown in detail that if a concatenated process p = p2 ◦p1 is reversible, then
so are the processes p1 and p2 (Proposition C.14). This result holds for any processes p1, p2 ∈ P
as long as their concatenation is defined. In particular, they need not be work processes on the
same or on disjoint systems.
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3 The first law
Postulates: the first law
New notions: preorder on state space, internal energy
Technical results for this section can be found in Appendix D.
Summary: The first law is stated as a postulate. It makes sure that for any two states
there is a work process transforming one into the other. Furthermore, the total work cost of
work process must not depend on anything except for its input and output states. Through
the existence of work processes connecting two states a preorder on the state space is
introduced, which will come in handy later. Due to this preordered structure it follows that
identity processes exist for any state on any system. Finally, the first law and its immediate
consequences are used to defined the internal energy of a system, which is then shown to
be additive.
3.1 The formal statement and its immediate consequences
The first law will imply that every change in “internal energy” of a system is equal to the “sum
of work and heat”. However, in order to state this properly we first need definitions saying what
“internal energy” and “heat” is. The first law lays the basics for these definitions.
Postulate 7 (The first law). For any system S ∈ S the following two statements hold:
(i) For any pair of states σ1, σ2 ∈ ΣS there is a work process p ∈ PS on S with ⌊p⌋S = σ1 and
⌈p⌉S = σ2 or there is a work process p′ ∈ PS on S with ⌊p′⌋S = σ2 and ⌊p′⌋S = σ1.
(ii) The total work cost of a work process p ∈ PS on S, WS(p), only depends on ⌊p⌋S and ⌈p⌉S
and not on any other details of the process.
By the first law, the set of states of a system is preordered. A preordered set is a set M
together with a relation → such that the relation is (i) reflexive, i.e. ∀m ∈ M : m → m, and (ii)
transitive, i.e. if both m→ m′ and m′ → m′′, then m→ m′′.
Definition 3.1 (Preordered states). For any system S ∈ S the preorder → on ΣS is established
by the reachability via a work process, i.e. for σ, σ′ ∈ ΣS define
σ → σ′ :⇔ ∃p ∈ PS s.t. ⌊p⌋S = σ, ⌈p⌉S = σ
′ . (3.1)
Processes p ∈ PS can be seen as labels of the preordered pairs. In this sense, if one wants to
precisely state which work process is responsible for the preordering of two states, one can write
σ
p
→ σ′ if the work process p is such that ⌊p⌋S = σ and ⌈p⌉S = σ′. As mentioned before, there
may be more than one label for a preordered pair.
The relation introduced in Eq. 3.1 is reflexive since for all systems S and all states σ ∈ ΣS
there exists work process p ∈ PS such that σ
p
→ σ. This is a consequence of Postulate 7 (i). Fur-
thermore, if σ
p
→ σ′ and σ′
p′
→ σ′′ then σ
p′◦p
−→ σ′′ is preordered too by means of the concatenated
process p′ ◦ p. Hence the relation is also transitive, which makes it a preorder.
Restricting our considerations to atomic systems A ∈ A for the moment, the reflexivity of the
preorder → offers further insights. Let q ∈ PA be a process which relates σ
q
−→ σ. Since this
process only acts on A and initial and final states match, it can be concatenated with itself. The
state change of the process in which q is applied twice is obviously the same as the state change
under q itself. Therefore Postulate 7 (ii) requires
WA(q)
(ii)
= WA(q ◦ q) =WA(q) +WA(q) = 2WA(q) , (3.2)
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which is to say that the work cost of such processes is zero. Obviously, this makes it an identity
process on A for the state σ (Lemma D.3).
According to the first law, such processes exists for any state on any atomic system. We deduce
that identity processes exist for all atomic subsystems and all states. Using the decomposition of
an arbitrary system into its atomic subsystems, it is then possible to construct identity process
for all states of arbitrary systems. To see this, let S = A1 ∨ · · · ∨An with different atomic systems
Ai 6= Aj and consider an arbitrary joint state σ = σ1 ∨ · · · ∨ σn. For the atomic states we know
that corresponding identity processes idσiAi exist. Therefore, the joint process id
σ
S := id
σ1
A1
∨ idσnAn
is a cyclic work process on S. But this process also fulfils WAi(id
σ
S) = 0 for all i = 1, . . . , n by
construction, thus it is an identity process. We conclude that identity processes exist for all states
of all thermodynamic systems (Lemma D.4).
The existence of identity processes for any state in the theory suggests that what is called
a state here can intuitively be seen as an “equilibrium state”. It implies that it is possible to
essentially “do nothing” while the state does not change. Certainly, this is a property one would
expect of an object called equilibrium state. Notice that this is a consequence of the first law rather
than an additional postulate on or definition of equilibrium. Hence, we remain in the position to
claim that no further assumptions are made regarding what can be called a thermodynamic state.
As an example of what is usually considered a non-equilibrium state, take the current position
and momentum of an oscillating pendulum as its state. Since both position and momentum are
parameters evolving in time even when no action is taken from the outside, such a definition of
the state would not work here intuitively. Even if we “do nothing” the state would oscillate, i.e.
change, and would thus not be considered an “equilibrium state”.
In the previous section we mentioned the embedding of PS1 × PS2 for two disjoint systems
S1 and S2 in the set of work processes PS1∨S2 . Together with the existence of identity processes
for all states this observation is strengthened. We can now conclude that not only the Cartesian
product but also the individual sets PS1 and PS2 are represented in the set of work processes on
the composite system. For any state σ2 ∈ ΣS2 and any work process p1 ∈ PS1 the embedding
(p1, id
σ2
S2
) 7→ p1 ∨ id
σ2
S2
allows for a representation of p1 in PS1∨S2 .
We also mentioned that the set of work processes of a disjointly composite system S1 ∨ S2
contains more than just joint work processes. With the first law we can now argue for this
statement more precisely. Consider two systems S1 and S2 with states σ1, σ
′
1 ∈ ΣS1 which are
preordered such that σ1 → σ
′
1 but σ
′
1 9 σ1 and likewise for σ2, σ
′
2 ∈ ΣS2 . I.e. the work processes
that label the preorderings of σi → σ′i are irreversible. Then the joint work processes on S1 ∨ S2
will make sure that the joint states (σ1, σ2) → (σ′1, σ2), (σ1, σ
′
2) → (σ
′
1, σ
′
2), (σ1, σ2) → (σ1, σ
′
2)
and (σ′1, σ2) → (σ
′
1, σ
′
2) are all preordered, in particular comparable. But then, since the work
processes labelling these preorderings are irreversible, the joint states (σ1, σ
′
2) and (σ
′
1, σ2) cannot
be preordered in either direction with joint work processes. Therefore, if any two states of any
system must be comparable, as the first law requires, there must be more than just joint work
processes in PS1∨S2 .
3.2 Internal energy
The first law eventually guarantees that every system S has a well-defined internal energy func-
tion. The existence of such a function relies on the fact that the total work cost of a work process
on S only depends on the initial and final state of the process, and not on any other property of
it. This is not true for arbitrary thermodynamic processes on S, which allow for different work
costs on S even though they induce the same state transfer. In general, the work cost depends on
how exactly the process is carried out.
We are now in the position to define the internal energy function of a system.
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Definition 3.2 (Internal energy). For a system S ∈ S fix an arbitrary reference state σ0 ∈ ΣS
and an arbitrary reference energy U0S ∈ R. The internal energy of a state σ ∈ ΣS is defined as
US(σ) := U
0
S +WS(p) , where p ∈ PS is s.t. ⌊p⌋S = σ0 and ⌈p⌉S = σ. (3.3)
US(σ) := U
0
S −WS(p
′) , where p′ ∈ PS is s.t. ⌊p
′⌋S = σ and ⌈p
′⌉S = σ0. (3.4)
Since only differences ∆US of internal energies physically matter, the choice of U
0
S is arbitrary
for now. Likewise, the reference state σ0 ∈ ΣS is arbitrary independently for each system S.
Definition 3.3 (State function). A state function on a system S ∈ S (also state variable) is a
function Z : ΣS → Z from the state space ΣS to a target space Z. The co-domain Z is typically
R
n, most often n = 1.
When a system S undergoes a process p ∈ P we denote the change in any state function ZS
using an abbreviated notation by ∆ZS(p) := ZS(⌈p⌉S) − ZS(⌊p⌋S).
7 On the left hand side the
dependence of ∆ZS on p may be omitted if the context makes clear which process is meant.
The internal energy function US is a well-defined state function on S for any system S ∈ S
(Lemma D.7). Investigating this function further, it follows in Proposition D.8 that it inherits
the additivity property for composite systems from the work functions. That is, for two disjoint
systems S1 ∧ S2 = ∅ we always have that ∆US = ∆US1 +∆US2 . Notice that we only talk about
differences in internal energies here since the absolute values depend on the constants U0Si of the
two systems. In general, if ZA is a state variable but A /∈ Ap is not involved in the process p, we
write ∆ZA(p) = 0.
7This of course only works if a “minus operation‘” is defined on the co-domain Z. For all practical purposes
considered here this is the case.
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4 Equivalent systems
Postulates: arbitrarily many copies of atomic systems
New notions: thermodynamic isomorphism, equivalence of atomic and arbitrary
systems
Technical results for this section can be found in Appendix E.
Summary: The notion of equivalent systems (copies of systems) is introduced and shown
to be sensible. The intuitive results one would expect from such a notion are explained here
and justified with technical results in Appendix E. Finally, we postulate the existence of
arbitrarily many copies of atomic systems.
In the beginning we have emphasized that elements of S are seen as specific physical instances
rather than types of systems. Nevertheless, it will be crucial to be able to talk about copies of
systems or, in other words, systems of the same type. These are systems that can be interchanged
without any noticeable thermodynamic differences, even though they are different systems. It is
possible to turn this intuition into a mathematical concept through the notion of a thermodynamic
isomorphism. Some ideas presented here are inspired by T. Kriva´chy’s master’s thesis [33] which
the authors supervised.
4.1 Thermodynamic isomorphisms
Definition 4.1 (Thermodynamic isomorphism). The pair of bijective maps ϕ : P → P , ϕA : A →
A is called a thermodynamic isomorphism if for any thermodynamic processes p, p′ ∈ P and any
atomic system A ∈ A it holds
(i) ϕ(p′ ◦ p) = ϕ(p′) ◦ ϕ(p) whenever the concatenation p′ ◦ p or ϕ(p′) ◦ ϕ(p) is defined,
(ii) A is involved in p if and only if ϕA(A) is involved in ϕ(p), and
(iii) WϕA(A)(ϕ(p)) =WA(p).
The requirements on an isomorphism reveal the fundamental structures behind the discussed
thermodynamic concepts. Namely these are (i) the thermodynamic processes with concatenation,
(ii) atomic systems, linked to processes through the notion of an atomic system being involved in
a process, and (iii) work.
Remember that in the beginning we already established that input and output states are al-
ways either both defined or undefined. Hence (ii) is equivalent to saying that: ⌊ϕ(p)⌋ϕA(A) is
defined ⇔ ⌊p⌋A is defined.
Typically when defining isomorphisms of algebraic structures one first introduces the notion
of a homomorphism. One can do so, but it would go beyond the purposes presented here.
Both mappings, ϕ and ϕA, are part of the definition of a thermodynamic isomorphism. How-
ever, they are not independent degrees of freedom. In Appendix E, where the details of this section
are discussed, we prove in Lemma E.2 that if both ϕ, ϕA and ϕ, ϕ
′
A are thermodynamic isomor-
phisms, then ϕA = ϕ
′
A. In this sense, ϕA is determined by ϕ and one could think of coming up
with a Definition 4.1 such that it only talks about ϕ, while ϕA is derived from it afterwards. Even
though this is possible it would make the definition much less readable and intuitive. Therefore
we do not go further into this.
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The mapping of atomic systems can naturally be extended to arbitrary systems S ∈ S by
defining
ϕS(S) :=
∨
A∈Atom(S)
ϕA(A) . (4.1)
A thermodynamic isomorphism maps all thermodynamic processes and systems to possibly other
thermodynamic processes and systems, while preserving the structure of these sets. Consequently,
the two mappings ϕ and ϕS (or ϕA, to use the primitive) induce a mapping of states ϕΣ :⋃
S∈S ΣS →
⋃
S∈S ΣS by means of
ϕΣ(⌊p⌋S) := ⌊ϕ(p)⌋ϕS (S) , (4.2)
which can be shown to be bijective, too (Lemma E.6).
As it turns out, an isomorphism ϕ maps work processes on a system S to work processes on
the system ϕS(S), the properties of being reversible and being an identity process are preserved
under ϕ, and internal energy changes fulfil US(σ
′) − US(σ) = UϕS(S)(ϕΣ(σ
′)) − UϕS(S)(ϕΣ(σ)).
In short, it can be proved that any thermodynamic structure introduced so far is preserved by
isomorphisms, showing that it is indeed a sensible way of defining the concept.
4.2 From isomorphisms to equivalent systems
It is now possible to consider special isomorphisms to define when two atomic systems A1, A2 ∈ A
are copies of each other. Intuitively, this is the case when it is possible to swap A1 with A2 by
means of an isomorphism such that nothing else changes in the theory. The notion of isomorphisms
allows us to to make precise what is meant by “nothing else changes”.
Definition 4.2 (Equivalence of atomic systems). Two atomic systems A1, A2 ∈ A are called equiv-
alent, and we write A1=ˆA2, if there exists a thermodynamic isomorphism ϕ, ϕA which additionally
fulfils
(iv) ϕA(A1) = A2, ϕA(A2) = A1 and ϕA(A) = A for all A ∈ Ar {A1, A2}, and
(v) for A ∈ Ar {A1, A2} it holds ⌊ϕ(p)⌋A = ⌊p⌋A and ⌈ϕ(p)⌉A = ⌈p⌉A.
The points (iv) and (v) in this definition formally capture the additional intuitive requirements
on an isomorphism that only swaps A1 with A2. The part of the isomorphism acting on the set
of atomic systems shall only swap the two, and all processes shall induce the same state change
as before on any atomic system apart from A1 and A2.
Using the results already known from isomorphisms in general, it can then be shown that =ˆ
is indeed an equivalence relation on A. Having introduced a notion of equivalence for atomic
systems, we use it to extend the concept of equivalence to arbitrary thermodynamic systems.
Definition 4.3 (Equivalence of systems). Let S1, S2 ∈ S be two arbitrary systems. They are
equivalent, and we write S1=ˆS2, if there exists a bijection between Atom(S1) and Atom(S2) which
respects the equivalence classes of =ˆ for atomic systems.
Definition 4.3 can be rephrased as: The two systems are equivalent if |Atom(S1)| = |Atom(S2)| =:
n and there exists a labelling {A
(i)
k }i=1,..,n = Atom(Sk) for k = 1, 2 such that
A
(i)
1 =ˆA
(i)
2 for i = 1, . . . , n . (4.3)
Also for equivalent thermodynamic systems an isomorphism can be defined which fulfils anal-
ogous properties to the ones in Definition 4.1 and Definition 4.2. This isomorphism is essentially
the concatenation of the individual isomorphisms for the atomic equivalences A
(i)
1 =ˆA
(i)
2 . Just like
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S1
A1
A2
A3
S2
A3
A4
A5
Figure 4.1: An example for two arbitrary thermodynamic systems S1=ˆS2 with n = 3 (Defi-
nition 4.3). The equivalent atomic systems are connected with red arrows. They are A1=ˆA5,
A2=ˆA4 and the trivial A3=ˆA3.
before, one has to check that this definition preserves all kinds of thermodynamic properties of
systems in order to justify calling the related systems equivalent. In particular, now one also has
to take composition of systems into account, which can be done. These technical results are not
tricky to derive but cumbersome at times.
Having done so in Appendix E we can move on to the main postulate, for which the machinery of
equivalent systems has been introduced. As it turns out, the power of the laws of thermodynamics
partly relies on the assumption that in every situation it is possible to extend any particular setting
of systems by “duplicating” certain subsystems, i.e. by adding some other copies of systems to the
setting. For instance, this is important in the proof of Carnot’s Theorem. The proof of Carnot’s
Theorem is constructive and uses the fact that systems of the type of those already considered
can be added to the setting.
Postulate 8 (Arbitrarily many copies of (atomic) systems). Given an atomic system A ∈ A and
n ∈ N one may always assume that there exist n different equivalent atomic system {Ai}ni=1 ⊂ A,
A1=ˆA2=ˆ · · · =ˆAn=ˆA.
This implies that there are in principle infinitely many copies available of any type of atomic
system.8 As a consequence, the same must hold for arbitrary systems because they consist of
atomic systems: For any S ∈ S there exist arbitrarily many different systems S′ ∈ S with
S ∧ S′ = ∅ such that S=ˆS′.
8 However, it does not mean that infinitely many such systems must be present. Rather, it should be interpreted
as saying that it is thinkable to have as many copies of an atomic system as one wants. In this sense, there is no
upper limit to the number of thermodynamic systems that are thinkable.
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5 Heat and heat reservoirs
Postulates: -
New notions: heat, heat reservoirs
Technical results for this section can be found in Appendix F.
Summary: The notion of heat is defined based on the previously introduced notions of
work and internal energy. Heat is shown to be additive in the same way as work is, i.e.
under concatenation and under composition. As a preparation for the second law, heat
reservoirs are defined as thermodynamic systems with special properties.
In the previous sections we have introduced work and derived the internal energy function from
it. Having these quantities it is possible to define heat.
5.1 Heat
As the first law (Postulate 7) requires, the total work cost of a work processes on a system S may
only depend on initial and final state of the process. A general thermodynamic process acting on
S may affect more systems than just S and the work cost on S does not only depend on initial
and final states. It depends on how exactly the state change is induced. In a typical formulation
of thermodynamics this statement amounts to saying that the differential δWS is not exact. On
the other hand, we have seen that the internal energy US of a system S is a state function, which
would be the same as saying that the differential dUS is exact. Hence, the difference of the two,
internal energy minus work, gives rise to another quantity that generally depends on the executed
process and not just on the input and output states. This is what we call heat. It represents the
change in internal energy that is not a consequence of work done on or drawn from the system,
i.e. the change in internal energy that is due to less controlled energy flows.
Definition 5.1 (Heat). For an arbitrary thermodynamic process p ∈ P the heat flowing to a
system S ∈ S under p is defined as
QS(p) := ∆US(p)−WS(p) . (5.1)
Here, ∆US(p) is defined as
∆US(p) :=
∑
Atom(S)
∆UA(p) (5.2)
which is a natural extension to the usual definition of the additive function ∆US for processes in
which not necessarily all atomic subsystems of S are involved.9
It follows automatically that if no atomic subsystem of S is involved in p, then QS(p) = 0.
Also, QS inherits additivity under composition (for disjoint systems) from ∆US andWS . The same
holds for additivity under concatenation, which is shown by considering atomic systems under a
concatenated process p′ ◦ p ∈ P and distinguishing the three cases where (i) A is neither involved
in p nor p′, (ii) A is involved in one of them, and (iii) A is involved in both of them. Furthermore,
heat flows in reverse processes simply change their signs, just like work and internal energy do.
This is a direct consequence of the definition of heat. And finally, heat flows of equivalent systems
in equivalent processes are identical, as is shown in Lemma F.2 in Appendix F, together with
9 Recall that if A is not involved in p we denote ∆UA(p) = 0.
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technical proofs of the other non-trivial statements of this paragraph.
If we suppress p in this notation and rearrange Eq. (5.1) we immediately obtain a standard form
of the first law [1] stating that the internal energy of a system S may change in a thermodynamic
process due to work and heat only by means of
∆US =WS +QS . (5.3)
Hence, the way the first law is introduced in this work through Postulate 7 implies the common
first law as in Eq. (5.3). In addition, following the arguments in this framework provides signif-
icant advantages over the standard statements. It does not suffer from undefined terms, which
would be the case when stating Eq. (5.3) directly. Furthermore, the different roles of work and
heat as energy contributions to the change in internal energy is not just stated but imprinted in
the previous postulates, definitions and derived results. Work must be the energy the user of the
theory controls, as it must be known how to compute it and how to reuse it a priori. Heat, on
the other hand, is the energy the user is aware of, but he does not control it directly – hence it is
defined as “everything else”.
Consider now a work process p ∈ PS1∨S2 on a disjointly composite system. Instead of saying
that the heat QS1(p) flows into system S1 during the process p one can also say that QS1(p) flows
out of S2 or, in other words, that −QS1(p) flows into S2. For this statement to be compatible
with Definition 5.1 it is necessary that QS2(p) = −QS1(p), otherwise the definition applied to the
system S2 would lead to a different notion of heat than the intuition explained above suggests.
This is in fact the case, since for a work process p ∈ PS1∨S2 it holds that
WS1(p) +WS2(p) =WS1∨S2(p) = ∆US1∨S2 = ∆US1 +∆US2 . (5.4)
Using Definition 5.1 for system S2 now implies
QS2(p) = ∆US2 −WS2(p) = −∆US1 +WS1(p) = −QS1(p) . (5.5)
It is worth emphasizing that Definition 5.1 tells us what amount of heat flows into S, but
not necessarily from which other system. Only in a bipartite setting such as the one discussed
in the previous paragraph a statement about where the heat is coming from is possible. As a
consequence, in a more complex composite system it does not make sense to ask what amount
of heat flows from one specific (atomic) subsystem to another, unless these are the only involved
ones in the process. Nevertheless, the intuition of heat flows between specific subsystems can and
will be used, first and foremost when illustrating processes such as the Carnot process, which acts
on at least three subsystems – two reservoirs and a cyclic machine. Whenever this intuition is
used it will be made clear in what sense. The first example of this shows up in Figure 7.1, where
internal arrows are used to mark heat flows in a composite system with up to three subsystems.
The final paragraphs of this section discuss how these arrows must be interpreted.
In order to clarify the distinction between work and heat we here continue and extend Exam-
ple 2.2.
Example 5.2 (Work and heat flows in a bipartite system). Consider Figure 5.1, where a composite
system S = A1 ∨A2 is shown. The subsystems are depicted as cylinders filled with gases and the
total workWS is distributed over A1 and A2 via the transmission mechanism. Furthermore, a heat
conductor can be put in place between the gases such that they can directly exchange energy. A
thermodynamic process involving S must specify what part of the total work WS goes into which
subsystem, e.g. in terms of determining the transmission ratio. It also specifies whether, when,
and how a thermal contact is established between A1 and A2.
Suppose work W > 0 is used to heat up A1, e.g. by moving the piston back and forth very
fast, and part of this energy is “passed on” to A2. Does the energy flow to A2 count as work or
heat?
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Figure 5.1: Similar to Figure 2.1 the composite system S consists of two subsystems A1 and A2.
The total work done on S is distributed to A1 and A2 through a transmission ratio specified by
the thermodynamic process that is executed. The process also determines whether and when a
thermal contact is established between the subsystems.
The answer depends on what is meant by “passed on” and can be illustrated by considering
two different ways of implementing such a state change. Consider the process p′ ∈ PS in which
the work WS(p
′) = WA1(p
′) =W is done on A1 followed by the process p ∈ PS transferring part
of this work via the transmission to A2, i.e. WS(p) = 0 and WA2(p) = −WA1(p) > 0. In this
case, the energy exchanged between A1 and A2 is called work and for the total process we find
WA1(p ◦ p
′) =W −WA2(p) and WA2(p ◦ p
′) = 0 +WA2(p).
On the other hand, if after p′ the process q ∈ PS is applied, in which the energy flow from A1 to
A2 happens through the heat conductor (in particular it does not use the controlling mechanism
of the transmission), then WA1(q) = WA2(q) = 0 and we find a non-zero heat flow QA2(q) =
∆UA2(q)−WA2(q) = ∆UA2(q)− 0 > 0 .
Notice that, depending on the initial states of the gases, it may be possible to attain exactly
the same state changes through either of the two variants presented above. This can of course only
happen, if WA2(p) = QA2(q). We conclude that it depends on the actual process whether energy
exchanged between thermodynamic systems is termed heat or work. This is in accordance with
the first law (Postulate 7) which only requires the total work WS to be independent of anything
except the state changes. And indeed, in the case when both p ◦ p′ and q ◦ p′ induce the same
state change we find
WS(p ◦ p
′) =WA1(p ◦ p
′) +WA2(p ◦ p
′)
=WA1(p
′) +WA1(p) +WA2(p
′) +WA2(p)
=W −WA2(p) + 0 +WA2(p)
=W , and
WS(q ◦ p
′) =WA1(p
′) +WA1(q) +WA2(p
′) +WA2(q)
=W + 0 + 0 + 0
=W .
(5.6)
5.2 Heat reservoirs
Definition 5.1 can be applied to an arbitrary system. However, in thermodynamics one often
makes use of special systems providing or taking up heat, namely heat reservoirs (also heat baths).
These systems play a central role, not least in the second law and Carnot’s Theorem.
A heat reservoir is thought of as a large but simple system. Large here stands for the fact that
its behaviour does not change significantly when moderate amounts of energy are drawn from or
given to it. Alternatively, this means that it essentially does not matter whether a finite amount
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of energy is supplied by one or more copies of the same reservoir. In this sense heat reservoirs are
regarded as infinite systems.
On the other hand, a heat reservoir is simple to the extent that there is only one macroscopic
parameter that defines its state.10 A heat reservoir’s only purpose is to provide or take up heat.
In particular, one should not be able to extract work from such a system in any process.
Formally, the set of heat reservoirs of a thermodynamic theory is characterized as follows.
Definition 5.3 (Heat reservoirs). An atomic system R ∈ A is called a heat reservoir if:
(i) For all R ∈ R the internal energy function UR is injective.
(ii) For all R ∈ R and all p ∈ P it holds WR(p) ≥ 0, i.e. there is no thermodynamic process that
extracts work from a reservoir.
(iii) For any thermodynamic process p ∈ P that acts on a reservoir R ∈ R, and for any energy
difference ∆U ∈ R, there exists a corresponding process p′ ∈ P acting on the states of R
shifted by ∆U . That is, WA(p
′) =WA(p) for all A ∈ A, ⌊p′⌋A = ⌊p⌋A and ⌈p′⌉A = ⌈p⌉A for
all A ∈ Ar {R}, and UR(⌊p′⌋R) = UR(⌊p⌋R) +∆U as well as UR(⌈p′⌉R) = UR(⌈p⌉R) +∆U .
The set R := {R ∈ A |R is heat reservoir} ⊂ A is called set of heat reservoirs.
It follows that if R is a heat reservoir and R=ˆR′, then R′ is a heat reservoir, too. All re-
quirements (i)-(iii) hold either for both R and R′ or neither of them since they are statements
about the existence or inexistence of some process and processes of equivalent systems are in 1-1
correspondence.
The first and the second points state that the description of thermodynamic states of heat
reservoirs are simple. The states must be in one-to-one correspondence with the internal energy,
i.e. no other macroscopic quantity is needed to describe it, and one cannot extract work from a
reservoir in any thermodynamic process. In some introductions to thermodynamics this is captured
by saying that heat reservoirs have no “work coordinates” [22, 26] (or that these stay constant,
for that matter). This does not yet exclude that one could use a cyclic machine to extract work
indirectly from a reservoir by using a heat flow coming from the reservoir. Only the second law
guarantees that even a more sophisticated setting does not allow one to extract work from a single
reservoir.
The fact that a heat reservoir cannot produce positive work is an important difference in
comparison with work reservoirs. Work reservoirs are sometimes used in traditional approaches
when a system is needed to explicitly model work and work flows. In the case of heat reservoirs it
is excluded that energy done on it as work can later again be used as such.
Definition 5.3 (ii) also guarantees that for any two states σ, σ′ ∈ ΣR with UR(σ′) ≥ UR(σ)
there is a work process p ∈ PR with ⌊p⌋R = σ and ⌈p⌉R = σ′. This can be seen by Postulate 7
(i), stating that either σ → σ′ or σ′ → σ or both. If σ′ → σ, the work process on R inducing this
state change would extract work, which is forbidden. Hence the work process with positive work
must exist.
We note that for any reversible process p ∈ P it must hold WR(p) = 0 for all R ∈ R. This
follows due to the fact that in the reverse process the work done is the negative of the one from
the forward process. Hence a non-zero work cost for reservoirs in a reversible process would have
to violate (ii) either in the forward or the reverse process.
Point (iii) formally captures the statement that a heat reservoir is invariant under translations
of its internal energy.11 Keeping in mind that internal energy is injective for heat reservoirs, (iii)
10 Since heat reservoirs are large systems they are of course not simple in a microscopic sense. On the contrary,
we know that the larger the system, the more complex it gets when one tries to describe the interplay between
its microscopic degrees of freedom. However, when saying simple, we here mean that the used thermodynamic
description is simple.
11 In our previous paper [31], which focussed on the zeroth law, this point was phrased in very different terms.
In the remainder of this work it will become clear that the previous requirement can be derived from this less
complicated and more intuitive one.
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Figure 5.2: The three systems S1, S2, S3 ∈ S undergo a process p ∈ PS1∨S2∨S3 with work flows
WSi(p) =: Wi and heat flows QSi(p) =: Qi. Since the internal energy is a state variable, the
sum of work and heat flows into a cyclic systems must be zero, i.e. W3 +Q3 = 0. While external
work arrows are not arbitrary since they are determined by the work functions WSi , internal heat
arrows have a freedom. This is illustrated by the difference between (a) and (b). (a) suggests that
the heat flows into S2 and S3 are coming from S1 directly, while (b) says that the heat Q
′′′ flows
between S3 and S2. Both representations are valid as long as the sums of the internally exchanged
heat flows satisfy Q′ +Q′′ = Q1 ≡ −Q2 −Q3, Q′′′ −Q′ = Q2, −Q′′ −Q′′′ = Q3. Internal arrows
could only be argued to be unique in this setting if p was seen as a concatenated process p = p2◦p1
with e.g. pi ∈ PSi∨S3 . In this case, the heat flows could be split up into the ones flowing during
the individual processes pi.
can be read as “What is possible with some initial state is possible with any.”
An obvious one is that reservoirs are infinitely large systems in the sense that their spectrum is
(−∞,∞). Even though this seems unphysical at first sight, this is how we think of heat reservoirs.
They are seen as infinitely big systems that do not change their behaviour under finite changes
of energy. Of course, for all practical purposes, a system with approximate characteristics (i)-(iii)
which is much larger than all other involved systems can serve as a heat reservoir. But in the
theoretical modelling the rigorous treatment asks for an “infinite” system.
A further important observation is that requirement (iii) for heat reservoirs asks for the exis-
tence of processes independent of the initial states, i.e. for all initial states. This means that the
actual state of a reservoir, and hence its actual internal energy, does not have an influence on what
can be done with it. The reservoir’s characteristics are in this sense independent of its current
state. This is the reason why, from now on when using reservoirs, we will not discuss their states
in any more depth.
Arguably, the formulated assumptions on heat reservoirs are neither new nor surprising. They
are mostly standard assumptions, see e.g. [26], that may not even be spelled out in certain texts
on thermodynamics. However, here they are central for the precise arguments given in the coming
sections.
In particular, stating the requirements on heat reservoirs explicitly is also necessary in order
to formulate the second law according to Kelvin [3], as is done in the next section.
We close this section with a comment on the pictorial representation of heat flows. When
illustrating a process on a composite system we use thick lines to border reservoirs and thin lines
for other systems (see e.g. Figure 7.1). Circles border cyclic systems while squares leave open
whether the system involved undergoes cyclic evolution or not. Directed arrows mark positive
work (external) and heat (internal) flows.
Importantly, arrows showing heat flows of single processes in more complex structures have
no direct mathematical meaning since heat flows are not uniquely defined except when exchanged
between exactly two subsystems. Only the sum of all internal arrows associated to a subsystem
does have a mathematical meaning. The internal arrows nevertheless help to map the abstract
processes to well-known situations such as Carnot engines. For an example, see Figure 5.2. Both
illustrations show the same process p ∈ PS1∨S2∨S3 on the composite system S1 ∨ S2 ∨ S3. While
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(a) suggests that only the heat Qi flows from S1 to Si, (b) says that the heat Q
′′′ from S3 to
S2. The mathematical formalism leaves open which of the possibilities actually happen – they are
considered thermodynamically equivalent as long as for each system ∆Ui =Wi +Qi is satisfied.
This ambiguity is not a problem. On the contrary, it is an asset of our framework that it is
possible to make the usual thermodynamic statements without ever having to refer to a technical
notion of a “heat flow from S1 to S2” in a composite system involving other systems (S3) as well.
When we use such a wording nevertheless, it is either a non-technical statement appealing
to the reader’s intuition, or we talk about concatenated processes. In the latter case, heat flows
between subsystems may have a mathematical meaning even though other subsystems are present
as well. This is the case if the process can be split up into parts, each of which involves only two
subsystems. Thus the framework is not restricted by the fact that we cannot in general give a
mathematical meaning to the heat flow arrows. If one wants to say that heat flows from or to a
specific system, one can (at least sometimes) do it by splitting the process into appropriate parts.
We will explicitly comment on this when the situation shows up.
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6 The second law
Postulates: the second law
New notions: -
Summary: The second law is postulated in the form of the Kelvin-Planck statement and
its immediate consequences are discussed.
Considered to be the core postulate of phenomenological thermodynamics by many, the second
law certainly takes a central role in a theoretical introduction to the theory. The most prominent
formulations are due to Carnot [7], Clausius [4], Kelvin [3] and Planck [8]. The similar statements
by Kelvin and Planck, sometimes called the Kelvin-Planck statement, can be summarized by “It
is impossible to devise a cyclically operating device, the sole effect of which is to absorb energy
in the form of heat from a single thermal reservoir and to deliver an equivalent amount of work.”
It shares the problem with the other versions by Clausius and Carnot that some terms used (e.g.
“sole effect”, “heat” or “reservoir”) are ambiguous if no further specifications are made. With
the notions and definitions we have made up until here we are now able to formally state the
Kelvin-Planck version of the second law.
Postulate 9 (The second law). Consider a heat reservoir R ∈ R together with an arbitrary
system S ∈ S and a work process p ∈ PR∨S on the composite system. If p is cyclic on S, then
WS(p) ≥ 0, i.e. no work can be drawn from S in such a process.
The setting of the second law is shown in Figure 6.1. In the formulation of Postulate 9 the
problems of the above mentioned versions of the second law do not occur. The “sole effect” is
captured in the fact that the process p ∈ PS∨R we talk about is a work process on S ∨R. In ad-
dition, the terms “heat” and “reservoir” have been properly defined beforehand and can therefore
be used now without danger of confusion.
A total amount of work WR∨S(p) = WR(p) +WS(p) is done on the composite system R ∨ S,
whereWR(p) ≥ 0 has to be non-negative due to Definition 5.3 (ii). Since S is assumed to be cyclic
under p, i.e. ⌈p⌉S = ⌊p⌋S , the internal energy of S does not change, ∆US(p) = 0. Hence the work
done on S is equal to the heat flowing from S to R, which is denoted by QR(p). Therefore, the
second law can be rephrased as “In a process on R∨S that is cyclic on S heat can only flow from
S to R and not in the other direction”, which is precisely the Kelvin-Planck statement.
R
S
WR(p)
QR(p)
WS(p)
Figure 6.1: The setting for the Kelvin-Planck statement of the second law, Postulate 9.
We consider a special case of the setting by assuming for the moment that the process p is
reversible in addition. Let prev ∈ PR∨S be a reverse process of p. Both p and p
rev fulfil the
requirements stated in Postulate 9, that is, both are cyclic on S. Hence both must be such that
no positive heat flows from R to S, which is equivalent to WS(p) ≥ 0 and WS(prev) ≥ 0. However,
this implies that for reversible such processes
WR∨S(p
rev) =WR(p
rev)︸ ︷︷ ︸
≥0
+WS(p
rev)︸ ︷︷ ︸
≥0
= −WR∨S(p) = −WR(p)︸ ︷︷ ︸
≥0
−WS(p)︸ ︷︷ ︸
≥0
(6.1)
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since the total work cost of a reverse process is the negative of the forward process. This equality
can only be fulfilled if all terms are zero, which implies that also QR(p) = −QS(p) = 0 and
QR(p
rev) = −QS(prev) = 0.
We conclude that reversible processes on a composite system R∨ S that are in addition cyclic
on S must have a trivial heat flow between R and S, and that if the processes ought to be re-
versible, no work can be done on a reservoir.
The observation that doing work on a reservoirs is irreversible holds for arbitrary processes,
not just the ones that fit the setting of the second law. This meets our intuition, which says that
reservoirs provide or take up heat, but not more than that. In fact, after having proved Carnot’s
Theorem in the next section, we will be able to make the even stronger statement that doing work
in a heat reservoir is not only non-reversible but inefficient.
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7 Carnot’s Theorem
Postulates: existence of reversible Carnot engines
New notions: Carnot’s Theorem
Technical results for this section can be found in Appendix G.
Summary: Carnot’s Theorem states that any machine operating between two heat reser-
voirs has a maximal efficiency which only depends on the reservoirs, and that reversible
processes are optimal. This theorem will be explained and proved in this section.
7.1 The setting
This section is concerned with settings as depicted in Figure 7.1. Two reservoirs interact with a
system under a work process p ∈ PR1∨S∨R2 such that the system undergoes cyclic evolution. The
goal is to understand what values the work and heat flows can attain within the boundaries set
by the laws of thermodynamics. Therefore we assume that WRi(p) = 0 because we already know
that heat can only be don on but never be drawn from a reservoir. Special interest will be given to
the most efficient setting, in which heat is taken from one reservoir and given to the other, while
doing as little work as necessary – or put differently, while drawing as much work as possible. The
system S is often called (Carnot) engine or machine. Clearly, here it is assumed that all systems
are pairwise disjoint, R1 ∧ S = ∅ = R2 ∧ S = ∅ = R1 ∧ R2. If they were not, the figure as well as
the following discussion would make no sense.
R1
R2
S
QR1
QR2
WS
Figure 7.1: A typical Carnot engine. Two reservoirs R1 and R2 (not necessarily copies of
each other) interact with another system S through a (not necessarily reversible) work process
p ∈ PR1∨S∨R2 that is cyclic on S. The process dependence of the work and heat flows is omitted
by writing WS :=WS(p), and QRi := QRi(p). For reversible processes WRi(p) = 0 must hold. As
is shown in Lemma G.1 in a reversible setting the heat flows always fulfil QR2(p) > 0 > QR1(p)
or QR1(p) > 0 > QR2(p) (or QR1(p) = QR2(p) = 0, but this is the trivial case).
The heat flows QR1 and QR2 are defined such that they are positive when positive heat flows
into the corresponding reservoir. Hence a negative heat flow means that positive heat is flowing
into the cyclic system S. Consequently, the internal energy changes in terms of the quantities
defined in Figure 7.1 read ∆URi = QRi and 0 = ∆US =WS −QR1 −QR2 .
Since Carnot engines, and in particular reversible ones, are central for the development of the
notions of absolute temperature and entropy we postulate that between any two reservoirs there
exists an engine and a non-trivial reversible process on the three systems.
Postulate 10 (Existence of reversible Carnot engines). Let R1, R2 ∈ R be two reservoirs and
Q ∈ R. Then there exists a system S ∈ S and a reversible work process p ∈ PR1∨S∨R2 , cyclic on
S, with QR1(p) = Q.
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The reading of this statement is similar to the one of Postulate 8 on the existence of arbitrarily
many copies of any thermodynamic system. It might be very difficult or only approximately
possible to build a perfect reversible Carnot engine. However, in principle the existence of such a
machine is thinkable and this is what the theoretic considerations to come are based on.
In traditional texts this postulate is usually not spelled out but implicitly taken for granted in
the construction of the proof of Carnot’s theorem.
Postulate 10 will have important consequences when discussing absolute temperature as it
will be necessary in order to define the temperature of all heat reservoirs. It turns out that
without this, multiple incomparable definitions of absolute temperature can exist in parallel. In
the postulate it is not only asked for the existence of a reversible machine but also for a heat flow
that one can choose to match Q ∈ R. Due to this requirement it is possible that the reversible
heat flow QR1(p) (or QR2(p) due to the symmetry of the labels 1↔ 2, but not both at the same
time) can be chosen at will, which will become important for technical reasons.
Even though at this point it might appear that Postulate 10 is very strong the discussion of
ideal gases in Section 13, and in particular Figure 13.1, show that if the theory of phenomenological
thermodynamic is powerful enough to describe ideal gases with quasistatic processes (Section 11)
then the postulate is easily satisfied.
Lemma G.1 prepares the stage for Carnot’s Theorem by showing that in any setting fulfilling
the conditions from Figure 7.1 at least one of the heat flows QRi is positive, or the process is
trivial, by which QR1 = QR2 = 0 is meant. This result holds independent of whether the process
is reversible or irreversible. A reversible process fulfils the stronger property that one of the heat
flows is strictly positive while the other one is strictly negative. The proof makes direct use of the
second law (Postulate 9) and the definition of heat reservoirs (Definition 5.3).
Even though this result basically only talks about positive and negative heat flows, it already
says a lot about Carnot engines, in particular about reversible ones. This will become clear not
least in the proof of Carnot’s Theorem. In some sense, it strengthens the second law by saying
that it is impossible to have two reservoirs pumping heat into a cyclic machine that generates work
out of it. This is even true if the reservoirs are not copies of each other. On the other hand it is
a precursor to Carnot’s Theorem, which is based on Lemma G.1 and goes beyond it by making
a quantitative statement. Carnot’s Theorem can be read as a statement about the efficiency of
such machines.
7.2 Carnot’s Theorem
Theorem 7.1 (Carnot’s Theorem). Consider a machine S ∈ S and two reservoirs R1, R2 ∈ R
undergoing a reversible work process p ∈ PR1∨S∨R2 which is cyclic on S. Let S
′ ∈ S be an
additional machine operating between the same reservoirs under the work process p′ ∈ PR1∨S∨R2 ,
which is cyclic on S′, fulfils WR1(p) = WR2(p) = 0, but is not necessarily reversible. W.l.o.g.
QR2(p) > 0 and QR2(p
′) > 0.12 Then
(i) the ratio of heat flows satisfies the inequality
−
QR1(p
′)
QR2(p
′)
≤ −
QR1(p)
QR2(p)
, (7.1)
(ii) and the positively valued ratio−
QR1(p)
QR2 (p)
for reversible processes only depends on the reservoirs
R1 and R2 and not on the machine S nor the details of the process. It is universal in this
sense.
12I.e. the processes are non-trivial and if the signs of QR2 are not positive, swap the labels 1, 2 s.t. QR2(p
′) > 0
and then chose the reversible process p to work in the direction in which QR2(p) > 0, too.
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The proof of Carnot’s Theorem follows standard proofs from textbooks of undergraduate
courses, see e.g. [13]. The goal of the proof is to reduce the comparison of a reversible ma-
chine with a generic one to the situation discussed in Lemma G.1 and thus to the setting of the
second law.
(a)
R1
R2
S
QR1(p)
QR2(p)
WS(p)
(b)
R1
R2
S′
QR1(p
′)
QR2(p
′)
WS′(p
′)
(c)
R1
R2
S ∨ S′
QtotR1
QtotR2
W totS
Figure 7.2: We compare a reversible machine S in (a) with an arbitrary one S′ in (b) operating
between the same reservoirs. By letting the cycles run many times, we construct a process depicted
in (c), for which we analyse the total work and heat flows. Depending on the ratios of the heat
flows in p and p′ the constructed process in (c) may violate Lemma G.1 and thus the second law
(Postulate 9).
Proof. We prove (i) by contradiction. Figure 7.2 shows the discussed situations. Later on we
argue that (i) implies (ii). Suppose the ratios fulfilled
−
QR1(p
′)
QR2(p
′)
> −
QR1(p)
QR2(p)
. (7.2)
Since QR1(p) and QR2(p) must have opposite signs (Lemma G.1) the right hand side of Eq. (7.2)
is strictly positive. Hence this case can only occur for QR1(p
′) < 0 and Eq. (7.2) is equivalent to
QR2 (p)
QR2 (p
′) >
QR1 (p)
QR1 (p
′) , which again compares positive ratios. Choose positive integers k, l ∈ N such
that
QR2(p)
QR2(p
′)
>
k
l
>
QR1(p)
QR1(p
′)
. (7.3)
The existence of p and p′ implies together with Definition 5.3 (iii) that one can apply the respective
process as many times as one wants in a row, in the sense that there exist corresponding processes
that do the same and can be concatenated with p and p′ respectively. Thus, apply the reverse
process of p on R1 ∨ S ∨R2 now l times followed by k applications of p′ on R1 ∨ S′ ∨R2. The so
constructed process is cyclic on S ∨ S′ and has total heat flows to R1 and R2 of
QtotR1 = −l QR1(p) + k QR1(p
′) =
(
k
l
−
QR1(p)
QR1(p
′)
)
︸ ︷︷ ︸
>0
· l QR1(p
′)︸ ︷︷ ︸
<0
< 0 , (7.4)
QtotR2 = −l QR2(p) + k QR2(p
′) =
(
k
l
−
QR2(p)
QR2(p
′)
)
︸ ︷︷ ︸
<0
· l QR2(p
′)︸ ︷︷ ︸
>0
< 0 . (7.5)
This contradicts Lemma G.1, hence the ratios must fulfil (i).
If p′ is reversible too, the argument also works with exchanged roles of p and p′ and we obtain
the inequality in the other direction. Therefore, if both p and p′ are reversible, the ratios must be
equal. Obviously the ratios for reversible machines must be positive as the signs of the heat flows
are always different. This proves (ii).
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Carnot’s Theorem implies that reversible engines are the most efficient ones. Suppose the
engine is such that work is extracted, which means that the total work done should be negative.
The internal energy of the cyclic engine undergoes no net change, which is why the extracted work
from S reads
−WS = −QR1 −QR2 = QR2
(
−
QR1
QR2
− 1
)
. (7.6)
Remember that QR2 is positive, which is why the expression for the extracted work −WS is max-
imised when the term in brackets is maximal. This, however, is the case for reversible machines,
as Carnot’s Theorem states.
The argument is also valid if positive work is used such that the machine pumps heat from one
reservoir to the other. With the same calculation it follows that the work done is minimal when
the ratio of interest is maximal.
Eq. (7.6) also shows how the theorem limits the maximal efficiency of reversible machines.
Given two reservoirs, the work extractable in relation to the heat given to a reservoir is always
upper bounded by −
QR1
QR2
− 1. Whatever machine one can come up with, this finite bound cannot
be surpassed for given reservoirs. We conclude that Carnot’s Theorem sets limits to what can be
achieved with cyclic machines operating between two reservoirs.
A further peculiarity of the theorem as stated in this work is the fact that it could be derived
without referring to anything similar to the zeroth law of thermodynamics nor to an a priori no-
tion of thermal equilibrium. This is the topic of an earlier paper [31]. In short, the zeroth law
requires that the relation “being in thermal equilibrium with” is transitive. In many introductions
to thermodynamics it is taken to be a vital ingredient to the foundations of thermodynamics as
it paves the way for the notion of an empirical temperature, which relies on the relation “being
in thermal equilibrium with” to be an equivalence relation. In this work neither of these notions
ever had to be used up to this point. Consequently, we could not even think of formulating (and
making use of) the zeroth law. Therefore, up to here (as well as also for the remainder of this
work, as will become clear) the zeroth law is redundant.
The most relevant implication of the theorem, however, is the fact that for reversible pro-
cesses, the ratio is universal. This is the crucial statement which is used next when defining
absolute temperature for heat reservoirs, and later in the definition of thermodynamic entropy. It
is the ingredient necessary to make statements for the behaviour of classes of systems rather than
individual ones, as it says that the ratio is “system-independent”.
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8 Absolute temperature
Postulates: -
New notions: temperature ratio, absolute temperature, equivalence relation ∼ on
R
Technical results for this section can be found in Appendix H.
Summary: Based on Carnot’s Theorem the absolute temperature of a reservoir is defined.
From this follows an equivalence relation on the set of heat reservoirs which shows that
the zeroth law, which was not postulated in this framework, can be derived and is hence
redundant as a postulate.
8.1 Preparatory remarks
As one would expect, the ratio −
QR1
QR2
is not only independent of the actual reversible machine but
also of the representative reservoirs of the equivalence class of =ˆ. This is argued at the beginning
of Appendix H, where one can also find the proofs of the other non-trivial technical statements of
this section.
In addition, a reversible Carnot engine operating between reservoirs R1=ˆR2 fulfils −
QR1
QR2
= 1,
as is proved in Lemma H.1. The following definition makes use of the invariance of the ratio of
reversible heat flows under equivalences.
Definition 8.1 (Temperature ratio). The temperature ratio τ of two equivalence classes [R1], [R2] ∈
R/=ˆ is
τ : R/=ˆ× R/=ˆ −→ R>0
([R1], [R2]) 7−→ −
QR1
QR2
(8.1)
where R1 and R2 are two different
13 heat reservoirs and QR1 and QR2 are the heat flows of a
(non-trivial) reversible Carnot engine operating between them such that QR2 > 0. Extending
this definition to the set of pairs of heat reservoirs, we use the same symbol τ and write for the
temperature ratio of two heat reservoirs
τ(R1, R2) := τ([R1], [R2]) . (8.2)
Definition 8.1 is well-defined since the ratio of heat flows only depends on the equivalence classes
of =ˆ and not on the specific representative. Furthermore, if the equivalence classes [R1] = [R2]
are equal, there always exist different representatives. This is a consequence of the postulate on
the existence of arbitrarily many copies of any system, Postulate 8.
Carnot’s Theorem 7.1 implies that it is irrelevant which reversible engine is used to determine
the value of τ and that τ is a strictly positive function. Furthermore, due to Postulate 10 on the ex-
istence of reversible Carnot engines this definition can be applied to an arbitrary pair of reservoirs.
In principle, it is thinkable to formulate a theory of thermodynamics without the assumption
of always having a reversible machine operating non-trivially between any two reservoirs. Without
it, it could happen that there exist two reservoirs that are incomparable. Consequently, Defini-
tion 8.1 would have to be phrased independently for the two (or more) classes of reservoirs that
are comparable with each other. This is not a fundamental problem for thermodynamics, but it
13 A Carnot engine operates between two different heat reservoirs. If R1 = R2, then R1 ∨ S ∨R2 = R1 ∨ S and
there would be no two heat flows to compare.
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is not the common approach taught in introductions to the field.
The name temperature ratio of τ is suggestive. τ will be used to define the absolute temperature
for heat reservoirs. Before introducing this notion we discuss some properties of τ . First, it holds
τ([R], [R]) = 1, which means that if one takes reservoirs of the same type, it is only possible to
pump heat from one to the other, without investing or drawing work (Lemma H.1).
Second, we note that τ(R2, R1) = τ(R1, R2)
−1 by definition. Reversing the order in the argu-
ment of τ amounts to reversing the reversible Carnot process used in Definition 8.1 to determine
the value of τ . Since reverse heat flows simply change their signs in the reverse process, the heat
flows QR1 < 0 and QR2 > 0 in the forward process become −QR1 > 0 and −QR2 < 0 in the
reverse process. Since the denominator must be the negative heat flow according to the definition,
we obtain
τ(R1, R2)
−1 =
(
−
QR1
QR2
)−1
= −
−QR2
−QR1
= τ(R2, R1) . (8.3)
Finally, in Lemma H.3 we show that for three arbitrary heat reservoirs R1, R2, R3 ∈ R it always
holds τ(R1, R2) · τ(R2, R3) = τ(R1, R3).
8.2 Absolute temperature for heat reservoirs
The properties of τ allow us to define the absolute temperature of an arbitrary heat reservoir. For
this, choose an arbitrary but fixed reference heat reservoir Rref ∈ R and a reference temperature
Tref ∈ R>0.
Definition 8.2 (Absolute temperature). The absolute temperature of a heat reservoir R ∈ R is
defined as
T := τ(R,Rref) · Tref . (8.4)
The temperature of a reservoir is absolute up to the choice of the reference reservoir and the
reference temperature. However, once this choice is made, any other reservoir with its temperature
could serve as a reference, too. This is a consequence of the previous Lemma H.3, as for two
reservoirs R1, R2 ∈ R it holds that
T2 = τ(R2, Rref) · Tref = τ(R2, R1) · τ(R1, Rref) · Tref = τ(R2, R1) · T1 . (8.5)
That is what makes τ a temperature ratio, as it is called in Definition 8.1.
Typically physicists work with the absolute temperature scale such that a reservoir consist-
ing of a big water tank has temperature 273.16K at the tripe point of water. From a practical
perspective it makes sense to fix a temperature scale once and for all so that when comparing tem-
peratures no confusion can arise. Nevertheless, for developing the theory making specific choices
according to some standard is not necessary. Therefore, we will not discuss this issue further and
continue, knowing that both Rref and Tref have been fixed before defining absolute temperature
for heat reservoirs.
Having defined absolute temperature for reservoirs, we can investigate the relation “R1 and
R2 have equal temperature” on the set of heat reservoirs R, denoted by R1 ∼ R2 (Definition H.5).
Intuitively, one can also call this relation “being in thermal equilibrium with”. By Definition 8.2
R1 and R2 are at the same temperature if and only if τ(R1, R2) = 1. Several conclusions can be
drawn from this observation.
First, the temperature of a reservoir is independent of its state. It is rather a property of the
system. When thinking of general thermodynamic systems, this seems odd. But for reservoirs
this is what one would expect, as the property of not changing its behaviour under finite changes
of energy intuitively is a defining property of heat reservoirs.
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Second, from the definition of absolute temperature and Lemma H.1 it follows that equivalent
reservoirs must have the same absolute temperature. i.e. R1=ˆR2 ⇒ R1 ∼ R2. Hence, the relation
=ˆ restricted to the set of heat reservoirs R is a sub-relation of ∼.
Third, it holds
(i) R1 ∼ R1 (reflexive),
(ii) R1 ∼ R2 ⇒ R2 ∼ R1 (symmetric), and
(iii) R1 ∼ R2 as well as R2 ∼ R3 ⇒ R1 ∼ R3 (transitive).
Here, (i) and (ii) follow directly from Definition 8.2, while (iii) is a consequence of Lemma H.3.
Points (i)-(iii) say that ∼ is an equivalence relation (Lemma H.6).
Finally, heat reservoirs fulfilling τ(R1, R2) = 1 always allow for the exchange of an arbitrary
amount of heat Q between them during a reversible work process p ∈ PR1∨R2 at zero work cost.
This follows from the fact that any reversible machine operating between them has a heat flow
ratio of −
QR1
QR2
= 1 together with Postulate 6 on the freedom of description and Postulate 10.
8.3 The zeroth law of thermodynamics is redundant
The fact that ∼ (“having equal temperature”) is an equivalence relation makes postulating the
zeroth law redundant. The zeroth law typically states that the relation “being in thermal equilib-
rium with” is transitive [5,10,11,15]. Notice that for a postulate stating this, a notion of “thermal
equilibrium” must be introduced beforehand – something we did not have to do either. Together
with (the usually implicitly assumed) reflexivity and symmetry of ∼, the zeroth law makes it an
equivalence relation. Typically, this is then used to say that two systems are at equal temperature
if and only if they are in thermal equilibrium relative to each other. Here we have derived such
an equivalence relation on the set of reservoirs from the postulates without any reference to the
zeroth law.
One may wonder why we have not yet discussed a definition of absolute temperature for
arbitrary systems, not just heat reservoirs. As it turns out, we should not expect that temperature
is a quantity that makes sense for an arbitrary system without further assumptions. Composite
systems consisting of more than two different atomic subsystems are simple counter examples.
Temperature for arbitrary systems is thus not a fundamental concept of thermodynamics.
Instead of a notion of temperature of arbitrary systems, we introduce the notion of the temper-
ature of a heat flow in the next section (Section 9). This is the fundamental concept necessary to
use the notion of temperature beyond the purpose of the efficiency of engines and the temperature
of heat reservoirs. In particular, the temperature of heat flows is the one which is used to define
thermodynamic entropy based on Clausius’ Theorem.
One might have hopes to be able to define absolute temperature for all atomic systems, since
they are indivisible. However, one should not take the statement about indivisibility of atomic
systems as a statement about physical indivisibility. In particular, one should not confuse the term
atomic with the frequently used term “simple system” (see e.g. [26]). Simple systems are usually
considered to be those systems to which a meaningful notion of temperature can be assigned. This
implies that they cannot be composed of two independent systems (otherwise at least two temper-
atures would be necessary in general). For us on the other hand, the term “indivisible” must be
understood relative to the structure of thermodynamics systems with composition ∨, which can
be defined in very abstract terms, not referring to any thermodynamic ideas.
The discussion on how to define a notion of absolute temperature for systems beyond heat
reservoirs is continued in Section 12, when all other basic concepts have been introduced and a
technical investigation based on them is possible.
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9 The temperature of heat flows
Postulates: -
New notions: temperature of heat flows
Technical results for this section can be found in Appendix I.
Summary: The absolute temperature for heat reservoirs gives rise to a definition of the
temperature of heat flows. The uniqueness of this temperature is discussed, in particular
with respect to reversible heat flows.
Being able to talk about the temperature of heat reservoirs is important but not enough. In
particular when it comes to defining thermodynamic entropy the temperature of heat flows will
be essential.
As will be explained and investigated in this section, not every heat flow occurs at some
temperature. Some do, however, and the reversible ones will be of particular interest.
Definition 9.1 (Heat at temperature T ). Let S = S1 ∨ S2 ∈ S be composed of two disjoint
subsystems and undergo an arbitrary work process p ∈ PS1∨S2 with Q := QS2(p) 6= 0. We
say that the heat Q flows at temperature T if there exist two different reservoirs R1 ∼ R2 at
temperature T with processes p1 ∈ PS1∨R1 and p2 ∈ PS2∨R2 s.t. WA(pi) = WA(p) for all atomic
systems A ∈ Ar Atom(Si+1) and the state changes on Si under pi are the same as under p, i.e.
⌊pi⌋Si = ⌊p⌋Si and ⌈pi⌉Si = ⌈p⌉Si .
Figure 9.1 (a), (b) and (c) illustrate the processes p, p1 and p2 schematically. By definition of
pi as work processes on Si ∨Ri it is clear that WSi(pi+1) = 0. Furthermore, it holds WRi(pi) = 0
by assumption in the definition.
The idea behind Definition 9.1 is to refer to the already defined concept of the temperature of a
reservoir to define the temperature of a heat flow. A heat flow occurs at temperature T if it could
also be exchanged with a reservoir at temperature T and no thermodynamic properties change.
Even though this may make sense intuitively it is a priori not clear that this definition eventually
leads to the correct notion of temperature that is needed for the definition of thermodynamic
entropy. However, as we will show in the following, it does so.
It is possible to ‘reconstruct’ the process p from the pi in case p satisfies Definition 9.1 for
some T . Together with Definition 5.3 (i) for heat reservoirs and Postulate 10 on the existence of
reversible Carnot engines it follows that if both p1 and p2 exist, then the initial states of the two
reservoirs R1 and R2 can be restored by a reversible Carnot engine transferring the heat Q from
R1 to R2. The effect of the proper concatenations of these processes is depicted in Figure 9.1 (d).
The work cost of reversibly transferring the heat Q from R1 to R2 by means of a cyclic engine
C is zero. This follows from Carnot’s Theorem and Lemma H.1.14 We have thereby constructed
a process from p1 and p2 which thermodynamically does the same as p did on all involved systems.
We describe some examples to give an intuition for this definition.
14 Using the tuning of QR1 in reversible Carnot processes as required by Postulate 10 it becomes obvious that
for two equivalent reservoirs R1=ˆR2 and Q ∈ R there is always a reversible process p ∈ PR1∨S∨R2 , involving an
adequate machine S, that transfers the heat QR1(p) = Q = −QR2(p) from R2 to R1. In such a situation we have
WS(p) = 0 because of the exactly opposite heat flows to the reservoirs. Since S is cyclic in any case, in this special
situation S is even catalytic and can be left out of the description (Postulate 6). That is, there exists a process
p˜ ∈ PR1∨R2 with the same heat flows and state changes.
We conclude that for two equivalent reservoirs there is always a reversible process transferring an arbitrary
amount of heat from to the other at no work cost. This observation will be relevant later, when we discuss the
temperature of heat flows.
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(a) S1 S2
QW1 W2
(b) S1 R1
QW1
(c) R2 S2
Q W2
(d) S1 R1 C
QW1 Q Q
R2 S2
Q W2
Figure 9.1: (a) Under the process p work Wi := WSi(p) is done on Si and the heat Q := QS2(p)
flows from S1 to S2. (b) & (c) In the divided processes p1 and p2 the same state changes are
induced on S1 and S2, respectively, but the heat flow is exchanged with reservoirs. The work flows
Wi = WSi(pi) also stay invariant. (d) With the use of a reversible Carnot process between R1
and R2 it is possible to transfer the heat Q from R1 to R2 at zero work cost since R1 ∼ R2. The
initial states of R1 and R2 will then be restored as they only depend on the internal energies and
the engine itself is cyclic by design. Together with the observation that R1 ∨ C ∨ R2 is catalytic
this essentially reconstructs p due to Postulate 6.
Example 9.2 (Heat flow exchanged with a reservoir). The most obvious example is the one in
which an arbitrary system S exchanges heat Q 6= 0 with a reservoir R. So let p ∈ PS∨R be such
that Q = QR(p) 6= 0 and think of S1 = S and S2 = R. Then, the heat Q flows at temperature T ,
where T is the temperature of the reservoir R. To see this, observe that what is referred to p1 in
Definition 9.1 can now be chosen as p itself (or an equivalent process carried out on S and a copy
of R). On the other hand, Postulate 10 says that a process that transfers heat Q between R and
a copy of it always exists. By choosing such a process as p2 we have found both p1 and p2 with
reservoirs that are copies of R and thus have the same temperature. Hence the heat Q flows at
temperature T according to the definition.
Importantly, Definition 9.1 on the temperature of heat flows principally allows that a general
heat flow can be assigned more than one temperature, see the next Example 9.3. Even when heat
is exchanged with a reservoir directly, the temperature of the reservoir does not have to be the
unique temperature which can be assigned to the heat flow.
Example 9.3 (More than one temperature for the same heat flow). Let S1 and S2 be two ideal
gases with the same amount of substance in states (pi, Vi), respectively, such that p1V1 > p2V2.
This essentially means that their gas temperatures Ti are different, where the gas temperature
can in this case be defined according to the equation of state pV = nRT with R the universal
gas constant and n the amount of substance. When connecting the two gases thermally, e.g. by
putting them in contact with a metal rod, one can observe a positive heat flow from S1 to S2
(provided that the reference temperature Tref for the definition of absolute temperature has be
chosen accordingly). It will now be observable that reservoirs with temperatures between T1 > T2
will fulfil the above definition. In particular, more than one temperature can be assigned to the
same heat flow. A more precise discussion of the concepts mentioned here (equation of state,
temperature of the gas) is given in Section 13.
It is also possible that no temperature can be assigned to a heat flow at all, as the next example
shows.
Example 9.4 (Heat flows without a temperature). Consider again an ideal gas denoted by S1 in
state (p, V ). This time, let S2 = R1 ∨R2 be a system composed of two reservoirs at temperatures
T1 < T2. Assume in addition, that pV = nRT1, i.e. that the initial state of the ideal gas is such
that its gas temperature matches the absolute temperature of reservoir R1. This means that a
reversible isothermal compression, say from V to V2 , can be achieved by thermally connecting
the ideal gas to R1 and slowly compressing the gas. Denote the heat flow from S1 to R1 by Q1.
Checking Definition 9.1 it follows that the heat Q1 flows at temperature T1.
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Now, the same state change on the ideal gas S1 could be achieved reversibly in a different way,
by exchanging a different amount of heat with the other reservoir R2. We first reversibly compress
the ideal gas adiabatically, thereby increasing the product pV to the value nRT2. This is followed
by a (reversible) isothermal compression (or an expansion, if T2 is so much hotter than T1) in
which S1 isothermally exchanges the heat Q2 with R2. The isothermal compression (expansion) is
done such that in the final state, there exists the reversible adiabatic process that brings the gas
temperature back to T1 while the volume has been brought to
V
2 such that the net state change
on S1 is the same as under process described in the previous paragraph.
By computing the amount of heat exchanged using the standard equations for the ideal gas,
it is easy to see that for T1 < T2 it follows Q1 < Q2. From this observation we learn several
things. First, it is possible to have the same state change on a system (here S1) having exchanged
strictly different reversible heat flows. Second, the temperature of the involved heat flows do not
have to match either. Third, since the two processes are reversible, we can concatenate the one
with a reverse of the other, which will generally not lead to a net heat flow of zero. Neither will
this non-zero heat flow allow for an assigned temperature. On the contrary, since it is the result
of two heat flows at different temperatures it is obvious that it should be impossible to assign a
temperature. Hence there exist reversible heat flows without a proper temperature.
As is shown in Lemma I.4, the different reversible heat flows Qi at temperature Ti from the
previous example, which induce the same state change on S1, fulfil
Q1
T1
= Q2
T2
. This observation
will be crucial for the definition of thermodynamic entropy.
Having discussed these cases of Definition 9.1 we come to the more important case of a general
reversible heat flow which can be assigned a temperature. In this case it holds that the temperature
is unique, as is shown in Appendix I. This is done by first showing that for a reversible process
p ∈ PS1∨S2 inducing a heat flow Q 6= 0 at temperature T according to Definition 9.1 the two
processes pi ∈ PSi∨Ri are reversible, too (Lemma I.2). Based on this, it is then possible to show
that the assigned temperature T must be unique (Lemma I.3). Hence, non-zero reversible heat
flows in a bipartite thermodynamic system can be assigned either a unique temperature or no
temperature at all.
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10 Clausius’ Theorem and thermodynamic entropy
Postulates: existence of reversible processes with heat flows at well-defined temperatures
New notions: Clausius’ Theorem, entropy, Entropy Theorem
Technical results for this section can be found in Appendix J.
Summary: The derivation of Clausius’ Theorem allows one to define thermodynamic en-
tropy and show that it is a well-defined state function, which is additive under composition.
A postulate guarantees that the entropy difference of any two states of a system can be
computed. The Entropy Theorem establishes that entropy is a monotone for the preorder
→ (as defined after the first law).
10.1 Clausius’ Theorem
So far we have used the second law to prove Carnot’s Theorem which was the starting point to
define the temperature of reservoirs and heat flows. Next, we use these insights to prove Clausius’
Theorem, which is the basis for the definition of thermodynamic entropy as a state variable.
Theorem 10.1 (Clausius’ Theorem). Let S ∈ S be an arbitrary system and {Ri}Ni=1 a set of
reservoirs such that the temperature of Ri is Ti. For each i = 1, . . . , N let pi ∈ PS∨Ri be a
work process on S and the reservoir Ri with WRi(p) = 0 such that the concatenated process
p := pN ◦ · · · ◦ p1 is defined and in total cyclic on S.
Then:
(i)
∑
i
QS(pi)
Ti
≤ 0,
(ii) and if p is reversible, then
∑
i
QS(pi)
Ti
= 0.
Proof.
(i) Let R0 be another reservoir at temperature T0 and let {Ci}Ni=1 ⊂ S be machines operating
cyclically between R0 and Ri under a reversible process qi ∈ PCi∨Ri∨R0 . Let the machines
Ci and processes qi be such that the heat flows QRi(qi) = QS(pi) are provided to Ri per
cycle, and define QR0(qi) =: Q
i
0. By Definition 9.1 we know that the heat flows QS(pi)
between Ri and S are at temperature Ti. From this, we construct a cyclic machine S0 as
depicted in Figure 10.1.
The machines Ci together with the reservoir R0 are used to provide the heat flows QS(pi) to
the reservoirs Ri such that, under this extension, all reservoirs except for R0 become cyclic.
For this, the heat flows Qi0, exchanged between the machines Ci and R0, as well as the work
flows WCi are needed. The heat flows Q
i
0 occur at temperature T0. In total, the system S0
summarized in the dotted box is then cyclic.
The second law (Postulate 9) can now be applied to this situation, which yields Q0 :=∑
iQ
i
0 ≥ 0. Together with Carnot’s Theorem (ii) and the definition of absolute temperature,
which says that for reversible machines
−
Qi0
T0
=
QS(pi)
Ti
(10.1)
holds, it follows with T0 > 0 immediately that
0
2nd
≥ −
Q0
T0
Def.Q0
= −
Q10 + · · ·+Q
N
0
T0
Carnot
=
QS(p1)
T1
+ · · ·+
QS(pN )
TN
=
N∑
i=1
QS(pi)
Ti
. (10.2)
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QS(p1)
WC1
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QS(p2)
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Q20
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QS(pN )
WCN
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QN0
S
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WS0
S0
Figure 10.1: Extending the system S ∨ R1 ∨ · · · ∨ RN with the cyclic machines {Ci}Ni=1 and the
additional reservoir R0 one can construct a cyclic machine S0 interacting with a single reservoir
R0. The second law (Postulate 9) can be applied to this situation.
(ii) If all processes pi are reversible Lemma I.3 says that the temperatures of the associated heat
flows are unique and equal to the temperatures in the reverse processes.15 In the reverse
processes the heat flows go in the opposite direction. Therefore, with the same argument as
in (i), we obtain the opposite inequality, which together with (i) implies
N∑
i=1
QS(pi)
Ti
= 0 . (10.3)
Even though Clausius’ Theorem is formulated only for heat flows between a system and a set
of reservoirs, it also makes a statement about other heat flows. Due to Definition 9.1 any heat flow
exchanged between two arbitrary systems to which a temperature can be assigned, can be reduced
to the situation in which this heat flows between one of the systems and a reservoir. Therefore, if
a system undergoes a sequential process in which all heat flows to the system can be assigned a
temperature, the theorem holds too.
The fact that it is possible that more than one temperature can be assigned to a specific heat
flow does not lead to problems. The inequality of Clausius’ Theorem (i) holds for all temperatures
that fulfil Definition 9.1. In the case of reversible heat flows, where the inequality works in both
directions and thus equality holds, we are guaranteed that the assigned temperatures are unique.
10.2 Entropy and the Entropy Theorem
The quantity
∑N
i=1
QS(pi)
Ti
= 0 discussed in Clausius’ Theorem (Theorem 10.1) applied to a se-
quence of processes which does not have to be cyclic will serve as the definition of thermodynamic
entropy. More precisely, the entropy difference between two states will be computed by means of
15If the heat flow was Q = 0 this statement does not make any sense. However, in this case the heat does not
contribute either in Eq. (10.2).
43
such a sequential process that starts from one and ends at the other state. In order to be able to
compute the entropy difference for any pair of states of any system, it is thus necessary that such
a sequence always exists. This is made sure by the coming postulate.
Postulate 11 (Reversible processes with heat flows at well-defined temperatures). Given any
System S ∈ S and any two states σ1, σ2 ∈ ΣS there always exists a finite sequence of reversible
processes {pi}Ni=1, pi ∈ PS∨Ri , with Ri ∈ R such that p := pN ◦ · · · ◦ p1 is well-defined and
transforms ⌊p⌋S = σ1 into ⌈p⌉S = σ2.
The existence of a connecting sequence of processes as asked for by the postulate for arbitrary
choices of σ1 and σ1 does not follow from the first law (Postulate 7), which only asks for a work
process connecting the two states. The processes in the sequence, however, are not work processes
on S. Instead, they need to be reversible and the heat flows to S must have a well-defined tem-
perature for all members of the sequence.
We are now in the position to define thermodynamic entropy, which is a state variable due to
Clausius’ theorem.
Definition 10.2 (Entropy). Let S ∈ S be a system and σ0 ∈ ΣS an arbitrary but fixed state.16
Let S0S ∈ R be an arbitrary real constant. For a state σ ∈ ΣS we define its entropy as
SS(σ) :=
∑
i
QS(pi)
Ti
+ S0S , (10.4)
where the sum goes over a sequence of reversible concatenable processes {pi}, each of which fulfils
pi ∈ PS∨Ri with WRi(p) = 0, with total initial state σ0 and final state σ.
Lemma J.1 proves that entropy is additive under composition for disjoint systems. It is think-
able that one works with a theory that does not fulfil Postulate 11, i.e. there would exist pairs of
states for which there is no such sequence of processes connecting them.
Example 10.3 (A system that does not satisfy Postulate 11). As an example, consider a mixture
of 1 mole of oxygen and 2 moles of hydrogen undergoing the oxyhydrogen reaction, which might
be known, whereas the opposite process, electrolysis, is unknown and thus not a process in this
theory. In this case, the state of the initial mixture is connected by the work process “oxyhydrogen
reaction” with the final state, 1 mole of water, and thus satisfying the first law. On the other hand,
this process is irreversible and there is no other known process that could bring the water back
to its initial state, the mixture. Hence, there is no sequence of processes that could serve for the
definition of entropy and consequently, one has to define two measures of entropy on the different
“connected subsets” of the state space which are incomparable. The two reference entropies could
be chosen arbitrarily.
Such a case is thinkable and (so far) allowed by the presented framework. We exclude if from
now on by postulating that for any two states a sequence of processes as described in Postulate 11
exists. Hence, for a given system one needs to define only one entropy measure for all of its state
space. 17
Entropy is a very helpful quantity. This is owed to the so called Entropy Theorem which says
that entropy is a monotone for the preorder →. That is, if two states of a system are preordered
(in the sense established by Definition 3.1), i.e. there exists a work process that transforms one
into the other, then the entropy of the final state cannot be smaller than the entropy of the initial
state.
16One can choose this reference state to be the same as for the internal energy but this is not mandatory.
17This discussion is reminiscent of the one after Postulate 10 asking for the comparability of any two reservoirs,
which lead to a unique absolute temperature, instead of different incomparable ones. As was the case for absolute
temperature, also here we aim for accordance of our framework with standard phenomenological thermodynamics
and solve this issue with the postulate on the existence of reversible processes.
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Theorem 10.4 (Entropy Theorem). Let S ∈ S be a thermodynamic system and p ∈ PS a work
process on S. Then
SS(⌊p⌋S) ≤ SS(⌈p⌉S) . (10.5)
with equality if p is reversible. In particular, since entropy is a state variable, any two states that
are preordered in this sense (Definition 3.1) fulfil this inequality, which is to say that entropy is a
monotone for →.
Proof. Let {qi}Ni=1 ⊂ P be a valid sequence to determine the entropy difference between the output
and input state of p. That is, for each i the process qi ∈ PS∨Ri is reversible and concatenable with
its predecessor and successor, such that ⌊q1⌋S = ⌈p⌉S and ⌈qN⌉S = ⌊p⌋S . In each process qi the
heat QS(qi) is exchanged at temperature Ti, or QS(qi) = 0.
Extend p with an arbitrary identity process to p∨ idR for an arbitrary R ∈ Rr {R1, . . . , RN}.
Then it is possible to concatenate qN ◦ · · · ◦ q1 ◦ (p ∨ idR) and QS(p ∨ idR) = 0. The total process
qN ◦ · · ·◦ q1 ◦ (p∨ idR) is cyclic on S and fulfils the conditions in order to apply Clausius’ Theorem,
which then states
0 ≥
N∑
i=1
QS(qi)
Ti
+ 0 = SS(⌈qN⌉S)− SS(⌊q1⌋S) = SS(⌊p⌋S)− SS(⌈p⌉S) . (10.6)
This proves the inequality. In the case of a reversible p, Clausius’ Theorem requires equality, which
then implies SS(⌊p⌋S) = SS(⌈p⌉S).
The Entropy Theorem establishes the parallels between what we call work processes and what
is usually called adiabatic processes. In standard phenomenological thermodynamics the Entropy
Theorem is usually formulated for adiabatic processes, which are defined to be processes in which
no heat is exchanged with other systems. The fact that our work processes serve as the traditional
adiabatic processes was already suggested by the similarity of Postulate 7 (i) to the “adiabatic
accessibility” statement of Lieb and Yngvason [26]. However, they use very different axioms and
techniques to derive the corresponding monotone, the entropy. In particular, since the term adi-
abatic is usually taken to mean “no heat flows”, in our way of introducing thermodynamics we
could not even use this concept as heat is only introduced after the first law is stated and internal
energy is derived. Furthermore, as is explained in an example at the end of Appendix J, in our
framework reversible processes with “no heat flow” can still change the entropy of a system. Hence
the traditional definition of an adiabatic process would fail to fulfil the Entropy Theorem.
The Entropy Theorem does not strictly hold in the other direction, i.e. one cannot always
deduce the existence of a work process transforming σ2 into σ1 from SS(σ2) ≥ SS(σ1). However,
it almost holds. Starting from the strict inequality SS(σ2) > SS(σ1) it follows due to the Entropy
Theorem that there cannot be a work process on S transforming σ1 into σ2. Together with the
first law it then follows that a work process in the other direction, i.e. taking σ2 as input and
giving σ1 as output, must exist. Hence, in this sense, the Entropy Theorem is almost invertible.
45
11 Quasistatic processes
Postulates: quasistatic first law (quasistatic Postulate 7), quasistatic reversible processes
with heat flows at well-defined temperatures (quasistatic Postulate 11)
New notions: quasistatic thermodynamic processes, differential work and heat
Summary: Based on the existing notions of states and processes we define quasistatic
processes which leads to the notions of differential work and heat. In order to formally
use the differential quantities instead of the discrete ones discussed so far, the Postulates 7
and 11 must be adjusted. The implications of these adjustments are then discussed.
In this section we extend our framework, which talked about discrete quantities up to this
point, to allow for continuous processes and state spaces. This is coupled to additional assump-
tions on the technical structure of state spaces and the set of thermodynamic processes. Arguably,
many of the additional assumptions are not on an equal footing with the physical assumptions
discussed in the main text. They are technical in nature and not necessary to be fulfilled if one
wants to work with the minimal assumptions from the main text to obtain the standard results
in their discrete form. However, they are necessary in order to have notions like the ones of a
quasistatic process or differential work and heat, which are about continuous and differentiable
quantities.
11.1 General Definition
In order to define a quasistatic process on S the minimal requirement on ΣS is that it is equipped
with a topology.
Definition 11.1 (Quasistatic process). A quasistatic work process on a system S ∈ S is a two-
parameter family of work processes {p(λ, λ′)}0≤λ≤λ′≤1 ⊂ PS such that:
(i) For λ ≤ λ′ ≤ λ′′ ∈ [0, 1] it holds p(λ′, λ′′) ◦ p(λ, λ′) = p(λ, λ′′).
(ii) The curve γ : [0, 1]→ ΣS , γ(λ) := ⌊p(λ, 1)⌋S is continuous in the topology of ΣS .
(iii) For all A ∈ Atom(S) the work function WA(p(λ, λ′)) is continuous in both λ and λ′ on the
respective domain.
A quasistatic process on S is then just a quasistatic work process on a larger system S′ ∈ S
such that S ∈ Sub(S′) is a subsystem. Even if we talk about a quasistatic work process on S we
sometimes call it a quasistatic process on S when it helps to improve the readability of the text
and the context makes clear what is meant.
Lemma 11.2 (Properties of quasistatic processes). Let {p(λ, λ′)}λ,λ′ be a quasistatic process on
S. For all λ, λ′, λ′′ ∈ [0, 1] with λ ≤ λ′ ≤ λ′′ it holds:
(i) ⌈p(λ, λ′)⌉A = ⌊p(λ′, λ′′)⌋A for all A ∈ Atom(S).
(ii) ⌊p(λ, λ′)⌋S is independent of λ′ and ⌈p(λ, λ′)⌉S is independent of λ. In particular, the curve γ
from Definition 11.1 (ii) satisfies γ(λ) = ⌊p(λ, λ′)⌋S = ⌈p(λ
′′, λ)⌉S for all λ
′ ≥ λ and λ′′ ≤ λ.
(iii) p(λ, λ) is an identity process on S.
(iv) For all λ, λ′ ∈ [0, 1] and all partitions λ = λ0 < λ1 < · · · < λm = λ′ it holds WA(p(λ, λ′)) =∑m
i=1WA(p(λi−1, λi)).
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Proof. Lemma 11.2 (i) follows directly from Definition 11.1 (i). Claim (ii) is then a consequence
of (i). For p(λ, λ) we find according to Definition 11.1 (i) that it can always be concatenated
with itself, and p(λ, λ) ◦ p(λ, λ) = p(λ, λ). Due to the additivity of work under concatenation,
it follows that WA(p(λ, λ)) = 0 for all A ∈ Atom(S). Hence p(λ, λ) is an identity process on
S. Finally, claim (iv) is again a simple consequence of Definition 11.1 and the additivity of work
under concatenation.
Quasistatic processes are those which allow for a continuous partition into “smaller” processes,
which can be concatenated to from the whole process again. The process p(λ, λ′) connects the
state γ(λ) with γ(λ′), as Lemma 11.2 shows. The family of processes thereby defines a continuous
curve in the state space and the work functions evaluated on the members of the family must
be continuous as well in the curve parameter. This has to hold for each atomic subsystem of S
individually. The naive approach asking only for continuity of WS would allow for an arbitrary
chaotic behaviour of the WA. This is something that should not be the case, as one expects that
p(λ, λ′) for very close λ and λ′ corresponds to a small “step”.
The family of processes defining a quasistatic process on S can also be called quasistatic on a
subsystem S′ ∈ Sub(S) of S. Consequently, a family of processes which are not necessarily work
processes on a system S are called quasistatic if they form a quasistatic process on the larger
system on which they are work processes.
It is easy to see that two quasistatic processes {p(λ, λ′)}λ,λ′ and {q(λ, λ′)}λ,λ′ can be con-
catenated to a new quasistatic process {(q ◦ p)(λ, λ′)}λ,λ′ whenever ⌈p(0, 1)⌉S = ⌊q(0, 1)⌋S. The
concatenated quasistatic process is then defined as
(q ◦ p)(λ, λ′) =


p(2λ, 2λ′) , for λ ≤ λ′ < 12 ,
q(0, 2λ′) ◦ p(2λ, 1) , for λ < 12 ≤ λ
′ ,
q(2λ, 2λ′) , for 12 ≤ λ ≤ λ
′ .
(11.1)
In practice one often calls p(0, 1) the “quasistatic process”. However, in our framework this
process alone does not say anything about the continuous curve in the state space. Hence the
mathematical structure of a quasistatic process must be richer than that. Nevertheless, we will
sometimes call a process p ∈ PS quasistatic on S without explicitly mentioning that formally the
family {p(λ, λ′)}λ,λ′ with p = p(0, 1) is meant.
Example 11.3 (Identity processes). An identity process idσS ∈ PS on a system S, which, concate-
nated with itself yields itself again, can always be seen as quasistatic processes (with any topology
on ΣS). To see this, consider the defining family p(λ, λ
′) = idσS for all λ ≤ λ
′ ∈ [0, 1]. This family
of processes obviously fulfils Definition 11.1 (i). The curve γ(λ) = σ for all λ ∈ [0, 1] is constant
and thus continuous in any topology, which shows (ii). In addition, (iii) is fulfilled since identity
processes have zero work cost on any atomic subsystem and thus WA(p(λ, λ
′)) = 0 constant.
This example also works for discrete spaces ΣS equipped with the discrete topology. In the
discrete topology, such quasistatic processes are the only possible ones owed to the fact that every
continuous curve in a discrete space is constant.
We next comment on the continuity of the internal energy of a system, on which quasistatic
processes exist. For a quasistatic process {p(λ, λ)}λ,λ′ on S the internal energy of S is continuous
on the curve in the curve parameter. That is, US(λ) := US(γ(λ)) is continuous in λ and can be
seen as follows.
Due to Definition 11.1 (iii) together with the additivity of work under composition and the
fact that the sum of continuous functions is continuous, we find
US(λ
′)− US(λ) = US(γ(λ
′))− US(γ(λ)) =WS(p(λ, λ
′))
λ→λ′
−→ 0 , (11.2)
for λ ≤ λ′ ∈ [0, 1]. We used that the change in internal energy US can always be expressed as
the work cost of an appropriate work process on S. The proof does not directly generalize to the
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internal energies of subsystems of S because the second equality only holds when the change in
internal energy can be expressed by a step in a quasistatic process. The existence of a quasistatic
process on S does not imply this.
If for any continuous curve in ΣS there exist quasistatic processes on S that, when putting
the quasistatic curves together, pass through this curve (not necessarily in one direction, as the
different quasistatic curves may have different directions in which they are gone through) it follows
that US is continuous on ΣS , now in the topology of ΣS . This holds because a function that is
continuous on any continuous path is continuous on the topological space. Again, the same only
follows for subsystems S′ ∈ Sub(S) and US′ if also in ΣS′ there exist quasistatic processes for any
continuous curve.
Systems with this property fulfil a stronger first law asking not only for the existence of work
processes between any two states, but that these are quasistatic in addition. We now know that
for such systems the internal energy function is continuous. Furthermore, the state space of such
a system is necessarily path-connected. We do not formalize this strengthened first law here, as it
would only be an intermediate step towards the “quasistatic first law” below, which relies on even
richer structure on the state space.
Example 11.4 (Continuous internal energy of a gas). A gas described by σ = (p, V ) ∈ ΣS =
R
2
>0 is again a good example for a system which allows for quasistatic processes between any
two states. The state space ΣS = R
2
>0 shall be equipped with the usual topology on R
2. For
gases adiabatic compression and expansion and isochoric warming (i.e. heating) can be considered
quasistatic processes if they are carried out slow enough. By considering those types of processes
any continuous path in ΣS can be seen as a union of quasistatic curves, where the directions of
the curves play no role for the purposes of determining the internal energy. We conclude from
this, that the internal energy of a gas is continuous in σ.
11.2 Differential work and heat
We now investigate the differential work and heat, which can be defined if further structure is
present on the state spaces of the involved systems. Specifically, ΣS must be at least a C
1
manifold. The state spaces ΣA of atomic subsystems A ∈ Atom(S) are then submanifolds of ΣS
and thus also C1. The same holds for arbitrary subsystems of S.
Definition 11.5 (C1-quasistatic processes and differential work). A (piecewise) C1-quasistatic
process on S ∈ S is a quasistatic process {p(λ, λ′)}λ,λ′ ⊂ PS on S with a (piecewise) C
1-curve γ
in ΣS together with continuous 1-forms δ
(p)WA defined on the curve for all A ∈ Atom(S) such
that for all λ ≤ λ′ ∈ [0, 1] it holds∫
γ|[λ,λ′]
δ(p)WA =WA(p(λ, λ
′)) . (11.3)
Here, the left hand side is a part of the path integral over the quasistatic path. The continuous
1-form δ(p)WA is called differential work of A and may depend on the quasistatic process, which is
indicated by the superscript (p) standing for the whole family {p(λ, λ′)}λ,λ′ . Through additivity
of work under composition we obtain corresponding continuous 1-forms for all subsystems of S
and of course S itself.
We are not only interested in C1-curves but also piecewise C1-curves as this is what one gener-
ically obtains when concatenating two C1-quasistatic processes. In order to be able to integrate a
piecewise C1-curve is sufficient.
At this point it makes sense to strengthen the fist law (Postulate 7) so it also talks about piece-
wise C1-quasistatic processes. The new version is thought for thermodynamic theories in which
the systems’ state spaces are C1 manifolds. In addition to the previous first law the “quasistatic
version” will also make sure that the internal energy US of any system is a differentiable function
and hence the differential dUS exists. Section 13 discusses the example of the ideal gas in this
context in more depth.
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Postulate 7’ (The quasistatic first law). For any system S ∈ S the following three statements
hold:
(o) For all states σ ∈ ΣS there existm := dimΣS C1-quasistatic processes with curves γ1, . . . , γm
passing through σ such that the derivatives of these curves at σ are linearly independent.
That is, there exist λi ∈ (0, 1) with γi(λi) = σ for i = 1, . . . ,m, such that γ′1(λ1), . . . , γ
′
m(λm)
are linearly independent.
(i) For any pair of states σ1, σ2 ∈ ΣS there exists a piecewise C1-quasistatic process {p(λ, λ′)}λ,λ′ ⊂
PS on S with ⌊p(0, 1)⌋S = σ1 and ⌈p(0, 1)⌉S = σ2 or in the other direction, or both.
(ii) The total work cost of a work process p ∈ PS on S, WS(p), only depends on ⌊p⌋S and ⌈p⌉S
and not on any other details of the process.
Postulate 7’ (i) obviously implies point (i) of the previous first law, Postulate 7, while (ii) has
not changed at all. Therefore, all the machinery relying on the first law can as well be based on
the quasistatic first law. The additional point (o) may seem unnecessary at first, since it requires
more quasistatic processes passing through a given state than just the one that is asked for in (i).
However, this point will be crucial in order to show that the internal energy of systems fulfilling
the quasistatic first law is differentiable.
One may wonder whether (o) already implies (i) in the quasistatic formulation. In fact it
almost does so, but not quite. One could think of constructing the quasistatic processes asked
for in (i) by means of the ones asked for in (o) step by step. Even if this construction lead to
a piecewise C1-curve from one state to the other (which may depend on further assumptions on
the manifold ΣS), it would have the problem that the direction of the quasistatic steps might
change throughout the curve. If this is the case, the quasistatic processes cannot be composed to
a piecewise C1-quasistatic process connecting the states.18
Example 11.4 may also serve as an example of a system which fulfils the quasistatic first law.
As is argued before the example, one can show that the internal energy of the gas is continuous
in this case. We now prove that for any atomic system A ∈ A satisfying the quasistatic first
law (Postulate 7’) the internal energy is actually differentiable. The extension of this result to
arbitrary systems S ∈ S follows by the additivity of the work functions.
According to the Definition 3.2 of internal energy for any state σ ∈ ΣA of an atomic system
A ∈ A we can write
UA(σ) =
∫ σ
σ0
δWA + U
0
A (11.4)
where the integral goes over an appropriate piecewise C1-curve arising from a C1-quasistatic
process on A transforming σ0 to σ or the other way around. Notice that Equation (11.4) holds in
both cases, i.e. it also holds when the piecewise C1-quasistatic process on A transforms σ to σ0,
and is independent of the choice of quasistatic process used to compute the integral, which here
in particular means that it is independent of the path over which the integral is evaluated. In this
case, one integrates in the opposite direction of the given curve, thereby introducing an additional
minus sign, and thus the equality still holds.
The existence of such an appropriate curve is guaranteed by Postulate 7’ (i) while the fact that
the continuous 1-form δWA is independent of the actual process is the statement of (ii). This is
why the superscript (p) is neglected in the notation. With (o) it is now possible to argue that
18 Thinking of the states of system as the vertices and the work processes connecting them as the edges of a graph,
(i) says that this graph must be complete, i.e. there is an edge between two arbitrary vertices. In fact, it possible
to formulate thermodynamics with a weaker first law in which (i) only asks for this graph to be connected. In this
formulation, the existence of an (undirected) C1-curve connecting any two states as in the above construction is
enough to derive (i), which may follow from (o). However, we do not go deeper into this weaker first law here, as it
makes proofs and technical derivations much more cumbersome while there is no gain over the strong formulation
except for a weaker postulate.
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UA is differentiable in σ. Since the m C
1-quasistatic processes passing through σ must exist and
their derivatives at σ are linearly independent, these derivatives build a basis of the tangent space
TσΣA. These quasistatic processes together with their C
1-curve can be used to take the directional
derivative of UA in the m “different directions” of the tangent space. Since UA is defined as the
path integral of a continuous 1-form over a piecewise C1-curve, these derivatives all exist and are
continuous. This is sufficient to deduce that UA is differentiable in σ since a continuous function
on a manifold for which all partial derivatives at a point exist and are continuous is differentiable
in this point (see e.g. Theorem 9.21 in [34]). Since this can be deduced for an arbitrary σ ∈ ΣA,
it also shows differentiability of UA on ΣA.
For any differentiable function f the corresponding differential df can be defined. This also
holds for the now differentiable internal energy UA. Relying on this, the differential heat of A in
a quasistatic process on a possibly larger system S with A ∈ Atom(S) is defined as
δ(p)QA := dUA − δ
(p)WA . (11.5)
For arbitrary systems the differential heat is defined via additivity under composition.
Again, the superscript (p) is in general necessary to make explicit that the 1-form may depend
on the quasistatic process. In particular, the 1-forms for differential work and heat are not exact,
while dU as the differential of a differentiable function is. This is manifest in the notation of the
inexact differentials with δ and the the exact differential with d. Generally, path integrals over
exact differentials are independent of the path, while integrals over inexact differentials depend
on the path. In our case the integrals over differential work and heat are in general not only
path-dependent but process-dependent, i.e. they depend on the family of processes constituting
the quasistatic process on which they are defined.
Example 11.6 (Differential work and heat are generally process-dependent). As an example we
consider the isothermal expansion of a gas. If the constant temperature of the gas is achieved
through thermal contact with a reservoir, as is normally the case when one talks about isothermal
expansion, the differential work is −p dV . On the other hand, one could achieve a constant
temperature throughout the process by continuously applying friction, i.e. bringing up the proper
amount of work. The energy that keeps the temperature constant must then be counted as work
instead of heat in the previous case. In this case, the differential work will be different and the
total amount of work done as well. However, the paths corresponding to the quasistatic processes
in the state space will be exactly the same.
From now on, whenever we talk about quasistatic processes and differential work and heat,
we implicitly assume that the basic structure on the state spaces is given and that the quasistatic
first law, Postulate 7’, is fulfilled. In particular, by a quasistatic process from now on we mean a
(piecewise) C1-quasistatic one. Also, as is usually done in the literature, we will only write δWS
and δQS , without manifesting the process-dependence of these forms in the notation explicitly.
11.3 Entropy through quasistatic processes
When using quasistatic processes for computing entropy differences we have to consider reversible
ones. A quasistatic process {p(λ, λ′)}λ,λ′ on a system is called reversible if all members p(λ, λ′) of
the family are reversible work processes on this system.
Suppose now a system S ∈ S undergoes a quasistatic process {p(λ, λ′)}λ,λ′ ⊂ PS∨R1∨···∨RN ,
where {Ri}i ⊂ R are reservoirs, such that there is a partition 0 = λ0 < λ1 < · · · < λN = 1 and for
λi−1 < λ ≤ λ′ < λi the process p(λ, λ′) only acts on S∨Ri, i.e. it can be written as a work process
on S ∨Ri composed with an appropriate identity on the other reservoirs. Denote the initial state
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of this process on S by σ1 and the final state by σ2. We find
SS(σ2)− SS(σ1) =
N∑
i=1
QS,i
Ti
=
N∑
i=1
∫
γ|[λi−1,λi]
δQS
Ti
=
∫
γ
δQS
T
. (11.6)
The first equality is just Definition 10.2, where QS,i is the heat that S exchanges at temperature
Ti with reservoir Ri between parameters λi−1 and λi. Therefore, QS,i =
∫
γ|[λi−1,λi]
δQS and the
second equality follows. For the third equality T = T (λ) is introduced as a (piecewise constant)
function on the curve such that T (λ) = Ti for λi−1 < λ < λi.
Starting from this, one can interpret the integral expression from Equation (11.6) with a con-
tinuous function T on the path as the limit of reversible quasistatic process with finer and finer
partitions such that in the limit the piecewise constant temperature functions converge pointwise
to the continuous one and the piecewise C1-curves converge to γ. The interpretation that the
heat δQS(γ(λ))
dγ(λ)
dλ flows at temperature T (λ) is valid in this limit. However, for the operational
meaning of a continuous temperature function it is important to remember that it arises from a
limit of piecewise constant functions. Only then the temperature can be put into relation with
Definition 9.1 for the temperature of heat flows.
Just like we strengthened the first law in the presence of quasistatic processes, we can also
strengthen the postulate on the existence of reversible processes with heat flows at well-defined
temperatures, Postulate 11, which is relevant for defining entropy on all of ΣS .
Postulate 11’ (Quasistatic reversible processes with heat flows at well-defined temperatures).
For any system S ∈ S it holds that
(o) For all states σ ∈ ΣS there exist m := dimΣS reversible C1-quasistatic processes on S ∨Ri,
Ri ∈ R for i = 1, . . . ,m, with curves γ1, . . . , γm passing through σ such that the derivatives
of these curves at σ are linearly independent. That is, there exist λi ∈ (0, 1) with γi(λi) = σ
for i = 1, . . . ,m, such that γ′1(λ1), . . . , γ
′
m(λm) are linearly independent.
(i) For any two states σ1, σ2 ∈ ΣS there exists a piecewise C1-quasistatic process {p(λ, λ′)}λ,λ′ ⊂
PS∨R1∨···∨RN with {Ri}
N
i=1 ⊂ R such that there is a partition {λi}
N
i=0 of [0, 1] and in each
segment (λi−1, λi) S interacts with a single reservoir, and in total it transforms ⌊p(0, 1)⌋S =
σ1 into ⌈p(0, 1)⌉S = σ2.
In this more restrictive version, (i) corresponds to the previous statement with the additional
requirement that the process connecting the two states is quasistatic. This again makes sure
that the entropy can be computed for any state in ΣS , for any system S now with the integral
expression from Eq. (11.6). Of course, also here the result from Clausius’ Theorem (Theorem 10.1)
is important in order to make sure that this way of computing the entropy difference does not
depend on the used process.
The purpose of the additional point (o) is the same as the corresponding point (o) in Pos-
tulate 7’. And again, one might wonder whether (o) already implies (i). In fact, it looks even
more plausible here than before since the argument of the direction of the processes can no longer
pose a problem for reversible processes. Nevertheless, the existence of finitely many curves in a
neighbourhood of a point σ with linearly independent derivatives do not immediately imply the
existence of a curve (coming from a quasistatic process) connecting any two points in the manifold.
We do not discuss this technical topic any further here as it does not play a major role from a
conceptual viewpoint. It is at this point good enough to have sufficient criteria in order to deduce
differentiability of the entropy. This is what we do next.
In practice it is often the case that the differential work for reversible quasistatic processes is
independent of the actual process. In this case the notation δWS without the superscript (p) is
not just convenient but also formally correct, and the 1-form is defined on all of the state space
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ΣS . For gases for instance, one can find δWS = −pdV during reversible quasistatic processes.
This is not to say that the 1-form is exact, as one can see from the gas example.
As a derived 1-form from other 1-forms, which are independent of the process, the differential
heat δQS then also shares this independence.
If now Postulate 11’ holds, it follows that entropy is differentiable in the same way as differ-
entiability of US was derived. In the argument for the differentiability of the entropy Clausius’
Theorem 10.1 plays an important role, as it is necessary to be able to express entropy in terms
of a path-independent integral. Again it is important that the 1-form over which is integrated is
continuous. This may not be the case in all quasistatic processes. Namely, at the points where
the piecewise constant function T jumps, the 1-form δQS
T
is not continuous. However, with (o) we
know that there are quasistatic paths through any state during which T is constant, in particular
continuous. This is guaranteed by the condition that the m reversible quasistatic processes are
acting on S and a single reservoir. Hence, when showing differentiability of the entropy, one can
just use these paths.
As a consequence, the differential dSS exists and is exact. In the context of a reversible qua-
sistatic process in which heat is exchanged at temperature T , the differential reads dSS =
δQS
T
.
Also the proof showing that entropy is differentiable is worked out in more detail in Section 13
using the example of the ideal gas.
With this we have shown that the presented framework, which was formulated in a discrete
manner, can be extended to a continuous (even differentiable) formulation such that the usual
differentiability properties of the internal energy and the entropy hold. This makes life a lot
easier when following the standard arguments from phenomenological thermodynamics, e.g. when
deriving different thermodynamic potentials or computing thermodynamic quantities such as the
compressibility or the heat capacity.
52
12 The temperature of arbitrary systems
Postulates: the temperature of a system
New notions: quasistatic thermodynamic processes, differential work and heat
Summary: We discuss how to extend the notion of absolute temperature for reservoirs
(Section 8) and heat flows (Section 9) to the temperature of a system. In particular, we
give insights into when this is possible and when one cannot expect that such a notion can
be meaningfully defined.
The concepts of temperature introduced so far include the temperature of a reservoir and the
temperature of a heat flow. However, we have not made a general definition of the temperature
of a system S ∈ S nor the temperature of a state σ ∈ ΣS . The reason for this is that it is not
always possible. As an example, it already suffices to consider a composite system S = S1 ∨ S2 in
a generic state σ1 ∨ σ2. Even if both S1 in state σ1 an S2 in state σ2 can be assigned individual
temperatures T1 and T2, these will in general not be equal. Therefore, there is no unique “com-
bined” temperature of the composed system S – one would intuitively need two “temperatures”
in such a setting. Also for atomic systems it is not clear that a single temperature can always
be assigned to each state. Even though atomic systems are considered “indivisible”, this is only
introduced in abstract terms of the composition ∨, thereby not excluding the possibility that the
atomic system could still consist of two compartments with independent properties, just not in
the sense composition speaks about it.
Nevertheless, we know from the standard theory of thermodynamics that there are many
systems for which a temperature (of the system) can be defined in any state. We here investigate
the case of a system S with a state space ΣS ⊂ R2 that is an open subset of R2, hence the
states are determined by two real parameters x, Y . We further assume that this system fulfils the
quasistatic first law as well as the quasistatic version of the postulate for defining entropy and
that in reversible quasistatic processes the differential work can be written as δW = xdY . These
properties have been introduced and discussed in the previous Section 11. They are formulated in
a generic way, but we do not claim that there exists no setting with weaker assumptions in which
nevertheless a temperature can be assigned to the system.
We will now define the temperature of such a system as the temperature of a reversible heat
flow that is exchanged with the system. This is the basic compatibility requirement we have in
mind here. Obviously, in the most general case there might be different possible reversible heat
flows with different temperatures coming from a system in a given state. In this case the tem-
perature could not be uniquely defined. As argued already in the beginning of this section, this
construction of temperature cannot always be applied. With the assumptions made, however, it
is possible, and eventually allows us to define the temperature of a system via the temperature of
heat flows, which in turn relies on the definition of the absolute temperature of reservoirs.
In general, the differentials of work and heat sum up to dU = δW+δQ. Using this for reversible
quasistatic processes in which heat is exchanged at a well-defined temperature it holds δQ = TdS
and with the above assumptions it follows
dU = xdY + TdS . (12.1)
Considering now processes during which Y is kept constant, we find
T =
∂U
∂S
∣∣∣∣
Y
. (12.2)
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This equation needs an explanation. First, the internal energy is a priori a function of x and Y .
However, the entropy S is another state variable and one can consider U as a function of S and Y
instead. Second, due to the differentiability of U and S, the partial derivative exists. We conclude
that the temperature of the (infinitesimal) heat flow in a process, in which Y is kept constant, can
be written as the partial derivative of internal energy U w.r.t. entropy S. But the right hand side
only depends on state variables, hence T is also a state variable in this particular case. Thus we
call T the temperature of the system in state (S, Y ).
Thinking of a gas and identifying x with the pressure p and Y with the volume V (up to a
minus sign) it follows that one can generally define the absolute temperature of a gas in the way
sketched here. This example is discussed in Section 13 in more depth.
This notion of temperature, just like the temperature of a heat flow, eventually relies on the
absolute temperature of reservoirs and is defined as the temperature of the reversible heat flow
exchanged with the system in the state of interest.
We close this section with the consideration of two gases with state variables p1, V1 and p2, V2,
internal energies U1, U2 and entropies S1, S2. The internal energy of the composed system of the
two gases, U12 := U1 + U2 then fulfils
dU12 = −p1dV1 − p2dV2 + T1dS1 + T2dS2 . (12.3)
In the same spirit as done above for a single system one can now define the temperature of gas 1
as
T1 =
∂U12
∂S1
∣∣∣∣
V1,V2,S2
. (12.4)
As before, it will indeed be a state variable, but it would not be a good idea to call T1 the “tem-
perature of the (total) system”, as it is not the only temperature one can assign to the system.
One could have done the same with exchanged indices 1↔ 2 and obtain T2, which will in general
not yield the same result.
We conclude that calling T the “temperature of a system” is always a matter of interpretation.
The good thing about this is that one does not have to call anything a temperature of a system
in order to apply the thermodynamic theory. It is sufficient to think of T as the temperature of a
heat flow, which is a well-defined concept without space for ambiguities.
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13 Example: The ideal gas
Postulates: -
New notions: -
Summary: This section treats the example of the ideal gas in full detail. Starting with
the postulates and empirical observations the internal energy as well as the entropy function
of the ideal gas is formally derived. From there one can define the temperature of an ideal
gas, a concept that is eventually used to illustrate what happens in an irreversible heat flow
between two ideal gases of different temperatures.
The example of a gas, in particular of the ideal gas, has been mentioned in several instances
in this work. In all cases so far, the details were only introduced to the level at which they needed
to be known. In this section we want to consider the example of the ideal gas from the beginning
to the end, i.e. discuss the postulates and how they are reflected in this example in detail and
full length. This will culminate in the derivation of the ideal gas law, which connects the state
variable pressure and volume, which are initially assumed to describe the states, with the absolute
temperature T .
13.1 From thermodynamic processes to internal energy and entropy
In order to do so we first need to make clear what can be experimentally observed when dealing
with an ideal gas. This tells us which processes exist and how to compute their work cost. As
emphasized in the first sections of this paper, these are the necessary inputs to the theory of
phenomenological thermodynamics. Once these inputs are formulated, one can check whether the
postulates are satisfied and, if yes, the framework can be used to derive the other concepts of
interest like thermodynamic entropy.
Denote by A the system of the ideal gas. We choose the states to be described by pressure p
and volume V . This means that an arbitrary state σ can always be written as
σ = (p, V ) ∈ (R>0)
2
=: ΣA . (13.1)
Notice that for this treatment the amount of substance, usually denoted by n (the number of
moles) or N (the number of particles), is here not a variable but a characteristic constant for the
system, i.e. n = nA. One could also consider n to be an additional variable in the tuple describing
states and carry out the steps that follow below. However, in order to see a proper application of
the theory to the example this is not necessary and would make it unnecessarily complicated. For
the sake of an accessible example we do not do this here.
Now, when working with this system, one can find that any state of the form (p1, V ) can
be transformed into (p2, V ) with p2 ≥ p1 by a C
1-quasistatic work process on A with the curve
γ(λ) = ((1 − λ)p1 + λp2, V ). This can for instance be done by slowly applying friction on the
container from all sides, thereby heating up the gas (in an intuitive sense). Such processes are
here said to be of type 1. During this quasistatic process, in which the volume is kept constant,
the differential work on A is found to be
δWA =
3
2
V dp . (13.2)
Next, one can observe that whenever two states (p1, V1) and (p2, V2) fulfil p1V
5
3
1 = p2V
5
3
2 then
there exists a reversible C1-quasistatic work process on A transforming one into the other along the
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curve with pV
5
3 = const.19 This is done by compressing or expanding the gas slowly while keeping
it isolated from its surroundings. These processes are said to be of type 2. During reversible
C1-quasistatic processes on A, i.e. processes of type 2, the differential work can be computed as
δWA = −p dV . (13.3)
The typical set of work processes PA associated with the ideal gas contains all finite alternating
sequences of processes of type 1 and type 2. We here work with exactly these work processes, i.e.
we say that PA contains all these sequences and no other processes. As a consequence, any work
process can be written as a finite alternating sequence of processes of type 1 and type 2.
Third, it turns out that for all states (p1, V1) and (p2, V2) with p1V1 = p2V2 there exists a
heat reservoir R ∈ R such that they can be reversibly transformed into each other through a
reversible C1-quasistatic work process on A ∨ R along the curve pV = const. in ΣA. Even more,
the temperature T of the involved reservoir is found to depend linearly on pV , i.e. there exists a
(system-specific) constant nA such that pV = nART , where R is the ideal gas constant.
20 Such
processes are type 3. Also for this type of processes, Equation (13.3) gives the differential work. In
fact, it turns out that the differential work of any reversible quasistatic process on A has this form.
We summarize the necessary assumptions outside of the framework that must be given as an
input to the theory in this example:
• the description of states as σ = (p, V ) ∈ (R>0)
2
= ΣA
• quasistatic work process on A of type 1 along constant V , pressure increasing, with δWA =
3
2V dp
• quasistatic reversible work processes on A of type 2 along constant pV
5
3
• work processes on A are exactly those which can be written as a finite alternating sequence
of processes of type 1 and type 2
• quasistatic reversible work processes on A ∨ R for R ∈ R of type 3 along constant pV with
pV = nART for the temperature T of the reservoir R
• for all reversible quasistatic process involving A (in particular type 2 and 3) the differential
work is given by δWA = −p dV
The choice of these three type of processes as our “basic processes” on which the thermody-
namic description of the system is based is somewhat arbitrary. One could come up with different
types of processes and work processes that allow us to describe state changes on A and their
thermodynamic properties. However, the choice is here made such that the calculations of the
internal energy and the entropy can be carried out easily.
In addition, the existence and the form of the processes of type 1, 2, and 3 allow us to conclude
without much effort that the ideal gas A satisfies Postulate 7’ and Postulate 11’. Regarding
Postulate 7’ consider Figure 13.1 (a):
(o) Obviously, dimΣA = 2. The work processes of types 1 and 2 can pass through any state.
Since the C1-curves V = const. and pV
5
3 = const. pass through any state s.t. the derivatives
of the curves are linearly independent, it follows that (o) is satisfied.
19We tacitly assume here that the ideal gas is monoatomic. This implies that the number of degrees of freedom
is f = 3, which yields the prefactor f
2
= 3
2
for the differential work in constant volume processes. Likewise, this
sets the isentropic exponent to κ = 5
3
. In a more general consideration, one could work with f and κ as variables
that satisfy κ = f+2
f
.
20We all know that nA will turn out to be the amount of substance (in moles) of the ideal gas A. However, for
the purposes presented here this is not important.
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Figure 13.1: The (p, V )-diagram of the processes discussed in the proof showing that Postulates 7’
and 11’ are fulfilled. The quasistatic curves γ are marked with thick lines. (a) A piecewise C1-
quasistatic work process on A consisting of the concatenation of a process of type 2 followed by
one of type 1 transforms σ1 = (p1, V1) into σ2 = (p2, V2). The dashed lines are graphs of constant
pV
5
3 . (b) The reversible piecewise C1-quasistatic process on A∨R′ is a concatenation of a process
of type 2 transforming σ1 = (p1, V1) into σ
′ = (p′, V ′) followed by a process of type 3 turning the
state into σ′′ = (p′′, V ′′), followed by another process of type 2 transforming this into the final
state σ2 = (p2, V2). The dashed lines are as in (a), the continuous lines are graphs of constant pV .
(i) For two given states, choose the numbering (p1, V1) and (p2, V2) s.t. p1V
5
3
1 ≤ p2V
5
3
2 . Then the
state change (p1, V1) → (p2, V2) can always be obtained by process of type 1, transforming
(p1, V1)→ (p′, V2), followed by a process of type 1 raising p′ to p2. In total this is a piecewise
C1-quasistatic work process on A.
(ii) Since any work process on A can be written as a sequence of alternating processes of types
1 and 2, it can easily be seen that the total work done on A only depends on the initial and
final state.
In a similar spirit, it follows for Postulate 11’, see Figure 13.1 (b):
(o) Reversible C1-quasistatic processes of type 2 and 3 can pass through any state and their
curves pV
5
3 = const. and pV = const. have linearly independent first derivatives in any
point.
(i) Any two states (p1, V1) and (p2, V2) can be reversibly transformed into each other by the
concatenation of processes of type 2, followed by type 3, and again followed by type 2. In
fact, the reservoir R′ needed for executing the process of type 3 can be chosen arbitrarily,
in particular, it can have any temperature T ′.21 In total, this is a reversible piecewise
C1-quasistatic process on A ∨R′.
The other postulates do not only depend on the system A but on the whole structure of sys-
tems and processes. We do not check them explicitly here but with a reasonable choice of Ω (the
thermodynamic world, see Postulate 1) and thus S (the set of thermodynamic systems) as well as
P they are fulfilled as one intuitively expects.
We can now compute the internal energy difference (and hence the internal energy function
up to the constant U0A) of two arbitrary states σ1 = (p1, V1) and σ2 = (p2, V2) according to
Definition 3.2. This can be done via the process suggested in the discussion of Postulate 7’ (i)
21 This is a consequence of the fact that any line of constant non-zero pV has exactly one intersection with any
other line of constant non-zero pV
5
3 .
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above and shown in Figure 13.1 (a). The intermediate state σ′ = (p′, V2) fulfils p
′V
5
3
2 = p1V
5
3
1 as
it is obtained from σ1 through a process of type 2. We find:
∆UA = UA(σ2)− UA(σ1)
=
∫ σ′
σ1
−p dV +
∫ σ2
σ′
3
2
V dp
= −p1V
5
3
1
[
−
3
2
V −
2
3
]V2
V1
+
3
2
V2
[
p
]p2
p′
=
3
2
p1V
5
3
1
(
V
− 23
2 − V
− 23
1
)
+
3
2
V2
(
p2 − p1
(
V1
V2
) 5
3
)
=
3
2
(p2V2 − p1V1) .
(13.4)
With the reference energy U0A we can conclude that for any state σ = (p, V ) ∈ ΣA the internal
energy is
UA(σ) =
3
2
pV + U0A . (13.5)
The internal energy function is obviously C∞ on ΣA, in particular C
1. As proved in Section 11,
the latter must be the case.
Using the process suggested in the discussion of Postulate 11’ above we can compute the
entropy difference of the two states σ1 and σ2 according to Definition 10.2. The intermediate
states σ′ = (p′, V ′) and σ′′ = (p′′, V ′′) fulfil p′V ′ = nART
′ = p′′V ′′ as well as p′(V ′)
5
3 = p1V
5
3
1
and p′′(V ′′)
5
3 = p2V
5
3
2 , as can easily be seen from Figure 13.1 (b). Also, the only non-trivial heat
flow appears in the type 3 process transforming (p′, V ′) into (p′′, V ′′) at constant temperature T ′.
Hence:
∆SA = SA(σ2)− SA(σ1) =
∫ σ2
σ1
dSA =
∫ σ2
σ1
δQA
T
=
∫ σ′′
σ′
δQA
T ′
=
∫ σ′′
σ′
dUA + p dV
T ′
=
3
2T ′
(p′′V ′′ − p′V ′) +
1
T ′
∫ V ′′
V ′
p dV
= 0 +
p′V ′
T ′
∫ V ′′
V ′
1
V
dV
= nAR ln
(
V ′′
V ′
)
= nAR
(
3
2
ln
(
p2
p1
)
+
5
2
ln
(
V2
V1
))
.
(13.6)
As before, with the reference entropy S0A it follows that the entropy of any state σ = (p, V ) can
be written as
SA(σ) = nAR
(
3
2
ln
(
p
p0
)
+
5
2
ln
(
V
V0
))
+ S0A , (13.7)
where (p0, V0) = σ0 is the reference state for computing the entropy. As was the case before for
the internal energy, it immediately follows that the entropy is C∞(ΣA), in particular C
1(ΣA).
Notice that Equations (13.5) and (13.7) are the standard expressions for the internal energy and
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the entropy of an ideal gas in the variables pressure p and volume V .
We now want to compute the internal energy U(S, V ) as a function of the entropy and the
volume. This will allow us to determine an expression for the temperature of the ideal gas, as is
discussed in Section 12. With Equations (13.5) and (13.7) it follows that
U(S, V ) =
3
2
p0V0
(
V
V0
)− 23
· exp
(
2
3
S − S0A
nAR
)
+ U0A . (13.8)
Taking the derivative of U(S, V ) at constant V with respect to S we obtain the temperature of
the ideal gas:
T =
∂U
∂S
∣∣∣∣
V
=
3
2
p0V0
(
V
V0
)− 23
·
2
3
1
nAR
exp
(
2
3
S − S0A
nAR
)
=
2
3
1
nAR
(UA − U
0
A) . (13.9)
There are important conclusions one can draw from this. First, the internal energy of an ideal gas
can be written as UA(σ)−U
0
A =
3
2nART . Hence, the temperature of the ideal gas in state σ, T , in
a state variable and UA can be written as a function of T only. The fact the T defined according
to Equation (13.9) is a state variable in this setting has already been argued in Section 12 on more
general assumptions and can be observed in the explicit example here.
Second, combining this result with Equation (13.5), we see that the temperature of a state
σ = (p, V ) is always T = pV
nAR
, which is the ideal gas law. This is remarkable, as this expression
for the temperature of the gas is exactly the same as we had for the temperature of the heat reser-
voir R with the help of which the state σ can be transformed reversibly (through a quasistatic
process on A∨R) to any other state with the same temperature. Hence, what we call the temper-
ature of the system (or the state of the system, for that matter) is equal to the temperature of a
heat reservoir with which the system can reversibly interact while exchanging heat in this state.
Again, the fact that both notions of temperature are the same has been shown more generally in
Section 12.
13.2 A heat flow between two ideal gases of different temperatures
We apply the gained knowledge about the temperature of an ideal gas to Definition 9.1, the
temperature of a heat flow. We know from Lemma I.3 that the temperature of a reversible heat
flow Q 6= 0 is unique if it exists. In Example 9.3 we have also seen that if the heat flow is not
reversible it is very well possible that different temperatures can be assigned to it. With the
concept of the temperature of an ideal gas it is now possible to refine this argument.
Consider two ideal gases A1, A2 ∈ A in states σ1 ∈ ΣA1 and σ2 ∈ ΣA2 , respectively. Suppose
that the temperatures according to Equation (13.9) are T1 > T2. When thermally connecting the
two gases, e.g. by bringing them into physical contact with the same thin metallic rod, we know
from experience that a non-zero heat flow Q from the hotter gas to the colder one can be observed.
What temperature(s) can be assigned to this heat flow?
Using Definition 9.1 we see that this question can be rephrased as: what heat reservoirs can
be put in between the two systems without changing the thermodynamic properties of the process
on the systems A1 and A2? Figure 13.2 depicts this interpretation of the question. Thinking of
a long rod used to establish the contact between the systems, one can in principle cut the rod in
half at any point and find a reservoir with the right temperature to put in between. This will not
change anything with respect to the thermodynamic properties of A1 and A2 under the process.
Since the temperature decrease over the rod is continuous22 one can find places to put reservoirs in
between at all temperatures in the interval [T2, T1]. Hence, any temperature T with T2 ≤ T ≤ T1
can be assigned to the heat flow Q and our framework provides a precise language to talk about
these intuitive but usually only vaguely described concepts.
22This is again a statement that is supported by experience, i.e. experiment, rather than the theoretical framework.
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(a) A1 A2
Q
(b) A1 R1
Q
(c) R2 A2
Q
(d) A1 R
′ R′′
Q Q Q
R′′′ A2
Q
Figure 13.2: (a) When thermally connecting two ideal gases at different temperatures a non-
zero heat flow Q can be observed to flow from the warmer to the colder gas. Call this process
p ∈ PA1∨A2 . (b) & (c) According to Definition 9.1 the heat Q flows at temperature T if there
exist two reservoirs R1 ∼ R2, both at temperature T , and the process can be split up into two
processes pi ∈ PAi∨Ri such that for Ai the thermodynamic properties of p and pi are the same.
(d) Thinking of a rod between the two gases has the advantage that it becomes manifest that the
rod could be intercepted at any point with a heat reservoir at a certain temperature. Since the
decrease of temperature over the rod from A1 to A2 will be continuous, any temperature in the
interval [T2, T1] is attained at one point. In the figure, three different reservoirs at temperatures
T ′ ≥ T ′′ ≥ T ′′ are depicted.
14 Scaling
Postulates: -
New notions: scaled system, intensive and extensive state variables, principle of
maximum entropy
Summary: The scaling of thermodynamic systems is introduced and used to prove the
principle of maximum entropy.
Often one wants to be able to talk about the same type of systems in different sizes, i.e. about
scaled systems. Intuitively, the properties of a system 2S that is “twice as big” as S are clear:
the state spaces have the same structure with the difference that “extensive” (i.e. homogeneous)
variables of corresponding states are scaled by a factor of 2; likewise the thermodynamic processes
that can be carried out on 2S are the “scaled” processes p that can be carried out on S.
We immediately notice that these intuitive ideas lack a formal clarification of the notions
“extensive variable” and “scaled process”. In the example of an ideal gas as discussed in Section 13
this is rather easy. Let 2A be the ideal gas from the previous sections scaled by a factor of 2. We
know that the variable that should be scaled is the volume, while the pressure is “intensive”, i.e.
is not scaled with the system size. Also, the system specific constant nA (corresponding to the
amount of substance) scales as n2A = 2nA like the volume. On the other hand the pressure does
not change under the scaling. It is important to realize that the knowledge about the different
behaviours of the state variables under scaling cannot come out of the framework but must be
seen as an input to it.
With this, states 2σ = (p, 2V ) ∈ Σ2A ↔ σ = (p, V ) ∈ ΣA are in a 1-1 correspondence. Likewise,
the (quasistatic) processes connecting two states 2σ1 and 2σ2 fulfil δW2A = 2δWA, as can easily be
seen from Eq. (13.2) and (13.3), and are in a 1-1 correspondence with the (quasistatic) processes
connecting σ1 and σ2. It follows that, when choosing
23 U02A = 2U
0
A, the internal energy must
23Even if one does not make this choice, the physically relevant internal energy differences still scale linearly with
the factor 2. The analogous statement holds for the entropy.
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satisfy U2A = 2UA, which is indeed the case as can easily be checked in Eq. (13.5). In order
to obtain the analogous result for entropy it suffices to choose S02A = 2S
0
A. Again, we see that
Eq. (13.7 satisfies S2A = 2SA.
24 The derived concept of the temperature of an ideal gas in state
σ ∈ ΣA, Eq. (13.9), does not scale with the system size, as the temperature of 2σ is the same as
the temperature of the state σ.
14.1 General definition of scaled systems
More generally, we consider the case of a scaling factor λ = n ∈ N>0 and explain the proper way
of talking about the scaled system nS. Let S(2)=ˆ · · · =ˆS(n)=ˆS be copies of S and let ϕ(i) be the
thermodynamic isomorphism describing the equivalences. For processes p, p(2), . . . , p(n) ∈ P and
states σ ∈ ΣS , σ(i) ∈ ΣS(i) with ϕ
(i)(p) = p(i) and ϕ
(i)
Σ (σ) = σ
(i) we write p(i)=ˆp and σ(i)=ˆσ.
Definition 14.1 (Scaled system by a factor of λ = n ∈ N>0). The system nS ∈ S is the scaled
system S ∈ S by a factor of n if there exists an embedding ψ : P → P of nS into S ∨ S(2) ∨ · · · ∨
S(n), where S=ˆS(i) are copies of each other. The embedding ψ is an injective mapping with the
properties
(i) for p˜ ∈ P acting on nS it holds ψ(p˜) = p ∨ p(2) ∨ · · · ∨ p(n) for some p ∈ P acting on S and
p(i)=ˆp,25
(ii) WnS(p˜) =WS∨S(2)∨···∨S(n)(ψ(p˜)).
The embedding can be understood as the nS = S ∨ S(2) ∨ · · · ∨ S(n) with restrictions, the
restriction being that the thermodynamic processes that can be applied to nS are exactly those
of the form p∨ p(2) ∨ · · · ∨ p(n) with p(i)=ˆp. As a consequence, the states nσ ∈ ΣnS correspond to
states of the form σ ∨ σ(2) ∨ · · · ∨ σ(n) with σ(i)=ˆσ for σ ∈ ΣS .
If a process p˜ ∈ P acts on nS we write p˜ =: np, where p ∈ P is the process acting on S such
that ψ(2p) = p ∨ p(2) ∨ · · · ∨ p(n). This notation is well-defined since ψ is injective and it can be
applied to any p˜ ∈ P acting on nS due to (i).
The work function WnS scales with the system’s size. This follows from Definition 14.1 (ii),
WnS(np)
(ii)
= WS∨S(2)∨···∨S(n)(ψ(n˜p)) =WS(p) +
n∑
i=2
WS(i)(p
(i) = nWS(p) . (14.1)
In the second equality we used the additivity of work, while the third equality holds because
S(i)=ˆS are copies of each other with p(i)=ˆp. Consequently, the internal energy and the entropy
also scale with the system size. They inherit the scaling property of the work function since any
entropic and energetic quantity homogeneously depends on the work functions.
If λ = 1
ν
for some ν ∈ N>0 the scaled system λS is defined as the system satisfying
λS ∨ · · · ∨ λS︸ ︷︷ ︸
ν times
=ˆS , (14.2)
which allows us to extend the concept of scaling to at least26 the positive rational numbers λ =
µ
ν
∈ Q>0 by defining
λS = µ
(
1
ν
S
)
. (14.3)
24Here it is important not to forget that the reference state σ0 = (p0, V0) ∈ ΣA from which the entropy is
computed also scales to 2σ0 = (p0, 2V0) ∈ Σ2A. Otherwise one could come to the wrong conclusion that the
entropy does not scale linearly, i.e. is not extensive.
25Clearly, if p acts on S, then its copy p(i) acts on the copy S(i) of S.
26Being able to scale with rational factors, since the rational numbers are dense in R, we can “approximate” λS
with λ ∈ R arbitrarily well. However, making the notion “approximate” precise requires at least a topology on S.
We do not go further into this technical discussion and are content with rational factors for now.
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Generally, a state variable XS on the system S is called extensive if it satisfies
XλS(λσ) = λXS(σ) , (14.4)
where XλS is the corresponding state variable on λS. Similarly, it is called intensive if
XλS(λσ) = XS(σ) . (14.5)
With volume, internal energy and entropy (and the amount of substance, for that matter, even
though we here treat it as a constant state variable) we have already encountered several extensive
state variables of the ideal gas. The intensive state variables were pressure and temperature.
Clearly, in practice the scaling factor λ cannot become arbitrarily small or large without
surpassing the region of validity of the theory.
For instance, if 1 l of an ideal gas A at atmospheric pressure and temperature and is scaled with
a factor λ = 10−25 we know that the scaled system λA will contain less than a particle. There is
an obvious problem with the interpretation of λA as a physical system. Even if there were still a
few particles in λA quantum effects may become dominant in the description of the system that
were averaged out in the description of A. Hence, λA and A will not be in correspondence with
each other as was required above. More specifically, the differential work for reversible quasistatic
process will most likely no longer read δWλA = −λp dV .
On the other hand, when scaling an ideal gas A with a factor λ = 1030, the mass of the system
λA will be of the order of a solar mass and effects like self-gravitation will become dominant.
Notice that the invalidity of thermodynamics at the very large or very small scale is similar to
the one encountered in classical mechanics. In both cases it is not a shortcoming of the framework
itself but rather the fact that the underlying theory (here: the one to define systems, states,
processes, and to compute work) is only an approximation. Even though we know about the
different effects at the very small or the very large scale, we keep considering general rational
scaling factors λ ∈ Qr {0} since it is impossible to decide on the region of validity on an abstract
level. The general mathematical way of formalizing the scaling of systems cannot take these effects
into account.
14.2 Principle of maximum entropy
In this section we apply the scaling of the ideal gas to prove the principle of maximum entropy for
ideal gases. This principle is a consequence of the Entropy Theorem 10.4. As will become evident
during the developments in this section, the considerations presented here can be extended to
other systems that share basic properties with the ideal gas. These properties are discussed at the
end of this section.
From Eq. (13.5) we immediately see that instead of describing states with the tuple (p, V ) we
could also choose (U, V ) as the basic variables. In this section we will take this description,
σ = (U, V ) (14.6)
due to the nice property that under scaling with the factor λ one can write λσ = (λU, λV ).
Consider now the composition of two scaled ideal gases A′ = λA and A′′ = (1− λ)A for λ ∈ (0, 1)
and denote S = A′ ∨A′′. States of S are described as σ = σ′ ∨ σ′′ for σ′ ∈ ΣA′ and σ′′ ∈ ΣA′′ and
we may write σ = (U ′, V ′, U ′′, V ′′). As shown in Lemma J.1 the entropy of S can be written as
the sum of the entropies of its subsystems,
SS(σ) = SA′(σ
′) + SA′′(σ
′′) . (14.7)
It was emphasized in Section 1 that the composition operation does not imply that the composed
subsystems are in physical contact. They are simply described as one system. The state σ′ ∨σ′′ is
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thus sometimes called constrained in the sense that the two subsystems (ideal gases here) cannot
physically interact.
Typically there exists a work process q ∈ PS on S that lets the subsystem exchange energy and
volume for a sufficient amount of time27 such that q transforms ⌊q⌋S = (U ′, V ′, U ′′, V ′′) = σ′ ∨ σ′′
into the final state
⌈q⌉S = (λ(U
′ + U ′′), λ(V ′ + V ′′), (1 − λ)(U ′ + U ′′), (1 − λ)(V ′ + V ′′)) , (14.8)
i.e. the internal energies and the volumes have changed such that each subsystem has a share
proportional to its size (in terms of λ). This process has work cost WA′(q) =WA′′(q) = 0 on both
subsystems. We call the final state unconstrained and write ⌈q⌉S =: σ′+σ′′ ≡ (U ′+U ′′, V ′+V ′′).
This notation is motivated by our choice of extensive variables and has to be explained.
First, we profit from the choice of the extensive variables U and V which give manifest meaning
to the addition “+” of two states. Even though this is convenient, it is not a necessary choice in
order to define this addition operation. One could also define it in terms of the variables pressure
p and volume V such that when computing the internal energies they satisfy λ(U ′ + U ′′) for A′
and (1 − λ)(U ′ + U ′′) for A′′, for instance.
Second, technically the 2-tuple (U ′ +U ′′, V ′ + V ′′) is not a proper description of a state on S,
since the states of S are described by 4-tuples. However, by the definition of σ′ + σ′′ as the final
state of q on S, the states of the subsystems A′ = λA and A′′ = (1− λ)A can always be obtained
from the notation (U ′ +U ′′, V ′+ V ′′) as the part of it proportional to λ and (1− λ), respectively.
We will use this notation with its implicit meaning from now on.
Third, the “decomposition” of an unconstrained state σ′ + σ′′ into summands is not unique.
That is, there exists arbitrarily many other states σ˜′ ∈ ΣA′ and σ˜′′ ∈ ΣA′′ with σ˜′+ σ˜′′ = σ′+ σ′′.
Finally, not every state σ ∈ ΣS is an unconstrained state. This is already clear from the
construction of the unconstrained states as the final states of special processes.
Since q ∈ PS is a work process on S we can use the Entropy Theorem 10.4 to bound the
entropy of the unconstrained state σ′ + σ′′ from below. It states that
SA′(σ
′) + SA′′(σ
′′) ≡ SS(σ
′ ∨ σ′′) ≤ SS(σ
′ + σ′′) (14.9)
with equality if q is reversible. Typically, q is reversible if and only if it is an identity process, i.e.
if and only if the constrained state was already unconstrained, which means that λU ′′ = (1−λ)U ′
and λV ′′ = (1 − λ)V ′. That is, the states σ˜′ = (λ(U ′ + U ′′), λ(V ′ + V ′′)) ∈ ΣA′ and σ˜′′ =
((1− λ)(U ′ +U ′′), (1− λ)(V ′ + V ′′)) ∈ ΣA′′ satisfy σ˜
′ ∨ σ˜′′ = σ˜′ + σ˜′′. For these states the bound
in Eq. (14.9) is saturated.
With this the derivation of the principle of maximum entropy for ideal gases is done.
Theorem 14.2 (Principle of maximum entropy). For an ideal gas A ∈ S and a scaling parameter
λ ∈ (0, 1) let S = A′ ∨A′′ be the composed system of A′ = λA and A′′ = (1− λ)A. Furthermore,
let (U, V ) ∈ ΣS be an unconstrained state. Then
SS(U, V ) = max
U ′+U ′′=U
V ′+V ′′=V
SA′(U
′, V ′) + SA′′(U
′′, V ′′) . (14.10)
Informally one can interpret the statement of this theorem as: in a closed system the entropy
is maximal for unconstrained states. Instead of “unconstrained states” the notion of “equilibrium
states” is used more often. However, removing the constraint is what happens operationally, which
is why we stick to the former notion.
Now we can provide a good reason for choosing U and V as the variable to describe the
states of the ideal gas. The principle of maximum entropy states that the entropy function for
27 In practice this means that the subsystems may exchange energy and volume (e.g. by means of a freely moving
piston between them) for a time t that is longer than the typical equilibration time of the system.
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S, SS , restricted to unconstrained states (U, V ), is concave. This can be seen as follows. The
S = A′ ∨A′′ ≡ λA∨ (1− λ)A with the restricted state space containing only unconstrained states
(and thus only processes respecting this restriction can be applied) is equivalent to the system A,
since λ+ (1 − λ) = 1.28 This means in particular, that the principle of maximum entropy can be
written as
SA(U, V ) = max
U ′+U ′′=U
V ′+V ′′=V
SλA(U
′, V ′) + S(1−λ)A(U
′′, V ′′) , (14.11)
for any state σ = (U, V ) on A. Notice that now on the left hand side te entropy does no longer
have to be evaluated for a composed system.
For arbitrary internal energies U1, U2, volumes V1, V2 and any parameter λ ∈ [0, 1] it then holds
SA(λU1 + (1− λ)U2, λV1 + (1− λ)V2) ≥ SλA(λU1, λV1) + S(1−λ)A((1− λ)U2, (1− λ)V2)
= λSA(U1, V1) + (1− λ)SA(U2, V2) .
(14.12)
This is the definition of a concave function. For the second equality it is crucial that all three
quantities entropy, internal energy and volume, are extensive, which explains the choice of vari-
ables.
Notice that Eq. (13.7) giving an explicit formula for the entropy of an ideal gas in terms of
internal energy U and volume V must fulfil the principle of maximum entropy according to our
derivations. Hence it must be concave. Indeed S(U, V ) fulfils both statements. One could now
ask why we did not just state Theorem 14.2 as a mathematical statement and proved it by direct
calculation using the explicit formula for S(U, V ) from Eq. (13.7). Indeed, we could have done
so, if the ideal gas was the only case in which the principle of maximum entropy held. However,
with the detailed derivation in terms of concepts of the framework we can now discuss extensions
of this theorem to other systems than just ideal gases.
In short, any type of system for which the relevant concepts in the derivation can be defined
meaningfully, fulfil a maximum entropy principle. In particular, the fact the the gas was ideal has
not been used anywhere in this derivation. More generally, the relevant concepts we needed were:
• The total system S can be written as the disjoint composition of two other systems S′ and
S′′, S = S′ ∨ S′′.
• Arbitrary states σ′ and σ′′ of S′ and S′′, respectively, can be “added” such that σ′+σ′′ ∈ ΣS .
This is the state the system attains after the constraints are removed, i.e. the two subsystems
can interact and exchange e.g. energy, volume, or even particles. Notice that “+” does not
have to be component wise addition of the entries of a tuple denoting the state. Also, as is
always the case with states of a composite system, the individual states of the subsystems
can be retrieved from the joint state.
• There are work processes on S with zero work cost on any subsystem that remove the
constraints, i.e. that transform σ′ ∨ σ′′ to σ′ + σ′′ for any choice of σ′ ∈ ΣS′ and σ′′ ∈ ΣS′′ .
The principle of maximum entropy in the more general case then reads says that for any
unconstrained state σ ∈ ΣS (i.e. any state which is the final state of a process that removes the
constraint) it holds
SS(σ) = max
σ′+σ′′=σ
SS′(σ
′) + SS′′(σ
′′) , (14.13)
where the maximum goes over all σ′ ∈ ΣS′ and σ′′ ∈ ΣS′′ that satisfy σ′ + σ′′ = σ.
Turning to concavity, an additional property of the system becomes relevant:
28For this argument it is again crucial that the states in the statement of the principle of maximum entropy are
unconstrained ones only.
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• The system S restricted to unconstrained states is equivalent to both 1
λ
S˜ and 11−λS
′′ for some
λ ∈ (0, 1) and the description of the states of all system happens in corresponding extensive
variables (which are the ones that are relaxed when removing the constraint discussed to
define “+”).
If this is the case, then concavity is implied also in the more general case. For concavity, the
states need to be described in terms of extensive variable such that the addition “+” is just the
component-wise addition of the entries of the tuple describing thermodynamic states.
Even though concavity of a function is a formal property a given function can or can not have,
the argument for a concave entropy function in the general case goes over an operational line of
reasoning involving many of the concepts introduced throughout this paper. In this context the
statement that entropy is concave in two extensive variables (e.g. U and V) is a statement about
what happens when one relaxes a constraint between two subsystems by coupling them (e.g. by
letting them exchange energy).
The general principle of maximum entropy is the basis to investigate further thermodynamic
potentials such as the free energy or the Gibbs free energy. These will fulfil similar principles
of extremal values with different constraints. It will also be relevant when deriving stability
conditions which for instance imply that the specific heat capacities
CV :=
∂U
∂T
∣∣∣∣
V
≥ 0 and Cp :=
∂U
∂T
∣∣∣∣
p
≥ 0 (14.14)
are non-negative and additionally fulfil Cp − CV ≥ 0.
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Discussion and conclusion
Summary
In this paper we have introduced the basic Postulates 1-11 in order to derive the foundations of
phenomenological thermodynamics. From the notion of thermodynamic systems, processes, states
and work (Postulates 1-6), we formulated the first law (Postulate 7) and derived the internal
energy function. After introducing the notion of equivalent systems, culminating in Postulate 8
requiring that there is an arbitrary number of copies of any system, we stated the definition of heat
reservoirs and formulated the second law (Postulate 9). From there, we were able to rigorously
follow the standard lines to prove Carnot’s Theorem and introduce absolute temperature. Using
the notion of absolute temperature of heat reservoirs it was possible to define the concept of the
temperature of heat flows, which was then used to prove Clausius’ Theorem 10.1 and the En-
tropy Theorem 10.4. Along the way we defined entropy, for which it was relevant that there exist
reversible processes over which the entropy difference between any two states can be computed
(Postulate 11).
We then used the introduced concepts to extend the framework to quasistatic processes. This
is a “continuous” version of the a priori discrete concept of a thermodynamic process. With
quasistatic processes it became possible to show that whenever the generalized Postulates 7’ and 11’
hold, then the internal energy function as well as the entropy are continuously differentiable state
variables. With this it was possible to discuss the absolute temperature of arbitrary systems.
The worked out example of the ideal gas gives insights into how the theory can be applied
to traditional settings. The assumptions that have to be made prior to applying the framework
for phenomenological thermodynamics in this example are spelled out and discussed. Also, the
validity of the postulates is checked and specific expressions for the internal energy as well as the
entropy function are derived. This allowed us to revisit the example of an (irreversible) heat flow
that can be assigned a spectrum of temperatures more formally.
A further exploration into the formalism for describing the scaling of systems led to the deriva-
tion of the maximum entropy principle. Again, the ideal gas was a very helpful example. However,
the result holds also for the entropy functions of more general systems. The specific assumption
for the maximum entropy principle to hold have been discussed.
This concluded the comprehensive discussion of “the laws of thermodynamics” in the tradi-
tional sense contrasted with the basic postulates of the framework of phenomenological thermo-
dynamics presented in this paper.
Discussion of main contributions
It may be surprising how much technical work was necessary to make these intuitively straightfor-
ward basic foundations precise. This tells us two things: it is possible to equip the intuitively clear
physical theory of phenomenological thermodynamics with a mathematically rigorous and precise
background; but it seems that this can only be done with considerable effort on the technical side.
After working on this project for a long time, we have good reason to believe that the compli-
cated derivations are intrinsically necessary. Having a closer look at the sections which required
more technical proofs than others, we see that most of these talk about very intuitive concepts
while the less technical sections are conceptually more relevant. For example, coming up with a
suitable definition for when two systems are considered to be copies of each other took several
pages of definitions and lemmas with proofs while, on the other end of the spectrum, the proof of
Carnot’s Theorem could be distilled to half a page.
It is worth mentioning here that the intuition of all concepts can be made precise enough to
introduce thermodynamics according to this framework in a undergraduate course without too
many technicalities. The authors of this paper have reworked the script of the course Theory of
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Heat held by Gian Michele Graf at ETH in 2005 for the same course in 2019 taught by Renato
Renner [35]. In the script from 2019, the main ideas of this paper are presented on a more intuitive
level.
Nevertheless, we believe it is one of the main achievements of this paper that we handle terms
such as equivalent systems, heat reservoirs or the temperature of a heat flow with great care,
thereby crystallising the definitions to the essence. Especially the definition of heat reservoirs is
something the authors have not seen elsewhere in any introduction to phenomenological thermo-
dynamics. Even though this term is omnipresent in thermodynamics it seems rather difficult to
formalise it. Heat reservoirs should be infinite systems, without using the term “infinite‘” in the
definition. They should be very simple in terms of what one can do with them. Basically they
should just provide or take up heat. On the other hand, they should be translation invariant in
their internal energy so the current energy does not dramatically affect what one can do with them.
The three points in our Definition 5.3 for heat reservoirs carefully capture these characteristics
in mathematical statements that are sufficient to formally work with the defined notion. Each
point could be justified on an intuitive basis and they are simple and clear enough in order to
see that they are necessary conditions. As the derivations using the term heat reservoirs and the
second law show, they are also sufficient for introducing all basic concepts of phenomenological
thermodynamics, in particular thermodynamic entropy.
Due to the systematic introduction of the eleven postulates, from which all results are derived,
it is now possible to investigate which of the usually made assumptions are unnecessary and what
may be missing in traditional texts.
An example for a postulate that is usually missing is, as we would argue, the assumption
that any two states of any system can be transformed into each other by means of reversible
processes with heat flows at well-defined temperatures, Postulate 11. Example 10.3 emphasizes
that, without this postulate, it is thinkable to have systems in the set of thermodynamic systems
in a general formulation of phenomenological thermodynamics that do not fulfil it. This shows
that the postulate is necessary.
Thermodynamic equilibrium, on the other hand, is a notion that we did not have to use for-
mally. We did not have to define in the beginning what we meant by this. Neither did we require
that the states we worked with are thermodynamic equilibrium states. Arguably, the result of
Lemma D.4 (for any state of any system there exists an identity process) captures already a great
deal of what is usually considered an equilibrium state. But this lemma came as a consequence of
the first law (Postulate 7) rather than any requirement on what is called a state. Hence we show
that phenomenological thermodynamics can be phrased as a physical theory without this term.
We consider the zeroth law as the most prominent victim of the postulates that are usually
unnecessarily made. This was the main topic of our previous paper [31], but nevertheless deserves
mentioning again. The zeroth law can be phrased in many different ways [5,10,11,15]. Almost all
variations share the core statement that “being in two thermal equilibrium with” is a transitive
relation on the set of systems.29 That is, if A and B are in thermal equilibrium with each other and
likewise B and C, then so are A and C. Together with the usually implicitly assumed reflexivity
and symmetry, the zeroth law then implies that this relation is an equivalence relation.
This equivalence relation is then relevant for defining a sensible notion of empirical temper-
ature, long before the absolute temperature is introduced with the help of Carnot’s Theorem.
More precisely, one can say that two systems have the same empirical temperature if they are in
equilibrium with each other.
The zeroth law is usually postulated on the same level as the first law and second law. Our
work now shows that this is in fact not necessary. While the first and second law are core
postulates also in our considerations, the zeroth law was never assumed. Even more, we have
shown that the notion of absolute temperature can nevertheless be defined and the corresponding
29Other notions instead of systems used in [15] are bodies [11] or assemblies [10].
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relation “being in thermal equilibrium with” (Definition H.5) on the set of heat reservoirs is an
equivalence relation, thereby deriving something one could call the zeroth law. Hence the zeroth
law as a postulate is redundant.
One could now argue that the zeroth law is still a necessary postulate when introducing the
relation “being in thermal equilibrium with” before the second law, in particular when using an
empirical temperature scale such as the (ideal) gas temperature scale, as discussed in [16]. We
counter that even if this is true, eventually the absolute temperature scale will be the one that is
used. In other words: two notions of temperature are one too many. After Carnot’s Theorem the
absolute temperature can be introduced even if the zeroth law has not been postulated and will
no longer (and hence not at all) be needed.
We briefly discuss previous work on thermodynamics without the zeroth law. Based on Cara-
the´odory’s version of the second law [9] a series of papers [36–39] argued that is not a necessary
postulate in thermodynamics. A few years later these results were challenged and controversially
discussed [40–45]. The important difference of the approach via Carathe´odory’s second law to ours
is the order in which the central concepts entropy and temperature are introduced. Carathe´odory-
like approaches derive temperature from the entropy measure, which is defined as a monotone of an
order relation. In our framework entropy is defined very differently and follows after establishing
absolute temperature. Figure 14.1, where our approach is contrasted with the modern prototype
of Carathe´odory [26], discusses similarities and differences between the two views in more detail.
Another paper discussing the redundancy of the zeroth law that deserves special emphasis
is [46]. In a rather informal manner an argument is presented that resembles ours. In contrast
to the framework presented here, the assumptions in this paper are not spelled out explicitly and
remain therefore somewhat unclear. Also, the notion of thermal equilibrium is used before defining
absolute temperature. Nevertheless, the paper sketches conclusions that are based on similar ideas.
Our framework benefits from the systematic introduction of the postulates in another way. It
puts us in the position to ask what happens if Postulate X is replaced by another Postulate Y,
or what if it is left away completely. For instance, one might be interested in a thermodynamic
theory in which work is not additive under concatenation. What could then be said about an
internal energy function? What about heat? What about entropy? What weaker postulate could
replace the additivity postulate (Postulate 5) so one can still talk about these concepts? Such
investigations are the topic of future work.
We conclude with a comparison of the work in this paper with the view proposed by Lieb and
Yngvason in [26]. Certainly the definition of entropy is at the heart of any thermodynamic theory.
It is illuminating to compare the way this is done here with the work by Lieb and Yngvason, see
Figure 14.1. This will reveal one of the fundamental differences between the two approaches.
In [26] entropy is defined as the unique monotone of the order relation ≻. This order relation
and its properties are introduced axiomatically in precise mathematical terms. Entropy is then the
result of the Entropy Principle, a theorem they prove within the axiomatic basis that guarantees
the existence, uniqueness and monotonicity and additivity of the entropy function. From there all
other concepts follow. For instance, absolute temperature is derived from the entropy function.30
Likewise, different versions of the second law as well as Carnot’s Theorem are results from these
considerations.
In our framework the definition of thermodynamic entropy relies on the traditional ratio of
reversible heat divided by temperature. This way of introducing entropy requires that the notion
of absolute temperature and thus also the proof of Carnot’s theorem are there beforehand. On the
other hand, our Entropy Theorem, which is similar albeit not equivalent to Lieb and Yngvason’s
Entropy Principle, is derived from the thermodynamic definition of entropy and thus eventually
relies on the concept of absolute temperature and the second law. We conclude that which concepts
30As Lieb and Yngvason put it: “Temperature [...] is a corollary of entropy; it is epilogue rather than prologue.”
[26].
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basic ass. first law second law
Entropy
Principle
def. entropy
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Carnot’s
Theorem
def. absolute
temperature
postulates first law second law
Entropy
Theorem
def. entropy
as ∆S = Q
T
Carnot’s
Theorem
def. temperature
of heat flows
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temperature
Figure 14.1: We contrast the main line of argument presented in the modern prototype of Cara-
the´odory-based introductions to thermodynamics [26] (left) with the paper at hand (right). The
color code is definitions in red, assumptions and postulates in orange, and derived implications
in green. Left: Lieb and Yngvason define an order relation ≻ and postulate several properties
of it. With this, they are able to prove a theorem called the Entropy Principle, from which
entropy is obtained as the monotone of ≻. Based on this definition of entropy they show that the
second law holds as well as Carnot’s theorem. Other approaches in the spirit of Carathe´odoy’s [9]
proceed in a similar way. Right: In this paper we capture all basic assumptions in postulates,
from which the first and second law are two (they are depicted separately picture the comparison
more clearly). After introducing absolute temperature via Carnot’s Theorem the temperature of
heat flows between arbitrary systems is defined. The usual definition of thermodynamic entropy
can then be used and results such as Clausius’ Theorem or the Entropy Theorem can be proved.
are considered “more fundamental” than others heavily depends on the basis one formulates. And
the method proposed by Lieb and Yngvason, as beautiful as it is, is not the only way to formalize
the main concepts of phenomenological thermodynamics.
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Appendices
A Systems
For completeness and an easier reading we repeat the postulate introducing thermodynamic sys-
tems.
Postulate 1 (Thermodynamic systems). The thermodynamic world is a set Ω and the the set
of thermodynamic systems is consists of finite non-empty subsets of the thermodynamic world,
S := {S ⊂ Ω | 0 < |S| <∞}.
In other words, the structure of thermodynamic systems is given by finite set theory. Hence
the following intuitive definition.
Definition A.1 (Composition and intersection). For two systems S1, S2 ∈ S we define their
composition as the union,
S1 ∨ S2 := S1 ∪ S2 , (A.1)
and their intersection as
S1 ∧ S2 := S1 ∩ S2 , (A.2)
where in the latter definition the case of disjoint systems must be seen as notation only, since ∅ is
not a system.
Composing and intersecting n > 2 systems is done by applying ∨ and ∧ n times. The set
of thermodynamic systems is obviously closed under composition of finitely many systems. It is
also closed under intersection except if the systems are disjoint. When two disjoint systems are
composed we sometimes use the term disjoint composition.
Definition A.2 (Atomic systems). An atomic system A ∈ S is a thermodynamic system which
is represented by a singleton, |A| = 1. The set of atomic systems is denoted by A.
Atomic systems are indivisible, i.e. they cannot be written as a composition of two different
thermodynamic systems. Non-atomic systems can always be seen as compositions of finitely many
atomic systems.
Definition A.3 (Subsystems and atomic subsystems). Given a system S ∈ S the set of subsystems
of S is defined as the set of non-empty subsets of S,
Sub(S) := {S′ ∈ S | S′ ⊂ S} . (A.3)
The set of atomic subsystems is denoted by
Atom(S) := {A ∈ A |A ∈ Sub(S)} . (A.4)
As such, the set of subsystems does not only contain proper subsystems but also S itself. Both
sets, Sub(S) and Atom(S), are always non-empty.
By the definitions of composition, subsystems and atomic subsystems, both
S =
∨
Sub(S) and S =
∨
Atom(S) (A.5)
hold for any thermodynamic system S ∈ S. However, only in the second equality we have disjoint
composition. Every system can be uniquely composed into its (different, i.e. disjoint) atomic
subsystems.
Definition A.4 (Disjoint complement). Given a system S ∈ S and a proper subsystem S′ ∈
Sub(S), S′ 6= S, the disjoint complement of S′ w.r.t. S is the unique system S′′ ∈ S which fulfils
S′ ∧ S′′ = ∅ and S′ ∨ S′′ = S. It is denoted by S′′ := S r S′.
The fact the such a unique disjoint complement always exists is a simple consequence from set
theory.
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B Processes and states
Again, we repeat the postulates in which the main concepts, here states and processes, are intro-
duced.
Postulate 2 (Thermodynamic processes and states). The non-empty set of thermodynamic pro-
cesses (also simply processes) that the theory allows for is denoted by P . A thermodynamic
process p ∈ P specifies the initial and final states of a finite and non-zero number of involved
atomic systems A ∈ A by means of the functions ⌊·⌋A : P → ΣA and ⌈·⌉A : P → ΣA. If A is not
involved the two functions are undefined.
The notion of being involved is sometimes also phrased the other way around. That is, instead
of saying that A ∈ A is involved in p ∈ P , we may say that p acts on A.
The co-domain ΣA of the two function ⌊·⌋A and ⌈·⌉A is called the state space or set of states
of A. For two unequal atomic systems A1 6= A2 we assume w.l.o.g. that the corresponding state
spaces are disjoint, ΣA1 ∩ ΣA2 = ∅. This assumption basically says that a state contains a label
that indicates to which system is belongs. It will allow a convenient notation for the states of
general thermodynamic systems and simplifies the analysis of state spaces of equivalent systems
in Section 4.
Definition B.1 (Set of involved atomic systems). For a thermodynamic process p ∈ P the set of
involved atomic systems is defined as
Ap :=
∨
{A ∈ A |A involved in p}. (B.1)
As stated in the postulate, in any process p ∈ P at least one and at most finitely many atomic
systems are involved. In terms of Ap this reads 0 < |Ap| <∞ for all p ∈ P .
Definition B.2 (State space). For an arbitrary thermodynamic system S = A1 ∨ · · · ∨An, where
{Ai}ni=1 are pairwise disjoint atomic systems, the state change of S under a thermodynamic process
p ∈ P is given by the state changes on its atomic subsystems in terms of the functions
⌊·⌋S : P → ΣS
p 7→ ⌊p⌋S := {⌊p⌋A1 , . . . , ⌊p⌋An}
(B.2)
and likewise for ⌈·⌉S . States of a non-trivially composite system are called joint states and ΣS is
called the set of states of S.
The input (or output) state of an arbitrary process on a general thermodynamic system S is
defined if and only if the function ⌊·⌋A are defined for all A ∈ Atom(S). Otherwise it is undefined.
For a simple notation we write ⌊p⌋S ≡
∨
A∈Atom(S)⌊p⌋A ≡ ⌊p⌋A1 ∨ · · · ∨ ⌊p⌋An for S = A1 ∨
· · · ∨ An, thereby exchanging the symbol ∪ for set union with the composition symbol ∨. This
will not lead to confusion in the use of the notation as the arguments used with the symbol ∨ will
make clear what is meant exactly.
For two disjoint systems S1 ∧ S2 = ∅ with σ1 ∈ ΣS1 and σ2 ∈ ΣS2 this notation reads
σ1 ∨ σ2 = σ2 ∨ σ1 ∈ ΣS1∨S2 . The fact that ∨ is commutative when composing states is no issue
as state spaces of different systems are disjoint, i.e. it is always clear which symbol (σ1 or σ2)
describes the state of which subsystem (S1 or S2).
The subsystems’ states σ1 ∈ ΣS1 and σ2 ∈ ΣS2 can be extracted as the corresponding entries
of the “tuple” σ1 ∨ σ2 ∈ ΣS1∨S2 . In particular, this implies that if ⌊p⌋S is defined for a (com-
posite) system S, then ⌊p⌋S′ is automatically well-defined for all subsystems S′ ∈ Sub(S) as well.
Likewise, we already know that if all subsystems of S have a well-defined state change in some
thermodynamic process, then so does S.
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On the other hand, the structure of state spaces also makes clear that if a proper subsystem
S′ ∈ Sub(S) has well-defined state changes in a thermodynamic process p ∈ P this does not imply
that the same holds for S. There might exist other subsystems of S with undefined state change.
This is the reason why the terms involved and not involved cannot be directly extended to ar-
bitrary systems. These consist of atomic systems, but it could happen that an atomic subsystem
is involved in a process, while another one is not. An arbitrary system containing the two would
then intuitively be involved. However, its state change is undefined, as there is at least one atomic
subsystem whose state change is undefined.
Turning to the postulate introducing the partially defined concatenation operation for thermo-
dynamic processes, ◦ : P × P → P , we note that it implies that P is closed under ◦.
Postulate 3 (Concatenation of processes). Let p, p′ ∈ P such that for all A ∈ Ap ∩ Ap′ it holds
⌈p⌉A = ⌊p
′⌋A. Then p and p
′ can be concatenated to form a new process denoted by p′ ◦ p ∈ P ,
which represents the consecutive execution of p followed by p′. If Ap ∩ Ap′ = ∅, then in addition
p′◦p = p◦p′, i.e. concatenation commutes. An atomic system A ∈ A is involved in the concatenated
process p′ ◦ p if and only if A ∈ Ap ∪ Ap′ . For the involved atomic systems the initial and final
states are
⌊p′ ◦ p⌋A =
{
⌊p⌋A , if A ∈ Ap
⌊p′⌋A , otherwise
(B.3)
and the final state follows the same rules with swapped roles for p and p′.
This postulate introduces a technical basis to work with consecutively applied thermodynamic
processes and captures the minimal intuitive standards such a composition operation should have.
The technical use of this postulate will become evident in the coming section, in particular when
work is discussed in detail, as is done in Appendix C.
To make the technical requirements more accessible we provide a generic example of two
processes which can be concatenated.
Example B.3 (Concatenation.). Let S1 = A1 ∨ A2 and S2 = A2 ∨ A3 be two systems, where
A1, A2, A3 ∈ A are different atomic systems. Consider two processes p1, p2 ∈ P with Api =
Atom(Si) for i = 1, 2 and ⌈p1⌉A2 = ⌊p2⌋A2 . Then we know that p2 ◦ p1 is defined and the state
changes on the involved subsystems are
⌊p2 ◦ p1⌋Ai =


⌊p1⌋A1 , i = 1 ,
⌊p1⌋A2 , i = 2 ,
⌊p2⌋A3 , i = 3 ,
(B.4)
and
⌈p2 ◦ p1⌉Ai =


⌈p1⌉A1 , i = 1 ,
⌈p2⌉A2 , i = 2 ,
⌈p2⌉A3 , i = 3 .
(B.5)
The atomic system A2 is involved in both processes, i.e. it changes its state under both p1 and p2.
Thus the total state change on A2 under p2 ◦ p1 is from the initial state of p1 to the final state of
p2. The other two atomic systems are only involved in one of the two processes. Thus the initial
state on A3 is taken to be ⌊p2⌋A3 and the final state on A1 to be ⌈p1⌉A1 .
C Work and work processes
The postulate introducing work states the following.
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Postulate 4 (Work). For any atomic system A ∈ A exists a function WA : P → R that maps
a thermodynamic process p to WA(p), the work done on system A by performing p. The value
WA(p) is positive whenever positive work is done on A while executing p. If system A is not
involved in p, A /∈ Ap, then WA(p) = 0 necessarily.
Technically, the work function is simply a function assigning a real number for any atomic
system to any processes such that this number is zero whenever the atomic system is not involved
in the process.
This function does not follow from a thermodynamic theory but is an input the user has to
decide on before formulating the theory.
Postulate 5 (Additivity of work under concatenation). If for two processes p, p′ ∈ P the con-
catenation p′ ◦ p is well-defined, then the work cost of the concatenated process equals the sum
of the work costs of the individual processes. That is, for all atomic systems A ∈ A it holds that
WA(p
′ ◦ p) =WA(p) +WA(p′) is additive.
For processes which can be concatenated, the total work cost of the sequential execution of the
processes must be equal to the sum of the individual work costs.
Based on the work cost function for atomic systems it is possible to define the work cost
function for arbitrary systems in S.
Definition C.1 (Work function for arbitrary systems). Let S ∈ S be an arbitrary thermodynamic
system. We define its work cost function (also simply work function) WS : P → R by
WS =
∑
A∈Atom(S)
WA . (C.1)
The following two lemmas state that the work functions of any system fulfil two different types
of additivity, namely additivity under composition and additivity under concatenation.
Lemma C.2 (Additivity under composition.). Let S1, S2 ∈ S be two disjoint systems, S1∧S2 = ∅.
Then the work functionWS1∨S2 : P → R of the composite system S1∨S2 is additive: for all p ∈ P
it holds WS1∨S2(p) =WS1(p) +WS2(p).
Proof. Disjoint systems S1 ∧ S2 = ∅ fulfil Atom(S1) ∩ Atom(S2) = ∅. On the other hand, by
Definition A.1 we have that Atom(S1 ∨ S2) = Atom(S1) ∪ Atom(S2). For any p ∈ P this implies
WS1∨S2(p) =
∑
A∈Atom(S1∨S2)
WA(p) =
∑
A∈Atom(S1)
WA(p) +
∑
A∈Atom(S2)
WA(p)
=WS1(p) +WS2(p) .
(C.2)
With this, it follows that additivity under concatenation naturally extends from atomic sys-
tems, for which it is postulated, to arbitrary systems.
Lemma C.3 (Additivity under concatenation for arbitrary systems). If for two processes p, p′ ∈ P
the concatenation p′ ◦ p is defined, then for all S ∈ S additivity under concatenation holds:
WS(p
′ ◦ p) =WS(p) +WS(p
′) . (C.3)
Proof. We compute
WS(p
′ ◦ p) =
∑
A∈Atom(S)
WA(p
′ ◦ p) =
∑
A∈Atom(S)
WA(p) +WA(p
′)
=
∑
A∈Atom(S)
WA(p) +
∑
A∈Atom(S)
WA(p
′)
=WS(p) +WS(p
′) .
(C.4)
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The sets of thermodynamic processes which act exactly on the system S deserve special atten-
tion. They are addressed in the first law.
Definition C.4 (Work process). For S ∈ S a process p ∈ P is a work process on S if all its atomic
subsystems are involved in p and no other atomic systems are. That is, p is a work process on S
if S =
∨
Ap. The set of work processes on S is denoted by PS .
Any process is a work process on some system. More precisely, let p ∈ P . Then p is a work
process on the system S =
∨
Ap ∈ S. In this sense the set of thermodynamic processes P is in
fact the set of work processes on some system, while the set PS is the set of work processes on the
system S. The latter set is closed under ◦ in the sense specified by the next lemma.
Lemma C.5 (PS closed under ◦). For any system S ∈ S the set of work processes PS is closed
under concatenation. That is, if p′ ◦ p is defined for p, p′ ∈ PS , then p′ ◦ p ∈ PS .
Proof. The fact that p, p′ ∈ PS means that ⌊p⌋S′ , ⌈p⌉S′ and ⌊p′⌋S′ , ⌈p′⌉S′ are defined if and only
if S′ ∈ Sub(S). Since by assumption p′ ◦ p is defined, ⌊p′ ◦ p⌋S′ = ⌊p⌋S′ and ⌈p′ ◦ p⌉S′ = ⌈p′⌉S′ for
all S′ ∈ Sub(S) by the postulate on concatenation. For systems S′ ∈ S r Sub(S) the input and
output states ⌊p′ ◦ p⌋S′ and ⌈p′ ◦ p⌉S′ are undefined.
Hence, ⌊p′ ◦ p⌋S′ and ⌈p′ ◦ p⌉S′ are defined if and only if S′ ∈ Sub(S) and thus p′ ◦ p ∈ PS is a
work process on S, too.
Definition C.6 (Joint work processes.). For two disjoint systems S1 ∧ S2 = ∅ and two work
processes pi ∈ PSi for i = 1, 2 we call their concatenation p1 ◦ p2 the joint work process of p1 and
p2 and denote it by
p1 ∨ p2 := p1 ◦ p2 ∈ PS1∨S2 . (C.5)
This definition is well-defined since for two work processes on disjoint system their concate-
nation is always defined. Furthermore, according to the postulate on concatenation in this case
p1 ◦ p2 = p2 ◦ p1 since Ap1 ∩ Ap2 = ∅. Also, the joint work process of p1 and p2 as in the above
definition is again a work process on S1∨S2 since the involved atomic systems are exactlyAp1∪Ap2 .
As a consequence, the input and output states of a joint work process p1 ∨ p2 are given by
⌊p1 ∨ p2⌋S1∨S2 = ⌊p1⌋S1 ∨ ⌊p2⌋S2 ∈ ΣS1∨S2 and likewise for ⌈·⌉.
Such joint work processes imply an embedding (an injective mapping) from PS1×PS2 to PS1∨S2
and images of this mapping (p1, p2) 7→ p1 ∨ p2 stand for the parallel execution of the work process
p1 on subsystem S1 and of p2 on S2. Hence, what was achievable by means of work processes on
the individual systems S1 and S2 can still be realized as work processes on the composite system
S1 ∨ S2. In this sense, composition respects work processes.
While the state space of a composite system consists of joint states only, this is not the case
with work processes. In general, the set PS1∨S2 contains more work processes than just the joint
work processes of its subsystems. An example of a more general work process on a composite
system is thermally connecting two subsystems and letting them exchange energy.
Lemma C.7 (Work cost of a joint work process). Let S = S1 ∨ S2 be a composite system with
disjoint subsystems S1 and S2 and let p1 ∈ PS1 and p2 ∈ PS2 be work processes on the subsystems.
Then the total work cost of the joint work process p1 ∨ p2 ∈ PS on S is given by the sum of the
local work costs,
WS(p1 ∨ p2) =WS1(p1) +WS2(p2) . (C.6)
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Proof. Additivity of the work cost functions under concatenation and composition imply
WS(p1 ∨ p2)
def.
= WS(p1 ◦ p2) (C.7)
conc.
= WS(p1) +WS(p2) (C.8)
comp.
= WS1(p1) +WS2(p1) +WS1(p2) +WS2(p2) (C.9)
=WS1(p1) +WS2(p2) , (C.10)
for any two work processes p1 ∈ PS1 and p2 ∈ PS2 . In the last equality it was used that if a system
Si is not involved in a thermodynamic process pi+1, then WSi(pi+1) = 0.
Another special kind of work processes on a system are identity processes.
Definition C.8 (Identity process). An identity process on S, where S ∈ S is an arbitrary ther-
modynamic system, is a work process idS ∈ PS on S with ⌊idS⌋S = ⌈idS⌉S and zero work cost on
all atomic subsystems of S, WA(idS) = 0 for all A ∈ Atom(S). For an identity process on S ∈ S
acting on the state σ ∈ ΣS the notation id
σ
S is used.
A thermodynamic process can act trivially on a system without being a work process on that
system, too. This is captured by the notions introduced next.
Definition C.9 (Cyclic and catalytic process). Given a system C ∈ S an arbitrary thermody-
namic process p ∈ P is called cyclic on C if ⌈p⌉C = ⌊p⌋C .
The process is called catalytic on C if it is cyclic on C and in addition WC(p) = 0.
31
The definition of an cyclic process on S which is in addition a work process on S differs from
a identity process on S by the missing requirement on the work costs on atomic subsystems.
Incorporating a catalytic system explicitly in the thermodynamic description of a process is
possible. However, our theory should be such that it is not mandatory, i.e. that the explicit
mentioning of the catalytic system could also be left out. Technically this is captured by the final
postulate in this section.
Postulate 6 (Freedom of description). For S,C ∈ S disjoint, let p ∈ PS∨C be such that p is
catalytic on C, i.e. p is cyclic on C and fulfils WC(p) = 0. Then there exists a work process
p˜ ∈ PS on S alone such that ⌊p˜⌋S = ⌊p⌋S and ⌈p˜⌉S = ⌈p⌉S as well as WA(p˜) = WA(p) for all
A ∈ Atom(S).
Since p˜ ∈ PS and S ∧ C = ∅ it holds automatically that WC′(p˜) = 0 for all subsystems
C′ ∈ Sub(C) of C in the new process. Likewise, WS′ p˜) = WS′(p) for all subsystems S′ ∈ Sub(S)
since their work costs on general subsystems are computed through the work costs on atomic
subsystems.
Postulate 6 is about where to draw the line between objects that thermodynamics explicitly
describes and such that are not part of the theory but may nevertheless be used when executing
a process.
In the final part of this section we discuss the definition of and results on reversible work
processes.
Definition C.10 (Reversible processes). A work process p ∈ PS on a system S ∈ S is called
reversible if there exists another work process prev ∈ PS on S, the reverse work process, such that
prev ◦ p is an identity process.
Considering the work costs of reverse processes we find the intuitive result that they simply
change their signs relative to the forward process.
31Notice that the work costs of p for subsystems of C do not have to be zero, only the total work done on C does.
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Lemma C.11 (Work cost of reverse work processes). Let p ∈ PS be a reversible work process on
S ∈ S with reverse process prev ∈ PS . Then
WA(p
rev) = −WA(p) (C.11)
for all A ∈ Atom(S).
Proof. By definition, prev ∈ PS is a reverse process for p ∈ PS if and only if prev ◦ p is an identity
process. Therefore, by additivity of the work functions under concatenation and the Definition C.8
of identity processes
0 =WA(p
rev ◦ p) =WA(p) +WA(p
rev) (C.12)
for all atomic subsystems A ∈ Atom(S), and the claim follows.
We next investigate the reversibility of a concatenated process q◦p in relation to the reversibility
of p and q. Clearly, if both p and q are reversible, then so is q ◦ p whenever the concatenation is
defined. This follows from the fact that the reverse processes prev and qrev can be concatenated
to a reverse process prev ◦ qrev. But the implication in the opposite direction, i.e. that if q ◦ p is
reversible, then so are p and q, needs a bit more work to obtain.
Lemma C.12 (Reversibility of p, q ∈ PS relative to q ◦ p). Let p, q ∈ PS for some S ∈ S such
that r := q ◦ p is defined. Then, if r is reversible, both p and q must also be reversible.
Proof. Let rrev ∈ PS be a reverse process for r and consider rrev ◦ q. This process is well-defined,
as rrev ◦ r is defined and the output state of r is equal to the output state of q. Also, it can be
concatenated with p from the left (since q can be concatenated with p) and from the right (since
rrev is a reverse process for q ◦ p). Furthermore, it holds that rrev ◦ q ◦ p is a cyclic work process
on S and thus so is p ◦ rrev ◦ q. Finally, we compute
WA(r
rev ◦ q ◦ p) =WA(r
rev) +WA(q) +WA(p) =WA(r
rev) +WA(r) = 0 , (C.13)
for all A ∈ Atom(S).
Together this implies that rrev ◦ q ◦ p is an identity process and thus prev := rrev ◦ q ∈ PS is
indeed a reverse process for p, which means that p is reversible. To show reversibility of q, we
proceed analogously with qrev := p ◦ rrev.
Lemma C.13 (Reversibility of p1 ∨ id2). Let S1, S2 ∈ S be two disjoint systems. Let further
p1 ∈ PS1 be an arbitrary work process on S1 and id2 ∈ PS2 an arbitrary identity process on S2.
Then, if p := p1 ∨ id2 is reversible, so is p1.
Proof. Let prev ∈ PS1∨S2 be a reverse process. Then WS2(p
rev) = −WS2(p) = −WS2(id2) = 0 due
to Lemma C.11. On the other hand, prev is cyclic on S2, since the state of S2 did not change
under p and hence neither under its reverse process.
Therefore, prev is catalytic on S2 which, together with Postulate 6 on the freedom of thermo-
dynamic description, implies that there exists a work process prev1 ∈ PS1 on S1 alone such that
the state change as well as the work flows under prev1 on S1 are the same as the ones change under
prev. Obviously, prev1 is a reverse process for p1, which proves the claim.
Proposition C.14 (Reversibility of general p1 ◦ p2). Let S1, S2 ∈ S be two arbitrary systems
(not necessarily disjoint) and pi ∈ PSi such that p := p2 ◦ p1 is defined. Then, if p is reversible, so
are p1 and p2.
Proof. We first note that according to the postulate introducing concatenation, we know that
p ∈ PS1∨S2 is a work process on the composite systems S1 ∨ S2. Also, we know that the disjoint
complements S1 r S2 and S1 r S2 exist, and are unique systems whenever the one system is not
completely contained in the other. Let us for the moment assume that this is the case.
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Then, extend the processes pi with identities
32 so that they induce defined state changes on
all of S1 ∨ S2, i.e. let idS2rS1 and idS1rS2 be identities such that p
′ := p′2 ◦ p
′
1 is defined, where
p′2 := idS1rS2 ∨ p2 and p
′
1 := p1 ∨ idS2rS1 . For i = 1, 2 both p
′
i ∈ PS1∨S2 are work processes on
S1 ∨ S2. Furthermore, p′ induces the same state change with the same work costs as p on any
involved atomic system. Thus p′ is also reversible and has the same reverse processes as p.
By Lemma C.12 we know that both p′1 ∈ PS1∨S2 and p
′
2 ∈ PS1∨S2 must be reversible. But
then, according to the previous Lemma C.13, both p1 ∈ PS1 and p2 ∈ PS2 are reversible, which
concludes the proof for the case when neither S1 ∈ Sub(S2) nor vice versa.
The case S1 ∈ Sub(S2) follows in the very same way, where we just define p′2 := p2 and likewise,
if S2 ∈ Sub(S1), define p′1 := p1.
D The first law
The first law of thermodynamics states the following.
Postulate 7 (The first law). For any system S ∈ S the following two statements hold:
(i) For any pair of states σ1, σ2 ∈ ΣS there is a work process p ∈ PS on S with ⌊p⌋S = σ1 and
⌈p⌉S = σ2 or there is a work process p′ ∈ PS on S with ⌊p′⌋S = σ2 and ⌊p′⌋S = σ1.
(ii) The total work cost of a work process p ∈ PS on S, WS(p), only depends on ⌊p⌋S and ⌈p⌉S
and not on any other details of the process.
In particular, (ii) implies that if p′ ∈ PS is another work process on S with ⌊p⌋S = ⌊p′⌋S and
⌈p⌉S = ⌈p′⌉S , then WS(p) =WS(p′).
The first law implies a relation on the set of states of any system which will turn out to be
a preorder. A preordered set is a set M together with a relation → such that the relation is (i)
reflexive, i.e. ∀m ∈ M : m → m, and (ii) transitive, i.e. if both m → m′ and m′ → m′′, then
m→ m′′.
Definition D.1 (Preordered states). For any system S ∈ S the preorder → on ΣS is established
by the reachability via a work process, i.e. for σ, σ′ ∈ ΣS define
σ → σ′ :⇔ ∃p ∈ PS s.t. ⌊p⌋S = σ, ⌈p⌉S = σ
′ . (D.1)
Processes p ∈ PS can be seen as labels of the preordered pairs. In this sense, if one wants to
precisely state which work process is responsible for the preordering of two states, one can write
σ
p
→ σ′ if the work process p on S is such that ⌊p⌋S = σ and ⌈p⌉S = σ′. As mentioned before,
there may be more than one label for a preordered pair.
Lemma D.2 (Preordered states). The relation → in Definition D.1 is a preorder.
Proof. The relation introduced in Eq. 3.1 is reflexive since for all systems S and all states σ ∈ ΣS
there exists work process p ∈ PS such that σ
p
→ σ. This is a consequence of Postulate 7 (i).
Furthermore, if σ
p
→ σ′ and σ′
p′
→ σ′′ then σ
p′◦p
−→ σ′′ is preordered too by means of the concatenated
process p′ ◦ p. Hence the relation is also transitive, which makes it a preorder.
Due to the reflexivity of the preorder induced by the first law it follows that for any state on
an atomic system there is an identity process.
Lemma D.3 (Existence of identity process for all atomic states). For any atomic system A ∈ A
and any state σ ∈ ΣA there exists an identity process id
σ
A ∈ PA with ⌊id
σ
A⌋A = σ = ⌈id
σ
A⌉A.
32The fact that such identity processes always exist has not yet been established. It is a consequence of Postulate 7
stated in Lemma D.4 in Appendix D. We use this fact here already.
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Proof. Since → is a preorder, in particular reflexive, we know that for any σ ∈ ΣA there is a work
process q ∈ PA on A such that σ
q
−→ σ. This process acts on A alone and initial and final states
match. Thus it can be concatenated with itself. The state change of the process in which q is
applied twice is obviously the same as the state change under q itself. Therefore Postulate 7 (ii)
requires
WA(q)
(ii)
= WA(q ◦ q) =WA(q) +WA(q) = 2WA(q) , (D.2)
which is to say that the work cost of such processes is zero. Obviously, this makes it an identity
process on A for the state σ which can rightfully be called idσS⌉A.
Using Lemma D.3 it is then possible to show that identity processes exist for all states on any
thermodynamic system S ∈ S.
Lemma D.4 (Existence of identity process for all states). For any atomic system S ∈ S and any
state σ ∈ ΣS there exists an identity process id
σ
S ∈ PS with ⌊id
σ
S⌋S = σ = ⌈id
σ
S⌉S .
Proof. Using the decomposition of an arbitrary system into its atomic subsystems it is possible
to construct identity process for all states of arbitrary thermodynamic systems. To see this, let
S = A1 ∨ · · · ∨ An with different atomic systems Ai 6= Aj and consider an arbitrary joint state
σ = σ1 ∨ · · · ∨ σn. For the atomic states we know that corresponding identity processes id
σi
Ai
exist.
Therefore, the joint process idσS := id
σ1
A1
∨ idσnAn is a cyclic work process on S. But this process
also fulfils WAi(id
σ
S) = 0 for all i = 1, . . . , n by construction, thus it is an identity process. We
conclude that identity processes exist for all states of all thermodynamic systems.
As was stated before the first law guarantees that every system S has a well-defined internal
energy function. We are now in the position to define this function.
Definition D.5 (Internal energy). For a system S ∈ S fix an arbitrary reference state σ0 ∈ ΣS
and an arbitrary reference energy U0S ∈ R. The internal energy of a state σ ∈ ΣS is defined as
US(σ) := U
0
S +WS(p) , where p ∈ PS is s.t. ⌊p⌋s = σ0 and ⌈p⌉S = σ. (D.3)
US(σ) := U
0
S −WS(p
′) , where p′ ∈ PS is s.t. ⌊p
′⌋s = σ and ⌈p
′⌉S = σ0. (D.4)
Only differences ∆US of internal energies physically matter. Thus the choice of U
0
S is arbitrary
at this point. Likewise, the reference state σ0 ∈ ΣS is arbitrary independently for each system S.
Definition D.6 (State function). A state function on a system S ∈ S (also state variable) is a
function Z : ΣS → Z from the state space ΣS to a target space Z. The co-domain Z is typically
R
n, most often n = 1. When a system S undergoes a process p ∈ P we denote the change in
any state function ZS using an abbreviated notation by ∆ZS(p) := ZS(⌈p⌉S) − ZS(⌊p⌋S).33 On
the left hand side the dependence of ∆ZS on p may be omitted if the context makes clear which
process is meant.
It must now be proven that US is a state function on S.
Lemma D.7 (Internal energy is a state function). Internal energy as defined in Definition D.5 is
a well-defined state function.
Proof. By the definition and the fact that identity processes exist for any state and have a total
work cost of zero it holds US(σ0) = U
0
S . This is in agreement with both Eq. (D.3) and Eq. (D.4).
For an arbitrary state σ, Postulate 7 (i) guarantees the existence of at least one of the work
processes p and p′ used to define US, hence US(σ) is never undefined.
Furthermore, if both p in one direction and p′ in the other direction exist, then there is agreement
between the two possibilities of computing US due to the fact that the work cost of reverse processes
33This of course only works if a “minus operation‘” is defined on the co-domain Z. For all practical purposes
considered here this is the case.
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are always the negative of the total work cost of the forward process.
Finally, if more than one work process exist with input state σ0 and output state σ, then their
work cost must be the same due to Postulate 7 (ii). Hence, it does not matter which one is used
to compute US(σ) by Eq. (D.3). The same argument also works if σ0 and σ play exchanged roles,
as in Eq. (D.4).
To conclude this section, we show that the internal energy function is additive for any system.
This is a consequence of the additivity of the work cost functions discussed in the last section.
Proposition D.8 (Additivity of U). For a disjointly composite system S = S1 ∨S2, S1 ∧S2 = ∅,
that undergoes a work process p ∈ PS the change in internal energy of S equals the sum of the
changes of the individual subsystems,
∆US = ∆US1 +∆US2 . (D.5)
Proof. We denote initial and final states of p by σin1 ∨ σ
in
2 ∈ ΣS1∨S2 and σ
out
1 ∨ σ
out
2 ∈ ΣS1∨S2 .
Hence, the short notation from Eq. D.5 can be extended as
US(σ
out
1 ∨ σ
out
2 )− US(σ
in
1 ∨ σ
in
2 ) =
(
US1(σ
out
1 )− US1(σ
in
1 )
)
+
(
US2(σ
out
2 )− US2(σin)
)
. (D.6)
There are essentially two cases to distinguish: (i) there exist work processes p1 ∈ PS1 and
p2 ∈ PS2 with ⌊p1⌋S1 = σ
in
1 , ⌈p1⌉S1 = σ
out
1 and ⌊p2⌋S2 = σ
in
2 , ⌈p2⌉S2 = σ
out
2 , i.e. two work
processes in the same direction; (ii) there exist work processes p1 ∈ PS1 and p2 ∈ PS2 in different
directions, w.l.o.g. with ⌊p1⌋S1 = σ
out
1 , ⌈p1⌉S1 = σ
in
1 and ⌊p2⌋S2 = σ
out
2 , ⌈p2⌉S2 = σ
in
2 .
The case of two work processes both in the opposite direction of (i) can be treated just like (i)
with −∆US instead of ∆US . The first law guarantees that one of these cases always applies.
(i) In this case the joint work process p1∨p2 ∈ PS gives rise to exactly the same state transfer as
p. Hence the work done during each of these work processes must also be the same. By definition
of the internal energy it follows
∆US = US(σ
out
1 ∨ σ
out
2 )− US(σ
in
1 ∨ σ
in
2 ) =WS(p) =WS(p1 ∨ p2)
=WS1(p1) +WS2(p2) =
(
US1(σ
out
1 )− US1(σ
in
1 )
)
+
(
US2(σ
out
2 )− US2(σ
in
2 )
)
= ∆US1 +∆US2 ,
(D.7)
where Lemma C.7 was used to decompose the total work in the joint work process.
(ii) If p1 ∈ PS1 exists with ⌊p1⌋S1 = σ
in
1 , ⌈p1⌉S1 = σ
out
1 and p2 ∈ PS” with ⌊p2⌋S2 = σ
out
2 ,
⌈p2⌉S2 = σ
in
2 , then p can be concatenated with the joint work process id
σin1
S1
∨ p2. Furthermore,
the concatenated work process p ◦ (id
σin1
S1
∨ p2) induces the same state transfer as the joint work
process p1 ∨ id
σin2
S2
. Hence, due to Postulate7, their work costs are equal and we obtain
∆US −∆US2 =
(
US(σ
out
1 ∨ σ
out
2 )− US(σ
in
1 ∨ σ
in
2 )
)
−
(
US2(σ
out
2 )− US2(σ
in
2 )
)
=WS(p) +WS2(p2) =WS(p) +WS(id
σin1
S1
∨ p2)
=WS(p ◦ (id
σin1
S1
∨ p2)) =WS(p1 ∨ id
σin2
S2
) =WS1(p1)
= US1(σ
out
1 )− US1(σ
in
1 ) = ∆US1 .
(D.8)
We have proved that when a composite system undergoes a work process, then the total change
in internal energy on the composite system is equal to the sum of the internal energy changes on
the individual subsystems. However, this result automatically extends to arbitrary processes on a
composite system, not just work processes, because internal energy US is a state function.
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E Equivalent systems
In this section we explain the technical background of the formalisms introducing thermodynamic
isomorphisms and equivalent systems. These are important concepts in order to be able to talk
about copies of systems. Some ideas presented here are inspired by the Master’s Thesis [33] which
the authors supervised.
In the beginning we have emphasized that elements of S are seen as specific physical instances
rather than types of systems. With a notion of copies (or equivalent systems) it will nevertheless
be possible to talk about types of systems. Two systems are copies of each other if they can be
interchanged without any noticeable thermodynamic differences. To make this more precise we
introduce a type of map that called a “thermodynamic isomorphism”. It maps thermodynamic
processes to other thermodynamic processes while preserving the thermodynamic structure that
has been introduced in the previous sections. The mapping should be such that the two specific
systems are swapped and basically nothing else happens.
Before defining equivalent systems we discuss the less restrictive notion of a thermodynamic
isomorphism and its properties.
Definition E.1 (Thermodynamic isomorphism). The pair of bijective maps ϕ : P → P , ϕA :
A → A is called a thermodynamic isomorphism if for any thermodynamic processes p, p′ ∈ P and
any atomic system A ∈ A it holds
(i) ϕ(p′ ◦ p) = ϕ(p′) ◦ ϕ(p) whenever the concatenation p′ ◦ p or ϕ(p′) ◦ ϕ(p) is defined,
(ii) A is involved in p if and only if ϕA(A) is involved in ϕ(p), and
(iii) WϕA(A)(ϕ(p)) =WA(p).
The requirements on an isomorphism emphasize the fundamental structure behind the basic
thermodynamic concepts. These are (i) the thermodynamic processes with concatenation, (ii)
atomic systems, linked to processes through the notion of an atomic system being involved in a
process, and (iii) work.
We have already established that input and output states are always either both defined or
both undefined. Hence (ii) is equivalent to saying that: ⌊ϕ(p)⌋ϕA(A) is defined ⇔ ⌊p⌋A is defined.
We directly start with the notion of an isomorphism without introducing homomorphisms
first, as one might expect when discussing algebraic structures. This is because the notion of an
isomorphisms is exactly what we will need for defining equivalences while a detailed discussion
of homomorphisms would go beyond the scope of this work. Investigations of less restrictive
mappings than an isomorphism may be the topic of future work.
Even though both mappings ϕ and ϕA are part of the definition of a thermodynamic isomor-
phism they are not independent degrees of freedom, as the next lemma shows. In this sense, ϕA
is determined by ϕ and one could think of coming up with a more minimal Definition E.1 such
that it only talks about ϕ, while ϕA is derived from it afterwards. Even though this is possible it
would make the definition much less readable and intuitive. Therefore we do not go further into
this. Nevertheless it is good to know that the fundamental mapping is the one on processes and
the other concepts depend on this.
Lemma E.2 (ϕ and ϕA not independent). Let ϕ, ϕA and ϕ, ϕ
′
A be thermodynamic isomorphisms.
Then ϕA = ϕ
′
A.
Proof. Consider an arbitrary atomic system A ∈ A and a work process p ∈ PA on A. By
Definition E.1 (ii) we know that ⌊ϕ(p)⌋ϕA(A′) is defined if and only if A
′ = A and likewise,
⌊ϕ(p)⌋ϕ′
A
(A′) is defined if and only if A
′ = A. In fact, these statements are equivalent.
Since the maps ϕA and ϕ
′
A are bijective the statements can rephrased as ⌊ϕ(p)⌋A′′ is defined
if and only if A′′ = ϕA(A) and ⌊ϕ(p)⌋A′′ is defined if and only if A′′ = ϕ′A(A). From this it
immediately follows that ϕ′A(A) = ϕA(A).
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Notice that we only used (ii) of Definition E.1 in this proof (together with bijectivity of the
maps). This is also the point that would become more complicated in a version of the definition
that does not make use of ϕA but allows one to derive it.
The mapping of atomic systems under a thermodynamic isomorphism can be naturally ex-
tended to a mapping on all systems as
ϕS(S) :=
∨
A∈Atom(S)
ϕA(A) . (E.1)
By construction this mapping is bijective, too.
We now aim at showing that thermodynamic isomorphisms preserve all thermodynamic prop-
erties that have been introduced so far.
Lemma E.3 (Work processes under thermodynamic isomorphisms). Let ϕ, ϕA be a thermody-
namic isomorphism and p ∈ P . Then for all A ∈ A and all S ∈ S:
(i) p ∈ PS ⇐⇒ ϕ(p) ∈ PϕS(S), and in particular p ∈ PA ⇐⇒ ϕ(p) ∈ PϕA(A),
(ii) p ∈ PS is an identity process ⇐⇒ ϕ(p) ∈ PϕS(S) is an identity process,
(iii) p ∈ PS is reversible ⇐⇒ ϕ(p) ∈ PϕS(S) is reversible
Proof. Let A′ ∈ A and S′ ∈ S arbitrary.
(i) By Definition 2.3 p ∈ PS if and only if ⌊p⌋A′ is defined for A′ ∈ Atom(S) only. Using
Definition E.1 (ii) this implies
⌊p⌋A′ def. iff A
′ ∈ Atom(S)⇔ ⌊ϕ(p)⌋ϕA(A′) def. iff A
′ ∈ Atom(S)
⇔ ⌊ϕ(p)⌋ϕA(A′) def. iff ϕA(A
′) ∈ Atom(ϕS(S))
⇔ ⌊ϕ(p)⌋A′′ def. iff A
′′ ∈ Atom(ϕS(S))
(E.2)
In the second line we used A′ ∈ Atom(S) ⇔ ϕA(A′) ∈ Atom(ϕS(S)), while the third line
holds because ϕA is bijective. The third line, however, is equivalent to ⌊ϕ(p)⌋A′′ being
defined for A′′ ∈ Atom(ϕS(S)) and thus true if and only if ϕ(p) ∈ PϕS(S).
(ii) Let p ∈ PS be an identity process. By Definition 2.4 this is the case if and only if it is
cyclic on S, i.e. if and only if p can be concatenated with itself, and WA(p) = 0 for all
A ∈ Atom(S). By Definition E.1 (i) it holds
p ◦ p def.⇔ ϕ(p) ◦ ϕ(p) def. , (E.3)
which means that ϕ(p) is a cyclic work process on ϕS(S) if and only if p is a cyclic work
process on S. Furthermore, for A ∈ Atom(S) we have ϕS(A) ∈ Atom(ϕS(S)) and
WϕS(A)(ϕ(p)) =WA(p) (E.4)
for all A ∈ Atom(S). Hence one side of this equation is zero if and only if the other is.
(iii) By Definition 2.6 p ∈ PS is reversible if there exists a reverse work process on the same
system. Thus
p ∈ PS is reversible⇔ ∃p
rev ∈ PS s.t. p
rev ◦ p is identity
⇒ ϕ(prev) ◦ ϕ(p) is identity and ϕ(prev) ∈ PϕS(S)
⇒ ϕ(prev) ∈ PϕS(S) is reversible .
(E.5)
We used the previously proved (i) and (ii). Since ϕ is bijective by Definition E.1, the
argument also works in the other direction.
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Lemma E.4 (States under thermodynamic isomorphisms). Let p, q ∈ P and A ∈ A. Furthermore,
let ϕ, ϕA be a thermodynamic isomorphism. Then:
(i) ⌊p⌋A = ⌊q⌋A ⇐⇒ ⌊ϕ(p)⌋ϕA(A) = ⌊ϕ(q)⌋ϕA(A) ,
(ii) ⌊p⌋A = ⌈q⌉A ⇐⇒ ⌊ϕ(p)⌋ϕA(A) = ⌈ϕ(q)⌉ϕA(A) ,
(iii) ⌈p⌉A = ⌈q⌉A ⇐⇒ ⌈ϕ(p)⌉ϕA(A) = ⌈ϕ(q)⌉ϕA(A) .
Proof. We prove (i). The remaining points (ii) and (iii) follow in the very same way. Again we
make use of Definition E.1 (i) and (ii), where in particular(i) is important. We also use Lemma E.3
(i).
Let σ := ⌊p⌋A = ⌊q⌋A and consider id
σ
A ∈ PA. Both p ◦ id
σ
A and q ◦ id
σ
A are defined and hence by
Definition E.1 (i) so are ϕ(p)◦ϕ(idσA) and ϕ(q)◦ϕ(id
σ
A). Furthermore, ϕ(id
σ
A) is an identity process
on ϕA(A), has in particular defined input and output states on this system, and we know that
by Definition E.1 (ii) both ⌊ϕ(p)⌋ϕA(A) and ⌊ϕ(q)⌋ϕA(A) are defined. Hence, they must be equal,
as Postulate 3 (concatenation of processes) requires ⌊ϕ(p)⌋ϕA(A) = ⌊ϕ(q)⌋ϕA(A). The opposite
direction can be argued in the same way with the inverse maps.
With Lemma E.4 it is possible to define a mapping of the states induced by a thermodynamic
isomorphism.
Definition E.5 (States under thermodynamic isomorphisms). Given a thermodynamic isomor-
phism ϕ, ϕA together with its corresponding map ϕS we define the corresponding mapping of
atomic states ϕΣ :
⋃
A∈AΣA →
⋃
A∈AΣA by
ϕΣ(⌊p⌋A) := ⌊ϕ(p)⌋ϕA(A) (E.6)
and its extension to arbitrary states ϕΣ :
⋃
S∈S ΣS →
⋃
S∈S ΣS by
ϕΣ(⌊p⌋S) := ⌊ϕ(p)⌋ϕS (S) . (E.7)
Remember that we assumed that for two different systems, in particular for two different atomic
systems, their state spaces are disjoint. This means that the unions
⋃
A∈AΣA and
⋃
S∈S ΣS are
disjoint unions. It is immediate that the two functions agree on the intersection of their domains,
namely on
⋃
A∈AΣA. This is a consequence of the fact that any system’s state can be written
as the composition of its atomic subsystems’ states, i.e. ⌊p⌋S =
∨
A∈Atom(S)⌊p⌋S for any p ∈ P .
In particular, every property of ϕΣ proved for atomic systems automatically extends to ϕΣ in
general.
Lemma E.4 proves that Definition E.5 is well-defined. It says that even for two different pro-
cesses with equal input states (or output states, or input state on one process and output state on
the other) the mapping of the states under ϕΣ is unique. Hence the choice of defining ϕΣ using
the input state function ⌊·⌋ was arbitrary – we could have done it with the output state function
⌈·⌉ as well. Furthermore, by Definition E.1 the output of this function is defined if and only if the
input is defined.
We remark that by definition ϕΣ(ΣA) ⊂ ΣϕA(A) for any atomic system A ∈ A. In fact, ϕΣ is
bijective, as the next lemma shows. In particular, this implies that ϕΣ(ΣA) = ΣϕA(A) since the
domain (and the codomain, which are equal sets here) is a disjoint union of such sets.
Lemma E.6 (ϕΣ is bijective). The mapping of states ϕΣ associated with a thermodynamic
isomorphisms ϕ, ϕA defined in Definition E.5 is bijective.
Proof. We show that the map ϕΣ is surjective and injective.
For surjectivity consider S ∈ S and σ ∈ ΣS together with the corresponding identity process
82
idσS ∈ PS . Since both ϕ and ϕS are bijective, we know that there exist S
′ ∈ S such that
ϕS(S
′) = S and idσ
′
S′ ∈ PS′ such that ϕ(id
σ′
S′) = id
σ
S . Therefore,
ϕΣ(σ
′) = ϕΣ(⌊id
σ′
S′⌋S′) = ⌊ϕ(id
σ′
S′)⌋ϕS(S′) = ⌊id
σ
S⌋S = σ . (E.8)
For injectivity, let σ1 ∈ ΣS1 and σ2 ∈ ΣS2 such that σ1 6= σ2. Consider again the identity processes
idσiSi ∈ PSi for i = 1, 2. Then we can write
ϕΣ(σi) = ϕΣ(⌊id
σi
Si
⌋Si) = ⌊ϕ(id
σi
Si
)⌋ϕS(Si) . (E.9)
If S1 6= S2, ϕΣ(σi) ∈ ΣϕS(Si) are contained in disjoint sets (because ϕS is bijective and state
spaces of different systems are disjoint). Hence ϕΣ(σ2) 6= ϕΣ(σ2).
If S1 = S2, σ1 6= σ2 implies that id
σ1
S1
◦ idσ2S2 is not defined (Postulate 3). By Definition E.1 (i) this
implies that ϕ(idσ1S1)◦ϕ(id
σ2
S2
) is not defined either and hence also in this case ϕΣ(σ2) 6= ϕΣ(σ2).
So far we have discussed the mapping of processes, systems and states with their properties.
For all of this Definition E.1 (iii) has not been touched. When showing that the internal energy
function also transforms naturally, this point will become important.
Lemma E.7 (Internal energy under thermodynamic isomorphisms). Let ϕ, ϕA be a thermo-
dynamic isomorphism with associated mappings ϕS and ϕΣ for arbitrary systems and states,
respectively. Then for all S ∈ S and p ∈ P
∆UϕS(S)(ϕ(p)) = ∆US(p) . (E.10)
Proof. We use the previous results together with Definition E.1 (iii), which is the only part of the
definition on equivalent atomic systems that makes a statement about work costs. In addition, we
directly apply the first law (Postulate 7). Let S = A ∈ A be an atomic system for the moment.
If A is not involved in p the neither is ϕA(A) involved in ϕ(p) (due to Definition E.1 (ii)). Hence
in this case
∆UA(p) = 0 = ∆UϕA(A)(ϕ(p)) . (E.11)
IfA is involved in p, suppose there exists a work process q ∈ PA with ⌊q⌋A = ⌊p⌋A and ⌈q⌉A = ⌈p⌉A.
By definition of UA it follows ∆UA(p) = WA(q). We now consider the image of q under ϕ. It
follows ⌊ϕ(q)⌋ϕA(A) = ϕΣ(⌊q⌋A) = ϕΣ(⌊p⌋A) and ⌈ϕ(q)⌉ϕA(A) = ϕΣ(⌈q⌉A) = ϕΣ(⌈p⌉A) together
with WA(q) =WϕA(A)(ϕ(q)). Hence, using again the definition of internal energy,
∆UϕA(A)(ϕ(p)) =WϕA(A)(ϕ(q)) =WA(q) = ∆UA(p) . (E.12)
If such a q ∈ PA does not exist, then there exists one in the other direction, as the first law
guarantees, and the proof works analogously (with a minus sign).
Finally, the proof extends to arbitrary S ∈ A due to the additivity of internal energy under
composition.
In Lemma E.7 we only talk about differences of internal energies as the reference energies of
S and ϕS(S) can be chosen independently according to Definition 3.2. However, one can always
adjust the reference energies of the two atomic systems such that equality of internal energies for
corresponding states also holds for absolute values of internal energies.
We conclude that a thermodynamic isomorphism ϕ, ϕA, gives rise to corresponding mappings
ϕS on the set of systems and ϕΣ on the set of all states. These mappings are compatible in a
natural way and preserve all concepts introduced so far, as discussed in the results above. The
definition of a thermodynamic isomorphism is hence a sensible way of introducing such a concept.
It is now possible to further restrict the attention to isomorphisms with special properties.
In particular, if it only swaps two atomic system A1, A2 ∈ A we use it to define the notion of
equivalent atomic systems.
83
Definition E.8 (Equivalence of atomic systems). Two atomic systems A1, A2 ∈ A are called
equivalent, and we write A1=ˆA2, if there exists a thermodynamic isomorphism ϕ, ϕA which addi-
tionally fulfils
(iv) ϕA(A1) = A2, ϕA(A2) = A1 and ϕA(A) = A for all A ∈ Ar {A1, A2}, and
(v) for A ∈ Ar {A1, A2} it holds ⌊ϕ(p)⌋A = ⌊p⌋A and ⌈ϕ(p)⌉A = ⌈p⌉A.
We say that ϕ, ϕA is a thermodynamic isomorphism for A1=ˆA2.
Essentially, such an isomorphism swaps the thermodynamic roles of the two atomic systems
with all their belongings such as states, work processes, work functions and so on, such that
“nothing else changes”. The notion of a thermodynamic isomorphisms allows us to make this
precise.
Looking at the mapping of states ϕΣ for an equivalence we see that (iv) and (v) imply the
following. For all atomic states σ ∈
⋃
A∈Ar{A1,A2}
ΣA it holds ϕΣ(σ) = σ. That is, ϕΣ is equal
to the identity map outside ΣA1 ∪ΣA2 . On the other hand, ϕΣ|ΣA1 and ϕΣ|ΣA2 are bijective and
imply a 1-1 correspondence of states in ΣA1 with states in ΣA2 .
In order to prove that =ˆ is an equivalence relation on A (i.e. in order to justify the name given
to A1=ˆA2) we have to work a little more.
Lemma E.9 (Inverse of thermodynamic isomorphism). Let ϕ, ϕA be a thermodynamic isomor-
phism for the atomic systems A1=ˆA2 ∈ A. Then its inverse ϕ
−1, ϕ−1A is also a thermodynamic
isomorphism for A1=ˆA2 and the corresponding maps for systems and states fulfil
(ϕ−1)S = (ϕS)
−1 and (ϕ−1)Σ = (ϕΣ)
−1 . (E.13)
Proof. First of all, since ϕ−1 and ϕ−1A are the inverses of bijective maps, They are bijective
themselves. Let now p, p′ ∈ P and define their images under ϕ−1 to be q := ϕ−1(p) and q′ :=
ϕ−1(p′). Likewise, let A ∈ A and define A′ := ϕ−1A (A). We check Definitions E.1 and E.8 point
by point.
(i) If p′ ◦ p is defined, then
ϕ−1(p′ ◦ p) = ϕ−1
(
ϕ(q′) ◦ ϕ(q)
)
= ϕ−1
(
ϕ(q′ ◦ q)
)
= q′ ◦ q = ϕ−1(p′) ◦ ϕ−1(p) , (E.14)
where Definition E.1 (i) was used for ϕ in the second equality. Writing the equation in terms
of q and q′ it follows that ϕ−1 satisfies (i).
(ii) Using (ii) for ϕ, ϕA, we immediately obtain
⌊p⌋A def.⇔ ⌊ϕ(q)⌋ϕA(A′) def.⇔ ⌊q⌋A′ def.⇔ ⌊ϕ
−1(p)⌋ϕ−1
A
(A) def. . (E.15)
(iii) We directly check Wϕ−1
A
(A)(ϕ
−1(p)) =WA′(q) =WϕA(A′)(ϕ(q)) =WA(p) .
(iv) Since ϕA is the simple map that swaps A1 with A2 it follows that its inverse does exactly
the same.
(v) For A 6= A1, A2 we compute ⌊ϕ−1(p)⌋A = ⌊q⌋A = ⌊ϕ(q)⌋A = ⌊p⌋A and similarly for ⌈·⌉·.
Finally, we consider the corresponding maps on systems and states. Since ϕ−1, ϕ−1A is a ther-
modynamic isomorphism for the same two systems as ϕ we obtain (ϕ−1)S = ϕS , and because
ϕS(ϕS(S)) = S for all S ∈ S this implies that (ϕ−1)S = (ϕS)−1.
As for the mapping of states, by Definition E.5 for every S ∈ S and p ∈ P it holds
ϕΣ(⌊p⌋S) = ⌊ϕ(p)⌋ϕS (S) and (ϕ
−1)Σ(⌊p⌋S) = ⌊ϕ
−1(p)⌋ϕ−1
S
(S) . (E.16)
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Therefore
ϕΣ
(
(ϕ−1)Σ(⌊p⌋S)
)
= ϕΣ
(
⌊ϕ−1(p)⌋ϕ−1
S
(S)
)
= ⌊ϕ(ϕ−1(p))⌋ϕS(ϕ−1S (S))
= ⌊p⌋S (E.17)
and likewise ϕ−1Σ (ϕΣ(⌊p⌋S)) = ⌊p⌋S , which means that (ϕ
−1)Σ = (ϕΣ)
−1.
Lemma E.10 (Conjugating thermodynamic isomorphisms). Let A1, A2, A3 ∈ A be three different
atomic systems. If ϕ, ϕA is a thermodynamic isomorphism for A1=ˆA2 and ψ, ψA is one for A2=ˆA3,
then ϕ−1 ◦ ψ ◦ ϕ, ϕ−1A ◦ ψA ◦ ϕA is a thermodynamic isomorphism for A1=ˆA3. Furthermore, the
corresponding mapping of systems and states transform analogously,
(ϕ−1 ◦ ψ ◦ ϕ)S = ϕ
−1
S ◦ ψS ◦ ϕS and (ϕ
−1 ◦ ψ ◦ ϕ)Σ = ϕ
−1
Σ ◦ ψΣ ◦ ϕΣ . (E.18)
Proof. As before, the fact that ϕ−1 ◦ ψ ◦ ϕ and ϕ−1A ◦ ψA ◦ ϕA are bijective is trivial to see. Let
p, p′ ∈ P . The proof uses several times the fact that ϕ−1 is a thermodynamic isomorphism for
A1=ˆA2, established by Lemma E.9. It is important that the three atomic systems are all different.
Otherwise the intuition that the conjugated isomorphism essentially swaps A1 with A3 is wrong.
34
We will write ϕ−1(ψ(ϕ(·))) instead of ϕ−1 ◦ ψ ◦ ϕ in order not to confuse the concatenation of
these mapping with the concatenation of thermodynamic processes.
Let p, p′ ∈ P and A ∈ A.
(i) Suppose p′ ◦ p is defined, then:
ϕ−1(ψ(ϕ(p′ ◦ p))) = ϕ−1(ψ(ϕ(p′) ◦ ϕ(p))) = ϕ−1(ψ(ϕ(p′)) ◦ ψ(ϕ(p)))
= ϕ−1(ψ(ϕ(p′))) ◦ ϕ−1(ψ(ϕ(p))) .
(E.19)
If the right hand side is defined, the equation must hold, too.
(ii) Since all involved maps are thermodynamic isomorphisms and fulfil (ii) individually, it easy
to see shell by shell that
⌊p⌋A def.⇔ · · · ⇔ ⌊ϕ
−1(ψ(ϕ(p))))⌋ϕ−1
A
(ψA(ϕA(A)))
def. . (E.20)
(iii) With the same logic as in (i) and (ii) it follows
Wϕ−1
A
(ψA(ϕA(A)))
(ϕ−1(ψ(ϕ(p)))) =WψA(ϕA(A))(ψ(ϕ(p))) =WϕA(A)(ϕ(p)) =WA(p) .
(E.21)
(iv) We check
ϕ−1A (ψA(ϕA(A1))) = ϕ
−1
A (ψA(A2)) = ϕ
−1
A (A3) = A3 ,
ϕ−1A (ψA(ϕA(A2))) = ϕ
−1
A (ψA(A1)) = ϕ
−1
A (A1) = A2 ,
ϕ−1A (ψA(ϕA(A3))) = ϕ
−1
A (ψA(A3)) = ϕ
−1
A (A2) = A1 .
(E.22)
For all other atomic systems A ∈ A r {A1, A2, A3} it follows ϕ
−1
A (ψA(ϕA(A))) = A since
they are mapped to themselves under all three mappings.
(v) For A ∈ Ar {A1, A2, A3} this follows shell by shell. For A2 we shortly check
⌊ϕ−1(ψ(ϕ(p)))⌋A2 = ⌊ψ(ϕ(p))⌋ϕA(A2) = ⌊ψ(ϕ(p))⌋A1 = ⌊ϕ(p)⌋ψ−1
A
(A1)
= ⌊ϕ(p)⌋A1 = ⌊p⌋ϕ−1
A
(A1)
= ⌊p⌋A2 .
(E.23)
The same follows for ⌈·⌉·.
34If A2 = A3, for instance, then ψ would not do anything (except for maybe relabelling some processes). Hence
the total map would not do anything either as everything done by ϕ would be undone by ϕ−1 and A1 would not
be swapped with A3 = A2.
85
Checking (ϕ−1 ◦ ψ ◦ ϕ)S = ϕ
−1
S ◦ ψS ◦ ϕS is trivial after (iv). For the mapping of states let S ∈ S
and p ∈ P and it follows
ϕ−1Σ (ψΣ(ϕΣ(⌊p⌋S))) = ϕ
−1
Σ (ψΣ(⌊ϕ(p)⌋ϕS(S))) = ϕ
−1
Σ (⌊ψ(ϕ(p))⌋ψS (ϕS(S)))
= ⌊ϕ−1(ψ(ϕ(p)))⌋ϕ−1
S
(ψS(ϕS(S)))
= (ϕ−1 ◦ ψ ◦ ϕ)Σ(⌊p⌋S) .
(E.24)
Proposition E.11 (=ˆ is equivalence relation on A). The relation =ˆ is reflexive, symmetric and
transitive, hence it is an equivalence relation on the set of atomic systems A.
Proof. Reflexive: Consider the identity ϕ(p) = p for all p ∈ P . This map clearly fulfils all
requirements in Definitions E.1 and E.8 for the atomic system(s) A and A and thus A=ˆA always.
Symmetric: By Definition E.1 the roles of A1 and A2 are symmetric. Hence if A1=ˆA2 then also
A2=ˆA1.
Transitive: Lemma E.10 states that if A1=ˆA2 and A2=ˆA3 holds for three different atomic systems,
then the two associated thermodynamic isomorphisms can be conjugated to a new thermodynamic
isomorphism for A1=ˆA3, which proves that in this case also A1=ˆA3. If two or all of the three
systems are the same, then transitivity follows from reflexivity and symmetry.
A comment on the repeated application of a thermodynamic isomorphism for A1=ˆA2: by
definition of ϕS it is idempotent, i.e. applying this function twice yields the identity, ϕS(ϕS(S)) =
S for all S ∈ S. One could thus expect that something similar holds for ϕ and ϕΣ. This is not
the case in general.
For ϕ, the mapping of thermodynamic processes, idempotency is in general wrong because
there may be two thermodynamic process with exactly the same thermodynamic properties, i.e.
they act on the same systems, induce the same state changes, have the same work cost, and so
on. Under ϕ(ϕ(·)) these may be interchanged, which makes ϕ(ϕ(·)) different from the identity
mapping, even though thermodynamically nothing has changed.35 As for the mapping of states
ϕΣ, it does not have to be idempotent either. Finding an easy example where this is the case but
intuition does not fail is a bit trickier than in the case of processes. However, the point is that
ϕΣ must map thermodynamic states to a “thermodynamically equivalent” states, i.e. a state with
exactly the same thermodynamic properties. This can in principle also happen when ϕΣ(ϕΣ(·))
is not an identity mapping.
These observation are the reason why we had go via Lemmas E.9 and E.10 to prove that =ˆ is
an equivalence relation.
We can now extend the definition of equivalent systems from atomic to arbitrary systems.
Namely, two arbitrary systems are equivalent if their atomic subsystems are pairwise equivalent.
The extended relation will keep the status of an equivalence relation, as we show below.
Definition E.12 (Equivalence of systems). Let S1, S2 ∈ S be two arbitrary systems. They are
equivalent, and we write S1=ˆS2, if there exists a bijection between Atom(S1) and Atom(S2) which
respects the equivalence classes of =ˆ for atomic systems.
Definition E.12 can be rephrased as: The two systems are equivalent if |Atom(S1)| = |Atom(S2)| =:
n and there exists a labelling {A
(i)
k }i=1,..,n = Atom(Sk) for k = 1, 2 such that
A
(i)
1 =ˆA
(i)
2 for i = 1, . . . , n . (E.25)
Again we need to prove that =ˆ is an equivalence relation, now on S.
35 We do not use the ◦ notation for the concatenation of ϕ with itself on purpose in order not to confuse the
reader, as ◦ is already used for the concatenation of thermodynamic processes. Instead, we used the notation ϕ(·)
to still be able to denote a concatenation of such functions.
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Proposition E.13 (=ˆ is equivalence relation on S). The relation =ˆ on S is an equivalence relation.
Proof. Reflexive: If S1 = S2, i.e. Atom(S1) = Atom(S2), then a possible labelling is A
(i)
1 = A
(i)
2
for i = 1, . . . , |Atom(S1)| =: n.
Symmetry: Again, the roles of S1 and S2 in Definition E.12 are interchangeable.
Transitivity: Suppose S1=ˆS2 and S2=ˆS3. This means that there are two labellings {A
(i)
k }i=1,..,n =
Atom(Sk) for k = 1, 2 and {A˜
(j)
l }j=1,..,n = Atom(Sl) for l = 2, 3 which fulfil
A
(i)
1 =ˆA
(i)
2 for i = 1, . . . , n ,
A˜
(j)
2 =ˆA˜
(j)
3 for j = 1, . . . , n .
(E.26)
If the two labellings do not agree on Atom(S2), one can relabel the j’s such that A˜
(j)
2 = A
(j)
2 for
j = 1, . . . , n. By transitivity of =ˆ for atomic systems, we then find
A
(j)
1 =ˆA˜
(j)
3 for j = 1, . . . , n (E.27)
and thus S1=ˆS3.
Lemma E.14 (Equivalence and composition). Let A1, A2 ∈ A and S ∈ S an arbitrary system
disjoint with A1 and A2, Atom(S) ∩ {A1, A2} = ∅. Then: A1=ˆA2 ⇐⇒ A1 ∨ S=ˆA2 ∨ S.
Proof. Let {A
(1)
S , . . . , A
(n)
S } = Atom(S). By assumption, A1 and A2 are not in this list, i.e. all
atomic systems we deal with are different. The direction A1=ˆA2 ⇒ A1 ∨ S=ˆA2 ∨ S follows
immediately with the labelling
A1=ˆA2 ,
A
(j)
S =ˆA˜
(j)
S for j = 1, . . . , n .
(E.28)
Let now A1 ∨S=ˆA2 ∨S. Consider the labelling of atomic system in this equivalence. W.l.o.g. the
numbering can be chosen such that A1=ˆA
(1)
S =ˆ · · · =ˆA
(k)
S . It holds k ≥ 1 because by assumption
A1 is equivalent to at least one atomic system in Atom(S)∪A2 and it is not A2. If k = n, it means
that all atomic systems at hand are equivalent to each other and consequently A1=ˆA2 must hold.
If k < n then the labelling must be such that members of {A
(k+1)
S , . . . , A
(n)
S } are equivalent to one
or more other members of this set but not to any members of {A
(1)
S , . . . , A
(k)
S }. I.e. the labelling is
such that the “sublabelling” of the subset {A
(k+1)
S , . . . , A
(n)
S } of atomic systems is closed. But this
means that there is no space for A2 in this part of the labelling. Hence A2 is must be equivalent
to at least one member of {A
(1)
S , . . . , A
(k)
S } and thus by transitivity also A2=ˆA1.
This section of the appendix was opened with a definition thermodynamic isomorphisms on
which the concept of equivalent atomic is based. Having now defined when two arbitrary sys-
tems are called equivalent it may strike us that for this definition an explicit notion of a more
general thermodynamic isomorphism associated with A1=ˆS2 was not necessary. This is because
the definition of equivalence of arbitrary systems relies on the equivalences of the atomic subsys-
tems. However, if we want to generalize the specific results derived for atomic equivalences (e.g.
Lemma E.3, Lemma E.4, Lemma E.6, Lemma E.7) it is necessary to explicitly talk about the
correspondence of processes.
For this, we construct a thermodynamic isomorphism for the equivalence of two arbitrary
equivalent systems.
Definition E.15 (Thermodynamic isomorphism for S1=ˆS2). Let S1=ˆS2 according to Defini-
tion E.12 and let n := |Atom(S1)| = |Atom(S2)|. Furthermore, let l := |Atom(S1) ∩ Atom(S1)|
be the number of shared atomic subsystems. Choose a labelling of the atomic subsystems of each
system such that
A
(1)
1 = A
(1)
2 , . . . , A
(l)
1 = A
(l)
2 , A
(l+1)
1 =ˆA
(l+1)
2 , . . . , A
(n)
1 =ˆA
(n)
2
(E.29)
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(this implies that we can choose the isomorphisms for the first l atomic equivalences as identities,
ϕ(i)(p) = p and ϕA(A) = A for i = 1, . . . , l). Denote the remaining (non-identity) thermodynamic
isomorphisms by ϕ(i), ϕ
(i)
A for i = l+1, . . . , n. Then define the thermodynamic isomorphism ϕ, ϕA
for S1=ˆS2 by
ϕ(p) := ϕ(l+1)(ϕ(l+2)(· · ·ϕ(n)(p) · · · )) ,
ϕA(A) := ϕ
(l+1)
A (ϕ
(l+2)
A (· · ·ϕ
(n)
A (A) · · · )) .
(E.30)
Having defined a thermodynamic isomorphism for two equivalent atomic systems we must now
check whether this generalization fulfils the expected generalized properties (i)-(v) from Defini-
tions E.1 and E.8.
Proposition E.16. A thermodynamic isomorphism ϕ, ϕA for S1=ˆS2 as in Definition E.15 is
indeed a thermodynamic isomorphism (i.e. fulfils Definition E.1 (i)-(iii)) and
(iv) for A ∈ A r
(
Atom(S1) ∪ Atom(S2)
)
we have ϕA(A) = A, while ϕA(A
(i)
1 ) = A
(i)
2 and
ϕA(A
(i)
2 ) = A
(i)
1 , and
(v) for all p ∈ P and A ∈ A r
(
Atom(S1) ∪ Atom(S2)
)
we have ⌊ϕ(p)⌋A = ⌊p⌋A and the same
for ⌈·⌉·.
Proof. Any thermodynamic isomorphism for two equivalent atomic systems is bijective by defini-
tion, hence so is a finite subsequent application of such maps. For the remainder of the proof we
note that the construction of ϕ is such that the non-identity thermodynamic isomorphisms act
non-trivially on disjoint pairs {A
(i)
1 , A
(i)
2 } of atomic systems. For instance, ϕ
(n) acts non-trivially
on A
(n)
1 and A
(n)
2 , but any A
(i)
k with i 6= n is untouched by ϕ
(n) according to Definition E.8 (same
for ϕ
(n)
A ). This observation is key for proving the five points characterizing thermodynamic iso-
morphisms for equivalences.
Let p, p′ ∈ P be thermodynamic processes and A ∈ A am atomic system.
(i) If p′ ◦ p is defined we obtain
ϕ(p′ ◦ p) = ϕ(l+1)(· · ·ϕ(n)(p′ ◦ p) · · · )
= ϕ(l+1)(· · ·ϕ(n−1)(ϕ(n)(p′) ◦ ϕ(n)(p)) · · · )
= . . .
= ϕ(l+1)(· · ·ϕ(n)(p′) · · · ) ◦ ϕ(l+1)(· · ·ϕ(n)(p) · · · )
= ϕ(p′) ◦ ϕ(p) ,
(E.31)
by using Definition E.1 (i) for ϕ(i) for i = l + 1, . . . , n subsequently. If instead ϕ(p′) ◦ ϕ(p)
is defined the equation still holds, thus concluding the proof of (i).
(ii) We use that the ϕ(i) fulfil (ii) individually:
⌊ϕ(p)⌋ϕA(A) = ⌊ϕ
(l+1)(· · ·ϕ(n)(p) · · · )⌋
ϕ
(l+1)
A
(···ϕ
(n)
A
(A)··· )
def.
⇔ ⌊ϕ(l+2)(· · ·ϕ(n)(p) · · · )⌋
ϕ
(l+2)
A
(···ϕ
(n)
A
(A)··· )
def.
⇔ · · ·
⇔ ⌊p⌋A def.
(E.32)
(iii) Like in the previous points we compute step by step, using the fact that the ϕ(i), ϕ
(i)
A fulfil
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(iii) individually:
WϕA(A)(ϕ(p)) =Wϕ(l+1)
A
(···ϕ
(n)
A
((A)··· )
(ϕ(l+1)(· · ·ϕ(n)(p) · · · ))
=W
ϕ
(l+2)
A
(···ϕ
(n)
A
((A)··· )
(ϕ(l+2)(· · ·ϕ(n)(p) · · · ))
= · · ·
=WA(p) .
(E.33)
(iv) Since all atomic systems A ∈ A r
(
Atom(S1) ∪ Atom(S2)
)
are untouched by the ϕ
(i)
A , i.e.
mapped to themselves, it immediately follows that ϕA(A) = A for those.
For i = 1, . . . , l we see with the same argument that ϕA(A
(i)
1 ) = A
(i)
1 = A
(i)
2 = ϕA(A
(i)
2 ),
where we used that the labelling is chosen such that the first l atomic subsystems are pairwise
equal.
For i = l+1, . . . , n on the other hand, we know that the the A
(i)
k are mapped to themselves by
the ϕ
(j)
A except for j = i, in which case ϕ
(i)
A (A
(i)
1 ) = A
(i)
2 and vice versa. Thus ϕA(A
(i)
1 ) = A
(i)
2
and ϕA(A
(i)
2 ) = A
(i)
1 .
Proposition E.16 establishes the natural generalizations of the properties listed in Definition E.8
for thermodynamic isomorphisms of atomic equivalences to thermodynamic isomorphisms for
generic equivalent systems. Since ϕ, ϕA from Definition E.15 is in particular a thermodynamic iso-
morphism we can define associated bijective mappings ϕS and ϕΣ of arbitrary systems and states
(Definition E.5, Lemma E.6). Also, the results about properties of work processes (Lemma E.3),
state changes (Lemma E.4), and internal energy (Lemma E.7) under thermodynamic isomorphisms
can be directly applied. They yield invariance of the quantities and properties under ϕ, ϕA.
These observations conclude the construction of thermodynamic isomorphisms describing equiv-
alences for general systems. We have shown that all relevant concepts introduced so far are in-
variant under equivalences. The concepts that are introduced from here on will also have this
property, as will be shown for each.
F Heat and heat reservoirs
The heat flow into a system S due to a process p ∈ P , QS(p), denoted by Qs in the following,
is defined as the difference of the change in internal energy and work done during a thermody-
namic process (Definition 5.1). Heat QS defined as such inherits all thermodynamically relevant
properties from the work function WS and the internal energy US. If no atomic subsystem of S is
involved in p, then QS(p) = 0; likewise, QS(id) = 0 for identity processes; QS(p) = 0 for all work
processes p ∈ PS on S; heat flows in reverse processes change their signs; QS is additive under
composition (for disjoint systems); it is additive under concatenation (Lemma F.1); and finally,
heat flows are invariant under thermodynamic isomorphisms (Lemma F.2).
While the first five statements are direct to see, the latter two need a bit more discussion.
They are states in the following two lemmas.
Lemma F.1 (Heat under concatenation). Let p, p′ ∈ P be arbitrary processes such that p′ ◦ p is
defined and consider an atomic system A ∈ A. Then
QA(p
′ ◦ p) = QA(p) +QA(p
′) . (F.1)
This statement naturally extends to arbitrary systems by additivity under composition.
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Proof. We distinguish three cases. First, assume that A is neither involved in p nor in p′. This
implies that both QA(p) = QA(p
′) = 0, and that A is not involved in p′ ◦ p either. But then
QA(p
′ ◦ p) = 0 = QA(p) +QA(p′) is obviously fulfilled.
Second, if A is involved in p but not in p′, only QA(p
′) = 0 and WA(p
′) = 0 necessarily. In this
case, according to the postulate introducing concatenation, A is involved in p′ ◦ p and undergoes
the same state change (thus also the same change in internal energy) as it does under p alone. We
find
QA(p
′ ◦ p) = ∆UA(p
′ ◦ p)−WA(p
′ ◦ p) = ∆UA(p)−WA(p
′)−WA(p) = QA(p) = QA(p) +QA(p
′) .
(F.2)
If A is involved in p′ but not in p the argument works analogously.
Third, assume that A is involved in both p and p′. In this case we argue directly that both
∆UA and WA are additive under concatenation, the former by the fact that it is a state variable,
the latter by the additivity postulate for the work function. With Definition 5.1 for heat this
implies that also QA is additive under concatenation.
Lemma F.2 (Heat under isomorphisms). Let ϕ, ϕA be a thermodynamic isomorphism. Then for
any process p ∈ P it holds
QϕA(A)(ϕ(p)) = QA(p) . (F.3)
Proof. If A1 is involved in p we can make use of Lemma E.7 implying that ∆UϕA(A)(ϕ(p)) =
∆UA(p). Together with Definition 4.1 (iii) it immediately follows
QϕA(A)(ϕ(p)) = ∆UϕA(A)(ϕ(p))−WϕA(A)(ϕ(p))
= ∆UA(p)−WA(p)
= QA(p) .
(F.4)
By Definition 4.2 (ii) the atomic system A is involved in p if and only if ϕA(A) is involved in ϕ(p).
Hence, if A is not involved in p, QA(p) = 0 = QϕA(A)(ϕ(p)).
Definition 5.1 says what amount of heat flows into a specific system S, but it does not specify
where this heat comes from. In a bipartite setting such as the one discussed in the main text,
where a work process p ∈ PS1∨S2 is considered, it is possible to say that heat QS1(p) flows from S2
to S1. Likewise in the opposite view, one can say that the heat QS2(p) ≡ −QS1(p) flows from S1
to S2. However, in a more complex composite system such a statement is not necessarily possible,
unless one splits it up into two subsystems to be considered, in which case we end up with the
bipartite setting again. This becomes relevant in the pictorial representation of work and heat
flows, as is discussed in the main text.
G Carnot’s Theorem
As a direct consequence of the second law (Postulate 9) and Definition 5.3 for heat reservoirs,
we prove the following result on the signs of heat flows to cyclic machines operating between two
reservoirs.
Lemma G.1 (Direction of heat flows in Carnot engines). Consider a (not necessarily reversible)
process p ∈ PR1∨S∨R2 operating on a cyclic system S and two reservoirs R1, R2 ∈ R. If p is
non-trivial, i.e. if not both heat flows QR1(p) and QR2 are zero, then
(i) at least one of the heat flows is strictly positive, and
(ii) if p is reversible, one of the heat flows is strictly positive and the other one strictly negative.
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Proof. We prove (i) and then show that (ii) is a consequence of it. Suppose by contradiction that
QR1(p) ≤ 0 and QR2(p) ≤ 0. Excluding the trivial case, w.l.o.g. we can assume that QR1(p) < 0
(otherwise swap the labels 1 ↔ 2. Since ∆UR2(p) = QR2(p) ≤ 0 there exists a process q ∈ PR2
with WR2(q) = −∆UR2(p) ≥ 0 and well-defined concatenation q ◦ p. This is a consequence of
Definition 5.3 (ii). By construction we find that under q ◦ p
∆UR2(q ◦ p) = ∆UR2(q) + ∆UR2(p) = 0 (G.1)
implying that not only S but S ∨R2 is cyclic, and
QR1(q ◦ p) = QR1(p) < 0 . (G.2)
This contradicts the second law, requiring QR1(q ◦ p) ≥ 0, and proves (i).
For a reversible p w.l.o.g. QR2(p) > 0. If p
rev is a reverse process, we know that QR2(p
rev) =
−QR2(p) < 0 and due to (i) applied to p
rev it must be that QR1(p
rev) > 0. Going back to p, this
implies that QR1(p) < 0, which concludes the proof.
H Absolute temperature
We investigate the reversible heat flows between equivalent reservoirs and a cyclic machine.
Lemma H.1 proves that reversible heat flows to reversible engines from equivalent reservoirs are
exactly opposite and hence −
QR1
QR2
= 1. In addition, we know from Lemma F.2 that swapping
equivalent system leaves all heat flows invariant and thus the same holds for the ratio of heat flows
in Carnot engines.
Lemma H.1 (Reversible engine with equivalent reservoirs.). Consider a reversible p ∈ PR1∨S∨R2 ,
cyclic on S, with equivalent heat reservoirs R1=ˆR2 ∈ R. Then the heat flows to R1 and R2 must
be exactly opposite, QR2(p) = −QR1(p).
Proof. If p is trivial, i.e. QR1(p) = QR2(p) = 0, we are done. So we assume that it is non-
trivial. W.l.o.g. QR2(p) > 0, which implies that QR1(p) < 0 due to Lemma G.1. For equivalent
reservoirs R1=ˆR2 there exists a corresponding thermodynamic isomorphism ϕ. Define q := ϕ(p) ∈
PR1∨S∨R2 . By definition, q fulfils QR1(q) = QR2(p) and QR2(q) = QR1(p). Suppose now by
contradiction that −
QR1(p)
QR2(p)
6= 1. W.l.o.g. −
QR1(p)
QR2 (p)
> 1 (otherwise use the reverse process to p and
swap the labels 1↔ 2). Choose positive integers k, l ∈ N such that
−
QR1(p)
QR2(p)
>
k
l
> 1 (H.1)
and apply p l times followed by k applications of q.36 The total process is still cyclic on S and the
heat flows sum up to
QtotR1 = l QR1(p) + kQR1(q) = l QR1(p) + k QR2(p) =
(
k
l
−
(
−
QR1(p)
QR2(p)
))
︸ ︷︷ ︸
<0
· l QR2(p)︸ ︷︷ ︸
>0
< 0 , (H.2)
QtotR2 = l QR2(p) + k QR2(q)l QR2(p) + k QR1(p) =
(
k
l
−
(
−
QR2(p)
QR1(p)
))
︸ ︷︷ ︸
>0
· l QR1(p)︸ ︷︷ ︸
<0
< 0 , (H.3)
where we used in the second line that −
QR2(p)
QR1(p)
< 1 < k
l
. This contradicts Lemma G.1, and thus
concludes the proof.
36 As in the proof of Carnot’s Theorem, by “k applications of p” we mean that one applies p, then the corre-
sponding process to p for the new initial states of the reservoirs which exists due to Definition 5.3 (iii) and so on,
k times in total. Then apply q or, if the initial states of the reservoirs do not match, a translated version of q, l
times in the same manner.
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Postulate 10 on the existence of reversible Carnot engines guarantees that the universality
statement of Carnot’s Theorem 7.1 is meaningful for an arbitrary pair of heat reservoirs. As
discussed, it is a comparability statement in this sense. Based on this we define the temperature
ratio τ as follows.
Definition H.2 (Temperature ratio). The temperature ratio τ of two equivalence classes [R1], [R2] ∈
R/=ˆ is
τ : R/=ˆ× R/=ˆ −→ R>0
([R1], [R2]) 7−→ −
QR1
QR2
(H.4)
where R1 and R2 are two different
37 heat reservoirs and QR1 and QR2 are the heat flows of a
(non-trivial) reversible Carnot engine operating between them such that QR2 > 0. Extending
this definition to the set of pairs of heat reservoirs, we use the same symbol τ and write for the
temperature ratio of two heat reservoirs
τ(R1, R2) := τ([R1], [R2]) . (H.5)
τ is well-defined, as discussed in the main text. Furthermore, it obviously fulfils τ([R], [R]) = 1
and τ([R2], [R1]) = τ([R1], [R2])
−1.
In the coming lemma about the temperature ratio τ it is proven that it actually behaves as a
ratio, meaning that multiplying τ(R1, R2) with τ(R2, R3), where R2 first shows up in the second
argument and then in the first, is equal to τ(R1, R3), independently of the reservoir R2.
Lemma H.3 (τ as a ratio). LetR1, R2, R3 ∈ R be three arbitrary heat reservoirs. Then τ(R1, R2)·
τ(R2, R3) = τ(R1, R3).
Proof. W.l.o.g. the reservoirs R1 6= R2 6= R3 6= R1 are different representatives of their respective
equivalence class. If this was not the case, take equivalent but different reservoirs (this is always
possible due to the postulate on the existence of arbitrarily many copies). For the constructive
proof, we need two copies of R2 in the beginning. Call them R2 and R
′
2 and choose them to be
different from each other and all the others, too.
Let S be a Carnot engine operating between R1 and R2 (all systems pairwise disjoint) through a
reversible work process p ∈ PR1∨S∨R2 with QR1 := QR1(p) < 0 and QR2 := QR2(p) > 0. Likewise,
let S′ and p′ ∈ PR1∨S′∨R2 be an analogous machine and reversible process for the reservoirs R
′
2
and R3 with QR′2 := QR′2(p
′) = −QR2 < 0 and QR3 := QR3(p
′) > 0. Such a machine together
with the reversible work process on R′2∨S∨R3 exists due to Postulate 10.
38 The described setting
is depicted in Figure H.1 (a). It follows that
τ(R1, R2) = −
QR1
QR2
and τ(R′2, R3) = −
QR′2
QR3
. (H.6)
We now use an additional machine S′′ with a reversible process p′′ ∈ PR1∨S′′∨R′2 that transfers
the heat QR2 from R2 to R
′
2. Such a machine exists due to Postulate 10 and has no work cost
according to Lemma H.1. Due to the translation invariance of reservoirs (Definition 5.3 (iii)) it is
possible to find p, p′ and p′′ which can be concatenated to p′′ ◦ p′ ◦ p.
Under the concatenated process the reservoirs R2 and R
′
2 are cyclic by construction, while the
machines S, S′ and S′′ are also cyclic. Hence, under this extension the situation changes to the one
depicted in Figure H.1 (b), where the reservoirs R1 and R3 interact with a cyclic machine while
taking up the heat flows QR1 and QR3 , respectively. The construction could be made analogously
37 A Carnot engine operates between two different heat reservoirs. If R1 = R2, then R1 ∨ S ∨R2 = R1 ∨ S and
there would be no two heat flows to compare.
38Notice that this is the first time where we use the fact that we can tune one of the heat flows. In all previous
proofs we only used the fact that non-trivial machines exist between any two reservoirs.
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(a)
R1
R2
S
QR1
QR2
WS
R′2
R3
S′
QR′2 = −QR2
QR3
WS′
(b) R1
QR1
S∨
R2 ∨R′2∨
S′ ∨ S′′
WS +WS′
R3
QR3
Figure H.1: (a) The two reversibly operating cyclic machines S and S′ between R1, R2 and R
′
2,
R3, respectively, are such that QR2 = −QR′2 > 0 and consequently QR1 < 0, QR3 > 0. (b) After
making use of Postulate 10 the copies R2 and R
′
2 we obtain a reversibly operating cyclic machine
S ∨R2 ∨R′2 ∨ S
′ ∨ S′′ between R1 and R3.
for the reverse processes and as a consequence the constructed process is reversible. We conclude
that τ(R1, R3) = −
QR1
QR3
, which implies
τ(R1, R2) · τ(R
′
2, R3) =
(
−
QR1
QR2
)
·
(
−
QR′2
QR3
)
=
(
−
QR1
QR2
)
·
(
QR2
QR3
)
= −
QR1
QR3
= τ(R1, R3) .
(H.7)
Together with the observation that heat flows do not change when exchanging equivalent systems
(Lemma F.2), and hence τ(R′2, R3) = τ(R2, R3), this concludes the proof.
It is then possible to define the absolute temperature of a heat reservoir up to the free choice
of a reference temperature Tref and a reference reservoir Rref .
Definition H.4 (Absolute temperature). The absolute temperature of a heat reservoir R ∈ R is
defined as
T := τ(R,Rref) · Tref . (H.8)
It follows that absolute temperature, just like the heat flows in reversible Carnot engines, is
a property of the reservoir as a whole and independent of its state. This is what one expects for
reservoirs, which are systems that should not change its properties and how they interact with
other systems, after finite amounts of energy have been exchanged.
Systems at equal temperature are considered to be in thermal equilibrium. For reservoirs we
can now make this definition precise.
Definition H.5 (Thermal equilibrium for reservoirs, ∼). Let R1, R2 ∈ R be heat reservoirs. We
say that they are in thermal equilibrium if τ(R1, R2) = 1 and write R1 ∼ R2.
=ˆ, restricted to the set of heat reservoirs R, is a sub-relation of ∼. In addition, just like =ˆ, ∼
is an equivalence relation.
Lemma H.6 (∼ is equivalence relation). The relation∼ defined in Definition H.5 is an equivalence
relation.
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Proof. We need to show that it is reflexive, symmetric, and transitive. Reflexivity follows directly
from Lemma H.1, while symmetry holds due to τ([R2], [R1]) = τ([R1], [R2])
−1 for all R1, R2 ∈ R.
Finally, transitivity is a consequence of Lemma H.3.
A thorough discussion of absolute temperature, the relation for thermal equilibrium and it
implication is done in the main text.
I The temperature of heat flows
We shortly repeat the definition of the temperature of a heat flows.
Definition I.1 (Heat at temperature T ). Let S = S1 ∨ S2 ∈ S be composed of two disjoint
subsystems and undergo an arbitrary work process p ∈ PS1∨S2 with Q := QS2(p) 6= 0. We
say that the heat Q flows at temperature T if there exist two different reservoirs R1 ∼ R2 at
temperature T with processes p1 ∈ PS1∨R1 and p2 ∈ PS2∨R2 s.t. WA(pi) = WA(p) for all atomic
systems A ∈ Ar Atom(Si+1) and the state changes on Si under pi are the same as under p, i.e.
⌊pi⌋Si = ⌊p⌋Si and ⌈pi⌉Si = ⌈p⌉Si .
In this section we technically investigate this definition. The case of reversible heat flows will
be of particular interest.
Lemma I.2 (Reversible pi for reversible p). Consider the setting described in Definition I.1. If p
is reversible, then so are the pi.
Proof. Let prev ∈ PS1∨S2 be a reverse process for p. Furthermore let pC ∈ PR1∨R2 be the process
that reversibly transports the heat Q from R1 to R2 starting from the states ⌊p1⌋R1 and ⌈p2⌉R2 .
The process pC exists according to Postulate 10. We then claim that the process p
rev
2 := (p
rev ∨
pC) ◦ (p1 ∨ idS2∨R2) ∈ PS1∨R1∨S2∨R2 is well-defined, where idS2∨R2 is the identity process on
the corresponding initial states of pC and p
rev for R2 and S2, respectively. See Figure I.1 for
an illustration of the actions of the relevant processes. Furthermore, this process is a reverse
process for p2 ∨ idS1∨R1 on the composite system S1 ∨R1 ∨ S2 ∨R2 that is catalytic on S1 ∨R1.
Hence, according to the catalysis postulate there exists a process p˜rev2 ∈ PS2∨R2 with the same
thermodynamic properties, which then must be a reverse process for p2. Thus p2 (and if we do
the same for p1 also this one) must be reversible.
We are left with the task to show the above claims about prev2 . The fact that it is well-defined (i.e.
the concatenation of the two processes exists) follows from checking that the input and output
states of the two processes match. Regarding the cyclicity on S1 ∨R1 the consideration is equally
easy. Finally, we check the net work costs of S1 and R1
WS1(p
rev
2 ) =WS1(p
rev) +WS1(p1) =WS1(p
rev) +WS1(p) = 0 , (I.1)
WR1(p
rev
2 ) =WR1(pC) = 0 . (I.2)
In the last equality of Eq. (I.1) we used the fact that the work flows in prev are exactly opposite
to the ones during p. Hence, prev2 is indeed catalytic on S1 ∨R1.
Based on the previous lemma it is possible to show that non-zero reversible heat flows an
assigned temperature is unique.
Lemma I.3 (Unique temperature for reversible heat flows). Consider again the setting described
in Definition I.1, in particular the heat flow is non-zero, Q 6= 0. If p is reversible, then the heat
flow in the reverse process has the same temperature. Furthermore, this temperature is unique.
Proof. We know from Lemma I.2 that for a reversible process p fulfilling Definition I.1 the cor-
responding divided processes pi are also reversible. Hence, for the reverse process, p
rev, the
corresponding reverse processes of pi will fulfil the definition as well, now of course for the reverse
heat flow −Q. Since the reservoirs in the reverse processes of the pi are the same, we have shown
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(a)
Q
W2
R2
S2
(b) S1
R1
QW1
−W1
Q
Q
−W2
R2
S2
(c) S1
R1 Q
−W2
R2
S2
Figure I.1: (a) Under p2 ∈ PS2∨R2 the heat Q flows from R2 to S2, according to Definition I.1.
(b) In the construction of prev2 ∈ PS1∨R1∨S2∨R2 the heat Q flows from S2 via S1 and R1 to R2 and
the state change is exactly the opposite, as well as the work done on S2. The systems S1 and R1
are catalytic. (c) Essentially, under prev2 the heat Q flows from S2 to R2 while nothing is done on
the systems S1 and R1. Formally, Postulate 6 on the freedom of description then guarantees that
the process can also be seen as a work process p˜rev2 ∈ PS2∨R2 alone. Since the state changes are
indeed opposite to the ones under p2, we have found a reverse process for it.
that for the particular reverse process prev the reverse heat flow also has temperature T .
However, this alone does not exclude that more than one temperature could be assigned to the
reverse heat flow (as well as the forward heat flow). So let us assume that the heat flow Q ex-
changed under the reversible process p ∈ PS1∨S2 can be assigned the two temperatures T and T
′.
According to Definition I.1 this means that there exist processes pi ∈ PSi∨Ri and p
′
i ∈ PSi∨R′i
that divide the process p, where R1 ∼ R2 and R′1 ∼ R
′
2. Since p is reversible, all four processes
p1, p2, p
′
1, p
′
2 are reversible, too. Call the reverse processes p
rev
i and p
rev
i
′, respectively. If we now
concatenate the processes p1 and p
rev
1
′ to a new process (idR1 ∨ p
rev
1
′) ◦ (p1 ∨ idR′1), as depicted in
Figure I.2, we can construct a reversible engine S1 operating between R1 and R
′
1. Reversibility
follows from the fact that all processes used to construct the engine are reversible. According to
Carnot’s Theorem, which applies to this situation, we find that
T
T ′
= −
−Q
Q
= 1 , (I.3)
i.e. T = T ′. This implies that R1 ∼ R2 ∼ R
′
1 ∼ R
′
2. Remember that for this conclusion it is
important that Q 6= 0, which is a condition in Definition I.1. Thus, for reversible processes, if a
temperature can be assigned to a heat flow, this temperature is unique.
We conclude that a non-zero reversible heat flow can either be assigned a unique temperature
or no temperature at all.
Referring to Example 9.4 from the main text, one can investigate the relation between different
reversible heat flows inducing the same state change on a system.
Lemma I.4 (Different reversible heat flows inducing the same state change). Consider the setting
as described in Definition I.1 with a reversible process p ∈ PS1∨S2 . In addition, consider a different
reversible process p′ ∈ PS1∨S2 with ⌊p
′⌋S1 = ⌊p⌋S1 and ⌈p
′⌉S1 = ⌈p⌉S1 , i.e. both p and p
′ reversibly
induce the same state change on S1. If the heat Q under p is exchanged at temperature T and Q
′
under p′ at temperature T ′, and both Q 6= 0 and Q′ 6= 0, then:
Q
T
=
Q′
T ′
. (I.4)
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(a) S1 R1
QW1
(b) S1 R
′
1
Q−W1
(c)
R1
R′1
S1
−Q
Q
W1
−W1
Figure I.2: (a) Under p1 ∈ PS1∨R1 the state change in system S1 is exactly the opposite compared
to the state change under prev1
′ ∈ PS1∨R′1 depicted in (b). If we concatenate the two reversible
processes the total process will be cyclic on S1 and reversible, since the construction with p
rev
1 and
p′1 will yield a reverse process. Hence Carnot’s Theorem can be directly applied to the situation
in (c).
Proof. Let p1 ∈ PS1∨R1 and p
′
1 ∈ PS1∨R′1 be the divided processes for p and p
′, respectively, and
let prev1 and p
rev
1
′ be reverse processes for them. These exist since p1 and p
′
1 are reversible according
to Lemma I.2.
Just like in the proof of Lemma I.3 we now construct a reversible process (prev1 ∨idR′1)◦(p
′
1∨idR1),
which is essentially a Carnot process on S1 between the reservoirs R1 and R
′
1. The concatenation
is well-defined since the final states of p1 and p
′
1 match on S1. During this process, heat Q flows
from R1 to S1 and heat Q
′ flows from S1 to R
′
1. S1 itself will end up in its initial state since the
initial states of p1 and p
′
1 also match on S1. Hence, S1 indeed acts as a cyclic machine between
the two reservoirs. Finally, the constructed process is reversible since all its parts are. According
to Carnot’s Theorem, we must have
Q
Q′
=
T
T ′
, (I.5)
which concludes the proof.
Importantly, even though Definition I.1 explicitly talks about both systems S1 and S2, the
ratio Q
T
only depends on the state change on S1. Thus, Lemma I.4 does not make any reference
to the state changes on S2 under p and p
′. Only the state change on S1 needs to match. This is
an important observation which, after all, is key to be able to use the ratio Q
T
to define a state
function (the entropy).
J Clausius’ Theorem and thermodynamic entropy
We here prove that entropy is additive under composition of disjoint systems.
Lemma J.1 (Additivity of entropy). Let S1, S2 ∈ S be disjoint systems and write S = S1 ∨ S2.
Furthermore, let σ, σ′ ∈ ΣS be such that σ = σ1 ∨ σ2 and σ′ = σ′1 ∨ σ
′
2 with σi, σ
′
i ∈ ΣSi . Write
∆SS := SS(σ
′)− SS(σ) and ∆SSi := SSi(σ
′
i)− SSi(σ). Then
∆SS = ∆SS1 +∆SS2 , (J.1)
i.e. entropy differences are additive under composition of disjoint systems.
Proof. Let {pi}Ni=1 ⊂ P be a sequence of processes that allows us to compute the entropy difference
∆SS1 , i.e. the processes pi ∈ PS1∨R(1)i
in the sequence are concatenable and reversible, and under pi
the heat QS1(pi) is exchanged at temperature Ti. The total initial and final states of the sequence
are σ1 and σ
′
1. We assume that such sequences exist between any two states of a system. Let
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{qj}Mj=1 be an analogous sequence for system S2 and the states σ2 and σ
′
2, where the temperature
of the heat flows are denoted T˜j. By the conditions on {pi}i and {qj}j ⊂ P it holds
∆SS1 =
∑
i
QS1(pi)
Ti
and ∆SS2 =
∑
j
QS2(pj)
T˜j
. (J.2)
W.l.o.g. we can assume that the sequences of processes {pi}i and {qj}j act on disjoint systems
S˜1 and S˜2 which include S1 and S2, respectively. This can be done due to Postulate 8 on the
existence of copies of systems. If a reservoirs was acted on by both sequences, replace it in one
of them with a copy. We now construct p ∈ PS˜1∨S˜2 as the sequence of processes consisting of the
joined sequences {pi}i and {qj}j ,
p = ((pN ∨ idS2) ◦ · · · ◦ (p1 ∨ idS2)) ◦ ((qM ∨ idS1) ◦ · · · ◦ (q1 ∨ idS1)) , (J.3)
where idSi is a fitting identity on Si. This process is well-defined. The total initial and final
states on S = S1 ∨ S2 of p are σ = σ1 ∨ σ2 and σ′ = σ′1 ∨ σ
′
2. The sequence defining p fulfils all
requirements necessary for it to be used to determine the entropy difference of its initial and final
states on S (reversibility, heat flows at well-defined temperature) and thus we find
∆SS = SS1∨S2(σ
′)− SS1∨S2(σ)
=
(∑
i
QS1∨S2(pi ∨ idS2)
Ti
)
+

∑
j
QS1∨S2(qj ∨ idS1)
T˜j


=
(∑
i
QS1(pi)
Ti
)
+

∑
j
QS2(qj)
T˜j


= ∆SS1 +∆SS2 .
(J.4)
In the second to last equality we used that QS1∨S2(pi ∨ idS2) = QS1(pi) since idS2 is an identity
on S2, and likewise for exchanged roles of S1 and S2. Due to Clausius’ Theorem we know that
∆SS = ∆SS1 + ∆SS2 also holds for any other valid way of computing ∆SS . Therefore, entropy
differences must be additive.
By choosing the reference entropies of the systems accordingly, one can even achieve that not
just entropy differences but entropy as a state variable is additive.
We conclude this section with a discussion of reversible processes with a net heat flow of zero.
Consider a reversible process p ∈ PS∨S′ with QS(p) = 0. If S′ ∈ R is a reservoir and WS′(p) = 0,
as is the case for the processes in Clausius’ Theorem (Theorem 10.1), then p is essentially a work
process. In this case S′ is a catalytic system and according to Postulate 6 on the freedom of
description there exists a work process on S that does exactly the same, p˜ ∈ PS , and acts on S
alone. For a work processes p˜ on S, we truly have QS(p˜)
T
= 0.
If on the other hand S′ ∈ S is an arbitrary thermodynamic system this is not true, as the
following example shows.
Example J.2 (Reversible net heat flow of zero). Consider an ideal gad S undergoing a process
p = p2 ◦ p′ ◦ p1, with two reservoirs R1 and R2, where the temperatures of the reservoirs are
different, say T1 > T2. Let p1 ∈ PS∨R1 be an isothermal compression of the gas, in which the
heat QS(p1) > 0 is transferred from S to R1. This heat flows at temperature T1. Next, the work
process p′ ∈ PS is a reversible expansion of the gas, such that the final temperature of the gas is
T2 < T1. Now, apply p2 ∈ PS∨R2 , which is an isothermal expansion at temperature T2, which is
such that the heat QS(p2) = −QS(p1) < 0 flows from S to R2.
In total, the heat QS(p) = QS(p1) +QS(p2) = 0 flows into S, i.e. we have a net heat flows of
zero between S and R1∨R2. Nevertheless, according to Definition 10.2, the entropy change under
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p is
QS(p1)
T1
+ QS(p2)
T2
< 0 . (J.5)
This example allows us to observe that it would not be a clever idea to define “adiabatic
processes” on S as those thermodynamic processes with QS = 0. Naively, having the traditional
definition of an adiabatic process in mind, this sounds plausible. However, as the example shows,
during such processes the entropy of S can decrease, i.e., such processes fail to fulfil Theorem 10.4
(Entropy Theorem), while adiabatic processes in the traditional sense are usually thought of those
which fulfil the Entropy Theorem.
The above example also shows why the definition of entropy, Definition 10.2, asks the sequence
of processes {pi}i connecting two states on S to be such that pi ∈ PS∨Ri and WRi(pi) = 0, where
Ri is a heat reservoir. Only in this setting a net heat flow of zero during pi implies that
Q
T
= 0
is actually true. Beautifully enough, this definition still allows the simple extension to arbitrary
heat flows between arbitrary systems to determine the entropy difference between two states, as
long as these heat flows have a well-defined temperature. This follows from Definition 9.1 and the
considerations discussed in Section 9.
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