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a b s t r a c t
A flexible class of anisotropic stationary lattice processes with longmemory can be defined
in terms of a two-way fractional ARIMA (FARIMA) representation. We consider parameter
estimation based on minimizing an approximate residual sum of squares. The method can
be applied to sampling areas that are not necessarily rectangular. A central limit theorem is
derived under general conditions. The method is illustrated by an analysis of satellite data
consisting of total column ozone amounts in Europe and the Atlantic respectively.
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1. Introduction
In many areas of applications, such as ecology, environmental monitoring, agronomy, remote sensing, data are observed
on a regular lattice (see e.g. [1–10] and the references therein). Frequently, long memory in the sense of hyperbolically
decaying spatial correlations is observed, with the long-memory parameter depending on the direction. For instance, in
ground water flow and contaminant transport studies, it is common practice to model physical properties by scalar fields
with stronger long memory in the direction of the flow [11]. In the study of fracture surfaces, Ponson [12], conjectured
the existence of universal anisotropic long-memory exponents that corresponds to certain physical properties of the
material such as roughness, growth and the so-called dynamic exponents. For other examples from physics, geophysics
and further references see e.g. [13–16]. For an overview on long memory and related processes see e.g. [17–22]. Recent
results on anisotropic random fields can be found in [23,24]. For long-memory random fields see among others, [25–33].
Approximations of the likelihood function of short-memory Gaussian lattice processes are discussed for instance in [34–42].
In the short-memory context, Martin [43] introduced a simple class of anisotropic lattice processes that are directly
derived fromARMA time seriesmodels. Including the long-memory parameters d1 in the ‘‘horizontal’’ and d2 in the ‘‘vertical’’
direction respectively, these models can be generalized along the line of fractional ARIMA processes [68,69] by defining
Xrs = Ψ1(B1)Ψ2(B2)εrs (1)
= (1− B1)−d1 (1− B2)−d2 Λ(B1, B2)εrs (2)
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with εrs iid, E(εrs) = 0, σ 2ε = var(εrs) <∞, B1εrs = εr,s−1, B2εrs = εr−1,s,
Λ(B1, B2) = Λ1(B1)Λ2(B2), (3)
Λ1(B1) = ϕ−11 (B1) ψ1 (B1) ,
Λ2(B2) = ϕ−12 (B2) ψ2 (B2) ,
and
ϕ1 (z) = 1−
p1∑
j=1
ϕ1jz j, ϕ2 (z) = 1−
p2∑
j=1
ϕ2jz j, (4)
ψ1 (z) = 1+
q1∑
j=1
ψ1jz j, ψ2 (z) = 1+
q2∑
j=1
ψ2jz j.
If 0 < d1, d2 < 12 and the roots of the polynomials ϕi and ψi are outside the unit circle, then Xrs is stationary and invertible
such that we have the representation
εrs = (1− B1)d1 (1− B2)d2 Λ−1(B1, B2)Xrs. (5)
Moreover, the spectral density of Xrs is equal to
f (λ, ν) = σ
2
ε
4pi2
∣∣1− e−iλ∣∣−2d1 ∣∣1− e−iν∣∣−2d2 ∣∣∣∣∣ψ1
(
e−iλ
)
ϕ1
(
e−iλ
) ∣∣∣∣∣
2 ∣∣∣∣∣ψ2
(
e−iν
)
ϕ2
(
e−iν
) ∣∣∣∣∣
2
(6)
= σ 2ε f1(λ)f2(ν) (7)
where fi (i = 1, 2) are the spectral densities of a fractional ARIMA model with innovation variance one, p = pi, d = di,
q = qi, and the MA- and AR-polynomials ϕ (z) = ϕi (z), ψ (z) = ψi (z) respectively. The unknown parameter vector is
ϑ = (σ 2ε , θT), where σ 2ε = var(εrs) > 0, and θ = (θTrow, θTcol) ∈ Θ ⊆ Rp1+q1+1 × Rp2+q2+1 with
θrow =
(
d1, ϕT1, ψ
T
1
)T
, θcol =
(
d2, ϕT2, ψ
T
2
)T
, (8)
and
ϕi =
(
ϕi1, . . . , ϕipi
)T
, ψi =
(
ψi1, . . . , ψiqi
)T
(i = 1, 2). (9)
Note that, for convenience, we use the same notationϕi andψi for the polynomials and the corresponding parameter vectors
respectively. For the case of Gaussian innovations εrs, and (p1, q1, p2, q2) = (1, 0, 1, 0), Boissy et al. [44] investigateWhittle
estimation of θ . Generalizing techniques used in [45] in the time series context, they derive a central limit theorem for data
sampled on a square grid (r, s) ∈ Qn = {1, 2, . . . , n} × {1, 2, . . . , n}. In a related paper, Sethuraman and Basawa [46]
consider maximum likelihood estimation for n simultaneous time series of length m with long-range dependence in time
and a correlation structure between the series characterized by a finite linear filter. Under the assumption that the time
series follow the same FARIMA(0, d, 0) model (i.e. a fractional ARIMAmodel with p = q = 0) with Gaussian innovations εrs,
they derive a central limit theorem for the maximum likelihood estimator of d and the filter parameters. In the notation
of lattice processes, their model can be viewed as Xrs defined above, observed on a rectangular area (r, s) ∈ Q˜m,n =
{1, 2, . . . ,m} × {1, 2, . . . , n}, with Gaussian innovations, p1 = q1 = q2 = 0, p2 > 0, d1 > 0 and d2 = 0 (i.e. with
long memory in one direction only). Local Whittle estimation based on low frequencies of the spatial periodogram are used
is considered in [11].
In the present paper, we consider estimation of θ for the general spatial process Xrs defined in (2), with long memory in
both directions, i.e. with two free long-memory parameters d1, d2 ∈ (0, 12 ), pi, qi arbitrary, and innovations εrs satisfying
certain moment conditions and assumptions on the tail behaviour. Observations are assumed to be sampled from an
arbitrarily shaped area. The estimator considered here is based on the infinite AR-representation of εrs. An advantage of
this approach is that it can easily be applied to irregularly shaped sampling areas, and a central limit theorem for n(θˆ − θ)
can be derived under general conditions, in particular avoiding the assumption of Gaussianity. Note that irregular sampling
areas often occur in practice, for instance due to certain geographic characteristics (see Fig. 2b). As an alternative, some
authors have suggested that θrow and θcol may me estimated by suitable averaging of row-by-row and column-by-column
estimates respectively. However, as it turns out, estimates of this type have a slower rate of convergence with respect to
variance and/or bias.
The outline of the paper is as follows. Basic definitions are given in Section 2. The asymptotic distribution of θˆ is derived
in Section 3. A comparison with row-by-row and column-by-column estimates is discussed in Section 4. Simulations and
data examples in Section 5 illustrate the results. Proofs are given in the Appendix.
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2. Definitions
A lattice process is often observed in an area An that is neither quadratic nor rectangular. In the simplest case, An may be
described by specifying a lower and upper limit for the column index s as a function of the row index r and vice versa. Thus,
we observe
Xrs, (r, s) ∈ An (10)
where
An =
{
(r, s) ∈ N2+ : mrow,L ≤ r ≤ mrow,U ,mcol,L(r) ≤ s ≤ mcol,U(r)
}
(11)
wheremcol,L(.) andmcol,U(.) are functions with finite support mappingN+ (the set of positive integers excluding zero) toN.
Remark 1. The definition of An is quite general, since it includes sampling areas that are not necessarily rectangular. In the
special case of a rectangular area with side lengths n and [nao] for some ao > 0 (where [nao] denotes the integer part of nao),
we have (possibly after rotation and translation)
An = {(r, s) : 1 ≤ r ≤ n, 1 ≤ s ≤ [nao]} .
In the notation above, this means
mrow,L = 1, mrow,U = n,
mcol,L(r) ≡ 1, mcol,U(r) ≡ [nao] .
A simple non-rectangular area is for instance an L-shape defined by
mrow,L = 1, mrow,U = n,
mcol,L(r) ≡ 1, mcol,U(r) = n−
[n
2
]
· 1
{
r >
[n
2
]}
.
Throughout the paper,Xrswill be assumed to be generated by (1)with θ = θ o denoting the true value of θ . Representation
(5) can be used to define a least squares estimator of θ o as follows. For any θ ∈ Θ , let
εrs (θ) = (1− B1)d1 (1− B2)d2 Λ−1(B1, B2)Xrs (12)
=
∞∑
j,l=0
bj (θcol) bl (θrow) Xr−j,s−l.
In particular, for θ = θ o, we have
εrs = εrs
(
θ o
)
. (13)
Defining the computable approximation of εrs (θ) (for (r, s) ∈ An) by
ers (θ) =
∑
j,l∈Bn(r,s)
bj (θcol) bl (θrow) Xr−j,s−l (θ ∈ Θ), (14)
with Bn(r, s) = {j, l ≥ 0 : (r − j, s− l) ∈ An}, the estimate of θ is set equal to
θˆ = argmin
∑
(r,s)∈An
e2rs (θ) . (15)
Using the notation
e˙rs (θ) =
[
e˙rs;1, . . . , e˙rs;p1+q1+p2+q2+2
]T (16)
with
e˙rs;j = ∂
∂θj
ers (θ) (17)
and
S˜n (θ) =
∑
(r,s)∈An
e˙rs (θ) ers (θ) , (18)
θˆ can also be defined as the solution of
S˜n(θˆ) = 0. (19)
Remark 2. If εrs are iid N(0, σ 2ε )-distributed, then θˆ is an approximate maximum likelihood estimator.
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3. Asymptotic distribution
The following assumptions will be used.
• (A1) Let εrs = εrs (θ o), be iid zero mean random variables with finite variance, and, denote by
ε˙rs
(
θ o
) = ∞∑
j,l=0
∂
∂θ
[
bj (θcol) bl (θrow)
]∣∣∣∣∣
θ=θo
Xr−j,s−l (20)
= [ε˙rs;1 (θ o) , . . . , ε˙rs;p1+q1+p2+q2+2 (θ o)]T
the derivative of εrs (θ) at θ = θ o. Then, as n→∞,
n−1 max
1≤r,s≤n
∥∥εrs (θ o) ε˙rs (θ o)∥∥2 = op (1) (21)
where ‖.‖ denotes the Euclidian norm and op(1) means that the sequence of random variables converges to zero in
probability as n tends to infinity.
• (A2) With the same notation as in (A1)
lim
n→∞ n
−1E
{
max
1≤r,s≤n
∥∥εrs (θ o) ε˙rs (θ o)∥∥2} = 0. (22)
• (A3)Θ is compact and θ ∈ Θo whereΘo denotes the interior ofΘ .
• (A4)
Xrs, (r, s) ∈ An, (23)
with An defined in (11) and such that there exist constants 0 < κrow, κcol ≤ 1, 0 ≤ a < b ≤ 1, with
lim
n→∞ n
−1 [mrow,U −mrow,L] = κrow, (24)
and
lim
n→∞ n
−1 min
a≤r≤nb
[
mcol,U(r)−mcol,L(r)
] = κcol. (25)
Moreover, the number of points in An is such that
0 < lim
n→∞ n
−2 |An| = A <∞. (26)
Remark 3. Assumptions (A1) and (A2) depend on the tail behaviour of εrs. In particular, if the distribution of εrs is in the
maximum domain of attraction of the Gumbel distribution, then (A1) and (A2) hold (see e.g. [47–49]).
Remark 4. For the rectangular shape defined in Remark 1 we have κrow = 1, κcol = a and A = a. For the L-shaped area we
have κrow = 1, A = 34 and we may choose, for instance, a = 0 and b = 1 which leads to κcol = 12 .
The following lemmas are needed to derive the asymptotic distribution of θˆ .
Lemma 1. Let
Sn (θ) =
∑
(r,s)∈An
ε˙rs (θ) εrs (θ) . (27)
Then, under (A4),
lim
n→∞ |An|
−1 E
[∥∥∥Sn (θ o)− S˜n (θ o)∥∥∥2] = 0.
Lemma 2. Under (A1)–(A4),
|An|− 12 Sn
(
θ o
)→
d
Z ∼ N(0, σ 2ε V
(
θ o
)
), (28)
where
V
(
θ o
) = (V1 00 V2
)
(29)
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with the (p1 + q1 + 1)× (p1 + q1 + 1)matrix
V1 = 14pi
∫ pi
−pi
∂
∂θrow
log f1(λ)
[
∂
∂θrow
log f1(λ)
]T
dλ
and the (p2 + q2 + 1)× (p2 + q2 + 1)matrix
V2 = 14pi
∫ pi
−pi
∂
∂θcol
log f2(λ)
[
∂
∂θcol
log f2(λ)
]T
dλ.
The central limit theorem for θˆ is then given by
Theorem 1. Under (A1)–(A4), there exists a sequence θˆn such that (21) holds, θˆn converges to θ o in probability and
|An| 12 (θˆn−θ o)→
d
Z ∼ N(0, V−1 (θ o)). (30)
Remark 5. The same asymptotic results hold for di = 0 (short memory) and di < 0 (antipersistence), as long as d1 and
d2 are estimated. This is to be distinguished from the case where d1 and d2 are known, since then standard maximum
likelihood estimation for short-memory lattice ARMA processes (see e.g. [42]) can be applied to the filtered process Yrs =
(1− B1)d1(1− B2)d2Xrs.
4. Comparison with averaged row and column estimates
The specific form of FARIMA-lattice processes suggests that estimation of θ may be simplified by estimating θrow and θcol
separately. In particular, one may try to fit the corresponding time series models to the rows and columns respectively, and
combine these in an appropriate manner. In the presence of longmemory, however, some care is needed in order not to end
up with a slower rate of convergence. For instance, if θ˜col(r) (r ∈ {r˜ : ∃swith (r˜, s) ∈ An}) and θ˜row(s) (s ∈ {s˜ : ∃r with (r, s˜)
∈ An}) are estimates obtained for each row and column, we may define estimates θ˜col and θ˜row by averaging θ˜col(r) and
θ˜row(s) respectively. However, two problems occur. If do1 > 0, then the variance of θ˜col is of order n
2do1−2 instead of n−2. The
reason is that the asymptotic distribution of θ˜col(r) is essentially determined by the distribution of
Sn,r =
∑
mcol,L(r)≤s≤mcol,U (r)
urs(θ o)u˙rs(θ o)
where
urs
(
θ o
) = (1− B2)do2 Λ−12 (B2)Xrs
= (1− B1)−do1 Λ1(B1)εrs
(
θ o
)
and
u˙rs(θ o) = ∂
∂θcol
urs(θ o).
Since only long memory in the horizontal direction is removed in urs, it can be shown that, as |k| → ∞,
corr(Sn,r , Sn,r+k) ∼ c · |k|2d2−1
for some suitable constant c > 0. Similarly, if do2 > 0, then the variance of θ˜row is of order n
2do2−2. The second problem is that
the bias of each of the estimates θˆcol(r) and θˆrow(s) is of the order n−1 (see e.g. [50–54], also see [55]). Averaging does not
remove the bias so that E
(
θ˜col
)
− θcol and E
(
θ˜row
)
− θrow are also of order n−1. In summary, compared to θˆ , θ˜ = (θ˜row, θ˜col)
has asymptotic efficiency zero.
The variance can be improved by a slight modification: First we obtain an initial estimate θ˜row as before and calculate the
filtered process ηrs = (1−B1)d˜1Xrs, with unobservable values Xr−j,s ((r− j, s) 6∈ An) set equal to zero. In a second step, θ¯col is
obtained by averaging row estimates of θcol based on ηrs. Finally, the filtered process ζrs = (1− B2)d˜2Xrs is defined and θ¯row
is obtained from column estimates based on ζrs. The covariance matrix of θ¯ = [θ¯TrowθTcol(s)]T can be shown to be of the order
n−2. However, the bias remains of the same order n−1 so the bias term in the mean squared error E
[∥∥∥θ¯ − θ o∥∥∥2] is of the
same order n−2 as the variance, and is thus asymptotically larger than the variance of the maximum likelihood estimator. In
order to avoid this problem, suitable bias corrections of the row and column estimates would have to be applied. In the time
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Table 1
Simulation results for d˜i , d¯i and dˆi and a lattice FARIMA model with p1 = p2 = 0, q1 = q2 = 0 and 1 ≤ r, s ≤ 100. For each parameter setting, 100
simulations were carried out.
Mean n2var Correlation Skewness Range(d1) Range(d2)
d = (0.2, 0.2)
d˜ 0.153, 0.154 0.897,1.172 0.082 0.145,−0.063 0.135, 0.176 0.124, 0.176
d¯ 0.153, 0.154 0.711, 0.884 0.118 0.045, 0.023 0.136, 0.174 (0.131, 0.175)
dˆ 0.204, 0.204 0.580, 0.587 −0.111 −0.189, 0.085 0.184, 0.220 (0.184, 0.220)
d = (0.4, 0.4)
d˜ 0.332, 0.333 6.133, 7.388 0.077 0.195, 0.046 0.269, 0.399 0.275, 0.399
d¯ 0.332, 0.333 0.700, 0.705 0.137 −0.462,−0.066 (0.313, 0.356) 0.305, 0.305
dˆ 0.435, 0.417 0.649, 0.622 −0.046 −0.423, 0.152 0.413, 0.451 0.399, 0.438
series context a bias reduced likelihood approximation has been proposed by Lieberman [53]. An adaptation of this idea to
the spatial context may be worth pursuing.
5. Simulations and data examples
5.1. Simulations
A small simulation study is carried out to illustrate the asymptotic results. Table 1 shows a comparison of θˆ with the
estimates θ˜ and θ¯ discussed in the previous section. The results are based on one hundred simulations of a lattice FARIMA
process with pi = qi = 0, n = 100,mcol,L = mrow,L ≡ 1 andmcol,U = mrow,U ≡ n and d1 = d2 = 0.2 and 0.4 respectively. As
expected, θ˜ and θ¯ have a strong bias, whereas this is much less the case for θˆ . Also, the variance of θ˜ is very large, because
it is of larger order than n−2 and hence diverges to infinity when multiplied by n2. This effect is especially noticeable for
strong long memory with di = 0.4. In contrast, this is not the case for θ¯ and θˆ .
Further simulation results for θˆ are given in Tables 2–4. For pi = qi = 0, the asymptotic variance of θˆrow and θˆcol is equal
to 6/pi2 ≈ 0.608. The simulated values of n2 var(dˆi) in Table 2 are reasonably close to this number already for n = 40. Also,
the correlation between θˆrow and θˆcol is negligible. For high values of di, the finite sample bias of dˆi appears to be slightly
higher. In Table 3, the same process was simulated, however this time with observation from an L-shaped area as defined
in Remark 1. In this case, the asymptotic variance of θˆrow and θˆcol is equal to (4/3) · 6/pi2 ≈ 0.811. Note that here n = 100
is comparable to the sample size n = 75 for the square sampling area. In view of this, the results are equally satisfactory as
those in Table 3.
Table 4 illustrates the finite sample effect of strong short-memory components on the estimation of d. Here, the
asymptotic variances of dˆ1 and dˆ2 are equal to 0.697 and 5.510 respectively. The simulated variances are reasonably close for
n = 100, but n = 20 and 40 appear to be too small to obtain reliable estimates. It iswell known from time series analysis that
the presence of strong positive autoregressive components makes estimation of the long-memory parameter more difficult
(see e.g. [56]). The same phenomenon can be observed here. For d2 = 0.4, the autoregressive column parameter ϕ21 = 0.8
is difficult to distinguish from d2. This leads to a large finite sample bias, in particular for n = 20 and 40. In contrast, the
negative row coefficient ϕ11 = −0.8 is much less harmful.
5.2. Data examples
5.2.1. Daily total column ozone amounts in Europe
We consider variability of daily total column ozone amounts from the Ozone Monitoring Instrument (OMI) on the Aura
spacecraft (Collection 3 OMI data; for details on the physical theory used in assessing ozone amounts see e.g. [57,58]). More
specifically, for each location (r, s) ∈ {1, 2, . . . , 144}×{1, 2, . . . , 161},Xrs is set equal to the difference between themaximal
and minimal ozone level observed between January 1–7, 2006. The locations (r, s) correspond to points on a regular grid
covering most of Europe and the Mediterranean, with a resolution of 0.25 degrees in latitude and longitude. Fig. 1a displays
a spatial image plot of Xrs. The process appears to be essentially stationary. Also, the marginal distribution of Xrs is quite
symmetrical (Fig. 1b). For simplicity, we keep q1 = q2 = 0 fixed and fit lattice FARIMA models with varying autoregressive
orders. For p1 = p2 = 0, (17) yields dˆ1 = 0.194 with a 95%-confidence interval of [0.184, 0.204] and dˆ2 = 0.366 ([0.356,
0.376]). Increasing p1 and p2 stepwise as long as the autoregressive parameters are significant at the 1%-level leads to
choosing p1 = p2 = 2, with θˆ = (dˆ1, ϕˆ11, ϕˆ12, dˆ2, ϕˆ21, ϕˆ22) equal (0.419,−0.451,−0.131, 0.452,−0.210,−0.189). The
95%-confidence intervals for d1 and d2 are [0.403, 0.435] and [0.436, 0.468] respectively. Fig. 1c and d show (in log–log-
coordinates) the fitted spectral densities f1 and f2 together with periodogram values obtained from the row and column
series respectively. Apart from long memory, f1 and f2 capture a local maximum at a high frequency, thus indicating a slight
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Table 2
Simulation results for dˆi and a lattice FARIMA model with p1 = p2 = 0, q1 = q2 = 0 and 1 ≤ r, s ≤ n, where n = 20, 40 and 100 respectively. For each
parameter setting, 100 simulations were carried out. The asymptotic variance of dˆi (i = 1, 2) is equal to 0.608 and the asymptotic correlation between dˆ1
and dˆ2 is zero.
n Mean n2 var(dˆi) corr(dˆ1, dˆ2) Skewness Range(dˆ1) Range(dˆ2)
d = (0.2, 0.2)
20 0.214, 0.212 0.683, 0.830 −0.078 0.0712,−0.312 0.115, 0.312 0.072, 0.307
40 0.210, 0.209 0.557, 0.699 0.056 0.035, 0.131 0.167, 0.254 0.166, 0.267
100 0.204, 0.204 0.580, 0.587 −0.111 −0.189, 0.085 0.184, 0.220 0.184, 0.220
d = (0.4, 0.2)
20 0.477, 0.201 0.302, 0.612 −0.070 −1.058,−0.181 0.385, 0.499 0.105, 0.281
40 0.461, 0.206 0.516, 0.546 0.143 0.139, 0.263 0.409, 0.499 0.168, 0.252
100 0.437, 0.204 0.677, 0.595 −0.015 −0.347,−0.378 (0.416, 0.458) 0.183, 0.219
d = (0.4, 0.4)
20 0.473, 0.453 0.348, 0.590 0.090 −1.044,−0.671 0.384, 0.499 0.346, 0.499
40 0.460, 0.434 0.576, 0.720 −0.012 0.020, 0.102 0.415, 0.499 0.384, 0.486
100 0.435, 0.417 0.649, 0.622 −0.046 −0.423, 0.152 0.413, 0.451 0.399, 0.438
Table 3
Simulation results for dˆi and a lattice FARIMA model with p1 = p2 = 0, q1 = q2 = 0 and 1 ≤ r, s ≤ n · β(r/n), where n = 20, 40 and 100 respectively,
β(r/n) = 1/2 (r = 1, 2, . . . , n/2) and β(u) = 1 otherwise. For each parameter setting, 100 simulations were carried out. The asymptotic variance of
dˆi (i = 1, 2) is equal to 0.811 and the asymptotic correlation between dˆ1 and dˆ2 is zero.
n Mean n2 var(dˆi) corr(dˆ1, dˆ2) Skewness Range(dˆ1) Range(dˆ2)
d = (0.2, 0.2)
20 0.210, 0.213 0.781, 1.146 0.042 −0.205, 0.096 0.108, 0.294 0.074, 0.351
40 0.211, 0.203 0.968, 1.193 0.004 0.091, 0.300 0.150, 0.265 0.134, 0.283
100 0.206, 0.206 0.850, 0.905 0.074 0.259,−0.300 0.185, 0.227 0.181, 0.232
d = (0.4, 0.2)
20 0.477, 0.212 0.377, 0.916 −0.014 −1.395,−0.564 0.363, 0.499 0.049, 0.311
40 0.469, 0.207 0.871, 0.786 0.131 −0.661,−0.366 0.408, 0.499 0.136, 0.250
100 0.445, 0.205 0.885, 0.898 0.001 −0.014,−0.075 0.422, 0.471 0.184, 0.226
d = (0.4, 0.4)
20 0.481, 0.456 0.319, 0.656 −0.025 −1.496,−0.950 0.395, 0.499 0.340, 0.499
40 0.473, 0.437 0.761, 0.847 −0.121 −0.641,−0.300 0.414, 0.499 0.361, 0.488
100 0.443, 0.421 0.901, 0.860 −0.018 −0.069, 0.023 0.422, 0.464 0.400, 0.443
Table 4
Simulation results for θˆ and a lattice FARIMA model with p1 = p2 = 1, q1 = q2 = 0 and 1 ≤ r, s ≤ n, where n = 20, 40 and 100 respectively. For each
parameter setting, 100 simulations were carried out. The asymptotic variances of dˆ1 and dˆ2 are equal to 0.697 and 5.510 respectively, their asymptotic
correlation is zero.
n Mean(dˆi) Mean(ϕˆi) n2 var(dˆi) Corr. Skewness Range(dˆ1) Range(dˆ2)
θ = (0.2,−0.8, 0.2, 0.8)
20 0.211, 0.118 −0.798, 0.863 0.766, 2.77 0.077 −0.193, 0.907 0.077, 0.312 0.000 0.362
40 0.207, 0.132 −0.798, 0.856 0.741, 3.521 −0.203 0.021, 0.555 0.147, 0.258 0.041, 0.275
100 0.205, 0.168 −0.800, 0.828 0.830, 5.419 0.144 0.173, 0.065 0.187, 0.231 0.095, 0.238
θ = (0.4,−0.8, 0.4, 0.8)
20 0.474, 0.220 −0.787, 0.936 0.427, 2.027 0.023 −1.498, 0.465 0.360, 0.499 0.068, 0.397
40 0.474, 0.220 −0.787, 0.936 1.708, 8.109 0.023 −1.498, 0.465 0.360, 0.499 0.068, 0.397
100 0.440, 0.311 −0.804, 0.878 0.988, 4.993 0.002 −0.057, 0.544 0.416, 0.463 0.255, 0.381
stochastic periodicity. A spatial plot of estimated residuals εˆrs in Fig. 1e shows no remaining structure. Also, the distribution
of εˆrs appears to be close to normal (Fig. 1f).
Since θˆrow and θˆcol are asymptotically independent, a simple test of isotropy can be carried out. Consider, for instance, the
questionwhether the process is isotropic with respect to the long-memory parameter. UnderHo : d1 = d2, the standardized
statistic
T = |An| 12 dˆ1 − dˆ2√
σ 21 + σ 22
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Fig. 1. Total column ozone amounts over Europe, between January 1 and January 7, 2006: (a) spatial image plot of Xrs = maximum − minimum (pink
represents higher values); (b) histogram; (c) log fˆ1 vs. log λ and periodogram values for row series; (d) log fˆ2 vs. log λ and periodogram values for column
series; (e) spatial image plot of εˆrs; (f) histogram of εˆrs . (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
with σ 2i (i = 1, 2) equal to the asymptotic variances of dˆi, is approximately standard normal. For the data here, we have
dˆ1 − dˆ2 = −0.033, with σ 21 ≈ 0.0000683 and σ 22 ≈ 0.000684. Testing Ho against H1 : d1 6= d2, the observed value T =−0.033/0.0117 corresponds to a p-value of 0.005. Thus, there is strong evidence that the long-memory parameters differ,
with slightly stronger long memory in the north–south direction.
5.2.2. Monthly total column amounts in the Atlantic
Herewe look atmonthly averages of the total columnozone amount. Fig. 2a shows a spatial plot of the difference between
November and October 2006. More specifically, to reduce skewness, transformed values Xrs = log(log(ξrs/ζrs) + 0.2),
with ξrs = monthly average for November and ζrs = monthly average for October, are considered instead of the original
measurements. Here, (r, s) ∈ {1, 2, . . . , 34} × {1, 2, . . . , 60} correspond to geographic locations on a regular grid with
stepsizes of 1◦ in latitude and 1.25◦ in longitude. Focussing on the Atlantic region (Fig. 2b), the column borders mcol,L and
mcol,U are defined by continental coast lines. An obvious feature in Fig. 2a is a trend component (surface), with higher values
towards the coast of Canada and the south eastern part of the Atlantic. Considering the Atlantic only (Fig. 2b), it can be
seen that the trend extends far beyond the coastlines. A local linear estimate of the trend function is displayed in Fig. 2c.
Note that, at this point, we do not discuss optimal bandwidth choice (detailed results on this topic will be discussed in a
subsequent paper). For the example here, the results turned out to be quite robust with respect to bandwidth choice. Fitting
lattice FARIMA processes (with qi = 0) to the residuals displayed in Fig. 2d yields the following results. For p1 = p2 = 0,
dˆ = (0.185, 0.343) with 95%-confidence intervals [0.146, 0.223] and [0.304, 0.381] respectively. For p1 = p2 = 1, the
estimate of θ is equal to (0, 0.274, 0.132, 0.252) with 95%-confidence intervals [−0.081, 0.081] for d1, [0.175, 0.374] for
ϕ1, [0.052, 0.211] for d2 and [0.155, 0.350] for ϕ2. For higher order models, the short-memory coefficients are no longer
significant. The fitted spectral densities f1 and f2 (for p1 = p2 = 1) together with periodogram values obtained from the
row and column series respectively are given in Fig. 3a and b (in log–log-coordinates). Fig. 3d and e show the spatial plot of
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Fig. 2. Monthly ozone data: (a) spatial image plot ofXrs = log(log(ξrs/ζrs)+0.2)where ξrs=monthly average of total columnozone amounts forNovember
and ζrs =monthly average for October; (b) image plot for Atlantic locations only; (c) image plot of fitted trend surface; (d) detrended observations.
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Fig. 3. Monthly ozone data: (a) log fˆ1 vs. log λ and periodogram values for row series; (b) log fˆ2 vs. log λ and periodogram values for column series;
(c) spatial image plot of εˆrs; (d) histogram of εˆrs .
εˆrs and their histogram respectively. Testing Ho : d1 = d2 against H1 : d1 6= d2 yields T = −0.131/0.0579 = −2.27 and a
p-value of 0.023. Thus, as for the data in Section 5.2.1, there is evidence for d2 > d1.
6. Concluding remarks
In this paper we considered spatial long-memory models characterized by a combination of vertical and horizontal
unilateral fractional ARIMA filters. Due to the factorization of Λ(B1, B2), estimation as well as proofs of asymptotic results
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are relatively simple. It should be noted, however, that the multiplicative decomposition of Λ is by no means general. For
instance, multilateral ARMA processes as defined in [42] cannot be written in terms of unilateral ARMA filters (see e.g. [41]).
In such cases, it may be easier to use a likelihood approximation in the spectral domain. This approach is used in [11] in
the context of local Whittle estimation. The techniques used in their proofs are, however, quite different. An extension of
our results in this direction would be beyond the scope of this paper, and will be pursued elsewhere. Here, the focus is on a
simple yet useful method that can be applied to cases where factorization is a plausible assumption.
An alternative approach to estimation may be obtained by the wavelet transform. For time series, wavelet based
estimation of the long-memory parameter has been considered for instance by Abry and Veitch [59], Kaplan and Kuo [60],
McCoy and Walden [61], Moulines et al. [62–64], Roughan et al. [65] and Wornell and Oppenheim [66]. An extension to
spatial processes of the type discussed here should be straightforward. Due to the local nature of wavelets, this may be
particularly useful when dealing with local nonstationarities. Moreover, it may be possible to relax the conditions on the
innovation process.
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Appendix. Proofs
Proof (of Lemma 1). Without loss of generality, we may prove the result for mcol,L = mrow,L = 1 and mcol,U = mrow,U = n.
For simplicity of notation, we consider the case p1 = p2 = q1 = q2 = 0. The general case follows in an analogous manner.
We thus consider
Sn
(
θ o
)− S˜n (θ o) = n∑
r=1
n∑
s=1
[
ε˙rs
(
do
)
εrs
(
do
)− e˙rs (do) ers (do)] (31)
with do = (do1, do2)T. Using the notation
b˙j = ∂
∂d
bj =
[
∂
∂d1
bj,
∂
∂d2
bj
]T
, (32)
we write
ε˙rs
(
θ o
) = ε˙rs (do) = [ε˙rs;1, ε˙rs;2]T (33)
with
ε˙rs;1 = ∂
∂d1
εrs (34)
=
∞∑
j,l=0
bj
(
do2
)
b˙l
(
do1
)
Xr−j,s−l
=
∞∑
l=0
b˙l
(
do1
) [ ∞∑
j=0
bj
(
do2
)
Xr−j,s−l
]
and
ε˙rs;2 =
∞∑
j=0
b˙j
(
do2
) [ ∞∑
l=0
bl
(
do1
)
Xr−j,s−l
]
. (35)
Let
Frs = σ
(
εij, (i, j) ∈ Irs
)
(36)
where
Irs = {(i, j) : 1 ≤ i ≤ r, 1 ≤ j ≤ s} . (37)
Writing
ε˙rsεrs − e˙rsers = ε˙rsεrs − E
[
ε˙rsεrs|Fr,s
]+ E [ε˙rsεrs|Fr,s]− E [e˙rsers|Fr,s]+ E [e˙rsers|Fr,s]− e˙rsers (38)
= ςrs(1)+ ςrs(2)+ ςrs(3),
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and
Sn
(
θ o
)− S˜n (θ o) =∑ ςrs(1)+∑ ςrs(2)+∑ ςrs(3) (39)
= ∆n,1 +∆n,2 +∆n,3,
it is sufficient to prove
n−2
∥∥∆n;j∥∥2L2→p 0 (40)
for j = 1, 2, 3. Consider, for instance,∆n,1. Note first that
εrs(θ
o) =
∞∑
j,l=0
bl(do1)bj(d
o
2)Xr−j,s−l
=
∞∑
j,l=0
bl(do1)bj(d
o
2)
∞∑
u,v=0
au(do2)av(d
o
1)εr−j−u,s−l−v
=
∞∑
j,l=0
bl(do1)bj(d
o
2)
∞∑
u=j
∞∑
v=l
au−j(do2)av−l(d
o
1)εr−u,s−v
=
∞∑
u,v=0
cuvεr−u,s−v
where
cuv = cucv
with
ct =
t∑
j=0
at−jbj.
The derivative can be written as
ε˙rs =
∞∑
u,v=0
c˙uvεr−u,s−v
so that
εrsε˙rs =
( ∞∑
u1,v1=0
cu1v1εr−u1,s−v1
)( ∞∑
u2,v2=0
c˙u2v2εr−u2,s−v2
)
=
∞∑
u1,v1,u2,v2=0
cu1v1 c˙u2v2εr−u1,s−v1εr−u2,s−v2
=
∑
(u1,v1,u2,v2)∈Jrs
cu1v1 c˙u2v2εr−u1,s−v1εr−u2,s−v2 +
∑
(u1,u2,v1,v2)∈Jcrs
cu1v1 c˙u2v2εr−u1,s−v1εr−u2,s−v2
where
Jrs = {0, . . . , r − 1}2 × {0, . . . , s− 1}2
and Jcrs is the complementary index set. Then
E
[
ε˙rsεrs|Fr,s
] = ∑
(u1,v1,u2,v2)∈Jrs
cu1v1 c˙u2v2εr−u1,s−v1εr−u2,s−v2 +
∑
(u1,u2,v1,v2)∈Jcrs
cu1v1 c˙u2v2E
[
εr−u1,s−v1εr−u2,s−v2 |Fr,s
]
,
and
ε˙rsεrs − E
[
ε˙rsεrs|Fr,s
] = ∑
(u1,u2,v1,v2)∈Jcrs
cu1v1 c˙u2v2
{
εr−u1,s−v1εr−u2,s−v2 − E
[
εr−u1,s−v1εr−u2,s−v2 |Fr,s
]}
.
The set Jcrs can be partitioned into a finite number of subsets with simple conditions on ui and vi (i = 1, 2). For instance, one
such subset is
J˜rs = {(u1, u2, v1, v2) : v1 ≥ s, 0 ≤ v2 ≤ s− 1, 0 ≤ u1, u2 ≤ r − 1} .
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It is then sufficient to prove the result for each of these subsets. Thus, for instance, we consider
∑n
r,s=1 δrs where
δrs =
∑
(u1,u2,v1,v2)∈J˜rs
cu1v1 c˙u2v2
{
εr−u1,s−v1εr−u2,s−v2 − E
[
εr−u1,s−v1εr−u2,s−v2 |Fr,s
]}
=
∞∑
v1=s
s−1∑
v2=0
r−1∑
u1,u2=0
cu1v1 c˙u2v2
{
εr−u1,s−v1εr−u2,s−v2 − E
[
εr−u1,s−v1εr−u2,s−v2 |Fr,s
]}
.
Since εrs = εrs(θ o) are zero mean iid variables we have
E
[
εr−u1,s−v1εr−u2,s−v2 |Fr,s
] = E [εr−u1,s−v1 |Fr,s] εr−u2,s−v2 = 0,
and therefore
δrs =
∞∑
v1=s
s−1∑
v2=0
r−1∑
u1,u2=0
cu1v1 c˙u2v2εr−u1,s−v1εr−u2,s−v2 .
By definition, δrs =
(
δrs;1, δrs;2
)T and E [δrs] = 0. Also, by definition of J˜rs, (r − u1, s− v1) 6= (r − u2, s− v2) so that
E
[
εr−u1,s−v1εr−u2,s−v2
] = 0
and
cov(εr−u1,s−v1εr−u2,s−v2 , εr−u′1,s−v′1εr−u′2,s−v′2) = E
[
εr−u1,s−v1εr−u2,s−v2 , εr−u′1,s−v′1εr−u′2,s−v′2
]
= σ 4ε
if
u1 = u′1, v1 = v′1, u2 = u′2, v2 = v′2
or
u1 = u′2, v1 = v′2, u2 = u′1, v2 = v′1,
and zero otherwise. Consider now, for example, the variance of δrs;1. Then
var(δrs;1) = σ 4ε
( ∞∑
v1=s
s−1∑
v2=0
r−1∑
u1,u2=0
c2u1v1 c˙
2
u2v2;1 +
∞∑
v1=s
s−1∑
v2=0
r−1∑
u1,u2=0
cu1v1 c˙u1v1;1cu2v2 c˙u2v2;1
)
= σ 2ε (vrs + wrs) .
To evaluate the asymptotic behaviour of this expression, we need to look at the asymptotic behaviour of cuv = cucv . We
have
ct =
t∑
j=0
at−jbj
with
aj ∼
j→∞ κa(d
o
1)j
do1−1,
bj ∼
j→∞ κb(d
o
1)j
−do1−1
and κa and κb finite constants. Now, since do1 is in the interior of (0,
1
2 ), there exists a β > 0 such that λ = 1− do1 − β > 12 .
Then
|ct | ≤ |at | + |bt | +
t−1∑
j=1
(t − j)do1−1jβ−1
≤ C ·
(
κatd
o
1−1 + κbt−do1−1 + t−λ
)
≤ C˜ · t−λ
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for suitable constants C and C˜ . Similarly, |c˙t | can be bound from above by a constant time t−λ log t . Hence,
νrs =
∞∑
v1=s
s−1∑
v2=0
r−1∑
u1,u2=0
c2u1v1 c˙
2
u2v2;1
≤ C∗ ·
∞∑
v1=s
v−2λ1 = C∗
(
s1−2λ
∫ ∞
1
x−2λdx+ o(s1−2λ)
)
= O(s1−2λ)
and, similarly, wrs = O(s1−2λ). In an analogous manner, upper bounds for the correlations corr(δrs;1, δr ′s′;1) can be derived,
to finally obtain
var
(
n∑
r,s=1
δrs;1
)
≤ const ·
n∑
r,s,r ′,s′=1
s1−2λcorr(δrs;1, δr ′s′;1) = o(n2).
In the case of general areas An, assumption (A4) implies that the number of observations in each row and column is above
n ·min(κ1, κ2). Since this bound is uniform, the same approximations as above can be used and the proof carries through in
an analogous manner. 
Proof (of Lemma 2). To obtain asymptotic normality it is sufficient to consider the case mcol,L = mrow,L = 1 and mcol,U =
mrow,U = n. Consider
St
(
θ o
) = t∑
r=1
t∑
s=1
ε˙rs
(
θ o
)
εrs
(
θ o
)
. (41)
Define
Zt,n = n− 12 St
(
θ o
)
(42)
= n− 12 {ε˙11 (θ o) ε11 (θ o)+ [ε˙21 (θ o) ε21 (θ o)+ ε˙22 (θ o) ε22 (θ o)+ ε˙12 (θ o) ε12 (θ o)]+ · · ·} (43)
=
t∑
u=1
ξu,n (44)
with
ξu,n = n− 12
[
u∑
j=1
ε˙uj
(
θ o
)
εuj
(
θ o
)+ u−1∑
j=1
ε˙ju
(
θ o
)
εju
(
θ o
)]
= n− 12
[
u∑
j=1
ηuj +
u−1∑
j=1
ζuj
]
.
Consider the array of σ -algebras
Ft,n = σ
(
Zu,n, u ≤ t
)
.
Then
E
[
ξt,n|Ft−1,n
] = 0
and
E
[
Zt,n|Ft−1,n
] = Zt−1,n,
i.e. ξt,n is an array of martingale differences and Zt,n an array of martingales. Following Theorem 3.2 in [67], a sufficient
condition for asymptotic normality of
n−1Sn
(
θ o
) = n− 12 Zn,n
is
n−1 max
1≤u≤n
ξ 2u,n = op (1) (45)
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and
lim
n→∞ n
−1E
{
max
1≤u≤n
ξ 2u,n
}
= 0. (46)
Now,
ξ 2u,n = n−1
(
u∑
j=1
ηuj +
u−1∑
j=1
ζuj
)2
≤ 4n−1
(
u∑
j=1
η2uj +
u−1∑
j=1
ζ 2uj
)
.
Considering, for instance, the first term, we have
n−1
u∑
j=1
η2uj ≤ n−1u max1≤j≤u η
2
uj ≤ max1≤j≤u η
2
uj
and an analogous inequality holds for the second term. Therefore,
n−1 max
1≤t≤n
ξ 2t,n ≤ 4n−1
(
max
1≤r,s≤n
η2rs + max1≤r,s≤n ζ
2
uj
)
= op(1), (47)
the latter equality following from assumption (A1). Similarly,
lim
n→∞ n
−1E
{
max
1≤r,s≤n
ξ 2t,n
}
≤ 4
(
lim
n→∞ n
−1E
{
max
1≤r,s≤n
η2rs
}
+ lim
n→∞ n
−1E
{
max
1≤r,s≤n
ζ 2uj
})
= 0 (48)
by assumption (A2).
To calculate the asymptotic variance, we now consider general specifications of An as given in (A4). Since for each
component of Sn (θ o), the terms in the double sum are uncorrelated, we have the asymptotic covariance matrix
lim
n→∞ |An|
−1 var
[
Sn
(
θ o
)] = V (θ o)
where
V
(
θ o
) = [Vij (θ o)]i,j=1,...,p1+q1+p2+q2+2
and
Vij
(
θ o
) = E [ε˙rs (θ o) εrs (θ o) (ε˙rs (θ o) εrs (θ o))T] .
To calculate V (θ o), note first that cov(εrs (θ o) , ε˙rs (θ o)) = 0 so that
V
(
θ o
) = σ 2ε E [ε˙rs (θ o) ε˙Trs (θ o)] .
The spectral representation of εrs = Ψ−11 (B1)Ψ−1(B2)Xrs is of the form
εrs
(
θ o
) = ∫ pi
−pi
∫ pi
−pi
1
Ψ1(e−iλ)Ψ2(e−iν)
ei(rλ+sν)dZX (λ, ν)
where ZX is the spectral measure of the process Xrs. Then
ε˙rs
(
θ o
) = ∫ pi
−pi
∫ pi
−pi
∂
∂θ
[
1
Ψ1(e−iλ)Ψ2(e−iν)
]
ei(rλ+sν)dZX (λ, ν)
=
∫ pi
−pi
∫ pi
−pi
M(λ, ν)ei(rλ+sν)dZX (λ, ν)
with
M(e−iλ) = ∂
∂θ
[
1
Ψ1(e−iλ)Ψ2(e−iν)
]
,
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and
E
[
ε˙rs
(
θ o
)
ε˙Trs
(
θ o
)] = ∫ pi
−pi
∫ pi
−pi
M(λ, ν)MT(λ, ν)fX (λ, ν)dλdν
= σ
2
ε
4pi2
∫ pi
−pi
∫ pi
−pi
M(λ, ν)MT(λ, ν)
∣∣Ψ1 (e−iλ)∣∣2 ∣∣Ψ2 (e−iν)∣∣2 dλdν
= σ
2
ε
4pi2
∫ pi
−pi
∫ pi
−pi
M∗(λ, ν)M∗T (λ, ν)dλdν
where
M∗(e−iλ) = Ψ˙1(e
−iλ)Ψ2(e−iν)+ Ψ1(e−iλ)Ψ˙2(e−iν)∣∣Ψ1(e−iλ)Ψ2(e−iν)∣∣ .
Now, for j ≤ p1+q1+1, the derivative ofΨ2(e−iν)with respect to θj is zero, and similarly, for j ≥ p1+q1+2, the derivative
of Ψ2(e−iν)with respect to θj is zero. Moreover,∫ ∂
∂θj
Ψ1(e−iλ)∣∣Ψ1(e−iλ)∣∣2 dλ = 0.
Thus, {
E
[
ε˙rs
(
θ o
)
ε˙Trs
(
θ o
)]}
jl = 0
for if j ≤ p1 + q1 + 1 and l ≥ p1 + q1 + 2, or, l ≤ p1 + q1 + 1 and j ≥ p1 + q1 + 2. For j, l ≤ p1 + q1 + 1 we obtain
{
E
[
ε˙rs
(
θ o
)
ε˙Trs
(
θ o
)]}
jl =
σ 2ε
2pi
∫ pi
−pi
[
Ψ˙1(e−iλ)
Ψ1(e−iλ)
]
j
[
Ψ˙1(e−iλ)
Ψ1(e−iλ)
]
l
dλ.
Noting that
log f1(λ) = αo +
∞∑
j=1
αje−ijλ +
∞∑
j=1
αjeijλ,
where
Ψ (z) = exp
( ∞∑
j=1
αjz j
)
and αo = log σ 2ε /(2pi), we have
Ψ˙1(e−iλ) =
∞∑
j=1
α˙je−ijλΨ1(e−iλ)
and hence
Ψ˙1(e−iλ)
Ψ1(e−iλ)
=
∞∑
j=1
α˙je−ijλ
and ∫
Ψ˙1(e−iλ)
Ψ1(e−iλ)
[
Ψ˙1(e−iλ)
Ψ1(e−iλ)
]T
dλ = 1
2
∫
∂
∂θ
log f1(λ)
[
∂
∂θ
log f1(λ)
]T
dλ.
It then follows that
σ 2ε
2pi
∫ pi
−pi
[
Ψ˙1(e−iλ)
Ψ1(e−iλ)
]
j
[
Ψ˙1(e−iλ)
Ψ1(e−iλ)
]
l
dλ = σ
2
ε
4pi
∫
∂
∂θj
log f1(λ)
∂
∂θl
log f1(λ)dλ.
The analogous result follows for j ≥ p1 + q1 + 2, replacing f1 by f2. 
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Proof (of Theorem1). Since θ o is in the interior of a compact parameter spaceΘ , consistency follows in an analogousmanner
as for the approximateMLE in the case of fractional ARIMA time series. To prove the central limit theorem,we have by Taylor
expansion,
0 = S˜n
(
θ o
)+ ∂
∂θ
S˜n
(
θ o
) (
θˆ − θ o
)
+ o
(∥∥∥θˆ − θ o∥∥∥2) . (49)
Due to Lemma 1, |An|− 12 S˜n (θ o) can be replaced by |An|− 12 Sn (θ o). By similar arguments we have |An|−1 ∂∂θ S˜n(θ˜)→p E[ε˙(θ o)
ε˙T (θ o)] = D˙ (θ o). Hence,
0 = |An|− 12 Sn
(
θ o
)+ [D˙ (θ o)+ op(1)] |An| 12 (θˆ − θ o)+ op(1) (50)
and
|An| 12
(
θˆ − θ o
)
= D˙−1 (θ o) [|An|− 12 Sn (θ o)+ op(1)] . (51)
Lemma 2 together with D˙ = V then implies
|An| 12
(
θˆ − θ o
)
→d Z ∼ N(0, V−1
(
θ o
)
).  (52)
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