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Abstract
We study the small deviation problem for a class of symmetric L&evy processes, namely,
subordinated L&evy processes. These processes can be represented as W ◦ A, where W is a
standard Brownian motion, and A is a subordinator independent of W . Under some mild general
assumption, we give precise estimates (up to a constant multiple in the logarithmic scale) of the
small deviation probabilities. These probabilities, also evaluated under the conditional probability
given the subordination process A, are formulated in terms of the Laplace exponent of A. The
results are furthermore extended to processes subordinated to the fractional Brownian motion of
arbitrary Hurst index.
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1. Introduction
Let Z := (Z(t); t ∈T ) be a mean-zero stochastic process with P{supt∈T |Z(t)|¡
∞}¿ 0. The so-called small deviation or small ball problem for Z (in the logarithmic
level) consists in evaluating the asymptotic behaviour of
logP
{
sup
t∈T
|Z(t)|¡	
}
; 	 → 0:
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When Z is a general Gaussian process, it is known [4, 7] that the small deviation
problem for Z is equivalent to the problem of estimating the entropy numbers of an
associated (linear, bounded) operator, which, in general, is a challenging problem as
well. However, for a large class of Gaussian processes it is possible to obtain quite
precise estimates for their small deviation probabilities. We refer to Li and Shao [9]
and Lifshits [10] for overviews.
Despite some recent progresses [3, 8, 11, 13, 16, 17], far less is known when Z is
non-Gaussian. In this paper, we are interested in the small deviation problem for a class
of symmetric L&evy processes. While earlier papers mainly investigated the question
whether or not for a given L&evy process X the probabilities P{supt∈T |X (t)|¡	}
are non-zero for all 	¿ 0 [3, 16], our aim is to evaluate the exact small deviation
probabilities for a certain class of L&evy processes.
Let X := (X (t); t ∈ [0; 1]) be a symmetric L&evy process (i.e., a symmetric process
with independent and stationary increments). We assume that
X (1) law=N(0; 2); (1.1)
where 2 is a positive inInitely divisible random variable. That is, X (1) is distributed
as G, where G is a standard Gaussian N(0; 1) random variable, independent of the
inInitely divisible random variable 2. The distribution of X (1) is referred to in the
literature as a type G distribution (see [12]).
From the L&evy property of X and the representation (1.1), it is clear that, after a
possible enlargement of the probability space, the process X can be realized as
X (t) =W (A(t)); t ∈ [0; 1]; (1.2)
where W is a standard Brownian motion, and A is a subordinator (i.e., a non-decreasing
L&evy process) with A(1) distributed as 2 in (1.1), such that the processes W and A
are independent. In order to distinguish randomnesses contributed by W and A, it is
convenient to regard (1.2) as X (t; !; !′) =W (A(t; !); !′), for (!;!′)∈ × ′.
We refer to Bertoin [2, Section 8.4] and Sato [15, Chapter 6] for an account of gen-
eral properties of subordinated L&evy processes. An important and well-known example
is the Bochner subordination for the symmetric stable L&evy motion of index ∈ (0; 2).
In this case, A is a stable subordinator of index =2.
Given a stochastic process X indexed by [0; 1], we deIne its Lq-norms as follows:
‖X ‖q :=
(∫ 1
0
|X (t)|q dt
)1=q
; 16 q¡∞ and
‖X ‖∞ := sup
t∈[0;1]
|X (t)|:
(1.3)
In this paper, we provide accurate estimates for the small ball probabilities of L&evy
processes X as in (1.2) under the Lq-norm (16 q6∞), with respect to the (product)
probability P (the annealed setting) as well as for the conditional probabilities P!(·) :=
P(· | A) (the quenched setting) given the subordination process A. Indeed, under some
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mild general assumption, we will prove that for any q∈ [1;∞], when 	 → 0,
logP!{‖X ‖q ¡ 	} 
 −(	−2); a:s:; (1.4)
logP{‖X ‖q ¡ 	} 
 −(	−2); (1.5)
where f(	) 
 g(	), means 0¡ lim inf 	→0 f(	)=g(	)6 lim sup	→0 f(	)=g(	)¡∞, and
 is the Laplace exponent of the subordinator A, deIned by
E[e−xA(t)] = e−t(x); t ∈ [0; 1]; x¿ 0: (1.6)
It should be mentioned that the constants appearing in the asymptotic of (1.4) may, of
course, depend on !.
In the case that X is a symmetric stable L&evy process of index ∈ (0; 2) (thus A is
a stable subordinator of index =2),  is a constant multiple of x=2, and (1.5) with
q =∞ was known to Taylor [19] while, to our knowledge, even in this case (1.4)
seems to be new.
The announced two-sided estimates (1.4) and (1.5) describe the small deviation
probabilities of X = W (A). Yet it turns out that our methods do not appeal to the
Markov property of the Brownian motion W in an essential way. More heavily they
depend on the Gaussian property of W . Therefore in Section 2 we are going to extend
(1.4) and (1.5) for processes X =WH (A), where WH is a fractional Brownian motion
of arbitrary Hurst index H ∈ (0; 1).
The rest of the paper is as follows. In Section 2 we state the main result (Theorem
2.1), which yields (1.4) and (1.5) as special cases. Section 3 is devoted to some
preliminary results about the range of a subordinator. Theorem 2.1 is proved in two
distinct parts: the quenched part is treated in Section 4 while the annealed part is
proved in Section 5. Finally, we present further remarks and questions in Section 6.
2. Main result
Let WH := (WH (t); t¿ 0) be a fractional Brownian motion of Hurst index H ∈ (0; 1).
That is, WH is a mean-zero Gaussian process with covariance
E[WH (s)WH (t)] = 12 (t
2H + s2H − |t − s|2H ); s¿ 0; t¿ 0:
Let A := (A(t); t ∈ [0; 1]) be as before a subordinator, independent of WH . We are
interested in the subordinated process
YH (t) := WH (A(t)); t ∈ [0; 1]: (2.1)
Clearly, when H = 1=2, WH =W1=2 is a standard Brownian motion, so that Y1=2 is the
subordinated L&evy process introduced in (1.2).
Let  be the Laplace exponent of A, deIned by (1.6). Throughout the paper, we
assume that
lim inf
x→∞
(x)
log x
¿ 0: (2.2)
276 W. Linde, Z. Shi / Stochastic Processes and their Applications 113 (2004) 273–287
Condition (2.2) is to ensure that the subordinator A does not grow too slowly (loosely
speaking, it should grow at least like a Gamma process, which increases at a logarithmic
rate). Note that in the case that A is a stable subordinator of index ∈ (0; 1), (x) is
a constant multiple of x, which obviously satisIes (2.2).
Here is the main result of the paper.
Theorem 2.1. Let YH be the process de<ned in (2.1), and assume (2.2). Let q∈
[1;∞].
(a) The quenched case: for 	 → 0,
logP!{‖YH‖q ¡ 	} 
 −(	−1=H ) a:s: (2.3)
(b) The annealed case: we have,
logP{‖YH‖q ¡ 	} 
 −(	−1=H ); 	 → 0: (2.4)
Let us say a few words about the proof of Theorem 2.1. The main part, which is
treated in Section 4, concerns the quenched case (2.3), whereas the annealed case (see
Section 5) follows from the quenched case more or less painlessly. The proof of (2.3) is
divided into two parts. The lower bound follows from a general result of Talagrand for
the small deviation problem for Gaussian processes, once we have enough information
about the range of the subordinator A. The upper bound, which involves Ine properties
of fractional Brownian motion on a fractal-like set, relies on some technical study of
the subordinator and the Lq behaviour of the fractional Brownian motion. This latter
part gives us some interesting information about the behaviour of a fractional Brownian
motion on a fractal set which will be subject of a forthcoming paper.
Throughout the paper, the letter c (with a subscript) denotes some constant which is
Inite and (strictly) positive. It may depend on H , yet not on the investigated processes
(besides on the constant appearing in (2.2)).
3. Preliminaries on the range of a subordinator
Let A := (A(t); t¿ 0) be a subordinator, with Laplace exponent  deIned in (1.6).
Let R denote the closure of {A(t); t ∈ [0; 1]}. In other words, R is the closure of the
range of A. For any ¿ 0, let N (R; ) be the minimal number N necessary to cover
R with N intervals of lengths less than or equal to .
Lemma 3.1. For all ¿ 0 and all k¿ 20(1=),
P{N (R; )¿ k}6 exp
(
− k
40
)
; (3.1)
P
{
N (R; )¡ 14 (1=)
}
6 exp
[− 14 (1=)] : (3.2)
Proof. Let T0 := 0 and deIne by induction
Ti = Ti() := inf{s¿Ti−1 : A(s)− A(Ti−1)¿}; i¿ 1:
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Note that for any k¿ 0, the following holds:
{N (R; )¿ k}= {Tk6 1}:
By the strong Markov property, ("i := Ti − Ti−1)i¿1 is a sequence of independent and
identically distributed random variables. We have,
P{N (R; )¿ k}= P
{
k∑
i=1
"i6 1
}
: (3.3)
We Irst prove (3.1). By the exponential Chebyshev inequality, for any #¿ 0,
P{N (R; )¿ k}6 e#[E(e−#T1 )]k :
Observe that by integration by parts,
E(e−#T1 ) = 1− #
∫ ∞
0
e−#x P{T1 ¿x} dx:
In view of the monotonicity of x → P{T1 ¿x}, this leads to:
E(e−#T1 )6 1− #
∫ 1=#
0
e−1 P{T1 ¿ 1=#} dx
= 1− e−1 P{T1 ¿ 1=#}
= 1− e−1 P{A(1=#)¡}:
It is clear from Chebyshev’s inequality that
P{A(1=#)¡} = 1− P{A(1=#)¿ }
¿ 1− 1− E[e
−A(1=#)=]
1− e−1
= 1− 1− e
−(1=#)(1=)
1− e−1 :
Choose now # := 2(1=), so that
P{A(1=#)¡}¿ e
−1=2 − e−1
1− e−1 : (3.4)
We have therefore proved that for any k¿ 0,
P{N (R; )¿ k}6 e2(1=)
(
1− e
−1(e−1=2 − e−1)
1− e−1
)k
6 e2(1=)
(
1− 18
)k
6 exp
[
2(1=)− k
8
]
;
where we have used the inequalities (e−1=2 − e−1)=(1− e−1)¿ 18 and 1− u6 e−u for
u¿ 0. This readily yields (3.1).
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We now turn to the proof of (3.2). We Irst check that T1 admits Inite exponen-
tial moments in the neighbourhood of 0. By Chebyshev’s inequality, for any y¿ 0,
P{A(y)¡}6 eE[e−A(y)=] = e1−y(1=). Accordingly, for any #¿ 0,
E[e#T1 ] = #
∫ ∞
0
e#y P{T1 ¿y} dy
= #
∫ ∞
0
e#y P{A(y)¡} dy
6 #e
∫ ∞
0
e#y−y(1=) dy:
We choose now # := 12 (1=), so that E[e
#T1 ]6 e.
In view of (3.3) and Chebyshev’s inequality, we arrive at the following estimate:
for any k¿ 0,
P{N (R; )¡k}= P
{
k∑
i=1
"i ¿ 1
}
6 e−#{E[e#T1 ]}k6 exp(− 12 (1=) + k) :
Taking k := 14 (1=) yields (3.2).
Corollary 3.2. Assume (2.2). Almost surely for all su>ciently small ,
1
8 (1=)6N (R; )6 40(1=): (3.5)
Proof. By (2.2), there exists c1 ¿ 0 and 1 ¿ 0 such that for all ¡1, (1=)¿
c1 log(1=). In view of (3.1) and (3.2), this implies that for all ¡1,
P{N (R; )¿ 20(1=)}6 c1=2; P{N (R; )6 14 (1=)}6 c1=4:
Let = j := j−', where '¿ 4=c1. Then∑
j
P{N (R; j)¿ 20(1=j)}¡∞;
∑
j
P
{
N (R; j)6 14 (1=j)
}
¡∞:
By the Borel–Cantelli lemma, almost surely for all large j, we have
1
4 (1=j)6N (R; j)6 20(1=j):
Let ∈ [j+1; j]. Since
(x)6(2x)6 2(x) (3.6)
(the second inequality being a consequence of the Cauchy–Schwarz inequality), and
since j=j+1 → 1 (j →∞), we obtain:
N (R; )6N (R; j+1)6 20(1=j+1)6 20(2=)6 40(1=)
and similarly,
N (R; )¿N (R; j)¿ 14 (1=j)¿
1
4 (1=(2))¿
1
8 (1=);
as desired.
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4. Proof of Theorem 2.1: the quenched case
In this section, we prove the quenched part of Theorem 2.1. Since q → ‖YH‖q is
non-decreasing on [1;∞], it suNces to prove, under assumption (2.2), the existence of
constants c2 and c3 such that almost surely for all suNciently small 	,
logP!
{∫ 1
0
|WH (A(t))| dt ¡ 	
}
6−c2 (	−1=H ); (4.1)
logP!
{
sup
t∈[0;1]
|WH (A(t))|¡	
}
¿−c3 (	−1=H ): (4.2)
For the sake of clarity, these estimates are proved separately.
Proof of (4.2). We apply a general result of Talagrand [18], formulated here as in
Ledoux [5], p. 257: Let (Z(t); t ∈T ) be a mean-zero Gaussian process, and for 	¿ 0,
let N (T; d; 	) denote the entropy number under the Dudley metric d(s; t) := (E|Z(s)−
Z(t)|2)1=2, i.e., the minimal number of d-balls of radius less or equal 	 that are necessary
to cover T . If  :R+ → R+ is such that N (T; d; 	)6  (	) for 	¿ 0, and that for some
constants 16 c46 c5 ¡∞,
c4 (	)6  (	=2)6 c5 (	); 	¿ 0;
then there exists c6 ∈R+ such that for all 	¿ 0,
P
{
sup
(s; t)∈T 2
|Z(s)− Z(t)|¡	
}
¿ e−c6  (	):
Since supt∈[0;1] |WH (A(t))|=sups∈R |WH (s)|, we can apply Talagrand’s result to T :=
R, Z(t) := WH (t) and d(s; t) := |s− t|H , which leads to N (T; d; 	) = N (R; 	1=H ), with
N (R; ) deIned as in Section 3. In view of the upper bound in (3.5), Talagrand’s
result implies that
P!
{
sup
t∈[0;1]
|WH (A(t))|¡	
}
¿ exp[−c7 (	−1=H )];
as desired.
The proof of (4.1) is more delicate, and needs a preliminary result. Let ¿ 0, and
let (Ti)i¿0 and N (R; ) be as in Section 3.
Lemma 4.1. Under assumption (2.2), we have, almost surely for all su>ciently
small ,
#
{
i : 16 i6
1
3
N (R; ); T3i − T3i−1¿ 12(1=)
}
¿
(1=)
480
:
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Proof. Write M =M () := 124 (1=), and
+ :=
M∑
i=1
1{T3i−T3i−1¿1=2(1=)}:
By the strong Markov property, (T3i − T3i−1)i¿1 is a sequence of independent random
variables having the same distribution as T1. It follows from the exponential Chebyshev
inequality that for any a¿ 0,
P{+¡a}6 eaE[e−+]
= ea
[
1− (1− e−1)P
{
T1¿
1
2(1=)
}]M
6 exp[a−M (1− e−1)P{T1¿ 1=[2(1=)]}]:
In view of (3.4), this leads to:
P{+¡a}6 exp[a−M (e−1=2 − e−1)]6 exp(a− 15M)= exp [a− 1120 (1=)] :
We now choose a := 1240 (1=), so that
P
{
+¡ 1240 (1=)
}
6 exp
[− 1240 (1=)] : (4.3)
From here, a usual Borel–Cantelli argument together with the monotonicity of  gives
(for more details, see the proof of Corollary 3.2 in Section 3) that almost surely for
all small ,
#
{
i : 16 i6M; T3i − T3i−1¿ 12(1=)
}
¿ 1240 (1=(2))¿
1
480 (1=):
Since N (R; )¿ 3M almost surely for all small  (Corollary 3.2), this implies Lemma
4.1.
We are now ready to prove (4.1).
Proof of (4.1). Instead of working directly with the fractional Brownian motion WH ,
it turns out to be more convenient to work with an auxiliary process, an idea which
already has been used in [6, 11]. It is well-known that the fractional Brownian motion
WH admits the following (stochastic) integral representation (possibly in an enlarged
space): there exists a two-sided Brownian motion  := ((u); u∈R), such that with
x+ := max{x; 0}
WH (t) =
∫ t
−∞
[(t − s)H−(1=2) − (−s)H−(1=2)+ ] d(s) = BH (t) + .H (t);
where
BH (t) :=
∫ t
0
(t − s)H−(1=2) d(s); (4.4)
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.H (t) :=
∫ 0
−∞
[(t − s)H−(1=2) − (−s)H−(1=2)] d(s); t ∈R+: (4.5)
(By a two-sided Brownian motion, we mean that ((s); s¿ 0) and ((−s); s¿ 0)
are independent Brownian motions with (0) := 0.) Moreover, by checking the covari-
ances, it is easily seen that the two Gaussian processes BH and .H , both indexed by
R+, are independent. Therefore, by Anderson’s inequality [1], for any 	¿ 0,
P!
{∫ 1
0
|WH (A(t))| dt ¡ 	
}
6P!
{∫ 1
0
|BH (A(t))| dt ¡ 	
}
: (4.6)
Of course, since WH and A are independent, without loss of generality we can assume
that BH is independent of A as well.
We now Ix ! (thus the only randomness originates from the process BH ), so that
{(T3i−3; T3i); i¿ 1} is a sequence of disjoint intervals. Observe that∫ 1
0
|BH (A(t))| dt¿
N (R;)=3∑
i=1
∫ T3i
T3i−3
|BH (A(t))| dt: (4.7)
Let n6N (R; )=3. Note that
∫ T3n
T3n−3
|BH (A(t))| dt can be written as∫ T3n
T3n−3
∣∣∣∣∣
∫ A(T3n−3)
0
(A(t)− s)H−(1=2) d(s) +
∫ A(t)
A(T3n−3)
(A(t)− u)H−(1=2) d(u)
∣∣∣∣∣ dt:
The
∫ A(T3n−3)
0 · · · d(s) part (for t ∈ [T3n−3; T3n]) is measurable with respect to the
-algebra FT3n−3 := {(s); 06 s6T3n−3}, whereas the
∫ A(t)
A(T3n−3)
· · · d(u) part is
independent of FT3n−3 . Therefore, by Anderson’s inequality, for any 	¿ 0,
P!
{
n∑
i=1
∫ T3i
T3i−3
|BH (A(t))| dt ¡ 	
}
6P!
{
n−1∑
i=1
∫ T3i
T3i−3
|BH (A(t))| dt
+
∫ T3n
T3n−3
∣∣∣∣∣
∫ A(t)
A(T3n−3)
(A(t)− u)H−(1=2) d˜(u)
∣∣∣∣∣ dt ¡ 	
}
;
where ˜ denotes a standard Brownian motion independent of  (and of A). Iterating
the procedure, we see that for any ! and any n6N (R; )=3,
P!
{
n∑
i=1
∫ T3i
T3i−3
|BH (A(t))| dt ¡ 	
}
6P!
{
n∑
i=1
Ui ¡	
}
;
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where, for any i,
Ui :=
∫ T3i
T3i−3
∣∣∣∣∣
∫ A(t)
A(T3i−3)
(A(t)− u)H−(1=2) di(u)
∣∣∣∣∣ dt
and (i)i¿1 is a sequence of independent standard Brownian motions (which are inde-
pendent of A). In particular, under P!, (Ui)i¿1 is a sequence of independent random
variables.
Plugging this into (4.7), we obtain:
P!
{∫ 1
0
|BH (A(t))| dt ¡ 	
}
6P!
{N (R;)=3∑
i=1
Ui ¡	
}
:
For each i, we note that Ui¿
∣∣∣∫ T3iT3i−3 ∫ A(t)A(T3i−3) (A(t)− u)H−(1=2) di(u) dt∣∣∣, and that under
P!,
∫ T3i
T3i−3
∫ A(t)
A(T3i−3)
(A(t)− u)H−(1=2) di(u) dt is a mean-zero Gaussian random variable
with variance
2i :=
∫ T3i
T3i−3
∫ T3i
T3i−3
∫ A(s∧t)
A(T3i−3)
(A(s)− u)H−(1=2)(A(t)− u)H−(1=2) du ds dt:
Therefore, writing (1i)i¿1 for a sequence of independent Gaussian N(0; 1) random
variables (which are independent of the subordinator A), we arrive at: for any 	¿ 0
and any ¿ 0,
P!
{∫ 1
0
|BH (A(t))| dt ¡ 	
}
6P!
{N (R;)=3∑
i=1
i |1i|¡	
}
: (4.8)
We now bound 2i from below. The estimate goes slightly diPerently depending on
whether H¿ 1=2 or H ¡ 1=2. Let us Irst assume H ∈ [ 12 ; 1). In this case, we have
2i ¿
∫ T3i
T3i−3
∫ T3i
T3i−3
∫ A(s∧t)
A(T3i−3)
[A(s ∧ t)− u]2H−1 du ds dt
=
1
2H
∫ T3i
T3i−3
∫ T3i
T3i−3
[A(s ∧ t)− A(T3i−3)]2H ds dt
and since A(s∧ t)−A(T3i−3)¿A(T3i−2)−A(T3i−3)¿  for all s, t¿T3i−2, this leads
to:
2i ¿
1
2H
∫ T3i
T3i−1
∫ T3i
T3i−1
[A(T3i−2)− A(T3i−3)]2H ds dt
¿
1
2H
2H (T3i − T3i−1)2:
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When H ∈ (0; 12 ), we argue that by symmetry,
2i = 2
∫ T3i
T3i−3
dt
∫ t
T3i−3
ds
∫ A(s)
A(T3i−3)
(A(s)− u)H−(1=2) (A(t)− u)H−(1=2) du
¿ 2
∫ T3i
T3i−3
dt
∫ t
T3i−3
ds
∫ A(s)
A(T3i−3)
(A(t)− u)2H−1 du
=
∫ T3i
T3i−3
dt
∫ t
T3i−3
ds
[A(t)− A(T3i−3)]2H − [A(t)− A(s)]2H
H
and for T3i−16 s6 t ¡T3i, we have A(t) − A(T3i−3)¿ 2 whereas A(t) − A(s)6 ,
so that
2i ¿
∫ T3i
T3i−1
dt
∫ t
T3i−1
ds
(2)2H − 2H
H
=
22H − 1
2H
2H (T3i − T3i−1)2:
Therefore, regardless of the value of H , there exists a constant c8 = c8(H)∈R∗+
(actually c8 := (2(2H)∧1 − 1)=2H does the job) such that
2i ¿ c8
2H (T3i − T3i−1)2;
from which it follows that
N (R;)=3∑
i=1
i|1i|¿ c
1=2
8
2
H
(1=)
N (R;)=3∑
i=1
|1i|1{T3i−T3i−1¿1=[2(1=)]}:
Plugging this into (4.8) gives that for any 	¿ 0 and any ¿ 0,
P!
{∫ 1
0
|BH (A(t))| dt ¡ 	
}
6P!
{
c1=28
2
H
(1=)
N (R;)=3∑
i=1
|1i| 1{T3i−T3i−1¿1=[2(1=)]}¡	
}
: (4.9)
In light of Lemma 4.1, we have, almost surely for all small ,
P!
{∫ 1
0
|BH (A(t))| dt ¡ 	
}
6P!
c1=282 H(1=)
(1=)=480∑
j=1
|1j|¡	
 :
Let  := c9	1=H , where c9 is a constant such that (c
1=2
8 =2) c
H
9
1
480 E(|11|)¿ 1. By Cher-
noP’s large deviation theorem,
P!
c1=282 H(1=)
(1=)=480∑
j=1
|1j|¡	
6 exp [−c10 (1=)] ; (4.10)
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where c10 ¿ 0 is a constant. In view of (3.6), we have (1=)¿ c11 (	−1=H ), so that
for all suNciently small 	¿ 0,
P!
{∫ 1
0
|BH (A(t))| dt ¡ 	
}
6 exp
[−c10c11 (	−1=H )] :
This, together with (4.6), completes the proof of (4.1), with c2 := c10c11.
5. Proof of Theorem 2.1: the annealed case
Again, by the monotonicity of q → ‖YH‖q, it suNces to prove that
lim sup
	→0
1
(	−1=H )
logP
{∫ 1
0
|WH (A(t))| dt ¡ 	
}
¡ 0 and (5.1)
lim inf
	→0
1
(	−1=H )
logP
{
sup
t∈[0;1]
|WH (A(t))|¡	
}
¿−∞: (5.2)
We prove these estimates separately.
Proof of (5.1). It goes like the proof of (4.1) in Section 4, with some reInement. Let
BH be the Gaussian process deIned in (4.4). Let ¿ 0, and let (Ti)i¿0 and N (R; )
be as before. Taking expectations on both sides of (4.9), we obtain the following: for
any 	¿ 0 and any ¿ 0,
P
{∫ 1
0
|BH (A(t))| dt ¡ 	
}
6P
{
c1=28
2
H
(1=)
N (R;)=3∑
i=1
|1i| 1{T3i−T3i−1¿1=[2(1=)]}¡	
}
6 I1 + I2 + I3;
where
I1 := P
{
N (R; )¡ 14 (1=)
}
;
I2 := P
{(1=)=12∑
i=1
1{T3i−T3i−1¿1=[2(1=)]}¡
1
240 (1=)
}
;
I3 := P
c1=282 H(1=)
(1=)=240∑
j=1
|1j|¡	
 :
By (3.2), I16 exp[− 14 (1=)], whereas (4.3) tells us that I26 exp[− 1240 (1=)].
Moreover, if we choose  := c9	1=H as in the previous section, then according to (4.10),
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we have I36 exp[−c10 (1=)] (note that the sequence of random variables (1i) has
the same distribution under P! and under P).
Assembling all these pieces, and in light of (3.6), yields
lim sup
	→0
1
(	−1=H )
logP
{∫ 1
0
|BH (A(t))| dt ¡ 	
}
¡ 0:
In view of (4.6), we have P{∫ 10 |WH (A(t))| dt ¡ 	}6P{∫ 10 |BH (A(t))| dt ¡ 	}. This
implies (5.1).
Proof of (5.2). According to (4.2),
lim inf
	→0
exp[c3 (	−1=H )]P!
{
sup
t∈[0;1]
|WH (A(t))|¡	
}
¿ 1 a:s:
Therefore, by Fatou’s lemma,
lim inf
	→0
exp[c3 (	−1=H )]P
{
sup
t∈[0;1]
|WH (A(t))|¡	
}
¿ 1;
which, in turn, yields (5.2).
6. Further remarks and questions
In this Inal section, we present a few related questions.
1. Existence of limit. Theorem 2.1 describes the correct order of the small ball proba-
bilities (in the logarithmic scale), in both quenched and annealed settings. It is inter-
esting to know whether lim	→0 (1=(	−1=H ))logP!{‖YH‖q ¡ 	} and lim	→0
(1=(	−1=H ))logP{‖YH‖q ¡ 	} exist (in the sense of almost convergence for the
Irst expression). Due to the presence of the subordination, the commonly used sub-
additivity argument to prove the existence of such a limit does not seem to be
applicable here.
2. Relating the quenched and the annealed probabilities. It is natural to ask whether the
quenched and the annealed small deviation probabilities in Theorem 2.1 are closely
related. For example, Jensen’s inequality (together with Fatou’s lemma) yields the
following bound: E[lim inf 	→0 (1=(	−1=H ))logP!{‖YH‖q ¡ 	}]6 lim inf 	→0
(1=(	−1=H ))logP{‖YH‖q ¡ 	}. Does this inequality hold as an equality?
3. Subordination of Riemann–Liouville processes. Let BH be the Riemann–Liouville
process introduced in (4.4). Note that it is a well-deIned Gaussian process for all
H ¿ 0. For example, if H =3=2, then BH is simply the integrated Brownian motion.
DeIne now the subordinated process ZH by
ZH (t) := BH (A(t)); t ∈ [0; 1]; (6.1)
where as before A is a subordinator independent of BH .
A careful inspection of the preceding proofs shows that we have proved the
following.
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Proposition 6.1. Under assumption (2.2) for any H ¿ 0, we have,
lim sup
	→0
1
(	−1=H )
logP!
{∫ 1
0
|ZH (t)| dt ¡ 	
}
¡ 0 a:s:;
as well as
lim sup
	→0
1
(	−1=H )
logP
{∫ 1
0
|ZH (t)| dt ¡ 	
}
¡ 0:
Furthermore, if 0¡H ¡ 1, then for all q∈ [1;∞],
logP!{‖ZH‖q ¡ 	} 
 −(	−1=H ) a:s:; (6.2)
as well as
logP{‖ZH‖q ¡ 	} 
 −(	−1=H ): (6.3)
In the moment we do not know whether or not (6.2) and (6.3) also hold for
H¿ 1: Talagrand’s result as used in the proof of (4.1) does no longer apply to BH
for
such H .
4. General symmetric stable processes. Let X be a symmetric stable process over [0; 1]
in the sense of Samorodnitsky and Taqqu [14]. Then X may be represented as
X (t; !; !′); t¿ 0; (!;!′)∈ × ′;
such that X (t; · ; !′) is centered Gaussian for !′ ∈′. In [8], this representation
was used to derive some small deviation results for X in terms of the conditional
Gaussian processes. It is very likely that our methods lead also to some results for
general stable (not necessarily L&evy) processes.
5. General L*evy processes. We have studied in this paper the small deviation problem
for subordinated L&evy processes. Our method, which involves Gaussian-Ravoured
inequalities (Anderson’s inequality, Talagrand’s estimate via metric entropy), cannot
be extended to attack the problem for general L&evy processes. The latter is believed
to be a challenging problem.
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