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Let R be a commutative, local, and principal ideal ringwithmaximal
ideal m and residue class ﬁeld F . Suppose that every element of
1 + m is square. Then the problemof classifying arbitrary symmet-
ric matrices over R by congruence naturally reduces, and is actually
equivalent to, the problem of classifying invertible symmetric
matrices over F by congruence.
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1. Introduction
We consider the problem of classifying symmetric bilinear forms deﬁned on a free R-module of
ﬁnite rank, where R is a commutative, local and principal ideal ring with maximal ideal m = Rπ ,
residue ﬁeld F = R/m and unit group R∗. This is equivalent to the problem of classifying symmetric
matrices over R by congruence.
For the ring of integers of a local ﬁeld of characteristic not 2 the problem was studied by O’Meara
[6], who in 1953 gave a complete solution provided 2 is a unit or does not ramify. He also introduced
the idea of canonical decomposition of a bilinear form, a concept that will be adopted in this paper.
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In 1978, Baeza [1] investigated bilinear forms in themore general context of semilocal commutative
rings, and we will also have the occasion to use one of his results.
More recently, Levchuk and Starikova [4,5] produced normal forms for quadratic forms over R
under certain assumptions on R∗. Their normal forms are of the type introduced by O’Meara, without
assuming any sort of completeness.
Our main result, Theorem D, is that, provided 1 + m ⊆ R∗2, the problem of classifying arbitrary
symmetric matrices over R naturally reduces, and is actually equivalent to, the problem of classifying
invertible symmetric matrices over its residue ﬁeld F .
We require three subsidiary results, namely Lemmas A–C, of which Lemma A is the crucial one. It
ensures the uniqueness of O’Meara’s canonical decompositions over arbitrary rings R as above. When
the form is diagonalizable, and in particular when 2 ∈ R∗, this uniqueness is proven in [4] in matrix
form. Our proof of Lemma A is independent of [4] and adapted from ideas in modular representation
theory, as found in [2,3]. Lemma B -existence of O’Meara’s canonical decompositions- is obvious if
2 ∈ R∗ and follows from the aforementioned result of Baeza in general. LemmaCestablishes a bijection
between congruence classes of invertible symmetric matrices over R and F , whenever 1 + m ⊆ R∗2.
This is probably well-known and is included here for the sake of completeness.
Note that1 + m ⊆ R∗2 as longas2 ∈ R∗ andanyoneof the followingconditionshold:R isHenselian
(i.e. Hensel’s lemma is true); R is complete; m is nilpotent; R is ﬁnite. Conversely, if 1 + m ⊆ R∗2
then either m = 0 or 2 ∈ R∗. Indeed, suppose 2 ∈ m and 1 + π is a square, say x2 = 1 + π . Then
(x − 1)2 ∈ m, so x − 1 ∈ m, whence x = 1 + aπ . Therefore 1 + π = x2 = 1 + 2aπ + a2π2, soπ ∈
m2, say π = bπ2. Then π(1 − bπ) = 0, i.e. π = 0.
An example of an incomplete local PID satisfying 1 + m ⊆ R∗2 is furnished by the ring of integers
of the unramiﬁed closure of the p-adic numbers, where p is an odd prime.
2. Main results
The ideal i = ∩i 1mi satisﬁesmi = i, so i = 0 as above. Hence every non-zero element of R is of
the form π iu for some i 0 and some unit u. Thus, either π is nilpotent, say of degreem, or else R has
no zero divisors.We setM = m in the ﬁrst case andM = ∞ in the second. In either case, the non-zero
ideals of R aremi, where 0 i < M.
Let V and W be free R-modules of positive but not necessarily ﬁnite rank. Two bilinear forms f :
V × V → R and g : W × W → R are equivalent, or isometric, if there an isomorphism of R-modules
T : V → W such that g(Tx, Ty) = f (x, y) for all x, y ∈ V . Two matrices A, B ∈ Mn(R) are congruent
if there exists X ∈ GLn(R) such that X′AX = B, where X′ stands for the transpose of X . In that case
we write AB. Clearly f and A respectively give rise to a bilinear form f : V/mV × V/mV → F and
a matrix A ∈ Mn(F), both deﬁned in an obvious manner. If V has ﬁnite rank, say n, then f is non-
degenerate if the Grammatrix of f relative to some (and hence every) basis of V belongs to GLn(R). In
that case f is also non-degenerate.
Let f : V × V → R be a symmetric bilinear form. Following [6], we say that f has a canonical
decomposition if there exist a free submodule V0 of V , possibly zero, as well as a family (Vi)i∈S of
non-zero free submodules of V of ﬁnite rank, a family of distinct non-negative integers (ai)i∈S all of
which are less thanM, and a family of non-degenerate symmetric bilinear forms fi : Vi × Vi → R, such
that V is equal to the orthogonal direct sum of V0 and all of the Vi, the restriction of f to V0 is zero, and
the restriction of f to each Vi is π
ai fi. This is denoted by
f = ⊥
i∈S π
ai fi ⊥ f0. (1)
Lemma A. Let f : V × V → R be a symmetric bilinear form deﬁned on a non-zero free R-module. Suppose
f admits a canonical decomposition (1). Then the integers ai, the rank of each Vi, and the isometry type of
each fi, are all uniquely determined by f , as is the rank of V0.
Lemma B. Let f : V × V → R be a symmetric bilinear form deﬁned on a non-zero free R-module of ﬁnite
rank. Then f admits a canonical decomposition.
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Lemma C. Suppose 1 + m ⊆ R∗2 and let A, B ∈ GLn(R) be symmetric. Then A ∼ B if and only if AB.
Theorem D. Suppose 1 + m ⊆ R∗2. For each k 1, let Sk be a system of congruence representatives of
symmetric matrices inGLk(F), and let Tk be any symmetric lift of Sk toGLk(R). Then any symmetric matrix
A ∈ Mn(R) is congruent to one and only onematrix of the form⊕1 i sπaiAi ⊕ A0,where 0 a1 < · · · <
as < M, Ai ∈ Tki , A0 is the zero matrix of size k0 – possibly zero –, and k0 + k1 + · · · + ks = n.
3. Proofs
Proof of Lemma A. For each j 0 we consider the submodule V(j) of V , deﬁned by
V(j) = {x ∈ V | f (x, V) ⊆ mj}.
Suppose next that 0 j < M. We further deﬁne the submodule N(j) of V(j) by
N(j) = V(j + 1) + ((mV) ∩ V(j))
and consider the quotient module
W(j) = V(j)/N(j).
We ﬁnally set
V(∞) = {x ∈ V | f (x, V) = 0}, N(∞) = (mV) ∩ V(∞), W(∞) = V(∞)/N(∞).
Note that allW(j) as well asW(∞) are vector spaces over F .
Let B0 be a basis of V0 and let Bi be a basis of Vi for each i ∈ S. Observe that if 0 j < M then V(j)
is spanned by all v ∈ Bi such that j ai together with all π j−ai v such that v ∈ Bi and j > ai.
As a consequence we obtain ﬁrst that W(j) = 0 if j is not equal to any ai, and second that W(ai)
has an F-basis formed by all v + N(ai) such that v ∈ Bi. In particular, the rank of Vi is equal to the
dimension ofW(ai).
Likewise,we ﬁnd thatW(∞) has an F-basis formed by all v + N(∞) such that v ∈ B0. In particular,
the rank of V0 is equal to the dimension ofW(∞).
Next ﬁx i ∈ S. It remains to see that the isometry type of fi is uniquely determined by f . For this
purpose, note ﬁrst that we have an isomorphism of R-modules, say di, from F = R/m ontomai/mai+1,
given by r + m → πai r + mai+1.
Secondly, a careful inspection reveals that the map gi : W(ai) × W(ai) → mai/mai+1,
gi(x + N(ai), y + N(ai)) = f (x, y) + mai+1, x, y ∈ V(ai),
is well-deﬁned. It is clearly symmetric and bilinear. Composing gi with d
−1
i produces a well-deﬁned
symmetric bilinear form hi : W(ai) × W(ai) → F .
It is now a routine matter to verify that the F-linear isomorphism Ti : Vi/mV → W(ai) given by
v + mVi → v + N(ai) is an isometry, i.e. fihi. This completes the proof. 
Proof of Lemma B. We may assume that f is not the zero form. There is one and only one exponent
i 0 such that f = π ig with g /= 0. Working over F , we may write g = g1 ⊥ g2, where g1 is non-
degenerate and g2 is the zero form. By the choice of i the space underlying g1 is not zero. By [1,
Corollary 3.3] we have g = f1 ⊥ f2, where f1 = g1 and f2 = g2 = 0. Hence f = π if1 ⊥ π if2, where f1
is non-degenerate and the module underlying f2 is free of rank smaller than the rank of V . The result
now follows by induction. 
Proof of LemmaC. Obviously A ∼ B implies AB. Suppose AB. Wewish to show that A ∼ B. Wemay
assume that m /= 0, for otherwise there is nothing to do. As noted earlier, 1 + m ⊆ R∗2 and m /= 0
imply 2 ∈ R∗. This readily gives AD1 and BD2, where D1,D2 ∈ GLn(R) are diagonal. Hence D1D2.
It follows that AD1 + C1, BD2 + C2 and D1D2 + C3, where C1, C2, C3 are symmetric matrices in
Mn(m).
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Using 1 + m ⊆ R∗2 once more we easily see that if D ∈ GLn(R) is diagonal and C ∈ Mn(m) is
symmetric then DD + C. We infer that AD1D2B, as required. 
Proof of Theorem D. This follows at once from Lemmas A, B and C. 
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