Data Envelopment Analysis is a nonparametric tool for measuring the performance of a number of homogenous Decision Making Units. In this paper, Principal Component Analysis is used as an alternative tool to estimate the frontier in a Data Envelopment Analysis under the assumption of Constant Return to Scale. Apart from this, in the context of a multiple inputs and single output, a transformation function, is developed here using the Most Productive Scale Size condition stated by Starrett. This function complies with all postulates of a frontier function and is very similar to the formula given by Aigner and Chu. Moreover, it is capable of defining the threshold value for any resource.
corrected ordinary regression technique and was able to track CRS frontier function. Later on, the DEA estimators were found statistically consistent (Banker and Maindiratta (1992) [2] ). The detailed methodology of the frontier function estimation was done by W. H. Greene (1980) [7] on a generalized form expressed proposed by Aigner and Chu (1968) , Fortund and Jansen (1977) etc. The exploration of stochastic DEA has proven to be highly effective for adapting this approach to abrupt changes. A statistical technique like PCA, observes the variability within a sample to identify several important directions that are capable of explaining large portion of the variance in the sample. Kard, Yen. F and H. H. Örkcu (2006) [8] prepared a new data set for the application of PCA by dividing each input by each output; this approach yielded an intuitive model that is capable of producing highly correlated weighted scores with the DEA productivity indexes of the DMUs. Although, according to L. M. Seiford (1989) [11] , there are many studies that construct a PCA-DEA model for curtailing the number of analyzed variables by grouping highly correlated variables within a factor but it has not be used for constructing a CRS frontier function. In this work the first section reveals the relationship between a Transformed DEA model and the embedded PCA on a specific consumption vector. A PCA based efficiency is defined here, based on the First Principal Eigen vector of the embedded PCA, to show that a PCA efficient DMU remains a DEA efficient too whereas the PCA efficiency score for an inefficient DMU is found to be less than its DEAbased efficiency. The second section clarifies how a plane, orthogonal to this direction and passing through a PCA efficient DMU, becomes a CRS frontier. In the third section, under certain basic continuity assumptions along with the MPSS condition given by Starrett (R. C. Roy (2004) [9] ), the transformation function is derived using the domain of specific consumption of resources. This function complies with four postulates defined by Banker (R. C. Roy (2004) [9] and agrees to some extent with the equation given by Aigner and Chu (A-C (1968)) (W. H. Greene (1980) [7] ). The presence of threshold value for any resource can also be detected from this function.
Definitions and Theorems

The comparison of Data Envelopment Analysis with CCR Model
From an assumption of constant returns to scale, Charnes et al (1978) [3] found proportional changes in weighted output that derive from the alterations in weighted inputs. The algebraic models of CRS (constant return to scale) for c DMUs (each of which consumes v inputs to generate m outputs) are as follows:
Primal Dual 
Size of a DEA to remain Effective
According to Dyson et al. (2001) [6] , to be effective, a single output-multiple input (v) DEA model must contain be at least 2v cases.
A CCR-Efficient Unit
A DMU is called CCR-efficient if θ * = 1, and if there exists at least one optimal solution (u * , v * ), for which u * > 0 and v * > 0, otherwise, the DMU in question is considered to be CCR-inefficient.
Production Possibility Set
According to Cooper et. al, (2002) [5] , any production possibility set, if contains any member having an observed level of activities, (x * , y * ), then the other members should obey some rules. By dint of these rules, DMUs with the less or equal efficiency than the initial member are put under same set. A Solution (u
from CCR-inefficient units (θ * < 1), must necessarily involve at least one DMU (known as a peer group) within the given set that manages to yield weighted outputs that are equivalent to its weighted inputs. The set of peer groups is specified as follows: 
Postulates of a Transformation Function
According to Banker (C. S. Ray (2004) [9] ), in case of n-element input bundle producing a scalar output, the transformation function must satisfy four conditions, like, monotonicity, concavity etc.
PCA
According to Rencher (2002) [10] , for any n-dimensional space, if the sample observations make an ellipsoidal swarm on a p-dimensional (p < n) space, then the natural swarm of these points will not be parallel to any individual direction among n. These resulting axes will be similar to the eigenvectors derived from the covariance (or the correlation matrix) of the observed variables.
The Definition of the Embedded PCA Model
If the specific consumption of any I th resource is expressed through a constant G I and an exponentially distributed random variable ε I (with parameter K I ) then a set of derived random variables (V I ) with (0, K I 2 )
will always exist.

The p.d.f of such random variable is given by ( ) ( ) and because of it the expected value and variance can be derived as follows.
, which is symmetrical to the negative and positive values of it, then, the expressions of , expected value as well as variance of V I is derived.
However, the elements excluding the diagonal of the variance covariance matrix (V) among these resources are strictly non-negative. The principal axes derived from a vector V, are called principal directions of the Embedded-PCA model.
Estimation of Variance Derived Vector V from Specific Consumption Matrix S
Under the conditions of m = 1 and v < c in a primal-model of the DEA (CCR), there exist a positive definite covariance matrix S (having with a non-zero determinant) with dimensions of (v x v) that can be defined as follows:
In the above equations, x ij is the amount of the i th input that is consumed by the j th DMU, whereas y j denotes the amount of output that is produced by this j th DMU. Thus, t ij is known as the specific usage (SU) of the i th input of the j th DMU. S is a biased estimator of the variance of V ( ( )). It can be shown that for a sample size of c the relation ( ) . / ( ) will be true always.
PCA Measure of Efficiency for DMUs
If T = [t ij ], for{t ij (> 0)}, is the specific consumption matrix consisting of elements t ij , which represent the specific consumption of the i th type of input (for i = 1, 2…v) by the j th DMU (for j = 1, 2…c) then the PCA measure of efficiency for any DMU j is given by [min (T.U) / (T J .U)], where U is the eigenvector that directs the major axis of the embedded PCA and T J is the specific consumption vector of the j th DMU.
The Proposed Model
The whole process has been subdivided into three sections such as conversion of DEA (section 3.1), which is essential for making a resemblance between DEA and Embedded PCA, Construction of CRS Frontier using Embedded PCA (section 3.2) while measuring the PCA efficiencies and lastly, Derivation of the Transformation Function (section 3.3) using the CRS frontier function.
Conversion of DEA
The converted form of the DEA can be provided with one additional constraint, as shown below The matrix form of the above new set can be produced as follows:
Therefore the objective function can be reiterated in the following form:
The inequality constraint, ( ) , has an impact from the perspective of the embedded PCA, to verify that whether U remains same as the direction vector of the covariance matrix S or not. Due to the non-negativity property of the decision variables in DEA, U as a direction vector must possess entirely positive or semi-positive elements. Because of the property of a unit vector in addition to non-negativity property (U > [0] and U < [1] ), the constraint, [1] T U > U T U = 1 will be true.
Theorem 3.1.1
Only the major principal direction Vector of the Embedded PCA can have entirely non-negative elements (see Appendix-1).
Construction of CRS Frontier using Embedded PCA
This section addresses the basic reason of a PCA efficient DMU to behave like a DEA efficient DMU (under CRS) while this is not true (the reverse is not true) for others who are inefficient. Moreover, it also clarifies why an embedded PCA is able to produce a CRS frontier.
Theorem 3.2.1
The DEA Efficiency is Greater than or Equal to the Efficiency of the Embedded PCA
Proof.
Let DMU 1 is a peer member of DMU 2. The specific consumption vectors of these two DMUs are T 1 and T 2 for generating a unit amount of a scalar output. Under such conditions, the following relations will exist for the unit vectors, U and U' (major axis in the PCA approach), which represent the optimal solutions for DEA and embedded PCA respectively.
Being a unit vector in DEA, U, the regular objective functions and constraints regarding DMU 2 are as follows.
Clearly, the problem has decision variables in the form of r and the unit vector U. The last equality is taken due to the fact that DMU 1 always remains in a peer group. 
In the last constraint, D achieves a lower value than D 2 , due to the presence of a suboptimal solution, U'. Because of the inequality, , the relation, , must be true for . Therefore, , must also exist. After a simple rearrangement of these constraints the following relationship can be built.
However, both of these efficiencies are similar for DMU 1 (as given below).
These relationships also state that a DMU, which possesses highest PCA efficiency, is certainly a CCR CRS DEA efficient DMU too. Any CRS efficient DMU will therefore have a minimum projected distance from the origin in the direction of the Eigen vector of the major axis and thus any plane orthogonal to it will become a CRS frontier function.
Theorem 3.2.2
The embedded PCA defined CRS frontier function is given by a plane, orthogonal to the major axis, passing through an Embedded PCA Efficient DMU (which is also a CCR CRS DEA Efficient DMU).
Proof.
Let, the Eigen vector of the major axis is , -, then, the plane orthogonal to it will be same as In order to find the unknown value of p it is assumed that the frontier will pass through the PCA Efficient DMU. Therefore, replacing the values of with the corresponding element in or , -, the value of is given as (10) This equation has positive intercept for each useful resource and can be reiterated in terms of any actual output level, y produced at the expense of actual inputs.
According to Starrett (C. S. Ray (2004) [9] ), any MPSS, in case of a multiple input and multiple output problem, has a . / ratio 1. Thus, for any transformation function ( ) ( ), passing through all efficient pairs (specifically through the point (( ) ) where MPSS holds), the relationship shown below will be true. [9] ) has earlier proved that, a MPSS can only occur at a CCR CRS DEA Efficient DMU (which is an Embedded PCA efficient as well). So, the relation ( ) must be true here and for a function, ( ), which satisfies (( ) ) . /, the condition stated by Starrett is fulfilled absolutely. Hence, it is proved that with such function which satisfies these conditions, can obey the rule of MPSS and can become a CRS frontier function.
Derivation of CRS Frontier Function in the Specific Consumption Domain
The condition stated by Starrett is applied here in this section for the derivation of a CRS specific consumption frontier in the specific consumption domain.
Derivation of a Transformation Function
Certain assumptions made on P can explore the characteristics of the transformation function. An assumption is made to generate the production function are as follows:  A production function, in the specific consumption domain, is a locus of a point in the neighborhood of the PCA efficient DMU which scores minimum projection from the production frontier in the specific consumption domain, given by ∏ and moving through a point satisfying MPSS, on the slightly rotated Principal Eigen vector drawn from the origin.  As per the third postulate the production function must show greater than or equal to the observed output ( ) for a set of inputs. The theoretical production function ( ) is thus assumed to obey a relationship as follows.
The later assumption can be proved from the former one (Appendix-3). The value of is derived from using corrected OLS which ensures its passage through the point satisfying MPSS and also can produce a minimum positive error (methodology shown by Greene. W. H (1980) [7] ).
Theorem 3.3.1
If a production function, ( ) ( ), is of type, and has a gradient same as . / at ( ) , then, it must be a function of the weighted summation of all resource consumptions.
Proof.
From the basic assumption about ( ), the following assertion can be made.
A mere comparison on both sides creates a series of equations given as follows. 
Accepting the fact stated in the appendix-2, , the above relation reduces to following expression.
This relation holds true only under the condition of MPSS and beyond this it cannot validate the same. Therefore, as a result of the small rotation of the Principal Eigen vector (as per the assumption), the output level is slightly altered from to . The new location can never be counted under MPSS. Applying this concept, the transformation function can be generated.
At the boundary condition of, , the following equality exists always.
The value of is deduced from the condition of MPSS, which is satisfied by this curve at the point, ,
The complete form can be found by putting the above value in equation (18) . / . /
The most important aspect of this equation is that the expression of the threshold value of any i th variable, 
The expression of (20) is given in (22) by replacing the values of (21) into it.
Verification of the postulates of a Transformation Function:
Equation (22) is certainly an increasing function as the first partial derivative against is positive and thus agrees with the first postulate. Second one is also true as the RHS of equation (22) is concave for . The choice of is made to obey the third postulate. However, to prove whether the said curve is a representative of transformation functions or not, it must make the following statement true.
( ) (23) Here, is the used by DMU j to produce a theoretical scalar output of found from (22), whereas, ( ), according to (R. C. Ray (2004) [9] ), is an equivalent optimal output under the constraints shown below.
, -∑ Rearranging (22) and (24), the following equation can be derived.
However, due to , the function ( ) becomes concave and for ∑ , the function ( ) .∑ / always scores less than or equal to the LHS of (25).
According to the fourth postulate the any function that calls for such inequality is a transformation function.
A Mathematical Example
To justify the above propositions three plants are considered in Table 1 , each of which uses two inputs (I1 and I2) to produce single output (O). It also ensures that 1.5 (2.5) times of A's resource can generate more output than B (C)). The specific consumption patterns of these inputs are shown in columns T1 and T2. To fulfill the cited requirements of displaying the connection among DEA vectors and embedded PCA vectors, the covariance matrix, eigenvalues and eigenvectors, pertaining to the embedded PCA, are shown in Table 3 . Owing to the sample size of 3, S becomes an unbiased estimator of V and hence can be used to predict the direction of swamp. As far as the direction vector of the major principal component is concerned, it possesses entirely positive elements. In spite of having all non-negative elements, it is not identical to any one of the unit vectors derived from CCR DEA model [for example, (0, 1) for B, (0, 1) for C, and (1, 0) for A]. The projection on the said direction of the Embedded PCA [ Figure 1 ] in the CCR model indicates that A is significantly better than the other two plants, given that the point of projection of these other plants on the same axis remains distant from A (Table-4 ). Table 4 , it can be seen that DEA efficiencies for these firms are less than or equal to the efficiencies found from the above measure. Since, plant A remains efficient on both occasions, the CRS frontier must pass through it. Thus, the CRS frontier equation, shown in Figure 1 , can be given as follows. . Similarly, considering the fact that at plant A the MPSS holds true (since it is a CRS efficient DMU), the transformation function is given below.
. / {( ) . / }
Clearly, the other two DMUs produce less value on the right hand side than the right side of the above equation and should be concluded as inefficient performers. The theoretical threshold values for these two resources are given as (1/4) and (1/2) respectively.
Conclusion
The main objective for bringing up this model is to observe several important underlying characteristics of (i) the existence of embedded PCA, (ii) the dissimilarity between the embedded PCA and the CCR-CRS-DEA-approaches while concentrating on the specific consumption of resources. This paper is unable to discriminate between an efficient unit and an inefficient unit with the help of only PCA efficiency scores but can definitely identify the DMU through which the CRS frontier must pass through. Lastly, the A B C PCA -MINOR AXIS relevance this method lays in the development of the production function which is quite similar to one which has been used by eminent authors. A multiplicative function was tested by the author, which could not reflect the individual impact of each resource as remained constant. / for each of them.
Appendix-1
The Highest Eigenvalue of a Positive Definite Matrix that contains entirely positive elements will always be greater than the highest diagonal element of that matrix Let A be a positive definite matrix with all non-negative elements, and let x be the eigenvector corresponding to the eigenvalue, γ, then, from the definition of an eigenvalue, , -| | must hold:
Thus, the linearized form of the first (n -1) rows and n columns are as follows:
This can also be expressed as follows:
The first set of linear equation represents ( ) which essentially refers to two conditions; ( ) ( ) As a result, it can be interpreted that any i th element of an Eigen vector will be positive if the corresponding Eigen value is more than the i th diagonal element. Therefore, if an Eigen vector contains all positive elements then the relationship ( ( )) must be true. If another Eigen vector (which is orthogonal to ) is considered with a negative element . Then, the following equations will exist.
However, this will violate the condition( ( )). Thus, an Eigen vector with all positive elements can be generated only from the largest Eigen value. The second equation is given as( ) . Using the first equation the following expression can be established.
For the largest Eigen value, must be true. The Eigen vector, corresponding to it, will necessarily make to happen and as a result it will also impose a positive definiteness to the ( ) matrix (as ).
Putting the value of in (C3), (C4) can be derived. Therefore, ∑ remains greater than or equal to .
. /
