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Este proyecto se ha realizado en un entorno laboral real, en una empresa que 
se dedica al sector de las Tecnologías de la Información y la Comunicación 
(TIC) y que ofrece servicios como Proveedor de Servicios de Internet (ISP: 
Internet Service Provider) y alojamiento de servidores en su IDC (Internet Data 
Center). 
 
Esta empresa tenía la necesidad de buscar una herramienta de análisis de 
tráfico que complementase una serie de carencias que no podía cubrir con las 
aplicaciones que tenía en ese momento. 
 
Se buscaron los protocolos que podían ofrecer la información que se 
necesitaba y que además fuesen compatibles con los dispositivos que tenían 
instalados en su red. 
 
Para analizar en qué dispositivos sería activado el protocolo escogido e 
intentar que el impacto sobre la red fuese el menor posible fue importante el 
tener una visión general de la red. 
 
Se realizó un análisis teórico de herramientas que existían en el mercado, 
tanto de pago como gratuitas, teniendo en cuenta una serie de características 
importantes para su implementación, desarrollo y mantenimiento. Se 
realizaron una serie de pruebas sobre 3 de las aplicaciones seleccionadas, 
para finalmente escoger aquella que mejor  se adaptaba a las necesidades de 
la empresa. 
 
Teniendo en cuenta los requerimientos mínimos de hardware y software 
necesarios se dimensionó un servidor para albergar la nueva aplicación. 
 
Esta aplicación permitirá la extracción de información de los flujos que generan 
los clientes para averiguar hacia qué Sistema Autónomo (AS: Autonomous 
System) va dirigido un mayor volumen de tráfico, para de esta manera ver que 
operadores nos pueden ofrecer una mejor conectividad. 
 
En este proyecto se mostraran todas las partes anteriormente mencionadas 
con más detalle y además casos prácticos con los que nos hemos ido 
encontrando durante la ejecución del proyecto, así como el análisis del 
comportamiento de un escáner de puertos sobre una máquina. 
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This project was conducted in a real working environment, a company 
dedicated to Information Technologies and offering services such as Internet 
Service Provider (ISP) and accommodation servers in IDC (Internet Data 
Center). 
 
This company needed to find a traffic analysis tool which complements a 
number of shortcomings that could not be covered by their installed application. 
 
We looked for protocols that could show the information needed and also 
compatible with their network devices. 
 
A general network vision was important to analyze on which devices could be 
activated the chosen protocol minimizing the network impact. 
 
We performed a theoretical analysis of existing tools, free and payment ones, 
thinking about their implementation, development and maintenance. We tested 
3 applications to finally chose the one which fulfills better our requirements.  
 
 
After consider the minimum requirements, a server was provisioned to host the 
application. 
 
This application will allow the extraction of information from flows, which are 
generated by customers, to find what Autonomous System (AS) is receiving 
the highest volume of traffic. The goal is to know which operators give us the 
best connectivity. 
 
This project‟ll show all details of the previous mentioned parts and case studies 
we have dealed with during its execution. In addition to that, we‟ll analyze the 









A mis padres, futura esposa, familia, 
amigos, compañeros de trabajo, 








1. INTRODUCCIÓN ........................................................................................... 1 
1.1.  Motivación .......................................................................................................................... 1 
1.2. Objetivos ............................................................................................................................ 2 
1.3. Estructura ........................................................................................................................... 2 
2. NETFLOW ...................................................................................................... 4 
2.1. Protocolos existentes ....................................................................................................... 4 
2.2. ¿Qué es? ............................................................................................................................ 4 
2.3.  Beneficios ........................................................................................................................... 5 
2.4. Versiones ............................................................................................................................ 6 
2.5.  Dispositivos ....................................................................................................................... 6 
2.6.  Funcionamiento ................................................................................................................. 7 
3. APLICACIONES EXISTENTES ..................................................................... 9 
3.1.  Características ................................................................................................................... 9 
3.2.  Comparativa ..................................................................................................................... 10 
4. DISEÑO DE LA SOLUCIÓN ........................................................................ 14 
4.1. Topología de red .............................................................................................................. 15 
4.2.  Activación de Netflow ..................................................................................................... 16 
4.2.1.  Router RT1 ........................................................................................................... 16 
4.2.2.  Switch CR1 ........................................................................................................... 21 
4.2.3.  Switch CR2 ........................................................................................................... 25 
5. PLAN DE PRUEBAS DE LAS APLICACIONES ......................................... 29 
5.1.  Implantación ..................................................................................................................... 29 
5.2.  Accounting ....................................................................................................................... 29 
5.3.  Análisis de tráfico IP ....................................................................................................... 30 
5.4.  Alertas ............................................................................................................................... 31 
5.5.  Aplicación escogida ........................................................................................................ 32 
 6. SERVIDOR ................................................................................................... 33 
6.1.  Dimensionamiento .......................................................................................................... 33 
6.2.  Instalación ........................................................................................................................ 34 
6.2.1.  Hardware .............................................................................................................. 34 
6.2.2.  Software ................................................................................................................ 35 
6.2.3.  Esquema de conexión .......................................................................................... 36 
7. CASOS PRÁCTICOS .................................................................................. 38 
7.1.  Tráfico AS (AUTONOMOUS SYSTEM) ........................................................................... 38 
7.1.1.  Análisis ................................................................................................................. 38 
7.1.2.  Propuesta de proveedor ....................................................................................... 40 
7.2  Análisis post-mortem ...................................................................................................... 42 
7.3.  Escáner de puertos TCP ................................................................................................. 44 
7.4  Ataque ICMP ..................................................................................................................... 52 
8. CONCLUSIONES Y LÍNEAS FUTURAS ..................................................... 55 
BIBLIOGRAFÍA ............................................................................................... 56 
ANEXO A. CONFIGURACIÓN NFSEN ........................................................... 58 
ANEXO B. CONFIGURACIÓN DE RED E IPTABLES .................................... 67 
ANEXO C. PEERING ESPANIX ...................................................................... 69 





Es este primer capítulo explicaremos los motivos de la realización de este 
proyecto, los objetivos que se quieren cumplir y un resumen de los capítulos 
que lo forman. 
 
 
1.1.  Motivación 
 
El proyecto se ha llevado a cabo en un entorno laboral real, es una empresa 
que se dedica al sector de las Tecnologías de la Información y la Comunicación 
(TIC) que ofrece servicios como Proveedor de Servicios de Internet (ISP) y 
permite el alojamiento de servidores en su Internet Data Center (IDC). Se 
encuentra ubicada en Barcelona, donde dispone tanto de las oficinas como de 
un Data Center. 
 
A la empresa le surge la necesidad de buscar una herramienta de análisis de 
tráfico que complemente una serie de carencias que tiene. Por lo tanto, el 
objetivo de este proyecto es encontrar la herramienta que más se adecua a las 
necesidades de la empresa, llevando a cabo una serie de pruebas y 
demostrando su utilidad. 
 
Mostraremos los servicios ofrecidos por la empresa, para de esta manera 
afrontar y entender la motivación de incluir una serie de mejoras en la red. 
 
Es una empresa especializada en soluciones globales y a medida en 
Telecomunicaciones y e-Business, ofreciendo servicios de consultoría e 
implementación de proyectos de redes, servicios de acceso, presencia en 
Internet, desarrollo de aplicaciones web así como otros servicios como pueden 
ser: 
 
 Hosting gestionado. Web, programas de gestión, FTP, plataformas de 
pre-producción, streaming media y servidores. 
 
 E-mail corporativo. Soluciones Exchange, POP3, IMAP4, webmail, 
antispam gestionado. 
 
 Servicios profesionales 24x7. 
 
 Storage y backup. 
 
 Servicios de alta disponibilidad y seguridad. Balanceo de carga, caching, 
encriptación SSL y firewall gestionado. 
 
 Soluciones de conectividad, VPN y switching. 
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1.2. Objetivos  
 
En la actualidad la empresa dispone de una herramienta de graficado (Cacti) y 
monitorización (Nagios), las cuales nos ofrecen información hardware y 
software de los dispositivos que tenemos en nuestra red mediante consultas 
SNMP. 
 
A la empresa le surge la necesidad de buscar una herramienta de análisis de 
tráfico que complemente una serie de carencias que no pueden ser cubiertas 
por las aplicaciones anteriormente mencionadas. Estas necesidades son: 
 
 En los últimos meses ha habido un aumento de clientes y con ello un 
crecimiento de tráfico hacia Internet. 
 
 Imposibilidad de análisis post-mortem de las conexiones realizadas por 
equipos hospedados. 
 
 Deficiencia en herramientas de seguridad que nos permitan la detección 
de patrones de tráfico anómalo o ataques tipo DoS, Synflood. 
 
 El sistema de accounting IP en que se basa la facturación de tráfico a 
clientes es: 
 
o Inexacto ya que se extrae de los puertos de los puertos del switch 
o de la propia máquina. 
 
o Difícil de gestionar para clientes   con volumen de máquinas y 
tráfico considerable. 
 
o Entornos cambiantes o virtualización. 
 
Contratación de tráfico IP a operadores se basa en intuiciones al no disponer 






En el capítulo 2 NETFLOW mostraremos los protocolos que nos permiten 
extraer la información que necesitamos, daremos una explicación del 
funcionamiento del protocolo Netflow, así como los dispositivos que lo 
soportan. 
 
En el capítulo 3 APLICACIONES EXISTENTES analizaremos las aplicaciones 
existentes en el mercado de pago y gratuitas, así como una comparativa. 
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En el capítulo 4 DISEÑO DE LA SOLUCIÓN mostraremos el esquema de red 
de la empresa, los elementos principales que la componen y los dispositivos 
sobre los que se ha decido activar Netflow. 
 
En el capítulo 5 PLAN DE PRUEBAS DE LAS APLICACIONES detallamos los 
pasos para evaluar las aplicaciones, así como la que finalmente hemos 
decidido de escoger. 
 
En el capítulo 6 SERVIDOR explicamos las necesidades hardware y software 
del nuevo servidor que almacenará los flujos. 
 
En el capítulo 7 CASOS PRÁCTICOS realizaremos un análisis del tráfico 
generado por los clientes de la empresa para determinar hacia que AS va 
dirigido un mayor volumen de tráfico y de esta plantear que proveedores nos 
darían mejor conectividad. También mostramos situaciones reales con las que 
nos hemos encontrado durante la ejecución del proyecto, así como el análisis 




































Ahora pasaremos a explicar más en detalle sus principales características,  
funcionamiento, así como los beneficios de dicho protocolo. 
 
 
2.1. Protocolos existentes 
 
Para poder cubrir todas las necesidades anteriormente mencionadas, 
deberemos de encontrar algún protocolo que nos permita extraer información 
del tráfico generado en nuestra red. 
 
En la actualidad existen varios protocolos que nos permiten obtener la 
información necesaria para poder analizar el tráfico en detalle. A continuación 
mostramos los protocolos existentes más en uso junto con el gran abanico de 
marcas que son soportados por alguno de ellos. 
 
 NetFlow (Cisco, 3com, Adtran, Riverbed, Enterasys, Extreme Networks, 
Mikro Tik, Foundry Networks y Juniper Networks). 
 
 sFlow (Foundry Networks, Alaxala Networks, Alcatel-Lucent, Allied 
Telesis, Comtec Systems, D-Link, Extreme Networks, Force10 Networks, 
H3C, Hewlett-Packard, Hitachi y NEC). 
 
 J-Flow (Juniper Networks). 
 
 cFlowd (Juniper Networks y Alcatel-Lucent). 
 
 Netstream (Huawei y H3C). 
 
 IPFIX (Nortel). 
 
Una vez sabemos las marcas soportadas por cada uno de los protocolos, 
finalmente nos hace decantarnos por Netflow ya que todos los elementos de 
nuestra red, tanto routers como switches son de la marca Cisco. 
 
 
2.2. ¿Qué es? 
 
Es un protocolo de red que fue desarrollado y patentado por Cisco en el año 
1996. Un flujo de red es una cadena unidireccional de paquetes entre una 
determinada fuente y un destino, ambos definidos por una dirección IP de la 
capa de red y también por el número de puerto origen y destino en la capa de 
transporte. 
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En concreto, un flujo se identifica como la combinación de los siguientes siete 
campos: 
 Dirección IP origen. 
 Dirección IP destino. 
 Puerto origen. 
 Puerto destino. 
 Tipo de protocolo de capa 3. 
 Byte de ToS. 
 Interfaz lógica de entrada. 
 
 
2.3.  Beneficios  
 
Netflow nos aporta una serie de beneficios como son: 
 
 Monitorización de la red. 
Nos permite mediante el análisis de flujo visualizar patrones en el tráfico 
asociados a cada uno de los switches y routers de nuestra red y de esta 
manera anticiparnos a problemas que puedan surgir. 
 
 Monitorización de aplicaciones. 
A los gestores de red nos permite obtener una descripción detallada de 
las aplicaciones que están haciendo uso de nuestra red. Por lo tanto 
podemos planificar, entender los nuevos servicios y asignar recursos a 
las aplicaciones en la red. 
 
 Monitorización de usuarios. 
Obtener información de los recursos que están utilizando los usuarios de 
nuestra red. 
 
 Planificación de la red. 
Nos permite capturar información durante un largo periodo de tiempo, 
para posteriormente ser analizada y de esta manera anticiparnos a los 
crecimientos de la red, ya sea de dispositivos de enrutamiento, puertos o 
ancho de banda. 
 
 Análisis de seguridad. 
Identificar y clasificar los ataques DDoS, virus y gusanos en tiempo real. 
Podemos detectar anomalías en el tráfico de la red y posteriormente 
estudiar su comportamiento para futuros ataques. 
 
 Contabilidad y facturación. 
Proporciona estadísticas muy detalladas (direcciones IP, número de 
paquetes y bytes, hora, tipo de servicio, aplicación, etc) que nos 
permiten facturar como proveedor de servicio en base al tiempo utilizado 
del recurso, ancho de banda, calidad de servicio, uso de la aplicación, 
etc. 
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 Almacenamiento de datos Netflow. 
Podemos almacenar información  para su posterior recuperación y 
análisis, y de esta manera por ejemplo observar que aplicaciones y 
servicios están siendo utilizadas por usuarios internos o externos para 





En la Tabla 2.1 mostramos las versiones existentes de Netflow: 
 
 
Tabla 2.1 Versiones Netflow 
 
Versiones Netflow Comentario 
1 Original. 
5 Estándar y más común. Añade 
información BGP y número de 
secuencia en los flujos. 
7 Exclusivo de los switches serie C6500 
y 7600. 
8 Añade mejoras en los routers de 
sistemas de agregación. 
9 Mejora para apoyar a las tecnologías 
MPLS, Multicast, IPSec e IPv6. 
 
 
Más adelante nos centraremos en el estudio de la versión que utilicen los 
dispositivos en los que será habilitado. 
 
 
2.5.  Dispositivos 
 
Una vez vistas las versiones existentes debemos saber que dispositivos de la 
marca Cisco soportan cada una de las versiones y además que versión IOS 
debe tener instalada. Está información nos será útil a la hora implantarlo ya que 
en función del dispositivo en el que lo activemos estaremos utilizando una 
versión u otra y además nos permite observar si la versión de IOS que está 
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Version Netflow soportada por los switch Catalyst 65K/7600 
 
 
Tabla 2.3 Versiones soportadas Catalyst 65K/6700 
 
 
2.6.  Funcionamiento 
 
NetFlow tiene una serie de componentes clave que intervienen en su 
funcionamiento, estos son: 
 
 Netflow cache. 
Es la memoria en la que se almacenan los flujos de información. Está 
memoria está limitada por la capacidad del propio dispositivo o también 
es configurable. 
 
 Netflow Flow Record. 
Es el proceso que se encarga de inspeccionar los paquetes y extraer la 
información que será almacenada en la cache. 
 
 Flow export timers. 
La exportación de los datos almacenados puede darse por varios 
motivos: 
 
o Inactividad de tráfico (15 segundos por defecto). 
o Expire el tiempo de actividad de los flujos (30min por defecto). 
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o La cache se llene. 
o El protocolo de transporte nos indica que ha finalizado la 
conexión mediante flag TCP FIN o flag de RST. 
 
 Netflow export format. 
Se exporta la información almacenada en la cache en un formato en 
concreto. Está información se envía mediante paquetes UDP de 
aproximadamente 1500 bytes, este tamaño en realidad vendrá definido 
por el tamaño de la MTU de nuestra red (normalmente 1500 bytes para 
redes de área local Ethernet). Además cada paquete puede contener 
entre 20 y 50 flujos, en función de la versión de Netflow utilizada.  
 
 Netflow server. 
Es la máquina que se encarga de almacenar la información exportada 
para posteriormente ser interpretada por alguna aplicación compatible 
con Netflow. 
 







Campos clave que 
identifican a un flujo





Se almacenan los flujos a partir 




Fig. 2.1 Funcionamiento Netflow 
 
Como comentamos anteriormente un flujo se identifica por siete campos clave 
(dirección IP origen, destino,…), pero cabe destacar que Netflow por defecto 
almacena otros cuatro campos más: 
 
 Packets: número de paquetes que están asociados a ese flujo. 
 Bytes: número de bytes asociados al flujo. 
 Active Time: tiempo que lleva activo el flujo. 
 Next Hop Address: dirección del próximo salto.  
Aplicaciones existentes   9 
 
3. APLICACIONES EXISTENTES 
 
En la actualidad existen una gran variedad de aplicaciones compatibles con 
Netflow, tanto libres como comerciales. Realizaremos un estudio comparativo 
de las diferentes aplicaciones existentes, para finalmente seleccionar las tres 
que más se aproximan a nuestras necesidades. 
 
 
3.1.  Características 
 
Hay una serie de características que pueden ser importantes a la hora de 
escoger una aplicación u otra, como son: 
 
 Sistema Operativo. 
 A la hora de instalar la aplicación debemos saber con qué sistemas 
operativos es compatible (Windows, Linux, Unix,…). 
 
 IP Billing. 
Nos permite obtener información con la que poder facturar a los clientes 
el tráfico cursado por los mismos. 
 
 Seguridad. 
Permite detectar ataques DoS realizados sobre las máquinas. 
 
 Análisis de tráfico. 
Muestra información en detalle del tráfico que está siendo cursado en 
nuestra red. 
 
 Monitorización tiempo real. 
Nos muestra en tiempo real el tráfico que se está cursando. 
 
 Reporting. 
Almacena históricos del tráfico, para de esta manera poder realizar un 
estudio más en detalle del mismo. 
 
 Alertas. 
Podemos generar alertas cuando la utilización de tráfico supera una 
serie de parámetros definidos por nosotros mismos. 
 
 BGP-AS. 
Podemos obtener información de hacia qué sistema autónomo va 
dirigido el tráfico de los clientes de nuestra red. Esto nos ayudará a la 
hora de contratar operadores que nos pueden dar una mejor 
conectividad con aquellos sistemas autónomos con los que tenemos un 
mayor uso. 
 
 Monitorizar aplicaciones. 
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La aplicación asocia automáticamente algunos de los puertos más 
utilizados a sus respectivas aplicaciones.  
 
 Instalación varias aplicaciones. 
Requiere la instalación de varias aplicaciones para obtener la 
información necesaria para poder realizar la facturación del tráfico de 
nuestros clientes. 
  
 Hardware adicional. 
Necesita hardware adicional como pueden ser colectores específicos 
para almacenar la información. 
 
 Perfiles. 
Es posible la creación de usuarios y perfiles para restringir el acceso a la 
información almacenada en nuestra aplicación. 
 
 QoS. 
Ofrece la posibilidad de visualizar información de calidad de servicio 
(dropped, delay, error,…). 
 
 Nivel de actualización 
Fecha de la última versión disponible, para de esta manera ver si es una               
aplicación que se mantiene actualizada. 
 
 
3.2.  Comparativa 
 
Una vez hemos definido las características que creemos que son importantes 
en una aplicación, pasaremos a realizar un análisis, el cual dividiremos 
principalmente en dos categorías: 
  
 Software de libre distribución. 
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COMERCIAL                                   
AdventNet (Netflow Analyzer) • • • • • • • • • • •     • • 1.790 € 06/04/2011 
Apoapsis (Netusage)   • • • • • • • •   • • •     6.000 € 01/02/2006 
Arbor Networks (Peakflow)   •   • • • • •     •   •   • 42.000 € 23/02/2011 
Caligare (Flow Inspector)   • • • • • • •   • •     • • 1.074 € 17/01/2011 
Cisco (Netflow Collector - Network Data Analyzer)   • • • • • • • • •         • 3.200 € 30/05/2007 
Cisco (CS-Mars)   •   •   • • • •       •     10.800 € 22/02/2011 
Computer Associates (CA NetQoS Reporter Analyzer) • •     • • • • •   •     • • 17.300 € 10/03/2011 
Fluke Networks (Optiview Netflow Tracker)   •   • • • • • •   • •     • 5.600 € 01/10/2010 
HP (Network Node Manager iSPI Performance) • •     • • • •     •     •   1.500 € 08/09/2010 
IBM (Tivoli Netcool Performance Flow Analyzer) • •     • • • •   • •         12.154 € 15/02/2010 
IdeaData (Netflow Auditor) • •   • • • • • • • •       • 2.600 € 31/08/2010 
InfoVista (5View Netflow) •     • • • • • •   •       • 700 € 19/02/2008  
IsarNet (IsarFlow)   • •   • • • • •   •   •   • 12.150 € 01/03/2011 
Lancope (Stealth Watch Xe FlowCollector)   • • • • •   •     •   •     37.563 € 05/02/2011  
Paessler (PRTG Network Monitor) •     •   •   • •             650 € 18/04/2011 
Plixer International (Scrutinizer NetFlow) •     • • • • • • • •       • 3.495 € 17/02/2011 
SolarWinds (Orion Netflow Traffic Analyzer) •     • • • • •     •       • 1.465 € 08/10/2010 
Valencia Systems (Aruba Flow) • •   • • • • • •   •       • 2.057 € 03/03/2005 
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RRGrapher – FlowScan   •     • • • •   • • •       Gratuito 05/08/2006 
Flow Viewer – Flow Tools    •   •   • • •   •   •       Gratuito 17/03/2011 
Pfflowd – Flowd    •       •   •   •   •       Gratuito 25/07/2008 
Nfsen – Nfdump   •   • • • • • • •   •       Gratuito 12/02/2011 
IPFlow   •     • • • •   •   •       Gratuito 19/09/2005 
Ntop    •     • • • • • • •         Gratuito 14/02/2011 
Panoptis    •   •   •                   Gratuito 27/11/2006 
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Tras caracterizar las aplicaciones en las Tablas 3.1 y 3.2 hemos seleccionado 
tres de ellas. Los motivos por los cuales las hemos elegido son los siguientes: 
 
 Nfsen – Nfdump 
o Gratuita. 
o Contacto por correo con el creador de la herramienta. 
(Peter Haag) 
o Cubre las necesidades requeridas. 
o Buen nivel de actualización. 
o   Apreciación positiva por diferentes empresas del sector        
que la tienen en uso. 
 
 Netflow Analyzer / Netflow Auditor 
o Buen nivel de actualización. 
o Cubre las necesidades requeridas. 
o Soporte técnico directo de la empresa. 
o   Apreciación positiva por diferentes empresas del sector 
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4. DISEÑO DE LA SOLUCIÓN 
 
Un punto importante es saber sobre qué elementos realizar la activación de 
Netflow. Para poderlo llevar a cabo debemos tener en cuenta que por ellos 
pase el tráfico total de salida a internet de nuestra red. 
 
Si observamos la Fig. 4.3 los elementos en los que deberemos activarlo son 
RT1, CR1 y CR2. 
 
Ahora mostraremos los modelos de los dispositivos así como la versión de IOS 
que tiene instalada, para de esta manera saber si es la adecuada o si se 








Fig. 4.1 Router Cisco 2821 
 
 
Si observamos la Tabla 2.2, veremos que este tiene una versión de IOS 
adecuada y además soporta Netflow v9. 
 
 CR1 – CR2 
 





Fig. 4.2 Switch Cisco WS-6504-E 
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Si observamos la Tabla 2.3, veremos que este tiene una versión de IOS 
adecuada y además soporta Netflow v9. 
 
4.1. Topología de red 
 
En la Fig. 4.3 mostramos los elementos principales que conforman la 
infraestructura de red de la empresa: 
 
 CR1-2: son los switches que nos conectan con los proveedores que nos 
dan acceso a internet. 
 
 DR1-2: son switches que se encargan de concentrar e interconectar 
todos los elementos de nuestra red interna. Además tienen conectado 
unos módulos de firewall que nos permite proteger a nuestros clientes 
de accesos externos no permitidos. 
 
 RT1: es un router que nos da conexión con 2 de nuestros proveedores 
de internet. 
 
 RT2: es un router  que nos da comunicación con nuestros clientes 
externos para de esta forma ofrecerles acceso a internet mediante varias 
tecnologías (ADSL, SHDSL y LMDS). 
 
 
Fig. 4.3 Esquema de red 
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4.2.  Activación de Netflow 
 
Para saber el impacto que tendrá la activación de Netflow sobre nuestra red 
(consumo de ancho de banda) y dispositivos (aumento de CPU), realizaremos 
una primera prueba en la que tendremos en cuenta el dispositivo y la hora en la 
que se cursa menos tráfico.  
 
Para poder realizar las pruebas necesitamos que una de las aplicaciones que 
hemos seleccionado este recogiendo los datos exportados por RT1, para ello 
hemos decidido que la primera de ellas sea “Netflow Analyzer”. 
 
La máquina de pruebas que utilizaremos tiene las siguientes características: 
 
 Dell 2850 
 2 x Intel Xeon CPU 3.40GHz 
 HDD 130 GB 
 4GB RAM 





Fig. 4.4 Servidor Dell 2850 
 
 
4.2.1.  Router RT1 
 
Como podemos ver en las Fig. 4.5, 4.6, 4.7 obtenidas de la aplicación CACTI, 
el dispositivo que cursa menos tráfico es RT1 que es el que tiene la conexión 
con Catnix y la hora a la que se activará es a las 7:00. 
 
 








Fig. 4.6 Tráfico entrada/salida en RT1 
 
 
Fig. 4.7 Hora de menos tráfico en RT1 
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La configuración que aplicaremos en RT1 es la siguiente: 
 
ip flow-export source Loopback24592 (Origen desde el que se envían los flujos) 
ip flow-export version 9 origin-as (Versión de Netflow utilizada y habilita la 
recolección de información del origen del sistema autónomo del flujo) 
ip flow-export destination 212.92.X.X 9999 (IP y puerto destino de los flujos) 
ip flow-top-talkers (Habilita la posibilidad de poder ver los principales 
transmisores de flujos de la red en el propio dispositivo) 
 
interface Vlan407 
 description ACCESO CATNIX  - 193.242.X.X/24 
 ip address 193.242.X.X 255.255.255.0 
 ip flow ingress (Habilita la recolección de flujos de entrada en la interfaz) 
 ip flow egress (Habilita la recolección de flujos de salida en la interfaz) 
 
interface Vlan431 
 description PEERING ADAMO - AS35699 
 ip address 91.126.X.X 255.255.255.252 
 ip flow ingress 
 ip flow egress 
 





Fig. 4.8 Activación Netflow en RT1 
 
 
Tras la activación de Netflow en el dispositivo podemos observar en la Fig. 4.9 
cómo tras 5 min no ha habido un aumento puntual ni desmesurado de la CPU, 
ya que está teniendo un consumo del 12% y se encuentra dentro de los valores 
habituales que estaba teniendo hasta el momento. Además vemos en la Fig. 
4.10 el consumo de los procesos relacionados con Netflow es nulo. 
 
 









Fig. 4.10 Procesos Netflow 
 
 
El siguiente paso ha sido observar el ancho de banda generado tras la 
activación, para ello es necesario saber el número de flujos que se han 
generado en esos 5 min. Esto lo podemos obtener introduciendo el comando 
que mostramos en la Fig. 4.11 y observando el campo de Flows/sec total, el 





Fig. 4.11 Flujos generados en 5 min 
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Tras observar el número de flujos por segundo podemos calcular cual es el 
ancho de banda consumido:  
 
 
          
          
    
 
        
        
 
         
        
 
     
     
            
 
 
Para poder comprobar el ancho de banda consumido por la activación de 
Netflow a lo largo del día, iremos observando el valor de los Flows/sec cada 2 




Tabla 4.1 Ancho de banda consumido a lo largo del día por Netflow 
 
 07:00 09:00 11:00 13:00 15:00 17:00 19:00 21:00 23:00 01:00 
BW 
(Mbps) 
15,7 62,5 103,7 92,2 90,5 104,2 100,3 100,7 72,1 41,5 
Flujos/seg 141 555 849 865 882 1050 1073 972 828 424 
BW flujos 
(Kbps) 
49,76 195,88 299,65 305,29 311,29 370,59 378,71 343,06 292,24 149,65 
 
 
El mayor consumo de ancho de banda lo observamos a las 19:00 siendo este 
de 378,71 Kbps. 
 
A medida que transcurre el día el tráfico cursado por el router RT1 va 
incrementándose y por lo tanto el número de flujos generados también, así que 
iremos observando el consumo de  CPU. Gracias a CACTI  podemos tener 
graficada la CPU y de esta manera observar su comportamiento, prestando 
especial atención a las 21:00 ya que es la hora en la que se cursa más tráfico. 
  
En la Fig. 4.12 y 4.13 podemos observar como existe una relación directa entre 
el consumo de CPU y el tráfico cursado, además su consumo máximo es del 














Fig. 4.13 Consumo de CPU en RT1 
 
 
4.2.2.  Switch CR1 
 
El siguiente paso será activarlo en el dispositivo que tiene conexión con los 
proveedores de Tiscali y Cogent, que en este caso es CR1. 
 
Hay que destacar una peculiaridad y es que este dispositivo realizar la 
conmutación de los flujos por hardware y no por software como RT1, por lo 
tanto según las especificaciones del fabricante Cisco no debería de afectar al 
consumo de cpu. 
 
La configuración que aplicaremos es la siguiente: 
 
mls nde sender version 9 (Multilayer Switching provee conmutación  a nivel 3 
basado en hardware, versión 9 de Netflow Data Export) 
mls netflow interface (Activación de netflow en las interfaces) 
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mls netflow usage notify 90 120 (Avisa cuando el uso de las tablas de netflow 
está al 90% cada 120segundos)  
mls flow ip interface-full (Activa y almacena todos los campos de los flujos) 
ip flow-export source Loopback24592 (Origen desde el que se envían los flujos) 
ip flow-export version 9 origin-as (Versión de Netflow utilizada y habilita la 
recolección de información del origen del sistema autónomo del flujo) 
ip flow-export destination 212.92.X.X 9998 (IP y puerto destino de los flujos) 
 
interface Vlan114 
 description Uplink DataCenter a CR1 
 ip address 212.92.X.X 255.255.255.248 
 ip flow ingress (Habilita la recolección de flujos de entrada en la interfaz) 
 
interface Vlan404 
 description COGENT AS174 
 ip address 149.6.X.X 255.255.255.248 
 ip flow ingress 
 
interface Vlan408 
 description TISCALI - AS3257 
 ip address 77.67.X.X 255.255.255.252 
 ip flow ingress 
 






Fig 4.14 Activación Netflow en CR1 
 
 
El comando ip flow egress fue habilitado en un inicio, pero parecía no 
recolectar la información de salida, por lo tanto se decidió habilitar ip flow 
ingress en la interfaz interna que recoge la salida de flujos. Para entenderlo 
mejor lo mostramos en la Fig 4.15 siguiente: 
 




Fig. 4.15 Esquema activación Netflow 
 
 
Como hemos comentado anteriormente, la conmutación de los flujos se realiza 
por hardware y la visualización del número de flujos/sec no es posible con el 
comando sh ip cache flow ya que solo es visible con la activación por software 





Fig 4.16 No visualización flujos/seg en activación software 




En este caso para saber el ancho de banda que consume Netflow, lo único que 
podemos hacer es una estimación gracias a la relación que podemos obtener 
en RT1 entre el BW cursado y el BW flujos. 
 
 
Tabla 4.2 Cálculo factor de relación 
 
 07:00 09:00 11:00 13:00 15:00 17:00 19:00 21:00 23:00 01:00 
BW 
(Mbps) 
15,7 62,5 103,7 92,2 90,5 104,2 100,3 100,7 72,1 41,5 
BW flujos 
(Kbps) 
49,76 195,88 299,65 305,29 311,29 370,59 378,71 343,06 292,24 149,65 
Factor de 
relación 
3,17 3,13 2,89 3,31 3,44 3,56 3,78 3,41 4,05 3,61 
 
 
Una vez tenemos el factor de relación, observaremos el ancho de banda que 
se cursa a lo largo del día y podremos calcular cual es el ancho de banda 
generado por Netflow. Por ejemplo para obtener BW flujos a las 7:00 
realizaremos lo siguiente: 
 
 
                                                             
 
 
Tabla 4.3 BW generado por Netflow en CR1 
 
 07:00 09:00 11:00 13:00 15:00 17:00 19:00 21:00 23:00 01:00 
BW 
(Mbps) 




0,636 1,138 1,257 1,391 1,658 2,473 2,907 2,805 3,030 1,889 
 
 
Tras la activación de Netflow hemos podido observar en la Fig. 4.18 como su 
consumo de CPU no se ha visto afectado, ya que sus niveles a lo largo del día 
se encuentran dentro de los valores habituales que estaba teniendo hasta el 













Fig. 4.18 Consumo de CPU en CR1 
 
 
4.2.3.  Switch CR2 
 
Ahora procederemos a realizar la activación en el dispositivo que tiene 
conexión con el proveedor DTAG, que en este caso es CR2. Al igual que en 
CR1 realiza la conmutación de flujos por hardware, así que no debería de 
afectar al consumo de CPU. 
 
La configuración que aplicaremos es la siguiente: 
 
mls nde sender version 9 (Multilayer Switching provee conmutación  a nivel 3 
basado en hardware, versión 9 de Netflow Data Export) 
mls netflow interface (Activación de netflow en las interfaces) 
mls netflow usage notify 90 120 (Avisa cuando el uso de las tablas de Netflow 
está al 90% cada 120segundos)  
mls flow ip interface-full (Activa y almacena todos los campos de los flujos) 
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ip flow-export source Loopback24592 (Origen desde el que se envían los flujos) 
ip flow-export version 9 origin-as (Versión de Netflow utilizada y habilita la 
recolección de información del origen del sistema autónomo del flujo) 
ip flow-export destination 212.92.X.X 9997 (IP y puerto destino de los flujos) 
 
interface Vlan406 
 description DTAG AS3320 
 ip address 193.159.X.X 255.255.255.252 
 ip flow ingress (Habilita la recolección de flujos de entrada en la interfaz) 
 
interface Vlan115 
 description Uplink DataCenter a Core2 
 ip address 212.92.X.X 255.255.255.248 
 ip flow ingress 
 






Fig. 4.19 Activación Netflow en CR2 
 
 
Al igual que en CR1, hemos tenido que habilitar ip flow ingress en la interfaz 
interna que recoge la salida de flujos como vemos en la Fig. 4.20. 
 




Fig. 4.20 Esquema activación Netflow 
 
 
Ahora procederemos a realizar la estimación del ancho de banda generado por 
Netflow, gracias al factor de relación que hemos obtenido de RT1.  
 
 
Tabla 4.4 BW generado por Netflow en CR2 
 
 07:00 09:00 11:00 13:00 15:00 17:00 19:00 21:00 23:00 01:00 
BW 
(Mbps) 




0,755 1,710 1,474 1,765 2,187 2,984 3,168 2,973 3,424 2,210 
 
 
Tras la activación de Netflow su nivel de CPU no ha mostrado un incremento y 
sus niveles están dentro de los valores habituales. Su mayor consumo ha sido 
de un 18% a las 00:00. 
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5. PLAN DE PRUEBAS DE LAS APLICACIONES 
 
En este apartado definiremos una serie de pruebas y pasos para evaluar las 
distintas aplicaciones, así como la elección de una de ellas. 
 
 
5.1.  Implantación 
 
Primero de todo se realizará la instalación de la aplicación, la configuración de 
los puertos por los que recibirá los flujos, y se añadirán cuatro redes de cliente,  




Tabla 5.1 Pruebas de implantación 
 

































OK OK OK 
            
Configuración básica 
   
  
  Puertos servicio OK OK OK 
  Alojamiento datos (flujos) OK OK OK 
            
Definir agrupaciones lógicas (redes) 
  
  





Clientes OK OK OK 
  
 
Redes Housing OK OK OK 
    Direccionamiento público total OK KO OK 
  
 
5.2.  Accounting 
 
Añadiremos en la aplicación a los operadores que tenemos actualmente para 
comparar si las gráficas que obtenemos son semejantes a las que tenemos en 
Cacti. También escogeremos a cuatro clientes y separaremos el tráfico total de 
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Tabla 5.2 Pruebas de accounting 






























Comparar gráficas con Cacti 
   
  
  Operadores 
 
OK OK OK 
            
Volumen de tráfico (In&Out) 
   
  
  Clientes   OK OK OK 
 
 
5.3.  Análisis de tráfico IP 
 
En este apartado se realizará la configuración para poder extraer los protocolos 
que están utilizando una IP, un cliente en concreto y toda la red. De los grupos 
que hemos definido inicialmente realizaremos la configuración necesaria para 
poder obtener los servicios que tiene activos y las conexiones que se han 
realizado en un periodo de tiempo que establezcamos. 
 
Además comprobaremos la posibilidad de analizar que IP está moviendo más 
volumen de tráfico de entrada y salida, en una red en concreto y total. 
 
Otro punto importante es poder extraer hacia qué sistema autónomo va dirigido 
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Tabla 5.3 Pruebas del análisis de tráfico IP 
 





























Análisis de Tráfico IP 
Por protocolos 
    
  
  Para una IP 
 
OK OK OK 
  Para un cliente 
 
OK OK OK 
  Para toda la red 
 
OK KO OK 
            
Grupos IP definidos extraer 
   
  
  Servicios activos  
 
OK OK OK 
  
Conexiones realizadas en un periodo de tiempo 
establecido OK OK OK 
            
Volumen tráfico 
    
  





Redes particulares OK OK OK 
  
 
Total OK KO OK 
            
Sistema 
autónomo     KO OK OK 
 
 
5.4.  Alertas 
 
Ahora comprobaremos si podemos establecer un valor que nos informe cuando 
se ha sobrepasado el consumo que tenemos contratado con alguno de 
nuestros operadores, visualizar tráfico del tipo DoS y si este tipo de alertas 
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Tabla 5.4 Pruebas de alertas 
 































    
  
  Valores establecidos 
 
OK OK OK 
Seguridad 
    
  
  Incremento, DoS, etc….. 
 
OK OK OK 
Notificación 
    
  
  Email 
 
OK OK OK 
 
 
5.5.  Aplicación escogida 
 
La aplicación que hemos escogido es Nfsen/Nfdump, ya que ha superado toda 
las pruebas que hemos realizado y es gratuita. 
  
Los aspectos que nos ha hecho rechazar las otras 2 aplicaciones han sido: 
 
 Netflow Auditor: no podemos graficar una red que englobe a redes más 
pequeñas que tengamos ya creadas y viceversa. Por ejemplo, si hemos 
añadido la red 192.168.1.0/24 para que grafique su tráfico generado, al 
intentar añadir la red 192.168.0.0/16 nos da un mensaje de error 
informándonos de que los rangos están solapados o duplicados. Este es 
un gran inconveniente ya que no podemos tener graficado el tráfico total 
de la red y el tráfico de los clientes simultáneamente. 
 
 Netflow Analyzer: no podemos extraer información de hacia qué 
sistema autónomo va dirigido el tráfico de nuestra red. La opción está 
disponible, pero al realizar el análisis la aplicación no llega a mostrar el 
resultado. Esto es un inconveniente porque una de las finalidades es 
realizar el estudio de  hacia qué sistemas autónomos va dirigido el 












Ahora realizaremos una explicación de las necesidades del nuevo servidor, su 
instalación y esquema final de interconexión con nuestra red. Dicho servidor 
alojará la aplicación Nfsen/Nfdump y los flujos recibidos por los dispositivos en 
los que hemos habilitado Netflow. 
 
6.1.  Dimensionamiento 
 
Una vez hemos tomado la decisión de escoger como aplicación Nfsen/Nfdump, 
debemos saber que requerimientos vamos a necesitar para la instalación de la 




Deseamos almacenar como mínimo los datos durante 1 mes, si observamos la 
Tabla 6.1 podemos ver lo que ocupan los datos almacenados durante una 
semana de cada dispositivo. 
 
 
Tabla 6.1 Almacenamiento semanal Netflow 
 
 Lunes Martes Miércoles Jueves Viernes Sábado Domingo Total 
RT1 (GB) 3,7 3,4 3,2 3,2 2,9 2,3 2,6 21,3 
CR1 (GB) 22 22 24 24 21 22 23 158 
CR2 (GB) 28 28 27 27 25 23 23 181 
        360,3 
 
 
Ahora realizaremos el cálculo de lo que ocuparan los datos durante 1 mes 
aproximadamente. 
 
   
                                                                              
 
 
Haciendo una previsión de cara a que el tráfico pueda aumentar y por lo tanto 
el número de flujos también, el almacenamiento mínimo requerido que 
deseamos es de 2,5TB para datos (5 discos de 500 GB para flujos + 500 GB 




El número máximo de flujos por segundo transmitidos que hemos 
observado es de 15258 flujos/seg. 
 
(6.1) 
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Ejemplo: Con una capacidad de procesamiento de 2 x 3,4Ghz Intel 2GB 
RAM y sistema operativo Debian Linux Kernel 2.6.10, se tiene capacidad 
para: 
 Alrededor de procesar 4 millones de Flujos/seg 
 Estadísticas  procesamiento de un Top N en aprox 2 seg 
para 4 millones de flujos 
 





Respecto a las interfaces de red, el tráfico máximo estimado que genera 
cada dispositivo lo podemos obtener de las Tabla 6.1 RT1 (0,37871 Mbps), 
Tabla 6.3 CR1 (3,030 Mbps) y Tabla 6.4 CR2 (3,424 Mbps). Estos datos 
hacen un total de 6,83271 Mbps. 
 
Los requerimientos mínimos serán de 2 interfaces de red 10/100, ya que por 




6.2.  Instalación 
 
A continuación detallaremos los elementos hardware y software que hemos 
instalado en el servidor. 
 
 
6.2.1.  Hardware 
 
Tras haber realizado el dimensionamiento del servidor con los requerimientos 






Fig. 6.1 Servidor IBM x3650 M3 
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Tabla 6.2 Precio servidor 
   
DESCRIPCIÓN UNIDADES PVP (€) TOTAL PVP (€) 
IBM x3650 M3 4 x 2.13GHz 4GB Eth 10/100/1000 1 1360 1360 
IBM 500GB 7200 6Gbps NL SAS 6 242,73 1456,38 
IBM x3650 M3 HS SAS/SATA 4 Pac 1 82,87 82,87 
IBM ServerRAID M5000 Series Bat Kit 1 105,15 105,15 
IBM 675 w Redundant Power Sup 1 198,04 198,04 
IBM 73GB 15K 6Gbps SAS 2.5&quot 2 300 600 
Transportes 1 18 18 
Total neto   3820,44 
IVA 18%   687,68 
Total factura   4508,12 
 
 
6.2.2.  Software 
 
La configuración final realizada con los discos ha sido: 
 
 RAID 5 para datos, es decir 5 discos de 500 GB (2,5TB, tras realizar el 
formateo quedan 2,27TB útiles) más un disco de 500GB en “Hot Spare 
Disk” en caso de que falle alguno de los discos. 
 
 RAID 1 para el Sistema Operativo, es decir 1 disco de 73GB (66,94GB 
útiles tras realizar el formateo) en espejo con otro disco de 73GB. 
 
El sistema operativo instalado es CentOS 5.5, la versión de la aplicación Nfsen  
es la 1.3.5 y la versión mínima necesaria e instalada de los componentes la 
mostramos en la Tabla 6.3.  
 
 
Tabla 6.3 Requerimientos software servidor 
 
Componente Versión mínima Versión instalada 
Nfdump 1.5.5 1.6.3 
Perl 5.6.0 5.8.8 
PHP 4.1 5.1.6 
RRD Tool - 1.4.4 
 
 
En el ANEXO A mostramos el archivo de configuración nfsen.conf donde 
podremos ver los puertos por los que está escuchando la aplicación, así como 
el proceso de instalación del plugin Port Tracker el cual nos da una visión de 
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6.2.3.  Esquema de conexión 
 
A continuación en la Fig. 6.2 mostramos como ha quedado interconectado 

















Acceso Web y Gestion
Switch
 
Fig. 6.2 Esquema de conexión 
 
 
A través de la interfaz Eth0 obtenemos los flujos que nos envían los 
dispositivos CR1, CR2 y RT1. 
 
En cambio a través de la interfaz Eth1 tenemos gestión del servidor, acceso 
web a la aplicación Nfsen y además tenemos acceso a internet para realizar las 
consultas Whois Lookup para de esta manera obtener información de una IP 
(Proveedor, país,…). 
 
En el anexo B mostramos la configuración de las tarjetas de red. 
 
En la Fig. 6.3 mostramos el tráfico total (salida/entrada) de la interfaz del switch 
al que va conectado el servidor Netflow, donde podemos observar que se 
aproxima al ancho de banda total que habíamos calculado previamente 
(6,83271 Mbps). 
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7. CASOS PRÁCTICOS 
 
En este apartado mostraremos casos reales con los que nos vemos encontrado 
durante la ejecución de este proyecto así como pruebas que hemos realizado 
que ponen de manifiesto la utilidad de Netflow. 
 
 
7.1.  Tráfico AS (AUTONOMOUS SYSTEM) 
 
En este apartado realizaremos un estudio de hacia que sistemas autónomos va 




7.1.1.  Análisis 
 
Uno de los beneficios de netflow, es que nos puede dar información de hacia 
que AS va dirigido el tráfico de nuestra red. Para ello hemos analizado durante 
una semana el tráfico y así determinar hacia que AS movemos un porcentaje 
de tráfico más elevado. 
 
Ahora mostramos en la Fig. 7.1 un ejemplo de lo que obtendríamos tras realizar 







Fig. 7.1 Top 10 del tráfico AS 
 
 
En la tabla 7.1 mostramos por orden descendente los 10 AS que más volumen 
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Tabla 7.1 Sistemas Autónomos hacia los que se cursa más tráfico 
 
ASN Operadores TBytes 
3352 Telefónica Data España 14 
8151 Uninet S.A. 4.9221 
6739 ONO 2.8812 
12715 Jazz Telecom 2.4624 
8048 CANTV Servicios Venezuela 1.786 
7303 TAST-LACNIC Telecom Argentina Stet-France Telecom S.A. 1.7352 
7418 TNCS-LACNIC Terra Networks Chile S.A. 1.6152 
12479 France Telecom España 1.5512 
22927 Telefónica de Argentina 1.315 
12357 Comunitel Vodafone España 0.645 
 
 
El tráfico total que se ha movido en una semana ha sido de 60.3 TB. En la Fig. 
7.2 mostramos el porcentaje de tráfico que se ha movido hacia cada AS 




Fig 7.2 Porcentaje tráfico por AS 
 
 
Como podemos ver el AS hacia el que va dirigido más tráfico con diferencia, es 

















TAST-LACNIC Telecom Argentina Stet-
France Telecom S.A.
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7.1.2.  Propuesta de proveedor 
 
 
Tras haber analizado el tráfico de destino AS y observar que los clientes 
mueven más tráfico hacia el AS 3352, ahora debemos encontrar que 
proveedores nos dan mejor conectividad con dicho AS. 
 
A la hora de proponer un operador deberemos tener en cuenta: 
 
 Peering directo con AS 3352. 
 Buena conectividad en tráfico nacional. 
 Presencia en puntos de intercambio (Espanix y Catnix). 
 
Teniendo en cuenta los puntos anteriores, a través de la información publicada 
en la web de Espanix podemos ver los operadores que tienen presencia y por 
lo tanto nos permiten tener acceso al AS 3352 mediante peering. Esta 
información la podemos ver en el ANEXO C. 
 
Los AS‟s que realizan peering con el AS 3352 a través de Espanix son: 
 
 




2686 AT&T GNS 
8903/5400 BT Global Services 
12541 BT IGS 
1273 Cable & Wireless 















Los operadores que proponemos son aquellos que además de tener presencia 
en Espanix la tienen en Catnix y realizan peering con el AS 3352, estos son: 
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16338 Ono (Auna) 
766 RedIRIS 
3262 SAREnet 
8220 COLT Telecom 
8903/5400 BT Global Services 
 
 
Finalmente el operador que se ha escogido es COLT Telecom (AS 8220) y el 
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7.2  Análisis post-mortem 
 
Recibimos una alarma en la que observamos que el disco C: de un cliente se 
ha llenado, se detecta que el servidor tiene instalada una aplicación para tener 
acceso remoto (Dameware) y que ha estado subiendo ficheros comprometidos.  
 
Ahora lo que haremos es analizar el tráfico que ha generado este servidor para 
intentar extraer desde donde y a través de qué puerto han estado subiendo los 
ficheros. 
 
Los pasos que hemos realizado han sido los siguientes: 
 
1. Observo en la gráfica del servidor  (217.13.X.X), un volumen alto y continuo 





Fig. 7.4 Volumen alto tráfico de subida 
 
 
2. Me centro en el primero de los casos que es el que ha ocasionado la 
incidencia. Escojo la ventana de tiempo en la quiero analizar el tráfico (30 Jun 












Fig. 7.6 Detalle ventana de tiempo 
 




Fig. 7.7 Tráfico total por protocolos 
 
 
4. Ahora filtro por puertos y los ordeno de mayor a menor por volumen de 
tráfico movido. De esta manera puedo observar que los puertos 5011 y 5012 





Fig. 7.8 Puertos con mayor volumen de tráfico 
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5. El siguiente paso es filtrar el tráfico con origen y destino el puerto 5011 y 
5012, para de esta manera observar desde que IP han estado subiendo 
información. Se puede ver como la IP 91.121.X.X ha sido la encargada de subir 




Fig. 7.9 Flujos de los puertos 5011/5012 
 
 
6. Hacemos click sobre la IP para obtener información de que proveedor y país 
pertenece la IP atacante. Ahora abra que revisar los puertos que tiene abierto 
el servidor y dejar solo aquellos que sean estrictamente necesarios.  
 
 
7.3.  Escáner de puertos TCP 
 
Un punto importante en la seguridad de nuestra red es detectar si alguna de las 
máquinas que se encuentran alojadas en nuestras instalaciones está siendo 
víctima de un escaneo de puertos, ya que la información obtenida a partir de 
dicha acción puede ser utilizada maliciosamente para obtener debilidades de la 
máquina (Sistema operativo utilizado, puertos abiertos,…) para posteriormente 
realizar algún tipo de intrusión o ataque que pueda afectar al servicio (Web, 
correo,…) que está ofreciendo dicha máquina. 
 
Para poder analizar el comportamiento que tiene el tráfico cuando se realizan 
este tipo de ataques y aproximarlo lo máximo a la realidad, realizaremos el 
ataque desde una ubicación externa. 
 
A continuación mostramos un esquema donde se refleja la manera como se 
realizaran las pruebas. 
 
 
Fig. 7.10 Esquema de pruebas ataque  
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Podemos encontrar a través de Internet multitud de programas que nos 
permiten realizar este tipo de ataques, pero nosotros hemos optado por utilizar 
uno de los más conocidos y utilizados en la actualidad como es Zenmap en su 
versión 5.51. 
 
Realizamos un escáner de todos los puertos TCP, desde el puerto 1 hasta el 
65535, para lograr averiguar cuales están abiertos. 
 
Tras finalizar el escáner, obtenemos que los únicos puertos abiertos son el 21, 





Fig. 7.11 Resultado escáner puertos 
 
 
El siguiente paso es observar el comportamiento del tráfico generado hacia esa 
máquina, para de esta manera lograr caracterizar este tipo de ataques, ya que 
si observamos el mismo periodo de tiempo pero sobre el total de tráfico 





Fig. 7.12 Flujos/seg totales de la red 
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Rápidamente lo primero que observamos en las gráficas de la máquina sobre 
la que hemos realizado el escáner de puertos es que ha habido un aumento 
considerable de tráfico TCP de entrada y por lo tanto también un aumento de 










Fig. 7.14 Paquetes/seg generados 
 




Fig. 7.15 Bits/s generados 
 
 
Ahora seleccionamos la ventana de tiempo en la que ha sucedido (17:55-
18:40) y podemos observar de manera resumida en la Fig 7.16 las estadísticas 






Fig. 7.16 Estadísticas de tráfico 
 
Seguidamente gracias a la herramienta Nfdump obtendremos información de 
los flujos que se han generado para lograr caracterizar y de esta manera 
detectar este tipo de ataques. 
  
Lo primero de todo es obtener el tipo de protocolo que destaca, por lo tanto 
realizaremos un filtrado donde el origen y destino sea la IP desde donde hemos 
realizado el ataque y que además nos lo ordene por volumen de flujos. 
 
 
Fig. 7.17 Filtro origen/destino IP atacante 
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Fig. 7.18 Resultado filtro 
 
Observamos claramente que el protocolo que predomina es TCP.  
 
El siguiente filtro que aplicaremos será para poder observar los flujos que se 
generan hacia un puerto en concreto, por ejemplo el puerto 1, y donde el origen 





Fig. 7.19 Filtro origen/destino IP atacante y puerto 1 
 





Fig. 7.20 Resultado filtro 
 
  
Podemos ver que se generan 3 flujos desde la IP atacante hacia la ip de la 
víctima. Para determinar que este es el patrón que siguen los flujos 
realizaremos un nuevo filtro en el que escogeremos un margen de puertos más 
amplio, como muestra la Fig 7.21. 
 
 
Fig. 7.21 Filtro puertos 0-10 
Casos prácticos   49 
 





Fig. 7.22 Resultado filtro 
 
 
Esto nos confirma el comportamiento que siguen los flujos y por lo tanto ahora 
podemos caracterizar este tipo de ataque. 
 
Como hemos comentado anteriormente ahora nos interesa realizar un filtro en 
el que nos permita destacar este tipo de ataque para establecer unos límites a 
partir de los cuales enviar una alerta para avisar de que se que se está 
realizando un escáner de puertos TCP sobre una de las máquinas que se 
encuentran alojadas en las instalaciones. 
 
Las características que cumplen los flujos generados son: 
 
 Protocolo: TCP 
 Duration: 0 
 Flags: SYN 
 TOS: 0 
 Packets: 1 
 Bytes: 44 
 Pps: 0 
 Bps: 0 
 Bpp: 44 
 
Ahora nos interesa realizar un filtro que cumpla las características 
anteriormente mencionadas, por lo tanto quedaría de la siguiente manera: 
 




Fig. 7.23 Filtro 
 
Tras aplicar el filtro, observamos que las gráficas que se han generado nos dan 





Fig. 7.24 Gráfica obtenida tras aplicar filtro 
 
 
Podemos ver en la gráfica siguiente como también existe tráfico, aunque 
mucho menor, que cumple con las mismas características.  
 




Fig. 7.25 Tráfico lícito que cumple con el fitro 
 
 
Ahora obtendremos que aplicaciones generan este tipo de tráfico para excluirlo, 




Fig. 7.26 Flujos lícitos que cumple con el filtro 
 
 
Podemos ver que los servicios que se ofrecen a través de estos puertos y que 
generan este tipo de tráfico son: 
 
80  HTTP 
25  Correo SMTP 
113  Authentication Service 
445  Microsoft Domain Service 
443  HTTP/SSL 
 
Por lo tanto el filtro definitivo que nos quedará es el siguiente:  
 
proto tcp and bytes 44 and bpp 44 and packets 1 and not port 80 
and not port 25 and not port 113 and not port 445 and not port 
443 and TOS 0 and flags S and not flags AFRPU and duration 0 and 
bps 0 and pps 0 
 
 
El siguiente paso será establecer un límite a partir del cual recibiremos una 
alerta en forma de e-mail. Para ello hemos realizado un escáner de los puertos 
conocidos (The Well Known Ports 0-1023) según la IANA, donde hemos podido 
observar que se produce un media 10 flujos/seg, por lo tanto decidimos 
establecer un límite de 6 flujos/seg. 
 
La configuración final es la mostrada en la Fig. 7.27: 
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Fig. 7.27 Configuración alerta 
 
 
Para comprobar que funciona correctamente, volveremos a realizar un escáner 
de puertos y deberíamos recibir un e-mail. 
 
Transcurridos unos 6 min desde que se inicio el ataque se recibe un e-mail 
indicándonos el slot de tiempo en el que se ha detectado, por lo tanto 





Fig. 7.28 Mail recibido por la alerta 
 
7.4  Ataque ICMP 
 
En este apartado mostraremos un ejemplo de un ataque ICMP o también 
llamado “Ping flooding” realizado sobre uno de los servidores alojados en 
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nuestro Data Center. Dicho ataque consiste en mandar numerosos paquetes 
ICMP pesados para intentar colapsar a una máquina  
 
Si observamos en la Fig.7.29, destaca claramente un pico de tráfico ICMP 




Fig. 7.29 Tráfico ICMP 
 
 
El ataque ha tenido una duración de 3 horas y 25 min (19:30-22:55). Ahora 
cogeremos una muestra de 5 min para determinar entre que máquinas se ha 






Fig. 7.30 Detalle tráfico ICMP 
 
 
A la salida del filtro podemos ver las IP´s entre las se ha estado moviendo más 
tráfico de este tipo. 
 




Fig. 7.31 IP´s cursan más tráfico ICMP 
 
 
Una vez tenemos la máquina víctima del ataque, realizaremos un último filtro 
donde podremos observar los flujos en detalle que se han generado. 
 
 
Fig. 7.32 Filtro IP atacante 
 
 
Como podemos ver el tamaño del paquete ICMP es grande, ya que si 
realizamos el cálculo obtenemos 1466 bytes/paquete cuando lo habitual es que 
sea de 48 bytes/paquete. 
 
                     
              
           
 
         
             
 
         






Fig. 7.33 Numero y tamaño de paquetes ICMP 
 
 
El siguiente paso será configurar una alerta para que nos avise cuando el 
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8. CONCLUSIONES Y LÍNEAS FUTURAS 
 
En este proyecto se ha tratado del estudio de las necesidades que han 
motivado a una empresa a plantearse la obligación de buscar una herramienta 
de análisis de tráfico para cubrir una serie de carencias que tenía hasta el 
momento. 
 
Se ha presentado una solución que ha cumplido con los requerimientos 
demandados por la empresa, y que además se ha  implementado siguiendo 
una serie de pautas para intentar interferir lo mínimo posible en el 
funcionamiento de la red y así evitar la afectación a los servicios. 
 
El protocolo Netflow nos ha permitido tener una visión y control sobre el tráfico 
que se cursa en la red, así como detectar anomalías que se pueden producir 
sobre la misma. Gracias a la aplicación Nfsen/Nfdump hemos podido graficar el 
tráfico e incluso recibir alarmas cuando se sobrepasan unos valores 
establecidos. 
 
Durante la realización del proyecto me he encontrado con distintas dificultades 
técnicas, como por ejemplo el incorrecto funcionamiento de Netflow en las 
interfaces de los dispositivos CR1 y CR2, las cuales he resuelto 
satisfactoriamente. 
 
Personalmente la ejecución de este proyecto me ha enriquecido a nivel 
profesional por las distintas áreas y herramientas con las que he tenido que 
trabajar. He tenido la posibilidad de realizar un proyecto pasando por los 
distintos procesos que ello conlleva (Planteamiento de objetivos, estudio de 
posibilidades, definición del proceso de pruebas, ejecución y documentación) 
para posteriormente toda esta experiencia asimilada poderla aplicar a 
proyectos futuros.     
 
Como recomendación de posible mejora para el futuro, se podría habilitar 
Netflow en los dispositivos DR1 y DR2, para de esta manera controlar el tráfico 
que se genera entre los clientes que se encuentran dentro de la  red, ya que 
dicho tráfico no llega cursarse por CR1 y CR2. 
 
También se podría proponer una arquitectura en failover con dos servidores en 
lugar del uno actual, porque así, de este modo, ante un fallo del servidor 
principal donde se están almacenando los flujos, no se perdería el control de lo 
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ANEXO A. CONFIGURACIÓN NFSEN 
 
A continuación mostramos el archivo de configuración nfsen.conf que se 




# NfSen master config file 
# 
# $Id: nfsen-dist.conf 22 2007-11-20 12:27:38Z phaag $ 
# 
# Configuration of NfSen: 
# Set all the values to fit your NfSen setup and run the 'install.pl' 
# script from the nfsen distribution directory. 
# 




# NfSen default layout: 
# Any scripts, modules or profiles are installed by default under $BASEDIR. 
# However, you may change any of these settings to fit your requested layout. 
$DB_USER = "root"; 
$DB_PASSWD = "nfsen"; 
$DB_DATABASE = "alarm"; 
$DB_HOST = "localhost"; 
 
# 
# Required for default layout 
$BASEDIR = "/mnt/data/nfsen"; 
 
# 












# NfSen html pages directory: 
# All php scripts will be installed here. 
# URL: Entry point for nfsen: http://<webserver>/nfsen/nfsen.php 
$HTMLDIR    = "/var/www/nfsen/"; 
 
# 




# Var space for NfSen 
$VARDIR="${BASEDIR}/var"; 
 
# directory for all pid files 













# The Profiles stat directory, where all profile information 
















# nfdump tools path 
$PREFIX  = '/usr/local/bin'; 
 
# 
# nfsend communication socket 
# $COMMSOCKET = "$PIDDIR/nfsen.comm"; 
 
# BASEDIR unrelated vars: 
# 
# Run nfcapd as this user 
# This may be a different or the same uid than your web server. 
# Note: This user must be in group $WWWGROUP, otherwise nfcapd 
#       is not able to write data files! 
$USER    = "netflow"; 
 
# user and group of the web server process 
# All netflow processing will be done with this user 
$WWWUSER  = "apache"; 
$WWWGROUP = "apache"; 
 
# Receive buffer size for nfcapd - see man page nfcapd(1) 
$BUFFLEN = 200000; 
 
# list of extensions for each collector. See argument -T 
# for nfcapd(1) for more detailes. 
# defaults to empty -> compatible to nfdump-1.5.8 
 $EXTENSIONS = 'all'; 
# Example: 
# $EXTENSIONS = 'all'; 
# $EXTENSIONS = '+3,+4'; 
# 
# Directory sub hierarchy layout: 
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# Possible layouts: 
# 
# 0 default     no hierachy levels - flat layout - compatible with pre NfSen versions 
# 1 %Y/%m/%d    year/month/day 
# 2 %Y/%m/%d/%H year/month/day/hour 
# 3 %Y/%W/%u    year/week_of_year/day_of_week 
# 4 %Y/%W/%u/%H year/week_of_year/day_of_week/hour 
# 5 %Y/%j       year/day-of-year 
# 6 %Y/%j/%H    year/day-of-year/hour 
# 7 %Y-%m-%d    year-month-day 
# 8 %Y-%m-%d/%H year-month-day/hour 
$SUBDIRLAYOUT = 1; 
 
# Compress flows while collecting 0 or 1 
$ZIPcollected    = 0; 
 
# Compress flows in profiles 0 or 1 
$ZIPprofiles     = 1; 
 
# number of nfprofile processes to spawn during the profiling phase 
# depends on how busy your system is and how many CPUs you have 
# on very busy systems increase it to a higher value 
$PROFILERS = 2; 
 
# if the PROFILEDATADIR is filled up to this percentage, a warning message will be printed. 
# set to 0 to disable the test 
$DISKLIMIT = 98; 
 
# number of nfprofile processes to spawn during the profiling phase 
$PROFILERS = 6; 
 
# Netflow sources 
# Define an ident string, port and colour per netflow source 
# 
# Required parameters: 
#    ident   identifies this netflow source. e.g. the router name, 
#            Upstream provider name etc. 
#    port    nfcapd listens on this port for netflow data for this source 
#                        set port to '0' if you do not want a collector to be started 
#    col     colour in nfsen graphs for this source 
# 
# Optional parameters 
#    type    Collector type needed for this source. Can be 'netflow' or 'sflow'. Default is netflow 
#        optarg  Optional args to the collector at startup 
# 
# Syntax: 
#         'ident' => { 'port' => '<portnum>', 'col' => '<colour>', 'type' => '<type>' } 
# Ident strings must be 1 to 19 characters long only, containing characters [a-zA-Z0-9_]. 
 
%sources = ( 
        'rt1'    => { 'port'    => '9991', 'col' => '#0101DF', 'type' => 'netflow' }, 
        'cr1'    => { 'port'    => '9992', 'col' => '#088A08', 'type' => 'netflow' }, 




# Low water mark: When expiring files, delete files until 
# size = $low_water % of max_size 
# typically 90 
$low_water = 95; 




# syslog facility for periodic jobs 
# nfsen uses level 'debug', 'info', 'warning' and 'err' 
# Note: nfsen is very chatty for level 'debug' and 'info' 
# For normal operation, you may set the logging level in syslog.conf 
# to warning or error unless you want to debug NfSen 
$syslog_facility = 'local3'; 
 
# 
# SYSLOG mess 
# Log socket type: Most *NIX such as LINUX and *BSD are fine with 'unix' 
# which is the default. You need to change that to 'stream' or 'inet' for 
# some Solaris version 8/9, AIX and others .. 
# You may set it to undef to prevent calling Sys::Syslog::setlogsock at all 
# ( works for Solaris 10 and newer Sys::Syslog module 
# 
# If not defined at all, 'unix' is assumed unless for Solaris, which defaults to 'stream' 




# Plugins extend NfSen for the purpose of: 
# Periodic data processing, alerting-condition and alerting-action 
# For data processing a plugin may run for any profile or for a specific profile only. 
#     Syntax: [ 'profile list', 'module' ] 
#            profile list:  ',' separated list of profiles ( 'profilegroup/profilename' ), 
#                           or '*' for any profile, '!' for no profile 
#            module:        Perl Module name, equal to plugin name 
# The profile list '!' make sense for plugins, which only provide alerting functions 
# 
# The module follows the standard Perl module conventions, with at least one 
# function: Init(). See demoplugin.pm for a simple template. 
# 
# A file with the same name in the FRONTEND_PLUGINDIR and .php extension is 
automatically 
# recongized as frontend plugin. 
# 
# Plugins are installed under 
# $BACKEND_PLUGINDIR and $FRONTEND_PLUGINDIR 
 
@plugins = ( 
    # profile    # module 
     [ '*',     'demoplugin' ], 
     [ 'live',  'PortTracker'], 
); 
 
%PluginConf = ( 
        # For plugin demoplugin 
        demoplugin => { 
                # scalar 
                param2 => 42, 
                # hash 
                param1 => { 'key' => 'value' }, 
        }, 
        # for plugin otherplugin 
        otherplugin => [ 
                # array 
                'mary had a little lamb' 
        ], 





# Alert module: email alerting: 
# Use this from address 
$MAIL_FROM   = 'netflow@nextech.com'; 
 
 
# Use this SMTP server 
$SMTP_SERVER = 'relay.noc.nextech.com'; 
 
# Use this email body: 
# You may have multiple lines of text. 
# Var substitution: 
# @alert@               replaced by alert name 
# @timeslot@    replaced by timeslot alert triggered 
$MAIL_BODY       = q{ 









# Nfsen Simulator 
# The simulator requires, that you have already installed 
# and configured NfSen. The simulation is based on already 
# pre-colleted data, which you may get from another live 
# NfSen system. 
# 
# Steps to setup the NfSen simulator: 
# 1. Configure the sources of the live profile with the 
#    same names of the NfSen system, you take netflow data 
#    for the simulation. Set the port for each netflow source 
#    to 0 to prevent a collector to be started. 
#    Install NfSen with this config in a seperate directory 
# 2. Copy the pre-collected data into the appropriate 
#    netflow directory of the live profile. 
# 3. Configure the simulator using the parameters below 
#    Enable Simulation mode => $SIMmode = 1 
#    Configure the time window of the pre-collected data. 
#      tstart    => Start of time window. yyyymmddhhmm 
#      tbegin    => Optional parameter. Start of simulation 
#                   profile exists already between tstart - tbegin 
#      tend      => End of time window. yyyymmddhhmm 
#      cycletime => simulation time in seconds of a 5min slot 
#    Setting cycletime = 0 processes the cycles as fast as 
#    possible. Please note, if you test plugings, your 
#    cycletime needs to be at least the time required to 
#    process all plugins. 
# 4. Start nfsen: ../nfsen start 
#    Simulation starts 
# 
# The simulator runs from tstart to tend and stops when tend 
# is reached. You may stop the simulation at any given time 
# using ./nfsen stop. To continue the simulation start NfSen 
# again: ./nfsen start. You may reset the simulator at any 
# given time using ./nfsen abort-reset. This stops the sumulation 
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# and rolls back to tstart. All profiles/alerts are deleted, 
# so you may start from scratch again. 
# 
# Configure simulator parameters 
# 
# $SIMmode = 1; 
# %sim = ( 
#    'tstart'     => '200707100000',    # Simulation data available from July 10th 2007 00:00 
#    'tbegin'     => '200707110000',    # Simulation begins at July 11th 2007 00:00 
#    'tend'       => '200707112355',    # Simulation ends at July 11th 2007 23:55 





En la Fig. 1 mostramos como hemos configurado el tamaño máximo de 
almacenamiento a 1.7 TB y una vez llegue a esta limitación vaya eliminando los 




Fig. 1 Limitación almacenamiento datos 
 
Se ha añadido el plugin “Port Tracker”, el cual nos da información de los 
puertos con mayor actividad. 
 
Realizaremos una descripción de los pasos realizados para su instalación: 
 
1. El plugin se encuentra: 











3. Ejecutamos do_compile, el cual nos generará el binario „nftrack‟. 
Seguidamente copiaremos el binario „nftrack‟ en el mismo directorio donde 
están los binarios de nfdump. 
 
 ./do_compile 
 Cp nftrack /usr/local/bin/ 
 
4. Crearemos un directorio donde el plugin PortTracker almacenará la 
información (Requiere aproximadamente 10GB). El usuario $USER del archivo 
nfsen.conf debe tener permisos par apoder escribir en el directorio que hemos 
creado. 
 mkdir /mnt/data/nfsen/var/log/netflow/porttracker 
 chown netflow:netflow /mnt/data/nfsen/var/log/netflow/porttracker 
 chmod 775 /mnt/data/nfsen/var/log/netflow/porttracker 
 
5. Editamos el fichero “PortTracker.pm” indicando la ruta del directorio que 
hemos creado. 
 
 my $PORTSDBDIR = "/mnt/data/nfsen/var/log/netflow/porttracker"; 
 
6. Copiamos los archivos de backend y frontend 
 cp PortTracker.pm /mnt/data/nfsen/plugins/ 
 cp PortTracker.php /var/www/html/nfsen/plugins/ 
 
7. Editamos el fichero nfsen.conf y añadimos el plugin PortTracker al perfil „live‟ 
 vim /mnt/data/nfsen/etc/nfsen.conf 
 @plugins = ( 
     [ 'live',  'PortTracker'], 
); 
 
8. Ejecutamos nftrack 
 sudo -u netflow nftrack -I -d 
/mnt/data/nfsen/var/log/netflow/porttracker 
 
9. Reiniciamos nfsen 
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Fig. 3 Estadísticas plugin Port Tracker 
 
Para conseguir restringir el acceso a la web mediante el uso de usuario y 
contraseña hemos realizado los siguientes pasos: 
 
1. Creación de usuario. 
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htpasswd -c /usr/local/apache/contrasenyas/passwd      admin 
 
2. En la ruta donde se encuentra la web (/var/www/nfsen) creamos el archivo 
.htaccess con el siguiente contenido: 
 
AuthType Basic 
AuthName "Acceso Restringido" 
AuthUserFile /usr/local/apache/contrasenyas/passwd 
require user adminsat 
 
3. Tras realizar la configuración observamos como nos solicita usuario y 






Fig. 4 Validación acceso web Nfsen
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ANEXO B. CONFIGURACIÓN DE RED E IPTABLES 
 
Para poder configurar las interfaces virtuales del servidor hemos tenido que 




vconfig add eth1 300 
ifconfig eth1.300 217.13.X.X netmask 255.255.255.128 up 
vconfig add eth1 900 




Cabe destacar la primera de las rutas que es la que nos permite realizar las 
consultas Whois Lookup  de una IP en concreto. 
 
[root@netflow]# route -n 
Kernel IP routing table 
Destination         Gateway         Genmask            Flags  Metric Ref    Use Iface 
193.109.122.4   217.13.X.X      255.255.255.255   UGH    0      0        0 eth1.300 
10.13.X.X          10.2.X.X          255.255.255.192   UG       0      0        0 eth1.900 
217.13.X.0         0.0.0.0            255.255.255.128   U          0      0        0 eth1.300 
10.2.X.X             0.0.0.0            255.255.254.0       U         0      0        0 eth1.900 
10.3.X.X             0.0.0.0            255.255.240.0       U         0      0        0 eth0 
0.0.0.0               10.3.X.X          0.0.0.0                   UG      0      0        0 eth0 
 
En la configuración iptables del servidor solo hemos permitido de entrada 
aquellos puertos necesarios (Web, SSH, puertos Netfllow) y con un origen 
específico. 
 
A continuación mostramos su configuración: 
 
*filter 
:INPUT ACCEPT [0:0] 
:FORWARD ACCEPT [0:0] 
:OUTPUT ACCEPT [0:0] 
:RH-Firewall-1-INPUT - [0:0] 
:RH-Firewall-1-OUTPUT - [0:0] 
:RH-Firewall-1-PUBLIC-INPUT - [0:0] 
-A INPUT -j RH-Firewall-1-INPUT 
-A FORWARD -j RH-Firewall-1-INPUT 
-A OUTPUT -j RH-Firewall-1-OUTPUT 
 
# 
# ICMP. ECHO REQUEST I ICMP ECHO REPLY 
# 
-A INPUT -j RH-Firewall-1-INPUT 
-A FORWARD -j RH-Firewall-1-INPUT 
68  Evaluación de herramientas de análisis de tráfico 
 
-A RH-Firewall-1-INPUT -i lo -j ACCEPT 
-A RH-Firewall-1-INPUT -p icmp --icmp-type any -j ACCEPT 
-A RH-Firewall-1-INPUT -m state --state ESTABLISHED,RELATED -j ACCEPT 
-A RH-Firewall-1-INPUT -p udp --dport 9991 -s 212.92.X.X -j ACCEPT 
-A RH-Firewall-1-INPUT -p udp --dport 9992 -s 212.92.X.X -j ACCEPT 
-A RH-Firewall-1-INPUT -p udp --dport 9993 -s 212.92.X.X -j ACCEPT 
-A RH-Firewall-1-INPUT -p tcp --dport 80 -s 10.2.X.X -j ACCEPT 
-A RH-Firewall-1-INPUT -p tcp --dport 22 -s 10.2.X.X -j ACCEPT 
-A RH-Firewall-1-INPUT -j REJECT --reject-with icmp-host-prohibited COMMIT 
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ANEXO C. PEERING ESPANIX 
 
En la siguiente Fig. 5 podemos ver los operadores que tienen presencia en 





Fig. 5 Peering entre miembros de Espanix 
