Associative memories are data structures that allow retrieval of stored messages from part of their content. They thus behave similarly to human brain that is capable for instance of retrieving the end of a song given its beginning.
Introduction
Traditional indexed memories allow retrieving data by using a unique address pointing to the searched data. The principle of associative memories is different. Data retrieval is accomplished by presenting a part (possibly small) of searched data. Thanks to the partial input, the rest of the information is recalled and consequently no address is needed. Associative memories are widely used in practical applications, for instance databases [1] , intrusion detection [2] , processing units' caches [3] or routers [4] .
In domain of associative memories several characteristics can be defined in order to describe the performance of this specific approach. Here, four parameters are taken into account [5] . The first is the memory efficiency which is defined as the best ratio between the maximum amount of stored data in bits and the amount of information used for a given error rate. The second one is the retrieval error rate. The two last ones are the computational complexity which leads to certain energy efficiency, and the flexibility understood as the capability to react to non-exact input data.
In the category of associative memories one can distinguish two main solutions, namely content-addressable memory (CAM) [6] and neuroinspired memories. A CAM compares the input search word against the stored data, and returns a list of one or more addresses where the matching data word is stored. CAMs combine memory efficiency with zero error rate. However, the number of comparisons between the input search word and stored data results in high complexity and energy consumption [7] . Moreover, CAMs are not flexible since the input partial erasures prevent correct address association.
Ternary CAM (TCAM) expands CAM functionality offering more flexibility.
However, this comes at an additional cost as the memory cells must encode three possible states instead of the two in case of binary CAM. Consequently, the cost of parallel search within such a memory becomes even greater [8] .
Neuroinspired associative memories combine lower complexity with higher flexibility. In this category Hopfield network [9] is the most prominent model.
Nevertheless, when the size of this network is increased the efficiency tends to zero for a given error rate. Sparse networks proposed by Willshaw [10] are known to provide the best efficiency [11] .
At present, associative memories are exploited mainly on the hardware level. Nevertheless, the lack of a solution combining the four above-mentioned characteristics inhibits the use of associative memories on the algorithmic, software level.
Recently Gripon and Berrou proposed a new model [12] that can actually be seen as a particular Willshaw network with cluster structure. This modification allows for efficient retrieval algorithm without diminishing performance. It offers a good trade off providing high efficiency and low error rate combined with low complexity and increased flexibility. This model is able to store a large number of messages and recall them, even when a significant part of the input is erased. The evaluation of the network working as a data structure or an associative memory proved a huge gain in performance compared to Hopfield network [9] and Boltzmann machine [13] (when using comparable material). Moreover, the network is able to retrieve messages with erasures on random positions which gives it an advantage over CAMs.
The network as presented in [12] is analyzed only for uniform i.i.d. (independent identically distributed) messages. By the network construction this means that the number of connections going out from each node is uniformly distributed across the whole network. It is well known that non-uniformity of messages to store can lead to dramatic decrease in performance [14] . In this work the situation where non-uniform data is stored is analyzed and its influence on the network performance is explained. Further, several techniques solving the problem of storing such data are proposed.
The paper is organized as follows. Section II outlines the theory of the network. The problem of storing non-uniform data is explained in Section III. Section IV proposes several new strategies to store such data. In Section V performance of the proposed stategies is evaluated. Then, an application example is given.
Sparse neural networks with large learning diversity
The considered network relies on binary neurons and binary connections.
The authors of [12] use the term fanal instead of neuron to underline their biological inspiration. The rule according to which the active fanal inside the cluster is elected is called Winner Takes All (WTA). The whole process may be iterative such that ambiguous clusters (those containing more than one active fanal) will hopefully be correctly retrieved. Thanks to the strong correlation brought by the connections, it is possible to retrieve the stored message based on partial information put into the network. Though it is correlation inside each stored message that is actually used to retrieve it using the network, the correlation between distinct messages can lead to dramatic loss in performance as explained in the following section.
Non-uniformly distributed messages

Density and error probability definition
As previously stated storing messages in the network corresponds to creating subgraphs of interconnected fanals. When the number of stored messages increases, these subgraphs share an increasing number of connections. Consequently, distinguishing between messages is more difficult. The network density d is defined as a ratio of established connections to all the possible ones. Therefore, the density is a parameter of first importance for the network performance. A density close to 1 corresponds to an overloaded network. In this case the network will not be able to retrieve stored messages correctly. For a network that stored M uniformly distributed messages expected density d is expressed by the following formula:
When clusters are not of the same size (i.e. the same number of fanals), l 2 is replaced with a product of l 1 , l 2 of the clusters between which the density is calculated, where l 1 , l 2 are the numbers of the fanals in these clusters.
As stated before, the high density may lead to difficulties in distinguishing between messages. The probability of incorrectly retrieving a message with c e positions erased in a network constructed of c clusters is given by:
The probability of error increases with d, which is expressed by (1). The equation (2) is valid for a single iteration. Note that iterations improve the ability of the network for retrieving messages correctly. Let us suppose now that on a given position in a set of messages to store one of the values is much more frequent than the others (Figure 2 ). Since this value corresponds to one particular fanal, this node will have much more For non-uniform data, equation (1) is not valid since it assumes uniformly distributed messages. It is worth mentioning an extreme example of non-uniformly distributed messages which is a set of constant values. The retrieval error rate in this case is 0. However, as these messages share the same connections they do not produce local high density areas.
Non-uniform distribution example
The aim of this work is to enrich the analysis regarding retrieval rate with respect to d performed in [12] with the analysis of the data distribution.
Strategies to store non-uniform data
In the following section several strategies to solve the problem of storing non-uniform data are described.
Adding random clusters
The first of the strategies relies on adding to the existing network clusters filled with random values drawn from a uniform distribution. These random Similar technique is introduced in [14] . The authors propose adding to a feedforward neural network an additional intermediary layer filled with random patterns, in order to improve the performance of a single-layer model in case of non-random data.
The following section presents how other techniques proposed in this work improve the performance compared to adding random clusters. 
Adding random bits
Another category of the proposed strategies relies on adding random uniformly generated bits to the existing data rather than whole random values stored in separate clusters. As a consequence, the structure of the network remains the same, only the size of clusters is modified since the range of values is expanded by a number of random bits. 
Using compression codes
The last proposed strategy is to apply algebraic compression codes. In this work Huffman lossless compression coding is proposed. This technique allows to minimize the average number of coding symbols per message [15] .
Note that for some datasets arithmetic coding may perform better than Huffman code, see [16] for comparison. with random uniformly generated bits. Decoding is possible thanks to the prefix-free property, that is a set of bits representing a symbol is never a prefix of another codeword.
Huffman coding produces variable length codewords -the values that
Performance comparison
Evaluation of the proposed strategies
In this section performance of all the introduced strategies is evaluated.
The simulations are performed for the same network as in section 3 and the same non-uniform distribution. Figure 7 shows the improvement in performance when using the proposed techniques. To prove that adding a certain material improves the network functioning seven random clusters of 5000 fanals each are added. Compared to non-uniform case without using any technique the improvement is clear.
The curve for random clusters crosses the uniform case at a certain number of stored messages. This is because the number of messages the network can store and then retrieve becomes linear. The function is non-monotonic since the significant part of the network is filled with random values.
The rest of the techniques use the closest additional material compared to the random clusters strategy, considered as the number of possible connections. This is obtained for eight clusters of 4096 fanals which corresponds to four additional bits. These strategies offer much better performance using comparable material. Figure 8 presents results when using minimum material to approach the performance close to the uniform case. When random bits and least used combination strategies are applied two additional bits are enough to get close to uniform performance. This means that the size l of the clusters equals 1024 and the material used accounts for 4.9% of the material used for random clusters strategy. When three bits are added the performance gets already much better than for uniform messages. The curve for Huffman coding technique also uses two additional bits. In this case the gain in performance is significant. For the used data distribution the length of the messages sometimes exceeds 72 bits and consequently, adding less than two bits is not possible. However, for different data sets minimizing the used material could still be feasible. 
Conclusion
In this work the performance of the network [12] in case of non-uniformly distributed messages is evaluated. The analyses showed clearly the importance of adapting the network to this kind of data. Several strategies to avoid performance degradation in this case are proposed and evaluated. Later, an application example is given. In order to apply this kind of memory in practical applications adapting the network to non-uniform messages is indispensable.
The strategy that uses Huffman coding offers great performance improvements. However, it needs constructing the dictionaries in order to code and decode messages. Future work may include exploring some self-adapting techniques built in the network architecture. For instance, one can envision limiting the density on fanal level and when a specified value is reached using a new fanal instead. Another possibility to be considered is adapting the size of cliques with respect to data distribution. 
