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Toward Learning Systems: A Validated Method
for Classifying Knowledge Queries
Nancy L. McQuillen
University of Colorado at Boulder
The Research Motivation
Organizations currently possess a vast and rapidly growing amount of information-much of it residing in corporate databases, generated as a by-product of transaction
automation. Although this information is a potentially rich source of knowledge about
production processes, few companies have begun to implement learning systems to
leverage the value of this stored data and information (Bohn 1994).
At the same time there is a broad and expanding array of technologies, tools, and models
to assist in deriving knowledge from data. These include technological areas such as
knowledge discovery in databases, machine learning, statistics, neural networks, expert
systems, and case-based reasoning (Piatetsky-Shapiro and Frawley 1991). These
technologies and tools possess a broad range of capabilities for inductive, deductive and
analogical reasoning approaches to the creation and validation of knowledge.
The literature of computer science, information systems, and statistics contains a vast
number of studies comparing the most similar types of learning algorithms from a very
technical perspective (Curram and Mingers 1994; Kodratoff 1988; Weiss and Kulikowski
1991) and specialists exist in each of the technology areas. However organizations faced
with planning learning systems cannot normally assemble a team with expertise in each
of the potentially important technology areas. They must start by identifying critical
questions and learning goals, which are driven by business context and unconstrained by
the capabilities of particular technologies.
The premise of the research is that there is a growing need for guiding frameworks and
methods to help organizations assess their learning needs-- starting from the broadened
perspective of business knowledge requirements -- and match them with the most suitable
categories of learning technologies, models, tools and specialists (Keen 1994). This
report describes research that is underway to develop a classification theory to serve as
the foundation for technology selection stages of such a method.
Overview of the Research Plan
The general goal of the research is to assist in technology transfer of learning systems
capabilities into organizational usage. More specifically, the goals are to assist in one
critical aspect of organizational learning -- namely the interpretation of data (Daft and
Weick 1984) -- by: 1) helping non-specialists recognize the various forms of "knowledge

queries" that can be posed to derive meaning from data, and 2) determining key
differences between the various computer learning and data analysis methods, for use in
technology selection and planning.
The research is being conducted in four phases. Phases one, two and three develop a
method for classifying knowledge queries by learning method(s), and phase four is a
proof of concept step to validate the classification method. The following is a description
of the four phases, including the purpose, the research method, and the planned research
deliverables. The preliminary results from phases one and two will be presented during
the conference presentation of the research.
Phase 1: Identify forms of possible knowledge queries.
Based on a meta-analysis of the literature, the set of commonly-accepted capabilities of
learning systems will be summarized and represented as a set of "knowledge query"
templates. Knowledge queries are defined to be those which go beyond pure retrieval of
data and information to add organization and reduce entropy in some manner (Stonier
1990): e.g. they create potential knowledge by performing pattern detection, data
reduction, or theory validation, and thus may decrease uncertainty or increase the ability
to predict, depending on the prior knowledge of the learner.
Knowledge queries relate to pattern finding methods such as correlation and cluster
analysis, as well as theory-guided methods such as search for causal laws and hypothesis
confirmations. Learning systems capabilities are defined for purposes of this research as
any data analytic techniques capable of satisfying knowledge queries. The research does
not exhaustively explore all such methods, but rather focuses on the most prevalent forms
of data analysis techniques from the technical literature.
Knowledge query templates are selected as the representation of the set of learning
systems capabilities in order to facilitate field testing of the knowledge query
classification method in future research studies. They are designed to be used in querying
the relational database model. The goal is a set of suggestive questions and phrases rather
than development of a formal syntax for computer interpretation.
Examples of knowledge queries (expressed informally, using customer and product
tables) include:
1) Is there a regularity between field x and field y in table customer?
2) Are there regularities between any fields in table customer with any fields in table
product?
3) Find possible natural groupings of records in table customer.
4) Describe common characteristics of subset eastern region in table customer
5) Is there a significant difference between subsets eastern region and western region in
table customer?
6) Discover classification rules for preferred customers vs. normal customers.

Each knowledge query template will be related to the method(s) that are potentially
capable of answering the specific form of the query. For example, templates involving
discovery of classification rules will be related to methods such as discriminant analysis
from statistics, induction of decision trees from machine learning, and back-propogation
neural networks. Questions developed in phases two and three of the research will be
used to further qualify the most appropriate methods per query, based on factors related
to the organizational and technical context of the query.
To date in Phase 1, forty-four knowledge query templates have been identified, relating
to eighteen analytic methods.
Phase 2: Identify the set of differences between learning technologies.
Based on meta-analysis of the comparison literature, and using methods of domain
analysis from ethnographic research and knowledge base development from computer
science, the set of commonly accepted differences between learning algorithms and data
analysis approaches will be identified. Representation of the research results from this
phase will be in the form of a set of attributes, and values per attribute, which describe
these differences between learning techniques.
Examples of differences between learning methods include:
1) Results are explainable (yes or no)
2) The method can utilize domain knowledge (e.g. concept hierarchies) (yes or no)
3) Results are interpretable by (non-specialist humans, statisticians, computers)
Each learning method will be described in terms of the complete set of differentiating
attributes. The resulting table of method descriptions will be analyzed formally in Phase
3.
To date in Phase 2, forty-two differences have been identified. Groupings of attributes
which have emerged, and which represent potential constructs for future research,
include: required data quality, types of domain knowledge, degree of autonomy, and
tolerance for uncertainty.
Phase 3: Determine the smallest set of discriminating attributes.
Using the set of learning method descriptions developed in step two, the differentiating
power of various attributes will be examined, and the smallest set of discriminating
attributes will be identified. Validated machine learning methods and statistical methods
will be used in this phase to insure that the most powerful attributes are chosen, and that
they are sequenced according to their discriminating power. The goal is to derive the set
of attributes that has the most predictive power for good technology choices in learning
systems design.

The reduced set of discriminating attributes identified in this phase will be used to
develop a corresponding set of questions. These questions will be used for more refined
assessments of the best technology choices per knowledge query type.
Phase 4. Test the accuracy of the method for properly classifying knowledge queries.
In this phase, the set of discriminating questions developed in Phase 3 will be tested.
First, a set of "learning problem descriptions" will be developed. A learning problem
description includes a knowledge query along with the set of answers to the relevant
discriminating questions (from Phase 3) per knowledge query type. Both real-world and
simulated problem descriptions will be used in the testing.
The learning problem descriptions will be classified by appropriate technology solution
methods in two ways: 1) using the classification scheme developed in this research
(phases one thru three), and 2) using opinion of technology experts. Expert opinions will
be restricted to problems within the expert's specific areas of expertise. Quantitative and
qualitative assessments of the similarities and differences between the two sets of results
will be included in the final research report.
Potential Uses of the Research Results
In addition to classifying knowledge queries by solution method, the research is expected
to provide new insights into many questions related to learning systems design, including
the following:
1) Are existing database records of sufficient quality and representativeness to substitute
for experimental approaches to answering the knowledge queries?
2) Which categories of attributes have the most utility for learning systems planning
purposes?
3) What techniques are available for amplifying weak data patterns or compensating for
noisy data?
4) When statistical assumptions cannot be met, what alternative methods are available for
deriving meaning from data?
5) Which knowledge queries and methods are exploratory as opposed to confirmatory?
What are the tradeoffs between the two approaches?
6) What sorts of domain knowledge may be employed to create smarter learning
systems?
7) Which data fields could be added to existing databases to enable a broader ranger of
knowledge queries, thereby leveraging the value of existing data?

These and many related questions will raise the awareness of organizations regarding
important issues and options in learning systems design.
The results from this research can serve as the basis for many follow-on studies on both
technological and managerial issues relating to the design of learning systems for value.
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