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Abstract
In many observational studies, researchers estimate causal eﬀects using
propensity scores, e.g., by matching or sub-classifying on the scores. Estima-
tion of propensity scores is complicated when some values of the covariates are
missing. We propose to use multiple imputation to create completed datasets,
from which propensity scores can be estimated, with a general location mixture
model. The model assumes that the control units are a latent mixture of (i)
units whose covariates are drawn from the same distributions as the treated
units’ covariates and (ii) units whose covariates are drawn from diﬀerent dis-
tributions. This formulation reduces the inﬂuence of control units outside the
treated units’ region of the covariate space on the estimation of parameters
in the imputation model, which can result in more plausible imputations and
better balance in the true covariate distributions. We illustrate the beneﬁts of
1the latent class modeling approach with simulations and with an observational
study of the eﬀect of breast feeding on children’s cognitive abilities.
Keywords: Latent class; Missing data; Multiple imputation; Observational
studies; Propensity score.
1 INTRODUCTION
In many studies of causal eﬀects, researchers use observational data in which the
treatment and control conditions are not randomly assigned to subjects. Typically in
such studies, the subjects in the treated group look diﬀerent than those in the control
group on several covariates. When these covariates are related to the outcome of
interest, any observed diﬀerences in the two groups’ outcome distributions may reﬂect
the diﬀerences in the groups’ covariates rather than only eﬀects of the treatment
(Cochran and Chambers, 1965; Rubin, 1974).
Researchers can reduce the bias that results from imbalanced covariate distribu-
tions, at least for observed covariates, using propensity score matching (Rosenbaum
and Rubin, 1983, 1985). The propensity score for any subject, e(xi), is the proba-
bility that the subject receives the treatment given its vector of covariates xi. That
is, e(xi) = P(Ti = 1|xi), where Ti = 1 if subject i receives treatment and Ti = 0
otherwise. Rosenbaum and Rubin (1983) show that, when two large groups have
the same distributions of propensity scores, the groups should have similar distri-
butions of x. Thus, by selecting control units whose propensity scores are similar
to the treated units’ propensity scores, analysts can create a matched control group
whose covariates are similar to the treated group’s covariates. Analysts then base
inference on the treated and matched control groups, thereby avoiding any bias that
results from imbalanced covariate distributions in the two groups, at least for those
covariates in x. Other approaches to causal inference based on propensity scores in-
clude sub-classiﬁcation (Rosenbaum and Rubin, 1984; Hullsiek and Louis, 2002), full
matching (Rosenbaum, 1991; Stuart and Green, 2008) and propensity score weighted-
2estimation (Lunceford and Davidian, 2004). For a review of diﬀerent approaches to
causal inference using propensity scores, see D’Agostino (1998).
Propensity scores are rarely known exactly and must be estimated from the data.
Typically, this involves ﬁtting regressions with T as the dependent variable and func-
tions of x as the independent variables, and using the estimated probabilities as the
propensity scores. See, for example, Woo et al. (2008).
In this article, we consider scenarios in which some covariate data are missing,
which complicates estimation of propensity scores. There are several strategies in the
literature for overcoming this complication. The analyst could base propensity score
estimation only on the complete cases; however, this could result in biased estimates
when the data are not missing completely at random. It also shrinks the pool of
potential matches. The analyst could match within patterns of missing data (Rosen-
baum and Rubin, 1984); however, with many patterns there may not be adequate
matches. The analyst could apply the model-based approach of D’Agostino and Ru-
bin (2000). They use an EM algorithm to ﬁnd the maximum likelihood estimates
of the parameters in a general location model ﬁt to the data (Xobs,T). After the
algorithm converges, they estimate propensity scores as the predicted probabilities in
the regression of T on Xobs.
We propose to estimate propensity scores using multiple imputation of missing
data (Rubin, 1987). In this approach, the data analyst repeatedly imputes missing
values by sampling from their posterior predictive distributions conditional on the
observed covariate data. The analyst estimates propensity scores in each completed
dataset, averages the propensity scores across datasets, and matches on the averaged
scores. The averaged scores also could be used for sub-classiﬁcation or weighting.
Multiple imputation approaches have some advantages over maximum likelihood ap-
proaches. With multiple imputation, the analyst’s model for the propensity scores is
not tied to the model for imputations. That is, the analyst can try diﬀerent propen-
sity score models, for example using nonparametric models or including interaction
and higher order eﬀects that may not be in the complete data model. With com-
3pleted datasets, the analyst can easily pursue further modeling, such as sub-domain
comparisons or regression adjustment to reduce residual imbalances (Hill, 2004; Hill
et al., 2004).
For imputation, we propose a general location model, i.e. the categorical variables
follow a log-linear model and the continuous variables follow a multivariate normal
distribution within each category, with a novel twist. We introduce a latent indicator
variable that captures the notion, “if we had complete data, these units would be good
candidates for the matched control group.” More precisely, we assume that the control
units are a mixture of units whose covariates are drawn from the same distributions
as the treated units’ covariates, and units whose covariates are drawn from diﬀerent
distributions. This formulation reduces the inﬂuence of control units outside the
treated units’ region of the covariate space on the estimation of parameters in the
imputation model, which can result in more plausible imputations in the region where
matches are likely to come from. Since matches are based on imputed values, better
imputation models can result in better balance in the true covariate distributions. The
latent variable is never observed for control units. However, because all treated units
are by deﬁnition in the treated units’ covariate space, there is suﬃcient information
to estimate the posterior distributions of the latent indicators using Markov Chain
Monte Carlo techniques.
The remainder of the article is organized as follows. In Section 2, we illustrate
the impact on covariate balance of using standard imputation models that generate
implausible imputations. Most standard imputation models use the same parameter
estimates for all units; we call these one class models. In Section 3, we describe a
simple latent class mixture model and illustrate its improved performance over one
class models in the settings of Section 2. In Section 4, we present the general location
latent class mixture model, which we utilize in Section 5 to handle missing covariate
data in an observational study of the eﬀect of breastfeeding on children’s cognitive
outcomes later in life. In Section 6, we conclude with general remarks about these
approaches to propensity score matching.
42 Potential inadequacies of one class models
To illustrate some potential problems with imputations from one class models, we
suppose that the covariates, xi = (xi1,...,xip)′, for each unit i = 1,...,n are all
continuous. In this context, a standard one class multiple imputation approach pre-
sumes that xi ∼ N( ,Σ), with non-informative prior distributions on ( ,Σ), such as
p( ,Σ) ∝ |Σ|
−(
p+1
2 ). The full conditional distributions of the parameters and missing
values are available in closed form, so that draws from the joint posterior distribution
of all unknowns can be obtained with Gibbs samplers. The draws of the missing
values serve as multiple imputations. This process is identical to data augmentation
(Tanner and Wong, 1987).
2.1 Impact of model mis-speciﬁcation
With high dimensional covariate spaces, it is unfortunately all-to-easy to misspecify
regression models. Indeed, this issue motivates propensity score matching in place
of regression analysis for causal inference in the ﬁrst place. Misspeciﬁed models
can generate implausible imputations, which in turn can negatively impact covariate
balance in propensity score matching, as we now demonstrate.
We simulate p = 2 continuous covariates for n = 1200 units as shown in Figure
1. The nT = 200 treated units tend to have larger values of x1 and x2 than the
nC = 1000 controls. We introduce missing values in control units’ x2 data with a
missing at random mechanism so that units with large values of x1 are more likely
to be missing x2. Thus, there are many missing values among control units living in
the same covariate space as the treated units. Approximately 40% of control units
are missing x2. The models used to create these simulations are in Appendix C. We
impute missing x2 using data augmentation via the one class multivariate normal
model. After m = 100000 imputations, we estimate each unit’s propensity score in
each dataset using a logistic regression with main eﬀects for x1 and x2. We then
average each unit’s m propensity scores, and perform matching without replacement
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Figure 1: Scatter plot of x2 against x1 when a cubic relationship is present, illustrating
the eﬀects of using a poor imputation model.
based on the averaged propensity scores.
The one class multivariate normal imputation model implies a linear relationship
between x1 and x2, which is clearly inappropriate as indicated by the estimated
regression line in Figure 1. What can happen when using this regression model to
impute the missing x2? First, consider control units with actual covariate values in
the treated units’ region of the covariate space; these are ideal candidates for the
matched control set. When based on the one class model, imputations of x2 for these
control units will tend to be lower than the actual values. As a result, these control
units’ completed data could be in a diﬀerent space than the treated units covariates.
If propensity score matching is done with the completed data, these control units
will be (incorrectly) excluded from the matched control set. Second, consider control
units with values of x1 similar to treated units’ values of x1 but with smaller actual
values of x2. When using the one class model, imputations of x2 for these units will
tend to be higher than their true x2 values. The imputations may put these control
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Figure 2: Box plots of x1 and x2 for the treated units, matched control units selected
with no missing covariate data, and matched control units from the one class model
in the model mis-speciﬁcation simulation design.
units in the same region as the treated units’ covariates and, therefore, incorrectly
make them selected as matched controls. We note that control units whose covariates
are far away from the treated units’ covariate space are not likely to be selected as
matches, even with the model mis-speciﬁcation.
Figure 2 displays the distributions of true x1 and x2 values for the treated and
matched control units with multiple imputation using the one class model. These
matched controls are also compared with the matched controls selected if there are
no missing x2 values. For both x1 and x2, the lower tails for the matched controls
from the one class model are longer than the lower tails for the treated units and
matched controls selected from the fully complete data. This is because the model
tends to impute missing x2 values higher than their true values for control units just
outside the treated units’ covariate space.
Of course, a wise modeler would recognize the inadequacy of the multivariate
normal model and use some other imputation approach. We use an obvious mis-
speciﬁcation in this example to illustrate the impacts of implausible imputations on
covariate balance. In problems with many covariates, it is not always easy to diagnose
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Figure 3: Plot of the covariates in the impact of outliers simulation with the ﬁtted
regression line.
model inadequacies. Furthermore, although unfortunate, many data analysts default
to multivariate normal imputation procedures, so that they may face the problems
from imputation model mis-speciﬁcation.
2.2 Impact of outliers
Frequently, some units have unusual values of covariates. These values could have un-
due inﬂuence on the parameter estimates of the imputation model, which in turn could
result in implausible imputations. In this section, we illustrate this phenomenon.
We simulate p = 2 continuous covariates for n = 1400 units as shown in Figure
3. There are nT = 100 treated units with ample numbers of overlapping control
units. Five control units have severely outlying values of (x1,x2). We again introduce
missing data in control units’ x2 under a MAR scheme so that units with large x1
are more likely to be missing x2. Approximately 40% of control units are missing x2.
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Figure 4: Box plots of x1 and x2 for treated units, matched control units selected
with no missing covariate data, and matched control units from the one class model
in the impact of outliers simulation.
We again use m = 100000 imputations from the one class model. Propensity scores
are estimated by a logistic regression with main eﬀects and an interaction of the two
covariates. We ﬁnd the matched controls as in Section 2.1. The models used to create
these simulations are in Appendix C.
The estimated parameters of the one class model are strongly aﬀected by the
outliers, as indicated by the estimated regression line in Figure 3. As a result, impu-
tations based on the estimated regression do not accurately reﬂect the relationship
between x1 and x2 in the region of potential control matches. Thus, the types of prob-
lems discussed in Section 2.1 can arise when ﬁnding matches based on the implausible
imputations.
Figure 4 displays the distributions of true x1 and x2 values for the treated units,
matched control units selected when there is no missing data, and matched control
units selected when using the one class model for imputations. While the covariate
distributions of the the treated units and matched control units from the fully ob-
served covariate data are similar, the matched control units from the the one class
model tend to have larger values for both x1 and x2 than the treated units. This in-
9dicates that using a one class model for imputations here can have an adverse impact
on true covariate balance.
Once again, the wise imputer might account for these outliers when estimating
imputation models, for example by tossing out these ﬁve clearly visible non-matches.
In general, however, multivariate outliers can be challenging to detect in high dimen-
sions.
3 Latent class mixture model
The simulations in Section 2 demonstrate that implausible imputations can negatively
impact covariate balance. They further illustrate that inappropriate use of a one
class model can lead to these problems. In this section, we propose an approach that
attempts, in some sense, to mitigate these problems automatically through latent
class mixture modeling. We note that Beunckens et al. (2008) also use latent class
models for multiple imputation, but not in the context of propensity score matching.
The motivation underlying the use of latent class models in this context is as
follows. Ideally, we want to select matched controls that look like the treated units
on relevant covariates. When covariate data are missing, we are unsure which control
units are in this region of potential matches. However, if we did know which control
units were in the potential match region, we could toss out the control units outside
the potential match region and, therefore, ﬁt imputation models using only the rel-
evant covariate space. In this way, imputation of missing covariates in the treated
units’ covariate space would not be aﬀected by outlying controls, as happened in Sec-
tion 2. Since we do not know which control units are in the potential matched region,
we introduce a latent class indicator such that one class corresponds to units lying in
the potential matched region and the other class corresponds to all other units. By
deﬁnition we know the latent class indicators for all treated units, so that there is
information to estimate the distribution of the latent class indicators for the control
units.
10There is great ﬂexibility in this mixture modeling approach. For example, the
model might include two or more classes for the treated and matched control units,
and two or more classes for the other control units. Such models may result in more
plausible imputations than using just two latent classes. Here, we focus on the two
class model for its simplicity.
Regardless of the number of latent classes, a key feature of our approach is that
any treated and potential matched control units’ missing data are imputed based on
the same parameter values. This is preferable to imputing treated and control units
separately. For example, when imputing separately, in any one imputation run the
drawn values of parameters of the imputation model for the control units could diﬀer
greatly from the drawn values of the parameters for the treated units, which might
lead to comparatively poor matches.
We now demonstrate that the latent class model can improve the problems seen
in Section 2. We begin by describing a latent class mixture model for continuous
variables only. We present a general location latent class mixture model for continuous
and categorical variables in Section 4.
3.1 Latent class model for continuous data only
For each unit i, let zi ∈ {0,1} be the latent class indicator, where zi = 1 corresponds
to unit i lying in the treated units’ covariate space and zi = 0 otherwise. We model
each unit’s covariate data conditional on zi with class speciﬁc parameters, so that,
xi|zi ∼ N( 
zi,Σ
zi). (1)
The distribution of the latent class indicators conditional on treatment is
p(zi = 1|Ti = 0) = π
∗ (2)
p(zi = 1|Ti = 1) = 1. (3)
11As in the one class model we place non-informative priors on ( zi,Σzi), so that
p( 
zi,Σ
zi) ∝ |Σ
zi|
−(
p+1
2 ). (4)
This can lead to an improper posterior when zi = zj for all (i,j). However, this
possibility is rare in practice. If this does occur, a one class model may be adequate.
Analysts can adopt the approach of Diebolt and Robert (1994), also recommended
by Wasserman (2000), and use a data dependent prior distribution that restricts
imputation of zi so that suﬃcient numbers of units are in both classes. We place
a Beta prior distribution on π∗, p(π∗) = Be(a,b), where (a,b) are speciﬁed hyper-
parameters. Common choices for (a,b) include a = b = 1, implying a uniform prior
for π∗, and a = b = 0.5 for the Jeﬀrey’s prior.
With this model speciﬁcation, the full conditional distributions are available in
closed form. It is straightforward to sample from the joint posterior distribution of all
unknowns using a Gibbs sampler, thus creating multiple imputations of the missing
covariate values.
3.2 Performance in simulations
We now apply the latent class model in the settings of Section 2. We also add a
scenario in which the one class model is appropriate in order to illustrate the eﬀect
on covariate balance when the latent class model is ineﬃcient compared to the one
class model. In all scenarios, we run the Gibbs sampler for 100000 iterations after a
burn-in period of 1000 runs. Thus, we create 100000 multiply-imputed datasets in
each scenario. In each dataset, we estimate the propensity scores using the logistic
regressions described in Section 2. We then compute the average propensity scores
for each unit across the 100000 datasets, and match treated to control units without
replacement using nearest neighbor matching.
Figure 5 and Figure 6 summarize the covariate balance on x1 and x2 for the
simulation with model mis-speciﬁcation and the simulation with outliers, respectively.
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Figure 5: Box plots of treated and matched control units for x1 and x2 respectively in
the model mis-speciﬁcation simulation design. Matched controls from both the latent
and one class approach are presented.
In both scenarios, true covariate balance is generally improved when using the latent
class model as compared to using the one class model. Notably, obtaining more
plausible imputations of x2 not only helps balance x2 more eﬀectively, it results in
better balance on x1.
In the model misspeciﬁcation scenario, the latent class model still is not the correct
model for f(x2|x1). However, as evident from Figure 1, using a linear model for
imputations is not unreasonable for units lying in the treated units’ region of the
covariate space. This points to a general advantage of adding the latent indicators:
assumptions of linearity or other simpliﬁcations, while possibly inappropriate over
the whole covariate space, may be reasonable on a smaller region where the treated
units lie.
In the outlier scenario, the latent class model puts the outliers in the class corre-
sponding to the non-matched region. Hence, these points will not unduly inﬂuence
the estimated regression coeﬃcients for the units in the region of potential matches.
This is not the case with the one class model, which does not separate those units
out as part of the estimation process. This points to a second general advantage of
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Figure 6: Box plots of treated and matched control units for x1 and x2 respectively
in the impact of outliers simulation. Matched controls from the latent and one class
approach are presented.
adding the latent indicators: the impact of outliers that are not likely to be matches
can be mitigated.
Of course, covariate balance is an intermediate step in causal inference. The
ultimate goal is to estimate treatment eﬀects. We therefore simulate a response
variable, y, for each scenario with a simple response surface, namely
yi = xi1 + xi2 + ǫi, ǫi ∼ N(0,1). (5)
Here, the treatment eﬀect τ = 0. We estimate τ with ˆ τ = ¯ yT − ¯ yMC, where ¯ yT is
the sample mean of y in the treated group and ¯ yMC is the sample mean of y in the
matched control group.
Table 1 summarizes the estimates for three independent simulations of Y , in-
cluding ˆ τ for the latent and one class models and ˆ τ estimated before introduction
of missing data. In both scenarios, imputations with the latent class model result
in values of ˆ τ closer to zero than imputations with the one class model. Thus, the
gains in covariate balance from the one class model translate to better estimates of
14Estimate Rep 1 Rep 2 Rep 3
Model misspeciﬁcation scenario
No missing 30.6 42.7 22.8
Latent class 43.0 52.6 34.8
One class 52.4 62.7 54.6
Outliers scenario
No missing 0.25 0.46 -0.09
Latent lass 0.60 0.09 0.06
One class -1.13 -1.49 -1.64
Truly one class scenario
No missing 14.4 18.8 39.9
Latent class 18.5 25.5 45.9
One class 16.5 22.8 44.9
Table 1: Three replicates of treatment eﬀect estimates after matching based on no
missing data, on multiple imputation with the latent class model, and on multiple
imputation with the one class models. The true treatment eﬀect equals zero in all
three designs. For the misspeciﬁcation scenario, the SE(¯ YT) ≈ 22. For the outliers
scenario, the SE(¯ YT) ≈ 0.38. For the truly one class scenario, the SE(¯ YT) ≈ 14.
treatment eﬀects for this response surface.
One might ask what happens when the one class model is correct for the covariates,
but imputations are done with the latent class model. To explore this scenario, we add
a simulation in which (x1,x2) have a linear relationship. The nT = 200 treated units
tend to have larger values of x1 and x2 than the nC = 1000 controls. This simulation
design is summarized in Figure 7. As in the previous simulations we introduce missing
values in control units’ x2 data with a missing at random mechanism so that units with
large values of x1 are more likely to be missing x2. The models used to create these
simulations are in Appendix C. Here, a one class model is appropriate for imputing
the missing x2. We impute m = 100000 datasets using both the one class and the
latent class models.
Figure 8 summarizes the covariate balance on x1 and x2 for both the one class and
the latent class models. Propensity scores are estimated from m = 100000 datasets
logistic regressions with main eﬀects of x1 and x2. Both imputation approaches result
in similar balance on x1, whereas for x2 the one class model is slightly better balanced.
We also simulate a response surface as in (5) and estimate treatment eﬀects. The
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Figure 7: Scatter plot of x2 against x1 when a linear relationship is present and the
one class model holds.
results are in Table 1. The one class estimates are slightly closer to τ = 0 than the
latent class estimates. This is due to the loss of eﬃciency in estimating parameters in
the imputation model with an unnecessary latent class. Essentially, the latent class
model estimates the parameters for the treated/matched class using only a fraction
of the control units, whereas the one class model appropriately uses all control units.
Despite this ineﬃciency, the treatment eﬀect estimates do not diﬀer substantially.
The three simulation results suggest that the latent class model can help ana-
lysts to avoid bias from poor matches caused by implausible imputations, without
substantial penalties when they are ineﬃcient compared to one class models.
4 General location latent class mixture model
When covariates include both categorical and continuous variables, the general loca-
tion model is often used for imputation of missing data. In this section, we extend
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Figure 8: Box plots of treated and matched control units for x1 and x2 respectively
in the model mis-speciﬁcation simulation design. Matched controls from the latent
and one class approach are presented.
the general location model to include latent indicators for propensity score matching.
4.1 One class general location model
Let X be an n × p matrix of covariate data for the individuals in the study com-
prising q continuous variables, W = (W1,...,Wq), and r categorical variables, V =
(V1,...,Vr), where q + r = p. Each Vj takes on dj distinct values. Thus, each unit
can be classiﬁed into one of D =
Qr
j=1dj cells of an r-dimensional contingency table.
Let f = {fd : d = 1,...,D} be the resulting set of cell counts, assuming an appro-
priate (e.g. anti-lexicographical) ordering of cells. We assume that f has a multino-
mial distribution with probability vector π = {πd : d = 1,2,...D}. Within each cell d,
we assume that W follows a multivariate normal distribution, p(W| d,Σ) = N ( d,Σ).
Here,  d is the q-vector of means for cell d, and Σ is the q × q covariance matrix as-
sumed equal for all d. We use a Dirichlet prior distribution for π with pre-speciﬁed
hyper-parameters α = (α1,...,αD). We use a non-informative prior distribution on
( ,Σ), i.e., p( ,Σ) ∝ |Σ|
−(
q+1
2 ).
In many applications, D is quite large, possibly exceeding n. With large D many
17cells are empty or sparsely populated. To allow estimation of the parameters, analysts
can restrict π and   = ( 1,..., D). For π, a typical approach is to use log linear
constraints. Speciﬁcally, let C be a D × s matrix such that s ≤ D. The log linear
model requires π to satisfy log(π) = Cλ. Typically, C contains main eﬀects for each
Vj and possibly interactions among selected (Vi,Vj). For  , analysts can specify a
linear model on the categorical variables. This model frequently mimics the structure
of C, including main eﬀects and interactions among V1, ..., Vq.
Analysts can use a Gibbs sampler to sample from the joint posterior distribution
of unknowns. A convenient approach for obtaining posterior draws of π is Bayesian
iterative proportional ﬁtting; see, Schafer (1997, Ch. 4) and Gelman et al. (1995).
Conditional on parameter draws, missing categorical data are imputed from multino-
mial distributions and missing continuous data are imputed from multivariate normal
distributions.
4.2 Adding the latent class indicators
As in Section 3.1, let zi be the latent class indicator for each unit i. We model the
distribution of latent class indicators as in (2) and (3), with the same considerations
for the prior distribution on π∗. Given the latent class indicators z = {z1,...,zN},
we can partition the data into two groups. Let X = (X0,X1), where X0 = {xi :
zi = 0,i = 1,...,n} and X1 = {xi : zi = 1,i = 1,...,n} correspond to covariates for
units belonging to latent classes 0 and 1 respectively. As in Section 4.1 we can further
partition the data into its continuous and categorical components, X0 = (V 0,W 0)
and X1 = (V 1,W 1).
Essentially, the mixture model speciﬁes separate general location models for X0
and X1. Let θ0 = (π0, 0,Σ0) and θ1 = (π1, 1,Σ1) be the parameters of the general
location model for X0 and for X1 respectively. Then,
p(X|θ
∗,z) = p(X
0|θ
0)p(X
1|θ
1) (6)
18where p(X0|θ0) and p(X1|θ1) are modeled as described in Section 4.1. Cell counts
are still modeled with multinomial distributions, but now cell probabilities depend
on latent class membership. Similarly, the continuous data are still modeled as mul-
tivariate normal, but the mean and covariance matrix depend on the latent class.
As in Section 4.1, we use Dirichlet prior distributions for π1 and non-informative
prior distributions for ( 1,Σ)1), and similarly for (π0, 0,Σ0). As in Section 3.1, with
non-informative prior distributions, suﬃcient numbers of units are required in both
classes to estimate the parameters.
The full conditional distributions for all unknowns are available in closed form.
We describe in detail the data augmentation steps needed to impute missing values
in Appendix A.
5 Application to study of breast feeding
We now apply the latent class model to impute missing covariates and perform propen-
sity score matching in a study of the eﬀect of breast feeding on child’s cognitive
development. The data are a subset of the National Longitudinal Survey of Youth.
5.1 Description of study
The response variable, y, is the Peabody individual assessment test math score (PI-
ATM) administered to children at 5 or 6 years of age. The treatment variable is breast
feeding duration, which is measured in weeks. We dichotomize this variable into a
control condition, < 24 weeks, and a treatment condition, ≥ 24 weeks. The 24 week
cutoﬀ corresponds to the number that has been given by the American Academy of
Pediatrics (Chantry et al., 2006) and the World Health Organization as a minimum
standard for breast feeding duration. There are other ways to deﬁne the treatment
variable, and the analysis could be repeated with diﬀerent cut points on the breast
feeding duration variable. We do not pursue these here. Additionally, we cannot
determine from these data whether or not the mother used breast feeding exclusively.
19We use fourteen potentially relevant background covariates. These include ﬁve
categorical variables: the child’s race (Hispanic, black or other), the mother’s race
(Hispanic, black, asian, white, Hawaiian/Paciﬁc Islander/American Indian, or other),
child’s sex, and two variables indicating whether the spouse or grandparents were
present at birth. They also include seven continuous variables, including diﬀerence
between mother’s age at birth and in 1979, mother’s intelligence as measured by
an armed forces qualiﬁcation test, mother’s highest educational attainment, child’s
birth weight, the number of weeks that the child spent in hospital, the number of
weeks that the mother spent in hospital, and family income. We applied Box-Cox
transformations (Box and Cox, 1964) to several continuous variables to improve the
assumption of normality; see Appendix B. We also categorize the number of weeks
the child was born premature into three levels: not preterm (zero weeks), moderately
preterm (one to four weeks), and very preterm (ﬁve or more weeks), with cut points
determined from guidelines of the March of Dimes (www.marchofdimes.com). The
categorization was used because weeks preterm has a very large spike at zero weeks
as seen in its histogram displayed in Figure 16 in Appendix B. Finally, we categorize
the number of weeks that the mother worked in the year prior to giving birth into
four levels: not worked at all, worked between 1 and 47 weeks, worked 48-51 weeks,
and worked all 52 weeks. This variable has a distinct U shaped histogram, which
would be diﬃcult to capture with a normal model; see Figure 17 in Appendix B.
We include only ﬁrst born children in the analysis to avoid complications due to
birth order and family nesting. In addition, we discard 506 units with missing breast
feeding duration and 4977 units with a missing PIATM. Excluding these units is
reasonable under missing at random (MAR) assumptions, which may not be true in
practice. We do not consider extensions to handling the missing treatment indicators
and missing outcome data in the analysis here. The resulting data comprise 2388
youths, of whom 370 are treated. Of these, 1306 have complete data on all covariates,
of whom 216 are treated. Three covariates were completely observed in the study and
nine covariates had missing data rates of less than 10%. The two covariates with the
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Figure 9: Box plots of mother’s intelligence score and mother’s years of education
respectively for treated and control units before matching.
race treated control
Hispanic 0.1378 0.1903
black 0.1108 0.2844
other 0.7514 0.5253
Table 2: Distribution of child’s race.
largest rates of missing data were family income (22.4%) and the number of weeks
that the mother worked in the year prior to giving birth (23.1%).
Several covariates in the available data are clearly imbalanced. To illustrate, we
focus on three variables. Figure 9 summarizes the distribution of mother’s intelli-
gence and education for observed treated and control units, and Table 2 displays the
proportion of treated and control units in each level of child’s race. Treated units
tend to have higher mother’s intelligence scores, more mother’s years of education
and lower proportions of Hispanics and blacks. Because of these imbalances, we seek
to do propensity score matching in the presence of the missing data.
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Figure 10: True covariate balance on mother’s intelligence score and mother’s years
of education respectively in the simulation involving the complete cases.
5.2 Complete Case simulation
We ﬁrst evaluate the performance of the latent class model at achieving true covariate
balance in a simulation involving the 1306 complete cases. Although this is a much
smaller sample size, we can introduce missing data, run the model, and examine
covariate balance using the true data. We introduce missing values by randomly
sampling with replacement from the missing data patterns present in the original
data set. This results in 717 units with fully observed covariates; the remainder have
some missing data. For the latent class imputation model, we use a main eﬀects only
log linear model for the categorical variables. We use the Box-Cox transformations
to normality for the continuous data and relate the within-category means using a
linear model with main eﬀects of the categorical variables. We run the Gibbs sampler
for 200000 iterations after discarding an initial 5000 as burn-in.
Figure 10 displays the distributions of mother’s intelligence and years of education
for the treated units, full control reservoir, and matched control units. For both
variables, the imbalance has been greatly reduced after imputation and matching.
More detailed examination of balance on these covariates is presented in Table 4 and
Table 5 in Appendix B.
22We also compare proportions of child’s race for treated and control units before
and after matching in Table 3. Once again, covariate imbalance is greatly reduced
here. Similar examinations with other variables indicate that the latent class model
results in a well balanced matched control set with respect to these covariates.
race treated all controls latent
Hispanic 0.1528 0.1844 0.1296
black 0.0926 0.2697 0.1111
other 0.7546 0.5459 0.7593
Table 3: True covariate balance on child’s race in the simulation involving the com-
plete cases.
5.3 Application to the full data
We now apply the latent class model on the original data set of 2388 units. Similar
restrictions are imposed on the cell probabilities and within cell means as in the
simulation involving the complete cases. We again run the Gibbs sampler for 200000
iterations with an additional burn-in of 5000 iterations.
We estimate the treatment eﬀect with ¯ YT − ¯ YMC = −0.059, with a conservative
two-sample, pooled standard error of 0.94. For alternative approaches to estimating
standard errors from propensity score matching, see Hill and Reiter (2006). This is
noticeably diﬀerent than the treatment eﬀect estimate based on all controls, which
is 5.23 (SE = 0.74). The treatment eﬀect after matching is thus signiﬁcantly closer
to zero. Similar results were obtained by Der et al. (2006), who used a regression
approach to infer that the eﬀect of breast feeding is minimal.
For comparisons, we also used the one class model to impute missing values. The
estimated treatment eﬀect is 0.96 (SE = 0.96). Thus, there is approximately a one
point (and one standard error) diﬀerence in the treatment eﬀect estimates from the
two imputation approaches. The diﬀerence is modest primarily because, on average
across imputations of zi, approximately 85% of control units are imputed to lie in
the latent class for the treated/matched control region, so that there is not much
23diﬀerence between the two models. We note, however, that certain outlying controls,
e.g., one mother spent many more weeks in the hospital than others, are never in the
latent class for treated units. This is in line with the outlier simulations of Section 3:
the latent class model can moderate the impact of outlying units on imputations for
units in the region of plausible matches.
We also repeated the complete case simulation with the one class model. It was
diﬃcult to distinguish a clear winner on covariate balance between the one class and
latent class models. Both greatly improved covariate balance over use of the full
control reservoir.
6 Concluding Remarks
When analysts estimate treatment eﬀects using propensity score matching, using a
latent class mixture model can result in better covariate balance than using a one
class model. Essentially, the latent class model allows the data analyst to estimate
imputation models speciﬁcally for the region of interest. In this way, control units
that have minimal relevance for treatment eﬀect estimation also have minimal rele-
vance for imputation of missing data. Even when one class models are correct, we
anticipate that the loss in eﬃciency from using the latent class model will be mi-
nor, particularly when compared to the reductions in bias achievable from avoiding
implausible imputations. This was borne out in the simulations in Section 3, and
to some extent in the breast feeding study in which the one class and latent class
approaches gave results with only modest diﬀerences.
We did not control for outcome data in the imputation steps. We avoided control-
ling for outcomes to be consistent with the philosophy of propensity score matching:
the control group should be constructed without consideration of response variables.
Of course, one could easily modify our procedure to include outcome variables in the
imputation models.
In future research, we plan to investigate methodology that utilizes latent class in-
24dicators with multiple levels. Presumably, this could improve imputation models even
more than using binary latent variables, albeit at increased computational complexity.
This avenue of research leads to questions of how to specify the latent classes, which
could be explored with semi-parametric approaches such as Dirichlet process mixture
models. We also plan to evaluate how to utilize the multiply-imputed datasets most
eﬀectively. For example, one could compare treatment eﬀect estimates when match-
ing within each completed dataset versus matching on the average of the propensity
scores across all completed datasets (as we do here). We tried both approaches in our
analyses and found that matching on the average propensity score resulted in more
accurate treatment eﬀect estimates than matching within each dataset.
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25Appendicies
In Appendix A we present the data augmentation steps to impute missing values
when using the general location latent class mixture model described in Section 4.2
of the main text. In Appendix B, we provide further details about the application
of these models to the analysis of breast feeding data. In Appendix C, we present
details of the simulation designs described in Sections 2 and 3 of the main text.
A Data augmentation steps to impute missing val-
ues with the general location mixture model
We describe here the steps required to impute missing covariates with the general
location mixture model. We ﬁrst explicitly describe the model and then present the
I and P steps in a data augmentation algorithm.
A.1 Model speciﬁcation
Let X = (x1,...,xn)′, where xi = (xi1,...,xip)′ are the ith unit’s covariates. For
each unit, let zi ∈ {0,1} be a latent class indicator, where zi = 1 when unit i lies
in the covariate space occupied by the treated units, and zi = 0 otherwise. Let
z = (z1,...,zn)′. We partition the covariate data into two groups by the latent class.
Let X1 = {xi,i : zi = 1} and X0 = {xi,i : zi = 0} correspond to the covariates for
units belonging to latent classes 1 and 0, respectively.
We assume there are q continuous variables and r categorical variables with q +
r = p. We partition X1 into its categorical variables, V 1 = (V 1
1 ,...,V 1
r ), and its
continuous variables, W 1 = (W 1
1,...,W 1
q ). Similarly, we partition X0 into V 0 and
W 0. The distribution of X is then
p(X|z) = p(X
1)p(X
0), (7)
26where we model both X1 and X0 using general location models.
Speciﬁcally, for X1 we have
p(X
1) = p(V
1,W
1) = p(V
1)p(W
1|V
1). (8)
The categorical data V 1 can be summarized using a contingency table. If each variable
V 1
j takes on dj distinct values, j = 1,...,r, then each unit can be classiﬁed into one
of D =
Qr
j=1 dj cells of the r-dimensional contingency table. Denote the resulting
set of cell counts by f1 = {f1
d : d = 1,...,D} where an appropriate (e.g. anti-
lexicographical) ordering of cells is assumed. The distribution of V 1 is a multinomial
distribution on the cell counts f1,
p(f
1|π
1) ∼ M(n
1,π
1), (9)
where n1 =
Pn
i=1 zi and π1 = {π1
d : d = 1,2,...D} is an array of cell probabilities.
For p(W 1|V 1), we use
W
1 = U
1 
1 + ǫ
1, (10)
where U1 = (u1
1,...,u1
n1)′ is a n1×D matrix, with row u1
i containing a one in position
d if unit i falls into cell d and zeros elsewhere, and ǫ1 = (ǫ1
1,...,ǫ1
n1)′ is a n1×q matrix
of error terms such that, ǫ1
i ∼ N(0,Σ1).
We similarly model X0 using a general location model,
p(X
0) = p(V
0,W
0) = p(V
0)p(W
0|V
0). (11)
Let f0 = {f0
d : d = 1,...,D} be the cell counts from the contingency table formed
by the cross-classiﬁcation of the variables in V 0. Its distribution is multinomial with
p(f
0|π
0) ∼ M(n
0,π
0) (12)
27where n0 = n−n1 and π0 = {π0
d : d = 1,2,...D} is an array of cell probabilities. For
p(W 0|V 0), we use
W
0 = U
0 
0 + ǫ
0, (13)
where U0 = (u0
1,...,u0
n0)′ is a n0×D matrix, with row u0
i containing a one in position
d if unit i falls into cell d and zeros elsewhere, and ǫ0 = (ǫ0
1,...,ǫ0
n0)′ is a n0×q matrix
of error terms such that, ǫ0
i ∼ N(0,Σ0).
We model the distribution of the latent class indicator conditional on treatment
so that,
p(zi = 1|Ti = 0) = π
∗ (14)
and,
p(zi = 1|Ti = 1) = 1. (15)
To complete the Bayesian speciﬁcation, we place prior distributions on the pa-
rameters. For π1 and π0, we use
π
1 ∼ Dir(α
1), π
0 ∼ Dir(α
0).
For ( 1,Σ1), we use
p( 
1,Σ
1) ∝ |Σ
1|
−(
q+1
2 ). (16)
We use similar non-informative prior distributions for ( 0,Σ0). Finally the prior
distribution for π∗ is
p(π
∗) = Be(a,b). (17)
28With this model speciﬁcation, the full conditional distributions of all unknowns are
available in closed form. This allows imputations to be drawn using data augmenta-
tion. We describe the I and P steps of the data augmentation in the next section.
A.2 I and P steps
First we deﬁne notation to characterize the missing and observed portions of the
dataset. For unit i with zi = 1, deﬁne its covariates by x1
i = (x1
i1,...,x1
ip)′. We
separate these into categorical and continuous covariates using v1
i = (v1
i1,...,v1
ir)′
and w1
i = (w1
i1,...,w1
iq)′, respectively. Let m1v
i and m1w
i be missing data indicators
with ones for variables with missing values and zeros otherwise. Let m1
i = (m1v
i ,m1w
i ).
Let the observed and missing data parts of the categorical variables be v1
obs,i = {v1
ij,j :
m1v
ij = 0} and v1
mis,i = {vij,j : m1v
ij = 1} respectively. Similarly, let w1
obs,i = {wij,j :
m1w
ij = 0} and w1
mis,i = {w1
ij,j : m1w
ij = 1} be the observed and missing values in the
continuous data for individual i. Similarly for unit i with zi = 0 deﬁne its covariates
by x0
i, with categorical covariates v0
i and continuous covariates w0
i. As before denote
the observed and missing data parts of the categorical variables as v0
obs,i and v0
mis,i
respectively. Similarly, deﬁne w0
obs,i and w0
mis,i as the observed and missing values in
the continuous data for individual i.
In addition, for each individual i where zi = 1, denote the set of cells that agree
with v1
obs,i as O1
i(d). For each unit i, partition  1
d and Σ1 by the observed and missing
portions of w1
i. Deﬁne  1o
d,i and Σ1o
i as the sub-vector and square sub-matrix of  1
d
and Σ1, respectively, corresponding to w1
obs,i. Similarly, deﬁne  1m
d,i and Σ1m
i as the
sub-vector and square sub-matrix of  1
d and Σ1, respectively, corresponding to w1
mis,i.
Deﬁne Σ1om
i as the k1
i × (q − k1
i) sub-matrix with rows of Σ1
i corresponding to w1
obs,i
and columns corresponding to w1
mis,i where, k1
i =
Pq
j=1(1 − m1w
ij ), and deﬁne Σ1mo
i =
Σ1om′
i .
Similarly for unit i with zi = 0 deﬁne O0
i(d),  0o
d,i, Σ0o
i ,  0m
d,i, Σ0m
i , Σ0om
i , and Σ0mo
i
in the same way.
29The I and P steps in the data augmentation algorithm used to impute the missing
values are then as follows. First, impute missing covariates for unit i with zi = 1.
Impute v1
mis,i from a single multinomial trial with probability that unit i falls into cell
d given by
p(i = d |v
1
obs,i,w
1
obs,i,π
1) =
exp(δ1o
d,i)
P
O1
i (d) exp(δ1o
d,i)
(18)
(19)
where
δ
1o
d,i =  
1o′
d,i
￿
Σ
1o
i
￿−1
w
1
obs,i −
1
2
 
1o′
d,i
￿
Σ
1o
i
￿−1
 
1o
d,i + log(π
1
d) (20)
for cells d that agree with O1
i(d) and zero otherwise. Let the imputed cell for unit i be
d1
com,i and the corresponding vector of categorical variables be v1
com,i. We then deﬁne
a corresponding n1 × D matrix U1
com = (u1
com,1,...,u1
com,n1)′, where u1
com,i contains a
one in position d1
com,i and zeros elsewhere.
Next impute w1
mis,i from a multivariate normal distribution conditional on w1
obs,i,
d1
com,i, and  1,Σ1. We have
p(w
1
mis,i|w
1
obs,i,d
1
com,i, 
1,Σ
1) = N(˜  dcom,i, ˜ Σi) (21)
˜  dcom,i =  
1m
dcom,i − Σ
1mo
i
￿
Σ
1o
i
￿−1
(w
1
obs,i −  
1o
dcom,i) (22)
˜ Σi = Σ
1m
i − Σ
1mo
i
￿
Σ
1o
i
￿−1
Σ
1om
i . (23)
Let the imputed continuous variables for unit i be w1
com,i. The completed co-
variate data set for units with zi = 1 is then X1
com = (V 1
com,W 1
com), where V 1
com =
(v1
com,1,...,v1
com,n1)′ and W 1
com = (w1
com,1,...,w1
com,n1)′. Let f1
com be the cell counts
from the table formed by V 1
com.
We impute missing covariates for unit i with zi = 0 similarly. First, impute v0
mis,i
30from a single multinomial trial with probability that unit i falls into cell d as
p(i = d |v
0
obs,i,w
0
obs,i,π
0) =
exp(δ0o
d,i)
P
O0
i (d) exp(δ0o
d,i)
(24)
where
δ
0o
d,i =  
0o′
d,i
￿
Σ
0o
i
￿−1
w
1
obs,i −
1
2
 
0o′
d,i
￿
Σ
0o
i
￿−1
 
0o
d,i + log(π
0
d) (25)
for cells d that agree with O0
i(d) and zero otherwise. Denote the imputed cell for unit
i to be d0
com,i and corresponding vector of categorical variables v0
com,i. We then deﬁne
a corresponding n0 × D matrix U0
com = (u0
com,1,...,u0
com,n0)′, where u0
com,i contains a
one in position d0
com,i and zeros elsewhere.
We next impute w0
mis,i from a multivariate normal distribution conditional on
w0
obs,i, d0
com,i, and  0,Σ0. We have
p(w
0
mis,i|w
0
obs,i,d
0
com,i, 
0,Σ
0) = N(˜  dcom,i, ˜ Σi) (26)
˜  dcom,i =  
0m
dcom,i − Σ
0mo
i
￿
Σ
0o
i
￿−1
(w
0
obs,i −  
0o
dcom,i) (27)
˜ Σi = Σ
0m
i − Σ
0mo
i
￿
Σ
0o
i
￿−1
Σ
0om
i . (28)
Let the imputed continuous variables for unit i be w0
com,i. The completed co-
variate data set for units with zi = 0 is then X0
com = (V 0
com,W 0
com), where V 0
com =
(v0
com,1,...,v0
com,n0)′ and W 0
com = (w0
com,1,...,w0
com,n0)′. Let f0
com denote the cell counts
from the table formed by V 0
com.
Finally we impute the latent class indicators zi using
p(zi|Ti = 0,π
∗,π
1, 
1,Σ
1,π
0, 
0,Σ
0,X
0
com,X
1
com) = Ber(ˆ π
∗
i), (29)
31where
ˆ π
∗
i =
exp(δ1)π∗
exp(δ1)π∗ + exp(δ0)(1 − π∗)
,
δ
1 =  
1′
dcom,i(Σ
1)
−1wcom,i −
1
2
 
1′
dcom,i(Σ
1)
−1 
1
dcom,i − log(|Σ
1|) + log(π
1
dcom,i),
δ
0 =  
0′
dcom,i(Σ
0)
−1wcom,i −
1
2
 
0′
dcom,i(Σ
0)
−1 
0
dcom,i − log(|Σ
0|) + log(π
0
dcom,i).
When any treated units have missing data, they are always imputed to be in class
z = 1.
Conditional on X1
com,X0
com we update the parameters in the following P steps.
First, update π1 conditional on X1
com using
p(π
1|X
1
com) ∼ Dir(α
1 + f
1
com). (30)
When the total number of categories is large, for example exceeding n1, analysts may
need to impose log linear constraints on the cell probabilities. Speciﬁcally, deﬁne a
D × s matrix C1 where s ≤ D. The log linear model requires π1 to satisfy,
log(π
1) = C
1λ
1 (31)
Typically C1 contains main eﬀects of each V 1
j and possibly interactions among selected
(V 1
i ,V 1
j ). Analysts can obtain posterior draws of π1 using Bayesian iterative propor-
tional ﬁtting; see Schafer (1997, Ch. 4) and Gelman et al. (1995) for details. We used
the R statistical software package “cat” (http://www.stat.psu.edu/ jls/misoftwa.html),
developed by Joseph L. Schafer to obtain posterior draws for π1. Conditional on π1
and X1
com, we then update ( 1,Σ1) in a block using
Σ
1|π
1,X
1
com ∼ W
−1(N1 − D,(ˆ ǫ
1′
ˆ ǫ
1)
−1), (32)
 
1|π
1,Σ
1,X
1
com ∼ N(ˆ  
1,Σ
1 ⊗ (U
1′
comU
1
com)
−1), (33)
32where ˆ ǫ1 = W 1
com−U1
comˆ  1 is the matrix of estimated residuals and ˆ  1 = (U1′
comUcom)1−1
U1′
comW 1
com
is the least squares estimate of  1. Again when D is large a linear model for  1 on
V 1 can be speciﬁed. Deﬁne a D × t design matrix A1, where t ≤ D. We re-express
equation (10) as
W
1 = U
1A
1β
1 + ǫ
1, (34)
where β is a (reduced) t × q matrix of regression coeﬃcients. As with C1, columns
of A1 are typically chosen to reﬂect the structure of V 1, with main eﬀects of each V 1
i
and possibly interactions among selected (V 1
i ,V 1
j ). Posterior draws of β1 and Σ1 can
be sampled as in the P-steps in (32) and (33), replacing U1
com with U1
comA1.
We update parameters (π0, 0,Σ0) conditional on X0
com in a similar manner, using
p(π
0|X
0
com) ∼ Dir(α
0 + f
0
com) (35)
Σ
0|π
0,X
0
com ∼ W
−1(N0 − D,(ˆ ǫ
0′
ˆ ǫ
0)
−1), (36)
 
0|π
0,Σ
0,X
0
com ∼ N(ˆ  
0,Σ
0 ⊗ (U
0′
comU
0
com)
−1), (37)
Again with large D, analysts can place a log linear model for π0 that requires π0 to
satisfy
log(π
0) = C
0λ
0 (38)
for a D × s matrix C0 with s ≤ D. Analysts can draw values of π0 by Bayesian
iterative proportional ﬁtting using the “cat” routine. Also, as with  1, analysts can
specify a linear model for  0 on V 0. Let A0 be a D × t design matrix, where t ≤ D.
We re-express equation (13) as
W
0 = U
0A
0β
0 + ǫ
0, (39)
where β0 is a (reduced) t × q matrix of regression coeﬃcients. Posterior draws of
33β0 and Σ0 can be sampled as in the P-steps in (36) and (37), replacing U0
com with
U0
comA0.
Finally we update parameter π∗ by,
p(π
∗|T,a,b,z) = Be
 
a +
X
i:Ti=0
zi, b +
X
i:Ti=0
(1 − zi)
!
. (40)
B Further details of the breast feeding data anal-
ysis
We present here further details of the analysis of the breast feeding data considered
in Section 5. In that analysis, we transformed several continuous variables prior to
estimating the imputation models. Graphical displays revealing why these transfor-
mation were necessary are presented here. We also provide more detailed summaries
of balance on the variables measuring mother’s intelligence and mother’s years of
education, two variables that were badly imbalanced in the treated group and the
observed full control reservoir.
B.1 Transformations of variables
Several continuous covariates had clearly non-normal distributions. To make imputa-
tions based on the general location models more plausible, we transformed variables
using simple transformations suggested by the Box-Cox procedure (Box and Cox,
1964). Figures 11 – 15 summarize these transformations. The transformed variables
are more reasonably described by normal distributions than the raw variables. As
noted in the main text, we also categorized two continuous variables because of their
highly non-normal distributional shapes. We categorize the number of weeks the
child was born premature into three levels: not preterm (zero weeks), moderately
preterm (one to four weeks), and very preterm (ﬁve or more weeks), with cut points
determined from guidelines of the March of Dimes (www.marchofdimes.com). The
34categorization was used because weeks preterm has a very large spike at zero weeks
as seen in its histogram displayed in Figure 16. Finally, we categorized the number
of weeks that the mother worked in the year prior to giving birth into four levels: not
worked at all, worked between 1 and 47 weeks, worked 48-51 weeks, and worked all
52 weeks. This variable has a distinct U shaped histogram, which would be diﬃcult
to capture with a normal model; see Figure 17.
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Figure 11: Histograms of diﬀerence between mother’s age at birth and in 1979 before
and after square root transformation.
35mother’s intelligence
F
r
e
q
u
e
n
c
y
0 20 40 60 80 100
0
1
0
0
2
0
0
3
0
0
4
0
0
transformed mother’s intelligence
F
r
e
q
u
e
n
c
y
2 4 6 8 10
0
5
0
1
0
0
1
5
0
Figure 12: Histograms of mother’s intelligence before and after square root transfor-
mation.
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Figure 13: Histograms of child days in hospital before and after log transformation.
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Figure 14: Histograms of mother days in hospital before and after log transformation.
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Figure 15: Histograms of family income before and after log transformation.
37weeks preterm
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Figure 16: Histogram of weeks preterm for subjects in the breast feeding study.
weeks worked before birth
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Figure 17: Histogram of weeks mother worked in the year before giving birth for
subjects in the breast feeding study.
38B.2 Balance on key covariates
In Section 5, we present box plots summarizing the distributions of mother’s intelli-
gence and mother’s years of education for treated and matched control units based
on the latent class general location model. Tables 4 and 5 display more detailed
percentiles for the distributions of these variables. The treated and matched controls
are well balanced with respect to these covariates.
Percentile Treated Matched Control
5 2.83 3.16
10 4.00 4.18
15 4.82 4.92
20 5.66 5.48
25 6.48 5.92
30 6.78 6.44
35 7.21 6.84
40 7.42 7.55
45 7.62 7.92
50 7.87 8.06
55 8.19 8.19
60 8.43 8.37
65 8.60 8.59
70 8.83 8.77
75 8.94 8.94
80 9.22 9.17
85 9.43 9.26
90 9.62 9.46
95 9.80 9.75
Table 4: Percentiles of mother’s intelligence for treated and matched controls from
the latent class general location model.
39Percentile Treated Matched Control
5 10 11
10 12 12
15 12 12
20 12 12
25 12 12
30 12 12
35 12 12.25
40 13 13
45 14 14
50 14 14
55 15 14
60 15 15
65 16 15.75
70 16 16
75 16 16
80 16 16
85 16 16
90 17 17
95 18 18
Table 5: Percentiles of mother’s education in years for treated and matched controls
from the latent class general location model
40C Design of the simulation studies
We simulated the covariates described in Figure 1 as follows.
xi1 = 50 + 0.8i + ǫi1, ǫi1 ∼ N(0,75) (41)
xi2 = 0.000001i
3 + ǫi2, ǫi2 ∼ N(0,10) (42)
for i = 1,...,1200. This results in the covariates having a cubic relationship. Each
unit is assigned a binary treatment indicator Ti using
p(Ti = 1) = 0.5I(i > 800), i = 1,...,1200. (43)
To introduce missing values in x2, we assign missing data indicators mi for each unit
i, where mi = 1 indicates that xi2 is missing and mi = 0 indicates that xi2 is observed.
This is done using the logistic regression,
logit
￿
P(mi = 1)
￿
= −3 + 0.005xi1. (44)
We simulated the covariates described in Figure 3 as follows. We simulate covari-
ates for 400 units using
(xi1,xi2)
′ ∼ N( ,Σ), (45)
where   = (140,60)′ and Σ is such that both xi1 and xi2 have a variance of 5 with
correlation 0.6. Of these units, 100 are randomly allocated to treatment. We simulate
covariates for 995 units from a multivariate normal distribution with   = (132,52)′
and Σ such that both xi1 and xi2 have a variance of 20 with correlation 0.6. Finally
we simulate covariates for ﬁve outlying units from a multivariate normal distribution
with   = (20,52)′ and Σ is such that both xi1 and xi2 have a variance of 5 and are
uncorrelated. To introduce missing values in x2, we assign missing data indicators mi
41using the logistic regression,
logit
￿
P(mi = 1)
￿
= −34 + 0.25xi1. (46)
We simulated the covariates described in Figure 7 as follows. For i = 1,...,1200,
we have
x1i = 50 + 0.8i + ǫ1i, ǫ1i ∼ N(0,75) (47)
x2i = 50 + 0.8i + ǫ2i, ǫ2i ∼ N(0,10). (48)
This results in the covariates having a linear relationship. Each unit is assigned a
binary treatment indicator Ti using
p(Ti = 1) = 0.5I(i > 800), i = 1,...,1200. (49)
To introduce missing values in x2 we assign missing data indicators mi for each unit
i using the logistic regression,
logit
￿
P(mi = 1)
￿
= −3 + 0.005xi1. (50)
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