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Available online 6 October 2016AbstractPath planning in changing environments with difficult regions, such as narrow passages and obstacle boundaries, creates significant chal-
lenges. As the obstacles in W-space move frequently, the crowd degree of C-space changes accordingly. Therefore, in order to dynamically
improve the sampling quality, it is appreciated for a planner to rapidly approximate the crowd degree of different parts of the C-space, and boost
sample densities with them based on their difficulty levels. In this paper, a novel approach called Adaptive Region Boosting (ARB) is proposed
to increase the sampling density for difficult areas with different strategies. What's more, a new criterion, called biased entropy, is proposed to
evaluate the difficult degree of a region. The new criterion takes into account both temporal and spatial information of a specific C-space region,
in order to make a thorough assessment to a local area. Three groups of experiments are conducted based on a dual-manipulator system with 12
DoFs. Experimental results indicate that ARB effectively improves the success rate and outperforms all the other related methods in various
dynamical scenarios.
Copyright © 2016, Chongqing University of Technology. Production and hosting by Elsevier B.V. This is an open access article under the
CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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As one of the most fundamental researches in robotic
field, path planning has been applied in many other disci-
plines such as aviation, industrial manufacturing, games/
virtual reality and so on. The generalized motion planning
problem has been proved to be PSPACE-hard [1]. Therefore,
many sampling based methods have been proposed to
reduce computational complexity. Probabilistic Roadmap
method (PRM) [2] and rapidly exploring Random Tree
(RRT) [3] are two of the most successful ones with prob-
abilistic complete guarantee. Though in the past two de-
cades many variants of PRM [4,5] have gained great
success in solving path planning problems even in high-* Corresponding author.
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environments.
Difficult region creates a significant challenge for
sampling-based methods to pass through, because it is hard to
put enough samples in difficult region to construct a sufficient
roadmap. In static environments, many non-uniform methods
[6e9] are proposed to increase sampling density in difficult
regions. Some heuristic measures are also proposed to solve
the difficult region problem, such as predictive models [10,11],
Approximate Cell Decomposed (ACD) [12], Region-sensitive
method [13] and so on. Here, Region-sensitive method iden-
tifies difficult regions with probability density estimation to
obtain approximate structure of C-space. Although all the
methods above perform well in static environments, there are
still lots of problems required to be solved under changing
environments.
Path planning in changing environments encounters great
challenges since the validity of sampling points changeshosting by Elsevier B.V. This is an open access article under the CC BY-NC-ND
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[14e16] is an extension of PRM for path planning in changing
environments, which is an uniform sampling method up
against many troubles from difficult regions. In the past
several years, only a few works [17e20] have focused on this
conundrum. In changing environments, shapes and positions
of regions change frequently according to the motion of ob-
stacles. Particularly, some regions become more and more
difficult and some regions become freer and freer based on the
moving trend of obstacles. Hereby, the crucial issue is how to
efficiently boost sampling quality in different difficult-level
regions in order to increase the connection degree of the
roadmap.
In this paper, a novel method named Adaptive Region
Boosting (ARB) is proposed for path planning in changing
environments, which could adaptively boost the sampling
quality of regions based on the different crowd-degrees. The
motivation of ARB is to find a heuristic measure for the
“difficulty-degree” of the region around every valid sampling
point. Biased entropy is proposed to evaluate difficult degree
of a region. Low biased entropy represents low difficult de-
gree, therefore the higher the biased entropy is, the more
difficult the local region is.
By considering the difference between two adjacent frames,
not only space information is captured, but also time infor-
mation is taken into account to evaluate changing degree of a
local region in updating phase. Our approach includes two
steps. In preprocessing phase, a hierarchical sampling strategy
is proposed to construct the roadmap by two layers of samples.
In updating phase, more samples will be adaptively activated
in difficult regions in order to boost sampling density within
these regions.
Our contributions can be concluded as follows:
1) Biased entropy is proposed to evaluate the difficult degree
of a specific C-space region by considering both temporal
and spatial information.
2) Various boosting strategies are presented to adaptively
increase the sampling density within difficult regions
based on the various difficult degree.
The rest of this paper is organized as follows. Section 2
describes related works. Details of our method are given in
Section 3. Three groups of experiments are conducted and
analyzed in Section 4. Finally, conclusions are drawn in
Section 5.
2. Related works2.1. DRMDynamic Roadmap method (DRM) [14e16], which is a
variant of PRM, has been successfully applied in changing
environments. Initially, DRM generates sampling points
randomly in C-space with no obstacles. Then the W-space isdecomposed into basic cells to construct the mappings be-
tween the cells in W-space and the roadmap in C-space. The
core of DRM includes two kinds of mappings, node mapping
and edge mapping:
FpðwÞ ¼

q2GpjUðqÞ∩wsf
 ð1Þ
FeðwÞ ¼ fe2GejUðqÞ∩wsf for some q2eg ð2Þ
Here, G ¼ fGp;Geg is the roadmap constructed in C-space,
where Gp and Ge are the nodes and edges set of the roadmap,
respectively. Functions FpðwÞ and FeðwÞ are the mappings of
nodes and edges. Nodes and edges of the roadmap are labeled
as invalid if the basic cell w of W-space is occupied by ob-
stacles. UðqÞ denotes a subset of basic cells which are occu-
pied by a robot whose configuration is q.
However, it is too complex to compute the nodes mapping
FpðwÞ and the edges mapping FeðwÞ. Instead, we generally
compute the inverse mappings F1p ðwÞ and F1e ðwÞ. The
computing of F1p ðwÞ [18] is that the robot in the W-space is
first set to the configuration q in C-space, and then a seed cell
is put inside the robot and expanded in each direction until all
cells UðqÞ are found by collision detector. In general, vast time
is needed to compute edge mapping in order to verify whether
edge e is valid or not. Therefore, edge mapping is not used
frequently in computing, while node mapping is the core of
DRM method.
By quickly updating the roadmap to indicate invalid nodes
and edges of the roadmap when obstacles are moving, DRM
performs well in changing environments. However, difficult
region problem is also a tremendous challenge for DRM
planner.2.2. Dynamic Bridge Builder methodDifficult region problem creates tremendous difficulty for
path planning, as there are so few sampling points within these
regions that planners can not find a collision-free path. This
problem becomes more urgent in changing environments,
because the positions and the shapes of narrow passages
change frequently. How to increase sampling density within
difficult areas is worth to be studied.
Some bridge builder planners are proposed to work out
difficult regions in changing environments, such as Dynamic
Bridge Builder (DBB) [18]. In preprocessing phase, DBB
generates sample points and constructs a new roadmap like
DRM. Then, DBB computes midpoints of edges in the road-
map and generates incremental points around those midpoints.
Afterward, W-C mapping of sampling points is calculated to
ensure validity of sampling points and edges. If the midpoint
of an edge is valid and two endpoints are invalid, this edge is
regarded as a bridge which identifies a local region of a narrow
passage. In updating phase, DBB rebuilds new bridges online
by traversing all the edges.
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phase, two different strategies are used to boost these regions.
The first one is to activate incremental points around those
bridges, which means more time will be consumed to compute
W-C mapping for those incremental points during pre-
processing phase. This strategy is written as DBB-I [18]. The
other is to predict the validity of incremental points by using
Parzen-Window estimation in updating phase and delaying
collision detections to query phase. In this way, it can decrease
the preprocessing time. This strategy is written as DBB-II
[19].
Although DBB has achieved great performance in changing
environments with difficult regions, it still has some defi-
ciency. It is difficult for DBB to identify narrow passages
completely as there will be some situations when no bridges
could be found in difficult regions.2.3. Parzen Window density estimationFig. 1. Framework of Adaptive Region Boosting Method.Various machine learning algorithms [21] have been
applied to estimate the probability density of valid sampling
points in a local area. In this paper, active learning algorithms
are utilized since the learner can classify different kinds of
regions from which it learns. Parzen-Window is a well-known
density estimation method which has been extensively used in
pattern recognition, classification, prediction and so on.
Parzen-window estimates the Probability Density Function
(PDF) which is derived from a large amount of samples.
Assume that x is a random sample, a window function is
used to determine how many observation samples fx1;…; xng
fall within the window around x. Then, the Probability Density
Function (PDF) value P(x) is defined as the sum of the con-
tributions from the observations to this window. The Parzen-
window estimates can be defined as follows:
PðxÞ ¼ 1
n
Xn
i¼0
1
hd
K

x xi
h

; ð3Þ
where Kð,Þ is the window function of d-dimensions, and
hdð> 0Þ is the window width. If the window is small enough, it
will actually enclose zero points within the window. There-
fore, that is the drawback of Parzen-Window Estimation.
Therefore, in this paper, the K-nearest neighbors strategy is
chosen to compute biased entropy, which sets the size of the
window depending on the biggest distance between two
points.
3. Adaptive Region Boosting method3.1. Overview of our methodIn changing environment, a time period is divided into a
series of slices. In each time slice, the environments are
viewed as static environments. For convenience, a time slice is
called a frame. Obviously, the more slices in a time period, the
more accurate we simulate the real environment.It is one of the most crucial problems to estimate how
difficult a region is in real time. In this paper, the difficult
degree of a region can be roughly estimated with information
of a few sampling points. Biased entropy of a valid point
represents the difficult degree of the local region around this
point. The biased entropy difference between two adjacent
frames can evaluate the changing degree of a region through
time. With this difference, an Adaptive Region Boosting
(ARB) method is proposed to boost difficult regions in order to
find a free path effectively and efficiently.
During preprocessing phase, the roadmap is constructed
by Hierarchical Sampling Strategy (HSS). After this, W-C
nodes mapping of the roadmap is calculated for obtaining
validity of these points online. During updating phase, the
roadmap is updated through W-C mapping and then the
biased entropy value of the valid points is computed to
evaluate difficult degree of regions. Our approach computes
biased entropy to evaluate how many incremental points
need to be activated to boost the difficult regions. The A*
algorithm is used to search a safe path. The safety of the
path is also weighted by the entropy value. The smaller the
entropy value of the sampling point is, the safer the path is.
The flow chart of the proposed method is also shown in the
Fig. 1.3.2. Preprocessing phaseHierarchical Sampling Strategy (HSS) is used in this paper
to construct the roadmap in preprocessing phase. As shown in
Fig. 2, the roadmap consists of two level points in C-space,
which are main points and incremental points. Initially, the
main points are generated in C-space, then, the roadmap is
constructed by a straight-line local planner using Manhattan
distance [22]. Finally, the incremental points are generated
around main points.
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centers which are the nodes of P initially. Then each node of B
is connected to its k-nearest neighbors. This roadmap is
denoted by G ¼ fGpðP;BÞ;Geg, in which P ¼ fp1;…; png is
the set of main points, B ¼ fB1;…;Bng is the set of incre-
mental points and Ge is the set of edges in the roadmap. Here,
Bi is the set of the incremental points around pi. At the
beginning, all points of B will be marked as inactive, which
means they will be ignored in the course of searching a path.
The W-C node mapping for points of P and B should be
computed in the preprocessing phase, in order to update their
validity fast for each query. In updating phase, when incre-
mental points around the main points need to be activated,
these incremental points are used to search a path.3.3. Biased entropyIn this paper, new statistic information of regions are uti-
lized to classify regions around sampling points. The biased
entropy, which is a measure of the disorder of the samples in a
region, is used to evaluate difficult degree of the region. The
higher the biased entropy is, the more difficult the region is.
In order to calculate the biased entropy value, Parzen
Window estimation, which is an activate machine learning
method, is adopted to estimate probability density. Since en-
tropy represents the information of a probability distribution,Fig. 2. Hierarchical Sampling Strategy (HSS) is used to construct the roadmap.
Black points are main points. Blue points are incremental points.Parzen Window is needed to provide the probability infor-
mation of sampling points in a region.
As shown in Fig. 3, Nq ¼ fq1, …, qkg is the set of K-
nearest neighbor points of point q. The region Rq is the
smallest area which contains Nq∪q. The Pvalid and Pinvalid
denote the set of valid and invalid sampling points, respec-
tively. The observation probability is defined as the probability
of valid sampling points. The probability estimation is defined
as:
PðqÞ ¼
Pvalid∩NqPvalid∩Nqþ Pinvalid∩Nq : ð4Þ
Assume initial point q to be a valid sampling point,
then Pvalid∩Nqsf and PðqÞ2ð0; 1. However,Pvalid∩Nqþ Pinvalid∩Nq ¼ K þ 1 is constant and P(q) is a
linear function, which needs a large amount of samples to
ensure high accuracy. Therefore, simple K-nearest neighbors
method is not applied to local regions.
Thus, information entropy is introduced to be a measure of
the disorder of the samples in a specific region. The entropy
value of the initial point is calculated by P(q). In C-space,
PðqÞ2ð0; 1, because all sampling points in R are valid or
invalid. Then, the entropy is defined as:
HðPðqÞÞ ¼ PðqÞlogPðqÞ; ð5Þ
when P ¼ 0.5, HðPðqÞÞ gains the maximum. However, it is not
a monotone function. It is difficult to measure difficult degree
of regions, such as, approximately free regions, obstacle
boundaries and narrow passages. A new estimating function
called biased entropy is defined as:
eðqÞ ¼

1þPðqÞlogPðqÞ; PðqÞ<1=2;
PðqÞlogPðqÞ; else: ð6Þ
Function e(q) is a decreasing function, which denotes in-
formation entropy of a valid sampling point. The higher e(q)
is, the more difficult the region Rq will be considered. As
shown in Fig. 4, there are fewer valid points within narrow
passages than in regions of obstacle boundaries, the biased
entropy of the point within narrow passages is higher thanFig. 3. Sampling with K-nearest strategy. Point q is the center point and q1,
…,qk are K-nearest neighbor points.
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is an effective measure to evaluate difficult degree of regions.3.4. Region boosting strategyFig. 4. This figure illustrates how the biased entropy works. The higher e(q) is,
the more difficult the region Rq will be considered. Narrow passages have high
value of biased entropy. Obstacle boundaries have middle value of biased
entropy. Approximately free regions have low value of biased entropy.During updating phase, the roadmap needs to be updated all
the time. In every frame, the roadmap is updated by W-C
mapping according to which cell in W-space is occupied by
obstacles or robots. In our method, the roadmap is also
updated with an adaptive boosting region method, which is
shown in Algorithm 2.
When obstacles move in W-Space, obstacle regions in C-
space will change accordingly. Since the motion of obstacles is
unknown, the changing degree of regions in C-space is quite
different. For example, if some regions become narrow pas-
sages from free regions between two frames, these regions
have a more intensity change than the other regions in
contrast. Thus, the difference of e( p) can represent the
changing degree of region Rp, which is defined as:
d ¼ eðpiÞnew  eðpiÞold; ð7Þ
where d2½1; 1. Here, enew( p) and eold( p) are e( p) in pre-
vious frame and e( p) in current frame respectively.
We assume that caold and canew represent how many in-
cremental points have been activated in previous frame and incurrent frame, respectively. caold and canew are initialized with
0, which represent all the incremental points Bi that have not
been activated. If d > 0, the region Ri becomes more and more
difficult. Thereby, the number of activated incremental points
needs to be increased. On the contrary, if d < 0, the difficult
degree of region Ri becomes much smaller. Hereby, the
number of activated incremental points needs to be decreased.
The absolute value jdj represents changing degree of Ri. The
higher jdj is, the more incremental points need to be activated
or inactivated for updating the roadmap. The number of in-
cremental points in the new roadmap is represented by:
canew ¼ caold þ d*jBij; ð8Þ
where jBij represents the number of total incremental points
around pi. However, when canew > jBij or canew < 0, we reset
canew ¼ jBij or canew ¼ 0 respectively. In other words, if
canew > jBij, all incremental points in Bi are activated. If
canew < 0, all incremental points in Bi are inactivated. As
shown in Fig. 5(a), the difficult degree of region Rp becomes
smaller, some activated points are inactivated to constrain
scale of the roadmap. As shown in Fig. 5(b), the region Rp
becomes more and more difficult, some inactivated points are
activated to boost this region.
With the adaptive region boosting method, more points are
sampled in more difficult regions. Moreover, changing degree
of regions is also taken into account to represent how many
incremental points are needed to be activated or inactivated, in
order to balance the density of sampling points in local areas
with different motion of obstacles.
During query phase, the roadmap is updated by adaptive
region boosting method with moving obstacles and moving
robots in every frame. After that, A* algorithm is adopted to
search a collision-free path, and robot moves to the next
configuration.
4. Experiments and analysis
In order to evaluate the proposed method, extensive ex-
periments are implemented with two manipulators modeled by
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(FS03N) in 3D W-space. The two manipulators are mounted
on two fixed bases which amount to 12-DoFs. 12 dimensional
C-space is constructed, because the 12-DoFs of manipulators
are considered simultaneously. The reachable workspace of
two manipulators is decomposed into 406134 grids, and
each grid is a cube with the size of 4  4  4. Collision
detection in our experiments is implemented by a free 3D
Collision Detection Library, ColDet 1.1. All the experiments
are carried out on an Intel Dual-core CPU 3.00 GHz with 4 GB
memory.4.1. Scenarios of experimentsThree groups of experiments are arranged to evaluate the
proposed method, as shown in Fig. 6. The planning tasks are to
finish a hand shaking movements between two manipulators
while passing through variant obstacles. The start and goal
positions of each scenarios are given in Figs. 7e9, respec-
tively. As shown in Fig. 6(a), two horizontal small boards are
moving up and down in a big board with two rectangular
holes, creating four dynamic holes for robots to pass through.
Scenario II consists of a square board with a hole moving up
and down in the air, the start and goal positions can be found
in Figs. 6(b) and 8, respectively.
Six bars flying in the air construct a more complex envi-
ronment which is shown in Fig. 6(c). All the bars are hori-
zontal, while four of them are in the periphery of two
manipulators and the other two are between two manipulators.
The outside 4 bars move up and down and the other 2 bars
move up and down in opposite direction. During the run time,
two vertical bars first move toward each other. When they are
close enough, they drift apart in the opposite direction. The
start and goal positions can be found in Figs. 6(c) and 9,
respectively. The start configuration is constant. In all sce-
narios, each bar has a move range, once the maximum distance
is reached, the corresponding direction is reversed.Fig. 5. Two different situations for narrow passage. The blue region is current obstac
are main points. The purple points are incremental points which are activated in
points. (a) The difficult degree of region Rp becomes smaller, blue points are inact
becomes higher, blue points are activated to boost the region.4.2. Analysis of parametersFirstly, the value of a crucial parameter is discussed. In
ARB, entropy value is calculated by K-nearest neighbors
method. Thereby, parameter K has a significant influence on
the performance of the planner. If K is very small, no enough
sampling points to estimate accurately makes region classifi-
cation unreliable. On the contrary, if K is very large, the region
Rq becomes too large leading to an increasing error rate. In
order to obtain optimal K, 100 experiments are carried out
with different K in different scenarios.
As shown in Fig. 10, success rate of the planner is low with
both large and small K. However, when K ¼ 15 or K ¼ 20, the
success rate is higher than others. As to different scenarios, the
best choice of parameter K is different. Nevertheless, K ¼ 15
is the best choice to consider both computing cost and success
rate. Therefore, K ¼ 15 is selected in ARB.
The size of region Rq also depends on parameter K. The
diameter of Rq is the furthest distance between two points
which are K-nearest neighbors of q. Furthermore, as the center
of region Rq is not always point q, all the regions are restricted
in the boundaries of C-space.4.3. Analysis of preprocessing phaseDuring preprocessing phase, some samples are generated to
construct the roadmap at first, called the main points. Then,
the incremental points are generated around main points and
connected to the roadmap. However, these incremental points
are inactivated initially, which means these points and edges
will not be searched until they are activated. In this paper,
there are eight incremental points around every main point.
After that, W-C nodes mapping of all points are computed to
obtain validity of these points in updating phase.
Table 1 summarizes the number of sampling points in
different methods. Here, column NP is the number of main
points which are initial vertex of roadmap. The cardinality ofle's region and the gray region represents its previous position. The black points
previous frame. The blue points is newly activated or inactivated incremental
ivated to constrain scale of the roadmap. (b) The difficult degree of region Rp
Fig. 6. Experiment scenarios I(a), II(b), III(c) are shown in this figure, each consist of 12 DoFs.
Fig. 7. Four goal configurations of scenario I are shown. The planner tends to choose the safer goal area to reach.
185R. Kang et al. / CAAI Transactions on Intelligence Technology 1 (2016) 179e188P is crucial in realization. If it is too large, updating phase will
be time consuming. If it is too small, roadmap does not contain
enough information for C-space construction. Column NM is
the number of the middle points which are used in DBB-I and
DBB-II to identify narrow passages. NB is the number of the
incremental points in ARB, DBB-I and DBB-II. Column NS is
the total number of sampling points in C-space. Column Tc is
the time of constructing roadmap without W-C mapping.
As shown in Table 1, ARB, DBB-I and DBB-II have the
same NP and DRM creates the same number of total sampling
points with ARB. In preprocessing phase, much fewer total
sampling points are generated in ARB than DBB-I with the
same number of main points, because the middle points arenot computed and much fewer incremental points are gener-
ated in ARB. The NS of DBB-II is smaller than DBB-I,
because the incremental points are generated around main
points instead of midpoints in DBB-I. Tc of ARB and DBB-I
are similar to DRM, because ARB and DRM have similar NS.
DBB-I has more sampling points and more time of roadmap
construction, because more sampling points are generated and
it needs much more time to connect these points.4.4. Analysis of updating phaseDuring updating phase, the obstacle region in C-space
changes with the obstacles in W-space. The faster the
Fig. 8. Two goal configurations of Scenario II are shown.
Fig. 9. Two goal configurations of Scenario III are shown.
Fig. 10. Selection of Parameter K. The optimum value of K differs in different
scenarios. However, K ¼ 15 performs very well in all the scenarios.
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order to evaluate performance of our method, different speeds
of obstacles and different methods are taken into account in
experiments.
Tables 2e4 summarize the results of ARB compared with
other methods in different motion speeds of obstacles. Each
group of experiments is tested for 200 times from a random
start configuration to the goal configurations. Here, column
SRavg represents average success rate of planning. Column
Navg and column Nl represent the number of average re-
searching times and largest re-searching times, respectively.
Column Tp is the time of preprocessing phase and column Tavg
is the average planning time.Table 1
The number of sampling points in different methods.
Method NP NM NB NS Tc(s)
ARB 500 e 4000 4500 3.43
DBB-II 500 1580 2500 4580 3.87
DBB-I 500 1580 7900 9680 7.36
DRM 4500 e e 4500 3.51
Table 2
Results of different methods with different moving speed of obstacles under
Scenario I.
Method Speed SRavg Navg Nl Tp (min) Tavg(s)
ARB 2 cm/s 93.89% 12.81 23 14.02 0.572
DBB-II 88.93% 22.17 30 8.39 0.487
DBB-I 88.53% 21.32 32 25.72 0.516
DRM 71.92% 33.65 49 14.52 0.526
ARB 3 cm/s 93.37% 12.27 25 14.02 0.576
DBB-II 85.75% 23.18 38 8.39 0.493
DBB-I 84.79% 24.32 40 25.72 0.554
DRM 38.38% 37.37 46 14.52 0.568
ARB 4 cm/s 92.55% 12.11 20 14.02 0.581
DBB-II 82.84% 28.59 44 8.39 0.537
DBB-I 82.63% 30.53 46 25.72 0.589
DRM 61.13% 42.65 50 14.52 0.591
Table 3
Results of different methods with different moving speed of obstacles under
Scenario II.
Method Speed SRavg Navg Nl Tp (min) Tavg(s)
ARB 2 cm/s 92.15% 16.81 25 15.34 0.559
DBB-II 87.33% 33.19 44 9.68 0.49
DBB-I 85.98% 35.32 45 25.72 0.516
DRM 74.54% 48.65 55 15.14 0.534
ARB 3 cm/s 91.95% 17.53 27 15.34 0.563
DBB-II 85.56% 39.54 48 9.68 0.516
DBB-I 85.13% 43.93 53 25.72 0.546
DRM 71.84% 52.68 61 15.14 0.587
ARB 4 cm/s 91.05% 18.85 27 15.34 0.57
DBB-II 82.34% 43.59 53 9.68 0.537
DBB-I 82.14% 47.51 58 25.72 0.563
DRM 68.29% 55.68 62 15.14 0.593
Table 4
Results of different methods with different moving speed of obstacles under
Scenario III.
Method Speed SRavg Navg Nl Tp (min) Tavg(s)
ARB 2 cm/s 94.38% 14.27 19 14.56 0.542
DBB-II 89.36% 24.42 30 8.91 0.495
DBB-I 89.01% 27.3 32 25.72 0.546
DRM 73.96% 37.23 46 14.61 0.524
ARB 3 cm/s 93.67% 14.65 20 14.56 0.545
DBB-II 87.65% 35.85 40 8.91 0.502
DBB-I 87.16% 35.39 41 25.72 0.59
DRM 72.43% 45.59 51 14.61 0.53
ARB 4 cm/s 92.94% 14.84 20 14.56 0.544
DBB-II 85.98% 40.37 47 8.91 0.513
DBB-I 84.31% 42.54 49 25.72 0.587
DRM 70.01% 51.98 57 14.61 0.538
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ARB is higher than other methods in all scenarios. The SRavg
of ARB achieves much improvement compared with DRM,
because there are few sampling points within difficult regions
in DRM. DBB-I and DBB-II are proposed to solve difficult
region problems in changing environments. However, only a
part of difficult regions can be identified in DBB-I and DBB-
II, because only a few bridges could be built in updating phase
and many difficult regions are not boosted in updating phase.ARB computes the entropy value of valid points and boosts
the regions around them. In this way, more regions can be
boosted than DBB-I and DBB-II. Therefore, the SRavg of ARB
gains huge improvements compared with the other methods.
With the same speed, the Navg and Nl of ARB are much
smaller than DBB-I's and DBB-II's in all scenarios. It is due to
the fact that DBB-I and DBB-II only identifies a part of
difficult regions, while more local regions are boosted for
increasing density of sampling points in difficult regions.
Moreover, the Navg and Nl of DBB-I and DBB-II in scenario II
are much larger than those in scenario I and III. Because the
goal configuration is within narrow passages in scenario II,
scenario II is more difficult than the others. However, the Navg
and Nl of ARB in scenario II do not increase much more than
the others. It presents that ARB can be used in various
environments.
The Tp of DBB-I is larger than the other methods in all
scenarios with the same speeds, because it has larger NS and
W-C mappings of all these points are calculated. The DBB-II
achieves the least Tp, because the validity of the incremental
points in DBB-II is predicted in updating phase and W-C
mappings are not computed in preprocessing phase. The Tp of
ARB is same as DRM's, because the same number of sam-
pling points needs to compute W-C mappings. The Tavg of all
methods are similar. ARB and DBB-I cost much time to up-
date a large amount of sampling points. DBB-II costs
some time to compute predictive model. In conclusion, ARB
outperforms the other methods with the same speed of
obstacles.
With different speeds of obstacles, the SRavg of ARB is
similar in each scenario. However, the SRavg of the other
methods is decreasing with higher speed. It is due to the fact
that the changing degree of environments is taken into account
in ARB. The number of activated points depends on the
changing degree of the region. The ARB has excellent uni-
versality for various environments. In a word, the ARB gains
better outstanding performance than the other related methods.
5. Conclusions
In this paper, Adaptive Region Boosting (ARB) method is
proposed to boost regions with difficult degree of regions in
changing environments. A new criterion called biased entropy
is proposed to evaluate the difficult degree of a local region in
this paper. Moreover, the absolute value of difference between
two biased entropy in two continuous frames can evaluate the
changing degree of the region. Our approach works in two
phases. In preprocessing phase, main points and incremental
points are generated to construct the roadmap. In updating
phase, the biased entropy difference is used to determine the
number of activated incremental points. Compared to other
related works, ARB has higher success rate of planning and
less re-planning time. ARB is more suitable for various
changing environments than DBB-I and DBB-II, as most local
regions are boosted adaptively by our approach. In conclusion,
ARB outperforms the other related works, as shown in the
experiments.
188 R. Kang et al. / CAAI Transactions on Intelligence Technology 1 (2016) 179e188However, there are a few significative works on excavating
information of regions in DRM method. For example, tracking
the movement of obstacles and forecasting the changing of
difficult regions will be our future work. Some predictive
model to capture motion of regions is a much possible method.
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