Abstract: A description and original application of a type of neural network, called the radial basis function network (RBFN), to the short -term system load forecasting (SLF) problem is presented. The predictive capability of the RBFN models and their ability to produce accurate measures that can be used to estimate confidence intervals for the short-term forecasts are illustrated, and an indication of the reliability of the calculations is given. Performance results are given for daily peak and total load forecasts for one year using data from a large-scale power system. A comparison between results from the RBFN model and the Back-propagation neural network are also presented.
Introduction
Short-term system load forecasting (SLF) is an essential function in electric power system operations and planning. Forecasts are needed for a variety of utility activities such as generation scheduling, scheduling of fuel purchases, maintenance scheduling and security analysis. Significant forecasting errors can lead to either excessively conservative scheduling or excessively risky scheduling, that can induce heavy economic penalties. Large savings can be achieved if accurate load forecasts are used to support these activities. The time horizon of the forecast depends on the way the forecast will be used. For example, when providing inputs to a unit commitment program, the time horizon could be a 24-hour period. For utility activities such as fuel purchase or maintenance scheduling, it could be a 168 hour -forecast.
A wide variety of techniques for short-term load forecasting have been reported. These techniques typically use two basic models: peak-load models and load-shape static or dynamic models [1] [2] [3] [4] [5] . These models vary in complexity, data requirements, flexibility, and ability to meet user specifications. These specifications usually require that the SLF programs be reliable during all seasons, during periods of unusual weather conditions, e.g., warm fronts in the winter and cold fronts in the summer, and also respond accurately and consistently to system changes.
Extensive practical experience with these conventional statistical methods has confirmed their theoretical limitations that inhibit further performance improvements and their inability to meet some or all of the above requirements. These limitations are:
(i) the nonlinear relationships of the input and output variables are difficult to capture (ii) the collinearity problem of the input variables limits the number of these inputs that can be used in the model (iii) the models are not very flexible in the face of rapid system load changes.
However, recent progress [6] [7] [8] [9] in the application of artificial neural network (ANN) technology to load forecasting appears to indicate that it is possible to use this technology to overcome these limitations. The type of neural networks applied to load forecasting can be classified as supervised learning-based networks [6, 8] and unsupervised learning-based networks [9] . The multi-layer perceptron is an example of supervised learning neural network, and the Kohonen network is an example of an unsupervised learning network. The inherent flexibility of the ANN technology is somewhat superseded by its apparent inability to provide: first, an insight into the nature of the problem being solved; and secondly, a complete set of systematic design procedures. The proper selection of network topology, learning rules and parameters, activation functions and threshold represent some of the obstacles to the practical use of supervised learning networks. Even for the Kohonen network, it is necessary to include a second neural network based on supervised learning to obtain the final forecast [9] . An additional factor that casts doubts on the practical usefulness of the ANN technology is the lack of procedures to determine: first, whether or not the ANN model is being applied in a domain of the input variables where training data was a vailable (extrapolation); and secondly, the accuracy of the predictions for given values of the input variables (local goodness of fit). Since currently proposed ANN models, as applied to a load-forecasting problem, do not flag mathematically when they are extrapolating from the training data, users may inadvertently use an invalid forecast as a result of extrapolation. This is because load predictions should be suspect when extrapolating beyond the range of the original training data. Due to nonlinearities and multiple correlated inputs, it is difficult to recognize when the ANN models are extrapolating. Furthermore, ANN models may have local areas of poor performance even when they are not extrapolating. The reason is that the training examples and the noise are usually nonuniformly distributed over the input domain. Classical techniques for training ANN models use only global measures of goodness of fit which usually fail to identify and determine local regions of poor fit. A local goodness of fit can be expressed as a confidence interval for each ANN output as a function of the input variables. The determination of confidence intervals for each load forecast has been one of the main unmet needs of SLF users who want to apply ANN technology to solve for SLF problems.
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Radial basis function network (RBFN) model
The RBFN model consists of three layers; the input, hidden and output layers. The nodes within each layer are fully connected to the previous layer, as shown in Fig. 1 . The input variables are each assigned to a node in the input layer and pass directly to the hidden layer without weights. The hidden nodes or units contain the radial basis functions (RBF), also called transfer functions, and are analogous to the sigmoid functions commonly used in the backpropagation network models. They are represented by the bellshaped curve in the hidden nodes shown in Fig. 1 .
inputs Fig. 1 Radial basis function network model for SLF
The RBF is similar to the Gaussian density function which is defined by a 'centre' position and a 'width' parameter. The Gaussian function gives the highest output when the incoming variables are closest to the centre position and decreases monotonically as the distance from the centre increases. The width of the RBF unit controls the rate of decrease; for example, a small width gives a rapidly decreasing function and a large value gives a slowly decreasing function.
Consider an observation used to train the model to have r inputs variables such as previous load values, forecasted weather readings, etc. Because all inputs are connected to each hidden node, each hidden node has an r-dimensional centre, but only one width value is used to scale all r-dimensions. The selection of the values of these centres and widths will be discussed in the Appendix. Let X t be the incoming vector with components, x 1t , x 2t ,..., xrt. The output of the ith unit, a i (X t ), in the hidden layer 46 for the above input pattern is equal to (1) where ∧ x ji = centre of ith RBF unit for input variable j σ i = width of ith RBF unit x jt = jth variable of input pattern
The connections between the hidden units and the output units are weighted sums as shown in Fig. 1 . The output value (y mt ) of the mth output node is equal to the summation of the weighted outputs of the hidden units and the biasing term of the output node, and is described by eqn. 2. (2) where H = number of hidden layer nodes (RBF functions) y mt = output value of mth node in output layer for the tth incoming pattern w im = weight between ith RBF unit and mth output node w 0 = biasing term at mth output node
The parameters of the RBF units are determined in three steps of the training activity. First, the unit centres are determined by some form of clustering algorithm. Then, the widths are determined by a nearest-neighbour method. Finally, weights connecting the RBF units and the output units are calculated using multiple linear regression techniques. The techniques for the calculation of the parameters of the RBF units are presented in the Appendix.
The design parameters, i.e., the number of RBF units in the hidden layer (H) and the value of the overlap parameter (p) for the nearest neighbour (described in the Appendix) are chosen by the model builder to attain the optimal network structure for better performance. The parameters can be easily determined using a method called the S-fold cross-validation procedure (SFCV) [11] . In this procedure the training data set is first randomly divided into S equal-sized data sets. Then, for a given H and p, RBFN is trained using S -1 data sets and the remaining subset is used to test the network's generalization ability. The mean square difference between the target outputs and the predicted outputs is the error associated with the testing subset. This procedure is repeated S times, using different S -1 subsets for training and a different subset for testing at each time. The mean square error over all the testing subsets is the error estimate for the given RBFN network. This procedure is repeated several times with different values of H and p to obtain the 'optimum' network structure with the minimum mean square error. (Clearly, the infinity set of combinations of H and p is not completely exploited, such that, the network may not be optimal in the global sense.)
The reliability measures, i.e., the extrapolation index to check the extrapolation and confidence intervals, can easily be included in the RBFN network as described in Reference 10. Extrapolation is defined as any local region of the input space with little or no training data to support a model forecast. Extrapolation is thus related to the estimation of local training data 'density'. It works as follows: the network is trained, and the estimates of data 
computed data densities, a threshold value is defined to identify the extrapolation. The threshold value can be Flowchart of RBFN implementation and optimization of SLF the minimum value of the data densities computed for the training set or a value close to it. Then, a new input observation or testing case generates a forecast and an extrapolation index. If this index is below the threshold, it indicates that the model is extrapolating and the forecast is unreliable. This concept will be demonstrated using actual data in Section 3. The computational details for the extrapolation index are given in the Appendix. The second reliability measure, the confidence interval, determines the accuracy of the ANN model when the network is not extrapolating beyond its training set. The confidence interval provides the SLF user with an indication of the goodness of the fit for a given forecast. If an RBFN model has more than one output node, confidence intervals may be computed for each of the outputs of an RBFN. To simplify the following discussion, only one output is considered. The accuracy of the forecast can be evaluated by the width of the confidence interval on the prediction. This width is a function of the error estimates obtained during the training of the network and the outputs of the hidden nodes for the inputted test pattern. As discussed earlier, the SFCV method allows the user to estimate the variance by withholding training patterns and using them as test patterns. The mean squared error of these test patterns provides an estimate of the variance of the model. The details for computing the confidence intervals are given in the Appendix. The half-width of the confidence interval, is added and subtracted from the network forecast to provide the SLF user with a 'minimum' and 'maximum' for the forecast. For example, if the half-width is 500 MW of the forecast, then the forecast may be reported as a value, plus or minus 500 MW.
For RBFN models, all the parameters that are neces sary for implementing confidence intervals and the extrapolation index are calculated as an integral part of the training of the RBFN. These reliability measures are implemented as additional output nodes to the underlying RBFN using information available from the training procedure. A flowchart of the procedure is shown in Fig. 2. 
Numerical results
This Section presents some of the comparisons between the RBFN model and the more commonly used Back-propagation (BPN) model. Results from the calculation of the extrapolation index and the confidence intervals are also presented. The results were obtained using Pacific Gas and Electric Company's (PG&E) load data for 1986. Load data for 1985 were used to train the networks.
The following holidays were excluded from both the training data set and the testing data set to ensure that the observations were free from any irregular load patterns: New Year's Day, Memorial Day, Independence Day, Labor Day, Thanksgiving Day and Christmas Day. The input data was normalized such that the mean and the standard deviation are equal to zero and one, respectively, to avoid biasing towards any of the input variables as a consequence of magnitude differences. The RBFN model has two separate modules. One module forecasts peak load for the next day and the other module forecasts total load (energy) for the next day. Each module has seven different neural networks to generate forecasts for each day of the week. The inputs to each of the neural network are: ( a) forecasting of peak load for day t: peak load of the previous day ( t -1) and forecast minimum and maximum temperatures for the day t; and (b) forecasting of total load for day t: total load of the previous day (t -1) and forecast minimum and maximum temperatures for the day t). Experiments with temperature values of day (t -1) as additional inputs, have also been carried out, but there was no significant improvement in the forecasting accuracy. Forecast maximum and minimum temperatures at six different locations in California were used in the model. Thus, the input layer of each neural network has 13 nodes. The output layer has three nodes, one for the forecast load, one for the confidence interval in the forecast, and one for the extrapolation index of the forecast.
To find the optimal network structure (i.e., design parameters H and ρ), a set of RBFN models for each of the days was trained using t he procedure described earlier in this paper. In these simulations, the number of RBF units varied from 2 to 14 and the overlap parameter (ρ) varied from 2 to 10. Based on the crossvalidation results, it was found that the neural networks perform very well with H = 10 and ρ = 8.
A back-propagation model (BPN) has also been developed to compare the performance of the RBFN model. The training and the testing of the BPN model were performed with the training and testing data set mentioned earlier in the paper. The input layer of the BPN model 47 has 13 nodes and the output layer has one node. The BPN model has only one hidden layer. The network was trained with a variety of hidden nodes to find the optimal one. The training was terminated when the training set error (for the 1985 data set) continued to decline and the test set error (for the 1986 data set) began to increase. This balancing act prevented the overfitting of the training data set. Based on the training results, the BPN model, for any day and for both peak and total load forecasts, showed superior performance when the number of hidden nodes was equal to 10. Both the RBFN and BPN models used for the simulations were coded in FORTRAN and run on a VAX 8600 machine. The average CPU time to train the RBFN model with 13 inputs and 50 training patterns was less than 0.11 s. However, the BPN model took more than an hour of CPU time to train the same data set. Both RBFN and BPN models can make a prediction within less than 5 ms of CPU time.
The mean absolute percentage error (MAPE) was used to compare the performance of the RBFN and the BPN models. It is defined as follows:
where N' is the number of patterns in the data set used to evaluate the forecasting capability of the model. contains the detailed results produced by the two ANN models (RBFN and BPN) for the seven day types, beginning with Monday. The first and second column for each model represent the MAPE for the peak load and the total load forecasts, respectively. As can be seen from Table 1 , the RBFN model almost consistently outperforms the BPN model for most of the day types for both peak and total load. For the Friday day type, for example, the MAPE peak load error for the whole year of 1986 was reduced from 3.78 to 1.89. The cumulative absolute percentage error distribution curve for the total load forecasting of the Thursday day type is given in Fig. 3 . This curve also illustrates that the RBFN model performs better than the BPN model.
As previously mentioned, the RBFN model can also provide, at no additional computational cost, reliability measures such as an extrapolation index and a confidence interval for the forecast. Table 2 illustrates the peak load forecast, the actual peak load, and the confidence interval for the forecasts for February 1986. For example, the forecast for Day 1 is 11 263 MW with a lower confidence limit of, 11263.31 -450.94 = 10812.37 MW and an upper confidence limit of 11263.31 + 450.94 = 11714.25 MW, while the actual peak load is 11178 MW, within the confidence interval. Using this type of calculation, it can be seen from Table 2 48 that the confidence intervals consistently contained the actual peak loads. While some of the confidence intervals may be considered to be wide, the availability of this information significantly differentiates the RBFN model from all other neural-network-based load forecasting models. The confidence intervals could play an important role in providing information to the operations analysts and dispatchers for decisions such as scheduling, maintenance and dispatching. During the training, it was also possible to compute the extrapolation index, ρ (x), for the training set. To interpret ρ (x) in terms of an adequate amount of training data, it is necessary to set a threshold value. As suggested in Reference 10, the threshold for ρ (x) was set to be 
over the training set, respectively. When there is insufficient training data in the vicinity of the test points, the model is extrapolating and the forecasts are considered to be unreliable.
To investigate the usefulness of this index, a testing data set was generated in which the actual temperatures for some of the days in the testing year (1986) were changed by 20°F. This modified data set was prepared by subtracting 20° from the actual temperatures on the Tuesday day type for the month of December and, by adding 200 to the actual temperatures on the Tuesday day type for July 1986. Table 3 shows the extrapolation index P norm for the correct temperature measurements and the corrupted temperature measurements using the peak load model. As can be seen from Table 3 , the RBFN network consistently indicates whether or not the model is extrapolating from the training data. In this case (P norm <0) the model has not learned what output is associated with a given input. This information is very useful to the SLF users who often need an indication as to whether or not the model will be able to make a reliable prediction.
Conclusions
The system load forecasting model is a critically important decision-support tool for operating the electric power system securely and economically. The performance of many scheduling and network functions depends, to a large extent, on the accuracy of the load forecasts. In this paper, a radial basis function network model and a back-propagation model were developed to provide peak and total load forecasts for the next day. Both models have been tested using a year of real data from the PG&E power system. The results strongly indicated that the RBFN model performs better than the BPN model. The RBFN model can also compute reliability measures which is an added advantage of the RBFN model. These measures provide confidence intervals for the forecasts and an extrapolation index to determine when the model is extrapolating beyond its original training data. The reliability measures are implemented as additional output nodes at no additional computational cost by using information available from the fitting of the target function. These reliability measures are very useful to the operators and provide a reasonable solution to an unmet need in the industry. Furthermore, the training time for lEE Proc-Gener. Transm. Distrib., Vol. 142, No. 1, January 1995 the RBFN model is much less than that for the BPN model.
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RBF unit can be calculated. The width of any RBF unit is selected as the root mean square distance to the nearest p RBF units, where p is a design parameter for the RBF network. For the unit i, it is given by eqn. 3.
where ki x ∧ and kj x ∧ are the kth entries of the centres of the ith and jth hidden units. This part of the algorithm generates the necessary centres and widths for the RBFs. The design parameters, H and p, determine the transformed value of the inputs in the hidden layer of Fig. 1 . 
Implementation of reliability measures
The computation details regarding the calculation of the extrapolation index and the confidence intervals are now presented.
Computation of extrapolation index:
The following method is based on the well-known method of density estimation called Parzen windows [10, 13] .
Define a probability density for a hidden unit as (6) where N is the total number of training patterns and n i is
That is, ρ i is the fraction of the number of training patterns with high activation values (n i ) per set volume (π l/2 σ i ) r of a hidden unit i. While n i may not be an integer, it is treated as such.
Depending on the location of the centres and the magnitude of the unit width, the hidden units can overlap. The extrapolation index is a weighted average as defined in the following equation [10] (8) where max i , r (a i (X t )) represents the maximum activation of any hidden unit over all components of X t .
Equation (8) is the extrapolation index. If the test pattern is very close to a hidden unit centre, its activation will be high and the corresponding extrapolation index will be high. If the test pattern is far away from all the hidden units, the corresponding extrapolation index will be low (probably below the threshold value) and will indicate a poor modeling capability for this pattern.
Computation of confidence intervals:
In addition to the model's total variance, it is possible to compute the contribution of a hidden unit to the variance estimate. This is computed as the weighted average of the squared error of all the training patterns as given in the following equation (9) where each training pattern t contributes to the variance proportional to its activation level at that unit, a i (X t ). E t 2 is the squared error of the output of the optimum network for pattern t and N is the total number of training patterns. Again, n i is defined in eqn. 7.
As was shown in Fig. 1 , the outputs from the hidden nodes are added together to generate a network forecast. To produce a confidence interval on the network forecast, individual confidence intervals for each of the hidden nodes will be weighted. For example, the half-width of the 95% confidence interval for the hidden unit i is given by (10) where t 95 is the critical value of the t distribution with ( | n i -1 | ) degrees-of-freedom.
The half-width of the confidence interval for the network is then computed as a weighted average of the hidden unit halfwidths. Similar to the extrapolation index, the weight is the ratio of the individual activation value of the input pattern for the hidden unit to the total activation. The half-width of the confidence interval on the network forecast for input pattern t is given by (11) The probability level of the confidence interval is set by the critical value used in eqn. 10. 
