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Fifth generation (5G) cellular networks must support dense user environments where
close proximity users and their associated highly correlated channel vectors are preva-
lent. Therefore, this thesis considers a multi-user multiple-input multiple-output
(MU-MIMO) communication system, where both highly correlated users and semi-
orthogonal users are present. Specifically, this thesis provides a performance analysis
of several established and novel linear signal processing schemes for users with highly
correlated channels. The main focus of this thesis is divided into two scenarios.
First, we have proposed two novel schemes namely decorrelating zero forcing
(DZF) and hybrid zero forcing (HZF), which are robust in user environments where
highly correlated users are present. DZF simply decorrelates the channels of two
highly correlated users exploiting the advantage of mutual orthogonality of eigenvec-
tors of highly correlated users, i.e., DZF employs the first and second eigenvectors
while designing the precoders for two highly correlated users. DZF is as simple as con-
ventional zero forcing (CZF), but achieves higher rates in highly correlated channel
environments. Analysis and numerical results are presented for MU-MIMO systems
demonstrating the impact of the DZF scheme, which improves user rates and pro-
vides fairness while scheduling the highly correlated users. Then, a more robust
HZF scheme is designed by integrating the CZF and DZF schemes. In CZF, semi-
orthogonal users are scheduled to achieve higher sum-rate, meaning that fairness
among correlated users is compromised. HZF allows us to harness the advantages
of both CZF and DZF, hence providing robustness against the joint scheduling of
semi-orthogonal and highly correlated users with very little additional complexity.
Second, we studied the existing downlink non-orthogonal multiple access zero-
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forcing beamforming (NOMA-ZFBF) system that exploits the high correlation be-
tween users. Furthermore, we propose a new power allocation scheme that ensures
the weak user’s quality of service (W-QoS) in a pair of strong and weak highly corre-
lated users. Assuming an arbitrary correlation among the clustered users we derive the
signal to noise ratio (SNR) and signal to interference plus noise ratio (SINR) expres-
sions of clustered strong and weak users. These expressions contribute towards two
important insights; a) the required correlation of clustered users and b) the required
power differential between the highly correlated users in a cluster. Further, assum-
ing perfectly correlated users we derive the exact SNR/SINR distribution of strong
users, weak users and singletons. On the basis of these distributions we compute a
closed-form approximation for the expected sum-rate of the NOMA system that gives
an upper-bound on system performance. This is useful to understand how the cor-
relation factor affects the clustering rate and how close partially correlated channels
can get to the perfectly correlated bound. Numerical results confirm the reliability
of the proposed W-QoS NOMA based techniques and lead to the important insights
required to understand the performance of NOMA in 5G cellular communication.
Finally, the variance of the interference power between two user channels in a
downlink Rician fading channel with spatial correlation at the Base Station (BS) is
analyzed. We show that high variance is beneficial to NOMA so that NOMA perfor-
mance is directly linked to the variance of the interference power. This leads to three
key properties linking channel statistics to NOMA potential, namely; a) similar chan-
nel statistics increase the variance, b) equal correlation matrices increase the variance
and c) similar line of sight (LoS) directions increase the variance. Comparison results
presented between correlated and uncorrelated Rayleigh and Rician channels suggest
that highest variance can be obtained in correlated Rayleigh channels with a narrow
angular spread which yields higher cluster percentage, inter-cluster correlation, and
cluster-rate.
In summary, we can conclude that the DZF scheme can achieve a higher rate than
CZF in highly correlated user environments and HZF is robust to the user environment
where both similar channel users and orthogonal channel users co-exist. Furthermore,
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when ZFBF is employed in NOMA systems, then a power differential among the
highly correlated clustered users is not required. Finally, correlated Rayleigh channels
having similar channel statistics are most suitable for NOMA-ZFBF due to the higher
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In modern history one of the most successful technological innovations is cellular
communication. Today, it has become a part of life for 5 billion people [1]. Continuous
research and development during the last decade has led to a paradigm shift from
voice-centric 2nd and 3rd generation cellular communication towards data-centric
4th generation (4G) cellular communication [2]. Current 4G cellular communication
systems, such as long term evolution (LTE) [3], LTE-Advanced (LTE-A) [4] and
worldwide interoperability for microwave access (WiMax) [5], are providing seamless
connectivity over the air-interface. In 4G, cellular providers are employing advanced
radio technologies, such as orthogonal frequency division multiplexing (OFDM), code
division multiple access (CDMA), multiple-input multiple-output (MIMO), multi-
user diversity, to fulfill the capacity demand, connectivity and better quality of service
(QoS) requirements [6].
On the other hand, given the explosive growth of mobile phone users over the years
along with the steadily increasing use of video streaming in smart-phones and tablets,
it has been predicted that the 5th generation (5G) cellular communication systems
need to fulfill a 1000 fold increase in capacity demand along with high data rate,
low latency and ubiquitous connectivity [7] [8]. To fulfill these demands, 5G should
differ fundamentally from its predecessors encouraging a series of groundbreaking
innovations [2]. Out of many research areas in 5G, some researchers are working on
the efficient use of spectrum using MIMO system [9], advanced coding and modulation
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schemes [10], while some are researching new frequency bands, such as millimeter wave
(mmWave) [11] [12] [13], that can boost the wireless connectivity and data rate. To
demonstrate the QoS and service availability, prototypes are being tested in outdoor
environments for both Line of sight (LoS) and Non-line of sight (NLoS) sites [2] [14]
[15] and propagation pathloss models are being designed [16] [17] [18]. Moreover,
MIMO and beamforming (BF) solutions for both microwave and mmWave systems
are being investigated for 5G. Therefore, new technological solutions are evolving to
ensure the sustainability of mobile communication services over the next generations
[6].
1.1 Motivation
The pioneering work of Winters [19], Foschini [20], Telatar [21], Foschini and Gans
[22] have predicted that MIMO systems can provide remarkable spectral efficiencies
for wireless systems [23]. Extensive research on MIMO systems over the past decade
have resulted in its deployment in current wireless systems [24] [25]. Further, it has
been recognized as a key enabling technology for 5G cellular networks due to its
potential to meet the demands of higher data rates, improved spectral efficiency, and
better QoS [26] [27].
In general, MIMO systems exploit the spatial domain adding antennas at trans-
mitter and/or receiver to achieve spatial diversity gain, spatial multiplexing gain and
interference reduction [28] [29]. In spatial diversity, multiple copies of the same signal
are transmitted from spatially separated antennas. This increases the reliability of
reception, by increasing the probability that at least one copy of the signal out of
the multiple copies received is not experiencing a deep fade [28]. Furthermore, in
spatial multiplexing, independent data streams are transmitted from each antenna
and this increases the capacity of the wireless network. These data streams are then
separated at the receiver using appropriate signal processing schemes such as mini-
mum mean squared error (MMSE) and zero-forcing (ZF) [30] [31] [32] [33]. Despite
its sub-optimal performance, ZF has gained popularity due to its lower complexity
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with acceptable performance compared to other schemes. The main advantage of
ZF is that it completely eliminates the inter-user interference [34] [35] with perfect
channel state information. However, the performance of ZF degrades when the users’
channels are correlated [36] [37] [38] due to noise inflation during channel inversion.
As a result, most approaches to ZF in multiuser-MIMO systems target the selection
of users with strong, uncorrelated channels [33] [39].
On the other hand, emerging papers in 5G are discussing dense user environments
and ultra-high connectivity where close-proximity users and their associated highly
correlated channel vectors are becoming more prevalent [40] [27] [41] [42]. More-
over, industrial field trials have found that typical linear processing schemes are poor
at separating closely spaced users [43] [44]. Instead, they employed more complex
non-linear techniques, Tomlison-Harashima precoding (THP) and a hybrid precoding
which combine eigen ZF (EZF) and THP [44]. Hence, in these scenarios, it is rea-
sonable to implement techniques such as spatial separation of users via massive base
station (BS) arrays [41] or non-orthogonal multiple access-beamforming (NOMA-BF)
[40] [27] [45] [46] [47]. In massive MIMO technology, large numbers of antennas are
deployed that rely on phase-coherent techniques but employ very simple processing
of signals at the BS [9]. Asymptotic orthogonality of channel vectors associated with
different users are the key to the performance of massive MIMO systems [48] [49].
Despite the potential of massive MIMO systems, it also comes with several issues such
as pilot contamination, computational complexity, channel estimation overheads and
energy consumption [50] [51] [52]. These issues are being investigated resulting in
potential solutions. However, in this thesis rather than looking at massive MIMO
systems, we concentrate on NOMA zero-forcing beam-forming (NOMA-ZFBF) tech-
niques. In a conventional multi-user ZFBF system BF vectors are designed such
that the beams are orthogonal to the other supported users’ beams. This results in
a complete elimination of the interference from other users thereby increasing the
sum capacity of the system. Further, a single BF vector supports a user at a time.
However, NOMA-BF is designed such that a single BF vector supports multiple users.
Thus, the number of supported users in one time slot increases which in turn enhances
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the sum-capacity of the system [40].
Over the last few years, NOMA has attracted a lot of attention as a key en-
abling technology for 5G networks. NOMA is a power domain multiplexing tech-
nique where multiple users can be multiplexed at different power levels using the
same time/frequency/code [27] [53]. In [40], multi-user ZFBF for downlink MIMO-
NOMA systems was proposed where the users are grouped into a cluster based on
their channel correlation and gain differences. Then a single beam is employed to
transmit signals to the highly correlated users in the cluster1. For the NOMA-ZFBF
system in [40], it was shown that clustering highly correlated users is more likely to
suppress the inter-cluster interference at the weak user and the inter-user interference
in a cluster. A similar NOMA-ZFBF approach has been discussed in [26] [27], where
users with distinct channel gains are paired in a cluster. Further, for the MIMO-
NOMA system in [26] it was shown that the performance gain of NOMA increases
when the users’ effective channel gains in a cluster are more different, i.e., a bigger
difference in the channel gains of the clustered users increases the performance gain
of NOMA systems2.
Therefore, understanding the performance of multiuser-MIMO systems for envi-
ronments where users have similar channels or highly correlated channels is of grow-
ing importance. Furthermore, it is important to understand the performance gain of
NOMA systems in different fading environments which allows researchers to explore
different techniques in a more informed manner, especially in MU-MIMO systems.
Analyzing different systems in different settings broadens our understanding of the
system and innovative solutions result [54].
1In a cluster, users with strong channel conditions and weak channel conditions are referred as
strong/near and weak/far users, respectively.
2[26] has evaluated that the performance gain of NOMA increases when the users’ effective
channel gains in a cluster are distinct. However, with NOMA-ZFBF in chapter 5, we show that the
performance gain of NOMA can increase when the weak users’ channel gain is closer to the strong
user’s gain.
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1.2 Thesis Outline and Contributions
In this thesis, we will present novel receiver processing schemes for environments
with highly correlated user channels. Moreover, we will study and analyze the MU
MIMO-NOMA systems in different fading channels.
Chapter 2
Chapter 2 provides the relevant concepts and techniques used throughout the the-
sis. Fundamentals of wireless channels, fading channel models, MU-MIMO systems,
NOMA systems and precoding techniques are described to understand the basic phys-
ical layer concept of wireless cellular communication. Moreover, correlation among
the users is discussed, which is the foundation and main motivation of this thesis.
Chapter 3
In chapter 3, we propose a novel transmit/receive processing scheme denoted decor-
relating zero-forcing (DZF). The scheme improves downlink ZF performance over
MU-MIMO channels when highly correlated users are present. In particular, DZF
groups correlated users into pairs as in a NOMA system, where the stronger user is
labelled "near" and the weaker user, "far". For the far users and users not paired, the
proposed design is similar to conventional-ZF (CZF) in that the base station performs
traditional ZF and the users employ the leading left singular vectors of the channel
for processing. In contrast, the near users employ the second strongest left singular
vector which decorrelates their effective channel with the paired far user. This re-
duces the noise inflation inherent in ZF for correlated channels. From simulations
and analysis we demonstrate that DZF has both rate and fairness advantages over
CZF when highly correlated users are present.
Chapter 4
This chapter extends the potential of the DZF scheme proposed in chapter 3 integrat-
ing DZF with the CZF scheme. DZF can schedule highly correlated users without
5
degrading the system performance while CZF schemes schedule semi-orthogonal users
to yield a performance gain. Therefore, combining the DZF and CZF schemes can
provide a robust scheme, referred to as hybrid zero-forcing (HZF), that can leverage
the potential of both schemes. HZF is a simple yet an efficient algorithm that provides
fairness while scheduling the users and achieves performance gain.
Chapter 5
In chapter 4, we discuss a HZF scheme that is beneficial in the scenarios where both
semi-orthogonal and highly correlated users are present. Considering a similar sce-
nario, chapter 5 studies the NOMA-ZFBF technique, where the same beamforming
vector is employed to highly correlated users and ZFBF is used to nullify the inter-
ference between the separate beams.
Specifically, chapter 5 provides an efficient algorithm that ensures the weak users’
QoS in a cluster of highly correlated users in NOMA-ZFBF systems. Furthermore,
we derive and analyze the exact signal to noise ratio (SNR) or signal to interference
plus noise ratio (SINR) distributions of singletons 3 and highly correlated strong and
weak users in a cluster. The key contribution of this investigation is that our approach
doesn’t require a power differential between the clustered users. In fact, both channels
being strong helps clustering and overall cluster rate. Moreover, we derive a novel
closed form upper bound sum-rate for the NOMA system.
Note that there are clear links between HZF and NOMA schemes although the
focus is quite different. With NOMA the focus is on increased capacity delivered by
using the same BF vector to highly correlated users and using successive interfer-
ence cancellation methods and power allocation to separate users. With HZF, the
transceivers are much simpler and instead of deliberately scheduling correlated users
(as in NOMA), the scheme allows ZF to operate successfully in all scenarios, even in
the presence of highly correlated users.




The NOMA-ZFBF systems discussed in chapter 5 require both semi-orthogonal users
(SU) in beams and highly correlated (HC) users within a beam to maximize the
spectral efficiency of the system. Hence, channel models where different users are
likely to experience both similar and near-orthogonal channel vectors are likely to
give good NOMA performance. In order to explore this, we analyze the variance of
the interference power between two users, where a large variance indicates this channel
behavior is more likely. Moreover, we have compared the Rician and Rayleigh channels
in correlated and independent and identically distributed (I.I.D.) environments in
order to provide some new insights into the role of LoS and correlated components
with respect to NOMA beam formation and clustering of HC users. Analysis and
numerical results show that correlated channels with similar channel statistics result
in a higher variance that in turn increases the cluster percentage and enhances the
cluster rate.
Chapter 7
Finally in this chapter we conclude the thesis summarizing the key contributions.
Specifically, this chapter includes future research directions and discusses the potential
of our research in mmWave communication.
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This thesis relies on some existing wireless standards, parameters and mathematical
tools in order to analyze the physical layer of cellular communications. Hence, this
chapter will provide a review of the concepts and techniques used throughout the
thesis. First, we briefly describe the channel model, MU-MIMO system model and
precoding techniques. Then orthogonal multiple access (OMA) and non-orthogonal
multiples access techniques (NOMA) are described. Finally, the correlation between
the users and their effects using MIMO-ZFBF are discussed.
2.1 Channel model
In wireless communication, radio signals are transmitted from a transmitter over a
wireless channel to a receiver. Such channels encounter multiple radio-interfering
objects, such as trees, poles, buildings and vehicles. Hence, the channel is impaired
due to absorption, reflection, diffraction and obstruction from these objects which
is commonly known as shadowing [23]. Additionally, the channel power decays over
distance which is known as path loss. The received power variation due to path
loss and shadowing is jointly known as a large scale propagation effect [23] or large
scale fading [34] [52]. Moreover, when the signals are reflected or diffracted from the
physical obstructions multiple copies of the transmitted signal arrive at the receiver
via different channel paths. This results in constructive or destructive addition of
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the multiple channel components which is known as small scale propagation effects or
small scale fading [23] [55] [50] [56]. The channel model considering both small scale




where 𝛽 is due to large scale fading, 𝑔 is small scale fading and ℎ represents the overall
fading of a single-input single-output (SISO) wireless channel.
2.1.1 Large scale fading
As the large scale fading is due to the pathloss and shadowing effects, it is difficult to
obtain a single model that can accurately characterize both pathloss and shadowing
effects across a range of different environments. Different analytical models or empir-
ical measurement based models are available for different propagation environments
[57] [58]. In this thesis, we design 𝛽 using a simple model defined by [59]
𝛽 = 𝐴𝜉(𝑟0/𝑟)
−𝛾, (2.2)
where 𝐴 is the unit-less constant for the geometric attenuation at a reference distance
of 𝑟0, assuming far field omni-directional antennas. 𝑟 is the actual distance between
the transmitter and receiver and 𝛾 is the attenuation exponent. Further, the effects
of large obstacles are often statistically modeled as a log-normal random variable [57]
𝜉 = 10(𝑋/10), (2.3)
where𝑋 depends upon the shadow fading standard deviation (𝜎𝑠𝑓 ), i.e.,𝑋 ∼ 𝒩 (0, 𝜎2𝑠𝑓 ).
2.1.2 Small scale fading
As discussed above, the multipath components of a channel result in constructive
or destructive interference at the receiver. In addition, these multipath components
1Note that this can also be referred as time invariant frequency flat fading model.
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differ with the environment and vary across time, frequency and spatial domains as
detailed below [55].
∙ Time variation arises due to Doppler effect, i.e., either the transmitter or receiver
is moving, hence the location of the reflectors are changing over time.
∙ Frequency variation is due to the several delayed and scaled versions of the
signals arriving at the receiver.
∙ The spatial diversity can be realized using several antenna elements at receiver
and/or transmitter side, which is further described in Sec. 2.1.3.
The variation of ℎ depends on the channel models and parameters employed. Some
of the small scale fading channel models used in this thesis are described below.
Rayleigh fading channel
A Rayleigh fading channel is the simplest channel model which is often used to model
general propagation scenarios which are rich in scattering and do not contain a LoS




(𝑎 + 𝑖𝑏), (2.4)
where 𝑎 and 𝑏 are independent Gaussian variables with zero mean and unit variance
[52]. Hence, 𝑔 can be written as
𝑔 ∼ 𝒞𝒩 (0, 1). (2.5)
Furthermore, 𝐸[|𝑔|2] = 1 which gives 𝐸[|ℎ|2] = 𝛽, which is also known as the link
gain or channel strength [23] [55].
Uncorrelated and correlated Rayleigh fading channel
To realize channel models in a multiple transmit-receive antenna environment and























































Figure 2-1: A MU-MIMO downlink system.
MU-MIMO system, where a total of𝑀𝑇 transmitting antennas at the BS serves the 𝑁
user equipments (UEs), each with 𝑀𝑅 receiving antennas which is shown in Fig. 2-1
2.
In the figure H𝑖 is a 𝑀𝑅 ×𝑀𝑇 channel matrix for 𝑖 = 1, 2, . . . , 𝑁 which completely
describes the fading characteristics of the entire MIMO link of the 𝑖𝑡ℎ user. The









𝑔𝑀𝑅1 · · · 𝑔𝑀𝑅𝑀𝑇
⎤⎥⎥⎥⎦ , (2.6)
where 𝑔𝑥𝑦 is an element of channel matrix G𝑖 from the 𝑦
𝑡ℎ BS transmit antenna to
the 𝑥𝑡ℎ receive antenna of the 𝑖𝑡ℎ user. We assume that the entries of G𝑖, satisfy
𝐸[|𝑔𝑥𝑦|2] = 1, which can be written as 𝑔𝑥𝑦 ∼ 𝒞𝒩 (0, 1) for a Rayleigh fading channel.
Therefore, 𝑔𝑥𝑦 is called the normalized channel coefficient [54].
To distinguish the different channel models, the independent and identically dis-
2The part on MU-MIMO channels is included for completeness only.
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tributed (I.I.D.) Rayleigh fading channel model is represented as Ĥ𝑖
3. Further, this
model is used as a baseline throughout the thesis for evaluation of the considered
cellular systems unless otherwise specified. If the transmit/receive antennas and the
wireless channel do not introduce correlation, then the channel matrix is spatially
white, which is known as an uncorrelated or I.I.D. Rayleigh channel [29]. Thus, the




where Ĝ𝑖 denotes the 𝑀𝑅×𝑀𝑇 normalized downlink channel matrix from BS to the
𝑖𝑡ℎ UE, for 𝑖 = 1, 2, . . . , 𝑁 .
The I.I.D. Rayleigh fading model is reasonable when there is no spatial correlation
at both transmit and receiving sides of the link. However, the limited distance be-
tween the antenna elements or a small angular spread at either/both the TX and RX
can cause spatially correlated channels. The Kronecker model4 is often used while
modelling spatial correlation at either/both the TX and RX [61]. Kronecker model
is given as [28, p. 90]
Rℎ = R𝑡 ⊗R𝑟, (2.8)
where Rℎ is the channel covariance of the 𝑀𝑅𝑀𝑇 scalar channels between the 𝑀𝑇
transmit and 𝑀𝑅 receive antennas of H𝑖 in (2.6). R𝑡 is the covariance of the scalar
channels seen from 𝑀𝑇 transmit antennas to a single receive antenna (corresponding
to row of H𝑖) is the same for any receive antenna. Similarly, the covariance of the
scalar channels seen from a single transmit antenna to all 𝑀𝑅 receive antennas (cor-
responding to column of H𝑖) is equal to R𝑟 (M𝑅M𝑅). And ⊗ represents Kronecker
product.
In this thesis we only consider spatial correlation at the BS side because the users
may only have a few antennas and are often in a rich scattering environment. Thus,
3
Ĥ is mainly used in chapters 4 and 6, where we compare I.I.D. Rayleigh with other channels.
In chapters 3 and 5, H also represents the I.I.D. Rayleigh channel.
4To understand the Kronecker model and the impact of channel correlation on the precoding
scheme please refer to [28, p. 90, p. 110, p. 113].
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where Ĥ𝑖 is defined in (2.7) and R𝑖 (same as R𝑡 in 2.8) is the 𝑀𝑇 ×𝑀𝑇 transmit
spatial correlation matrix which is unique to each user. We will discuss the spatial
correlation further in Sec. 2.1.3.
Uncorrelated and correlated Rician fading channel
A Rician fading channel considers the LoS component between the transmitter and
the receiver. An important parameter in the Rician channel is the Rician factor (𝐾),
which is the ratio of the powers in the LoS to the diffuse components [62]. Further,
considering both the LoS component and the scattering component the independent














where Ḡ𝑖, Ĝ𝑖 are the specular (LoS) and diffuse (scattered) components of the channel
assuming uncorrelated fading, respectively. Assuming a uniform linear array (ULA),
the LOS component is Ḡ𝑖 = [1, 𝑒
𝑗2𝜋𝑑sin𝜑, · · · , 𝑒𝑗2𝜋(𝑀−1)𝑑sin𝜑], where 𝜑 is the angle-of-
departure (AoD) of the specular component and 𝑑 is the inter-element spacing in
wavelengths.
In uncorrelated Rayleigh fading we have 𝑔𝑥𝑦 ∼ 𝒞𝒩 (0, 1), where 𝑔𝑥𝑦 is an element











For the normalized Rician fading channel, |𝐴|2 = 1, hence 𝐸[|ℎ𝑥𝑦|2] = 𝛽𝑖, where ℎ𝑥𝑦




Similar to the correlated Rayleigh fading channel, a spatially correlated Rician
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fading channel is due to the limited distance between the antenna elements or a
restricted angular spread at either/both the TX and RX. Therefore, the correlated















where R is the described in section 2.1.3.
2.1.3 Spatial fading correlation
x
z
y  1TM dx
dx
ULA
Figure 2-2: ULA antenna topology with 𝑀𝑇 antennas on the 𝑥-axis with 𝑑𝑥 inter-
antenna spacing.
In general, spatial correlation exists between the elements of the channel matrix.
This is a function of the scattering environment and the antenna spacing [28]. Without
loss of generality, the discussion in this thesis relates to spatial correlation at the
transmitter. We consider a uniform linear array (ULA) placed on the 𝑥, 𝑦-plane as
shown in Fig. 2-2. Now, the spatial correlation between two antenna elements, 𝑚
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and 𝑚′, i.e., R𝑚,𝑚′ , where 𝑚,𝑚





where |R𝑚,𝑚′| = 0 means the antenna elements are uncorrelated. In general, 0 ≤
|R𝑚,𝑚′| ≤ 1 and |R𝑚,𝑚′| = 1 indicates that the channels at the two transmit antenna
elements are linearly dependent on each other, or fully correlated [55] [61]. Spatial
correlation between the antenna elements of the array increases when inter-element
antenna spacing reduces [61]. Furthermore, the level of spatial correlation also de-
pends upon the channel characteristics. For example, in a NLOS channel, with a wide
angular spectra less spatial correlation occurs. This is because wide angular spectra
provide more independent scattering among the transmitted/received signals.
In this thesis, in order to investigate the transmit spatial correlation in MU-MIMO
systems and further to explore NOMA performance we employ the one-ring model
for the spatial fading correlation matrices. The one-ring model is a geometry based
stochastic model. In this model, the BS is usually elevated and not obstructed by
local scatterers, however the receiving users are surrounded by local scatterers [63]
[64] [65] as shown in Fig. 2-3 [65].
In a particular propagation environment, these models are generally parameterized
in terms of the central azimuth angle, 𝜑, angular spread, ∆, and inter-element spacing
at the BS. We assume that the central azimuth angle, 𝜑, and the LoS angle, 𝜑, of
any associated Rician channel are equal. The spatial correlation matrix of the user








where 𝑑(𝑚−𝑚′) captures the inter-element spacing normalized by the carrier wave-
length between the 𝑚-th and 𝑚′-th antenna elements. Indeed, we set 𝑑 = 0.25 to
maintain the correlation between the antennas. In chapter 6, we will investigate the








Figure 2-3: A user at central azimuth angle 𝜑 with a scattering ring of radius 𝑟
generating an angular spread, ∆, on both sides of the central angle.
ing the one-ring model. Moreover, the effects of LoS and spatial correlation will be
analyzed in Rayleigh and Rician fading channel models.
2.2 Multi-user MIMO (MU-MIMO) system
In a MU-MIMO system, a BS with multiple antennas communicates with multiple
users, each with multiple receiving antennas as shown in Fig. 2-4. Without loss of
generality, throughout this thesis we consider the multi-user downlink, where a BS
with multiple antennas transmits multiple streams simultaneously to more than one
user. These multiple data streams sharing the same time and frequency resources
result in interference. This interference among the users’ streams can be mitigated
exploiting multiuser diversity, i.e., selecting the most diversified users with favorable
channel conditions to improve the system performance [28]. In addition, the spatial
dimensions can be leveraged to avoid interference, i.e., directing the signal energy
towards the intended user and minimizing the interference to other users. This can










































































Figure 2-4: A MU-MIMO downlink system.
by employing analog BF simply known as BF, which are both described in Sec. 2.3.
We consider a MU-MIMO system, where a total of 𝑀𝑇 transmitting antennas at
the BS serves 𝑁 UEs, each with𝑀𝑅 receiving antennas. The 𝑁𝑀𝑅×𝑀𝑇 propagation
channel matrix, H, from the BS to the 𝑁 users can be written as
H = [H𝑇1 ,H
𝑇
2 , · · · ,H𝑇𝑁 ]𝑇 . (2.15)
Note that H𝑖 is a 𝑀𝑅 ×𝑀𝑇 channel matrix for 𝑖 = 1, 2, . . . , 𝑁 and H𝑖 =
√
𝛽𝑖G𝑖.
Furthermore, H is environment dependent, i.e., different propagation mechanisms in-
fluence the strength of the channels and the fading models differently [34]. Therefore,
the channel matrix is modeled via the different fading channel models as discussed
in Sec. 2.1. The strength of the channels was discussed in Sec. 2.1.1, hereinafter
referred to as the link gain. Now, assuming 𝑀𝑇 ≥ 𝑁𝑀𝑅, the downlink MIMO signal




= H𝑖x𝑖 + n𝑖
(2.16)
where 𝛽𝑖 is the link gain, x𝑖 is the transmitted vector signal of dimension 𝑀𝑇 and
n𝑖 ∼ 𝒞𝒩 (0, 𝜎2I𝑀𝑅) denotes the noise vector of dimension 𝑀𝑅.
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2.2.1 Decomposition of the MIMO channel and receive pro-
cessing design
In this thesis we consider both single antenna and multiple antennas at the re-
ceivers/users. In chapters 5 and 6 we consider a downlink system with single antennas
at the receivers/UEs. Therefore, the channel from the multiple antennas at the BS to
the users is represented as a channel vector, h𝑖. Furthermore, in chapters 3 and 4 we
consider multiple antennas at the receiver, where the receiver employs a linear com-
biner using the singular value decomposition (SVD) , converting the channel matrix,
H𝑖, to a channel vector h𝑖 as given below. Hence, throughout the thesis each user
has a channel, h𝑖, which is a vector and represents either the actual vector channel
or an effective channel vector created by receive combining.
Using the SVD, every matrix H𝑖 ∈ 𝒞𝑀𝑅×𝑀𝑇 can be decomposed accordingly to its
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(𝑖)
𝑚 ) contains the 𝑚 = min(𝑀𝑅,𝑀𝑇 ) ordered singular values




2 ≥ · · · ≥ 𝑑
(𝑖)
𝑚 .
Denoting the first column of U𝑖 by u𝑖, the effective user channels after receive
processing are then h𝑖 = u
𝐻
𝑖 H𝑖, 𝑖 = 1, 2, . . . , 𝑁 . This operation converts the matrix
channel H𝑖 of dimension 𝑀𝑅 ×𝑀𝑇 to a vector channel h𝑖 of dimension 1×𝑀𝑇 [29].
Thus, the global channel from the BS to the 𝑁 users in (2.15) can be re-written as
H = [h𝑇1 ,h
𝑇
2 , · · · ,h𝑇𝑁 ]𝑇 , (2.18)
with dimension 𝑁 ×𝑀𝑇 .
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2.3 Precoding
In a closed loop MIMO system, the transmitter sends pilot signals to the receivers
and the channel state information (CSI) is estimated by the channel estimators at
the receivers. After CSI estimation, the receiver sends back the estimated channel
information to the transmitter (CSIT). With the CSIT feedback, the transmitter
designs the signals with appropriate weighting across all antennas such that the signal
power is maximized at the receiver output [66], which is known as precoding. In a
downlink MU-MIMO system, precoding is designed for separating data streams with
as little interference as possible, i.e., the BS pre-filters signals to the intended users
before sending them through the channel [67].
Precoding design for MIMO wireless systems is an active research area and there
is a rapidly growing interest in precoding design techniques for MU-MIMO systems
in 5G technology [68] [69] [13]. In MIMO systems, both non-linear precoding, such
as DPC [70], Tomlinson-Harashima precoding (THP) [71], lattice-aided methods [72],
and linear precoding techniques such as match filtering (MF), MMSE and ZF schemes
[30] [31] [32] can be used. Non-linear methods have better performance compared to
the linear precoding techniques, however, at the cost of higher implementation com-
plexity. Moreover, linear precoders, such as MF and ZF, are shown to be near optimal
with an increase in the number of antennas and users [33] [50] [48]. With careful se-
lection of precoder and spatial separation between the users, inter-user interference
(IUI) can be significantly reduced thereby supporting multiple users simultaneously.
It is known that ZF outperforms MF in the high spectral efficiency region while MF
is better in lower spectral efficiency region [73]. Finding the optimal precoding vector
is a non-convex optimization problem [74].
In this thesis, we will consider ZF precoding to avoid the inter-stream interference
which can be simply done by inverting the composite channel matrix of the users [74].
We will discuss in ZF and assumption in the next section.
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2.3.1 Zero-forcing (ZF) precoding
ZF precoding is designed such that there is no inter-stream interference. After using
receive processing, as discussed in sec. 2.2.1, h𝑖 = u
𝐻
𝑖 H𝑖, 𝑖 = 1, 2, . . . , 𝑁 , where each
matrix channel H𝑖 of dimension 𝑀𝑅 × 𝑀𝑇 is converted to a vector channel h𝑖 of
dimension 1×𝑀𝑇 [29]. Thus, the global channel H denotes the composite 𝑁 ×𝑀𝑇
downlink channel matrix from the BS to all 𝑁 users.
The transmitter designs the ZF precoders, [w1,w2, · · ·w𝑁 ], by taking the pseudo-
inverse of H, namely H† [75]. Thus, the un-normalized precoding matrix, W0, is
given by5
W0 = H
† = H𝐻(HH𝐻)−1 = [w01,w02, · · ·w0𝑁 ], (2.19)
so that the normalized precoder is
W = [w1,w2, · · · ,w𝑁 ], (2.20)
where
w𝑖 = w0𝑖/||w0𝑖||. (2.21)
Furthermore, the transmitter multiplies the data symbol for each user by a precoding




The resulting received signal for each user 𝑖 can be written as [36]
r̃𝑖 = H𝑖w𝑖x𝑖 +
𝑁∑︁
𝑗=1, 𝑖 ̸=𝑗
H𝑖w𝑗x𝑗 + n𝑖, (2.22)
5Note that the matrix (HH𝐻)−1 must be a full rank matrix to be invertible.
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= u𝐻𝑖 H𝑖w𝑖x𝑖 +
𝑁∑︁
𝑗=1, 𝑖 ̸=𝑗








where the second-term in (2.23) is the interference from other streams and z𝑖 has the
same statistics as the white Gaussian noise vector n𝑖. The basic principle of ZF is
to choose the precoders to avoid interference among user streams [76][77], i.e., the
precoders are selected such that they satisfy
h𝑖w𝑗 = 0 for 𝑖 = 1, 2, . . . , 𝑁, 𝑗 = 1, 2, . . . , 𝑁, 𝑖 ̸= 𝑗. (2.24)
Therefore, the inter stream interference can be removed and (2.23) can be written as






However, ZF may suffer a power penalty due to the nulling. Note that, how much
power can be allocated to the user or in a beam depends upon the channel condition.
There is no power penalty if H is full rank and the Gram matrix (HH𝐻) is diagonal,
i.e., the channels from BS to different users are orthogonal. However, when the Gram
matrix becomes ill conditioned, i.e., some users are correlated or aligned to each other,
the power penalty increases. In this situation the Gram matrix becomes large and
power allocation matrix becomes small. Less energy is allocated to users and more
energy is spent on nulling. Less power on user signals means low receive signal power
at some users [30][67, p.17]. Therefore, in this thesis we consider 𝑀𝑇 ≥ 𝑁 .
Let us briefly discuss about MF and MMSE precoding techniques. MF is the
simplest linear precoding that aims to maximize the receive SNR at each user. MF is
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more suitable in noise-limited scenarios and outperforms at low SNRs. However, at
high SNRs, MF performance is limited by inter-user interference [67]. If we consider
the entire SNR range we can find a trade-off between the signal strength and the
interference reduction. In MMSE the main idea is that the noise variance is estimated
at the receiver and fed back to the transmitter so that a better precoder can be
designed for the entire SNR range. The MMSE solution is given as
WMMSE = H
𝐻(HH𝐻 + 𝛼I)−1, (2.26)
where 𝛼 is the regularization parameter (please refer to [67, p. 19] for more informa-
tion.). This (2.26) becomes when 𝛼 = 0, i.e., at very high SNRs, and converses to
MF when 𝛼→∞, i.e., at low SNRs.
Moreover, the precoder design for OMA systems and NOMA system is quite
different. In TDMA system, global channel H considers all 𝑁 users channels while
designing the precoder. However, in NOMA systems, the precoder is designed based
on the strong user channels in a cluster and singletons. Weak users channels are not
considered which is elaborated in Sec. 2.4.4.
Signal to noise ratio (SNR)
The SNR of user 𝑖 under ZF is
SNR𝑖 = (𝐸𝑥/𝜎




where 𝐸𝑥 = 𝐸[|𝑥𝑖|]2 is the power of the data symbols, 𝑥1, 𝑥2, · · · , 𝑥𝑁 , sent to each
user and 𝜌 = 𝐸𝑥/𝜎
2, where 𝜎2 is the noise power at each receive antenna. Thus, the
corresponding rate can be written as
𝑅𝑖 = log2(1 + SNR𝑖). (2.28)
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2.4 Multiple access techniques
Multiple access techniques can be classified as orthogonal or non-orthogonal. In this
section we will describe both approaches. 6
2.4.1 Orthogonal multiple access (OMA)
Orthogonal multiple access (OMA) means that signals from different users are orthog-
onal to each other. This can be achieved by time division multiple access (TDMA),
frequency division multiple access (FDMA) or orthogonal frequency division multiple
access (OFDMA). In these techniques, multiple users access and share the system
resources simultaneously, but in a non-overlapping manner. In OMA, resources are
allocated to the users in each cell such that there is no inter-user interference. Hence,
low-complexity detection approaches can be implemented at the receiver to retrieve
the users’ signals [78]. Additionally, OMA can achieve good system level throughput
performance in packet domain services using channel-aware time and frequency do-
main scheduling with simple single user detection [79]. However, the requirement of
accommodating a dynamic set of different types of random active users in terms of
bandwidth allocation in 5G cellular communication makes it unfavorable for future
radio access networks [80]. Also in orthogonal systems, all associated BSs for coor-
dinated multi-point (CoMP) transmission need to allocate the same channel to the
cell-edge users and this restricts the channel being used by other users. This restric-
tion in the reuse of the channel decreases the spectral efficiency with an increase in
the number of cell edge users [81].
2.4.2 Non-Orthogonal multiple access (NOMA)
Unlike OMA, NOMA is an intra-cell multi-user multiplexing scheme that utilizes an
additional new domain, i.e., the power domain, which has not been extensively uti-
lized in previous 2G (TDMA), 3G (Code Division Multiple Access (CDMA)) or 4G
(OFDMA) systems [7]. In 4G cellular communication OFDMA has been used which
6Precoding design is not significantly influenced by the multiple access techniques employed.
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allows multiple access among several terminals while preserving frequency orthogo-
nality. However, NOMA provides a multiple access technology utilizing power control
in the frequency domain. Since several users’ signals can be sent at the same time
on the same frequency, higher numbers of users can be accommodated as well as
increasing the overall cellular capacity.
NOMA is a promising technology for 5G, when used with advanced transmission
(superposition coding (SC)) and reception (successive interference cancellation (SIC))
techniques7. The benefit of NOMA with SIC, along with the importance of resource
sharing and user coordination in 5G networks has been the subject of many recent
studies [6] [82] [83] [84]. The target of these studies is to investigate the feasibility and
potential gains of replacing OMA with other multiple access schemes and to analyze
the computational effort required for real usage. Moreover, some of the work [78] [85]
[86] on uplink NOMA systems concluded that enhanced uplink performance can be
achieved compared with OMA systems.
NOMA achieves a better trade-off between the total user throughput and user fair-
ness with regard to the achievable throughput of the respective users [79]. In NOMA,
specific functionalities such as random BF [10], and opportunistic BF [87], multi-user
power allocation (non-equal power transmission among beams) [88], dynamic user
multiplexing order [80], receiver design [89] and SIC with error propagation [6] [90]
[91], are considered to maximize NOMA gains.
2.4.3 Superposition coding (SC) and successive interference
cancellation (SIC)
SC is a coding technique that performs multiplexing of two or more users’ signals in
the power domain [92] [93]. For example, if there are two geographically distributed
users one near the BS and the other far from the BS, then the BS transmits the
superimposed signal of both near and far user, scaling both with different power
levels. The probability of detection of each signal at the receiver increases with more
7SC and SIC techniques are described in Sec. 2.4.3.
25
distinct power levels of the transmitted superimposed signals. By SC the difference
in signal strength, i.e., near-far effect at wireless communication of users, can be
exploited to convey signals of multiple users over the same channel simultaneously.
SIC is used to decode the received superimposed signal, i.e., the receiver starts
by decoding the message of the user having the strongest SNR, then continues in a
descending order of the users’ SNR [94] [95]. After detection of each user’s signal,
the receiver subtracts the detected signal from the received signal. This suppresses
co-channel interference from the strong signal for relatively weak signals, and it is
possible to successfully detect the signals of all users with high probability. Finally,
SC and SIC make it possible to extend the capacity of a communication system
without expanding the bandwidth [93].
2.4.4 NOMA-ZFBF
In this thesis, we consider NOMA-ZFBF systems in which highly correlated users
channels share a single BF vector [40][96]. The basic NOMA-BF system in the mul-
tiuser system scenario has some beams supporting two or more highly correlated users
in a cluster and the rest of the beams support singletons. Singletons are the users that
cannot be grouped into highly correlated groups. We assume that the BS can sup-
port Ω users in a NOMA-ZFBF system8 and all users are equipped with either single
antenna or multiple antennas. As discussed in sec. 2.2.1, for a receiver with a single
antenna, we have the channel h𝑖. However, for a receiver with multiple antennas, the
receiver uses a linear combiner so h𝑖 is the effective channel, i.e., h𝑖 = u
𝐻
𝑖 H𝑖.
To integrate NOMA with a multiuser system scenario, the Ω users are grouped
into 𝑁1 clusters with B highly correlated users in each cluster and 𝑁2 singletons, i.e.,
Ω = 𝑁1𝐵 + 𝑁2. As shown in Fig. 2-5, we consider 𝐵 = 2. ZFBF is used to separate
the beams with clusters and the singletons. Within the clusters the strong and weak
users are separated using NOMA power allocation and SIC [97].
8In TDMA systems each user is supported by a single beam, however in NOMA systems two or
more users can be supported by a single beam. Thus, in NOMA systems, Ω represents the total
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Figure 2-5: NOMA-BF downlink system with user selection and clustering algorithm.
Let 𝑁 = 𝑁1 + 𝑁2, where 𝑀𝑇 ≥ 𝑁9. then the 𝑁 ×𝑀𝑇 channel matrix from the
BS to the strong users in 𝑁1 clusters and 𝑁2 singletons is given by
H = [h𝑇1𝑠,h
𝑇
2𝑠, · · · ,h𝑇𝑁1𝑠⏟  ⏞  
Clusters
,h𝑇𝑁1+1, · · · ,h
𝑇
𝑁⏟  ⏞  
Singletons
]𝑇 . (2.29)
Throughout the thesis, we use subscripts 𝑠 and 𝑤 to denote the strong/near and
weak/far users in the 𝑁1 clusters, respectively. Note that (2.29) considers only the
strong users and singletons channels, but weak users channels are not considered.
Then, the transmitter designs the precoder based on H as in (2.19). This is different
from (2.18), where global channelH considers all𝑁 users channels and the transmitter
designs precoder based on (2.18) for OMA systems.
The BS sends the superimposed signal of both users multiplied with the precoder.
9Note that, NOMA system involves designing a single BF vector to support multiple users and
there might be more number of users than number of transmitting antennas at the BS. However,
we have not considered the overloading case where there are more users than number of antennas
at the BS i.e, 𝑀𝑇 < 𝑁 .
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The signals transmitted by the BS are given by
s = Wx, (2.30)
















In clusters, the near user is served with less power as it has better channel con-
ditions than the far user. Since ZF is only designed with the strong user’s channels,
h𝑖𝑤w𝑗 ̸= 0 for 𝑗 ̸= 𝑖, the weak user suffers from interference from other clusters and
from their strong user partner.
2.4.5 SNR/SINR of strong and weak user in clusters
The received signal for the near/strong user in the 𝑖𝑡ℎ cluster, where 𝑖 = 1, . . . 𝑁1, is
given by
𝑟𝑖𝑠 = h𝑖𝑠w𝑖 𝑥𝑖 +
𝑁∑︁
𝑗=1, 𝑗 ̸=𝑖
h𝑖𝑠w𝑗𝑥𝑗 + 𝑧𝑖𝑠, (2.32)






and 𝑥𝑁1+1 · · ·𝑥𝑁 are the signals for singletons. Further, 𝑥𝑖𝑠 and 𝑥𝑖𝑤 are the strong
user signal and weak user signal for cluster 𝑖, respectively. 𝛼𝑖 and
√︀
1− 𝛼2𝑖 are
the amplitude scalings and 𝛼2𝑖 and 1 − 𝛼2𝑖 are the power fractions of 𝑥𝑖𝑠 and 𝑥𝑖𝑤,
respectively.


















h𝑖𝑠w𝑗 𝑥𝑗 + 𝑧𝑖𝑠. (2.33)
The second term of (2.33),
𝑁∑︀
𝑗=1,𝑗 ̸=𝑖
h𝑖𝑠w𝑗𝑥𝑗 is the inter-stream interference from other
beams and h𝑖𝑠w𝑖 𝑥𝑖𝑤
√︀
1− 𝛼2𝑖 is the inter-user interference from the weak user in the
same cluster. However, the ZFBF vector is generated according to the strong user’s
channel, h𝑖𝑠w𝑗 = 0 for 1 ≤ 𝑗 ≤ 𝑁 , 𝑗 ̸= 𝑖. Using this the inter stream interference
from other beams can be removed. In addition, the strong user, employing perfect
SIC, can remove the inter-user interference from the weak user. Thus, the received
signal of the strong user can be written as
𝑟𝑖𝑠 = h𝑖𝑠w𝑖 𝑥𝑖𝑠𝛼𝑖 + 𝑧𝑖𝑠. (2.34)
Then, the received SNR can be written as
SNR𝑖𝑠 = (𝐸𝑥/𝜎
2)|h𝑖𝑠w𝑖|2𝛼𝑖 = 𝜌|h𝑖𝑠w𝑖|2𝛼𝑖. (2.35)










h𝑖𝑤w𝑗𝑥𝑗 + 𝑧𝑖𝑠. (2.36)
Since ZF is only performed with the strong user’s channels, h𝑖𝑤w𝑗 ̸= 0 for 𝑗 ̸= 𝑖,
the weak user suffers from interference from other clusters and from their strong user
































a) Partial orthogonality / Partial correlation  0 1 
Figure 2-6: Illustration of correlation between the channels.
2.5 Correlation between the users
In a multiuser system, in order to exploit the multiuser diversity the BS can clas-
sify the users according to their spatial separability. This spatial separation can be
quantified by the correlation between the spatial signatures of the users [98]. We can
measure the instantaneous channel similarity of the users by correlating the channel





Users with good spatial separation are known as semi-orthogonal users and those
with little spatial separation are known as highly-correlated users. In order to better
illustrate the concept of correlation between the user channels, we consider the case
of two users as shown in Fig. 2-6 and describe the effects in terms of ZFBF.
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Partial orthogonality / Partial correlation (0 < Ψ < 1)
As shown in Fig. 2-6 (a), in general the user channels are partially correlated with
each other, i.e., their correlation satisfies 0 < Ψ < 1. If the correlation is close to
0 then the users are semi-orthogonal and if the correlation is close to 1 then the
users are highly correlated. The correlation value, Ψ, plays an important role while
designing the beamforming weight vector or precoder as discussed in Sec. 2.3.1.
Careful selection of users and designing their weight vectors accordingly can reduce
the inter-stream interference which in turn increases the system performance.
Orthogonal channels (h𝐻𝑖 h𝑗 ≈ 0)
As shown in Fig. 2-6 (b), as both users are in very different beam directions, the
channels between the users may become orthogonal (Ψ ≈ 0). Conventional ZFBF
systems target the selection of users with semi-orthogonal channels as this reduces the
noise inflation in the ZF approach. In this scenario, ZF performs well because they can
easily satisfy the zero-interference condition, i.e., h𝑖w𝑗 = 0 for 𝑖 ̸= 𝑗. A very effective
example of this approach is the semiorthogonal user selection technique developed in
[33]. However, targeting the selection of users with strong and orthogonal channels is
not always effective in the scenarios where close proximity users with similar channels
have to receive delay constrained traffic.
Highly correlated channels (h𝑖 ≈ h𝑗)
As shown in Fig. 2-6 (c), the channel between the users is highly correlated, i.e.,
h𝑖 ≈ h𝑗 or Ψ ≈ 1, this is because the users are in the path of the same beam. An
example could be a mmWave network deployed at a sports event with thousands
of users, i.e., two or more users are in a highly directional mmWave beam. In this
scenario, if all users in same beam are selected for transmission at the same time
using ZF, each one of the users will have high interference from the other users which
increases the noise inflation during channel inversion. Therefore, the primary issue in
downlink precoding/beamforming for correlated users is how to balance the need for
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a high received signal power for each user against the interference produced by the
other user.
The NOMA-ZFBF technique can distinguish users via their power levels [40] [45]
[96], where highly correlated users are grouped into clusters as discussed in Sec. 2.4.4.
In [40], the ZFBF vector is generated based on the channel of the strongest user in
a cluster to reduce the inter-stream interference and perform SIC correctly. If the
BF vector was designed based on the weak user’s channel, then there might be some
errors due to the weak channel strength and it might make it difficult at the strong
user to perform SIC due to the presence of inter-user interference.
However, the main concern about the above precoder design with the strong user’s
channel is: How does the weak user detect its information when the precoding channel
(BF vector) h𝑗w𝑖 is not perfectly known? Only a few papers [27], [40], and [45] specify
that NOMA with the above design requires highly correlated channels. Therefore,
we have proposed a novel DZF technique in chapter 3 that can decorrelate channel
vectors of highly correlated users. Further, in chapter 4 we have proposed a hybrid
zero-forcing (HZF) technique combining both CZF and DZF that provides fairness
against the joint scheduling of semi-orthogonal and highly correlated users.
Both, DZF and NOMA, handle the highly correlated user problem but in different
ways. NOMA employs the same BF vector to highly correlated users and employs
successive interference cancellation and power allocation to separate users [27] [40] to
increasing the performance of the system. DZF uses simpler transceivers and instead
of deliberately scheduling correlated users (as in NOMA), the scheme enables ZF to
operate successfully in all scenarios, even in the presence of highly correlated users.
In chapters 5 and 6, we investigate the NOMA-ZFBF system.
2.6 Simulation
We use Matlab to create the simulation results presented in this thesis. Unless oth-
erwise stated, we consider a downlink MIMO system in either I.I.D. Rayleigh chan-
nel or correlated Rician channel environment. These can be simply constructed as
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given in (2.4) and (2.12), respectively. For example, a simple Rayleigh channel with
channel gain, 𝛽, is generated in Matlab using ℎ =
√︀
𝛽/2 × (randn(𝑀𝑅,𝑀𝑇 ) + 𝑖 ×
randn(𝑀𝑅,𝑀𝑇 )). We assume that the BS knows the CSI of all users. Moreover, our
simulation approach excludes the coding and modulation scheme in its performance
evaluation, as our performance measures of SNR/SINRs and rates are independent of
modulation. Hence, our results are valid for any modulation techniques. The benefit
of using SNR/SINRs is that it enables us to obtain performance analysis of a wireless
system without having to go into the details of transceiver design, or the coding and
modulation schemes employed.
In Chaps. 3 and 4, we use 𝑀𝑅 = 2 antennas at each receiver and for NOMA
systems in Chaps. 5 and 6 we use a single antenna at each user, i.e, 𝑀𝑅 = 1. The
noise power is set to 𝜎2 = 1 without loss of generality. The channel gains of each
user, i.e. strong, weak and singletons are specified in the respective chapters as are the
other required parameters. In some cases the number of users is determined by the
user selection algorithm, which in other cases the number of users is pre-determined.
We run at least 100,000 simulations for each CDF and expected value point in the
SNR and rate curves presented.
2.7 Summary
This chapter has provided the relevant background information required to under-
stand the assumptions, models and techniques that are applied throughout the the-
sis. Specifically, we discussed the different channel models with and without spatial







In section 2.5 we showed that in MU-MIMO systems constructing a semi-orthogonal
user group and using ZFBF increases the system performance. This is due to the
ZFBF design process, since there is minimal loss in channel gains during channel-
inversion.
Conventional zero-forcing (CZF) is a popular downlink processing scheme for MU-
MIMO systems [30] [60], but performance degrades when the users’ channels are
correlated [37] [38]. As a result, most approaches to ZF in MU-MIMO systems target
the selection of users with strong, uncorrelated channels as this reduces the noise
inflation in the ZF approach. A very effective example of this approach is the semi-
orthogonal user selection technique developed in [33]. Of course, the scheduler may
have other constraints, such as fairness, and so it is useful to consider variations of ZF
which are robust to the selection of users with similar channels, for example, when
users are located in close proximity.
Emerging papers in 5G are discussing dense user environments and ultra-high
connectivity [40] [41] [27] where close-proximity users and their associated highly
correlated channel vectors are becoming more prevalent. Moreover, industrial field
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trials have found that the linear processing technique is poor at separating users with
similar channels [43] [44]. Hence, in these scenarios, it is reasonable to implement
techniques such as spatial separation of users via massive BS arrays [41] or NOMA
[40] [27].
In this chapter, we first demonstrate that highly correlated users are extremely
likely in 5G wireless channels and are common even in simple Rayleigh fading channels
for small numbers of transmitting antennas. Second, we propose a novel technique
where users with MIMO arrays employ receive processing to decorrelate their effective
channels. Unlike other techniques [41] - [44], the proposed algorithm is a variant of
CZF with only a minimal change in system design and very little additional com-
plexity. We split the set of users selected for service into two groups: the first group
consists of any pairs of highly correlated users and the second group contains users
which are not highly correlated with the others. The paired users are labelled "near"
or "far" corresponding to a stronger or weaker channel. The proposed decorrelating
ZF (DZF) design is similar to CZF in that for far users and unpaired users, the BS
performs ZF and the users employ the leading left singular vectors for receive process-
ing [33]. Unlike CZF, the near users employ the second strongest left singular vector
for receive processing. As near and far users have highly correlated channels and the
first two singular vectors are orthogonal, the proposed design aims for decorrelation
(orthogonalization) of the near and far user effective channels, hence reducing noise
inflation [23]. Of course, this noise reduction comes at the expense of a power loss
for the near user. However, analytical and simulation results show that the proposed
precoder design can provide performance gains over CZF when correlated users are
present. Moreover, we show that our proposed technique achieves better fairness than
CZF according to Jain’s fairness measure [99].
3.2 Multi-user MIMO system model
Consider a MU-MIMO system in which the BS is equipped with 𝑀𝑇 transmitting
antennas. The BS supports 𝑁 UEs each with 𝑀𝑅 receiving antennas. Assuming each
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user experiences uncorrelated Rayleigh fading, the downlink channel matrix, H𝑖, for
user 𝑖 contains entries which are 𝒞𝒩 (0, 𝛽𝑖), where 𝛽𝑖 is the link gain for user 𝑖. The









2 , · · · , 𝑑(𝑖)𝑚 ), (3.2)





· · · ≥ 𝑑(𝑖)𝑚 .
3.2.1 Conventional precoder design
A conventional approach to delivering one stream per user is to use the dominant left
singular vector of the channel at each user and plain ZF at the BS. We refer to this
technique as CZF. Denoting the first column of U𝑖 by u𝑖, the effective user channels
are then h𝑖 = u
𝐻
𝑖 H𝑖, 𝑖 = 1, . . . , 𝑁 and the global channel from the BS to the 𝑁 users
is
H = [h𝑇1 ,h
𝑇
2 , · · · ,h𝑇𝑁 ]𝑇 . (3.3)
The transmitter performs ZF based on H, assuming 𝑀𝑇 ≥ 𝑁 . The un-normalized
precoding matrix, W0, is given by
W0 = H
𝐻(HH𝐻)−1 = [w01,w02, · · ·w0𝑁 ], (3.4)
so that the normalized precoder is
W = [w1,w2, · · · ,w𝑁 ], (3.5)
where w𝑖 = w0𝑖/||w0𝑖||.
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3.2.2 Proposed precoder design (DZF)
Here we design DZF, a simple alternative to CZF that is resilient to the presence
of correlated users and outperforms CZF when correlated users are present. During
precoder design, the BS obtains channel state information (CSI) feedback from users
and decides if the users are highly correlated and further sets the precoders. Moreover,
the BS sends 1-bit information to each user informing them to use the 1st or 2nd
singular vector as the precoder. This has minimal overhead compared to CZF.
Assume that the 𝑁 = 2𝑁1+𝑁2 users are grouped into 𝑁1 pairs (each containing a
highly correlated near/strong (𝑠) and weak/far (𝑤) user) and𝑁2 singletons (users that
can’t be grouped into a highly correlated pair). As in [40], a predefined correlation
threshold can be used for pair selection. Accordingly we relabel the channel matrices
so they are ordered as H1𝑠, · · · ,H𝑁1𝑠, H1𝑤, · · · ,H𝑁1𝑤, H𝑁1+1, · · · ,H𝑁 and each user
pair, 𝑖, contains the highly correlated channels (H𝑖𝑠,H𝑤).
The proposed design is similar to CZF in that the BS performs traditional ZF and
the singletons and far users employ the leading left singular vectors for processing.
In contrast, the near users employ the second strongest left singular vector which
decorrelates their channel with the paired far user at the expense of a loss in power.
Hence, the users perform receive processing to create equivalent channels as follows:
h𝑖𝑠 = u
𝐻





𝑤H𝑤, u𝑖𝑤 = col. 1 of U𝑖𝑤, H𝑖𝑤 = U𝑖𝑤D𝑖𝑤V
𝐻
𝑖𝑤, (3.7)
for 𝑖 = 1, . . . , 𝑁1 and
h𝑖 = u
𝐻
𝑖 H𝑖, u𝑖 = col. 1 of U𝑖, H𝑖 = U𝑖D𝑖V
𝐻
𝑖 , (3.8)
for 𝑖 = 𝑁1 + 1, . . . , 𝑁 . Now, the global equivalent channel matrix, ̃︀H, considering all
users is given as
̃︀H = [h𝑇1𝑠, · · · ,h𝑇𝑁1𝑠,h𝑇1𝑤, · · · ,h𝑇𝑁1𝑤,h𝑇𝑁1+1, · · · ,h𝑇𝑁 ]𝑇 . (3.9)
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Then, the transmitter performs ZF using ̃︁W0 = ̃︀H𝐻(̃︀H̃︀H𝐻)−1, and the normalized
precoder, ̃︁W = [̃︀w1, ̃︀w2, · · · ̃︀w𝑁 ], is calculated similarly, where ̃︀w𝑖 = ̃︀w0𝑖/||̃︀w0𝑖||.
3.2.3 Performance metrics
The SNR of ZF is well known so that the SNR1 of user 𝑖 under CZF is [40]
SNR𝑖 = (𝐸𝑥/𝜎
2)/||w0𝑖||2 = 𝜌/||w0𝑖||2 (3.10)
and under DZF is
S̃NR𝑖 = (𝐸𝑥/𝜎
2)/||̃︀w0𝑖||2 = 𝜌/||̃︀w0𝑖||2. (3.11)
Note that 𝐸𝑥 = 𝐸[|𝑥𝑖|]2 is the signal strength and 𝜌 = 𝐸𝑥/𝜎2, where 𝜎2 is the noise
power at each receive antenna. The corresponding rates are
𝑅𝑖 = log2(1 + SNR𝑖) (3.12)
and ̃︀𝑅𝑖 = log2(1 + S̃NR𝑖). (3.13)
In the proposed technique, unlike CZF, the near and far users employ orthogonal
receive combiners which tend to decorrelate the effective channels. There are links
between DZF and NOMA, but the focus is quite different. NOMA focuses on increased
capacity by using the same BF vector to highly correlated users and using successive
interference cancellation and power allocation to separate users [40] [27]. DZF uses
simpler transceivers and instead of deliberately scheduling correlated users (as in
NOMA), the scheme enables ZF to operate successfully in all scenarios, even in the
presence of highly correlated users.
1Note that when the transmitter has perfect CSI, ZF completely eliminates multi-user interfer-
ence. However, if there is any imperfection in the channel knowledge, there will be some multiuser
interference [100] [101].
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3.3 Two user case











In CZF, user 𝑠 employs receive combiner u𝑠 which is the first column ofU𝑠. Similarly,
user 𝑤 employs the combiner u𝑤 which is the first column of U𝑤. Therefore, the












where v𝑠 is the first column of V𝑠 and 𝜆
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1 is the maximum eigenvalue of H𝑤H
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Defining Γ𝑐 = v
𝐻
𝑠 v𝑤 and substituting (3.19) in (3.18) gives
SNR𝑠 = 𝜌𝜆
(𝑠)




1 (1− |Γ𝑐|2). (3.21)
Perfectly orthogonal case











When both channels are perfectly correlated, H𝑛 ∝ H𝑤, then Γ𝑐 = 1 and SNR𝑠 =
SNR𝑤 = 0. Hence the SNRs decay quadratically with |Γ𝑐| from 𝜌𝜆(𝑠)1 and 𝜌𝜆
(𝑤)
1 to
zero as |Γ𝑐| increases from zero to one, i.e, as the correlation increases.
3.3.2 DZF
In the proposed DZF design, unlike CZF, user 𝑠 uses the combiner u𝑠 which is the
second column of U𝑠. However, user 𝑤 uses the combiner as in CZF, which is u𝑤,















2 is the second largest eigenvalue of H𝑤H
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Defining Γ𝐷 = v
𝐻
𝑠 v𝑤 and substituting (3.26) in (3.18) gives the SNRs as
S̃NR𝑠 = 𝜌𝜆
(𝑠)




1 (1− |Γ𝐷|2). (3.28)
Again, the SNRs vary quadratically with a measure of similarity between eigenvectors,
in this case, Γ𝐷.
Perfectly correlated case
When the two channels are perfectly correlated then v𝑠 and v𝑤 are orthogonal and
Γ𝐷 = 0 giving S̃NR𝑠 = 𝜌𝜆
(𝑠)
2 and S̃NR𝑓 = 𝜌𝜆
(𝑤)
1 . Again, we have a quadratic drop in
SNR as |v𝐻𝑠 v𝑤| varies. However, this time the pattern is reversed and SNR drops as
correlation decreases.
Note that, the second singular vector has more power than the third vector and
so on, so the second singular vector should always be used to ensure a reasonable
sum-rate for the DZF.
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3.4 Simulation results
First, we investigate the likelihood of very similar channels. If h1𝑖, h1𝑗 represent
the first rows of the channel matrices H𝑖, H𝑗 for users 𝑖, 𝑗, then we measure the
instantaneous row similarity by the normalized cross product2,
𝐶 = |h1𝑖h𝐻1𝑗|(||h1𝑖|| × ||h1𝑗||)−1. (3.29)
Note that 𝐶 = 0 or 𝐶 = 1 represent orthogonal or perfectly aligned channel vectors
respectively. For two independent iid Rayleigh channels, it is known that [100]
√
1− 𝐶2 ∼ Beta(2(𝑀𝑇 − 1), 1). (3.30)
Using the cumulative distribution function (CDF) of the Beta distribution we obtain
𝑃 (𝐶 > 𝑐0) = (1− 𝑐20)𝑀𝑇−1 (3.31)
giving a closed form result for the probability that the instantaneous row similarity
exceeds a given threshold, 𝑐0. For more complex channel models, we use simulation
and focus on the 3GPP channel model in [24]. This is a type of Saleh-Valenzuela
(SV) channel model with 20 clusters and 20 sub-paths per cluster parameterized for a
uniform linear array in an urban macro (UMa) non-line-of-sight (NLOS) environment
(using parameters in [102, Table I]). In addition, we consider the spatial consistency
procedure where user channels vary smoothly over a grid of size 𝑑corr × 𝑑corr, where
𝑑corr = 50m is the correlation distance for UMa NLOS channels. Analytical and
simulated results for 𝑃 (𝐶 > 𝑐0) are given in Table 3.1. In the table, 0.7 and 0.9 are
the correlations between the users and the percentage exceedances for the correlation
value are tabulated for different numbers of transmitting antennas i.e., 𝑀𝑇 = 2 and 8.
It is clear that similar channels tend to occur for independent iid Rayleigh channels
only for small 𝑀𝑇 = 2. In contrast, the SV models experience similar channels quite
2Although, in this case 𝐶 only measures the row similarity, it can still be used to measure channel
similarity by measuring 𝐶 for each row.
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Table 3.1: Percentage exceedances for channel similarity
Channel Model % > 0.7 % > 0.9
𝑀𝑇=2 𝑀𝑇=8 𝑀𝑇=2 𝑀𝑇=8
iid Rayleigh 51 0.90 19 0.0009
SV independent (> 50𝑚) 82.89 50.90 55.04 9.13
SV dependent (𝑑 = 25𝑚) 90.38 86.21 71.18 35.49
SV dependent (𝑑 = 5𝑚) 99.68 99.98 97.98 99
commonly, even for independent users. If spatial consistency is considered, then
channel similarity becomes prevalent as the spatial separation of users is decreased.
Next, we consider a system with𝑀𝑇 = 2 antennas at the BS and𝑀𝑅 = 2 antennas
at all users unless otherwise specified. To construct the channels of highly correlated
users, we first generate an uncorrelated Rayleigh fading channel matrix for the near






with elements 𝒞𝒩 (0, 𝛽𝑤 = 1), where Ψ is the correlation between the near and far user
and the elements of E𝑠 are 𝒞𝒩 (0, 𝛽𝑠). This allows us to control correlation through
Ψ. The remaining 𝑁2 unpaired users have independent Rayleigh channel matrices
with elements 𝒞𝒩 (0, 𝛽𝑖 = 1).
Figures 3-1a and 3-1b give mean SNR vs correlation and mean sum-rate vs cor-
relation results for the case of two correlated users. As shown by the analysis in
Sec. 3.3, CZF experiences a decay in both SNR and sum-rate when the correlation
between the users increases. However, with DZF, the trend is reversed and SNR and
sum-rate increase as correlation increases. Moreover, in Fig. 3-1b we observe that the
crossover point, where the sum-rate of DZF exceeds CZF is at Ψ ≈ 0.7. Further, as
expected, the crossover point remains unaffected for both 𝜌 = 5 dB and 15 dB since
𝜌 simply scales the SNR.
For the same scenario, in Fig. 3-2a and Fig. 3-2b, we plot rate CDFs for the near
and far users at Ψ = 0.2 and Ψ = 0.9. These CDFs are obtained through simulation.
The superiority of CZF at low correlation (Ψ = 0.2) is clear in Fig. 3-2a while for high
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Correlation





















(a) SNR vs. correlation. 𝜌 = 5 dB.
Correlation















CZF, ρ = 15dB
DZF, ρ = 15dB
CZF, ρ = 5dB
DZF, ρ = 5dB
CZF ≈ DZF
DZF is betterCZF is better
(b) Sum-rate vs. correlation
Figure 3-1: SNR and sum-rate comparison of DZF and CZF. 𝑁 = 2, 𝛽𝑠 = 4 and
𝛽𝑤 = 1.
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(a) Ψ = 0.2
Rate(bps/Hz)














(b) Ψ = 0.9
Figure 3-2: Rate CDF comparison of 2 users with DZF and CZF. 𝜌 = 5 dB, 𝑀𝑇 =
𝑀𝑅 = 2, 𝑁 = 2, 𝛽𝑠 = 4 and 𝛽𝑤 = 1.
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correlation (Ψ = 0.9), Fig. 3-2b shows that the performance of near and far users is
better for DZF.
Jain's fairness index
















Figure 3-3: CDF of Jain’s fairness index. 𝜌 = 5 dB, 𝑀𝑇 = 𝑀𝑅 = 2, 𝑁 = 2, 𝛽𝑠 = 4
and 𝛽𝑤 = 1.
To study the fairness of CZF and DZF, in Fig. 3-3 we plot the CDFs of Jain’s
fairness index [99] for the near and far user rates for the scenario in Fig. 3-2 with




















respectively, where 𝑁 = 2 and 𝑖 = 1, 2 corresponds to near and far users. Note
that 0.5 and 1 are the minimum and maximum fairness levels for this scenario. It is
clear that DZF becomes fairer as Ψ increases while CZF becomes less fair. For high
correlation (Ψ = 0.9), DZF is fairer than CZF for approximately 90% of the time.
This is due to the built in fairness of DZF which involves a power penalty for the
near user. For Ψ = 0.9, the cross-over at low fairness levels is due to the fact that
sometimes the near user’s power penalty reduces their rate relative to the far user.
In Fig. 3-4, we demonstrate the sum-rate dependence on the channel powers. We
observe that increasing the strong user power from 𝛽𝑠 = 1 to 4 also increases the
overall sum-rate. Furthermore, increasing the channel gain power difference between
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w
= 1MT = MR = 2
Figure 3-4: Sum-rate versus correlation. 𝜌 = 5 dB and 𝑁 = 2.
the strong and weak user shifts the crossover point to the right. This is because as
𝛽𝑠 increases, the power penalty is more significant i.e., scaling the channel powers by
some factor has more effect on larger powers, and therefore a higher correlation is
needed to counter this effect.
Finally, in Fig. 3-5, we demonstrate the effect of varying the numbers of trans-
mitting antennas and participating users on the sum-rate. It is obvious that as the
number of transmitting antennas and users increases, the sum-rate of the system also
increases. As in Fig. 3-4, as the sum-rate increases the cross-over point slightly shifts
to the right as the effect of a single correlated pair of users is proportionally less in a
larger global channel. However, with the increase in the number of correlated pairs
the cross-over point shifts to left and the sum-rate of CZF decreases rapidly.
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Figure 3-5: Sum-rate versus correlation with different 𝑀𝑇 and 𝑁 . 𝜌 = 5 dB, 𝑀𝑅 = 2,
𝛽𝑠 = 1 and 𝛽𝑤 = 1.
3.5 Conclusion
In this chapter, we have shown that DZF is an efficient technique for highly correlated
users which are prevalent in 5G channels and are also common for systems with small
numbers of transmit antennas. The beauty of DZF is that it is a variant of ZF that
provides robustness against the joint scheduling of correlated users with very little
additional complexity. Analysis of the two user case clearly demonstrates the idea
of DZF and illustrates the potential for improved rates and fairness. Both these
performance gains are verified by simulation.
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Chapter 4
Hybrid Zero-Forcing for Correlated
and Semi-Orthogonal MU-MIMO
Channels
In chapter 3, we found that scheduling correlated users and using ZF degrades the
system performance due to noise inflation during channel inversion. To reduce this
noise inflation, DZF has been proposed which decorrelates the channels of two highly
correlated users. The proposed DZF design is similar to CZF in that for far users and
unpaired users, the BS performs ZF and the users employ the leading left singular
vectors for receive processing [33]. Unlike CZF, the near users employ the second
strongest left singular vector for receive processing. As near and far users have highly
correlated channels and the first two singular vectors are orthogonal, DZF aims for
decorrelation (orthogonalization) of the near and far user effective channels, hence
reducing noise inflation [23].
In practical scenarios, it is preferable to serve as many users as possible to reduce
user latency and improve user fairness [103]. For example, users that contain delay
constrained traffic may not be able to be scheduled in the next time slot [33] [39].
Moreover, users are often classified according to their spatial separability and this is
done by quantifying the correlation among the users. Only the users whose mutual
correlation is sufficiently low are allowed to use CZF [33] [39]. In contrast, the users
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whose channel correlations are high employ DZF. DZF provides robustness against
the joint scheduling of correlated users. Thus, in this chapter, on the basis of the
advantages of both CZF and DZF, we propose a hybrid ZF (HZF) algorithm that se-
lects both highly correlated and semi-orthogonal users. HZF selects highly correlated
users on the basis of a correlation threshold value (Ψ0) and also makes sure that the
HZF rate is higher than the corresponding CZF rate to achieve higher sum-rate than
CZF.
Note that in sections 4.1, 4.1.1, and 4.1.2, for completeness we summarize key
information from chapters 2 and 3.
4.1 System Model
Consider a MU-MIMO system in which the BS is equipped with 𝑀𝑇 transmitting an-
tennas. The BS supports 𝑁 UEs each with 𝑀𝑅 receiving antennas. We assume spa-
tially correlated Rician fading channels with unequal statistics for each user. Hence,
















where H̄𝑖, Ĥ𝑖 and R𝑖 are the specular (LOS), diffuse (scattered) components of the
channel and the 𝑀𝑇 ×𝑀𝑇 transmit spatial correlation matrix, respectively. The ratio
between the powers of the specular and scattered components is defined as the Rician
(𝐾) factor. Note that 𝐾𝑖 and R𝑖 are unique to each user. Assuming a uniform linear











1 𝑒𝑗 2𝜋𝑑 sin𝜑𝑖𝑇 · · · 𝑒𝑗 2𝜋(𝑀𝑇−1)𝑑 sin𝜑𝑖𝑇
]︁
, (4.3)
where 𝜑𝑖𝑅 is the LoS angle-of-arrival (AoA) at the receiver, 𝜑𝑖𝑇 is the LoS angle-of-
departure (AoD) at the transmitter, and 𝑑 is the inter-element spacing in wavelengths.
The SVD of the channel is denotedH𝑖 = U𝑖D𝑖V
𝐻
𝑖 , whereU𝑖 andV𝑖 are𝑀𝑅×𝑀𝑅 and
𝑀𝑇 ×𝑀𝑇 unitary matrices, respectively, and D𝑖 = diag(𝑑(𝑖)1 , 𝑑
(𝑖)
2 , · · · , 𝑑
(𝑖)
𝑚 ) contains




2 ≥ · · · ≥ 𝑑
(𝑖)
𝑚 .
We model the distribution of users with a uniform density over the coverage area
of the cell as in [104]. The link gains are 𝛽𝑖 = 𝐴𝜉𝑖(𝑟0/𝑟𝑖)
−𝛾, where 𝐴 is the unit-
less constant for the geometric attenuation at a reference distance of 𝑟0, 𝑟𝑖 is the
distance between the BS and the 𝑖𝑡ℎ user, 𝛾 is the attenuation exponent and 𝜉𝑖 =
10(𝑋𝑖/10), where 𝑋𝑖 depends upon the shadow fading standard deviation (𝜎
2
𝑠𝑓 ), i.e.,
𝑋𝑖 ∼ 𝒩 (0, 𝜎2𝑠𝑓 ).
4.1.1 Conventional precoder design
As we discussed in Sec. 3.2.1, a conventional approach to delivering one stream per
user is to use the dominant left singular vector of the channel at each user and plain
ZF at the BS. We refer to this technique as CZF. Denoting the first column of U𝑖
by u𝑖, the effective user channels are then h𝑖 = u
𝐻
𝑖 H𝑖, 𝑖 = 1, · · ·𝑁 and the global
channel from the BS to the 𝑁 users is
H = [h𝑇1 ,h
𝑇
2 , · · · ,h𝑇𝑁 ]𝑇 . (4.4)
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The transmitter performs ZF based on H, assuming 𝑀𝑇 ≥ 𝑁 . The un-normalized
precoding matrix, W0, is given by
W0 = H
𝐻(HH𝐻)−1 = [w01,w02, · · ·w0𝑁 ], (4.5)
so that the normalized precoder is W = [w1,w2, · · · ,w𝑁 ], where w𝑖 = w0𝑖/||w0𝑖||.
4.1.2 DZF precoder design
As we discussed in Sec. 3.2.2, the DZF scheme groups the 𝑁 = 2𝑁1 + 𝑁2 users
into 𝑁1 pairs (each containing a highly correlated near (𝑠) and far (𝑤) user) and 𝑁2
singletons (users that can’t be grouped into a highly correlated pair). Accordingly
we relabel the channel matrices so they are ordered asH𝑖𝑠, · · · ,H𝑁1𝑠,H1𝑤, · · · ,H𝑁1𝑤,
H𝑁1+1, · · · ,H𝑁 and each user pair, 𝑖, contains the highly correlated channels (H𝑖𝑠,H𝑖𝑤).
DZF is similar to CZF in that the BS performs traditional ZF and the singletons and
far users employ the leading left singular vectors for processing. In contrast, the near
users employ the second strongest left singular vector which decorrelates their channel
with the paired far user at the expense of a loss in power. Hence, the users perform
receive processing to create effective channels as follows:
h𝑖𝑠 = u
𝐻





𝑖𝑤H𝑖𝑤, u𝑖𝑤 = col. 1 of U𝑖𝑤, H𝑖𝑤 = U𝑖𝑤D𝑖𝑤V
𝐻
𝑖𝑤, (4.7)
for 𝑖 = 1, · · · , 𝑁1 and
h𝑖 = u
𝐻
𝑖 H𝑖, u𝑖 = col. 1 of U𝑖, H𝑖 = U𝑖D𝑖V
𝐻
𝑖 , (4.8)
for 𝑖 = 𝑁1 + 1, · · ·𝑁 . Now, the global equivalent channel matrix, Q, considering all
users is given by
Q = [h𝑇𝑖𝑠, · · · ,h𝑇𝑁1𝑠,h
𝑇
1𝑤, · · · ,h𝑇𝑁1𝑓 ,h
𝑇
𝑁1+1
, · · · ,h𝑇𝑁 ]𝑇 . (4.9)
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The un-normalized ZF precoder is ̃︁W0 = Q𝐻(QQ𝐻)−1 = [̃︀w01, ̃︀w02, · · · , ̃︀w0𝑁 ], and
the normalized precoder, ̃︁W = [̃︀w1, ̃︀w2, · · · ̃︀w𝑁 ], is calculated similarly, where ̃︀w𝑖 =̃︀w0𝑖/||̃︀w0𝑖||.
4.1.3 SNR calculations for the two user case
In chapter 3, we found that the DZF scheme is better than CZF when highly correlated
users are present. However, the channel powers are also critical in determining the
performance of the systems. Thus, to determine the effect of both channel powers
and correlation we derive the SNRs of the two user case.





𝑇 , where h1 and h2 are the effective
channels of the users either from CZF or DZF. Employing ZF, the SNR of both users

























































































correlation between the channels of users 1 and 2. Similarly, SNR2 can be calculated
as
SNR2 = 𝜌κ2(1− |Ψ12|2), (4.14)
where κ2 = h2h𝐻2 is the channel power of user 2. From the above SNR computations
we can conclude that the SNRs are directly proportional to channel power, however
SNR decreases with an increase in correlation. Using the DZF technique, κ1 is reduced
but also |Ψ12|2 is reduced if the correlation was originally higher. From this we can
conclude that we should take both power and correlation into account when deciding
on DZF versus CZF.
For simplicity, let us denote the correlation of two users in CZF as Ψ𝐶 , which can
be written as









where the effective channel, h1𝐶 , employs the first eigen vector. Similarly, for DZF,
the correlation of two users can be written as









where the stronger users effective channel, h1𝐷, employs the second eigen vector. In
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both cases, the second or weak user’s effective channel, h2, employs the first eigen
vector. Therefore, for CZF, the SNRs of both users can be written as
SNR1𝐶 = 𝜌κ1𝐶(1− |Ψ𝐶 |2), and SNR2𝐶 = 𝜌κ2(1− |Ψ𝐶 |2). (4.17)
Similarly, for DZF, the SNRs of both users can be written as
SNR1𝐷 = 𝜌κ1𝐷(1− |Ψ𝐷|2), and SNR2𝐷 = 𝜌κ2(1− |Ψ𝐷|2). (4.18)
The sum-rates for CZF and DZF can then be computed as
R𝐶 = log2(1 + SNR1𝐶) + log2(1 + SNR2𝐶), (4.19)
and
R𝐷 = log2(1 + SNR1𝐷) + log2(1 + SNR2𝐷), (4.20)
respectively. These derivations and observations are used to develop the HZF schemes
described in section 4.1.4.
4.1.4 Proposed hybrid zero-forcing (HZF) algorithms
In chapter 3 we discussed CZF and DZF and their potential to achieve better per-
formance in different user correlation environments. However, we have not discussed
any methods to schedule the users so that both CZF and DZF can be best utilized to
achieve higher system performance. Therefore, in this section we propose two algo-
rithms that integrate both CZF and DZF schemes to form: HZF with correlation only
(HZF-C) and HZF with correlation and channel power (HZF-CP) which are described
below. The main idea of both algorithms is to provide fairness while scheduling, i.e., to
schedule both semi-orthogonal and highly correlated users as required, and minimize
the user selection complexity. Further, both algorithms achieve higher performance.
For comparison purposes, we also discuss HZF with an exhaustive search method
(HZF-E) that gives an upper bound on the system performance.
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HZF with correlation only (HZF-C) algorithm
As we have already discussed in Sec. 2.5 that the BS can classify the users according
to their spatial separability which can be quantified by the correlation between the
spatial signatures of the users [98]. We can measure the instantaneous channel simi-
larity of the users by correlating the channel vectors. Moreover, we know that if the
channels of the selected users have a correlation below a certain threshold value, CZF
is used [33]. Furthermore, when the selected users are highly correlated then DZF is
superior to CZF. Thus using the correlation factor and leverage the potential of both
CZF and HZF scheme, we propose the HZF-C algorithm as given below.
1. 𝐿 users are selected for transmission at a given time on the basis of CSI feed-
back to the transmitter. Hence, H1,H2 · · · ,H𝐿 are known at the transmitter.
Initialize 𝑟 = 1 and go to step 2.
2. For i = 1, . . . , 𝐿, compute the SVD H𝑖 = U𝑖D𝑖V
𝐻
𝑖 , and form the effective
channels





The effective channel is proportional to v𝑖, where v𝑖 = col. 1 of V𝑖. Thus,






⎤⎥⎥⎥⎦× [︁v1 · · ·v𝐿]︁ . (4.22)
For example, let 𝐿 = 4 then after computation, the upper triangular part of M
can be written as
M =
⎡⎢⎢⎢⎢⎢⎢⎣





. 1 v𝐻2 v3 v
𝐻
2 v4
. . 1 v𝐻3 v4
. . . 1
⎤⎥⎥⎥⎥⎥⎥⎦ . (4.23)
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3. The cross product and upper triangular part of M can be rewritten as
M =
⎡⎢⎢⎢⎢⎢⎢⎣
1 𝐶12 𝐶13 𝐶14
. 1 𝐶23 𝐶24
. . 1 𝐶34
. . . 1
⎤⎥⎥⎥⎥⎥⎥⎦ . (4.24)
4. Order the absolute values of the 𝐶𝑖𝑗 terms in 𝐶 =
{︁
|𝐶12|, |𝐶13|, · · · , |𝐶(𝐿−1)𝐿|
}︁
.
Further, select the largest element of 𝐶, denoted 𝐶𝑖𝑟𝑗𝑟 .
5. If 𝐶𝑖𝑟𝑗𝑟 > Ψ0, use DZF for users 𝑖𝑟, 𝑗𝑟.
Else use CZF for users 𝑖𝑟, 𝑗𝑟.
6. Remove all terms in M corresponding to users 𝑖𝑟 and 𝑗𝑟 and repeat the process
for r = r + 1.
7. Stop when no two users have a correlation which is greater than Ψ0.
HZF using both correlation and channel power(HZF-CP) algorithm
The HZF-C algorithm described above is based on the correlation among the users.
However, as we have observed in Sec. 4.1.3 channel power is also important when
deciding on DZF versus CZF. Thus, we have added a step in HZF-C as below to
construct the HZF-CP algorithm which may achieve higher performance than HZF-
C.
∙ Repeat steps 1 - 4 of HZF-C algorithm.
∙ Step 5
If 𝐶𝑖𝑟𝑗𝑟 > Ψ0 and 𝑅𝐷 > 𝑅𝐶 for users 𝑖𝑟 and 𝑗𝑟
- Use DZF for users 𝑖𝑟, 𝑗𝑟.
Else use CZF for users 𝑖𝑟, 𝑗𝑟.
∙ Repeat steps 6 and 7 of HZF-C algorithm.
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HZF exhaustive search (HZF-E) algorithm
The HZF-E search algorithm involves choosing all possible ways to allocate DZF and
CZF to user pairs and checking for the best combination to maximize the sum-rate
of the system. For example, for the two user case it selects the best combination
of both users which either employs the dominant eigen vectors at both users as in
CZF or employs the first eigen vector at the weak user and the second eigen vector
at the strong user as in HZF or vice versa. Hence, there are three combinations and
the method with the highest rate is chosen. The highest rate gives an upper bound
on the sum-rate of the system. Similarly, for 3 users there are 4 combinations and
for 4 users there are 11 combinations as given in Appendix A.1. Therefore, with an
increase in the number of users, the search complexity of the system increases. Due
to this high level of computational complexity in the exhaustive search method, we
only consider 𝑁 ∈ {2, 3, 4} in the numerical results.
4.2 Numerical Results
We first compare the HZF-C method with the CZF and DZF techniques presented in
chapter 3 to confirm that the HZF-C method can achieve performance gains. Similar
to the system considered in chapter 3, we consider 𝑀𝑇 = 2 antennas at the BS and
𝑀𝑅 = 2 antennas at all users unless otherwise specified. To construct the channels
of highly correlated users, we first generate an uncorrelated Rayleigh fading channel
matrix for the near user, H𝑠, with elements which are 𝒞𝒩 (0, 𝛽𝑠 = 4). We then






with elements which are 𝒞𝒩 (0, 𝛽𝑤 = 1), where Ψ is the correlation between the
near and far user and the elements of E𝑠 are 𝒞𝒩 (0, 𝛽𝑠). This allows us to control
correlation through Ψ. The remaining unpaired users have independent Rayleigh
channel matrices with elements 𝒞𝒩 (0, 𝛽𝑖 = 1).
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HZF-C, 0 = 0.90
HZF-C, 0 =0.85
HZF-C, 0 =0.8
Figure 4-1: Sum-rate vs. correlation comparison for all schemes. 𝑀𝑇 = 2, 𝑁 = 2,
𝑀𝑅 = 2, 𝛽𝑠 = 4 and 𝛽𝑤 = 1.
In Fig. 4-1, we can observe that HZF-C has a higher performance than both CZF
and DZF schemes for all values of Ψ and a range of correlation threshold values (Ψ0).
This is due to the HZF design process, where the user similarity is checked using
step 2 in the HZF-C algorithm and CZF or DZF is selected accordingly. We can
observe that the proposed HZF-C method is identical to CZF when Ψ0 = 1. This
is because we never see perfectly correlated users in practice. Hence, the correlation
never reaches Ψ0 = 1 and CZF is employed for all users. In contrast, when Ψ0 = 0.1
the HZF-C curve is close to DZF. Here, HZF-C mostly employs DZF as the correlation
between users will be above the low correlation threshold value most of the time. In
Fig. 4-1, we show that the HZF-C method is insensitive to the correlation threshold
values ranging from Ψ0 = 0.80 to Ψ0 = 0.90. This conclusion is validated for a range
of channels, powers and system sizes in Figs. 4-2, 4-3 and 4-5 to 4-11. Therefore, we
can confirm that HZF is a robust technique that achieves higher sum-rate compared
to CZF or DZF techniques.
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= 1
Figure 4-2: Sum-rate vs. correlation for HZF schemes. 𝑀𝑇 = 2, 𝑀𝑅 = 2, and 𝑁 = 2.


























HZF-C, 0 = 0.90
HZF-C, 0 = 0.85




HZF-C, 0 = 0.90
HZF-C, 0 = 0.85





HZF-C, 0 = 0.85
HZF-C, 0 = 0.80
HZF-C, 0 = 0.75
M
T
 = 3, N = 2
M
T
 = 2, N = 2
M
T
 = 4, N = 2
Figure 4-3: Sum-rate vs. correlation comparison for HZF schemes. 𝛽𝑠 = 4 and
𝛽𝑤 = 1.
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In Figs. 4-2 and 4-3, as in chapter 3, we consider the performance of HZF for
different system parameter values, such as the number of transmitting antennas (𝑀𝑇 )
and user channel powers. Similar to the observations made in Figs. 3-4 and 3-5, we can
observe that the sum-rate increases when the strong user’s channel gain is increased
from 𝛽𝑠 = 1 to 4 and also with an increase in the number of transmitting antennas
1.
In Fig. 4-2, though we increase the strong user’s channel gain from 𝛽𝑠 = 1 to 4, the
highest rate achieving threshold value remains constant which is Ψ0 = 0.85. On the
other hand, considering a fixed number of users 𝑁 = 2 and increasing the number
of transmitting antennas we observe that slightly higher rates can be achieved with
a decrease in correlation threshold values, i.e., for 𝑀𝑇 = 2, 3 and 4 we can observe
that Ψ0 = 0.85, 0.80 and 0.75 achieve slightly higher rates compared to other values,
respectively.
In all cases, HZF-E has the highest performance compared to the other schemes.
The interesting thing about the gains of the exhaustive search method is that they
result from favoring the strong user. Simulations show that when HZF-E has a higher
sum-rate than HZF it is almost always because the strong user was served with the
leading eigen vector and the weak user employed the second eigen vector. This trend
makes sense as it is common for the maximum sum-rate approach to be "greedy"
and give more resources to the strong users. We denote this approach reverse DZF
(R-DZF) as it reverses the eigen vector ordering used by DZF. In this thesis, R-DZF
is not pursued further as it results in a considerable lack of fairness. For example, in
Fig. 4-4 DZF and R-DZF are compared. While DZF gives good fairness and similar
rates to the two users, R-DZF creates a very large performance gap.
Since system performance depends upon the channel environments, in order to
fully investigate the effectiveness of the HZF methods we consider more realistic
channel models, based on correlated Rician fast fading and log-normal shadowing with
pathloss as given in Sec. 4.1. User distances are randomly generated, corresponding to
a uniform spatial distribution, with a maximum distance of 𝑟 = 100m and a reference
1For clarity in the figures, we omitted the CZF and DZF curves as the trend of the curves are
already shown in Fig. 4-1 and HZF is always better than CZF and DZF methods.
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Figure 4-4: Rate CDF comparison of 2 users with DZF and R-DZF. 𝜌 = 5 dB,
𝑀𝑇 = 𝑀𝑅 = 2, 𝑁 = 2, 𝛽𝑠 = 4 and 𝛽𝑤 = 1.
distance 𝑟0 = 1m. The other pathloss parameters are 𝜎𝑠𝑓 = 8, and 𝛾 = 3.5, while the
parameter 𝐴 is chosen such that the tenth percentile of the instantaneous SNR(dB)
of ZFBF with four users selected by SUS [33] is 0 dB, when 𝑀𝑇 = 4 and 𝜌 = 15 dB.
Further, we employ the one ring model for the spatial correlation matrices defined in
Sec. 2.1.3 given by (2.14). We set 𝑑 = 0.25 and assume both fixed and user-specific
𝜑 values.
In Figs. 4-5 to 4-11 we simulate five methods: CZF, DZF, HZF-C, HZF-CP, and
HZF-E in different channel environments. For each environment, we show the impact
of the number of transmitting antennas and the correlation threshold values. In
general, for both 𝑀𝑇 = 2 and 𝑀𝑇 = 4, we can observe that HZF-C has a performance
gain over both CZF and DZF. Further, HZF-CP has a slightly higher performance
than HZF-C. This is because HZF-CP benefits from both a power and correlation
based cluster selection procedure using step 5 of the HZF-CP algorithm, while HZF-
C only checks the correlation among the users and doesn’t exploit the channel power.
We have already discussed that HZF is a robust technique as the system perfor-
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(b) HZF-C vs HZF-CP
Figure 4-5: Sum rate CDFs of I.I.D. Rayleigh channel. 𝑀𝑇 = 2, 𝑀𝑅 = 2, 𝑁 = 2, and
𝜌 = 5 dB.

































































(b) HZF-C vs HZF-CP
Figure 4-6: Sum rate CDFs of I.I.D. Rayleigh channel. 𝑀𝑇 = 4, 𝑀𝑅 = 2, 𝑁 = 2, and
𝜌 = 5 dB.
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mance is insensitive to Ψ0. This is now validated for a range of channels and system
sizes. In Figs. 4-5 to 4-11, we can observe that the gains of HZF-C are similar for
a range of Ψ0 values, i.e., Ψ0 = 0.80 to Ψ0 = 0.90. However, there are some small
variations in the correlation threshold values in different environments that achieve
slightly higher rates compared to other threshold values. In Fig. 4-5a, for 𝑀𝑇 = 2 in
I.I.D. Rayleigh channels we can observe that Ψ0 = 0.9 achieves a slightly higher rate
compared to other values. On the other hand in Fig. 4-6a for 𝑀𝑇 = 4, we see that
Ψ0 = 0.8 achieves a slightly higher rate. In all figures, we observe a similar trend,
namely that increases in correlation among users, slightly increases the correlation
threshold point that achieves the highest rate.
Moreover, in Fig. 4-5b HZF-C has a higher performance when Ψ0 = 0.9, however
for HZF-CP it is Ψ0 = 0.7. Hence, HZF-CP has a performance gain over HZF-C
for comparatively lower correlation threshold values. This is reasonable as the power
comparison can be more useful at lower correlations. We know that the performance





























































(b) HZF-C vs HZF-CP
Figure 4-7: Sum rate CDFs of Corr. Rayleigh channel. 𝑀𝑇 = 2, 𝑀𝑅 = 2, 𝑁 = 2,
and 𝜌 = 5 dB.
of the systems is environment dependent and in our simulations this is shown with
64
three key parameters: a) the number of transmit antennas, b) the LoS factor (K)
and c) the spatial correlation among users. These three parameters also play a vital
role in the performance gap between CZF and DZF techniques and further this has
an impact on the gains of the HZF techniques. In Figs. 4-5, 4-6, 4-8, and 4-10, we
can observe that DZF has the lowest rate compared to the other techniques. On the
other hand, in Figs. 4-7, 4-9, and 4-11 CZF has the lowest rate compared to the other
techniques. Hence, it is valuable to have a hybrid technique which selects the best
option in any environment.
































































(b) HZF-C vs HZF-CP
Figure 4-8: Sum rate CDFs of Corr. Rayleigh channel. 𝑀𝑇 = 4, 𝑀𝑅 = 2, 𝑁 = 2,
and 𝜌 = 5 dB.
Firstly, we observe in Fig. 4-7 that for 𝑀𝑇 = 2 in a correlated Rayleigh chan-
nel, DZF has a higher rate than CZF. However, in Fig. 4-8, when the number of
transmit antennas are increased to 𝑀𝑇 = 4, CZF has a higher rate than DZF. This
is intuitive since increasing the number of antennas decreases the correlation among
the users which favors CZF performance. Secondly, we can observe a similar trend
while comparing Figs. 4-9 and 4-10. However, the performance gap between CZF and
DZF decreases in I.I.D. Rician channels compared to I.I.D. Rayleigh and Correlated
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Rayleigh channels. This is because the 𝐾 factor favors the DZF technique by increas-
ing the correlation among the users. Finally, with spatial correlation in a correlated
Rayleigh channel in Fig. 4-7 we can observe that DZF has a higher rate than CZF
in contrast to Fig. 4-5. Moreover, the performance gap between the CZF and DZF
decreases with spatial correlation, and this can be observed by comparing Figs. 4-6
with 4-8. As expected, with spatial correlation there are more highly correlated users,
which increases the DZF performance, which further helps to reduce the performance
gap between CZF and DZF.





























































(b) HZF-C vs. HZF-CP
Figure 4-9: Sum rate CDFs of I.I.D. Rician channel. 𝑀𝑇 = 2, 𝑀𝑅 = 2, 𝑁 = 2, and
𝜌 = 5 dB.
When we compare the performance gap between HZF-C or HZF-CP and HZF-E
methods the highest performance gap can be seen in correlated Rayleigh and then in
correlated Rician channels with𝑀𝑇 = 2 antennas. In contrast, the lowest performance
gaps can be seen in the I.I.D. Rayleigh channel with 𝑀𝑇 = 4 antennas and then with
𝑀𝑇 = 2 antennas. In Figs. 4-7 and 4-11a for 𝑀𝑇 = 2 in correlated Rayleigh and
correlated Rician channels, as expected there are more highly correlated users as
observed during simulation. Further, when R-DZF is used in the presence of highly
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(b) HZF-C vs. HZF-CP
Figure 4-10: Sum rate CDFs of I.I.D. Rician channel. 𝑀𝑇 = 4, 𝑀𝑅 = 2, 𝑁 = 2, and
𝜌 = 5 dB.

































(a) HZF-C vs HZF-CP, 𝑀𝑇 = 2






























(b) HZF-C vs. HZF-CP, 𝑀𝑇 = 4
Figure 4-11: Sum rate CDFs of Corr. Rician channel. 𝑀𝑅 = 2, 𝑁 = 2, and 𝜌 = 5
dB.
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correlated users it creates a large performance gap. This is due to the differences
in the eigen values of the correlated and uncorrelated users, i.e., the gap in eigen
values of correlated users is larger than that for uncorrelated users. Further, this gap
decreases with an increase in the number of uncorrelated users, i.e., I.I.D. Rayleigh
channels are more uncorrelated with more transmit antennas.
4.3 Conclusion
In this chapter, we integrated DZF and CZF schemes to leverage the potential of
both schemes and referred to this combination as the HZF scheme. HZF is a simple
yet efficient algorithm that provides fairness while scheduling the users and achieves
performance gains. We have proposed two algorithms; HZF with correlation based
selection only (HZF-C) and HZF with correlation and channel power based selection
(HZF-CP). The HZF-C achieves higher performance than both CZF and DZF schemes
for all values of Ψ. Also the HZF-C method is robust to the correlation threshold
values. HZF-CP is slightly better than HZF-C for most of the channel environments,
however it has higher system complexity. Simulations in I.I.D./ correlated Rayleigh
and Rician channel environments clearly demonstrate the idea of the HZF scheme
and illustrates the potential for improved rates compared to CZF and DZF schemes.
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Chapter 5
NOMA with Guaranteed Weak User
QoS: Design and Analysis
5.1 Introduction
In chapters 3 and 4, we discussed DZF and HZF signal processing schemes. The for-
mer technique simply decorrelates the channels of two highly correlated users exploit-
ing the advantage of partial orthogonality of eigenvectors of highly correlated users.
The latter approach is a robust technique while scheduling both semi-orthogonal and
highly correlated users. However, with the emergence of stringent spectrally efficient
system requirements for next generation cellular communication, a power domain
multiplexing scheme has been proposed, referred to as NOMA.
NOMA is a power domain multiplexing technique, which employs superposition
coding at the transmitter and SIC at one of the receivers [105] [106] [107]. Since
several users’ signals can be sent at the same time on the same frequency, more
users can be accommodated in NOMA which increases the spectral efficiency of the
system [26]. Furthermore, the concept of MU-MIMO systems can be incorporated in
NOMA systems to enhance the system performance [108][109][110]. Multi-user ZFBF
for a downlink MIMO-NOMA system in highly correlated user scenarios has been
discussed in [40], [45] and [26]. In these papers, the users are grouped into a cluster
based on their channel correlation and gain differences. Further, signals for these
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highly correlated users are transmitted in a single beamforming vector. The work on
NOMA-ZFBF systems in [40] and [45] showed that clustering highly correlated users
is more likely to suppress the inter-cluster interference which in turn helps to increase
the spectral efficiency. Similarly, [26] focused on the channel gains of paired users
in a cluster and showed that the performance gain of NOMA is reduced when the
users’ channel gains in a cluster are similar. Moreover, [96] and [111] have studied
clustering, power selection and precoding techniques. They achieve higher sum rates
than [40]. [96] has considered the semiorthogonal user selection (SUS) algorithm from
[33] and adopted its own user matching (UM) technique, referred to here as the SUS-
UM algorithm. Thus, it was verified that with a combination of user clustering and
power allocation techniques, a rate maximization scheme can be designed to achieve
good performance for a large number of users.
The power allocation in a cluster is related to user fairness and quality of service
(QoS) requirements [79][112]. In [79], resource allocation using proportional fairness
was considered and [112] studied the power allocation coefficient choice using the
concept of user fairness. In [113], the ergodic capacity maximization problem was
studied under a total power constraint and a weak user minimum rate constraint.
NOMA users’ targeted data rates and allocated powers were found to be critical
to their outage performance in [84]. [114] has implemented a predefined QoS for
the weaker user’s channel by choosing power allocation coefficients. Recently, [53]
has proposed a dynamic power allocation scheme that accommodates flexible QoS
requirements of clustered users. Therefore, power allocation and guaranteed QoS
are the constraints to be solved during the design of NOMA systems. In addition,
the spectral efficiency gains promised by NOMA-clusters are only achieved when the
NOMA-cluster rate exceeds the TDMA rate [26] [46] [115].
Note that CZF, DZF and HZF schemes support each user by a single BF vector, in
contrast NOMA-ZFBF involves designing a single BF vector to support two or more
highly correlated users. When implementing the NOMA-ZFBF system performance
depends upon the selection of the users in clusters and designing the ZFBF vector for
each stream. Similar to the pairs referred to in chapters 3 and 4, NOMA-ZFBF also
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groups two highly correlated users into pairs, where paired users are also referred to as
near/strong users and far/weak users. Users not paired are referred to as singletons.
In this chapter, we focus on a downlink NOMA system, where a new power al-
location strategy is proposed that ensures the weak user QoS (W-QoS). We refer to
this as the W-QoS based NOMA (W-QoS NOMA) algorithm which is described in
Sec. 5.2.5. Unlike other techniques, such as [40] [96], the proposed W-QoS NOMA
technique provides both a minimum required QoS for the weak user and guarantees
a NOMA rate higher than the TDMA rate. Moreover, the proposed W-QoS NOMA
technique is very simple and easy to merge with established user selection and clus-
tering algorithms. Thus, to implement the proposed W-QoS NOMA algorithm in
a practical scenario, we choose two clustering algorithms, correlated user clustering
(CUC) from [40] and SUS-UM from [96]. We modify the CUC algorithm [40] for im-
plementation with W-QoS NOMA as described in Sec. 5.2.6. The results show that
W-QoS NOMA merged with established user selection and clustering techniques has
a performance gain over conventional techniques. Despite the fact that both SUS-UM
and modified CUC use the same SUS based user selection approach, SUS-CUC has a
marginal gain due to its clustering approach. Furthermore, we investigate the effect
of the correlation factor on the cluster rate and observe that a high correlation among
users in a cluster increases the cluster rate.
A closed form SNR/SINR analysis of NOMA systems with complex scheduling,
power allocation, sum rate maximization and BF algorithms is intractable. Analytical
progress was only possible for SIC detection and sum rate maximization by assuming
perfectly correlated strong and weak user channels in a cluster, denoted a perfectly
correlated user cluster. To the best of the author’s knowledge, this is the only analysis
of a NOMA-ZFBF system which includes the power allocation, guarantees the NOMA
rate is higher than TDMA rate and gives a closed form upper bound for SNRs/SINRs
and rate.
We have performed the analysis in two stages as described below:
(a) First, we analyze the SNR/SINR expressions for the strong and weak users
in a cluster considering an arbitrary correlation between the users. This general
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analysis leads to insights such as 1) the relationship between SNR/SINR and system
parameters, such as transmit SNR, the correlation between users in a cluster, and
the number of candidate users; 2) the importance of correlation between users in a
cluster as the power penalty of the strong user and inter-cluster interference (ICI) /
inter-user interference (IUI) in a cluster are directly proportional to the correlation
factor; 3) unlike other techniques [26] [40] [114], it is interesting that W-QoS NOMA
does not need a channel power differential between the strong and weak users in a
cluster.
(b) Assuming perfect correlation, we derive the exact SNR/SINR distributions
of singletons and strong and weak users in clusters which provides the closed form
bounds. Moreover, on the basis of the derived SNR/SINR distribution results, we
compute the expected sum rate of W-QoS NOMA in closed form in Sec. 5.4.3. This
analytical solution for the sum rate gives an upper bound on the system performance.
It is also useful in showing how the correlation factor affects the cluster rate and how
close partially correlated channels can get to the perfectly correlated bound.
In section 5.2, we describe the NOMA-BF system model, W-QoS NOMA algo-
rithm and SUS-CUC user selection and clustering algorithm. A performance analysis
of the W-QoS NOMA algorithm with different selection and clustering algorithms is
presented in section 5.3. Exact SNR/SINR distributions are derived in section 5.4
for W-QoS NOMA followed by sum rate results for the ideal case where cluster pairs
have perfectly correlated channels. Numerical results are presented in section 5.4.4
and conclusions are drawn in section 5.5.
5.2 NOMA-BF system model
We consider a multiuser BF system in which the BS is equipped with 𝑀𝑇 antennas.
The BS supports Ω UEs selected from 𝐿 possible candidates. We assume that all UEs
are equipped with a single antenna and 𝐿 ≥ Ω. To integrate NOMA with a multiuser
system scenario, the Ω users are grouped into 𝑁1 clusters with 𝐵 highly correlated





























Weak userStrong user 
Cluster 1












Figure 5-1: NOMA-BF downlink system with user selection and clustering algorithm.
system with 𝐵 = 2 users in each of the 𝑁1 clusters is illustrated in Fig. 5-1. ZF is
used to separate the clusters and singletons. Within clusters, the strong and weak
users are separated using NOMA power allocation and SIC.
Let 𝑁 = 𝑁1 + 𝑁2, where 𝑀𝑇 ≥ 𝑁, then the 𝑁 ×𝑀𝑇 Rayleigh fading channel




2𝑠, · · · ,h𝑇𝑁1𝑠⏟  ⏞  
Clusters
,h𝑇𝑁1+1, · · · ,h
𝑇
𝑁⏟  ⏞  
Singletons
]𝑇 . (5.1)
The strengths of the N channels in (5.1) are defined by 𝐸|(h𝑖𝑠)𝑟|2 = 𝛽𝑖𝑠, where (h𝑖𝑠)𝑟
is the 𝑟𝑡ℎ element of h𝑖𝑠, and 𝐸|(h𝑖)𝑟|2 = 𝛽𝑖. Therefore, H in (5.1) can be written as
H = diag
(︁√︀









where the 𝑁 ×𝑀𝑇 matrix G contains and I.I.D. 𝒞𝒩 (0, 1) entries. Throughout, we
use subscripts 𝑠 and 𝑤 to denote the strong/near and weak/far users in the 𝑁1
clusters, respectively. Moreover, h𝑖𝑠 represents the channel vector of the strong user
in the 𝑖𝑡ℎ cluster and h𝑁1+𝑖 is the channel vector of the 𝑖
𝑡ℎ singleton. Similarly, for
the weak users, h𝑖𝑤 is the channel vector of the weak user in the 𝑖
𝑡ℎ cluster where
𝐸|(h𝑖𝑤)𝑟|2 = 𝛽𝑖𝑤. The transmitter performs ZF based on H and the design of the
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𝑀𝑇 ×𝑁 un-normalized precoding matrix is given by1
W0 = H
𝐻(HH𝐻)−1 = [w01,w02, · · · ,w0𝑁 ], (5.3)
so that the normalized precoder is
W = [w1,w2, . . . ,w𝑁 ], (5.4)
where w𝑖 = w0𝑖/||w0𝑖||. Now, the 𝑁 × 1 received signal vector at the strong users
and singletons can be expressed as
r = HWx+ z, (5.5)
where x is the signal to be transmitted and
z = [𝑧1𝑠, . . . , 𝑧𝑁1𝑠, 𝑧𝑁1+1, . . . , 𝑧𝑁 ]
𝑇 ∼ 𝒞𝒩 (0, 𝜎2I𝑁) (5.6)
denotes the noise vector. Further, x can be represented as
x = [𝑥1, · · · , 𝑥𝑁1 , 𝑥𝑁1+1, · · · , 𝑥𝑁 ]𝑇 , (5.7)








and 𝑥𝑁1+1 · · ·𝑥𝑁 are the signals for singletons. Further, 𝑥𝑖𝑠 and 𝑥𝑖𝑤 are the strong
user signal and weak user signal for cluster 𝑖, respectively. 𝛼𝑖 and
√︀
1− 𝛼2𝑖 are
the amplitude scalings and 𝛼2𝑖 and 1 − 𝛼2𝑖 are the power fractions of 𝑥𝑖𝑠 and 𝑥𝑖𝑤,
respectively. Similarly, the 𝑁1 × 1 received signal vector at the weak users is defined
1As discussed in Sec. 2.5, the main concern on the performance of ZFBF is that the performance
degrades as the cross correlation between the user beams increases. However, in NOMA, only the




r𝑤 = H𝑤Wx+ z𝑤, (5.9)
where
H𝑤 = [h1𝑤, . . . ,h𝑁1𝑤] (5.10)
and
z𝑤 = [𝑧1𝑤, . . . , 𝑧𝑁1𝑤]
𝑇 ∼ 𝒞𝒩 (0, 𝜎2I𝑁1). (5.11)
In this chapter, we assume that 𝜎2 = 1.
In Sec. 5.2.1 - Sec. 5.2.4, we provide the background results and notation required
for the novel algorithm and performance analysis developed in Secs. 5.2.5, 5.3 and
5.4, respectively.
5.2.1 SNR of a singleton
NOMA-singletons are the users that cannot be grouped into a highly correlated pair.
The received signal for the 𝑖𝑡ℎ singleton can be written as















Also we note that [︀
(GG𝐻)−1𝑖𝑖
]︀−1
= 𝑌𝑖 ∼ 𝜒2𝑝, (5.14)
where 𝑝 = 𝑀−𝑁 +1 and 𝜒2𝑝 represents a complex chi-squared variable with 𝑝 degrees
of freedom. Now (5.12) can be rewritten as
𝑟𝑖 =
√︀
𝛽𝑖𝑌𝑖𝑥𝑖 + 𝑧𝑖. (5.15)
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= 𝛽𝑖𝑌𝑖𝜌, 𝑖 = 𝑁1 + 1, . . . , 𝑁, (5.16)
where the signal strength is 𝐸𝑥 = 𝐸|𝑥𝑖|2 and the transmit SNR is 𝜌 = 𝐸𝑥𝜎2 . Hence, the
rate of a singleton is given by
𝑅𝑖 = log(1 + 𝛽𝑖𝑌𝑖𝜌), (5.17)
for 𝑖 = 𝑁1 + 1, . . . , 𝑁 .
5.2.2 SNR of the strong user in a cluster
In NOMA clusters, both strong and weak users are served by the BS using the same
time and frequency, but with different power levels. The strong user is served with
less power as it has better channel conditions than the weak user. The ZF precoders
are designed based on the strong users’ channels as derived in (5.1) - (5.4). Thus,
from (5.5) and (5.13), the received signal for the strong user in the 𝑖𝑡ℎ cluster is given
by










𝛽𝑖𝑠𝑌𝑖 + 𝑧𝑖𝑠. (5.18)
SIC is used to first detect the weak user’s signal, then that of the strong user. During
SIC, at the strong user receiver, it must be ensured that the detected signal of the
weak user has no error propagation. When detecting 𝑥𝑖𝑤, from (5.18), the SINR of







, 𝑖 = 1, 2, . . . , 𝑁1. (5.19)
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If there is no error propagation during the detection of 𝑥𝑖𝑤, i.e., after successful SIC
of the weak user signal, then, from (5.18), the SNR of the strong user is given by
SNR𝑖𝑠 = 𝛽𝑖𝑠𝑌𝑖𝛼
2
𝑖 𝜌, 𝑖 = 1, 2, . . . , 𝑁1. (5.20)
5.2.3 SINR of the weak user in a cluster
Similarly, the received signal for a weak user in a cluster is given by
𝑟𝑖𝑤 = h𝑖𝑤w𝑖𝑥𝑖 + h𝑖𝑤
𝑁∑︁
𝑗=1,𝑗 ̸=𝑖
w𝑗𝑥𝑗 + 𝑧𝑖𝑤. (5.21)
Since ZF is only performed with the strong users’ channels, h𝑖𝑤w𝑗 ̸= 0 for 𝑗 ̸= 𝑖 and
the weak user suffers from interference from other clusters and from their strong user







, 𝑖 = 1, 2, . . . , 𝑁1. (5.22)
5.2.4 Cluster rate
In NOMA, the total transmit power of a BF vector is divided between the weak and
strong users in order to enhance performance and often to provide gains relative to a
standard TDMA implementation. For example, the power allocation scheme proposed
in [40] maximizes the sum rate of the system while keeping the weak user’s rate greater
or equal to that of a comparable TDMAmultiuser BF system. Similarly, [96] proposed
to maximize the sum rate of both strong and weak users while maintaining a rate
greater than or equal to that of a comparable TDMA system. To enable a comparison
with TDMA, we note that TDMA-BF with 𝑀𝑇 transmit antennas requires 2 time
slots to accommodate 2𝑀 users [40] [96]. However, with NOMA, 2𝑀 users can be
accommodated per time slot. If 𝑅𝑠,TDMA and 𝑅𝑤,TDMA are the rates of strong and










Further, the NOMA cluster rate is given by
𝑅NOMA = log(1 + SNR𝑖𝑠) + log(1 + SINR𝑖𝑤). (5.24)
In our NOMA implementation we ensure 𝑅NOMA > 𝑅TDMA for all selected clusters as
described in the following.
5.2.5 W-QoS based NOMA (W-QoS NOMA) algorithm
From Sec. 5.2.2, 5.2.3 and 5.2.4, we see that the basic requirements of power allocation
in NOMA are to achieve successful SIC, acceptable strong and weak user rates and
a high sum rate exceeding that of conventional TDMA. In this section, we outline a
novel approach to achieving these objectives, namely the W-QoS NOMA approach.
In this approach, we assume that the weak user’s SINR during weak user signal
detection is always smaller than the weak user’s SINR at the strong user. Under this
assumption, if a target SINR satisfies the weak user detection, then it will be high
enough for successful SIC detection at the strong user.
In brief, the proposed W-QoS NOMA technique first selects the smallest SINR
threshold that the weak user can accept for both individual rate and successful SIC
requirements, i.e., SINR𝑖𝑤 = 𝑇 with 𝑇 ≥ 12. Then, the power is allocated to the
strong user as per (5.26) below. Similarly, the power scaling factor for the weak user
can be calculated using 1 − 𝛼2𝑖 . Using the above parameters, if 𝑅NOMA > 𝑅TDMA,
then a cluster is possible that exceeds the TDMA rate. This is the largest possible
cluster rate that exceeds the TDMA rate while satisfying the SIC constraint at the
strong user and providing a guaranteed SINR to the weak user. If one of the above
conditions is not satisfied then the cluster will be dropped in favor of the strong user
supported as a singleton. The W-QoS NOMA algorithm is outlined below:
2The requirement that 𝑇 ≥ 1 is derived in Sec. 5.4.1.
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1. Employ a user selection and clustering algorithm to select Ω UEs and𝑁1 clusters
(see Sec. 5.2.6).
2. 𝑖 = 1.
3. Set SINR𝑖𝑤 = 𝑇 for cluster 𝑖






















, then 0 < 𝛼𝑖 < 1 and the cluster remains
possible.
6. Check whether the cluster rate exceeds the TDMA rate, where NOMA and
TDMA cluster rates are given by





log(1 + |h𝑖𝑠w𝑖|2𝜌) +
1
2
log(1 + |h𝑖𝑤w𝑖𝑤|2𝜌), (5.28)
respectively. Note that w𝑖𝑤 is the 𝑖
𝑡ℎ column of the precoding matrix when the
weak user rather than the strong user in cluster 𝑖 is served, ie, h𝑖𝑠 is removed
from the channel matrix, H, and replaced by h𝑖𝑤. To obtain a NOMA cluster
3This also implies that SINR
(𝑆𝐼𝐶)
𝑖𝑠 ≥ 𝑇 as shown in Sec. 5.4.
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rate that exceeds the TDMA rate, we require








Eliminating the log term, we get
(1 + 𝑇 )(1 + |h𝑖𝑠w𝑖|2𝛼2𝑖 𝜌) >
√︀
(1 + |h𝑖𝑠w𝑖|2𝜌)(1 + |h𝑖𝑤w𝑖𝑤|2𝜌). (5.30)
For notational simplicity, let 𝐴 be equal to the right hand side of (5.30) which
can be rewritten as





If (5.31) is satisfied, then the cluster rate exceeds the TDMA rate.
7. If steps 4 and 5 are satisfied, then the NOMA cluster is accepted. If either step
4 or 5 fail, then the cluster is rejected in favor of a singleton containing the
strong user.
8. Let 𝑖 = 𝑖 + 1, go to step 3 and repeat with the next cluster until 𝑁 ZF beams
are created.
Note that the computational complexity of W-QoS NOMA is almost identical to
the approaches in [40, 96] and has lower complexity to that in [111] which requires
non-convex optimization. Beyond the well known selection and clustering approach
in step 1 of the algorithm, the computational complexity comparison involves the
cluster acceptance procedure in steps 2 - 8 which are iterated 𝑁 times. This requires
computation of h𝑖𝑤w𝑗, 𝑗 = 1, 2, . . . 𝑁 and h𝑖𝑠w𝑖 which involves (𝑁 + 1)𝑀𝑇 complex
multiplications. The vector w𝑖𝑤 also requires recomputation ofW requiring a matrix
inversion of 𝒪(𝑁3) and 2𝑁𝑀𝑇 complex multiplications. Finally, step 5 requires a
logical comparison and calculation of equations (5.26), (5.27), (5.28) and (5.31), where
the components of the equations are scalars as the vector products have already been
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computed. These calculations are dominated by the 𝒪(𝑁3) inverse which gives the
total complexity order as 𝒪(𝑁4) due to the iteration.
The rationale behind the proposed algorithm is to guarantee the weak users QoS
and still achieve the NOMA rate higher than TDMA rate. Moreover, W-QoS NOMA
technique is very simple and easy to merge with established user selection and clus-
tering algorithms. Further, the power allocation is optimal under the given constraint
in W-QoS NOMA.
5.2.6 Semi-correlated user clustering algorithms
From (5.22), we see that imperfect correlation between the strong and weak user




|h𝑖𝑤w𝑗|2), hence lowering SINR𝑖𝑤. Furthermore, reduced
orthogonality among the strong user and singleton channels lowers ZF performance.
Hence, the ideal candidates for W-QoS NOMA are users with highly correlated strong
and weak user channels and near orthogonality among the strong users and singletons.
In order to schedule users with these properties we combine the CUC [40] and SUS-
UM [96] methods as described below.
In CUC, correlated strong and weak user channels are deliberately selected by
setting a correlation threshold, Ψ0, so that only users with a correlation greater
than Ψ0 are considered. Furthermore, from the set of highly correlated users, the
pair with the largest power difference is selected.4 However, CUC does not directly
select highly orthogonal strong user and singleton channels. In contrast, the SUS-
UM technique [96], initially selects a set of semi-orthogonal users using the SUS
algorithm [33] which only considers users which satisfy an orthogonality rule (defined
by the threshold value, Γ). This is followed by user matching via a rate maximization
technique. However, SUS-UM does not directly select highly correlated strong and
weak users. Therefore, for implementation with W-QoS NOMA, we merge the two
approaches, so that the initial SUS algorithm in SUS-UM is followed by the user
pairing approach in CUC. This combined algorithm is denoted SUS-CUC. Hence, we
4The relevance of a power differential is discussed in more detail in Sec. 5.4.4.
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W-QoS with SUS-UM, T = 0 dB
W-QoS with SUS-UM, T = 5 dB
Full SUS-UM
 = 10 dB
 = 15 dB
Figure 5-2: Sum rate versus the number of users. A performance comparison of SUS-
UM based W-QoS NOMA with the full SUS-UM technique. 𝑀 = 2, 𝜎2 = 1, Γ = 0.4
and 𝑁 (𝑁1 and 𝑁2) depend upon the UM technique.
have two potential user selection and clustering techniques which attempt to create
near-orthogonal clusters: SUS-UM from [96] and SUS-CUC, our merger of [40] and
[96]. Both selection algorithms are integrated with the W-QoS NOMA technique to
evaluate the performance in Sec. 5.3.
5.3 Performance comparison
In this section, we demonstrate the performance of the W-QoS NOMA algorithm with
SUS-UM and SUS-CUC. For simplicity, we assume normalized independent Rayleigh
fading channels for all users so that 𝛽𝑖𝑠 = 𝛽𝑖𝑤 = 𝛽𝑖 = 1 in order to compare SUS-UM
with SUS-CUC. Later on, in Sections 5.4 and 5.4.4 we present the implications of
power variation across the users.
First, we follow the full user matching and power allocation technique used in [96],
referred to here as full SUS-UM, and compare it with our proposed W-QoS NOMA
technique using the clusters selected by SUS-UM. From Figs. 5-2 and 5-3, we observe
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W-QoS with SUS-UM, T = -10 dB
W-QoS with SUS-UM, T = 0 dB







Figure 5-3: Sum rate versus SNR (𝜌). A performance comparison of SUS-UM based
W-QoS NOMA with the full SUS-UM technique. 𝑀 = 2, 𝐿 = 100, 𝜎2 = 1, Γ = 0.4
and 𝑁 (𝑁1 and 𝑁2) depend upon the UM technique.



















 = 3,  =1 MT = 3,  =5
Figure 5-4: Rate CDFs of clusters and singletons for 𝐿 = 10. For SUS-CUC, 𝑇 = 1,
Γ = 0.4 and Ψ0 = 0.75 and for SUS-UM, Γ = 0.4. 𝑁(𝑁1 and 𝑁2) depend upon Ψ0
and Γ.
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Figure 5-5: Rate CDFs of clusters for 𝐿 = 10 and 100. For SUS-CUC, 𝑇 = 1, Γ = 0.4
and Ψ0 = 0.75 and for SUS-UM, Γ = 0.4. 𝑁(𝑁1 and 𝑁2) depend upon Ψ0 and Γ.
that SUS-UM based W-QoS NOMA has a performance gain over the full SUS-UM.
The performance gain is due to the weak user QoS requirement which makes sure that
the system allocates the minimal, but required power fraction to the weak user. This
is verified during simulations where we observe that in the full SUS-UM approach the
system can give more power to the weak users to compensate for the poorer channel
conditions. The effect of using the target rate is also shown in Figs. 5-2 and 5-3. In
Fig. 5-2, we observe that the performance of W-QoS NOMA with SUS-UM increases
as 𝑇 gets smaller. However, the effect of 𝑇 diminishes with an increasing number of
users, 𝐿. Moreover, the effect of 𝑇 is insensitive to 𝜌 which is clearly shown in Fig.
5-3.
Second, to demonstrate the importance of the correlation between clustered user
channels, in Figs. 5-4 and 5-5 we compare the cluster and singleton rates achieved
by both SUS-CUC and SUS-UM techniques with W-QoS NOMA. As expected, the
performance of both techniques increases with an increase in transmit SNR, 𝜌, and
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Figure 5-6: Rate CDFs of clusters for SUS-CUC algorithm for Ψ0 = 0.75, 0.95 and
1 (perfect correlation). Γ = 0.4, 𝜌 = 5 dB, 𝑇 = 1, 𝑀𝑇 = 2. 𝑁(𝑁1 and 𝑁2) depend
upon Ψ0 and Γ, where 𝑁 ≤𝑀𝑇 .
candidate users, 𝐿. Further, SUS-CUC has a marginal performance gain over SUS-
UM. This is because in SUS-CUC, clusters are only formed if the user channels exceed
a correlation threshold. In contrast, SUS-UM only considers channel strengths during
cluster pair selection. Note that the initial SUS selection approach is the same for
both techniques, but simulations show that the paired users are different.
In Fig. 5-6 we compare W-QoS NOMA based SUS-CUC for Ψ0 = 0.75, 0.95 and
1 (perfect correlation). In the simulations, we use Γ = 0.4, 𝑀𝑇 = 2, while 𝑁1 and 𝑁2
depend upon Ψ0 and Γ, where 𝑁 ≤ 𝑀𝑇 . The observation in Fig. 5-6 is consistent
with the observation made in [40] that high correlation reduces the ICI which further
enhances the weak user performance. Here, we can observe that the cluster rate with
Ψ0 = 0.95 is higher than that with Ψ0 = 0.75. In addition, when the number of
users increases, as shown in Fig. 5-6, the performance of the system increases due to
multiuser diversity gain. In order to obtain the benchmark performance of perfectly
correlated users (which doesn’t occur via SUS as no randomly generated channels are
perfectly correlated) we set the weak user channels as h𝑖𝑤 = h𝑖𝑠 × ||h𝑖𝑤||||h𝑖𝑠|| . Fig. 5-6
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illustrates that cluster performance increases with an increase in correlation between
the clustered users and Ψ0 = 1 provides an upper bound on cluster rate. Although
Ψ0 = 1 is unrealistic, it is useful to understand how the correlation factor affects
the cluster rate and how close partially correlated channels can get to the perfectly
correlated bound.
Three traits can be observed from Sec. 5.3. First, the advantage of the proposed
W-QoS NOMA based power allocation technique, i.e., W-QoS NOMA with SUS-UM
has a performance gain over full SUS-UM. Secondly, despite the fact that both SUS-
UM and SUS-CUC techniques use the same SUS based semi-orthogonal user selection
approach, SUS-CUC has a marginal performance gain due to its clustering approach.
The third observation is that the correlation factor affects the cluster rate and we
observe that high correlation reduces the ICI which further enhances the weak user
performance and ultimately increases the cluster rate.
5.4 Analysis
As observed in Sec. 5.3, the performance gain of the NOMA system is dependent on
the correlation between the users in a cluster. Thus, in this section, we analyze the
SINR and the sum rate of W-QoS NOMA for arbitrary correlation and provide closed
form upper bounds on performance based on perfect correlation.











where e𝑖 is an I.I.D. 𝒞𝒩 (0, I𝑀𝑇 ) vector. Since ZF is performed on the strong user
channels we have h𝑖𝑠w𝑖 =
√


























𝛽𝑖𝑤𝜌(1−Ψ2𝑖 )|𝑃𝑖𝑗|2 + 1
, (5.34)
where ∆𝑖 = |Ψ𝑖 +
√︀
(1−Ψ2𝑖 )/𝑌𝑖𝑃𝑖𝑖|2. Note that when the strong and weak user are
perfectly correlated, Ψ = 1, then ∆𝑖 = 1 and 1−Ψ2𝑖 = 0. Hence, when Ψ = 1 we
have the simplified result
SINR𝑖𝑤 =
𝛽𝑖𝑤𝑌𝑖(1− 𝛼2𝑖 )𝜌
𝛽𝑖𝑤𝑌𝑖𝛼2𝑖 𝜌 + 1
. (5.35)
Comparing (5.34) and (5.35), we observe that the imperfect correlation introduces




Before considering any further analysis, we first draw some insights from the
structure of (5.34). First, imperfect correlation creates the interference term in the
denominator of (5.34) which has mean value (𝑁−1)𝛽𝑖𝑤𝜌(1−Ψ2𝑖 ). Hence, interference
grows linearly with the weak user channel power, 𝛽𝑖𝑤, the dimension, 𝑁 , and the SNR,
𝜌, while it decreases proportional to 1−Ψ2𝑖 . Secondly, the mean of the power penalty
term, ∆𝑖, is 𝐸[∆𝑖] = Ψ
2
𝑖 + [1−Ψ2𝑖 ]𝐸[𝑌 −1𝑖 ]. This follows from the fact that the 𝑃𝑖𝑗
variables are 𝒞𝒩 (0,1) since the w𝑗 vectors are unit norm. The inverse moment,
𝐸[𝑌 −1𝑖 ], is well known [33], so we have 𝐸[∆𝑖] = Ψ
2
𝑖 + [1−Ψ2𝑖 ]/(𝑀𝑇 −𝑁) < 1 for
𝑀𝑇 > 𝑁 . Hence, the power penalty increases with 𝑁 and grows quadratically with
|Ψ𝑖|. This quantifies how the weak user SINR is affected by the system parameters.
For the strong user we note that as long as SINR𝑖𝑤 = 𝑇 is satisfied, both clus-
ter formation and rate are helped by large 𝛼𝑖 (see (5.31) and (5.20) respectively).

















Note that 𝛼2𝑖 is an increasing function of Ψ, 𝜌 and 𝛽𝑖𝑤. Hence both rate and cluster
formation are improved by large values of Ψ, 𝜌 and 𝛽𝑖𝑤. As expected, performance
improves with Ψ and 𝜌, but it is interesting that W-QoS NOMA does not need a
channel power differential between strong and weak users. In fact, performance is
improved when both channels are strong5.
Finally, we note that for large values of 𝑌𝑖, 𝛼
2
𝑖 ≈ (1 + 𝑇 )−1 from (5.36) and
SNR𝑖𝑠 ≈ 𝛽𝑖𝑠𝑌𝑖𝜌(1+𝑇 )−1. Similarly, with perfect correlation, SNR𝑖𝑠 ≈ 𝛽𝑖𝑠𝑌𝑖𝜌(1+𝑇 )−1
from (5.20) and (5.36). Hence, the SNR is similar for the perfectly correlated case
and the imperfectly correlated case for large values of 𝑌𝑖. Hence, the upper tail of the
CDFs is similar which supports the tightness of the upper bound shown in Sec. 5.4.4.
Although the 𝑃𝑖𝑗’s have simple distributions (𝒞𝒩 (0,1)), they are correlated due
to their dependence on the w𝑗’s. As a result, SINR𝑖𝑤 in (5.33) and (5.34), is a com-
plicated non-linear function of several random variables involving powers and ratios
of chi-squared variables, 𝑌𝑖, and correlated Gaussians, 𝑃𝑖𝑗. It seems that analytical
progress based on (5.33) and (5.34) is extremely difficult and so we restrict our analy-
sis to the ideal case where Ψ0 = 1 giving an upper bound on performance (see section
5.3). Therefore, in Secs. 5.4.1 and 5.4.3 we focus on perfectly correlated strong and
weak user channels where ZF also removes ICI for the weak users, i.e., |h𝑖𝑤w𝑗| = 0 for
𝑗 ̸= 𝑖. In this scenario, SINR𝑖𝑤 is given by (5.35) and some straightforward algebra
shows that the SINR in (5.35) is less than SINR
(𝑆𝐼𝐶)
𝑖𝑠 in (5.19). This proves that the
W-QoS NOMA algorithm which sets SINR𝑖𝑤 = 𝑇 also satisfies SINR
(𝑆𝐼𝐶)
𝑖𝑠 ≥ 𝑇 .
5.4.1 SIC detection at strong user
As discussed in Secs. 5.2.2 and 5.2.5, the first basic requirement of power allocation in
NOMA is to achieve successful SIC. Therefore, in this section, we analyze a condition
that enables successful detection and cancellation of the weak user signal at the strong
user. To achieve this, we assume perfectly correlated strong and weak user channels
in a cluster.
5In Sec. 5.4.4, we use the power differential in SUS-CUC to investigate the rate dependence on
channel powers in practical clusters.
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and the resulting SINR𝑖𝑤 is fixed at 𝑇 . Consequently, the weak user power scaling





















It is clear that we require 0 < 𝛼2𝑖 < 1. Further, the weak user power, (1 − 𝛼2𝑖 ), is
to be greater than the strong user power, 𝛼2𝑖 . Therefore, 1 − 𝛼2𝑖 > 𝛼2𝑖 , which yields













Therefore, 𝑇 ≥ 1 is a sufficient condition for the threshold SINR to enable a successful
power allocation.
5.4.2 Cluster rate maximization
The next basic requirement in NOMA is that the NOMA cluster rate should always
be higher then the conventional TDMA rate as discussed in Sec. 5.2.4. Therefore, in
this section, we analyze the condition required to obtain 𝑅NOMA > 𝑅TDMA.
The total NOMA cluster rate is given in (5.24). Therefore, substituting (5.37)
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and (5.39) into (5.24) gives
𝑅NOMA = log
(︂








≥ 1, it follows that cluster rates are maximized by using the minimum
possible 𝑇 . Hence, 𝑇 in (5.37) is the smallest possible target to satisfy the weak user.
Therefore, from (5.29), to obtain the NOMA cluster that exceeds the TDMA rate,
we need 𝑅NOMA > 𝑅TDMA, i.e.,(︂












Re-using the notation, 𝛽𝑖𝑤𝑌𝑖 =
𝑇
𝜌
+ 𝜁, the inequality in (5.43) becomes
(︂






















































After further manipulations, we obtain
𝜌2𝛽𝑖𝑠𝜁
2 + 𝜌𝛽𝑖𝑤𝜁 − 𝛽𝑖𝑤𝑇 (𝑇 − 1) > 0, (5.46)
which is negative at 𝜁 = 0. Hence the cluster rate exceeds the TDMA rate at 𝜁 > 𝜁0,


















> 𝜁0 which yields 𝛽𝑖𝑤𝑌𝑖 >
𝑇
𝜌





























For notational simplicity, we define 𝑌0 equal to the right hand side of (5.49). Thus,
if (5.49) holds, i.e., 𝑌𝑖 > 𝑌0, then a NOMA cluster will exceed the TDMA rate.
5.4.3 SNR/SINR distributions and sum rate
In this section, we derive the exact SNR/SINR distributions of singletons and strong
and weak users in clusters in order to bound performance. Further, using the SNR/SINR
distribution results we compute the expected sum rate of W-QoS NOMA in closed
form. To achieve this, we assume perfectly correlated strong and weak user channels
in a cluster.
From Sec. 5.2.1 and standard ZF results, for a singleton, 𝑌𝑖 ∼ 𝜒2𝑝, for 𝑖 = 𝑁1 +
1, . . . , 𝑁 . Denoting the CDF of a 𝜒2𝑝 variable as 𝐹𝑝(·), we have 𝑃 (𝑌𝑖 ≤ 𝑏) = 𝐹𝑝(𝑏)
for 𝑖 = 𝑁1 + 1, . . . , 𝑁 . Within a cluster, 𝑌𝑖 is constrained by 𝑌𝑖 > 𝑌0 and 𝑌𝑖 has
the conditional CDF defined by 𝑃 (𝑌𝑖 ≤ 𝑏|𝑌𝑖 > 𝑌0) =
𝐹𝑝(𝑏)− 𝐹𝑝(𝑌0)
1− 𝐹𝑝(𝑌0)
for 𝑏 ≥ 𝑌0 and
𝑖 = 1, . . . , 𝑁1. Using these results in (5.16), (5.37) and (5.39), we can write




, 𝑖 = 𝑁1 + 1, . . . , 𝑁, (5.50)
SINR𝑖𝑤 = 𝑇, 𝑖 = 1, . . . , 𝑁1, (5.51)
𝑃 (SNR𝑖𝑠 < 𝑏) =
𝐹𝑝
(︂







𝑖 = 1, . . . , 𝑁1. It is worth pointing out that (5.50), (5.51) and (5.52) are the exact
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closed form expressions for SNR/SINR distributions of singletons and weak and strong
users of clusters, respectively.
Using the SNR/SINR distributions in (5.50)-(5.52) we are able to compute the








where 𝐸[𝑅𝑖] = 𝐸[log(1 + SNR𝑖)] is the singleton rate, 𝐸[𝑅𝑐,𝑖] = 𝐸[log(1 + SNR𝑖𝑠)] +
𝐸[log(1 + SNR𝑖𝑤)] is the cluster rate and the SNR/SINRs are in (5.50)-(5.52). Now,
the singleton rate can be obtained from [116, Eq. 7] which gives 𝐸[log(1 + 𝜌𝑌 )] =
𝐶(𝑀,𝜌) in closed form, when 𝑌 ∼ 𝜒2𝑀 . 𝐶(𝑀𝑇 , 𝜌) can be obtained from [116, Eq. 7]
as
𝐶(𝑀𝑇 , 𝜌) =
1
𝜌𝑀𝑇 (𝑀𝑇 − 1)! ln2
∞∫︁
0






























𝑘(𝑀𝑇 − 𝑖− 𝑘)!(𝑘 − 𝑙)!
,
(5.54)
where 𝐸1(𝑥) is an exponential integral and 𝐸1(𝑥) =
∞∫︀
1
𝑒−𝑥𝑡𝑡−1𝑑𝑡. Using this result,
the singleton rate in (5.17) can be written as
𝐸[𝑅𝑖] = 𝐸[log(1 + 𝜌𝛽𝑖𝑌𝑖] = 𝐶(𝑝, 𝜌𝛽𝑖), (5.55)
where 𝑝 = 𝑀𝑇 −𝑁 + 1.
The rate for a cluster depends on whether the scheduled cluster supports a pair
of users or if the weak user was dropped leading to a singleton. If 𝑌𝑖 > 𝑌0 then a
NOMA cluster is possible and the rate equals the sum of the strong and weak user
rates. On the other hand, if 𝑌𝑖 ≤ 𝑌0 then the cluster is dropped. Hence,
𝐸[𝑅𝑐,𝑖] = 𝑃 (𝑌𝑖 > 𝑌0)𝐸[𝑅𝑐,𝑖|𝑌𝑖 > 𝑌0] + 𝑃 (𝑌𝑖 ≤ 𝑌0)𝐸[𝑅𝑐,𝑖|𝑌𝑖 ≤ 𝑌0]. (5.56)
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The first conditional mean rate in (5.56) can be written as
𝐸[𝑅𝑐,𝑖
⃒⃒












Similarly, the second conditional mean rate can be written as
𝐸[𝑅𝑐,𝑖
⃒⃒









Equations (5.57) and (5.58) are derived in Appendix A giving the final result,
𝐸[𝑅𝑐,𝑖] = 𝐼1(𝑎𝑖, 𝑏𝑖) + 𝐶(𝑝, 𝑏𝑖)− 𝐼1(1, 𝑏𝑖), (5.59)





, 𝑏𝑖 = 𝜌𝛽𝑖𝑠, 𝐶(·, ·) is [116, Eq. 7] and 𝐼1(·, ·) is the closed
form function given in (B.8).





















This appears to be the only analysis of a NOMA-ZFBF system which includes power
allocation, guarantees a NOMA rate is higher than the TDMA rate and gives an
exact upper bound for the sum rate.
5.4.4 Numerical results
In the numerical results the following parameter values and simulation settings are
used. The system dimension controlled by 𝐿, 𝑀 , 𝑁 , 𝑁1 and 𝑁2 is defined in each
figure. The noise power is set to 𝜎2 = 1 without loss of generality. For simplicity, we
assume Rayleigh fading channels that have the same variance for both strong users
and singletons. In particular, we take 𝛽𝑖 = 𝛽𝑖𝑠 = 4 and 𝛽𝑖𝑤 = 1 unless otherwise
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Figure 5-7: Analytical and simulated SNR/SINR CDFs of singletons and clustered strong
users for various transmitting antennas 𝑀𝑇 . 𝑁 = 2 (𝑁1 = 1 & 𝑁2 = 1), 𝜌 = 5 dB and
𝑇 = 1 dB.
specified in the figure legends. The values of SNR, 𝜌, weak user target, 𝑇 , and the
clustering parameters, Ψ0 and Γ, are specified in each figure where relevant. The
number of simulations for each CDF and for each point on a mean sum-rate curve is
100000.
In this section, we demonstrate the validity of the derived SNR/SINR distributions
of singletons and clustered strong and weak users and finally the expected sum rate
of the system. Moreover, the simulation validates the conclusions from the analysis:
the significance of the correlation factor and channel power differences. Further, the
analytical results below are based on the SINR results in Sec. 5.4 assuming perfectly
correlated strong and weak users unless otherwise specified.
In Fig. 5-7, we observe that the analytical CDFs, (Ana.), of the output SNR of
singletons, using (5.50), and clustered strong users, using (5.52), perfectly match the
simulated CDFs, labelled (Sim.). Note that the SINR of weak users is set to equal
the threshold value, 𝑇 , as shown in Fig. 5-7. Further, we demonstrate the effect of
the transmitting array size on the singleton and strong user SINRs, where the system
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Figure 5-8: Analytical and simulated mean sum rates versus transmitting antennas
𝑀𝑇 . 𝑁 = 2 (𝑁1 = 1 & 𝑁2 = 1) and 𝑇 = 1.
dimension is denoted as 𝑀𝑇 ×𝑁 . Similarly, in Fig. 5-8 we observe that the analytical
mean sum rate (Ana.) matches the simulated mean sum rate (Sim.). It is obvious
that as the number of transmitting antennas increases, the rates of strong users and
singletons also increase. Note that the analysis above is independent of the number
of users and will not have any impact on the results.
Fig. 5-9 presents rate CDFs of singletons, strong users, weak users and clusters
with varying target rates for the weak user. The simulated rate CDFs of singletons,
strong users and weak users employ equations (5.50), (5.52) and (5.51), respectively
and the cluster rate is the sum of the strong and weak user rate. The strong user
performance decreases with an increase in the target weak user rate. This is because
an increase in target rate means that the power scaling factor for the weak user,
(1− 𝛼2𝑖 ), is increased, thereby decreasing the power scaling factor of the strong user,
𝛼2𝑖 .
In Fig. 5-10, we compare the cluster rates from (5.42) with the equivalent TDMA
rate. In addition, the cluster rate is computed using two different choices of power
allocation techniques for 𝛼𝑖 from [40] and [96]. These schemes keep the sum rate of a
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T = 1 dB
T = 2 dB
T = 3 dB
Figure 5-9: Rate CDFs of singleton, strong user, weak user and cluster. 𝑀𝑇 = 2,
𝑁 = 2 (𝑁1 = 1 & 𝑁2 = 1) and 𝜌 = 5 dB.












W-QoS with power allocation [40]
W-QoS with power allocation [96]
Equivalent TDMA rate
Figure 5-10: CDF plots for cluster-rate with W-QoS NOMA , it’s equivalent TDMA
rate and W-QoS NOMA with power allocation. 𝜌 = 5 dB, 𝑇 = 1 dB, 𝑀𝑇 = 2 and
𝑁 = 2 (𝑁1 = 1 & 𝑁2 = 1).
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Figure 5-11: Rate CDFs. 𝑁 = 2 (𝑁1 = 1 & 𝑁2 = 1), 𝜌 = 5 dB, and 𝑇 = 1.
NOMA pair greater than that of the conventional multiuser BF system as described
in section 5.2.4. The results are for 𝑁 = 2 (𝑁1 = 1 and 𝑁2 = 1) and the cluster rates
are found from (5.23) for TDMA and (5.24) for NOMA with three different power
allocation methods: W-QoS NOMA, [40] and [96]. The cluster rates of the W-QoS
NOMA technique with all power allocation schemes are higher than the equivalent
TDMA system, since this inequality is part of the design process. Also, the cluster
rate with W-QoS NOMA is higher than the power allocation techniques from [40]
and [96]. This follows from the design of W-QoS NOMA, where the power allocation
is optimal under the given constraint. Moreover, we observe that cluster rate with
power allocation according to [40] is better than that from [96]. From simulations we
observe that [40] provides a larger fraction of the power to the weak user compared
to [96].
In Fig. 5-11, we observe the rate dependence on the channel powers considering
perfectly correlated strong and weak users in a cluster. Similar to the insights men-
tioned in Sec. 5.4, in Fig. 5-11 we observe that the cluster rate increases with an
increase in the weak user channel power from 𝛽𝑖𝑤 = 1 to 𝛽𝑖𝑤 = 4. This is due to the
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Figure 5-12: Cluster rate CDFs using SUS-CUC user selection. 𝑀𝑇 = 2, 𝑁 = 2,
𝐿 = 10, 𝜌 = 5 dB, 𝑇 = 1 and Γ = 0.4. 𝑁(𝑁1 and 𝑁2) depend upon Ψ0 and Γ.
fact that power allocation to the strong user increases with increase in weak user chan-
nel power, i.e, 𝛼2𝑖 is an increasing function of 𝛽𝑖𝑤. Further, in Fig. 5-12, to observe the
importance of the correlation factor and the rate dependence on channel powers in
practical clusters, we simulate W-QoS NOMA with SUS-CUC selected clusters vary-
ing the weak user channel powers, 𝛽𝑖𝑤, and clustering correlation threshold, Ψ0. We
observe that the cluster rate increases with an increase in the correlation factor due to
the decrease in intra-cluster interference. Moreover, we observe that power allocation
to the strong user increases with an increase in the weak user channel power from
𝛽𝑖𝑤 = 1 to 𝛽𝑖𝑤 = 4. These observations are consistent with the analytical insights
made in Sec. 5.4. Therefore, we can conclude that, if both channels of the users in a
cluster are strong then this helps in clustering and overall cluster rate, and similarly,
higher correlation helps to boost cluster rate.
To compare the analytical upper bound with the sum rate of W-QoS NOMA with
different correlation thresholds, in Fig. 5-13, we plot the sum rate versus the transmit
SNR, 𝜌. From this figure, we observe that the analysis gives a tight upper bound.
Further, as shown in Sec. 5.4, higher correlation helps to boost the sum rate i.e., if
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Figure 5-13: Sum rate of SUS-CUC user selection. 𝑀𝑇 = 2, 𝑇 = 1, 𝐿 = 10 and
Γ = 0.4. 𝑁(𝑁1 and 𝑁2) depend upon Ψ0 and Γ.
we increase the correlation threshold from Ψ0 = 0.75 to Ψ0 = 0.95 then the sum-rate
of SUS-CUC algorithm comes closer to analytical upper bound.
5.5 Conclusion
In NOMA, the main challenge is to pair users and allocate powers that can maxi-
mize the sum rate of the system. We proposed a simple power allocation technique
that guarantees QoS to the weak user. Our proposed W-QoS NOMA algorithm was
verified using two clustering techniques, SUS-CUC and SUS-UM. Compared to ex-
isting SUS-UM techniques in [96], the proposed SUS-UM integrated W-QoS NOMA
approach achieves performance gains over SUS-UM [96] depending upon the number
of participating users, transmit SNR and allocated weak user’s rate. Further, the
W-QoS NOMA method with modified SUS-CUC has a marginal performance gain
over W-QoS NOMA based SUS-UM, due to its clustering technique.
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Assuming an arbitrary correlation between users in a cluster, we have derived
the SNR/SINR expressions of strong and weak users. These expressions show the
importance of correlation factor which has a higher impact on the power penalty of
the strong user, which in turn affects the cluster rate. Unlike other techniques, this
analysis leads to the insight that a power differential is not required among the strong
and weak user. In fact, both channels being strong helps clustering and the overall
cluster rate. Further, assuming perfect correlation between strong and weak users in
a cluster, this chapter has derived the exact SNR/SINR distributions of singletons
and clustered strong and weak users. The analysis is exact for singletons and clusters
with perfectly correlated channels. Finally, we have derived the closed form sum-rate
of the system which includes power allocation, guarantees a NOMA rate higher than
the TDMA rate and gives an exact upper bound for SNRs/SINRs and rate.
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Chapter 6
On The Impact of Channels with
Rician Fading and Spatial Correlation
on NOMA Performance
6.1 Introduction
In future generation cellular communication with dense networks, different sets of
propagation directions are likely and these propagation directions cause variations in
the covariance profiles across different users. Furthermore, as discussed in chapter 5,
NOMA-ZFBF has been identified as an enabling technology for 5G cellular commu-
nication. In multi-user NOMA-ZFBF systems two kinds of user groups are required:
(a) those with good spatial separation (semi-orthogonal users (SU)) and (b) those
with high correlation (highly correlated (HC) users) to achieve spectral efficiency
[40]. In particular, NOMA groups correlated users into clusters and their information
is transmitted in a single beam multiplexed in the power domain. ZF is used for the
semi-orthogonal users [33] which eliminates the inter-cluster interference [40] [96].
Most of the recent works have shown that NOMA can achieve higher sum-rate
and spectral efficiency compared to OMA systems [106, and references therein] [117].
The majority of the works have considered either I.I.D. Rayleigh fading [114]-[107] or
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3GPP LTE channel models [118]-[119]. However, none of the above-mentioned works
consider the effects of LoS components and spatial correlation while clustering, which
are likely to be the dominant features in forthcoming millimeter wave and massive
MIMO based cellular communication systems. The exception is [120] which has con-
sidered Rician fading channels in NOMA-based cooperative relaying systems. To the
best of our knowledge, no work has been published considering these components for
different channel models. Such a comparison will give insights into the effect of LoS
channels and spatial correlations on NOMA systems.
Therefore, in this chapter, we identify a propagation scenario which is likely to
provide both similar and near-orthogonal channel vectors, i.e., a scenario which is
good for NOMA performance. In order to achieve this, first, we consider a propaga-
tion scenario suitable for dense networks, which is modeled via the semi-correlated
Rician distribution, where each user has a different covariance matrix. Then we ex-
plore and analyze the variance of the interference power between two users, where
a large variance indicates this channel behavior is more likely to give good NOMA
performance. Three key properties of the analytical variance are identified and dis-
cussed for the uncorrelated channels and correlated channels with equal and unequal
correlations. Second, we explore the effects of Rician (𝐾) factor, central azimuth an-
gle and angular spread (AS) which causes variations in the scattering, leading to the
variation in the spatial correlation of users. Furthermore, the Rician and Rayleigh
channels in correlated and I.I.D. environments are compared to provide some new
insights into the role of LoS and correlated components with respect to NOMA beam
formation and clustering of HC users. Finally, we explore the effect of channel mod-
els on NOMA-cluster formation and cluster rate. For this, we have chosen the user
selection and power scheduling technique proposed in [96]. This approach adopted
the semiorthogonal user selection (SUS) algorithm from [33] and adopted its own
user matching (UM) technique, for convenience referred to here as the SUS-UM al-
gorithm. Numerical results show the impact of LoS and spatial correlation among
the users. We demonstrate that correlated Rayleigh and Rician channels with similar
channel statistics achieve higher variance which in turn enhances the performance of
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the system.
6.2 Downlink NOMA system model
We consider the downlink of a single base station (BS), multiuser ZFBF system as
proposed in [96]. The BS is equipped with 𝑀𝑇 antennas and Ω users are selected for
processing from 𝐿 possible candidates. We assume that all users are equipped with
a single antenna. To integrate NOMA with a multiuser system scenario, the Ω users
are grouped into 𝑁1 clusters with 𝐵 = 2 highly correlated users in each cluster and
𝑁2 singletons, i.e., Ω = 𝑁1𝐵 +𝑁2, using the SUS-UM technique. Here the singletons
are the users that can’t be grouped into a correlated cluster. As a single beam is used
to transmit information to a cluster, we have 𝑁 = 𝑁1 + 𝑁2 beams, where 𝑀𝑇 ≥ 𝑁 .
The 𝑁 ×𝑀𝑇 channel matrix from the BS to the strong users in 𝑁1 clusters and 𝑁2
singletons is given by
H = [hT1𝑠,h
T
2𝑠, · · · ,hT𝑁1𝑠⏟  ⏞  
Clusters
,hT𝑁1+1, · · · ,h
T
𝑁⏟  ⏞  
Singletons
]T. (6.1)
We use subscripts 𝑠 and 𝑤 to denote the strong/near and weak/far users in the 𝑁1
clusters, respectively. Moreover, h𝑖𝑠 represents the channel gain vector of the strong
user in the 𝑖𝑡ℎ cluster and h𝑖 is the channel vector of the 𝑖
𝑡ℎ singleton.
We assume spatially correlated Rician fading channels with unequal statistics for














where h̄, ĥ and R are the specular (LOS), diffuse (scattered) components of the
channel and the 𝑀𝑇 ×𝑀𝑇 transmit spatial correlation matrix, respectively. The ratio
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between the powers of the specular and scattered components is defined as the Rician
factor (𝐾). Note that 𝐾 and R are unique to each user. Assuming a uniform linear
array (ULA), the LOS component is h̄ = [1, 𝑒𝑗2𝜋𝑑sin𝜑, · · · , 𝑒𝑗2𝜋(𝑀𝑇−1)𝑑sin𝜑], where 𝜑 is
the angle-of-departure (AoD) of the specular component and 𝑑 is the inter-element
spacing in wavelengths.
We model the distribution of users with a uniform density over the coverage area
of the cell as in [104]. The link gains are 𝛽 = 𝐴𝜉(𝑟0/𝑟)
−𝛾, where 𝐴 is the unit-less
constant for the geometric attenuation at a reference distance of 𝑟0, 𝑟 is the distance
between the BS and the user, 𝛾 is the attenuation exponent and 𝜉 = 10(𝑋/10), where
𝑋 depends upon the shadow fading standard deviation (𝜎2𝑠𝑓 ), i.e., 𝑋 ∼ 𝒩 (0, 𝜎2𝑠𝑓 ).
The transmitter performs ZFBF based on H. The un-normalized precoding ma-
trix, W0, is given by
W0 = H
𝐻(HH𝐻)−1 = [w01,w02, · · · ,w0𝑁 ], (6.4)
so that the normalized precoder is W = [w1,w2, · · · ,w𝑁 ], where w𝑖 = w0𝑖/||w0𝑖||.
Now, the received signals can be expressed as
y = HWx+ z, (6.5)
where x is the signal to be transmitted and z denotes the noise vector. Further,
x can be represented as x = [𝑥1, · · · , 𝑥𝑁1 , 𝑥𝑁1+1, · · · , 𝑥𝑁 ]T, where 𝑥1, · · · , 𝑥𝑁1 are






and 𝑥𝑁1+1, · · · , 𝑥𝑁 are
the signals for singletons. Further, 𝑥𝑖𝑠 and 𝑥𝑖𝑤 are the strong user signal and weak
user signal, respectively. 𝛼𝑖 and
√︀
1− 𝛼2𝑖 are the amplitude scalings and 𝛼2𝑖 and
1 − 𝛼2𝑖 are the power fractions of 𝑥𝑖𝑠 and 𝑥𝑖𝑤, respectively. The signal strength is
𝐸𝑥 = 𝐸[|𝑥𝑖|2] and the transmit SNR is 𝜌 = 𝐸𝑥𝜎2 , where 𝜎
2 is noise variance. We
assume that 𝜎2 = 1. The SNR of the strong user in a cluster has no inter-cluster
interference as the ZF precoders are designed based on the strong users’ channels.
Further, successive interference cancellation (SIC) is used to first detect the weak
user’s signal. After successful SIC of the weak user signal, the SNR of the strong user
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is given by
SNR𝑖𝑠 = |h𝑖𝑠w𝑖|2𝛼2𝑖 𝜌, 𝑖 = 1, 2, · · · , 𝑁1. (6.6)
Since ZF is only performed with the strong users’ channels, the weak user suffers from
interference from other clusters and from their strong user partner. Hence, the SINR







, 𝑖 = 1, 2, · · · , 𝑁1. (6.7)
As such, the downlink spectral efficiency for the 𝑖-th cluster is given by R𝑐𝑖 = log2(1+
SNR𝑖𝑠) + log2(1 + SINR𝑖𝑤), where 𝑖 = 1, 2, · · · , 𝑁1.
6.3 Variance analysis
Let h𝑖 and h𝑗 be the channels of two generic users before the SUS selection procedure
classifies them as selected, non-selected, strong, weak, etc. Define 𝑃𝑖𝑗 = |h𝑖h𝐻𝑗 |2 as
the power of h𝑗 in the direction of h𝑖. If 𝑃𝑖𝑗 = 0, both channels are orthogonal to
each other and separate beams are best for these users. On the other hand, if 𝑃𝑖𝑗 is
large the channels are correlated and both users can be supported in a single beam
via NOMA. Hence, if Var(𝑃𝑖𝑗) is large, it is more likely to achieve both SU and HC
users which assist NOMA. Therefore, Var(𝑃𝑖𝑗) is analyzed here for the Rician channel
model.
The Rician channel model in (6.3) can be written as
g𝑖 = a𝑖 + 𝑏𝑖 ĥ𝑖R
1/2
𝑖 . (6.8)
Considering 𝛽 = 1 and expanding |h𝑖h𝐻𝑗 |2 gives 16 terms but these collapse to
𝐸[𝑃𝑖𝑗] = |a𝑖a𝐻𝑗 |2 + 𝑏2𝑗a𝑖R𝑗a𝐻𝑖 + 𝑏2𝑖a𝑗R𝑖a𝐻𝑗 + 𝑏2𝑖 𝑏2𝑗 tr(R𝑖R𝑗), (6.9)
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using the known results [121]
𝐸[ ĥ𝑖] = 0, (6.10a)
𝐸[ ĥ
𝐻




𝑖 ] = tr(A). (6.10c)




The second term in (6.11) is given in (6.9). Hence, we need 𝐸[𝑃 2𝑖𝑗] to complete the
variance calculation. Now 𝑃 2𝑖𝑗 contains 256 terms so a direct expansion is lengthy.
Instead, denote Q = h𝐻𝑗 h𝑗 and we can write









where the inner expectation is over h𝑖 and the outer expectation is over h𝑗. This










2] = tr(A2) + (tr(A))2, (6.13b)
in addition to (6.10) gives



















In order to solve (6.14) we derive three results. The first is
𝐸[QBQ] = a𝐻𝑗 a𝑗Ba
𝐻











































Note that (6.16) and (6.17) have expectations of the form E[QBQ] so are known from
(6.15). Using (6.15), (6.16) and (6.17) gives1
Var[𝑃𝑖𝑗] = 2𝑏
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Equal and unequal correlated Rayleigh
Note that, equal correlated Rayleigh means equal level of transmit spatial correlation
at both users and unequal correlated Rayleigh means each user has unequal level
of transmit spatial correlation structures. If we consider pure NLoS conditions (i.e.,
𝐾𝑖 = 𝐾𝑗 = 0) then (6.18) reduces to the unequal correlated Rayleigh case and
Var[𝑃𝑖𝑗] = 2× tr[(R𝑖R𝑗)2] + tr[(R𝑖R𝑗)]2. (6.19)
1The detailed derivation of the variance is given in appendix C.1.
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In (6.19), if we consider equal correlation matrices (i.e., R𝑖 = R𝑗 = R) then (6.18)
reduces to
Var[𝑃𝑖𝑗] = 2× tr[(R)4] + tr[(R)2]2. (6.20)
6.3.1 Discussion
Inspection of (6.18), (6.19) and (6.20) reveals three interesting properties.
Remark 1: Correlation increases the variance. This is easily seen in (6.20) where
theR = I of uncorrelated channels gives Var[𝑃𝑖𝑗] = 2𝑀𝑇 +𝑀
2
𝑇 , while theR = 1𝑀𝑇×𝑀𝑇
for perfectly correlated channels gives Var[𝑃𝑖𝑗] = 3𝑀
4
𝑇 .
Remark 2: Equal correlation matrices increase the variance. In (6.18) and (6.20),
tr(R𝑖R𝑗) terms are found and it was demonstrated in [121] that these terms are
maximized when R𝑖 = R𝑗.
Remark 3: Similar LoS directions increase the variance. From (6.18) we see
that the |a𝑖a𝐻𝑗 | terms are maximized by a𝑖 = a𝑗. Further, it is likely that the terms
involving a𝑗R𝑖a
𝐻
𝑗 are also increased when a𝑖 = a𝑗. This comment arises from the fact





. Hence, similar LoS directions are likely to increase the variance.
In terms of NOMA systems, we conclude that correlated channels and similar
channel statistics will enhance the performance.
6.4 Simulation results
In simulations, the user distances are randomly generated with a maximum distance
of 𝑟 = 100m with a reference distance 𝑟0 = 1m. The other pathloss parameters are
𝜎𝑠𝑓 = 8, and 𝛾 = 3.5, while the parameter 𝐴 is chosen such that tenth percentile of
the instantaneous SNR(dB) of ZFBF with four users selected by SUS [33] is 0 dB,
when 𝑀𝑇 = 4 and 𝜌 = 15 dB. Further, we employ the one ring model for the spatial
correlation matrices defined in Sec. 2.1.3 given by (2.14). We set 𝑑 = 0.25 and assume
both fixed and user-specific 𝜑 values. For the Rician case a fixed K-factor of 5 dB
for each user is used unless otherwise specified. The LoS angle (𝜑) and the central
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Table 6.1: ̂︂Var[𝑃𝑖𝑗] results with and without correlation.
I.I.D. Rayleigh Corr. Rayleigh I.I.D. Rician Corr. Rician
24.78 245.68 27.27 54.16
Table 6.2: ̂︂Var[𝑃𝑖𝑗] results for different 𝜑 distributions.
𝜑 ∼ 𝒰 [−𝜋, 𝜋] 𝜑 ∼ 𝒰 [−𝜋/12, 𝜋/12] 𝜑 = 0
Corr. Rayleigh 245.68 565.17 701.99
I.I.D. Rician 27.27 33.51 36.06
azimuth angle (𝜑), are assumed equal.
First, we verify the properties 1-3 discussed in Sec. 6.3. Note that Var[𝑃𝑖𝑗] is
given in (6.18) for fixed 𝜑𝑖, ∆𝑖, 𝜑𝑗, ∆𝑗, whereas 𝜑 and ∆ vary spatially as well as over
users. Hence, we compute Var[𝑃𝑖𝑗] averaged over a variety of distributions for 𝜑 and
∆. If n samples of 𝜑𝑖, ∆𝑖, 𝜑𝑗, ∆𝑗, are generated giving 𝑃
(𝑖)
𝑖𝑗 , · · · , 𝑃
(𝑛)
𝑖𝑗 then using the




















where (6.18) and (6.9) are used to compute Var[𝑃𝑖𝑗] and 𝐸[𝑃𝑖𝑗] and simulation aver-
ages over the varying correlation parameters.
Remark 1: Using (6.21) with n = 106 samples of 𝜑 ∼ 𝒰(−𝜋, 𝜋), ∆ ∼ 𝒰 [−𝜋/12, 𝜋/12]
gives Table 6.1, where the increase in variance with correlation is very clear.
Remark 2: Using (6.21) with n = 106 samples of ∆ ∼ 𝒰 [−𝜋/12, 𝜋/12] and
varying 𝜑 gives Table 6.2. Row 1 of Table 6.2 shows the increase in variance as the
correlation matrices become more similar with 𝜑 = 0 giving the same central azimuth
angle for both users.
Remark 3: The second row of Table 6.2 shows the increase in variance as the
LoS angle become more aligned with 𝜑 = 0 corresponding to perfect alignment.
Next, we take a more detailed look at the impact of LoS and correlation on 𝑃𝑖𝑗.
Fig. 6-1 illustrates the cumulative distribution function (CDF) of 𝑃𝑖𝑗 with different
∆ and 𝜑 distributions. We observe that both correlated Rayleigh and correlated
Rician channels with fixed central azimuth have a higher variance compared to their
109
















   u[- , ]
   u[- /12, /12]
 =  0
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Figure 6-1: CDF of 𝑃𝑖𝑗 with 𝐾 = 5 dB and 𝑀𝑇 = 4.
respective I.I.D. channels. Similarly, transitioning from larger to smaller angular
spread
(︀
∆ = 𝒰(−𝜋/6, 𝜋/6) to 𝒰(−𝜋/12, 𝜋/12)
)︀
increases the variance. This is due to
an increase in correlation of the channels. Also, as the range of 𝜑 decreases from 2𝜋
to 𝜋/6 to zero, the correlation matrices become more similar and variance increases.
Finally, the variance of I.I.D. Rician channels increases when the LoS angles become
more aligned, i.e., 𝜑 = 0. These comments are all consistent with the properties 1-3.
The CDFs clearly demonstrate that correlated Rayleigh is well-matched to NOMA
scheduling. The CDFs rise rapidly giving many small values of 𝑃𝑖𝑗 (needed for beam
construction) and then approach 1 much more slowly giving many high values of 𝑃𝑖𝑗
(needed for cluster formation).





in order to make a fair comparison between different system sizes, 𝑀𝑇 ∈ {4, 6}. It is
clear that the similarity of the channels decreases with an increase in 𝑀𝑇 . Further,
the correlated Rician channel is ideal for cluster formation but not for ZF beams
as the normalized variance is predominantly close to 1. In contrast, the correlated
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(b) 𝜑 ∼ 𝒰 [−𝜋/12, 𝜋/12]
Figure 6-2: CDFs of 𝑃 norm𝑖𝑗 with 𝐾 = 5 dB and ∆ ∼ 𝒰 [−𝜋/12, 𝜋/12].
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Figure 6-3: Cluster percentage achieved by SUS-UM vs the number of candidate
users. Γ = 0.4, 𝐾 = 5 dB, 𝜑 ∼ 𝒰 [−𝜋, 𝜋] and ∆ ∼ 𝒰 [−𝜋/12, 𝜋/12].
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Rayleigh channel is suitable to provide both SU and HC users. As in Fig. 6-1 we
observe more similar channels for 𝜑 = 0 than for 𝜑 = 𝒰(−𝜋/12, 𝜋/12) due to more
similar correlation matrices and more aligned LoS vectors.
In Figs. 6-3 - 6-5, we investigate the impact of different channels on the particular
NOMA technique labelled SUS-UM [96]. SUS-UM generates ZF beams using the
SUS algorithm [33] followed by user-matching (UM) to create clustered users based
on rate maximization. Note that the SUS technique accepts separate beams when
the user channels have a correlation metric less than a threshold value, Γ.
Fig. 6-3 shows the cluster percentage achieved by the SUS-UM technique [96],
i.e., the percentage of the separate beams which support clusters. We have discarded
the cases when only 1 SU user is selected by the SUS algorithm to focus on genuine
multi-user scenarios. Note that the similarity of the channels decreases with an in-
crease in 𝑀𝑇 and so the number of clusters. As can be seen, the cluster percentage
decreases with an increase in 𝑀𝑇 , this is similar to the observation made in Fig. 6-2.
As expected, the highest percentage of clusters are formed with correlated Rayleigh
channels due to its higher variance.
Fig. 6-4 illustrates the correlation between the strong and weak users within a





As expected, we observe that intra-cluster correlation increases with an increase in
the number of candidate users. Further, transitioning from larger to smaller angular
spread increases the intra-cluster correlation. The correlated Rayleigh channel gives
higher intra-cluster correlation due to its higher variance. Finally, Fig. 6-5 gives the
mean cluster rate for all channel models according to the number of clusters formed.
The correlated channels have better cluster-rate compared to their respective I.I.D.
channel models and correlated Rayleigh has better cluster-rate compared to all other
channels.
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Corr Rician,  =  u[- /12, /12]
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Figure 6-4: Intra-cluster correlation CDF for SUS-UM selected clusters. Γ = 0.4,






















Figure 6-5: Mean cluster rate vs the number of clusters using SUS-UM. Γ = 0.4,
𝐾 = 5 dB, 𝜑 ∼ 𝒰 [−𝜋, 𝜋], ∆ ∼ 𝒰 [−𝜋/12, 𝜋/12], 𝜌 = 15 dB, 𝑀𝑇 = 4, and 𝐿 = 10.
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6.5 Conclusion
In this chapter, we have derived the variance of the interference power between two
user channels for the correlated Rician fading channel. If the variance is large, the
channel is more likely to produce both semi-orthogonal and highly correlated users
which assist NOMA. Our results lead to three key properties linking channel statis-
tics and NOMA performance. In particular, correlated channels and similar channel
statistics increase the variance. Further, correlated Rayleigh channels with a nar-
row angular spread yield the highest variance and have the highest cluster percent-
age, intra-cluster correlation and cluster-rate in comparison to other channel models.
Therefore, we can conclude that correlated channels having similar channel statistics
are most suitable for NOMA-ZFBF systems.
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Chapter 7
Conclusion and Future Work
7.1 Conclusions
Current and future generation cellular communication must deal with:
1. an increasing demand for higher data rate;
2. dense user environments, which are likely to result in increased correlation be-
tween the channels of different users;
3. an increasing use of delay-constrained traffic, which raises concerns about fair-
ness among users while scheduling the users for transmission.
Traditional linear signal processing schemes such as MF, MMSE and ZF are strug-
gling to fulfill the above demands and provide spectral efficiency along with fairness
among users. Analyzing the spectral efficiency performance and fairness of MU-
MIMO systems when the users’ channels are heterogeneous leads to a more thorough
understanding of the performance of the current and future cellular networks. There-
fore, this thesis analyzed and evaluated the performance of MU-MIMO systems with
a ZF linear signal processing scheme, that provides higher rate along with provid-
ing fairness among the users. While doing so, this thesis presents two techniques to
tackle this situation, which results from having a dense user environment, where both
semi-orthogonal users and highly correlated users are present.
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∙ Chapter 3 proposes a novel linear signal processing scheme that can increase
the performance of the system when highly correlated users are present. The
key contributions of this chapter are:
– A novel and efficient DZF scheme has been proposed that can achieve
higher performance in highly correlated user environments. DZF is a vari-
ant of ZF with very little additional complexity compared to CZF that
provides robustness against the joint scheduling of correlated users. It fo-
cuses on gaining the most decorrelation with the least loss in power for
highly correlated users.
– The analysis presented in chapter 3 clearly demonstrates the idea of DZF
and illustrates the potential for improved rates and fairness.
∙ On the basis of the DZF scheme, chapter 4 presents a HZF scheme. HZF is a
technique for switching between CZF and DZF schemes based on the correlation
threshold value of the scheduled users.
– We have shown that HZF can be implemented by a simple yet efficient al-
gorithm that provides fairness while scheduling the users and also achieves
a performance gain.
∙ Chapter 5 focuses on a downlink NOMA and a power allocation strategy that
ensures QoS for the weak user. This chapter also presents an analytical frame-
work for characterizing the overall cluster-rate and sum-rate of the system. The
key contributions of this chapter are as follows:
– Considering a target SINR for the weak user, i.e., guaranteeing the weak
user’s QoS (W-QoS), a simple W-QoS based NOMA algorithm is proposed.
The W-QoS NOMA algorithm checks the basic requirement for NOMA
cluster formation and power allocation that always exceeds the TDMA
rate.
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– In order to analyze the effect of using the W-QoS NOMA with general
channels, we integrate the proposed W-QoS NOMA with highly-correlated
user clustering algorithms. Numerical results confirm that integrating the
W-QoS NOMA and highly-correlated user clustering algorithms improves
the sum-capacity of the system.
– Assuming perfectly correlated channels for the strong and weak users in
each NOMA cluster, we derive the exact SNR/SINR distributions of single-
tons and strong and weak users in clusters in order to bound performance.
Further, we investigate how close highly-correlated user clustering can get
to this bound. From simulations, we observed that the analysis gives a
tight upper bound. This is the only analysis of a NOMA-ZFBF system
which includes power allocation, guarantees a NOMA rate is higher than
TDMA rate and gives an exact tight upper bound for the sum-rate.
∙ The impact of dominant LoS directions and spatial correlation on the NOMA
performance is investigated in Chapter 6.
– Under the correlated Rician fading channel model, the variance of the
interference power between two users is derived. This variance analysis
proves that correlated channels with similar channel statistics increase the
variance.
– Overall, the results from this chapter demonstrate that an increase in vari-
ance means a more heterogeneous user environment which is likely to give
good NOMA performance. Such a variance analysis is useful in order to
understand the impact of different fading conditions on NOMA systems.
In this thesis we have provided two novel signal processing schemes and ana-
lyzed ZFBF based NOMA systems considering the highly correlated user envi-
ronments that are likely to be present in the dense MU-MIMO systems of 5G
cellular communication networks. The novel approach presented in Chapters 3
and 4 can serve as a basis for related research areas in future. In addition, this
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thesis has contributed to enhance the understanding of NOMA-ZFBF based
scheme through some analytical and numerical results in chapter 5 and channel
models in chapter 6.
7.2 Future Work
It is known that 5G cellular systems will require several innovative solutions in com-
parison to existing 4G systems, some of which include adaptation of small cells, use of
mmWave communications with short-range links, massive antenna arrays installed in
macro BS and possibly deployment of cognitive radios to exploit the spectrum holes
[122]. Thus, the investigations carried out and conclusions developed throughout the
thesis lead us to propose some unexplored areas that are related to the contents of
the thesis and are beneficial for 5G cellular communication.
7.2.1 Millimeter communication with DZF and NOMA
Since NOMA can support multiple users and mmWave provides a larger bandwidth,
NOMA integrated with mmWave can efficiently utilize acquired spectrum to support
massive connectivity. Furthermore, as mmWave frequency band propagation charac-
teristic includes highly directional feature [11] [123] [124], this easily facilitates the
integration of our high correlation based systems in mmWave communication system
for closely spaced users. Moreover, to capture these physical properties of mmWave
channels, cluster based spatial channel models, also known as Saleh-Valenzuela chan-
nel models, are often considered [14] [25] [55] [125] [126]. These channel models
consider a finite number of scatterers and paths which depends upon the random
geometry of the propagation environment. This random propagation environment
along with transmit and receive antenna array responses makes it more difficult to
make analytical progress. However it can be numerically simulated to gain a proper
understanding of their practicality. Naturally, some of the properties of dominant pa-
rameters, such as angular spread and LoS angle, can be easily understood and some
analytical progress can be obtained.
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Therefore, as studied in chapters 3 - 6, both DZF and NOMA-ZFBF schemes can
be further extended and analyzed with cluster based spatial channel models. If some
analytical results can be obtained then it will lead to further potential for design and
optimization of transceiver signal processing schemes. This can be used as a basis for
design and system performance evaluation of mmWave based cellular systems. More-
over, in chapter 6 we have studied the channel correlation using transmit correlation
in a one ring model. Therefore, including receive correlation can also be a topic of
future work [127].
7.2.2 Imperfect channel state information
As discussed in chapter 2.3.1, the ZF precoding technique is dependent upon the
channel state information at transmitter (CSIT). Perfect CSIT being available at
the receiver means more precise interference cancellation. However, due to the time
varying nature of wireless channels as well as the limited resource available for channel
estimation, perfect CSIT is not possible [128]. Therefore, a study of NOMA systems
considering imperfect CSI would provide more understanding of the reliability of
NOMA systems [27]. In NOMA-ZFBF systems two or more users are sharing the
same beam and the precoder is only designed on the basis of the strong user’s channel
information which results in imperfect precoding information for the weak user, unless
the weak and strong users are perfectly correlated. Therefore, it is important to design
systems with imperfect CSIT, that require less feedback and also to try and improve
the weak user performance.
7.2.3 Mixed beam NOMA
In chapters 5 and 6, ZFBF based NOMA systems are discussed and the precoders
for clusters are designed based on the strong user channels. Therefore, the weak user
suffers from interference from other clusters and from their strong user partner. A
novel approach to optimize the precoder design and the overall system could use an
extra "mixing" parameter. Mixing can be done while designing a beamformer in a
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beam or by using a mixture of channels of both users in a cluster. For example,
denote w𝑠𝑖 and w
𝑤
𝑖 as the normalized beamformers for the near/strong and weak/far













1− 𝑟2𝑖 )H𝑤𝑖 in clusters and
design precoders as in (3.3) and (3.4). Performance evaluation in terms of complexity
and rate would be interesting.
7.2.4 Quasi-degradation concept in NOMA
We know that ZFBF approaches are effective to improve system throughput in both
OMA and NOMA, where spatial degrees of freedom are used for interference avoid-
ance. ZFBF mitigates multi-user interference in OMA or inter beam interference in
NOMA, by transmitting data in the null space of other users’ channel matrices [76]
[129]. However, this approach is efficient when the number of transmit antennas are
not smaller than the number of receive antennas. Recently, the concept of quasi-
degraded channels are being developed for heterogeneous broadcast system. [130]
used quasi-degradation to characterize the gap between the optimal performance of
DPC compared with that of NOMA. The obtained solution considering a heteroge-
neous case with distinctive users’ channel conditions suggest that the performance gap
is zero. Further, in-depth study has been undertaken in [129] to illustrate important
properties of the quasi-degradation concept. Thus, as suggested in [129], the future
direction can be to study the NOMA system design with quasi-degraded channels.
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A.1 HZF- Exhaustive search method
Table A.1: Combination of 2 users in HZF Exhaustive search method
















Table A.2: Combination of 3 users in HZF Exhaustive search method





























In tables A.1, A.2 and A.3, u
(1)
𝑖 means first eigen vector is used for receiving
processing to create effective channels. Similarly, u
(2)
𝑖 means second eigen vector is
used.
133
Table A.3: Combination of 4 users in HZF Exhaustive search method






































































































B.1 Proof of Cluster rate
The rate for a cluster depends on whether the scheduled cluster supports a pair of
users or if the weak user was dropped leading to a singleton. If 𝑌𝑖 > 𝑌0 then a NOMA
cluster is possible and the rate equals the sum of the strong and weak user rates. On
the other hand, if 𝑌𝑖 ≤ 𝑌0 then the cluster is dropped. Hence,
𝐸[𝑅𝑐,𝑖] = 𝑃 (𝑌𝑖 > 𝑌0)𝐸[𝑅𝑐,𝑖|𝑌𝑖 > 𝑌0] + 𝑃 (𝑌𝑖 ≤ 𝑌0)𝐸[𝑅𝑐,𝑖|𝑌𝑖 ≤ 𝑌0]. (B.1)
The first conditional mean rate in (B.1) can be written as
𝐸[𝑅𝑐,𝑖
⃒⃒












Similarly, the second conditional mean rate can be written as
𝐸[𝑅𝑐,𝑖
⃒⃒






























where 𝑓𝑝(𝑥) = 𝐹
′
𝑝(𝑥) is the 𝜒
2
𝑝 PDF. Substituting 𝑓𝑝(𝑥) in (B.4) and using the change










Expanding (𝑦 + 𝑌0)



















where 𝑐 = 𝑏(𝑎 + 𝑏𝑌0)
−1. Using known integrals and





















































From (B.7) we can rewrite (B.10) as
𝐼2 = 𝐶(𝑝, 𝑏)−
∫︁ ∞
𝑌0
log(𝑎 + 𝑏𝑥)𝑓𝑝(𝑥)𝑑𝑥. (B.11)
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Noting that the integral in (B.11) is a special case of 𝐼1 with 𝑎 = 1, we immediately
obtain
𝐼2 = 𝐶(𝑝, 𝑏)− 𝐼1(1, 𝑏). (B.12)





, 𝑏 = 𝜌𝛽𝑖𝑠 in (B.8) and (B.12) and substituting 𝐼1
and 𝐼2 in (5.56) gives the desired result.
𝐸[𝑅𝑐,𝑖] = 𝐼1(𝑎𝑖, 𝑏𝑖) + 𝐶(𝑝, 𝑏𝑖)− 𝐼1(1, 𝑏𝑖), (B.13)





, 𝑏𝑖 = 𝜌𝛽𝑖𝑠, 𝐶(·, ·) is [116, Eq. 7] and 𝐼1(·, ·) is the closed
form function given in (B.8).
B.2 SUS-CUC algorithm
The SUS-CUC algorithm is given below.
1. Initialization stage:
Ξ1 = {1, ...., 𝐿}, 𝑖 = 1, 𝛾 = ∅, 𝜏𝑐 = {∅}, 𝜏𝑑 = ∅,
where 𝐿 is the total number of participating users, 𝛾 is the set of orthogonal
users, 𝜏𝑐 is the set of clusters and 𝜏𝑑 is the set of dropped users.
2. SUS algorithm [33]: Select a semi-orthogonal user 𝜋(𝑖) and the set of users,
Ξ𝑖+1, that are semi-orthogonal with 𝜋(𝑖).
3. CUC algorithm:
(a) Set 𝜏𝑑 ← 𝜏𝑑 ∪ {Ξ𝑖 − Ξ𝑖+1 − 𝜋(𝑖)}.










where Ψ is the correlation threshold.
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(c) This step depends on the value of 𝜙 from step (b).
∙ If |𝜙| > 1, then for each user in 𝜙, the transmitter calculates the
channel gain between these users and orthogonal user 𝜋(𝑖) and selects








𝜏𝑐 ← {𝜏𝑐} ∪ {𝜏𝑐(𝑖)}, where 𝜏𝑐(𝑖) = {𝜋(𝑖), 𝜈}, 𝜏𝑑 ← 𝜏𝑑 − {𝜈},
∙ If |𝜙| = 1, 𝜏𝑐 ← {𝜏𝑐} ∪ {𝜏𝑐(𝑖)}, where 𝜏𝑐(𝑖) = {𝜋(𝑖), 𝜈} and update 𝜏𝑑 as
𝜏𝑑 ← 𝜏𝑑 − {𝜈}.
∙ If |𝜙| = 0, there are no highly correlated users and the cluster 𝜏𝑐(𝑖)
contains only singleton user 𝜋(𝑖) as 𝜏𝑐(𝑖) = {𝜋(𝑖), ∅}. Update 𝜏𝑑 ← 𝜏𝑑.
(d) If |𝛾| ≤𝑀 , then go to step 2. Otherwise, go to step 4.
4. Order paired users according to their channel powers.
In SUS-CUC, once the best user 𝜋(𝑖) is selected and all the non-orthogonal users
are dropped off, SUS-CUC immediately starts to find the best pair for that user
𝜋(𝑖). In step 3(b) of SUS-CUC, which is the correlated user pairing part, we consider
𝑔𝑖, the component of ℎ𝑖 orthogonal to the subspace spanned by {𝑔(1), · · · , 𝑔(𝑖−1)} as
described in step 2 of the SUS algorithm in [33]. From the SUS-CUC algorithm
we obtain two types of clusters in 𝜏𝑐 as: a) clusters with two (strong and weak)
users (𝜏𝑐(𝑖) = {𝜋(𝑖), 𝜈}) namely NOMA-clusters and b) clusters with one user (𝜏𝑐(𝑖) =
{𝜋(𝑖), ∅}) namely singletons.
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Appendix C
C.1 Detailed derivation of variance












The Rician channel model in (C.1) can be written as


































































































































Using the known results
𝐸[ ĥ𝑖] = 0, (C.6a)
𝐸[ ĥ𝑖 ĥ
𝐻
𝑗 ] = 0, (C.6b)
𝐸[ ĥ
𝐻
𝑖 ĥ𝑖] = I, (C.6c)
𝐸[ ĥ𝑖 ĥ
𝐻




𝑖 ] = tr(A), (C.6e)
























































































































































2] = tr(A2) + (tr(A))2, (C.11b)











































































































In (C.12) several terms are of the form 𝐸[QBQ]. Hence using Q = g𝐻𝑗 g𝑗, we write
































































After some manipulations we get
𝐸[QBQ] = a𝐻𝑗 a𝑗Ba
𝐻






















Now rewrite the terms in (C.12) so that they are in [QBQ] form. For the first



































where B = R𝑖. Similarly, the third and fourth terms of (C.12) can be transformed as


































































































Now using Q = g𝐻𝑗 g𝑗 and (C.14) in every term of (C.17), where for the first term
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𝑖 |a𝑖a𝐻𝑗 |2 + 𝑏2𝑗a𝑖R𝑗a𝐻𝑖 |a𝑖a𝐻𝑗 |2 + 𝑏4𝑗(a𝑖R𝑗a𝐻𝑖 )2
+ 2𝑏2𝑖 (a𝑗R𝑖a
𝐻
























































Hence, the variance can be written as
Var[𝑃𝑖𝑗] = 2𝑏
2



















































2] + 𝑏4𝑖 𝑏
4
𝑗tr[(R𝑖R𝑗)]
2.
(C.23)
144
