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LINEAIRE MEERSTAPSMETHODEN VOOR 
GEWONE DIFFERENTIAALVERGELIJKINGEN 
P.W. HEMKER 
Een vergelijking van de vorm 
§z Dr F(x,y, dx , dx2 ' ... ' 0 
is een n-de orde gewone differentiaalvergelijking. De orde van de diffe-
rentiaalvergelijking, n, is de orde van de hoogste afgeleide welke in 
(1.1) voorkomt. Als alle nevenvoorwaarden, zoals de waarden van y,y', ... , 
(n-1) · "k · y , warden gegeven voor dezelfde waarde van de onafhankeliJ e varia-
bele x0 , is het probleem een begin;.,;aardeprobteem. Als de noodzakelijke 
nevenvoorwaarden niet allen voor hetzelfde punt gegeven warden noemen we 
het probleem een ra:ndwaardeprobteem. 
Iedere n-de orde gewone differentiaalvergelijking kan geschreven warden 
als een stelsel eerste orde differentiaalvergelijkingen. Hiervoor defi-
nieren we de variabelen 
§z 
v1 dx 
dv1 d2 
v2 = .£..x dx d 
en substitueren we v 1, v2 , •.. , vn_ 1 en dny/dxn = dvn_1/dx in de vergelij-
king (1.1). Hieruit blijkt dat we ons kunnen beperken tot het oplossen 
van stelsels eerste orde differentiaalvergelijkingen. 
Opmerking 
In enkele gevallen waarin vergelijking (1.1) een bijzondere structuur 
r 
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bezit, kan bet nuttig zijn deze reductie tot een stelsel niet uit te voe-
ren, maar gebruik te maken van deze bijzondere structuur. Dit kan in het 
bijzonder het geval zijn als een aantal van de afgeleiden diy/d..xi (Osi<n) 
niet expliciet in (1.1) voorkomt. 
1.1. De constructie van een oplossing 
Laten we ons eerst tot een enkele eerste orde differentiaalvergelij-
king beperken. Het zal later blijken dat uitbreiden tot een stelsel dif-
ferentiaalvergelijkingen geen extra moeilijkheden oplevert. Zij gegeven 
de differentiaalvergelijking 
( 1.3) ~ = f(x,y) , dx f: JRxJR ->- lR 
We kunnen de functie f in een tekening voorstellen als een verzameling van 
richtingen voor iedere waarde van de onafhankelijke variabele x en van de 
afhankelijke variabele y. We nemen aan dat f een continue functie is van 
x en y, welke bovendien aan een Lipschitz-voorwaarde voldoet: 
( 1 . 4) 
Als nu een punt A gegeven is, kunnen we de oplossing eenvoudig tekenen 
door, met toenemende waarden van x, een baan in het x-y-vlak te volgen 
waarvan de richting gelijk is aan die welke voorgeschreven wordt door f. 
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' fig. 1. 1. Het richtingsveld van de differentiaalvergelijking 
d:y/dx = -2.5y + (5x+3)(x+1)-2 
Numerieke methoden voor gewone beginwaardeproblemen komen er dan ook op 
neer dat we de oplossing van de differentiaalvergelijking benaderen met 
een kromme die zich d.icht langs de richtingen van bet richtingsveld aan-
sluit. Deze kromme wordt bepaald door stap voor stap een volgend punt 
(x 1 ,y 1 ) te berekenen. n+ n+ 
Wanneer men te maken krijgt met een beginwaardeprobleem waarvan de 
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structuur niet direct een eigenaardig karakter vertoont, is het een goed 
gebruik in eerste instantie te trachten dit probleem op te lossen met een 
standaardmethode. Een aantal algoritmen welke zich hier goed voor lenen, 
zijn bijvoorbeeld de Runge-Kutta methoden zoals ze staan beschreven in 
Zonneveld [1964]. (Tijdens deze cursus zullen we op deze methoden niet ver-
der ingaan.) Een aantal moeilijkheden kan zich echter voordoen. Het meest 
voorkomende is het verschijnsel van de "stijve differentiaaZvergeUjking". 
Dit treedt op wanneer het gestelde probleem een analytische oplossing bee~ 
waarvan sommige componenten een zeer stabiel karakter hebben. In dat ge-
val zullen deze stand.aardmethoden, vanwege de eis van numerieke stabiliteit, 
gedwongen zijn de numerieke integratie voort te zetten met zeer kleine 
staplengte. De belangrijke begrippen anaZytisehe (inherente) stahiZiteit 
en nwnerieke stabiZiteit, welke hier naar voren komen, zullen we hieronder 
toelichten. 
1.2. Analytische en numerieke stabiliteit 
De oplossing y(x) van een differentiaalvergelijking hangt, behalve 
van de functie f (zie (1.3)), oak af van een gegeven beginvoorwaarde: 
y(a)= b. Beschouwen we twee oplossingen y 1 en y2 van een differentiaal-
vergelijking met beginvoorwaarden welke een weinig verschillen 
d 
fu?'1(x) f(x,y), 
d 
a;?'2 (x) = f(x,y), 
dan noemen we de differentiaalvergelijking anaZytisoh (of inherent) sta-
bie7, op het interval (a,c) als geldt 
Een belangrijke grootheid, welke de stabiliteit in de omgeving van een 
punt in het x-y vlak bepaalt (ZooaZe stahiZiteitJ, is de partiele afge-
leide f • y 
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Schrijven we 
a.a.n zien we da.t het gedrag van de verschilfUnctie v(x)= y 1(x) - Y-2(x) 
weer beschreven wordt door een differentiaalvergelijking en dat -voor 
kleine wa.arden van v(a) = € bij benadering geldt 
( 1. 5) 
ofllel 
S... v(x) = f (x,y) v(x) dx y 
v(x) 
r: ryc~.y(i;))d!; 
v( a). e 
Hieruit volgt direct dat een differentiaalvergelijking in ieder geval sta-
biel is op die plaats waar f (x,y) < 0 y 
Voor een stelsel differentiaalvergelijkingen 
~ i~ n, 
laat het begrip pa:t'tiii"Le afgeleide zich uitbreiden tot het begrip 
Jaaobiaan,de matrix van partiele afgeleiden 
J(x,y) = (ar./ay.)(x,y). 
l J 
Het stabiliteitsgedrag wordt geheel bepaald door deze Jacobiaan. Het 
stelsel differentiaalvergelijkingen is nu stabiel als voor alle e-igen-
~'Cla.r'den van de Jaeobiaan Ai geldt Re Ai < o. 
Wanneer de partie!e afgeleide f (x,y)(of de Jacobiaan J(x,y)) onafllankelijk y 
is van de argumenten x en y spreekt men van iineaire ( een lineair stelsel) 
differentiaaZvergeZijkingen. Een niet-lineaire vergelijking hee~ een sta-
biliteitsgedrag dat afhankelijk is van de plaats in het x-y vlak. 
Nwnerieke stabiiiteit is een wezenlijk ander begrip. Zegt inherente 
stabili tei t iets over de analytische oplossing, numerieke stabili tei t zegt 
iets over de numerieke berekening. Bij een rekenproces warden telkens 
fouten geintroduceerd zoals afbreekfouten en afrondfouten. Een numeriek 
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proces heet nu numeriek stabiel wanneer het min of meer ongevoelig is voor 
deze fouten, zodat geen opeenhoping van gemaakte fouten ontstaat. We on-
derscheiden (1) absolute stahiZiteit: de numerieke fout wordt in absolute 
waarde steeds kleiner, en (2) reZatieve stahiZiteit: de numerieke fout 
blij~ klein ten opzichte van het gewenste resultaat van de berekening. 
Een numeriek proces heet instabiel wanneer de gemaakte fouten versterkt 
Worden en daardoor op den duur het gewenste resultaat kunnen verdringen. 
We zullen ons op deze plaats niet bezighouden met het analyseren van 
het stabiliteitsgedrag van de verschillende methoden voor het oplossen van 
gewone differentiaalvergelijkingen. We volstaan hiertoe met verwijzen naar 
een aantal boeken: Henrici [1962], Gear [1971] en MC Syllabus 15.1 [1972] 
Een enkele opmerking over numerieke stabiliteit moet hier echter tcrch ge-
maakt warden. 
Bij een theoretische behandeling van de numerieke stabiliteit van 
methoden voor gewone differentiaalvergelijking, warden bijna uitsluitend 
locaal lineaire beschouwingen gegeven, d.w.z. men beperkt zich tot een 
klein gebiedje in het x-y vlak (juist dat gebiedje waar men de oplossing 
wil construeren) en men neemt aan dat de Jacobiaan in dat gebiedje prak-
tisch constant is. 
1.3, Het stabiliteitsgebied 
Het stabiliteitsgedrag van een numerieke methode, bij het oplossen 
van een bepaald probleem, hangt ten nau:wste samen (1) met het karakter 
van het op te lessen probleem, met name van de Jacobiaan in de omgeving 
van de oplossing, J(x,y(x)), en (2) met de staplengte hn waarmee de inte-
gratie uitgevoerd wordt. De stabiliteit van een bepaalde methode wordt ge~ 
karakteriseerd door een gebied S in het complexe vlak. Een numeriek sta-
biel proces wordt verkregen wanneer voor iedere stap uit het integratie-
proces en voor iedere eigenwaarde A1. van de Jacobiaan geldt dat h A. € S n i,n 
Een belangrijk onderscheid valt te maken tussen expZiciete methoden 
en impZiciete methoden om gewone differentiaalvergelijkingen op te lessen. 
Bij expliciete methoden wordt in iedere stap van het integratieproces 
Yn+l berekend door een vast aantal malen de functie f(x,y) te evalueren 
waarbij tevoren de argumenten x en y bekend zijn. Bij een impliciete 
methode moet voor iedere integratiestap een (in het algemeen niet-lineaire) 
vergelijking opgelost warden van de vorm 
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Waar expliciete methoden- zoals standaard Runge-Kutta - door hun (betrek-
kelijke) eenvoud de voorkeur schijnen te verdienen, blijken deze alle een 
begrensd stabiliteitsgebied te bezitten. Voor beginwaardeproblemen waar 
jA. J grote waarden aanneemt, kan het voorkomen dat de integratie met 
1 
. 
kleinere stappen moet worden uitgevoerd dan men op grond van nauwkeurig-
heidscriteria wenst (stijve differentiaalvergelijkingen). Sommige impli-
ciete methoden hebben dit nadeel niet. 
1.4. Extra informatie voor efficienter rekenen 
Hoewel het in principe mogelijk is een beginwaardeprobleem numeriek 
te integreren met een algoritme die als enige informatie over het gestelde 
probleem de definierende functie f en de bijbehorende startwaarden 
gebruikt, zullen we dikwijls aan de algoritme extra informatie willen ver-
schaffen om de berekening efficienter te kunnen uitvoeren. Informatie 
welke hiervoor o.a. in aanmerking komt is 
(1) een analytische uitdrukking voor de Jacobiaan, 
(2) de ligging van de eigenwaarden in het complexe vlak. 
Dikwijls is een redelijke benadering van een van deze twee al voldoende 
om de efficiency van de berekening aanzienlijk te verhogen. De Jacobiaan 
wordt gebruikt in semi-impliciete methoden en wordt ook bij impliciete 
methoden gebruikt om de vergelijking G = 0 op te lossen. Wanneer de lig-
ging van de eigenwaarden bekend is, kan dit g;bruikt worden om de techniek 
van het "exponentieel fitten" toe te passen. Deze techniek die ook zeer 
geschikt is voor het oplossen van stelsels gewone differentiaalvergelij-
kingen zal behandeld worden in een volgend hoofdstuk. 
1.5. Lineaire meerstapsmethoden 
In dit hoofdstuk zullen we een beschrijving geven van de meerstaps-
methoden volgens Adams-Moulton [1883,1926:, en Curtiss-Hirschfelder 
[1952], zoals ze later zijn uitgewerkt dour Nordsieck [1962] en Gear 
[1968]. Deze methoden behoren tot de lineaire meerstapsmethoden, een klas-
se van methoden waar een uitgebreide theorie over bestaat. (Henrici [1962] 
Gear [1971], MC Syllabus 15.1 [1972].) De niem. = ontwikkelingen zijn 
vooral gericht op het efficient oplossen van steZseZs stijve differenti-
aalvergelijkingen. We willen bier op de tbeoretische aspecten niet ingaa.n, 
deze kunnen gevonden worden in bovengenoemde boeken. We zullen bier de 
nadruk leggen op de structuur en bet gebruik van procedures zoals ze wor-
den gegeven door Gear [1971] (in FORTRAN) en door Hemker [1971J(in 
ALGOL 60). 
Bescbouw bet stelsel differentiaalvergelijkingen 
( 1 . 6) 
gescbreven in vectornotatie. Zij b > 0 een vast gekozen staplengte en laat 
x 
n n 0,1,2, ... ,N, 
een rij punten Z1Jn met gelijke tussenruimte. We scbrijven y voor de be-
n 
nadering van y(x ) (n 0,1,2, ..• ,N), de oplossing van (1.6) met een ge-n 
+ geven beginvoorwaarde y 0 : 
y(x ) + 
n 
+ 
E 
n 
+ ~ + + Wanneer we aannemen dat e0 e 1 = £n_ 1 = 0 dan heet 8n de locale 
disaretiser>ingsfout van de methode en de methode beet na:iMkeurig van de 
orde p als geldt 
+ p+1 
E =O(h ). 
n 
, 
Een lineaire meerstapsmethode om (1.6) op te lessen, wordt gedefi-
nieerd door de vectorvergelijking 
( 1 . T) (n:?:k) 
+ + + Waarbij k startwaarden y 0 ,y1, ••. ,yk_ 1 nodig zijn. Een metbode wordt ge-
definieerd door de keu7.e van de parameters ai, Si (i=0,1, •.• ,k); er be-
staan metboden die eer, hoge orde van nauwkeurigbeid bezitten en stabiel 
zijn voor voldoend kle ' h. Twee typen van deze methoden komen als bij-
zonder gunstig naar voren. Dit zijn ( 1) de metboden welke de waarden 
f(y . ) ( O~isk' ri.oor een polynoom verbinden (de Adams-Moulton metboden; 
n-1 
a. = O voor i c'., ••• ,k). Deze bereiken de orde van nauwkeurigheid p = k+1 
l 
maar bezitten een - met hogere orde afnemend - begrensd stabiliteitsge-
7 
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bied. En daarnaast (2) de methoden welke de waarden yn-l (Osisk) met een 
polynoom verbinden (de Curtiss-Hirschfelder methoden; Si= 0 voor i = 1,2, 
••. ,k). Deze laatste methoden, met een orde van nauwkeurigheid P = k, zijn 
slechts stabiel voor p~6. Het stabiliteitsgebied van deze methoden strekt 
zich echter (voor ps6) uit over de gehele negatieve reele as. 
7.50 7.50 
.so .so 
fig. 1.2. Stabiliteitsgebieden voor Adams-Moulton methoden (links) 
en voor Curtiss-Hirschfelder methoden (rechts) 
De voorwaarden voor consistentie en het bepalen van stabiliteitsgebieden 
voor de lineaire meerstapsmethoden wordt uitgebreid behandeld in hoofd-
stuk IV van MC Syllabus 15.1 [1972]. 
We beschouwen de k-stapsmethoden (1.7) met a 0 ~ O, deze kunnen warden 
geschreven als 
( 1. 8) y = h f(y ) +$, 
n n 
t . . . . + + + f(+ ) 
waarin een 11neare comb1nat1e is van Yn-l'Yn_2 , ..• ,yn-k' Yn-l , ••. , 
f(y k). Als S = 0 is de methode expliciet en levert de berekening van y ~ n 
geen moeilijkheden op. Als Sf 0 is de methode impliciet en is (1.8) een 
stelsel van m (niet-lineaire) vergelijkingen met m onbekenden. De gebrui-
kelijke iteratieve methode om dit stelsel op te lossen wordt gegeven door 
( 1.9) r+1y = hSf( y ) + $, n r n r=0,1,2, ... 
+ + 
waarin 0y een beginapproximatie is van y . Het is eenvoudig in te zien n n 
dat dit iteratieproces convergeert voor kleine waarden van !hA. I 
l 
(A 1 ,A2 , •.. ,An de eigenwaarden van de Jacobiaru1). Voor stijve stelsels 
houdt dit echter in dat de staplengte klein gekozen meet warden. Een an-
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dere, geschikte, iteratieve methode om (1.8) op te lessen is het gewijzig-
de Newton-Raphson iteratieproces, dat gedefinieerd wordt door 
( 1. 10) 
waarin J* een benadering is van de Jacobiaan J( y ). Dit schema conver-
r n 
geert als alle eigenwaarden van de inverse matrix in absolute waarde klei-
ner dan een zijn. Zijn A1,A2 , ••. ,Am de eigenwaarden van J* dan zijn 
i=1,2,. •• ,m, 
1 - hi3\ 
de eigenwaarden van (1-hi3J*)- 1• De iteratiemethode is dan geschikt voor 
stijve stelsels. We merken op dat men bij het uitvoeren van dit proces de 
beschikking moet hebben over een benadering van de Jacobiaan J. 
De vectorfunctie i, gedefinieerd door (1.8) is in het geval van de 
Curtiss-Hirschfelder methoden een lineaire combinatie van y . (O<iSk) en 
n-i 
in het geval van de Adams-Moulton methoden een lineaire combinatie van 
y 1 en f(y . ) (O<i~k). Een lineaire transformatie voert bij de Curtiss-n- n-i 
Hirschfelder methoden de vector (y 1 ,y 2 , ••• ,y k) over in de vector der n- n- n-
achterwaartse differenties 
2 k-1 ~ (y 1 ,Vy 1 ,v y 1/2, ••• ,v y 1/(k-1)!) = n- n- n- n-
2 ~ ( , h " k-1 ( k-1 ) I ( k- 1 ) l ) . yn-1'hy n-1•'2"'Y n-1•···•h yn-1 
Bij de Adams-Moulton methode kan (y 1,f 1,f, 2 , ... ,f k) worden overge-n- n- n- n-
voerd in 
k-1 ~ (y 1'f 1•"f 1·····v-- f 1/(k-1)!) = n- n- n- n-
~ ( I h2 II hk (k)/k') 
= y 1 ,hy 1 ,-;:::-y2 1 " •• ' Yn 1 • • n- n- n- -
We kunnen i derhalve ook beschouwen als een lineaire combinatie van 
hi (i);.' (Osisp-1) Yn-1 i. 
We kunnen nu eenvoudig, op expliciete wijze, beginschattingen 
p-1 (p-1)/( ) ' Oyn,h oYn•···•h oYn p-1 . berekenen door directe ex:trapolatie, bij 
voorbeeld met behulp van de formules 
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+ hy' + h2y" /2 + oYn = Yn-1 n-1 n-1 
en 
Nadat op deze wijze beginschattingen verkregen zijn, worden y en 
n 
hyn' iteratief verbeterd met behulp van (1.10); y' (r>O) wordt gedefi-r n 
nieerd door 
- "t. 
Wanneer dit iteratieproces beeindigd is kunnen de waarden hiy~~~/i! 
(2Si:Sp) berekend worden door de beginschattingen te corrigeren met een 
term a. x (y - 0y ). De factor a. is afhankelijk van de gekozen methode en i n n i 
van de gekozen orde. (Voor het bewijs hiervan en voor de berekening van 
a. zij verwezen naar MC Syllabus 15.1 [1972].) 
l. 
Een volledige rekenproces in een integratiestap luidt dus als volgt: 
+ + 
oYn Yn-1 
h +, h -+, oYn Yn-1 
h2 ,j~/2 ( Aij) h2 y" /2 n-1 
hp-1 y(p-1)/(p-1)! 
0 n 
l;lp-1 y:(p-1)/(p-1)! 
n-1 
·U) als isj met A .. l.J als i>j 
d= (I-hBJ*)- 1 (hf( y )-h y') 
r r n r n 
+ + a: r+1Yn = ryn + a r r = 0, 1 , ••• ,R-1 
h· y' = r+1 n h• y' + rn d r 
(1.11) 
( 2Si:Sk). 
Wanneer de orde van de formule bij de volgende stap hoger gekozen wordt, 
wordt bovendien berekend 
1.6. Een strategie voor het toepassen van lineaire meerstapsformules 
We hebben nog een groot aantal vrijheden als we dit proces willen 
toepassen. Zo moeten we nog beslissen 
( 1 ) nieuwe * wanneer we een J zullen berekenen, 
(2) welke methode we zullen toepassen: Adams-Moulton of Curtiss-
Hirschfelder, en 
(3) met welke orde en welke staplengte we zullen integreren. 
In het kort zullen we de strategie vermelden die in de procedure 
MULTISTEP gerealiseerd is: 
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1. We kiezen een minimale en een maximale staplengte (een minimale stap-
lengte is o.a. nodig om ons van een eindig proces te verzekeren). 
2. Als we geen reden hebben om aan te nemen dat de vergelijking stijf 
is, integreren we in eerste instantie met de Adams-Moulton methode. 
3 Bij niet-stijve differentiaalvergelijkingen (Adams-Moulton methode) 
nemen we eerst J* = O; blijkt dat het iteratieproces niet snel genoeg con-
vergeert met de laatste J* dan wordt de Jacobiaan ter plaatse geevalueerd. 
4. we starten de integratie met een eerste orde methode en met de mini-
maie staplengte (een hogere orde methode kunnen we niet gebruiken omdat we 
niet over hi y(i)/i! (i~2) beschikken). 
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5. We nemen minstens k equidistante stappen met een k-stapsmethode. 
6. We verlagen of verhogen de orde van nauwkeurigheid nooit met meer dan 
een tegelijk. 
7. Na een aantal stappen met een p-de orde methode berekenen we h (i) 
(i=p-1,p,p+1), d.i. de staplengte die een voorgeschreven afbreekfout (eps) 
. • . . D . h(i) 
zal veroorzaken biJ het gebruik van de i-de orde methode. e maximale 
wordt gekozen als nieuwe staplengte, in combinatie met de bijbehorende 
orde i. (Enige veiligheidsmarges zijn ingebouwd om overbodig heen- en 
terugspringen te verhinderen.) We maken er gebruik van dat de i-de orde 
afbreekfout evenredig is met 
II hP y(p) /p! II voor i p-1 
n 
+ .... 
II Ryn - oYnll 
voor i p, 
II (Ryn -oyn) - (Jn-1-oY n-1) II voor i p+1. 
8. In een aantal gevallen zullen we gedwongen zijn een integratiestap te 
verwerpen en een stap met kleinere staplengte opnieuw uit te voeren. Dit 
kan optreden (A) als het proces niet (voldoende snel) convergeert terwijl 
J* een goede benadering is van J of (B) als de verkregen afbreekfout gro-
ter is dan de gewenste. 
9. Wanneer bij de minimale staplengte de berekende afbreekfout groter 
blij:rt dan de gewenste, wordt dit waarschijnlijk veroorzaakt door stijf-
heid van de differentiaalvergelijking *); wanneer dit optreedt bij het 
gebruik van een Adams-Moulton methode, wordt overgeschakeld op een 
Curtiss-Hirschfelder methode, wanneer dit optreedt bij een Curtiss-
Hirschfelder methode wordt verder gerekend met de backward-Euler methode 
met de minimale staplengte. (N.B. de backward-Euler methode is de 
Curtiss-Hirschfelder methode van orde 1.) Wanneer in dit laatste geval 
niet aan het locale foutcriterium is voldaan, wordt dit in een output-
parameter gemeld. 
*) Stijfheid van de differentiaalvergelijking is een begrip dat zowel af-
hankelijk is van de vergelijking zelf, als van de eisen die de gebrui-
ker aan de oplossing stelt: eps en hmin. 
1 • 7. De procedure MULTISTEP 
Tot slot geven we de gebruiksaanwijzing voor ALGDL 60 procedure MULTISTEP 
Declaratie 
procedure MULTISTEP (x,xend,y ,hmin,hmax,ymax,eps, 
first,dd,fxyi,i,jacij,j,n,available, 
stif:f); 
~ hmin,hmax,eps,xend,available,n; 
Boolean available,stiff,:first; 
integer i,j,n; 
~ x,xend,hmin,hmax,eps,fxyi,jacij; 
array y,ymax,dd; 
<procedure body>; 
Parameters 
x 
xend 
y 
<variable>; 
Deze wordt o.a. gebruikt als Jensen-para.meter voor f:xyi en 
jacij; de onafhankelijke variabele; 
ingang: xO de beginwaarde van het integratie interval; 
<expression>; 
de eindwaarde van het integratie-interval (xend > x); 
<array identi:fier>; array y [0:7,1:n]; 
de afhankelijke variabele; 
ingang: de beginwaarden voor het stelsel 
dif:ferentiaalvergelijkingen 
yro,iJ := y[iJ (xo); 
uitgang: y(xend); 
hmin,hmax: <expression>; 
eps 
de minimale resp. de maximale stap waarmee de integratie 
wordt uitgevoerd; 
<expression>; 
de maximaal toegestane relatieve locale fout; 
<array identifier>; array ymax[ 1: n]; 
ingang : de toegestane absolute locale fout/eps; 
13 
14 
first 
dd 
i,j 
uitgang:ymax [i] is de maximale waarde welke y[i] 
tijdens het integratie proces hee~ aangenomen; 
<identifier>; 
bij een eerste aanroep van de procedure moet first:= 
~ opdat gestart kan worden met een eerste orde 
Adams-methode. Bij het verlaten van de procedure is 
first:= false zodat bij het voortzetten van de 
integratie de procedure voortgaat op de wijze die 
vanaf de laatste aanroep met first:=~ de beste 
gebleken is (een hogere orde Adams- of Curtiss-methode); 
<array identifier>; array dd[0:7,0:n]; 
throughput en meldingen: 
dd[O,O] 0 Adams-methode gebruikt, 
overgeschakeld op Curtiss-methode; 
dd[1,0] 0 geen fouten opgetreden tijdens executie, 
dd[2,0] 
dd[3,0] 
= bij de huidige hmin kan de nietlineariteit van het 
probleem niet gevolgd worden; 
aantal stappen waarbij met de huidige hmin 
de vereiste locale fout niet binnen de 
gestelde grenzen bleef; 
if dd[2,0] = 0 then 0 else 
schatting van de maximale locale fout; 
<identifier>; 
worden gebruikt als Jensen-parameter voor fxyi en 
jacij; 
fxyi <express.ion>; 
jacij 
een uitdrukking afhankelijk van x,y,i welke de 
waarde van dyi/dx gee~; 
<expression>; 
een uitdrukking afhankelijk van x,y,i,j, welke 
(ad lib.) de waarde van a(dy./dx)/ay. gee~ 
l J 
(de Jacobiaan van het stelsel); 
available: <Boolean expression>; 
stiff 
n 
een uitdrukking welke aangee~ of door jacij de 
Jacobiaan ter beschikking gesteld wordt; 
<Boolean expression>; 
als stiff:=~ gebruikt de procedure direct 
methoden Welke geschikt zijn voor het oplossen van 
stijve differentiaalvergelijkingen, zonder eerst de 
Adams-Moultonmethoden te proberen; 
<expression>; 
het aantal vergelijkingen waaruit het stelsel bestaat. 
1.8. Voorbeeld van een aanroep 
15 
Als voorbeeld van het gebruik van de procedure MULTISTEP geven we een 
gedeelte uit een programma waarin met verschillende waarden van de parame-
ters eps en hmin de oplossing wordt berekend van het beginwaardeprobleem 
dy/dx 
dz/dx 
(-1000 x (y+z-2) - 0.013) x y 
-2500 x (y+z-2) x z 
met de beginwaarden 
y(O) 1 ; z(O) 1. 
De resultaten worden telkens afgedrukt voor x 0.005 en x 50 
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" u 
ICGl~ CQM~tll? VOORL.OOP8ANO MUw•+••&• [MR 128/721 lwR 3,3,I, MEI 197211 
!Ba,cguac MWw•+••••(X,XENO,Y,NMIN,MMAK;YMAX.EPI, r1RIT~oo. 
PXYI, 11,JACIJ,JJ,N.;AYAILABLE,ITl,,i J 
¥61.UC MMIN,MMAK,EPS,XEND,AVAILABLE.NI IGQL.C6~ AVAtLABLE,STIFF,FIRST1 !~I£i~B I 1,JJ,NJ 
SC61. x.xEND,MMIN,MMAx,EPs,rxv1,JACIJ1 A!B6~ v,YM&X,DDi 
6i:G!ll Qltl DQQl.E!~, WITM JACOBIAN,ADAMSI 
Qltl 1~Iti'B KOLDJ Qltl BC61. XOLD,MOLDI 
DQQl.E6tl EVALUATE,rvALUATED,CONVI 
!llit,CB l,J,L,K,KNEW,MAxOROER,F&ILS,IAMEI 
BC61. M,CM,CNHEw,c,TOLCONV,TOLUP,TOL,TDLDWN~lRROR,or11 
6BBi~ CONST!1156J,Al017J,DELTA,LAST OELTA,orl1iNJ,JACt11N,,INll 
lllICiEB ABB6i Pl11N)J 
!!QCCQUBE METMOOJ 
llllH WITH JACOBIAN!• ~ADAMSi 
MAXOADEA:• it ADAMS I~ttl 7 E~IC 61 
11• ICI• 11 
lt ADAMS I~Etl 
llG!H toe CONST[IJ I• 1.1.1,.2,1 •• 5,1;,9,24,12,1,5112.1,,7!1, 
1/6,J7,89,24,2,,375,1,11112.113,1/24,53,33,37,89,1, 
2511120,1,2,124,3,,12,5148,11120,10,oa,,3,33,,:s1'1, 
9512se, 1, 1371120; ,625, 1?196, .02,, 11120, 17,97, 10, oe, 
,07407,19087/6048Q,1:1.225,20J127D,4•1192,7/14•, 
7/i440,1150•0,106,9,87;97,,013t QQ Ii• t • 1 
ur:i ti.u _ . . . ltG!~ taa CONST[ Ill• 1.1.J.2,1.21:s.1:113,6;4,5,1,6111.1. 
6111.1111,9,167,7,333,o,5,,•s,1,,1,,2,,02,12.5, 
10,42,,1667,1201274,1,225/274,15/274,15/274,1/274, 
15,98,13,7,,04167,1891441,1,58/63,5/12,25/252, 
3t252o111764,19,6,17.15,,0083JJ QQ llW I • 1 
ttiQ ME~~~Dj 
!BQ,~QUBC OROERJ 
DCl!li lt K~~AX OROER I~t~ DE~!N 00[1,0IJ• i1 iO?Q RETURN CMQJ 
JI• (IC•1) • (K•8) I 2 • 1J 
fQ! It• 0 5Ice 1 U~Ill. Kg~ A[IJ1• CCNITll•Jll 
TOLUP I• IEPS•CONST[J+K•1Jl+21 
TOL I• (£PS•CONST[J+K•2J>+21 
TOLDWN:• ([PS•C0NST[J•K•3Jl+21 
TOLCOHVI• tPS/(2•N•(K+2))1 
EVALUATE!• WIT~ JACCllANI 
SAMEI• K•1 
tlllQ OROERI 
eacctQuat EVALUATE JACDllANJ 
UUl:i BC&L. Al 
EVALUATEt• t61.Stl 
lt AVAILABLE I~tll 
1ti18 Rt• -•ro1 • Ml ~Q$ 1111 1 IIC~ i Ulltl~ N QQ 
tQB JJ1• 1 II&! 1 Uljtl~ N QQ J&Ci11,JJll• JACIJ ·• ., 
£116 ti.ac 
51 
51 
59 
60 
61 
61 
63 
u 
6!J 
66 
67 
61 
60 
70 
71 
71 
73 
74 
" ,. 
77 
71 
79 
10 
81 
82 
n 
84 
89 
86 
87 
88 
et 
90 
91 
92 
93 
94 
" 96 97 
98 
99 
100 
101 
101 
103 
104 
10!1 
106 
107 
101 
109 
110 
111 
112 
113 
114 
11!1 
116 
B'AI. DJ ABBA~ r1xov,F1x V[11Nli 
toe 111•1 ~rte 1 u~rlL N ea 
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UGJ.tl FIX V[ 11l1• V[O.I 111 rixDYI 1tI18 rXYI l\:tiQI 
to$ 1••1 ~Ice 1 u~r1~ N co 
1:11101 
DtG!ti DI• !C EPS>A8Slr1x VIII) %~tl:i !Pl•EPI 
EL.SE EPl•ABStrlX VI till 
VI0,1111 VIO, ll •DI 
i:.110 
RI• ··AIOI • H/Oj 
tQB I II• 1 l!t~ 1 Ul:i?l~ N QQ 
JACI 11, 11 .. crxv1 • "XOYI 1111 • RI 
vro, 111• r1x vi11 
tQB I I• 1 iICI! 1 
OET(JAC,N,Pll 
EVALUATED!• ?BUI\: 
EVALUATE JACOBIANJ 
llD,$DUBC CALCULATE ITC' AND ORDE~I 
lllll:i 1161. A11Al,A31 
IAMEI• 101 
A11• lt ICS1 I~Cli 0 ELSt 
a.75•(TOLOWN/SUM( 1,1,N,(vfK, I J/yMAXl 111U1>+co.111C>1 
A21• Q.BO•CTOL /ERROR l ~ (Q,5/(K•illl 
A31• lt K~MAX ORDER v FAILs+o r~tli 0 CLIC 
Q,70•(TOLUP /SUM(l 1 1,M,((DELTA(IJ•LAIT O!LTA(tJI/ 
¥MU I 11 >Ul )+f0,!l/(K•2l l j 
lt A1•A2 • •1>A3 ·r~Cli ~CG!li KNEWl•K•il CNNEWl•A1 CllQ CLIC 
lt A2•A3 ?~C~ 6Ci!H 1CN!W111C I CNNEWl•A2 CllQ 'LI& 
6Ci!~ ICNEW11X•ll CNN!WllA3 C~Q Dci CALCULATE STEP AND Q.RDERJ 
ua,tciulic: u:T1 
DCGlti XOL.DI• xj ~OLDI• HI !COL.DI• l(j CHI• 1i 
tQB It• 1 ~IE! 1 UllilL N g6 
tQB .J1• Q IIE! 1 UliilL IC Q6 ODIJ,IJla Y!J;IJ 
l\:tiQ SETI 
D&Hti BUI. Cl 
l~ CH < HMIN/HOLD I~tl:i CH11 HMIN/HOL.D tLIC 
l~ CH > HMAX/HOL.D ?~Eli CH11 HMAX/HOLDI 
XI• xoLoi HI• HOLD • CHJ .Cl• 11 
tQB .J1•0 II'! 1 U~Il~ ~ qg, • Dti!~ tgs 11•1 II&:e 1 UllI!~ N QQ .,.,.,,,,,,. ODIJ,IJ • CJ 
Cl• C • CH 
E~Cll 
SAM! I• I< • 1 
l\:l:IQ llUET IT[PJ 
tlCll::tCIUU: BEGIN I 
DtGla FAILll• 01 Ht• HMINJ , 
tQB I I II 1 l?te 1 uaI!L N dQ v11.1 •lr•· 'XY1 •·HI 
ICI• 11 ORDERJ l!T 
UIQ IEGINJ 
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111 
119 
120 
121· 
122 
123 
124· 
125 
126 
12? 
128 
129 
130 
131 
132 
13:S 
134 
135 
136 
13? 
131 
139 
140 
141' 
142 
143 
144· 
145 
146 
147 
148 
149 
150 
151 
152 
153 
154 
155 
156 
157 
158 
159. 
160 
161' 
162 
163 
164 
165 
166 
167 
168 
169 
170 
111 
172 
173 
174 
17' 
176 
BEGINJ [QI II• 1,z,3 QO DDit,011• 0 
l:tji/ r:~H 
§'§!l:j METHOD! Kta KCLDI ORQE~J CHta 11 REllT' ITEP l:~QI 
[QI LI• 0 W~1Lt XCXEND QO 
A'i1~ ![ X•H<XEND I~r:~ XI• X•H ,~It 
Ar:il~ CH1• (XEND•x)/H1 RESET ITEPJ xi• XEND 'UQI 
'Q!~ttjl PREDICTICNI 
r;ca 11•0 1±r:e 1 Utjil~ K·1 oa [QB JI• K•1 IIE! •1 UtjilL I QQ 
ELMRDW(l,N,J,J•1.v.v.1i1 [QB It• 1 Sit! 1 UtjilL N QO DELTA!tli• Oi 
'QM~tHI CORRECTION AND EITIMATIQN LOCAL ERRORI 
r;oa L1•1,2,:s oci 
1t111i toe 111•1 11r:e 1 Y~IlL N QQ Dri1111• rxvt•H •· v11,1111 
lt EVALUATE I~ltj EVALUATE JACDll&NI 
£tjDI 
l[ WITH JACQllAN I~E~ SOLCJAC,N,,,DP)I 
CONVi• IBUtl tQ~ ~I• 1 IIC! 1 U~IJL N Qg 
llG1~ or11• DPllJI 
ttilil 
YI01lll• YIQ,1 J • AIOJ•DPll 
v11. 111• v11.1J • DPll 
DEL TA 11 11 • DEL TA ( 11 + DPI I 
CONYla CONY A ABS(DPI) C TOLCONV • YMAX[IJ 
U: CONY I~Ctj ltil~ ERAOR1• &UM(l 1 11 N,(D!LTA!IJ/YMAX[IJl+211 
EYALUAT!DI• f6Lltl GQ%Q CONYERIENCE 
CtjQ 
'Q!!CtjI ACCEPTANCE OR REJECTION! 
l[ ·~CONY I~r;l:j NO CONVERGENCE! 
lt§ili lf WI TH JACO! I AN A ~ !YALUATEO %t:!i::tl f;l,lf: 
lf H>~HIN•1.0001 IHt~ 
Dtill:j WITH JACOSIAN1a WITH JACOllAN • AVAILAILll 
CHI• CH/4 
ttiC tLU 
l[ AOAMS It:!CU icio TAV CURTIS& CLlt 
Dtil~ oar1.0J1• 11 iOIO RETURN r;!jQJ 
EVALUATE I• WITH JACOBIAN! RESET ITEP 
lt:!Q tLlt CONVERGENCE! 
lt ERROR>TOL It:!tU ERROR TEST NOT OKI 
ICl!S PAILSI• FAILS • 11 
lf H>toMIN•1.0001 !t;{~ 
DCll~ lf FAILS>2 IHCN 
llGll:j Kl• OJ RESET ITEPJ IE~IN 
t;!jQ tLU 
l[~ll:j CALCULATE STEP AND ORDER! 
lt KNEW+K I~C!j D'il~ Kta· KNEWI ORDIR '~gj 
CHI• CH•CHN[W/PAILIJ R!llT IT!P 
ltjCI 
f:tjQ tLU 
!C: ADAMI lt:!'i TAY CURTllll 
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atGl~ ADAMS!• tA~IEI METHOD! o•DERJ RESET STEP t~Q t~lt 
H 1<+1 Il:lf:tj . . .. 
ltGltj 1<1•11 ORDEAi RE9ET STE' t~Q thl' 
at~!~ cc~~t!jI VIOLAT[ [PS CRITERIDNJ 
Cl• CPS• SORT( EAROR/TOL II 
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l.C KNEw+K Il:ll:~ 
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HI• H • CHNEWI Cl• 11 
rca ~··1 arce 1 u~I!L 1< gg 
DtG!tj C1• C • CHNEWI 
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HMIN EPS x V1 '1'2 rue J•CI 010.11 010,21 ORDER TIME MAX,LOC,ERROll 
+,1.•3 •. 1.-3 •.5 .. -2 ·•. 999952046592 .;,.000"44239492 23 1 0 0 1 ,75 
+,5 .. +2 •,597692985894 •1.40?305120568 60 7 0 0 3 2,09 
•• 1 •• 3 •--1··' +,5.-2 •,999952046573 •i.000044239445 30 1 0 0 1 ,86 
•,s •• 2 •,'97653770477 +1.4013H336140 99 8 0 0 4 3,12 
•• 1 •• 3 •• i •• 1 +,5,..2 
-·. 9999,1,84187 .i.oonn44701768 50 
' 
0 7 1 1,4' -+,6022 ... 7 
•,5.•2 •.597654039217 •1,40,344067399 158 15 0 7 
' 
5,07 +,64822 •• 7 
•• 1 •• 3 ... 1.-9 +,5,..2 •,9999,2046538 •i.000044239408 79 1 0 22 i 1,80 ·+,64822 •• 7 
•,5,.•2 •,597654368058 +1,40?343738555 :164 38 0 22 4 11.53 ·+,64122·· 7 
•• 1 •• 4 •• 1 •• 3 +,!1.-2 ·•. 99995203772!1 +i.000042591788 27 3 0 0 1 ,88 
•,5,.+2 •• 597704340240 +1,401293766167 98 u 0 0 2 2,86 
+.1 •• 4 •• 1 •• s +,5.-2 +. 099952510829 +1,000043775126 29 2 0 0 1 ,87 
.. , .. , +,997656376877 •1. 40,341729730 ., • 0 0 ' 
2.•• 
•• 1 •• 4 +.1.-7 +,5.-2 • ,090952'10806 +i, OQ0043775U3 62 9 0 0 1 2.00 
+,5w•2 ·•. '97654698834 +1, 401'343407779 160 17 0 0 !I !l,33 
+.1 •• 4 ... 1 •• 9 +,5.-2 ·•. 999952510802 +i,oono43775137 uo I 0 2 6 4,18 +,84"0·· 9 
+.5.+2 •• '597654698547 +l, 40,343408066 443 46 0 2 !I 1',73 ·• ,84"0·· 9 
+.1 •• 11 +.1 ... 3 +,s •• 2 ·•. 999952500846 .i.onnn4375oD95 2!1 3 0 0 1 ,86 
+,s •• 2 +,59787163169!1 .1.cn,1264740&0 77 11 0 0 e 2,95 
•• 1 •• 5 •·1··' +,5.-2 •,999952510829 +i. 000043775124 29 2 0 0 1 ,87 
•,5.+2 •.'97656417520 +1,40,341689087 84 I 0 0 
' 
2,97 
•• 1 •• 5 •• 1 •• 7 +,5.-2 . +,999952510802 .1. 000043775141 61 9 0 0 1 2.00 
•,s •• 2 •,597654692'90 +1,40?343414025 176 1a 0 0 
' 
!1.74 
•. 1.-! •• 1 •• 9 •.5.-2 •,999952510793 +i., oooq43775141 112 8 0 0 4 4.19 
•,5.+2 ·+. 597654699774 +1,4n?343406840 472 54 0 0 4 1!1, 87 
•. 1.-6 .... 1.-:s •,5.-2 ·+. 999952500102 +1,oonn43748221 2, 3 0 0 1 ,85 
•. s •• 2 -+,59?87Q070H6 +1,40,128035035 77 11 0 0 2 2.49 
•• 1 •• 6 ... 1 •• 5 •,5 .. -2 -·. 999952510831 •1, 000043775124 29 2 0 D 1 ,87 
+,5.+2 +,597656366770 •l,40,341739837 115 8 0 0 
' 
J,43 
•• 1 ... 6 .,1 •• 1 •• , ... 2 ·•. 999952510813 +1.000043775137 64 7 0 0 1 1,9' 
+,!5.+2 +,IJ9765471418D +1,40P343392434 s.n 17 0 0 
" '·" 
•--1•·6 ... 1 •• 9 •.5.-2 ·•. 999952510795 •i.0000437751411 U6 I D 0 3 4,17 
··'·•2 ·•. !1976!14699056 +1,40113434075!17 404 43 0 0 !I 13,63 ro 
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1 • 9. Opgaven 
1. Zij gegeven het beginwaardeprobleem 
s -(1-c)s + qc, 
c M((1-c)s - pc, 
s(O) = 1, c(O) = O, 
M = 1000; q = 0.99; P 1.00. 
Bereken met een standaard Runge-Kutta procedure s(t) en c(t) voor 
t = 1,2,3,4,5. 
Bereken met behulp van de procedure MULTISTEP s(t) en c(t) voor 
t = 1,2,3,4,5,10,15,20,25,50. 
Voer de berekening een aantal malen uit met verschillende nauwkeurig-
heid. 
Hoe nauwkeurig is het verkregen resultaat? 
Ga telkens na hoeveel functie-evaluaties en hoeveel evaluatie van de 
Jacobiaan nodig zijn. 
Is hier sprake van een stijve differentiaalvergelijking? 
2· Twee gekoppelde chemische reacties worden beschreven door de chemi-
sche vergelijkingen 
k, 
ABB ;:=::- AB + B, 
k2 
k3 
__........ 
AB +-- A + B, k4 
0.940. 
Het verloop van de concentraties [ABB] = y en [AB] 
ven door het stelsel differentiaalvergelijkingen 
dz/dt = -k3z + k4(b-z-2y)(a-z-y) - dy/dt 
z wordt beschre-
Gegeven is: 
a= 1; b = 2; y{O) = 0.25; z(O) = 0.5. 
Bereken y{t) en z(t) voor t = 0.333, 0.672, 1.012, 100 
Gebruik de procedure MULTISTEP met 
hmin = 0.002, 0.005, 0.01, 0.02 
eps = 10-3• 10-4• 10-5 • 10-6 
stiff:= ~· 
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Wordt bij de integratie een Ada.ms-Moulton of een Curtiss-Hirschfelder 
gebruikt? 
Welke uitspraak kan men doen omtrent de nauwkeurigheid van de 
resultaten? 
3. Zij gegeven het beginwaardeprobleem 
i -o.o4x + 104yz, 
y = o.o4x + 104yz -
z = 
x(O) = z(O) = O; y{O) = 1. 
Laat zien dat dit probleem equivalent is met 
v = 400(1-u-0.0001v) - 10000v(u+0.3v), 
u(O) = v(O) = O. 
Is hier sprake van een st1Jve differentiaalvergelijking? 
Bereken u(0.4), v(0.4), u(10), v(10) en ga na hoeveel functie-evalu-
aties en hoeveel evaluaties van de Jacobiaan nodig zijn. 
. ' 
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OPMERKING 
Een onlangs ( 1973) verbeterde en gedocumenteerde versie van de proce-
dure MULTISTEP is te vinden in: 
NUMAL, a library of numerical procedures in ALGOL 60 (C. den Heijer, 
P.W. Hemker, P.J. van der Houwen, N. Temme, D.T. Winter eds.) 
Mathematisch Centrum, Amsterdam. 
