

























account  the properties of different  feature sources, and makes  full advantage of both  the 






Nowadays,  advanced  sensor  technology  and  image  processing  algorithms  allow  us  to 
measure different aspects of  the objects on  the Earths  surface. Both  spectral and  spatial 
characteristics  can  be  extracted  from  hyperspectral  remote  sensing  data,  and  used  to 
identify and discriminate between ground objects.  In particular,  spectral  features  inferred 
from hyperspectral  image pixels provide a detailed description of the spectral signatures of 
ground  covers,  whereas  spatial  features  deduced  from  image  objects  give  detailed 
information about texture, context and geometry of the surface objects (Rastner et al., 2014; 
Myint et al., 2011; Weih and Riggan, 2010). 
It  is  clear  that  spectral or  spatial  features alone might not be  sufficient  to obtain  reliable 
classification results in an urban context. Instead, the combination of both data sources can 
contribute to a more comprehensive interpretation of the ground objects (Zhang and Tang, 





Stacking  multi‐source  features  together  is  a  widely  applied  data  fusion  technique  for 









for  classification. While  such methods  are  appealing  due  to  their  simplicity,  they  do  not 
always perform better (and sometimes worse) than using a single feature source. 
 




This  is  because  the  value  of  different  components  in  the  stacked  feature  vector  can  be 
significantly unbalanced. As a consequence, the  information contained by different feature 
sources  is not equally  represented or measured. Furthermore, by  stacking  several  feature 
sources  together,  the pooled data may contain  redundant  information. Last but not  least, 
the  increase  in  the  dimensionality  of  the  stacked  features,  combined  with  the  limited 
number  of  labelled  samples,  may  together  lead  to  the  problem  of  the  curse  of 
dimensionality. 
Therefore, we  propose  a  graph‐based  fusion method  to  couple  dimension  reduction  and 
data  fusion  of  the  pixel‐  and  object‐based  features.  First,  object‐based  features  are 
generated on the first few principal components of the original hyperspectral data. Second, 
we  build  a  fusion  graph where  only  the  feature  points with  similar  spectral  and  spatial 
characteristics are connected. Finally, we solve  the problem of multi‐source  feature  fusion 
by  projecting  both  feature  sources  into  a  linear  subspace,  on which  neighborhood  data 
points  (i.e. with  both  similar  spectral  and  spatial  characteristics)  in  the  high‐dimensional 
feature space are kept on neighborhood in the low‐dimensional projected subspace as well. 
This  way,  the  proposed  method  takes  into  account  the  properties  of  different  feature 
sources  and makes  full  advantage  of  both  pixel‐  and  object‐based  features  through  the 
fusion graph. Our graph‐based data fusion method won the ``Best Paper Challenge'' award 








To obtain object‐based  features  from a hyperspectral  image, principal component analysis 
(PCA) was first applied to the original hyperspectral data, and the first 4 PCs were selected 
(representing  99%  of  the  cumulative  variance)  to  generate  the  object‐based  features.  A 
multi‐resolution  segmentation was  performed with  eCognition®  on  the  first  4  PCs  of  the 
original HS  image, and a  total of 28 object‐based  features were generated: Mean, StdDev, 























define  a  fusion  graph GFus=(XSta,  AFus), where  XSta=[  XSpec;  XSpat],  AFus  =  ASpec ⊙  ASpat  .  The 
operator ⊙ denotes element‐wise multiplication, i.e. AijFus= AijSpec AijSpat. This means that the 
stacked data point xiSta and xiSta are  connected only  if  they have  similar both  spectral and 








the  graph  constructed  by  stacked  features  (i.e.  LPP  (He  and  Niyogi,  2004))  (LPP).  We 




Our  proposed  feature  fusion  method  yields  better  overall  performance,  with  4% 
improvement  compared  to  using  single  pixel‐/object‐based  features,  and with  almost  3% 
improvements over the other fusion schemes in terms of OA. The use of pixel‐based features 
alone yields OA of  less  than 75%, and  thus produces a noisy  classification map. The OBIA 
approach can produce much better results, with more 10%  improvements  in OA and much 
smoother  classification map.  The  Sta method  produced  lower  accuracies  than  only  using 
single object‐based features, indicating that the spatial information contained in the original 
HS data was not well exploited in such a stacked architecture. This is not surprising because 
values  of  different  feature  components  can  be  significantly  unbalanced,  and  thus  the 
information  contained  by  different  features  is  not  equally  well  represented.  The  same 
problems happen when using the stacked features to build a graph in the LPP method. The 












  Spectral  OBIA Sta  LPP  Proposed 
No. of Features  103  28  131  26  24 
OA (%)  74.91  86.19  81.39  87.05  90.66 
AA (%)  83.13  87.99  84.20  89.12  91.76 
к  0.685  0.820  0.759  0.837  0.878 
 





object‐based  features  in  the  classification process.  Experiments on  a hyperspectral  image 
demonstrate  that  data  fusion  by  simply  stacking  several  feature  sources  together  may 
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