Abstract
Introduction 9
Tomography deals with the reconstruction of an image from its projections, ac-10 quired along a range of angles. The Inverse Radon Transform provides a closed-form 11 inversion formula for this reconstruction problem, provided that projections are avail-to identify optimal projection angles based on a blueprint image, which is known to 23 be similar to the scanned object. For more general greyscale tomography, a framework 24 was recently proposed for optimizing the acquisition of projections, based on certain 25 prior knowledge on the object to be scanned [15] .
26
These findings naturally lead to the question if "optimal" angles can also be selected 27 in cases where no blueprint image is available. As the optimal angles depend on the 28 scanned object, they can certainly not be selected prior to the scanning procedure. 
Notation and concepts

27
Our description is restricted to the reconstruction of two-dimensional images from n , where the entriesv i correspond to 9 the pixel values of the reconstruction 1 .
10
Projections are measured as sets of detector val- projections available so far, and the projection corresponding to that angle is added to 16 the set of measurements.
17
We denote the number of detector values for each projection by k. For any angle θ ∈ [0, π), the projection process in tomography, assuming noiseless measurements, can be modeled as a linear operator W (θ) , which maps the imagev to the vector p (θ) of measured data:
The k×n matrix W 
21
From this point on, we assume that each matrix W (θ) has the property that
1 for all j = 1, . . . , n. Assuming that the image is completely covered within the field 23 1 Throughout this paper, we indicate a vector or a scalar that has a binary domain by putting a bar above its symbol.
of view of the detector, this property is satisfied for the strip projection model that we 1 use here, as the total pixel weight for each projection angle is equal to the area of a 2 pixel, which is 1. For most other projection models commonly used in tomography,
3
such as the line model, where the weight of a pixel is determined by the length of its 4 intersection with a line, this property is approximately satisfied, but not always exactly.
5
For a set of projection angles Θ = {θ 1 , θ 2 , . . . , θ d }, the projection matrix W (Θ) consists of a stack of projection matrices for the individual angles, resulting in measurements p (Θ) of the form
. . .
For a given projection matrix W (Θ) and projection data p
} be the set of all real-valued solutions corresponding with the 7 projection data, and letS
n be the set of binary solutions 8 of the system. We focus on the case where the total number of measurements m = dk is small with respect to n, such that the real-valued reconstruction problem is severely 10 underdetermined.
11
For any two binary imagesx,ȳ ∈ {0, 1} n , define the image distance by x −ȳ 2 . For 12 any set V ⊂ {0, 1} n , define the diameter of this set by diam(V) = max{ x −ȳ 2 |x,ȳ ∈
13
V}. If the diameter of V is small, all images in the set must be quite similar, whereas a 14 large diameter indicates that strong variations occur within the set.
15
We now turn to the problem of angle selection. Let Θ = {θ 1 , . set of angles Θ = {θ 1 , θ 2 , . . .}, define the uncertainty of (x, Θ) by
The uncertainty corresponds with the diameter of the set of binary images that have the same projections asx for all angles in Θ. Similarly, we define the information gain of
which can be used as a measure for the information gained by measuring the projection for angle θ, if the projections for all angles in Θ are already available andx is the original object. Clearly, the information gain is always nonnegative, and is zero for any θ that is already in Θ. We extend this concept to the mean information gain of a set of binary images V ⊂ {0, 1} n , defined by
We have now defined all concepts and notation required for formulating the angle 
This problem can be interpreted as follows: we seek the new projection angle θ d+1 , 4 such that the total information gained by adding this angle, over all binary images that 5 adhere to the current set of known projections, is maximized. solutions.
7
In preliminary experiments, we also considered the case that the grey levels for 8 surrogate solutions are not constrained. In that case, surrogate solutions are sometimes 9 formed with values that are considerably greater than 1, or smaller than 0, and therefore 10 far away from any binary image (which they are supposed to represent). This behavior is effectively avoided by including the grey level constraint.
12
In our implementation, the basic algorithm for computing a real-valued surrogate solution is the iterative SIRT algorithm [18], defined as follows. Let
be the projection difference before the q th iteration. In each iteration q, the current reconstruction v (q−1) is updated, yielding a new reconstruction v (q) , as follows:
with m the total number of detector measurements. It can be shown that for a consistent 13 system of equations, the SIRT-algorithm as described in Eq. (6) converges to the solu- closest to the initial image.
21
We remark that the real-valued equation system W (Θ) x = p is severely underde-
22
termined, such that the algorithm can typically reach a solution that still resembles 23 the template image. As a consequence, allowing sufficient variation within the set of 24 8 template images will result in variations in the set of surrogate solutions formed.
1
The surrogate solutions are typically not binary images, and it is not at all clear that 2 by sampling these greyscale images, the properties of the set of binary solutions can be Once a surrogate solution v has been computed, the information gain needs to be 12 computed for each of the candidate angles. We recall that the information gain for a 
18
An important concept in the derivation of this upper bound is the central recon- image is equal to the sum of its pixel values.
Proof. By the definition of the 1 -norm, p
and therefore p
Define the central radius by R =
The following Lemma states 12 that all binary solutions of the reconstruction problem lie on the hypersphere centered 13 in x * with radius R:
Proof. Let N(W) denote the nullspace of W. Then (x − x * ) ∈ N(W). As the shortest solution of a linear system is orthogonal to the nullspace of that system, we have x * ⊥ (x − x * ). Applying Pythagoras' Theorem and Lemma 2 yields
16
Supposing the existence of at least two different binary solutions, Lemma 3 allows 17 us to derive an upper bound on the number of pixel differences between those solutions.
18
Theorem 4.
Proof. According to Lemma 3, we have x − x *
The upper bound from Theorem 4 can be computed simply by evaluating the radius 2 R of the sphere centered in x * that contains the binary solutions. We remark that there 3 is no guarantee that different binary solutions are indeed so far apart, or even that one 
Angle selection algorithm
10
Combining the ingredients from Sections 3 and 4, we can now define an algorithm 11 for approximating the mean information gain for a candidate angle θ, over the current 12 set of binary solutions. Fig. 2 shows each of the algorithmic steps. Note that this 13 description is formulated for maximum clarity and includes unnecessary recomputation 14 steps, which can be optimized in the actual implementation.
15
Based on this algorithm for computing the mean information gain, the angle selec-16 tion algorithm is formed by iterating over all possible candidate angles, and selecting 17 the angle that yields the highest mean information gain. To illustrate the concepts of surrogate solutions and information gain, we now con-20 sider an example. Fig. 3(a) shows a binary phantom imagex that has two principal ori- to these two projections is shown in Fig. 3(b) . The difference image (x − x * ) is shown 
; // form new set of projections that includes the projection for the candidate anglẽ
− x * 2 2 ; // compute new central radius G i = R −R; // approximate information gain for this surrogate solution
approximation of the mean information gain
Output: G; in Fig. 3(c) . The Euclidean norm of this image corresponds with the central radius, and 1 therefore provides, after multiplication by two, an upper bound on the diameter of the 2 set of binary solutions that adhere to the two given projections. Although it may be possible to gain information about favorable directions using 17 the central reconstruction, it cannot be used as a surrogate solution in our approach.
18
The central reconstruction is the shortest solution that adheres to the available projec- by adding this projection to the current measured data. Fig. 3(j) shows plots of the 29 information gain for each candidate angle, based on knowledge of the phantom image 30 (in red), and the mean information gain based on the three surrogate solutions (in blue).
31
We observe that, even though the phantom image is hardly recognizable in the three 1 surrogate solutions, the peak of the information gain for the phantom can also be seen in 2 the information gain for the set of surrogate images. A secondary peak can be observed 3 in the plot based on the surrogate solutions, caused by the uncertainty about the original 4 binary object, as the original image contains a large switching component. However, we resorted to this approximation in the first place, because of the complexity 1 of this evaluation.
2
As an alternative, we evaluate the quality of the selected angles with respect to the 3 actual unknown object, based on the assumption that a good angle selection scheme 4 should lead to an accurate reconstruction of the object from fewer angles than the num-5 ber of angles that would be needed for the standard equi-angular scheme. We remark 6 that this problem should be approached from a statistical point-of-view: in particular 7 cases, an angle for which limited information is gained with respect to the actual un-8 known object, might yield significantly more information for other candidate solutions 9 that adhere to the currently known projections.
11
As discussed in Section 3, the class of images from which the template images are 12 sampled can have a substantial impact on the sampling of surrogate solutions. We be- Phantom Gain The approximate information gain G(x, θ) for the actual phantom im-10 agex, computed using the central radius.
Sample Gain The approximate mean information gain G(V, θ) for a set of surrogate 12 solutions V, computed using the central radius. viding this by the total number of pixels in the circular reconstruction region.
18
Although the TCLGS reconstruction is typically inferior to reconstructions com-
19
puted by more specialized Discrete Tomography algorithms [11, 12] , its computation 20 is straightforward as a by-product of the proposed angle selection method, and the gen-21 eral shape of the rNMP curve seems to be similar compared to more advanced methods.
22
When interpreting the results, we focus on two comparisons. 14 Dynamic Angles are selected using the dynamic angle selection algorithm of Section 15 5. To select an angle, K = 10 surrogate solutions are generated, and their mean 16 information gain is evaluated for all candidate angles, with steps of 1 degree.
17
To reduce the dependency of the results on the particular starting angle, as well 18 as the dependency on the random seed (for the Dynamic and Gap-angle strategies), a 19 series of runs has been performed for each angle selection method, using 9 randomly 20 selected starting angles, and 5 different random seeds for each starting angle. 
Results
22
In this section, we report on the results of the two sets of experiments, described in 23 Section 7.2 and 7.3. the range from the minimum to the maximum value observed for a surrogate solution.
5
As only the positions of the local optima of the gain curves are important for angle 6 selection, and not the absolute values of the approximate information gain, the curve 7 for the Sample gain is scaled such that the total area under the graph is the same as 8 for the Phantom gain. In addition to the gain curves, the rNMP of the TCGLS recon-9 struction for each candidate angle, obtained by reconstructing the image after adding 10 the projection for the candidate angle, is shown in the same plot.
11
In Figs. 5(a) and 6(a), it can be clearly observed that if the number of projections 12 is extremely small (two, in this case), the dynamic angle selection algorithm does not 13 select the angle that corresponds to the maximum Phantom gain. This can be explained 14 by the fact that for d = 2, the reconstruction problem is highly underdetermined, and
15
there are large differences between the surrogate solutions. An angle choice that is 16 optimal with respect to the phantom does not appear to be optimal with respect to the 17 combined set of surrogate solutions.
18
However, for more than 2 projections, the correlation between the Sample gain Another observation that can be made, is that for all four phantoms, there is gener- 
23
What is also clear from the plots in Fig. 9 and Fig. 10 , is that the curves for the correspondence is important for establishing the ability of the dynamic angle selection 28 algorithm to rapidly achieve a high reconstruction quality with respect to the phantom 29 object, even though the phantom is not known to the algorithm.
30
In Fig. 11 , a selection of TCGLS reconstructions is shown that was obtained after a 
