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Abstract-h this paper, the approximation behaviours of two generalized Meyer-KBnig and Zeller 
type operators Mn,a! (f, z) and a,,,, (f, z) are studied. By means of the decomposition technique of 
functions of bounded variation and the method of Bojanic [l], Bojanic and Vuilleumier [2], and 
Cheng (31, together with some results from probability theory and the exact bound of Meyer-K&rig 
and Zeller operators basis functions, the rates of convergence of these two operators for functions of 
bounded variation are obtained. @ 2000 Elsevier Science Ltd. All rights reserved. 
Keywords-Meyer-Kiinig and Zeller type operators, Bate of convergence, Functions of bounded 
variation, LebesgueStieltjes integration. 
1. INTRODUCTION 
Bojanic [l] and Bojanic and Vuilleumier [2] estimated the rate of convergence of Fourier series 
and Fourier-Legendre series of functions of bounded variation. Cheng [3,4] gave two results of this 
type for the Bernstein operators and Szbz operators. The method of Bojanic-Vuilleumier-Cheng 
has since been used widely in many follow-up investigations (see, for instance, [5-lo]). Especially, 
references [6,7] gave two estimates of this type for the Meyer-K&rig and Zeller operators kf, and 
the integrated Meyer-K&rig and Zeller operators &&. For a function f defined on [O,l], the 
Meyer-K&rig and Zeller operators M, [ll] are defined as 
Mn(f,z) = 5.f (--&) %k(Z), 
k=Q 
%k(x) = (n +: - ‘) Zk(l - Z)n, (1) 
and for a function f E Lr[O, l] and 
k E N, 
the integrated Meyer-Kiinig and Zeller operators h;r, [7,12,13] are defined as 
00 
kn(f, z> = x; %k(x) 
s 
f(t) 4 7&(Lc) = (n + 1) 
k=O Ik 
(n+;+l)++ (2) 
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The approximation-theoretical properties of the operators M, of (l), A& of (2), and a slightly 
modified version of M, of (l), given by Cheney and Sharma [14], have been the subjects of many 
investigations (cf. [6,7,10-171). 
In this paper, we define two generalized Meyer-Kiinig and Zeller type operators M,,, and A&,, 
as follows. 
For a function f defined on [O,l], the operators M,,, are defined as 
M,,, (f,z) = 2 f (A) Q% (XL 
k=O 
and for a function f E &[O, l] and 
k E N, 
the integrated type operators &In,, are defined as 
(3) 
(4) 
where a > 1 and QFi (z) = (Cm - I kmnl(z))a - (CEk+lmnl(~))“. It is obvious that Mn,o: and 
az,a are positive linear operators, and M,,,(l, z) = 1, A%,,,(l, X) = 1. When Q: = 1, M,,l 
and A&J are just the operators M, and Al, defined as (1) and (2), respectively. The idea of 
construction of the operators M,,, and ii&+ partly is from [5,18,19]. 
In this paper, we shall establish general estimate formulas on the rates of convergence of 
M n,a and I%,, for functions of bounded variation. Furthermore, by these formulas, the limits 
of approximating discontinuous functions with operators Mn+ and A&, are obtained. Our 
investigations subsume the results of [6,7] as special cases. More important, by means of the exact 
bound of Meyer-KBnig and Zeller basis functions obtained in [lo] and the decomposition technique 
of functions of bounded variation, we provide, for functions of bounded variation, a more general 
solution than the results of [6,7] which consider normalized functions of bounded variation only 
(a function of bounded variation is said to be normalized on [O,l], if f(t) = (1/2)(f(t+) + f(t--)) 
for t E (0,l)). In the last part of the paper, we shall prove that our estimates are essentially the 
best possible. Our main results can be stated as follows. 
THEOREM 1. Let f be a function of bounded variation on [0, l] (f E BV[O, 11). Then for every 
z E (0,l) and 72 sufficiently large, we have 
;+ 1 (lf(x+) - ax-)I + b%(x)lf(x) - f(x-)I), 
(5) 
where 
I 
1, ifx= tn:k,), for all k’ E N, b 
%(X) = 
(n: k)’ 
V (gz) is total variation of g, on [a,b], 
0, ifzf - for all k E N, a 
and 
x < t 5 1, 
t =x, (6) 
0 5 t < 2. 
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THEOREM 2. Let f be a function of bounded variation on [0, 11. Then for every z E (0,l) and n 
sufficiently large, we have 
THEOREM 3. If f is bounded on [0, 1) and if z E (0,l) is a discontinuous point of the first kind 
off, then we have 
2. SOME LEMMAS 
We need some lemmas for proving our results. 
LEMMA 1. For all k E N and CC E (0, 11, there holds 
3 CY 
f&?(X) < - 2 &+1’ 
(10) 
PROOF. By the exact bound of Meyer-Kijnig and ‘Zeller basis functions (see [lo, Theorem 2]), 
we have 
Fkom the fact that luff - bal 5 ala - bl with 0 5 a, b 5 1, and o 2 1 (cf. [5, Lemma 3]), we get 
Since Q$)(x) < 1, (10) is proved. 
LEMMA 2. For x E (0, l), we have 
2x”(l- 2) = 1, -gkx”(l - x) = A, 
k=O k-0 
(11) 
(12) 
z(1 + x) 
gok22”(1-4= (1-x)2* 
cm 
gok3sk(l - x) = 
x3+4x2+x 
(I_ x)3 ’ 
g Pxc”(l - x) = 
x4 + llz3 + 11x2 + 2 
(l-x)4 * 
(13) 
k=O 
PROOF. Equation (11) is obvious. Now we prove (12). 
2 k22k(l - LIT) = fy k(k - l)?(l - 5) + 2 Icdyl - x) 
k=O k=O k=O 
=x~(k+l)kr’(l-r)+~lirk(l-2) 
k=O k=O 
= xFk2xk(l - x) + (1+ 2) 2 kx”(1 - x). 
k=O km0 
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Hence. 
k=O 
The proof of (13) is similar. 
Lemma 3 is the well-known Berry-Esseen bound for the classical central limit theorem of 
probability theory. Its proof and further discussion can be found in [20, p. 300; 21, p. 4321. 
LEMMA 3. Let {&}p!?I b e a sequence of independent and identically distributed random variables 
with finite variance such that the expectation E(&) = al E R = (-00, -too), the variance 
V&r(&) = bf > 0. Assume El& - alI3 < 00, then there exists a constant C, l/e 5 C < 0.8, 
such that for all n = 1,2,3,. . . and all t, 
By direct calculation, we prove the following. 
LEMMA 4. For x E (0, l), we have 
(15) 
PROOF. Let & be the random variable with geometric distribution P(& = Ic) = ~“(1 - x) (k = 
0, 1,2,. . . and z E (0,l) is a parameter). From (11) and (12), we have 
a1 = E(&) = &z”(l - x) = f--+, b; = E(& - aI)2 = F 
k=O (1 “x)2 
(16) 
and 
x4 + 11x3 + 11x2 + x 4x x3+4x2+x 2 x(1 i-z) 4 = -- 
(1 - x)4 l-x (l-x)3 + (1:x)2 (1 -x)2 - & 
x3 + 7x2 + 2 = 
(l-x)4 . 
Hence, by Holder inequality, we get 
El51 -all3 I E(& -uI)~E(& -Q)~ = 
Let {<k}& be a sequence of independent random variables identically distributed with &, +, = 
~~=, ck. Then the probability distribution of the random variable 7% is 
so 
c 
m/(1-z)<k 
m,k(+;=P - i = 1 - P(vn I nx(1 - x)) - f 
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Hence, by Lemma 3 and (16),(17), we get 
c E lb - alI3 3x (1 - z)~ 2.4 
m/(1-z)<k 4% 
<"*8(,~ = qz 
and note that 
(15) is obtained. 
Let 
and 
c 
w/(1-z)<k 
7&&(x) - f I ;, 
i k<,~l-t)Q2(xL 0 t = < 0, t < 17 
&,,,1(z,t) = 1; t = 1, 
0, 
O” Q$&)x&) 
Ka,cl,zht) = c 
kc0 SIXkWd'lL ' 
where Xk is the characteristic function of the interval Ik = [k/(n + k), (k + l)/(n + k + l)] with 
respect to I = [O, 11. 
We recall the Lebesgue-Stieltjes integral representations 
s 
1 
M*,a (f, x) = f(t) GL,u,l(~, t) (18) 
0 
and 
it&&f, x) = 1’ f(t)Kl,a,2(x~ t) &- (19) 
LEMMA 5. Let E E (0,l). Then for .n sufficiently large, we have the following. 
(i) For 0 5 y < 2, there holds Kn,u,l(z,y) 5 2az(l- x)~/(~(z - Y)~). 
(ii) For 2 < z 5 1, there holds 1 - K,+J(x, z) 5 2as(l - ~)~/(n(z - z)~). 
PROOF. We first prove (i). Fkom [l5, (5.9.1)-(5.9.7)], there holds 
Mn(t,x) = x - 
x(1 - x) 
n _ 1 + 0 (K2) 9 
M, (t2, z) = x2 + 
x(1 -x)(1 - 32) 
n-l 
+ 0, (n-l) 7 
where oz(nml) means that for a fixed 2 E (0, l), lim,,, ~,(n-~)n = 0. By a simple calculation, 
we get 
M, ((t - x)~, x) = “(; 1 ;)2 + 03: (n-l) I 
Hence, for n sufficiently large, we have 
Mn ((t - x)~, z) < 2x(1; @. 
Note that 
(20) 
Ikl(n + k) - xl2 > 1 
(y-x)2 - ) 
for 
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we get 
K n,a,l(TY) 2 c Q%dc(~) 
k/(n+k)<y 
5 c kl(n+k)<y 
for n sufficiently large. The proof of (ii) is similar. 
Using the same method, we get the following lemma. 
LEMMA 6. Let x E (0,l). Then for n sufficiently large, we have the following. 
(i) For 0 5 y < 5, there holds Jo” Kn+,2(x,t) dt 5 2ax(l - x)~/(~(z - Y)~). 
(ii) For z < z 5 1, there holds lt Kn,cr,2(x, t) dt < 2cyx(l - zr)2/(n(x - z)~). 
Now we need to estimate IM,,,(g,,x)l and lA&u(gZrx)l. With the methodz of Bojanic [I], 
Bojanic and Vuilleumier 121, and Cheng [3], we prove the following. 
LEMMA 7. For n sufficiently large, we have 
x+(1-x)/4x 
v (gr). 
X-X/V% 
PROOF. By (18), we have 
l Kz,&z,~c) = J At) dtKn,a,l(x,t>. 0 
(21) 
(22) 
Decompose the integral of (22) into three parts, as 
J 
1 
gztWn,a,dx, t) dt = Al,n(gz, x) + A2,ntgmxc) + &,n(gzr xl, 
0 
where 
J 
x--2/./5 Al,n (gz, x) = At) dtKn,a,l(x> t), 
0 rz+(l-x)lfi 
A2,n (gz, x) = 
J 
gdt) dtKn,a,l(x, t), 
x--l/fi 
J 
1 
A3,n tgx, 2) = gz(t) dtKn,a,l(x, t). 
z+(l-z)/fi 
We shall evaluate Al,,tgx, xl, &+(gz7 x:), and As,,(g,,x). These evaluations are similar to 
work in [3]. First, note that gz(z) = 0 and I ~~$~““;; dtKn,cr,l(zr+)) 5 1; hence, for t E 
[x - x/&,x + (1 - x)/&i], we have 
I&,, (gz,x)l = Jr”+;“” (gdt) -g&)1 ULa,dI.t)~ 
zf(l-s)lJii 
I v (95) i - 
n y 1 2 z+(ly(g,). 
X--X/t/E k=2 x-r/v% 
(23) 
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Next, we estimate Ai,,(g,, 2). Let y = I - x/&i. Using partial Lebesgue-Stieltjes integration, 
we have 
Al,, (gz, x) = g&+)%,a,l(~, y) - 
where k? n,a(~, t) is the normalized form of K,,,,i(z, I!). Therefore, 
Since ri-,,,(x,t) < K n,a,i(~,t) on (O,l), by Lemma 5, we deduce that 
1 
cb,a(Gt) 5 Kt,a,l(?t) 5 QI 
2x(1 - 2)s 
n(t - x)2 . 
It follows that 
Furthermore, since 
\j WI;+ + 1’ & \j (gz) dt, t 0 t 
so we have 
IAl,, (gm x)1 I a 
2(1 - 2)s z 
ox v (gz) + a2x’1; x)2 /“-“‘” & 0 (gz) dt. 
0 0 t 
Putting t = x - z/,/G in the last integral, we get 
Consequently, 
Using a similar method for estimating lAs+(gz, x)1, we get 
(24) 
(25) 
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Note that (1 --x)~ +x2 5 1, and l/(n - 1) 5 2~/ nz, for n > 1,~ E (O,l]. Hence, from (23)-(25), 
it follows that 
lMn,a (gx,x)l I PI,, (gx,x)l + IA,,, (gx,xc)I + P3:n (gx,x)l 
I- 
n y l .g x+(lvy (gx) 
k=2 x-x/d% 
On the other hand, note that 
Imw (SX>X)l = lSly,(t)dt~~,~,l(x,I)) I (4Y.) I -g x+(ly (g2). 
0 0 k=l s-z/v% 
Lemma 7 now follows from (26) and (27). 
In the same manner, we can get the following, 
LEMMA 8. For n sufficiently large, we have 
3. PROOFS OF MAIN RESULTS 
We first define the function @n(t) and the function s,(t) by 
20-1, t>o, 
’ t = s&(t) = { 0, t = 0, &T(t) 1, 5, = 
t 2. -1, t < 0, 
{ 
0, # 
For any f E BV[O, 11, we decompose f(t) into four parts as 
f(t) = &J(x+) + (1 - J-) f(x-) + gx(t) + f(x+)2: f(x-)sdn(t - x) 
+6,(t) [f(x)-$&+I- (l-$Jf(r)]. 
It follows that 
A4&(f,x) - &(x+) - (l- $) f(x-ll 5 WL (SZ>X)l 
+ Ox+) - f(x-1 
2” 
AL,, (&(t - x);x> 
and 
(26) 
(27) 
(28) 
(29) 
(30) 
(31) 
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By direct calculation, we get 
and 
Mn.,a (s^gn(t - z), z) = c @a - l)Q$k4 + c (-~)Q$((z) 
nx(l-l)<k k<nz(l-CT) 
= 2” c Qi?&, -  1+ E&)Q$!(z) 
9 
(32) 
(33) 
where 
for all k’ E N, 
for all k E N. 
By (32)) (33), Lemma 1, and Lemma 4, we have 
f(z+) - fb-1 Mn,a (s&(t - x),x> + f(z) - $f(z+) - 1 - 2* ( 
Theorem 1 now follows from (30), (?l), and (34). 
For operators A&,( f, z), it is obvious that 
(35) 
Below we estimate it&,,,,(s&(t - xc>, CC). Let 
we have 
k’-1 
k=O 
(k’+1”(n+k’+1)(2~ - 1) & + 2 (2Q - 1) Q($@) 
k=k’+l 
= 5 
k=k’+l 
2CtQ$) @) + (@$;i) fk’+l)i(n+k’+l’ 2Q & _ 1. 
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Note that (QtJ (x)/ J 
Ikf 
1 dt) J(k’+l)‘(n+k’+l) 2~ dt < 2aQpd (x), hence, we get z - 
lk+ t@ntt - x),x)/ 5 2 2”Qs,n,)(~) - 1 + 2”Qz!(~) 
k=k’+l 
= c 2CYQ95) - 1 + 2QQ$k!(2) 
w/(1-z)<k 
c %k(x) - 
w/(1-z)<k 
Theorem 2 now follows from (31), (28), (35), (36), Lemma 1, and Lemma 4. 
To prove Theorem 3, note that (t - x)2 is of bounded variation on (O,l]. We deduce from 
Theorem 1 that 
lili, Mn@ ((t - x)2, x) = 0. 
Again, if f is bounded on [O,l], then 9% defined as (6) is also bounded and is continuous at point 2, 
by the well-known Korovkin Theorem, we have 
lim Mn,a (g$,z) = 0. 
7l++CC 
Therefore, combining with (34), the right member of inequality (30) tends to 0 (n -+ foe). 
Equation (8) is proved. 
The proof of (9) is analogous. 
4. OUR ESTIMATES ARE SHARP 
In this section, we shall show that our estimates are essentially the best possible. Let J&(2) = 
CE, m,l(z). The following properties of functions Jnk(2) are obvious: 
&k(X) - Jn,k+l(x) = %k(x), (37) 
Jnob) > Jnlb> > . . . > &k(x) > &,k+l(X) > ... , for 2 E (0,l). 
LEMMA 9. For cc E (0,l) writing k. = [nz/(l - z)], we have 
(i) Q$$c) 2 m,+)J,q,(,), for ?Z = 1,2,. . . , 
(ii) Jnko(x) 2 (1/3)a, for n sufficiently large. 
PROOF. We first prove (i). Note that J,*,‘(x) 2 J,g,(z) and Jnk(z) is monotone decreasing 
with lc, hence, 
Q$‘(x) = J$(X) - JQ n,k+l cx) 
= J%(X) - J,*,‘(x)Jn,lc+dx) + J,*,‘(x)Jn,le+dx) - J:,k+l(X) 
= m,&(X)J;;l(X) + 
2 %k(Z)J,ak(X). 
Next we prove (ii). From Lemma 4, we have 
c 
w/(1-z)<k 
%k(x) - ; = On(l), 
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that is to say, 
lim 
*+cc c 
m/(1-l)<k 
m&(x) - ; = 0. 
( 
a a 
c mzk(X) 
) (1 
= ; + on(l). 
ns/(l-l)<k 
Therefore, as n is sufficiently large, we get 
LEMMA 10. For n sufficiently large, we have 
where A, is a positive number only dependent on x. 
PROOF. We have 
&y@)Jlk~-(&j-+ 
k=O 
=q$Q,(+))dt 
k=O 
=~2(n+k+nl)(n+k)Q"'x) 
2 & 2 Qz)(x) = &. 
k=O 
On the other hand, from [7, (4.3)], there holds 
(38) 
(39) 
(40) 
where n is sufficiently large and A, is a positive number dependent on x. Hence, by (39),(40), 
as n is sufficiently large, there holds 
&@(It -x),x) 2 l&&It -x1,x) - &y 2 $ - L. ’ A,. 
2n - fi 
Lemma 10 is proved. 
LEMMA 11. For x E (0, l), writing ko = [nx/(l - x)], we have 
c k<ko (41) 
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PROOF. By direct calculation (see [15, (5.9.5)] also), we get 
k 
x - - 
n+k > 
m&(x) = 5 - M&,x) 2 0. 
It follows that 
2 - --&) %k(x) > c - k>ko (x - &) mdx)- 
That is, 
Equivalently, 
Lemma 11 is proved. 
Now we prove that estimate (5) is essentially the best possible. If f is of bounded variation 
on [O,l] and continuous at x, then estimate (5) becomes 
(42) 
Consider the bounded variation function fz(t) = (t - x] on [O,l]. From (42), we have 
I~n,at.L x> - f,(x)1 = ~n,a(lt - 472) I &k 2- < 
10a 
kc1 A - fix + l/J;;’ 
(43) 
On the other hand, writing ko = [nx/(l -x)], by Lemma 9, (37), (41), and (38), for n sufficiently 
large, we have 
--x mnk(X) (44 
Inequalities (43) and (44) show that (42) cannot be asymptotically improved. The proof of the 
same property for estimate (6) is similar. 
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