The consensus emerging from microbiome studies is that they are far more complex 9 than previously thought, requiring deep sequencing. As deep sequenced datasets
1 0 provide greater coverage than previous datasets, recovering a higher proportion of 1 1 reads to the assembly is still a challenge. To tackle this issue, we set of to identify if 1 2 multiple iterations of assembly would allow for otherwise lost contigs to be formed 1 3 and studied and if so, how successful is such an avenue at improving the current 1 4 methodology.
5
A simulated metagenomic dataset was initially used to identify if multiple iterations of 1 6 assembly produce useable contigs or mis-assembled artefacts were produced. Once 1 7
we had confirmed that the secondary iterations were producing both accurate contigs 1 8 without a reduction in contig quality we applied this methodology in the form of 1 9
Spherical to 3 metagenomic studies.
0
The additional contigs produced by Spherical increased the number of reads aligning 2 1 to an identified gene by 11-109% compared to the initial iterations assembly. As the 2 2 size of the dataset increased, as did the amount of data multiple iterations were able 2 3 to add. The Spherical workflow is composed of 5 steps:
1 1 8
Step 1: Sub-sample selection 1 1 9
The first step in Spherical is the optional initial sub-sampling of the sequencing data.
2 0
This can be advantageous when the working with very large datasets. In this process 1 2 1 a random sub-sample (defined by -R) is taken from the input sequencing data. Using 1 2 2 a subset fraction of 1 selects the entire input dataset instead. If only one value is 1 2 3
given to -R, then Sphercial will apply this sub-sample fraction at every iteration, 1 2 4 however the user also has the option of providing values to be used at each iteration. 1 2 5 1 2 6
Step 2: Assembly 1 2 7
The sub-sample is then assembled using the assembler of choice. Step 4: Assessment 1 3 9
The user can define two parameters to be used by Spherical to determine 1 4 0 completeness. The first is based on the number of iterations currently completed (-1 4 1 iter). When spherical has completed all iterations defined by this value, it will halt 1 4 2 carrying out iterations, and move to step 5. The second option is based on the 1 4 3
proportion of reads currently utilised by the total assembly (-align). This is calculated 1 4 4
as the number of reads currently unaligned, divided by the total number of reads 1 4 5 initially provided. When Spherical determines that the alignment rate has been 1 4 6
reached it will halt carrying out iterations and move to step 5. The user must provide 1 4 7 these two parameters, the current default is 5 iterations or an alignment rate of 70%.
4 8
If neither of these criteria have been met, spherical will pass on all unaligned reads to 1 4 9 step 1 for another iteration.
1 5 0 1 5 1
Step 5: Final output 1 5 2
When Spherical has met the user-defined criteria for halting, Spherical will combine 1 5 3 all the assemblies from each iteration into a single file and calculates statistics such 1 5 4
as N50, lengths of longest and shortest contigs the standard deviation of the lengths 1 5 5 and the alignment rate both for each iteration and for the final assembly.
1 5 6 1 5 7
In the following sections we outline the principles behind Spherical and demonstrate 1 5 8 its use on three different metagenomic datasets of differing sizes and complexity. We 1 5 9
show that by taking an iterative approach the resulting assemblies use a greater 1 6 0
proportion of the original raw reads and in large datasets it allowed to retrieve more 1 6 1 information from the less-represented organisms in the community. followed by a Velvet assembly and 3) Spherical on the raw data with 5 iterations, 1 8 0
using Velvet as the assembler ( Supplementary Table 1 ). We used the percentage of 1 8 1 the assembly to which no reads align as a measure of miss-assembly (the "false 1 8 2 base rate") and the percentage of reads that aligned as a measure of completeness. Assembly quality for tested datasets 1 8 5
The Chicken Caecum microbiome was the smallest of the three datasets tested. As a 1 8 6 result, all three assembly approaches produced very similar results (Supplementary 1 8 7 Table 1 ). However the assembly from Spherical utilised 1% more of the raw reads 1 8 8 than the other approaches. This was at the cost of slightly lowering the N50 (from 1 8 9 109 to 104) and increased false base rate (from 0.01% to 0.04%).
9 0
The human oral dataset was a larger dataset, and as a result we observed a greater 1 9 1 variability in how the different assembly approaches performed. Spherical was able 1 9 2 to increase both the N50 (from 190 to 234) and the alignment rate (from 13% to 1 9 3 24.6%) compared to the next best approach (basic velvet assembly), however the 1 9 4 false base rate also increased (from 0.02% to 0.19%).
9 5
The groundwater dataset was the largest tested. The alignment rate of Spherical 1 9 6 increased (from 52.8% to 59.7%) and false base rate decreased (from 3.86% to 1 9 7 2.89%), however Sphericals N50 was significantly reduced (from 330 to 211) in 1 9 8 comparison to the normalised assembly. To study the effect of altering the sub-sample size we used the largest of the 2 0 2 metagenomics datasets tested (Groundwater) and with sub-sample fractions of 1 2 0 3 (representing 1/1, i.e. all the raw data), 4 (representing ¼ of the raw sequencing 2 0 4 reads) and 30 (representing 1/30 of the raw sequencing reads). As shown in 2 0 5 Supplementary Table 1 the change in sub-sample size resulted in a small change in 2 0 6 the quality of the resulting assembly; increasing the false base rate from 2.89% to 2 0 7 3.78%, and reducing the N50 from 211 to 189 and reducing the alignment rate from 2 0 8 59.7% to 49.8%. However even with these changes, the taxonomic profile of the 2 0 9 each assembly did not differ, Supplementary Figure 1 .
Effect of multiple iterations of assembly 2 1 2
The additional iterations employed by Spherical lead to an increase in the number of 2 1 3 reads that could be assigned to known genes (Figures 3,4 & 5) . As shown in Figure 3 2 1 4 and 4, for small metagenomic datasets the taxonomic profile does not change across 2 1 5
iterations, however the iterative approach does allow for almost twice the number of 2 1 6 reads to be assigned to a taxonomic class (Table 1 ). In the groundwater dataset the 2 1 7 secondary iterations provided a different taxonomic profile compared to the initial 2 1 8 iteration ( Figure 5 ).
2 1 9 2 2 0 Groundwater 130,451,683 27,463,983 12,121,835 8,586,974 7,783,534 2 2 3
As shown in Table 1 , the additional iterations allowed for identification of 11% 2 2 4 additional reads in the chicken caecum dataset, 109% additional reads in the human 2 2 5 oral dataset and 43% additional reads in the groundwater dataset compared to the 2 2 6 first iterations assembly. 
