Introduction
Systematic reviews, the foundation of much Evidence-Based medicine, are suffering from increasing 'data deluge'. With 'seventy-five trials and 11 systematic reviews' being published every day, a figure which is now almost certainly an underestimation, the burden of identifying relevant studies is escalating 1 .
In order to limit the number of studies to screen, reviews (particularly in health technology assessments and other rapid reviews) tend to adopt pragmatic and relatively specific strategies to searching-even though relevant research is probably missed because of this 2 . This problem is being compounded by an increase in the number of databases to search, especially as recent work has suggested that there is an inbuilt North-American bias in many major bibliographic databases (e.g. PubMed), and that a wide range of smaller databases need to be searched in order to identify research for reviews that aim to maximise external validity (e.g. for use in a UK context 3 ).
Unfortunately, the specificity of searches conducted in bibliographic databases is low. Reviewers often need to manually assess many thousands of irrelevant titles and abstracts in order to identify the much smaller number of relevant ones 4 , a process known as screening.
Reviews that address complex health issues, or that deal with a range of interventions (e.g. a typical public health review might be concerned with 'interventions to promote physical activity') are often those that have the most challenging numbers of items to screen; and reviews for which the traditional 'PICOS' (Participants, Intervention(s), Comparator(s), Outcome(s) and Study design(s)) search terms do not distinguish between eligible and illegible studies are likewise likely to be burdened with significant screening workload 5 .
Given that an experienced reviewer can take between 30 s and several minutes to evaluate a citation 6 , the work involved in screening 10,000 citations is considerable, and the screening burden in some reviews is considerably higher than this.
Increasing the use of automation at this phase of the review process has been advanced as a potential solution to the problem of data deluge [6] [7] [8] [9] . Machine learning techniques, it is claimed, are able to reduce the screening burden by more than 50%, without resulting in any studies being 'lost' to the review. Given that the first demonstration of machine learning efficacy in this area was published in 2006, it is perhaps *Corresponding author Email: j.thomas@ioe.ac.uk surprising that few reviews report making use of these new technologies. Is this due to there being barriers to the take-up of these techniques, or are the technologies themselves not yet ready?
The classic Diffusion of Innovations framework by EM Rogers is used to structure the following exploration of these issues, facilitating both an overview of current automation approaches and an assessment of their readiness for use in 'live' reviews.
Discussion
The author has referenced some of its own studies in this review. The protocols of these studies have been approved by the relevant ethics committees related to the institution in which they were performed.
Challenges in the diffusion of this innovation
First published in 1962, and in its 5th edition in 2003, Everett Rogers' Diffusion of Innovations articulates a theory which explains how and why new ideas and technologies spread through communities 10 .
Of particular interest in this paper are the five attributes of innovations which help us to understand the current state of the field, the reasons why this innovation does not appear to be diffusing and what we might do in the future to advance knowledge and practice.
According to Rogers, innovations have five characteristics which affect their rate of adoption; those which are perceived as having greater relative advantage, compatibility, trialability and observability, and less complexity, will be adopted more rapidly than others [Kindle location (KL):610] 10 .
Paying particular attention to relative advantage and compatibility, I now examine each of these characteristics in relation to the adoption of (semi-) automation for reducing screening workload in systematic reviews. Screening is usually presented as a linear process in which a number of citations need to be manually checked for relevance to the review question. Figure 1 summarises this, with the process of screening each study manually being presented along the xaxis (0-100%) and the cumulative number of relevant studies ('includes') identified along the y-axis (0-100%). In a traditional review, where citations are screened essentially at random, we expect to see relevant studies identified in proportion to the number screened: depicted by the grey diagonal line.
Relative advantage
Automation does not replace manual work, but aims to reduce it (hence, it should properly be referred to here as 'semi-automation'), by focusing manual effort on the most relevant citations, aiming to identify 100% of eligible studies as quickly as possible. The green line shows one possible result, with relevant studies identified at a much quicker rate and 100% of them found by the time about half of the citations have been examined. In theory, the reviewer can then discard the remaining 50% of citations, safe in the knowledge that they are not relevant to their review. Such results have been reported by several teams.
Wallace et al. 6 report that their technique might have reduced screening effort by between 40% and 50% in three reviews 6 ; and by between 67% and 92% in four examples of review updates 11 .
Cohen and colleagues 9,12 present similarly promising results, and at least three groups are building systems which use text mining to facilitate the retrieval of studies in reviews Stanley et al. 13 , Thomas et al. 14 and Yang et al. 15 .
These results are achieved through a process known as 'active learning' 6 , which is illustrated in Figure 2 . Briefly put, 'active learning' is an iterative process whereby the accuracy of the predictions made by the machine are improved through interaction with users (reviewers). When used in a review, active learning involves the reviewer screening a small number of studies manually; the machine then 'learns' from these decisions and generates a list of citations for the reviewer to look at next. This cycle continues, with the number of reviewer decisions growing, until a given stopping criterion is reached and the process ends (e.g. the reviewer has identified all the relevant studies they had expected; they have run out of time and they have screened all the studies manually). The mechanism for generating the list of studies to be examined manually is under active consideration 16 . On the face of it then, it is possible to get good results from semiautomating the screening process, and some people are sufficiently convinced to invest in systems to support it. However, the number of evaluations is small and they rely almost exclusively on retrospective 'simulation' studies, where data from completed reviews are re-analysed and optimum conditions for the text mining tools are identified.
Questions remain in terms of being able to predict how well the tools may perform in other situations; they may, for example, obtain a curve similar to the yellow line in Figure 1 . This is similar to the green line to begin with, but importantly, does not identify every relevant study until towards the end of the screening process. In this example, while more relevant studies are identified earlier in the process than usually is the case, it is still necessary to screen all citations manually in order to find them all.
At the moment, it is difficult to evaluate the relative advantage of simply identifying relevant studies earlier in the process (there are no evaluations), but one might assume there would be some, since the process of full-text retrieval, screening and data extraction could begin earlier in the review.
As mentioned above, current practice when constructing a search is to tailor the number of studies downloaded from databases to fit the time and resource available to look at them. The Cochrane Handbook illustrates this balance in saying that 'time and budget restraints require the review author to balance the thoroughness of the search with efficiency in use of time and funds…' 17 . The need to change practice and adopt a new way of screening using automation may therefore not be apparent, as the number of studies potentially eligible to download increases, current practice adapts to this by making searches more precise; thus, the relative advantage of doing larger searches, but using automation to manage the ensuing screening burden, is difficult to assess.
In addition to the above, questions of transparency, replicability and bias deserve a mention. Since automation methods depend upon a sample of relevant studies from which to 'learn', if the sample is biased in some way, there is the possibility that the process will systematically fail to find certain studies. In addition, few papers have explored the possibility of replicating the process of another group's semi-automated screening; and, nor are there agreed standards for reporting the results of screening in this way. references have been retrieved, they become the 'universe' of eligible studies, and what is then needed is to check through them manually ( Figure  3 ). Contrast this with what may be possible using automation: a reviewer might not restrict their search at all because they intend to reduce the screening burden using automation.
Compatibility
They then use the techniques mentioned above and only look at, say, 50% of the citations actually retrieved. In this example, the reviewer may have conducted a more sensitive search, and may actually have found more relevant studies; but they may also be able to estimate (using performance metrics) that they have found only 95% of the eligible studies that they had downloaded.
This would appear to be at odds with current notions of systematic searching, where the aim is to find every relevant study, and the degree to which tailoring the sensitivity of searches affects this is difficult to ascertain and rarely acknowledged.
In summary, there are open questions concerning both the infrastructural and conceptual compatibilities of automation in systematic reviews in the systematic review community, with methodological concerns probably being the greater obstacle to adoption.
Complexity This is the degree to which an innovation is perceived as difficult to understand and use. Some innovations are readily comprehended by most members of a social system; others are more complicated and are adopted more slowly [KL:597]. Text mining / machine learning and the automation techniques that build on these technologies are at the forefront of current computer science and are the subject of interest and active development. It is a complex field with many competing approaches, its own language and accepted modes of working. It develops experimental software to demonstrate advances in thinking, but much software in this field is not made available for nonspecialists to use in an applied way.
Moreover, both the ways that these technologies operate, and the highly technical language used to describe them means that non-specialists will find it difficult to understand how they work and how to fine-tune them for particular situations. Thus, without collaborative partnerships and/or some expertise in software engineering, most systematic reviewers will be unable to understand how semi-automation operates and how it might be used. In the longer run this may not be a problem, since the technologies might be amenable to being treated like a 'black box' with pre-set parameters; in the present though, their complexity is a barrier to understanding, and hence, acceptance.
Trialability This is the degree to which an innovation may be experimented with on a limited basis [KL:597].Two challenges relate to the trialability of automation in systematic reviews: access to available and functional software, and an evidence-base to support its use in particular situations. The ability of a mainstream systematic reviewer to try out these tools in their own work is very limited. They require a high degree of technical expertise simply to select and run; and do not integrate into most systems and processes.
The barriers identified above in terms of complexity mean that most systematic reviewers will be unable to trial automation without assistance in terms of infrastructure and technical support.
Observability This is the degree to which the results of an innovation are visible to others [KL:597] . In the light of the above challenges, it will be no surprise to find that observability is currently very low and is mostly restricted to journal articles (typically of a technical nature) and conference presentations. The problems discussed above in articulating a demonstrable relative advantage and in making the case for compatibility in conceptual terms, mean that it is particularly difficult for individuals to observe the results of this innovation and to assess for themselves its worth and viability.
Increasing diffusion and the rate of adoption
The above examination of the challenges of adopting these new technologies to reduce workload in screening suggests that their widespread use is some way off; and yet with the number of publications increasing ever faster, we need to find ways of identifying studies for inclusion in systematic reviews in more efficient-but still reliable-ways.
In order to better demonstrate the relative advantage of the technologies, we need far more evaluations of the use of semi-automation in a diverse range of systematic reviews, including both the (relatively straightforward) clinical and technical literature, as well as the (more challenging) social science and theoretical literature.
We also need evaluations of different approaches to searching and screening, which examine critically the current practice of limiting search sensitivity in accordance with the resources available and compare it with highly sensitive search strategies which utilise semi-automation.
Conceptual compatibility must be addressed through empirical work, to examine issues of potential bias, transparency and replicability; and a shift needs to take place where, conceptually, the locus of most search activity becomes the database of retrieved studies, rather than the many bibliographic databases where search options are often limited.
In addition, more consideration needs to be given to the purposes of systematic searching and the situations in which an exhaustive search is needed, or where a 'purposive' search might be more fit for purpose 5, 18 .
Finally, software tools which integrate into existing processes and systems require development. Besides overcoming infrastructural compatibility, such tools will address the problems identified in complexity and trialability.
Conclusion
Earlier in this paper I asked; is the lack of uptake of such technology due to there being barriers, or are the technologies themselves not yet ready? The answer seems to be both, although the technologies are progressing rapidly.
An examination of the current state of the field in the light of the Diffusion of innovations theory reveals that we are as yet some distance from meeting the conditions where widespread adoption might occur.
Further technical and empirical work is needed where systematic reviewers work with information and computer scientists to advance the field and develop solutions which have a demonstrative relative advantage and which are clearly compatible with the needs of systematic reviewers and their users. Most importantly, this work needs to focus on the aforementioned areas of conceptual compatibility and relative advantage. Here, the barriers to the adoption of new technologies concern current conceptualisations of what constitutes a systematic search.
Due to the number of studies retrieved by sensitive searches, practice is often increasingly at variance with theory; yet, the danger is that opportunities to expedite certain processes may currently be missed because we have not yet advanced our understanding of how automation might be utilised in an unbiased, transparent and auditable way.
Once we have addressed these core conceptual challenges, then the other issues identified above are likely to be overcome quickly by increased community interest and enthusiasm.
