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ORIGINALARBEITEN 
Partialisierung versus Adjustierung 
attributabler Risiken zur Berücksichtigung 
der multifaktoriellen Ätiologie von Erkrankungen 
Lutz Wille, Olaf Gefeller 
Kurztitel: 
Partialisienmg versus Adj11s1ien111g von ARs 
Zusammenfassung 
/11 epidemiologischen S111dien isr das auributable Risiko zur Q11a111ifizierung des S1elle11wer1s 
eines Expositionsfakrors auf Bevölkeru1Lgsebe11e ein seil langem populäres Asso-::.iarions111aß. 
Fiirde11 in der Praxis vorherrsche1Lden Fall einer 111ul1ifakrorielle11 Äriologie der Erkrankung 
exis1ieren Adjustierungs- und Partialisienmgsve1fahren als zwei unterschiedliche V011?e-
hensweisen, um in 111ultifakwrielle11 Modellsituatio11en dc1s a1trib111able Risiko einzelner Ex-
posi ti011sfaktore11fiirdas K ra11khei f sgeschelzen auf Bevölkenrngsebene z11 q11ant ifi-::.ieren. 
Ein Vergleich zwischen Partialisien111g und Adjustierung in dieser Arbeir -;:.eig1, daß die 
konkrete Anwendung dieser beiden Konzepte nicht 1111r zu 1111111erisch verschiedenen Wer-
re11 fiihrt. sondern daß Si111atio11en existieren, fiir die sich 11111erscltiedliche Rangfolgen 
der Expositionen hinsichtlich der Größe der jeweiligen a11ributablen Risikoansärze erge-
ben. Dieses Ergebnis unterstreicht die Nonvendigkeit, einen der jeweiligen inhaltlichen 
Problemstellung angemessenen Ansat-::. zur Qua111ifizieru11g a11ributabler Risiken in einer 
multifaktoriellen Situation zu wä/ile11. 
Schlüsselwörter 
attributables Risiko, epidemiologische Methoden, Spieltheorie, Risikopartition 
Summary 
The estimation of anributable risks from epidemiologic studies forms an integral part of 
modem analytical approaches qucmtifying the imporrance of an exposure factor for the 
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disease in the popu/ation under investigation. There are two different concepts for ap-
proaching muftifactorial situation.s: adjustment and partition.ing. 
A comparison between adjustment and partitioning in this paper shows that the applica-
tion of these concepts does not only Lead to different estimates, it is also possible to 
identify situations where different rankings of exposures with respect to the magnitude of 
their corresponding attributable risks can be obtained. This result &tnderlines the neces-
sity to select carefully the appropriate concept for estimating attributable risks in a 
mu/tifactorial situalion accounting for the specific research question in the epidemiolo-
gic application of the method. 
Key words 
attributable risk, epidemiologic methods, game theo1y, risk partitioning 
1. Einleitung 
Die quantitative Beschreibung einer Expositions-Erkrankungs-Beziehung ist ein zentrales 
Thema in der Epidemiologie. Einen Teilbereich des methodischen Instrumentariums zur 
Quantifizierung dieses Zusammenhangs auf Populationsebene stel lt das Konzept des c11-
tributablen Risikos dar. Bereits 1953 in Verbindung mit Fall-Kontroll-Studien zum Ein-
fluß des Rauchens auf das Lungenkrebsrisiko erstmals eingeführt (LEVIN, 1953), hat es 
in den letzten Jahren sowohl zunehmend praktische Anwendung in epidemiologischen 
Studien erfahren als auch beträchtliche Aufmerksamkeit in der angewandten statistischen 
Literatur auf sich gezogen (CouGHUN et al„ 1994). 
Für den in der Praxis vorherrschenden Fall einer multifaktoriellen Ätiologie der Erkran-
kung sind in der Literatur zwei unterschiedliche attributable Risikokonzepte eingeführt 
worden, um in multifaktoriellen Modellsituationen das attributable Risiko einzelner Ex-
positionsfaktoren für das Krankheitsgeschehen auf Bevölkerungsebene zu quantifizieren. 
Zusätzlich zu dem schon seit längerem etablierten Ansatz des adjustierten attributablen 
Risikos wurde jüngst ein a ls partielles attributables Risiko bezeichnetes Risikokon-
zept hergeleitet (EIDE und GEFELLER, 1995). 
In der vorliegenden Arbeit wird das alternative Vorgehen der Partialisierung mit dem Adju-
stierungsansatz verglichen, um festzustellen, ob sich grundlegend verschiedene Antworten 
hinsichtlich der Rangfolge von VerursachungsanleiJen der Expositionen ergeben können. 
Im nächsten Abschnitt werden die Definition des attributablen Risikos und die Berück-
sichtigung von Confoundem und Effekt-Modifikatoren bei der Schätzung attributabler 
Risiken durch Adjustierung kurz zusammengefaßt. Anschließend erfolgt eine Einführung 
in die Idee der Partialisierung von Erkrank:ungsrisiken und danach eine Illustration der 
Anwendung beider Ansätze anhand eines Beispiels aus der G.R.l.P.-Studie. Schließlich 
werden Gemeinsamkeiten und Unterschiede der Konzepte herausgearbeitet. 
2. Definitionen 
2.1. Das attributable Risiko 
Betrachtet wird eine Population, die bezüglich einer dichotomen Erkrankung D und 
einer dichotom erhobenen Exposition E klassifiziert werden kann. P(DJE), P(DJE) und 
P(D) bezeichnen d ie jeweiligen Erkrankungwahrscheinlichkeiten der Exponierten, der 
Nicht-Exponierten und die der gesamten Population. Im Rahmen der gesamten Arbeit 
Informatik.. Biometrie und Epidemiologie in Medizin und Biologie 311997 
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sollen nur Expositionen untersucht werden. die zu einer Erhöhung der Erkrankungswahr-
scheinlichkeit führen, also „echte'' Risikofaktoren sind. Das aLtributable Risiko (AR) ist 
defi nierl als 
R·- P(D) - P(DIE) 
A ·- P(D) (J) 
Damit beschreibe ( 1 ), unter der Voraussetzung eines kausalen Zusammenhangs ?wischen 
Erkrankung und Exposition, den auf die Exposition zurückzuführenden Anteil der Er-
krankungsfälle an allen Erkrankungsfällen in der Population. Anders form uliert wird der 
Prozentsatz der Erkrankungen quantilizie1t, der bei einer vollständigen Eliminierung der 
Exposition in der Population hypothetisch venneidbar wäre. 
2.2 Das adjustierte attributable Risiko 
Ein auf der Basis einer 2 x 2-Tafel geschätztes a11ributables Risiko läßt den bei nahezu 
allen epidemiologischen Fragestellungen vorhandenen Einfluß von Confoundern und Ef-
fekt-Modifikatoren auf die Expositions-Erkrankungs-Beziehung außer acht Deshalb wird 
im fo lgenden die Darstellung ( 1) auf eine multifaktorielle Situation erweitert (WALTER. 
1976). 
Angenommen, die erklärenden Variablen können in L Expositionsfaktorcn von primärem 
Interesse und in M weitere lediglich zur Adjustierung heranzuziehenden Variablen aufge-
teilt werden. Eo bezeichne für die interessierenden L Expositionen eine ausgc~ichnete 
Referenzkategorie (Eo: „nicht-exponiert"). Alle Kombinationen der Werte der M Adju-
stierungsvariablen definieren S Strata C." s = 1, ... , S. Damit Wßt sich (1) zum gemein-
samen adjustierten attrihutablen Risiko ARadJ der primär interessie renden Expositio-
nen verallgemeinern: 
s 
P(D) - 2: P(C,) · P(DIEo, C,) 
P(D) 
' 1 (2) 
wobei P( Cs) die Wahrscheinlichkeit für das Stratum s und P(DIEo. C.) die Erkrankungs-
wahrscheinlichkeit der nicht-exponie11en Personen in der Schicht C, beschreiben. Hier-
bei wird der bevölkenmgsbezogcne Einfluß einer primär interessierenden Exposition 
(oder der gemeinsame Einfluß einer Gruppe von primär interessierenden Expositionen) 
auf das Krankheitsgeschehen quantifiziert, wobei weitere Risikofaktoren der Erkrankung 
ausschließlich zur Bildung der Schichten c„, s 1, ... , S, herangezogen werden. Bei 
diesem Vorgehen wird davon ausgegangen, daß in jeder Schicht C1 die interessieren-
de(n) Exposicion(en) vollständig auf die Referen?kategorie zurückgeführt werden, wobei 
dies keinen Einfluß auf die Verteilung der Adjusticrungsvariablen hat 
Zumeist wird der Spezialfall L = 1 betrachtet, d.h. das adjustierte attributablc Risiko 
einer ei nzigen Variablen wird berechnet. Dieser Ansatz fokussiert bei Vorl iegen einer 
multifaktoriellen Modellsituation, in der mehrere Expositionsfaktoren das Risiko für das 
Entstehen der Erkrankung beeinflussen. die Schät~ung auf den Anteil der auf diesen 
primär interessierenden Expositionsfaktor zuliick7uführenden Erkrankungsfälle an alJen 
Erkrankungsfällen in der Population (WALTER. 1980). Weicere Risikofaktoren der Erkran-
kung werden in diesem Konzept einzig zur Kontrolle von „Störeffekten" (Confounding, 
Effekt-Modifikation) auf die vordringlich interessierende Expositions-Erkrankungs-Bezie-
hung mitberücksichtigt. Für den Fall L > 1 beschreibt das in (2) definierte ARadj stets 
das adjustierte gemeinsame attributablc Risiko dieser Faktoren, ohne die Möglichkeil zu 
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bieten, Informationen über den individuellen Beitrag der ein7elnen Expositionen zu die-
sem gemeinsamen attributablen Risiko zu erhalten. 
Sowohl die auf Stratifizierung (WHJTIEMORE, 1982) oder auf einem Modellierungsansatz 
unter Verwendung von logistischer Regression (BRu:a1 et al., l 985) beruhende Schätz-
ung von ARmlj in Fall-Kontroll-Srudien als auch die Eigenschaften verschiedener Schät-
zer in Kohorten- und Querschnittsstudien (GEFELLER, l 992a) sind in der Literatur aus-
führlich diskutiert worden. 
2.3 Das partielle attributable Risiko 
Das Konzept der Adjustierung attributabler Risiken stellt nicht in allen praktischen An-
wendungssituationen die adäquate Umsetzung der inhaltlichen Rahmenbedingungen des 
Problems dar. Es existieren Fragestellungen, für die ein Verfahren zur Aufteilung des 
gemeinsamen attributablen Risikos mehrerer inreressierender Expositionen auf die einzel-
nen Faktoren benötigt wird. 
Beispielsweise ist in der Umweltepidemiologie oft die quantitative Aufteilung der Verur-
sachungsverantwo1tung zwischen mehreren für die gesundheitlichen Schädigungen in 
Frage kommenden Expositionen von Interesse, um eine rationale Basis für Schadenser-
satzforderungen zu erhalten (LAGAKOS und MOSTELLER, 1986). Ein weiteres Beispiel 
bietet die Planung eines möglichst effektiven Interventionsprogramms lUr Reduktion der 
Jn,ddenl einer Erkrankung, für die eine multifaktorielle Ätiologie unterstellt wird. Hier 
ist kein spezifischer Risikofaktor a priori hervorgehoben, sondern es wird unter allen 
bekannten ätiologischen Faktoren nach denjenigen Expositionen gesucht, deren Modifi-
kation einen möglichst großen Effekt auf das Krankheitsgeschehen in der Bevölkerung 
erwarten läßt. EroE und GEFELLER (1995) beschreiben flir derartige multifaktorielle Situa-
tionen eine methodische Erweiterung des attributablen Risikokonzepts. Dieser alternative 
Ansatz basiert auf einem schrittweisen Algorithmus, der im folgenden kurz skizzie1t wird. 
Es wird vorausgesetzt. daß der jeweilige Einfluß von L gleichrangigen Expositionsfakto-
ren E 1 , E2, ... , El auf Populationsebene quantiliziert werden soll. Zus~itz l ich existieren 
wiederum M lediglich zur Adjustierung heranzuziehende Variablen. Ausgangspunkt des 
Verfahrens ist die Betrachtung von Sequenzen der L Faktoren. Eine Sequenz ist eine von 
L! möglichen Permutationen dieser Expositionsfaktoren. Für eine feste Sequenz t wird 
die Reduktion der Anzal1l der Erkrankungsfälle bei schrittweiser Beseitigung der Fakto-
ren beurteilt. Begonnen wird mit der Elimination der ersten Exposition der Sequenz, d.h. 
es wird ein adjustiertes attributables Risiko AR!,~·' dieses Faktors berechnet, welches 
adjustiert bezüglich des Einflusses der in der Sequenz dahinterstehenden Expositionen 
und aller M Adjustierungsvariablen ist. Analog bezeichnet AR~~·' im lWeiten Schritt das 
gemeinsame adjustierte attributable Risiko der ersten beiden Risikofaktoren dieser Se-
quen7, wobei die dahinterstehenden Faktoren wiederum zur Adjustierung herangezogen 
werden. Führt man diese Prozedur für die feste Sequenz bis zum L-ten Faktor weiter, 
ergibt sich AR~dJ·' als das gemeinsame adjustierte attributable Risiko aller L Faktoren, 
adjustiert bezüglich des Einflusses der M Adjustierungsvariablen. Definiert man 
AR~1?l ':. 0 und berechnet die Differenz (AR~~j' - AR~:lj 1 >· 1 ), so beschreibt diese den zu-
sättlichen Effekt des Expositionsfak.-tors an Position i der Sequenl t, wenn die vorheri-
gen Risikofaktoren bereits berücksichtigt worden sind. Für jeden Faktor können sich 
somit in Abhängigkeit von den in der Sequenz vor ihm befindlichen Expositionsvaria-
blen jeweils unterschiedliche Quantifizierungen seines zusätzlichen Beitrags ergeben. 
Eine eindeutige Risikozuweisung ergibt sich, indem man das arithmetische Mittel dieser 
zusätzlichen Effekte eines Expositionsfaktors über al le Sequenzen bildet. Dieser Risiko-
lnfom1ntik, ß1omcirie und Epidemiologie in Medizin und Biologie 311997 
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parameter wird als partielles attributables Risiko (PAR) bezeichnel. Formal ist er für 
die Exposition E' wie folgt definiert: 
(3) 
wobei i d ie Position von Ei in der Sequenz t (t E T; T sei die Menge aller Pe rmutatio-
nen der l Expositionsfaktoren) bezeichnet. PARE' ist zu interpretieren als erwarteter An-
teil an den Erkrankungsfällen in der Population, der nach der Elim ination einer tufälli-
gen, Ei nicht umfassenden Auswahl von Expositionen durch die zusätzliche EJim inalion 
des Faktors Ei hypothetisch vermeidbar wäre. 
Cox ( 1985) liefert eine spieltheoretische Rechtfertigung flir dieses Vorgehen im Rahmen 
der Betrachtung von Inzidenzen, die sich in modifizierter Form auf attributable Risiken 
übertragen läßt (LAND und GEFELLER, 1997). Dam it folgt, daß PAR die e inde utige Lö-
sung zur Partitionierung des gemeinsamen attributablen Risikos auf die einzelnen Expo-
sitionen darstel lt. PAR besitzt u.a. die Eigenschaft, daß die Summe der l partiellen attri-
butablen Risiken das gemeinsame attributable Risiko dieser Faktoren ergibt, was daran 
zu erkennen ist, daß für eine feste Sequenz t die Summe aller l Differenzen 
(AR~J/ AR~dJ I ) 1) gerade das gemeinsame attributable Risiko aller l interessierenden 
Exposi tionen ergibt und diese Eigenschaft für die jeweiligen Faktoren auch durch Mitte-
lung über alle Sequenzen erhalten bleibt. 
Zur Punktschätwng partieller attributabler Risiken lassen sich die Verfahren t ur Schätz-
ung adjustierter attributabler Risiken direkt übertragen. Zur praktischen NuLLung dieses 
Konzepts sind tudem Varianz- und Konfidenzimervallschätzungen notwendig, für die es 
bislang ausschließlich auf der Anwendung von Resampling-Techniken basierende ad 
hoc-Lösungen gibt. Zur Zeit werden deren Eigenschaften von den Autoren untersucht. 
3. Partialisierung versus Adjustierung 
3.1 Beispiel: Die G.R.l.P.-Studie 
Um einen Eindruck quantitativer Unterschiede zwischen den beiden zu vergleichenden 
methodischen Ansätzen zu erhalten, wird ein Beispiel auf der Basis der G.R.l.P.-Studie 
(Göttinger Risiko-, Lnzidenz- und Prävalenzstudie) betrachtet. Dabei werden lediglich die 
methodischen Aspekte der Anwendung der beiden Konzepte zur Quantifizierung attribu-
tabler Risiken dargesteHt. Eine Diskussion der Resultate im l linblick auf ihre inhaltli-
chen Konsequenzen ist anderen Quellen vorbehahen (CREMER et al. , 199 1 ). 
Die G.R.J.P.-Studie ist eine an 6029 Männern im Alter von 40 bis 60 Jahren durchge-
führte Kohortenstudie mit dem Ziel der Beurteilung des Einflusses von Risikofaktoren 
auf den Myokardinfarkt. Zu Illustrationszwecken werden hier die Effekte der vier Expo-
sitionsfaktoren II DL-, LDL- und VLDL-Cholesterin und Zigareuenrauchen untersucht. 
Die mathematische Modellierung der dichotomen Zielerkrankung Myokardinfarkt er-
folgte durch das logistische Regressionsmodell. wodurch alle potentiellen Risikofaktoren 
und deren Wechselwirkungen simultan auf ihren Einfluß geprüft werden konnten. Adju-
stiert wurde im für diese Analyse verwendeten Endmodell bezüglich Alter. fmniliäre 
Disposition für Myokardinfarkt. Alkoholkonsum. physische Aktivität, Blutglukosegehalt 
und Blutdruck (MUCftE, 1995). Tabelle J zeigt die geschätzten Werte des attributablen 
Risikos auf der Basis von 2 x 2-Tafeln, des adjustierten und des partiellen attributablen 
Risi kos. 
Ein Vergleich der Schätzungen auf der Basis von 2 x 2-Tafeln und unter Berücksichti-
gung von Confoundern zeigt, daß die Adjustierung zu einer Verringerung der Risiken 
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Tabelle 1: Attributable Risiken auf der Basis von 2 x 2-Tafeln, adjustierte und partielle attributable 
Risiken der vier Expositionen für Myokardinfarkt in der G.R.I.P.-Studienpopulation 
Exposi Lionsfaktor Expositionsstatus AR Ai?adj ?AR 
LDL-Cholesterin ;::: 160 mg/dl 0.6121 0.5773 0.4048 
HOL-Cholesterin S 35 mg/dl 0.2044 0.1 722 0.0796 
VLDL-Cholesterin ;::: 30 mg/dl 0.2169 0. 1669 0.0742 
Zigarettenrauchen ja 0.3710 0.3697 0.2111 
gefüh1t hat. Damit kann davon ausgegangen werden, daß Confounding in der Beziehung 
der drei Cholesterinvariablen zum Myokard infarkt hier eine Rolle spielt. Für den Risiko-
faktor Rauchen wird kein nennenswerter Unterschied zwischen dem auf der 2 x 2-Tafel 
beruhenden und dem adjustierten attributablen Risi ko beobachtet. Der als Schätzung für 
das adjustierte attributable Risiko eines erhöhten LDL-Cholesterinspiegels ennittelte 
Wert von 0.5773 ist in d iesem Fall wie folgt zu interpretieren: 57.73% aller Myokard-
infarktfäl le der Studienpopu lation sind potentiell vermeidbar, falls sämtliche Personen, deren 
LDL-Cholesterin den Gesamtwe11 von 160 mg/dl übersteigt, in allen durch die Confounder 
definierten Schichten in die Referenzkategorie dieses Expositionsfaktors (LDL-Cholesterin 
< l 60 mg/dl) wechselten, ohne dabei. die Verteilung der zur Adjustierung herangezogenen 
Confoundervariablen einschließlich des HDL- und des VLDL-Cholesterins zu verändern. 
Die partiellen attributablen Risiken sind durchwegs kleiner als die adjustierten attributa-
blen Risiken. Zu interpretieren ist das für den Faktor LDL-Cholesterin geschätzte par-
tielle attributable Risiko von 0.4048 als erwarteter Antei l an den Erkranku ngsfällen, der 
durch die zusätzliche Beseitigung des erhöhten LDL-Cholesterins hypothetisch vermeid-
bar wäre, wenn eine zufällige Auswah l der drei anderen Expositionen bereits elimiert 
worden ist. Die Summe der vier partiellen attributablen Risiken ergibt das bezüglich des 
Einflusses aller weiteren Modellvruiablen adjustierte attributable Risiko des gemeinsa-
men Effekts aller vier Risikofaktoren (76.97%). Bei adjuslie1ten attributablen Risiken ist 
die Addition von Einzelrisiken unsinnig, da sie zu uninterpretierbaTen Resultaten führt. 
Adjustierung und Partialisierung ergeben für die G.R.LP.-Studienpopulation gleiche 
Rangfolgen hinsichtlich der Größe der ermittelten Verursachungsanteile der Expositionen. 
3.2 Ein hypothetisches Beispiel 
Das obige Beispiel aus der G.R.I.P.-Studie hat gezeigt, daß die beiden Konzepte nume-
risch unterschiedliche Schätzungen ergeben. Zusätzlich stellt sich die Frage, ob Situatio-
nen existieren, die zu unterschiedlichen Rangfolgen hinsichtlich der Größe der ermittel-
ten attributablen Risikoparameter für d ie Expositionsfaktoren führen. Es wird deshalb 
eine beispielhafte Situation mit einer Erkrankung D und drei dichotomen Expositionsfak-
toren E 1 , E2 , E3 numerisch untersucht. Tabelle 2 listet für die gewählte Situation die 
Tabelle 2: Expositionsprävalenzen und relative Risiken der drei ExposiLionsfakLoren E1, E2 • E3 
Faktor Exp.-Prävalenz 
P(Ei) 
0.1 
0.4 
0.2 
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rel. Risiko 
RR(Ei) 
2.7 
1.4 
1.2 
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Expositionsprävalenzen und die faklorspezifischcn relativen Risiken (entspricht dem rela-
tiven Risiko von Cndividuen, die nur mit dem jewei ligen Faktor exponiert sind) aller drei 
Expositionsfaktoren auf. Eine Illustration für lediglich zwei Expositionsfak.loren erübrigt 
sich, da PAR sich in diesem Fall jeweils als Summe aus ARadj und der Hälfte der Diffe-
renz zwischen ARadj und gemeinsamem AR berechnet. Somit liegt in dieser Situation ein 
einfacher funktionaler Zusammenhang zwischen beiden Parametern vor, der eine Verän-
dening der Rangfolge der beiden Faktoren beim Wechsel des attributablen Risikokon-
zepts unmögl ich macht. 
Eine in der Literatur eingeflihrle Funktion, durch die es möglich ist, verschiedene Modelle 
für die gemeinsamen relativen Risiken zu erhalten, wird von LUBtN und GAFFEY (1988) 
beschrieben. Das r:emeinsame relative Risiko aller drei Expositionen h~ingt dabei von den 
vier Parametern}. 2 ,J.. 13,J..23,?.123 ab (vgl. Anhang). Nimmt man an, daß diese Parameter 
alle gleich einem }, sind, dann ergibt sich für?. = 0 ein additives Modell und für J.. = l ein 
multiplikatives Modell der relativen Risiken. Auch für die gemeinsame Verteilung der Ex-
positionsfaktoren wird eine solche Variation ermöglicht, wenn wiederum in einer Funktion 
vier Parameter (e12 , 8 13 , 023 , 8123) festgelegt werden (vgl. Anhang). Wird vorausgesetzt, daß 
diese Parameler alle gleich einem e sind, dann ergibt sich für e = 0 die Unabhängigkeil 
der Expositionsfak.torverteilungen. Für e = - 1 treten die einzelnen Expositionsfaktoren 
disjunkt auf, d. h. ein Individuum ist mil höchstens einem der Exposilionsfak.toren belastet. 
Bei der konkreten Wahl der Parameter zum Zwecke der Simulation unlerschiedlicher Sze-
narien müssen Nebenbedingungen, resultierend aus der Beschränkung von Wahrschein-
lichkeitswerten auf das Intervall [0, 1 j, beachtet werden (vgl. Anhang). 
Im vorliegenden Beispiel zum Vergleich von Adjustiening und Partialisierung werden 
die folgenden Werte für die ßeziehun9en zwischen den Expositionsfaktoren gewählt: 
;.12 = - 1.8. A. 13 = 5.o, ;_23 = - I.5, ;. 23 = -2.0. e12 = o.s, e13 = J.3, e23 = -0.9, 
0 123 = - 0.2. Bei Vorgabe dieser Parameter ergeben sich folgende gemeinsame Wahr-
scheinlichkeitsverteilung und gemeinsame relative Risiken: P(E1, E2 , E3) = 0.0064, 
0.20 
0.15 
~ 
~ 
~ 
;:: 0.10 
N 
.D 
J 
~ 
0.05 
1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 
Abbildung 1: Abhängigkeit der adju~tierten und partiellen attributablen Risiken von den relativen 
Risiken des Expositionsfakcors E2 
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Tabelle 3: Rangfolgen der drei Expositionsfaktoren hinsichLlich ihrer adjustierten und partiellen 
altributablen Risiken (vgl. Abbildung 1) 
Bereiche des RR(E2 ) 
l 1.0, 1.257[ 
]l.257, 1.524[ 
]1.524, 1.546[ 
]l.546, 1.624[ 
J 1.624, 1.718[ 
]l.718, 1.800] 
EI > E3 > E2 
EI > E3 > Ei 
E1 > E3 > E2 
E1 > E2 > E3 
E2 > E1 > E3 
E2 > E3 > E1 
Rangfolge hinsichtlich 
PAR 
E1 > E3 > E1 
EI > E2 > E3 
E2 > E1 > E3 
E2 > E1 > E3 
E2 > E1 > E3 
E2 > E1 > E3 
P(E1, E2 , E3) = 0.0536, P(E1, E2 , E3) = 0.0396, P(E1, E2 , E3) = 0.00 l6, PlE1, E2 , E3) = 
0.0004, NE1, E2 , E3) = 0.3384, P(E' , E2 , E3) = 0.1524, P(E1, E2, E3} = 0.4076, 
RR(E1 ,E2 , E3) = 3.384, RR(E1, E2) = l.876, RR(E1, E3) = 4.600, RR(E2 , E3) = l.480. 
Nun wird das relative Risiko eines willkürlich gewählten Expositionsfaktors verändert, um 
das Verhalten der beiden Parameter in unterschiedlichen Szenarien beurteilen zu können. 
Abbi ldung 1 zeigt den Verlauf von ARadj und PAR wenn dazu das relative Risiko von E2 im 
Bereich von l .0 bis 1.8 varije11 wird. Die attiibutablen Risiken verhalten sich dabei unein-
, E' heitl ich. P ARe- ist jeweils größer als AR(,dj' wobei die Differenz zwischen beiden Maßen mil 
einer Erhöhung des relativen Risikos von E2 wächst. Für kleine Werte von RR(E2 ) sind d ie 
durch Partialisierung berechneten Werte des Expositionsfaktors E1 kleiner als die durch Ad-
justierung beobachteten. Bei RR(E2 ) = 1.4 kehrt sich dieses Verhältnis um. AR;;1 ist durch-
wegs größer als PARe3 mit einer nahezu konstanten Differenz zwischen beiden Ansätzen. 
Die Frage, ob unterschiedliche Rangfolgen der Exposilionen hinsichtlich der Größe der 
Risikoweite durch die beiden Konzepte beobachtet werden, ist in Tabelle 3 beantwortet: 
Sie zeigt, daß zahlreiche dera1tige Bereiche existieren (betroffene Intervalle sind in Ta-
belle 3 hervorgehoben). Pa1tialisierung kann als Alternative zur Adjustierung also zu 
grundsätzlich verschiedenen Ergebnissen führen. Im Interval l RR(E2 ) E] 1.524; 1.546[ ist 
für die Exposition E2 sogar eine völlige Umkehrung gegeben, d.h. AR;;j ist in diesem 
Bereich das kleinste aller adjustie11en attributablen Risiken und PARE2 ist das größte 
aller partiellen attributablen Risiken. 
Zusätzliche Untersuchungen über das Verhalten der beiden Konzepte in verschiedenen Mo-
dellsituationen werden in der Tabelle 4 zusammengestellt und anschließend diskutiert. 
Tabelle 4: Weitere SiLuaLionen (ExposiLionsprävalenzen und relative Risiken aus Tabelle 2 werden 
beibehalten) 
Situation Variie1ter Nicht variierte Unterschiede 
Parameter* Parameter in Rangfolgen 
J A. e12 = 0 13 = 023 = 0123 = 0 nein 
2 (} A.12 = A.13 = A.23 = ,i.123 = 1 nein 
3 A. (} 12 = -0.9, (}13 = - 0.2, ja 
(}23 = 0.8, (} 123 = -0.6 
4 e 112 = -0.4, A.13 = -0.7, ja 
123 = 1.3, 1123 = 0.2 
*Gleichheit der Parameter wird jeweils vorausgesetzt 
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Situation 1: Es wird der Parameter ?. bei Unabhängigkeit der Expositionsfaktorvertei-
lungen variiert. Für J.. < 0 ist PAR jeweils größer als ARadJ des entsprechenden Fak-
tors. Bei J.. = 0 ergibt sich Gleichheit und im Bereich J.. > 0 sind die ARadJ jeweils 
größer als die PAR einer Exposition. Unterschiede in den Rangfolgen der Expositionen 
hinsichtlich der Größe der Risikowerte ergeben sich zwischen Adjustierung und Partia-
lisierung nicht. 
Situation 2: Variiert wird jelll 0 (unter Beachtung der Nebenbedingungen, vgl. Anhang) 
bei Annahme einer multiplikativen Beziehung der relativen Risiken (A. = 1 ). Fü r e - 1 
(disjunkte Verteilungen der Exposilionsfaktoren) ergeben sich identische Werte. PAR ist 
sonst jeweils kleiner als die entsprechenden Werte von ARadJ einer Exposition. Es sind 
keine Unterschiede in den Rangfolgen der Exposition hinsichtlich beobachteter Verursa-
chungsanteile gegeben. 
Situation 3: Variiert man }. bei unterschiedlichen Beziehungen der Expositionsfaktor-
verteilungen. dann ergeben die beiden Ansätze für J. 0 gleiche Werte für einen Ex-
positionsfaktor. Damit ist Unabhängigkeit der Expositionsfaktorverteilungen keine not-
wendige Bedingung für die Gleichheit im additiven Modell. fm Gegensatz zu den 
Situationen l und 2 werden hier Unterschiede in den Rangfolgen der der Größe nach 
geordneten attributablcn Risiken beobachtet. Verschiedenartige Zusammenhänge der 
Expositionsfaktorvertcilungen stellen somit eine Möglichkeit für das Auftreten solcher 
Unterschiede dar. 
Situation 4: Verschiedene Zusammenhänge der relativen Risiken zwischen den Exposi-
tionen können ebenfalls LU unterschiedlichen Rangfolgen der Faktoren führen. 
Zusammenfassend ergibt dies: Partialisierung und Adjustierung attributabler Risiken füh-
ren zu denselben attributablcn Risikowerten für die einzelnen Expositionen falls (i) ein 
additiver Zusammenhang der relativen Risiken vorliegt oder (ii) die Faktoren nur dis-
junkt in der untersuchten Population auftreten ((i) und (i i) jeweils sind hinreichend aber 
nicht notwendig fü r die Gleichheit). Antagonistische (synergistische) Zusammenhänge 
der Expositionsfaktoren defin iert durch das Verhalten der relativen Risiken in einem 
additiven Modell ergeben größere (kleinere) partielle als adjustierte attributable Risiken. 
Sowohl unterschiedl iche Beziehungen zwischen den Expositionen bezogen auf die ge-
meinsamen relativen Risiken als auch auf die gemeinsame Verteilung können zu abwei-
chenden Rangfolgen hinsichtlich der Größe der aus den beiden Ansätzen resultierenden 
auributablen Risiken führen. 
4. Diskussion 
Die Berechnung attributabler Risiken in epidemiologischen Beobachtungsstudien hat in 
der letzten Dekade spürbar an Verbreitung und Bedeutung zugenommen. Bedingt durch 
den inhaltlichen Wunsch, den Ei nfluß von Expositionsfaktoren auf das Krankheitsge-
schehen populationsbezogen zu quantifizieren, hat sich auch die methodische Beschäfti-
gung mit diesem Risikokonzept intensiviert. Eine Vielzahl methodischer Arbeiten zum 
atlributablen Risiko in den einschlägigen Zeitschriften des letzten Jahrzehnts belegt diese 
Aussage (GEFELLER, 1992 b). Für die praktische Anwendung sind insbesondere diejeni-
gen Ansätze. die der multifaktoriellen Ätiologie einer Erkrankung Rechnung tragen und 
somit den Einfluß mehrerer Expositionsvariablen bei der Quantifizierung attributabler 
Riskiken berücksichtigen, von besonderem Interesse. Die beiden in dieser Modellsitua-
tion vorgeschlagenen konzeptionell höchst unterschiedlichen Herangehensweisen der Ad-
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justierung und Partialisierung wurden in dieser Arbeit vergleichend vorgestellt und auf 
Gemeinsamkeiten und Unterschiede hin untersucht. 
Der Vergleich der beiden Verfahren innerhalb eines Beispiels aus der G.R.I.P.-Studie hat 
illustriert, daß die Ansätze auf derselben Datengrundlage zu numerisch unterschiedlichen 
Schätzungen für dieselben Faktoren führen. Dies ist kein erstaunl iches Resultat, da die 
beiden Parameter ARadj und PAR gänzlich unterschiedlich definiert sind und somit in 
ihrer Interpretation auf verschiedene Aspekte eines ,.zuschreibbaren Anteils" der in einer 
Population auftretenden Erkrankungsfälle fokussieren. Über diese numerischen Unter-
schiede hinaus konnte anschließend gezeigt werden, daß sogar Situationen existieren, für 
die sich je nach attributablem Risikokonzept unterschiedliche Rangfolgen hinsichtlich 
der Größe der ermittelten Verursachungsanteile der Expositionen ergeben. Dieses Ergeb-
nis unterstreicht die Notwendigkeit, einen der jeweiligen inhaltlichen Problemstellung 
angemessenen Ansatz zur Quantifizierung attributabler Risiken in einer multifaktoriellen 
Situation zu wählen. 
Das relativ neue Verfahren der Prutialisierung attributabler Risiken bedarf allerdings 
eingehender weiterer methodischer Bearbeitung, um noch offene Probleme wie 
z.B. die geeignete IntervalJschätzung von PAR zu lösen. Darüber hinaus ist die Im-
plementation dieses methodischen Ansatzes in einfach zu handhabende statistische 
Software bislang nur in ersten Ansätzen realisiert (WILLE und GEFELLER, l 996). Erst 
wenn diese noch vorhandenen Lücken geschlossen sind, kann die Partialisierung attri-
butabler Risiken in der epidemiologischen Praxis zum Einsatz kommen und einen 
Beitrag zur detaillie1ten Analyse von Expositions-Erkrankungs-Beziehungen auf Popu-
lationsebene leisten. 
Anhang 
Eine in der Literatw· eingeführte Funktion, durch die das gemeinsame relative Risiko 
beschrieben werden kann, beruht auf der Betrachtung von Exzeßrisiken, d.h. 
ER(Ej) = RR(Ej) - l (LUBIN und GAFFEY, 1988): 
RR(E1, E2 , E3) = l + ER(E1) + ER(E2 ) + ER(E3) 
+ .1.12 · ER(E1) • ER(E2 ) 
+ A. 13 · ER(E1) · ER(E3) 
+ .J.23 · ER(E2 ) · ER(E3 ) 
+ A. 123 · ER(E') · ER(E2) · ER(E3), 
RR(E1,E2) = l + ER(E1)+ER(E2 ) + A. 12 ·ER(E1) ·ER(E2 ), 
RR(E1,E3) = I + ER(E1)+ER(E3)+ A.' 3 ·ER(E1) ·ER(E3), 
RR(E2 ,E3) = l + ER(E2 ) +ER(E3 ) + A.23 · ER(E2 ) · ER(E3 ). 
Das ?emeinsrune relative Risiko aller drei Faktoren hängt von den vier Parametern 
A.12 , A. 3 , A. 23 und A. 123 ab. Damit erlauben es unterschiedlich groß gewählte Parru11eter, 
verschiedene Modelle zu simulieren. 
Die gemeinsame Wahrscheinlichkeitsverteilung von drei Expositionsfaktoren hängt eben-
falls von vier Parametern ab, und zwar von dem Zusammenhru1g der Verteilungen der 
paarweise betrachteten Expositionsfaktoren, also zwischen E1 und E2 (wird durch den 
Pru·ameter 012 ausgedrückt), E1 und E3 (0 13), E2 und E3 (e23), und dem Zusammenhang 
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der Verteilungen aller drei Faktoren (0 123). 
P(El' E2, E3) =P(El) . P(E2) . P(E3). ( 1 + 0123), 
P(E 1 , E2 ,1f) =P(E 1 , E2 ) - P(E 1 , E2 , E3 ) 
mit P(E1, E2 ) = P(E1) • P(E2) • ( 1 + 012), 
P(E1, 1!2, E3 ) =P(E1, E3 ) - P(E1, E2 , E3 ) 
mit P(E1, E3) = P(E1) • P(E3) • ( l + 013), 
P(E1, E2 , E3) =P(E2 ,E3) - P(E1 , E2 ,E3) 
mit P(E2 , E3) = P(E2 ) · P(E3) · (1 + e23 ) , 
P(E 1 , f!2 , E3) =P(E1 ,E2) - P(E 1 , E2, E3) 
mitP(E1,E2) =P(E1)-P(E1, E2 ) , 
P(E1 ,E2, E3 ) =P(E2,E3) - P(E1, E2 , F-3) 
mit P(E2 ,E3 ) = P(E2 ) - P(E2 ,E3 ), 
P(E1 , i!2,E3) =P(E2,E3) - P(E1 ,i!2, E3) 
mit P(P,E3 ) = P(E3 ) - P(E2 ,E3 ) , 
P(E1, E2, E3) = 1 - (P(E1, E2 , E3) + P(E1, E2 , E3) + P(E1, E2 , E3) 
+ P(E1 ,E2 , E3) + P(E1 ,E2, E3) + P(E1 , E2 , E3) 
+ P(E1, E2 , E3 )). 
Durch d ie Bescbränkung aller obigen Wahrscheinlichkeitsterme auf das Intervall [0,1) 
sind die verschiedenen 0-Parameter nicht beliebig wählbar. Die jeweiligen Nebenbedin-
gungen an die 0-Parameter sind unter Vorgabe der Prävalenzverteilung der Expositions-
variablen individuell leicht berechenbar. 
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Zusammenfassung 
Es werden nichtparametrische Tests für das Lageproblem im c-Stichprobenfall vor-
gestellt, die effizient einen positiven Trend in den Behandlungsgruppen aufdecken. 
Zur Durchführung des Tests werden ausschließ/ich lineare Rangstatistiken benutz t. 
Hierbei hiingt die Wahl der Regressionskonstanten von dem zu behandelndem Test-
problem, die Wahl der Scores von der zugrundeliegenden Verteilung ab. Deshalb 
wird ein verteilungsfreier adaptiver Test vorgeschlagen, der es erlaubt, vor der Wahl 
der Scores „einen Blick auf die Daten" zu werfen. lm Fall einer „utnbrella"-Alter-
native mit unbekannter Gipfelgruppe wird der adaptive Test in die Teststrategie von 
StMPSON und MARGOLIN (1986) integriert. Auf diese Weise eignet sich das adaptive 
Verfahren auch für die statistische Analyse von Mutagenitälsdaten des J\mes-Tests. 
Summary 
Nonparametric tests are presented for the c-sample location problem which are effi-
cient for detecting an upward trend in the treatments. In this paper, only linear rank 
stalislics are considered lo perform the lest. While the choice of s11itable regression 
constants depends on the lest problem, the choice of scores depends on the under-
1) gm1, gc«:lll>Chafl für angewandte mathcmauk und mformatik, Stcfan-Georgc·Rmg 6. 0.81929 Milnchcn 
2} lnsurut für Arbc1t,physt0logic an der Univer<1ta1 Dortmund. Ardcystt. 67. 044139 Dortmund 
1 ) Umver<llal Dortmund. Fachbereich S1a11,11k. Q...j.1221 Dortmund 
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Lying distribution. Thus, a distribution-free adaptive Lest is proposed which takes 
information from the data into account. In the case of an umbrella alternative with 
unknown peak the adaptive test is integrated into the test strategy of StMPSON and 
MARGOLIN (1986). In this way the adaptive method can be used for the statistical 
inference of mutagenicity data of the Ames test. 
1. Einleitung 
Der Mensch und seine Umwelt sind ständig der Wirkung chemischer Substanzen ausge-
setzt. Diese können sich auf Organismen schädlich auswirken, indem sie z. B. Verände-
rungen an der Erbsubstanz (Mutationen) verursachen. Mutationen in KörperzeJJen (so-
matische Mutationen) können dazu führen, daß Krebs entsteht. Mutationen in Keimzellen 
(Keimbabnmutationen) können in der nächsten Generation Ursache für genetisch 
bedingte Erkrankungen sein (vgl. SPEIT (1993)). Deshalb werden chemische Substanzen 
auf ihre mutagene Wirkung überprüft. 
Einer der bekanntesten Vertreter der Mutagenitätstests ist der von AMES et al. (1975) 
entwickelte Test zur Erfassung von Genmutationen. Dieser Test wird in Abschnitt 2 aus-
führlich beschrieben. Um eine Substanz als mutagen einzustufen, ist der Nachweis einer 
Dosis-Wirkungsbeziehung e1forderl ich. Hie1für sind statistische Hilfsmittel unerläßlich. 
Dabei gilt es zu berücksichtigen, daß aufgrund der Toxizität der Substanz bei hohen 
Dosierungen ein Rückgang der mittleren Mutantenanzahl erfolgen kann. Ein statistisches 
Verfahren, das dieses Phänomen berücksichtigt. ist eine von SIMPSON und MARGOLIN 
( 1986) entwickelte Teststrategie, die in Abschnitt 3 vorgestellt wird. Um eine geeignete 
TeststatisLik auszuwählen, wird deren Verfahren um ein adaptives Konzept erweitert. Das 
adaptive Verfahren ermöglichl es, auf die Verteilung der Beobachtungen näher einzu-
gehen. Anband von Daten eines Projekts des Instituts für Arbeitsphysiologie an der 
Universität Dortmund wird die neu entwickelte Methode in Abschnitt 4 ausführlich dar-
gesteUt. Im 5. Abschnitt werden verteilungsfreie Verfahren für die Analyse von Ames-
Daten anhand von Simulationsstudien miteinander verglichen. Der 6. Abschnitt faßt 
schließlich die hier erzielten Resultate zusammen. 
2. Ames-Test 
Zur Überprüfung des genotox_ischen Potentials einer Chemikalie sind Mutagenitätstests 
neben toxikokinetischen Untersuchungsmethoden (vgl. BECKA et al. (1993)) ein wichti-
ges Hilfsmittel. Der wohl bekannteste Vertreter der Mutagenitätstests, der Genmutationen 
erfaßt, ist der Ames-TesL. Hierbei handelt es sich um einen in vitro-Test, womit in die-
sem speziellen Fall Experimente an Bakterien gemeint sind. Es gilt herauszufinden, ob 
von einer chemischen Substanz ein Risiko der Gentox izität ausgeht. Somit ist das primä-
re Ziel von Mutagenitätsprlifungen die Bemteilung von chemischen Substanzen hinsicht-
lich des Risikos von vererbbaren Schäden (Keimzellmutationen) für die nächsten Gene-
rationen (vgl. LANG und MADLE (1993)). Um eine Substanz als mutagen einzustufen, 
muß eine Dosis-Wirkungsbeziehung nachgewiesen werden. 
2.1. Biologischer Hintergrund 
Bei dem voo AMES et al. (1975) entwickelten Genmutationstest handelt es sich um einen 
Kurzzeittest, der mit verschiedenen Stämmen des Bakteriums Salmonella typhimurium, 
dem En·eger des Typhus, durchgeführt wird. Diese Stämme besitzen nicht mehr ihre 
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pathogenen Eigenschaften und sind aufgrund von Mutationen nicht in der Lage, die 
Aminosäure Histidin selbst zu synthetisieren. Somit sind diese Bakterien darauf ange-
wiesen, daß ihnen Histidin zur Verfügung gestellt wird, weshalb sie auch als Histidin-
auxotroph bct.eichnet werden. Das Testsystem basiert darauf, daß die Bakterien durch 
eine Rückmutation in die Lage versetzt werden, Histidin wieder selbst zu synthetisieren. 
Diese Bakterien, die nun Histidin-prototroph sind, werden als Revertanten bezeichnet. 
Sie sind in der Lage, auf einem Histidin-freien Nährmedium Kolonien zu bi lden. D ie 
Erhöhung der Anzahl von Mutanten wird als Indikator genutzt, um über DNA-scMidi-
gende Eigenschaften der Substanz Auskunft zu bekommen. Anhand dieses Rückmutati-
onssystems können Basensubstitutionsmutationen (z. B. beim Stamm TA 100) bzw. Lese-
rastermutationen (z. B. beim Stamm TA98) erkannt werden. Bei einer Basensubstitution 
kann es sich um eine Transition (eine Purinbase wird durch die andere Purinbase oder 
eine Pyrimidinbase wird durch die andere Pyrimidinbase ersetzt) oder um eine Transver-
sion (eine Purinbase/Pyrimidinbase wird durch eine Pyrimidinbase/Purinbase ersetzt) 
handeln. Eine Leserastermutation kommt durch die Deletion bzw. Insertion einer oder 
mehrerer Basen zustande (vgl. ÜÖGGELMANN (1993)). 
Die Grenzen der Mutagenitätsprüfung liegen beim Ames-Test darin, daß lediglich RLick-
mutationen sichtbar werden, die dem Bakterium wieder zu der Fähigkeit verhel fen, 
Histidin-prototroph zu werden. Chemikalien, die Chromosomen- oder Genommutationen 
verursachen, werden von diesem Testsystem nicht erfaßt. 
2.2. Versuchsablauf 
Der Versuchsablauf des Ames-Tests beginnt mit dem Auftauen einer eingefrorenen Bakte-
riensuspension, die auf einem Voll-Agar ausgestrichen wird. Der Voll-Agar enthält alle 
Nährstoffe, einschließlich Histidin, die die Bakterien benötigen, um wachsen und Kolonien 
bilden zu können. Anschließend wird eine Kolonie entnommen und in eine Nährlösung 
gegeben, wo die Bakterien optimale Bedingungen vorfinden, so daß sie sich rasch vermeh-
ren. Am Tage der Behandlung werden Bakterien mit der Lösung entnommen und der zu 
testenden Substanz ausgesetzt. Außerdem wird flüssiger Top-Agar mit einem geringen An-
teil von Histidin und gegebenenfalls ein metabolisierendes Aktivierungssystem, S9-Mix, 
hinzugefügt. Oie Zugabe von Histidin ist deshalb erforderlich, da die Manifestation einer 
Mutation der ONA-Repl ikation und Zellteilung bedarf. Die so gewonnene Lösung wird 
gut durchmischt und auf eine Platte mit Minimal-Agar, ein Histidin-Mangel-Medium, ver-
tei lt. Anschließend werden die Platten für zwei bis drei Tage bei 37 °C inkubiert. Am Ende 
des Versuchs werden die von den Revertanten gebildeten Kolonien ausgezählt. 
Um sicher zu stellen, daß die Versuchsdurchführung korrekt verläuft, werden verschie-
dene Kontrollen mitgeführt. Zum einen handelt es sich hier um die Negativkontrolle, in 
der die Bakterien keiner Chemikalie ausgesetzt sind und so die Spontanmutanten erfaßt 
werden können. Zum anderen wird eine Lösungsmittelkontrolle durchgeführt, in der das 
Lösungsmittel überprüft wird. Die in diesen beiden Kontrollen ermittelte Anzahl von 
Revertanten dürfen sich nicht bedeutsam unterscheiden. Um sicher .w stellen, daß das 
System auch funktioniert, wird zusätzlich eine Positivkontrolle mitgeführt. 1 Tier werden 
die Bakterien einer Substanz ausgesetzt, von der man weiß, daß sie mutagen wirkt. Es 
gibt Empfehlungen, welche Substanzen verwendet werden sollen, und wie groß die An-
zahl der Revertanten sein sollte. 
3. Verteilungsfreie Verfahren 
Für die statistische Analyse von Mutagenitätsdaten des Ames-Tests werden in diesem 
Abschnitt verteilungsfreie Verfahren vorgeschlagen. Hierbei stehen nichtparametrische 
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Tests im Vordergrund, die einen positiven Trend effizient aufdecken. Ein adaptives 
Konzept ermöglicht es, eine geeignete Wahl der Teststatistik zu treffen. Für den Fall 
einer nicht-monotonen Dosis-Wirkungsbeziehung haben S1MPSON und MARGOUN 
( 1986) eine Teststrategie entwickelt, in der sich auch das adaptive Testverfahren inte-
grieren läßt. 
3.1. Nichtparametrische Trendtests 
Es wird in diesem Abschnitt ein reines LagemodeU mit den folgenden Annahmen be-
trachtet: Die Zufalls variablen Yi, J, ... , Y;,„,, 0 s; i s; k, seien stochastisch unabhängig mit 
(stetiger) Verteilungsfunktion F;, für die gilt: 
F;(y) = F(y-LI;). Os;is;k, '<iy E IR. (1) 
Die Anordnung der Gruppen soll nach den zu verwendenden Dosisstufen erfolgen. Bei 
der Gruppe 0 handelt es sich somit um die Negativkontrolle und bei der Gruppe k um 
die Behandlungsgruppe, die der höchsten Dosierung ausgesellt ist. 
Bei der Auswertung von Mutagenitätsdaten gilt es. eine Dosis-Wirkungsbeziehung nach-
1uweisen. Geht lediglich eine mutagene Wirkung von der Substanz aus, so ist folgendes 
Testproblem von besonderem Interesse: 
Ho : Llo = LI 1 = ... = Llk vs. H 1 : Llo s; LI 1 s; ... s; Llk /\ Llo < Llk . 
(2) 
Man würde somit mit dem Ansteigen der Dosis von einer Zunahme der mittleren Mutan-
tenanzahl ausgehen. Zur Klärung dieser Fragestellung sollen in diesem Abschnitt aus-
schließlich lineare Rangstatistiken betrachtet werden, die wie folgt definiert sind: 
k "' LN := E E CN(i) · aN(R;,j), (3) 
i = Oj= I 
k 
wobei N = E n; den Gesamtstichprobenumfang, cN(.) die Regressionskonstanten, aN(.) 
i - 0 
die Scores und R1,j den Rang von Y;,j in der vereinigten Stichprobe bezeichnen. Erwar-
lllngswert und Varianz lassen sich durch 
Efl0 (LN) = N · CN · äN (4) 
und 
(5) 
bestimmen (vgl. RANDLES und WOLFE (1979. S. 256)), wobei: 
1 k l N 
CN = - E 11; • cN (i ) und: äN = N E aN(r) . 
N ;- o r 1 
Es gilt nun, Regressionskonstanten und Scores der linearen Rangstatistik so festzulegen, 
daß der Test eine möglichst hohe Güte besitzt. Die Wahl der Regressionskonstanten 
richtet sich nach dem zu behandelndem Testproblem und könnte nach einem Vorschlag 
von P1EGORSCH ( 1994) wie folgt aussehen: 
CN(i) = X; ' 0 s; j s; k, bzw. CN(i) - log (x;) , 1 s; i s; k' (6) 
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wobei x; für die verwendete Dosis in der Gruppe i steht. Der Logarithmus der Dosis 
eignet sich besonders dann, wenn hohe Dosierungen verwendet werden. 
Die Wahl der Scores hingegen richtet sich nach der zugrundeliegenden Verteilung. Eine 
angemessene Auswah l an Scores sind in dem Buch von RANDLES und WOLFE (1979, 
S. 290 ff.) zu finden. So eignen sich die Scores von ÜASTWIRTH (1965), um einen Unter-
schied in der Lage bei Ve1teilungen mit schwachen Tails (kurz: LT für „light tails" ) 
effizient aufzudecken. Diese Scores sind wie folgt definiert: 
N+ l 
für 
N + l 
r--- r <--
4 ' - 4 ' 
aLr(r) 0 , für N + l 3(N + 1) 
- 4-< r < 4 ' (7) 
3(N + 1) 
für 
3(N + 1) 
r-
' 
> . 
4 - 4 
Hier werden extreme Ränge besonders betont. Bei kleinen Rängen erfahren die Regres-
sionskonstanten eine negative, bei großen Rängen eine positive Gewichtung. Im mittl.e-
ren Bereich nehmen die Scores den Weit NulJ an. 
Liegt eine symmeuische Verteilung mit etwas stärkeren Tails als die der Nonnalvertei-
lung vor, so eignen sich die Wilcoxon-Scores (kurz: WS) 
aws(r) = r, r = J ... , N , (8) 
um effizient e ine Verschiebung in der Lage aufzudecken (siehe auch WAHRENDORF et al. 
(1985)). 
Liegt hingegen den Beobachtungen eine Verteilung mit sehr starken Tails zugrunde 
(kurz: HT für „heavy tails " ), so schlagen RANDLES und WOLFE (1979, S. 293) folgende 
Scores vor: 
N + l 
4 
N + l 
r - -2-, 
N + l 
4 
für 
für 
für 
r < N + 1 
- 4 ' 
N + 1 3(N + 1) 
-4- < r < 4 ' 
3(N + 1) 
„ ;:::: 4 . 
(9) 
Scores von HoGG et al. (1975), die kleine Ränge negativ 
effizient bei rechtsschiefen Verteilungen (kurz: RS): 
gewichten, sind besonders 
{ 
N + l 
r ---2 ' 
ans(r) = 
0 , 
fur
„ N + l 
r <--
- 2 ' 
für N+ J r >--2 . 
(10) 
Die hier betrachteten linearen Rangstatistiken sind unter der Nullhypothese asymptotisch 
norrnalverteilt, falls: 
n · A.; := lim __!. > 0 , \ii E {O, l , .„ ,k}. 
N- oo N (ll ) 
Da man im allgemeinen keine genauen Kenntnisse über den zugrundeliegenden Ve1tei-
lungstyp besitzt, wird im nächsten Abschnitt ein Konzept vorgestellt, das eine geeignete 
Wahl der Scores anband der vorliegenden Daten erlaubt. 
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3.2. Ein adaptives Konzept 
Der vorherige Abschnitt stellte Scores vor, die bei unterschiedlichen Verteilungstypen 
effizient eine Verschiebung in der Lage aufdecken. Um eine Klassifizierung von Vertei-
lungen vornehmen zu können, werden ein Schiefe- und ein Tailmaß eingeführt, die auf 
Quantilen basieren (vgl. B ONJNG (1991, S. 236)): 
S 
1 
= Y0,975 - Yo,s 2:: O , 
Yo,5 - Yo.o2s 
( 12) 
als ein Maß für Schiefe, 
S Y0,975 - Y0,025 2 = 
Yo,&15 - Yo, 125 2:: 1 ' 
( 13) 
Tabelle 1: Werte der Maße S 1 and S2 für 
einige ausgewählte Verteilungen 
als ein Maß für Tails. Für symmetrische Vertei-
lungen ist S1 = 1. Liegt eine linksschiefe Ver-
teilung vor, so ist S 1 < 1, während für rechts-
schiefc Verteilungen S1 > 1 gilt. Das Tail-Maß 
S2 wird um so größer, desto stärker die Tails 
der Verteilung sind. Tabelle 1 gibc die Werte 
der Maße für einige ausgewählte Verteilungen 
an (siehe B ONING ( 1991, s. 224 ff.)). 
Verteilung 
Gleich 
Nonnal 
Logistisch 
Doppelexp. 
Cauchy 
Exponential 
S1 
1 
1 
4,486 
Die Qua111ile werden durch 
1,267 
1,704 
l ,883 
2,161 
5,263 
1,883 
0,5 
Yc1i , falls p < N , 
~ ( 1) 0,5 0,5 ( 14) y1, = 1 - 11. • Y (i) + A. · Y (i+ 1) , falls N $ p < 1 - N , 
0,5 
Y(N) , falls p > 1 N , 
geschätzt (siehe BONING (1991, S. 236)), wobei Y(l}i · .. , Y(N) die gepoolte, geordnete 
Stichprobe ist, 
j = [N · p + 0,5J und A. = N · p + 0,5 - j . 
Wird in ( 12) und ( 13) Yp durch Yr ersetzt, so bezeichnet S (S1, S2) den Schätzer für 
die Selektor-S~istik S= (S1,S2) . 
Basierend auf S soll folgende Unterteilung vorgenommen werden: 
D1:={(S°i .S2)10 $ s. $ 2 , l $ S2 $ 1,5}' 
D2:={(S1,S2) 10 $ .s. $ 2. 1,5 < S2 < 2}. 
D3={(Si,S2) 10 $ s, $ 2, S2 > 2}' 
D4=={(s,,s2) 1s,> 2 , s2 2:: l}. 
Dann ist der adaptive Test Kr definiert durch: 
{ 
LT , faJls SE D1 , 
AT = WS , falls ~ E D2 , 
HT , falls S E D3 , 
RS , falls SE D4 . 
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2.5-
D 3: HT 
2.0 
82 D2 : WS D4: RS 
1.5 
l .0+-~~~,~~---,.1 ~~--.-,~~+-~~-r--,~~.----,~~..--,~ ,.....--~~, ..... 
o.o 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 
Abbildung 1: Adaptives Schema basierend auf S1 und S2 
Abbildung 1 stellt dieses adaptive Schema graphisch dar. .' 
Da Ordnungsstatistik und Rangvektor stochastisch unabhängig sind (vgl. RANDLES und 
WOLFE (1979, S. 273)), hält der adaptive Test das vorgegebene Niveau ein (siehe BO-
NJNG (199 1, S. 219 ff.)). Die Festlegung der Grenzen e1folgte zum einen mit Hilfe der 
asymptotischen relativen Effizienz nach PITMAN (1948), zum anderen aufgrund von Er-
fahrungswerten mit S imulationsstudien. 
3.3. Rekursives nichtparametrisches Testen bei nicht-monotonen Dosis-Wirkungsbe-
ziehungen 
Da von einer Substanz nicht nur ein mutagener Effekt, sondern i. d. R. auch ein toxi-
scher Effekt ausgeht, wird nun das folgende Testproblem betrachtet: 
Ho : Llo =LI 1 = ... = Llk vs. ff1 : Llo $ . . . $ Ll1 2: ... 2: Llk /\ Llo < LI,, 
(16) 
mit 1 $ I $ k. Der Gipfel l gilt als nicht bekannt. Die Anordnung der Gruppen erfolgt 
nach der zu verwendenden Dosis. Sollte lediglich ein toxischer Effekt vorliegen (l = 0), 
so wird dieser als Störeffekt angesehen. Die Nullhypothese Ho soll in diesem Fall nicht 
ve1worfen werden. 
Die Vorgehensweise von S1MPSON und MARGOLIN (1986) besteht darin, als erstes den 
Gipfel l durch rekursives nichtp~ametrisches Testen zu schätzen. Anschließend wird ein 
Trendtest in den Gruppen 0 bis L durchgeführt. Ferner soll zusätzlich berücksichtigt wer-
den, daß Vorwissen bzgl. des Gipfels / vorhanden sein kann, so daß folgende Einschrän-
kung gegebenenfalls möglich ist: 
I E {h, h + 1, .. „ k} , l $ h $ k . ( 17) 
In Schritt 1 gilt es nun, den Gipfel l zu schätzen. Die Behandlungsgruppen 0 bis j - 1 
werden zu einer Gruppe zusammengefaßt. Diese wird mit derj-ten Gruppe verglichen, wo-
bei im ersten Iterationsschrittj = k gewählt wird. Es g ilt herauszufinden, ob die j -te Gruppe 
signifikant kleiner als die zusammengefaßte Gruppe ist. Hierfür verwendet man eine Rang-
statistik Zj für das Lageproblem im Zweistichprobenfall. Ist die Teststatistik Zj kleiner als 
ein vorgegebener Wert bj, so wiederholt man die Prozedur iterativ mit j - 1. Die Ränge 
werden in diesem Fall neu vergeben. Gilt dagegen Zj 2: bj, so fährt man mit Sch1itt 2 fort. 
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pie Konstante bh is t so zu wählen, daß stets Zh ~ b11 gilt. Somit ist gewährleistet, daß 
I ;::: h ist. Wie b1r.,_1, ••• , bk zu wählen sind, wird zu einem späteren Zeitpunkt genannt. 
Allgemein läßt sich der Schätzer für den Gipfel L wie folgt angeben: 
(18) 
fn Schritt 2 wird das folgende Testproblem behandelt: 
Hb :Llo =Ll1 = ... =Llr vs. H;: Llo $ Ll1 $ ... $ .dr /\ Llo <Llr, 
(19) 
mit h $ T $ k. Zur Klärung dieser Fragestellung benutzt man e ine Rangstatistik r,, die 
besonders effizient einen positiven Trend aufdeckt. Die Nullhypothese Ho wird abge-
lehnt, falls: 
Ti ;::: d;(a) . h $ [ $ k. 
Problematisch ist, die kritischen Werte bh+i, ... , bk und d1i , ... , dk so festzulegen, daß 
der Test das vorgegebene Niveau a einhält. Deshalb werden einige Einschränkungen 
gemacht, da im allgemeinen eine große Flexibilität in der Wahl von b1,+1, ••• , bk und 
d1i . ... , <h besteht. 
Oie Werte b1i.,_1, ... , bk werden so gewählt, daß die Wahrscheinlichkeiten 
(20) 
möglichst gleich sind. Statt der Menge { qh+I . ... , qt} kann jetzt nur noch e in einzelnes 
q betrachtet werden. Somit läßt sich bj. j = h + 1, ... , k, für ein q , 0 < q < 1, wie 
fo lgt bestimmen: 
b1 = max {x: PH0 (Zj < x) $ q}. (21) 
Oie zweite Einschränkung betrifft die kritischen Werte von T; und lautet: 
eh= d,(p) = min{x : PH0 (T;:;:: x) $ p} . (22) 
Oie kritische Region des Tests stellt sich wie folgt dar: 
K1, = {Ti ;::: d1(p)} = LJ { (T; ;::: d;(p) /\ Z1 2:: b;) n (Zj < bj)}. 
i = h j - i + I 
(23) 
Durch Forderung (22) gilt: 
p < p' ::} Kp C Kp' . (24) 
Somit ist die Wahrscheinlichkeit a(p) := PH0 (Kp) monoton wachsend in p. Die Annah-
men in ( 1) besagen, daß unter Ho alle Y;,1 unabhängig und identisch (stetig) verteilt sind. 
Umer diesen Voraussetzungen läßt sich das Lemma von TERPSTRA (1952) anwenden. das 
besagt, daß T1 und Z; stochastisch unabhängig von Z, r 1, •.. , Zk sind und daß auch 
Z1, 1, ... , Zk untereinander stochastisch unabhängig sind. Daher gilt: 
k k 
a(p) = PH0 (Kp) = L, Pi IT {jj , 
i=h j = i+ I 
mit: 
Pi =  PH0 (Ti ;::: d;(p) /\ Z;;::: b;) 
und CfJ wie oben angegeben. 
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Berücksichtigt man, daß: 
p; S: PH0 (T; '?. d,(p)) S: p, h S: i S: k, 
und: 
so erhält man: 
k k k k l - qk - 11+1 
a(p) = L, p; II qj S: .Z p II q = p = : a· (p). (27} 
i Ir j i + I •=Ir j = i + I l - q 
Man braucht nur die Randverteilungen von T; und Z; zu kennen, um den Test zu e inem 
vorgegebenen Niveau a und einem vorher festgelegten Wert q durchführen zu können. 
SIMPSON und MARGOUN ( 1990) .reigen, daß q = 0,5 eine geeignete Wahl ist. 
4. Mutagenitätsdaten des Ames-Tests 
Die Durchführung des vorgestellten Testsystems soll anhand eines Beispiels veranschau-
)jcht werden. Die Daten stammen vom fnstitut für Arbeitsphysiologie an der Universi tät 
Dortmund. Hier hat man sich mit der chemischen Charakterisierung von Dieselaerosol 
(Ruß) bei transienten Motorzuständen (z. B. Starten des Motors, Gasgeben, etc.) ausein-
andergesetzt. Es sind längst noch nicht alle Rußinhaltsstoffe bekannt. Man weiß aber, 
daß Hydroperoxide im Ruß enthalten sind. Als Modellsubstanz dient hier Tetralin-
Hydroperoxid. Es soll der Fragestellung nachgegangen werden, ob dieser Stoff, der mög-
licherweise im Ruß enthalten ist, genotoxisch wirkt. 
Zur Klärung dieses Problems wurde ein Ames-Test mit dem Bakterienstamm TA 100 
durchgeführt, ohne aber ein metabolisches Aktivierungssystem zu verwenden. Anhand 
dieses Stammes lassen sich Basensubstitutionen erkennen. Die Daten sind in Tabelle 2 
aufgeführt. Es wurden pro Dosisstufe zwei Planen eingesetzt, wobei es versuchsbedingt 
auch zu einem Ausfall kam. Es gilt nun herauszufinden, ob bzgl. der Chemikalie und 
der Anzah l der Mutanten eine Dosis-Wirkungsbeziehung besteht. Dies wäre ein entschei-
dender Hinweis darauf, daß die Substanz mutagen wirkt. Anzumerken ist, daß die An-
zahl der Mutanten in den Kontrollgruppen relativ hoch ist, was auf einen instabilen 
Bakterienstamm zurückzuführen is t. 
Für die statistische Analyse der Daten wird das fo lgende Testpoblem betrachtet: 
Ho: Llo = Ll1 = ... = Llt vs. Hi : Llo S: ... < LJ, '?. ... '?. Llk /\ Llo < LJ,, 
mit l S: L ::; k und unbekanntem Gipfel L. 
Tabelle 2: Mutagenitätsdaren des Ames-Tests 
Gruppe 
0 J 2 3 4 5 6 7 8 9 10 11 12 
Dosis (µg/ml) 
0 5 10 20 30 40 50 60 70 80 90 100 125 
566 705 624 630 751 734 849 1121 1185 1185 1497 1196 696 
636 660 751 636 977 832 820 1167 1231 1370 1329 1121 -
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Es wird die vorgestellte Teststrategie von S1MPSON und MARGOUN (1986) angewendet, 
wobei q = 0.5 gewählt wird. Für die Wahl einer gceig~ten Teststatistik wird das vorge-
stellte adaptive Konzept benutzt. Die Selektor-Statistik S berechnet sich wie folgt: 
S1 .Yo.915 - .Yo.5 1481.125 - 832,0 = 2,51 
Y0.5 - Y0,025 832.0 - 573,25 
und: 
s2 .90,915 - .90,02s 1481 ,125 - 573,25 J ,43. = 
.90.s1s - .90. 12s 1267,75 633,75 
Da SE D4 ist, wird .wr Durchführung des Tests eine lineare Rangstatistik basierend auf 
den Scores von HOGG et al. (1975) für rechtsschicfc Verteilungen (RS) veIWcndet. 
Als nächstes gilt es, den unbekannten Gipfel L zu schätzen. Dies soll durch rekursives 
nichtparametrisches Testen geschehen. Man vergleiche die zu einer Gruppe zusammenge-
faßten Behandlungen 0 bis 11 mit der 12. Behandlungsgruppe mittels der Zweistichpro-
ben-Rangstatistik basierend auf den Scores von HOGG et al. (l 975), die hier mit ZRs 
bezeichnet wird. Da 
ZRs = 6 < -3,12 = E110 (ZRs) 
gi lt, faßt man die Gruppen 0 bis 10 zu einer Gruppe zusammen und vergleicht diese mit 
der 11. Gruppe. Hierfür werden die Ränge neu vergeben. Man erhält: 
ZRs 0 > -6 = EH0 (ZRS) , 
und somit gilt: i = 11. Für die Durchführung des nichtparametrischen Trendtests werden 
als Regressionskonstanten die in der Tabelle angegebenen Dosierungen gewählt. Beim 
Auftreten von Bindungen werden, wie vorher auch, Durchschnin-Scores gebildet (vgl. 
HAJEK (1969, S. 129)). Der standardisierte Wert der Teststatistik TRs beträgt 3,83, und 
der approximativ mit Hil fe der Standardnom1alvcrteilung em1ittelte Wert für a (p) ist 
gleich 0,0001. Für ein vorgegebenes Niveau a 0,05 ist ein signifikanter Unterschied 
zwischen der Kontrollgruppe und den Behandlungsgruppen festzustellen. 
Eine Fehlspezifikation der Gipfelgruppe I mittels der Teststrategie von S1MPSON und 
MARGOLIN ( 1986) ist aufgrund der wenigen Beobachtungen pro Gruppe leicht möglich. 
Deshalb wäre es für die statistische Ana.lyse hilfreich, mehr Platten pro Gruppe einzusetzen. 
5. Simulationsstudien 
Anhand von Monte-Carlo-Simulationen werden in diesem Abschnitt verteilungsfreie 
Testverfahren miteinander verglichen, die für die Auswertung von Mutagenitätsdaten des 
Ames-Tests vorgeschlagen worden sind. lm Vordergrund steht das Testproblem ( 16) mit 
den in (1) getroffenen Modellannahmen. Falls einer der Tests für ein anderes Testpro-
blem konzipiert worden ist, so wird dieses expl izit genannt. 
Es werden sechs Gruppen berrachtet, deren Stichprobenumfänge jeweils rlinf Beobach-
tungen umfassen. Pro Parameterkonstellation werden beim Vorliegen der Nullhypothese 
10000 Simulationsdurch läufe, beim Vorliegen der A lternative 5000 Durchläufe gewählt 
Zur Durchführung der Simulationen wird das Softwarepaket SAS (Version 6.10) verwen-
det. Das vorgegebene Signifikanzniveau beträgt 0,05. Die Lagepararneterprofile werden 
wie bei SrMPSON und MARGOUN (1986) gewählt. Folgende Testverfahren werden mitein-
ander verglichen: 
• Der in die Teststrategie von StMPSON und MARGOLIN {1986) integrierte adaptive Test 
AT, dessen kritische Werte approximativ über die Normalverteilung bestimmt werden. 
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Die Regressionskonstanren des Trendtests werden durch cN(i) = i, 0 < i ~ ~ festge-
legt. 
• Das Testverfahren von S1MPSON und MARGOLIN ( 1986), kurz: SM, basierend auf dem 
Zweistichprobentest von M ANN und WHJTNEY ( 1947) sowie dem Trendtest von JONCK-
HEERE ( 1954) und T ERPSTRA ( 1952). Kritische Weite für den Trendtest findet man 
u. a. in den Tabellen von Ü DEll ( 197 l ). 
Tabelle 3: Monte-Carlo-Studie; 110 111 = ... = ns = 5, a = 0,05 
Nr. Gruppe Test 
0 1 2 3 4 5 AT SM cw NE rW PA 
Gleichverteilung Geschätzte Güte 
Llo Ll1 Ll2 Ll3 Ll4 Lls 
0 1,0 1,0 1,0 1,0 1,0 1.0 0,045 0,043 0,044 0,047 0.049 0,052 
1 1,0 l.25 1,5 1,75 2,0 2,25 0.675 0.589 0,435 0,400 0,361 0,696 
2 1,0 1.25 1,5 1,75 2,0 2,0 0,608 0,498 0,356 0,35 1 0.343 0,583 
3 1,0 1.25 1,5 1,75 2,0 l.75 0.510 0.408 0,292 0,297 0,300 0.446 
4 1,0 1,25 1.5 1,75 2,0 l.25 0,440 0.343 0.260 0,254 0,245 0,216 
5 1,0 1,25 1,5 1,75 1,75 1.75 0,428 0,336 0,255 0,266 0,278 0,376 
6 1,0 1,25 1,5 1,75 1,75 1,25 0,341 0,263 0,201 0,211 0,2 1. 5 0,174 
7 1,0 1,25 1,5 1,75 1,5 1,0 0,261 0,205 0,163 0,176 0,170 0,077 
8 1,0 1,5 1,75 1,75 1,25 0,5 0,232 0.193 0.1 86 0, 178 0,130 0.006 
9 1,0 1.5 2.0 2.5 2,5 2.5 0.824 0.790 0.648 0,662 0.668 0.835 
10 1,0 1,5 2,0 2,5 2.5 1.5 0,756 0,689 0.570 0,576 0.523 0,362 
11 1,0 1. ,5 2.0 2.5 2,0 l.O 0,606 0,554 0,444 0,461 0,350 0,084 
12 1,0 1,5 2,0 1,5 0,75 0,5 0,240 0,210 0,189 0,174 0,094 0.00 1 
Normalver1ei lung Geschätzie Güte 
Llo LI 1 Ll2 LI, Ll4 Lls 
0 1,0 l.O 1,0 1.0 1.0 1.0 0.049 0.047 0.046 0,047 0,052 0,050 
l 1,0 1.25 1,5 1,75 2,0 2,25 0,580 0,603 0.475 0,432 0,388 0.722 
2 1,0 1,25 1,5 1,75 2,0 2,0 0,500 0,520 0,377 0,369 0,357 0,6 13 
3 1,0 1,25 1,5 1,75 2,0 1,75 0,4 16 0.442 0,323 0,325 0,325 0.477 
4 1,0 1,25 1.5 1,75 2,0 1.25 0,358 0,368 0,281 0,284 0,257 0,234 
5 1,0 1,25 1.5 1,75 1.75 1.75 0.335 0.350 0.274 0,277 0,295 0,404 
6 1.0 1,25 1,5 1,75 1,75 1,25 0,263 0,274 0,2 17 0,229 0,237 0,182 
7 1,0 l,25 1,5 1.75 1.5 1,0 0.209 0,2 12 0, 178 0, 190 0.173 0,072 
8 1,0 1,5 1,75 1,75 1,25 0,5 0,209 0.206 0,192 0, 192 0,133 0,005 
9 1,0 1.5 2,0 2,5 2,5 2,5 0,799 0,824 0,696 0,7 1 1 0,71 1 0,867 
10 1,0 1,5 2.0 2,5 2,5 1,5 0,7 15 0,735 0,624 0,630 0,563 0,393 
II 1,0 1.5 2,0 2,5 2,0 1,0 0,588 0,606 0,503 0,510 0,394 0.084 
12 1,0 1.5 2,0 1,5 0.75 0,5 0,236 0,237 0,214 0,202 0,098 0.001 
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• Der Test von CHEN und WOLFE (1993), kurz: CW, dessen kritische Werte mit Hilfe 
von Simulationen ermittelt wurden. 
• Der Test von NEMENYI ( 1963), hier mit NE bezeichnet, der sich mit dem Testproblem 
Ho : Llo = ... = Llk vs. H1 : 3i : Ll0 < LI;, 1 :5 i :5 k , 
Tabelle 4: Monte-Carlo-Studie; no = n1 = ... = 115 = 5, a = 0.05 
Nr. Gruppe Test 
0 1 2 3 4 5 AT SM CW NE FW PA 
Laplaceverteilung Geschätzte GUte 
Llo LI 1 Ll2 Ll3 L'.14 Lls 
0 1.0 1,0 1,0 1,0 1,0 1,0 0,048 0,046 0,045 0,044 0,047 0,052 
1 1,0 1,25 1,5 1.75 2,0 2,25 0,718 0.745 0.577 0,532 0,475 0,820 
2 1,0 1,25 1.5 1,75 2,0 2.0 0.645 0,661 0.500 0,481 0,469 0,738 
3 1,0 1,25 1,5 1.75 2,0 1.75 0,559 0.559 0,404 0,410 0,40-I 0,579 
4 1.0 1,25 1.5 1,75 2,0 1.25 0.484 0.494 0.390 0.374 0.324 0,271 
5 1.0 1,25 l.S 1,75 1,75 1.75 0,455 0.458 0,348 0,361 0,376 0,512 
6 1,0 1,25 l.S 1,75 1,75 1,25 0,385 0.375 0,302 0,312 0,294 0.217 
7 1,0 1,25 l.S 1.75 1,5 1.0 0,303 0,295 0.243 0,255 0.227 0.084 
8 1,0 1,5 1,75 1,75 1,25 0,5 0,283 0,284 0,255 0,249 0,168 0,003 
9 1,0 1,5 2.0 2,5 2,5 2,5 0,862 0,886 0,760 0,778 0,773 0,910 
10 1,0 1,5 2,0 2,5 2,5 1,5 0,813 0,837 0,732 0,738 0,656 0,451 
11 1,0 1,5 2,0 2,5 2,0 1.0 0,700 0, 7 18 0,610 0,625 0,489 0,094 
12 1,0 1,5 2,0 1,5 0,75 0,5 0,328 0,31 1 0,254 0,242 0,095 0,000 
Exponentialverteilung Geschätzte Giilc 
Llo LI 1 L'.12 L'.13 Ll4 L'.15 
0 1,0 1,0 1,0 1,0 1,0 1,0 0,048 0,046 0.045 0,047 0,047 0,050 
1 1,0 1,25 l .S 1,75 2,0 2,25 0,876 0,832 0.647 0,590 0,550 0,885 
2 1,0 1,25 1,5 1,75 2,0 2,0 0,838 0,753 0,550 0,536 0,539 0,818 
3 1,0 1,25 1,5 1,75 2,0 1,75 0,763 0,658 0,473 0,487 0,502 0,699 
4 1,0 1,25 1,5 1,75 2,0 1.25 0.729 0,624 0.482 0,453 0,419 0,346 
5 1,0 1,25 1,5 1,75 1,75 1,75 0,686 0,560 0,424 0,434 0,480 0,620 
6 1,0 1,25 1,5 1,75 1,75 1,25 0,610 0,467 0.382 0,390 0,407 0,288 
7 1,0 1,25 1,5 1,75 1,5 1,0 0,493 0,374 0,300 0,307 0,307 0, 108 
8 1.0 1,5 1,75 1,75 1.25 0,5 0,444 0,353 0,291 0,279 0,214 0,004 
9 1,0 1,5 2,0 2,5 2.5 2,5 0,924 0,916 0,792 0,794 0,808 0,944 
10 1,0 1,5 2,0 2.5 2,5 1,5 0,910 0,891 0,782 0,767 0,713 0,525 
11 1,0 1,5 2,0 2,5 2,0 1,0 0,821 0.772 0,653 0,676 0,552 0, 120 
12 1,0 1,5 2,0 1,5 0,75 0,5 0,425 0,374 0,263 0,248 0, 113 0,001 
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auseinandersetzt. Approximaliv lassen sich die kritischen Werte für diesen Test mit Hil fe 
der Tabellen von GUPTA ( 1963) beslimmen. 
• Der Test von FuGNER und WOLFE (1982). kurz: FW, der sich mit dem Testproblem 
Ho : .öo ... - .Ö4 vs. H1 : .öo S {.öi, .... LJi.:} /\ 3i: ßo <LI, 
auseinandersetzt. 
• Der Trendtest von PAGE ( 1963). kurz: PA, der einen möglichen Rückgang der Lage-
parameter ausschließt (siehe hierzu Testproblem (2) und vgl. auch W AHRENDORF et al. 
(J 985)). 
Die Ergebnisse der Simu lationsstudien sind für vier Vertei lungen mit Varianz Eins und 
unterschiedlichen „shift"-P<uametern .Ö; in den Tabellen 3 und 4 aufgeführt. 
Liegt ein positiver Trend bzgl. der Lageparameter vor, so verfügt der Test PA über eine 
weil höhere Güte als die Tests CW, NE und FW. Liegt hingegen ein „umbrella "-Profil 
vor. so kehrt sich da Ergebnis um. und die drei zulet7t genannten Tests sind dem Test 
PA vorzuziehen. Jedoch sind die Tests AT und SM stets den Tests CW, NE und FW 
überlegen und bei Trend-Prolilen der Lageparameter in der Regel nur wenig schlechter 
als der Test PA. Vergleicht man die Tests AT und SM miteinander, so stellt man fest, 
daß der adaptive Test AT bei der Gleich- und Exponenlialverteilung eine deutlich höhere 
Glite besitzt, bei der Normalve1teilung jedoch im allgemeinen etwas schlechter abschnei-
det. Bei der Laplaceverteilung sind keine wesentl ichen Unterschiede hinsichtlich der 
Güte bei diesen beiden Verfahren zu erkennen. 
Somit läßt sich abschließend feststellen, daß das adaptive Verfahren AT zusammen mit 
der Teststrategie von SJMPSON und MARGOUN ( 1986) über eine große Breite von Lage-
parameterprofilen und Verteilungen eine recht hohe Güte im Vergleich zu seinen Kon-
kurrenten besitzt. Besonders für den Fall, daß man weder von einer Trendaltemative 
noch von der Nonnalverteilungsannahme ausgehen kann, empfiehlt es sich, den Test AT 
anzuwenden. 
6. Diskussion 
Im Vordergrund dieser Arbei t steht die statistische Analyse von Mutagenitätsdaten des 
Ames-Tests sowie die für diesen Zweck von StMPSON und MARGOLl.N (1986) entwickelte 
Teststrategie. Die statistische Auswertung von Mutagenitätsdaten sowie das Schätzen des 
Gipfels durch rekursives nichtparametrisches Testen bei nicht-monotonen Dosis-Wir-
kungsbeziehungen wurde u. a. in der Arbeit von SCllMOOR und SCHUMACHER ( 1992) 
diskutiert. Hier wurde auch eine Unterteilung der Testverfahren für den Ames-Test in 
drei Kategorien unternommen. Die erste Kategorie besteht aus den Verfahren, die eine 
mögliche toxische Wirkung der Substartz ignorieren, wie es beim Page-Test der Fall ist 
(siehe hierzu auch WAHRENDORF et al. (1985)). Die zweite Kategorie umfaßt die Verfah-
ren, in denen Mutagenität und Toxizität in das Modell eingehen. Hier ist besonders das 
„Single hit"-Modell 
µ(x;) = (ßo + ß1 • x;) · exp (-ß2 · x;) ( 1) 
zu erwähnen (vgl. MARGOLIN et al. (1981 )), wobei x; die i-te Dosis undµ(.) die mittlere 
Mutantenanzahl bezeichnen. Der Parameter ßo steht stellvertretend für die Spontanmu-
tanten, währenddessen ß1 als Mutagenitätsparameter und ß2 als Toxizitätsparametcr zu 
interpretieren sind. Im Gegensatz hierL.U werden bei der dritten Kategorie von Verfahren 
die Behandlungsgruppen, bei denen die toxische Wirkung der Substanz zu einem Rück-
gang der mittleren Mutantenanzahl führt, eliminiert. HierLu zählen die Verfahren von 
BERNSTEIN et al. ( l 982), StMPSON und MARGOLIN ( 1986) sowie das hier vorgestellte 
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adapLive Verfahren AT. Problemalisch ist bei diesen Verfahren eine geeignete M ethode 
.w finden, um die Gipfelgruppe so zu schätzen, daß das Verfahren insgesamt noch das 
vorgegebene Niveau einhält. So wurde auch schon die Vorgehensweise von Simpson und 
MARGOLIN ( 1986) in der Arbeit von SCHMOOR und SCllUMACllER ( 1992) als eine adapli-
ve Prozedur bezeiehnel, währenddessen bei dem Verfahren AT sich die adaplive Vorge-
hensweise auf die zugrundeUegende Verteilung bezieht. Gemeinsam ist beiden Verfah-
ren, daß man vor der Durchführung des Tests einen „Blick auf die Daten" wirft, um 
dann eine entsprechende Teststatistik auszuwählen, um so einen Test mit einer möglichst 
hohen Güte zu erhalten. 
Einen Überblick und Empfehlungen zu weiteren Verfahren flir die statistische Analyse 
von Mutagcnitätsdaten des Ames-Tests geben die Arbeiten von EDLcR ( 1994) und KlRK-
LAND ( 1994). 
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Zusammenfassung 
In den le1z1en Jahren hat die Durchfiihnmg von Metaanalysen in der Epidemiologie 
die klassischen Reviews abgelöst. Metaa11alyse11 werden hauplsächlich d11rchgefiihr1, 
um qualilative und quantitative Aussagen zu Risikofaktoren mit geringer Wirkung zu 
ermöglichen. Zentrale Aspekte der verschiedenen Methoden zur Durchfiihrwig sol-
cher Zusammenfassungen werden in dem folgenden Artikel beschriebe/!. Insbesonde-
re werden die spezifischen Probleme von Metaa11alysen aus Beobach111ngss111die11 er-
örtert. Die Möglichkeiten und Gren zen der Ve1fahren werden kritisch diskwiert. 
Verschiedene Beispiele fiir Metaanalysen werden zur 11/ustration herangezogen. 
1. Einleitung 
Gezielte Forschung über die Ursachen von Kran kheiten geschieht in der Epidemiologie 
in analytischen Studien, wozu insbesondere Fall-Kontrollstudien und Kohortenstudien 
gehören. In solchen Studien wird untersucht, ob eine oder mehrere Exposi1ionen mit 
dem Auftreten der Krankheit assoziiert sind. Epidemiologische Studien sind Beobach-
tungsstud ien, d. h. eine zufällige Zuordnung der Exposition auf die Studienpopulation -
also ein kontrolliertes Experiment - ist nicht möglich. Es fehJt neben der Randomisie-
rung häufig auch die Kontrolle über den Grad der Exposition. Zur Etablierung eines 
kausalen Zusammenhangs mittels Beobachrungsstudicn bedarf es - nach den Kriterien 
von Sir Bradford Hili (HILL, 1965) mehrerer Studien mit ähnlichen Ergebnissen. Die 
' Deutsches Kreb,for<ehung,1entrum. Ableitung Epidemiolog1c. Im ~cucnhc1mcr Feld 280, D-69120 Heidelberg 
1 Institut für McdiL1ni1<:he 81omc1ric und Mcdiiini<ehe lnfonnatik. Uni•cNlal Fre1buJl!. Stcfan-Meier-Slt. 26. 0-791().1 l're1burg 
1 Albett:l Cancer Board, Dm"on of Epidemiology, Prcvcnuon nnd Scrccnmg. 1331 - 29 St. N.W.. Calg:uy. Albcna T2N 4N2 
Canada 
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Zusammenfassung von Ergebnissen einzelner Studien und deren Bewertung ist daher ein 
integraler Bestandteil der epidemiologischen Forschung. Dafür stehen verschiedene Vorge-
hensweisen zur Verfügung, die hier im Detail beschrieben und verglichen werden sollen. 
Wir unterscheiden im folgenden vier Typen von Zusammenfassungen: 
Typ I Qualitative Zusammenfassung, d. h. der klassische Reviewarrikel. 
Quantitative Zusammenfassungen, also Sekundäranalysen von Ergebnissen einzelner Stu-
dien mit statistischen Methoden, werden Metaanalysen genannt. Der Begriff „Metaana-
lyse" wird dabei für unterschiedliche Vorgehensweisen verwendet: 
Typ II 
Typffi 
'I)'p IV 
Quantitative Zusan1menfassung von publizierten, aggregierten Parametern. 
Neuauswertungen von zusammengefü hrten Originaldaten verschi edener Pri-
märstudien. Für diese Form der Metaanalyse wi1·d auch der Begriff „ge-
poolte Auswertung" benutzt, teilweise mit dem Zusatz „retrospektiv". 
Prospektiv geplante, gepoolte Auswertung: Die gepoolte Auswertung wird 
schon bei der Planung der Einzelstudien vorgesehen und einzelne Teile des 
Studienprotokolls wie Erhebungsmethoden, Definition der Expositionsvaria-
blen, Formulierungen der Fragen und Auswertungsstrategien werden ge-
meinsam vor der Durchführung der E inzelstudien festgelegt. 
Typ lY ist nicht zu verwechseln mit dem Design einer klassischen multizentrischen 
(Therapie-)St11die, bei der nur eine Auswertung der Gesamtstudie durchgeführt wird. Im 
Gegensatz dazu werden beim Typ IV im allgemeinen die einzelnen Studien zusätzlich 
separat ausgewertet und publiziert. Es handelt sich um separate Studien, für die eine 
gemeinsame Planung und Auswertung bezüglich einiger Kernfragen konzipi ert ist. Da-
durch können in gewissem Maße auch zentrums- bzw. studienspezifische Unterschiede 
zugelassen werden, z. B. bezüglich der Auswahl der Kontrollen oder der zusätzlich er-
hobenen Faktoren. 
Die Notwendigkeit von Metaanalysen wird durch die große Zahl von Studie n - Olkin 
(1995) schätzt etwa 9000 randomisierte Studien pro Jaiu· - verdeuUicht. Seit einigen 
Jahren versucht die Cochrane CoJJaboration (BERO, RENNIE 1995) für viele therapeuti-
sche Fragestellungen eine systematische Aufarbeitung und Zusammenfassung dei· Pri-
märliteratur, vor allem bezüg lich randomisierter Studien. In vielen Bereichen randomi-
sierter klinischer Therapiestudien ist die Metaanalyse in der Praxis weitgehend etabliert, 
obwohl methodische Aspekte, potentielle Fehlerquellen und der Nutzen von Metaanaly-
sen kontrovers diskutie1t werden (CHALMERS, 1991 ; 1993; THOMPSON, 199 1; STEWART & 
PARMAR, 1993). Vor allem Metaanalysen basierend auf individuellen Daten haben jedoch 
wesentlich zum Kenntnisstand des Nutzens einzelner Therapien beigetragen (EBCTCG, 
1992; AOTCG, 199 1). Für MetaanaJysen randomisierter Studien wurden bereits Guide-
lines publiziert (COOK et al. , 1995). Die Fo1mulierung für epidemiologische Beobach-
tungsstudien hat sich als wesentlich schwieriger erwiesen und wurde noch nicht abge-
schlossen. 
In der Epidemiologie werden Metaanalysen in den letzten Jahren immer häufiger dmch-
geführt. Eine ausführliche Methodendiskussion mit zahlreichen Beispielen, insbesondere 
von Metaanalysen Typ Il, wurde von DICKERSIN UND BERLIN (1992) veröffentlicht. Meta-
analysen sind aber in der Epidemiologie in viel stärkerem Maße umstritten als im Be-
reich der klinischen Therapiestudien, wie eine Reihe von kontroversen Publikationen 
(z. B. VANDENB ROUCKE, 1995; ÜLKIN., 1994; ß ERLrN 1995 ; GREENLAND 1994; SHAPlRO 
et al., 1994; SHAPIRO, 1994a; 1994b; PETIITI & ÜREENLAND, 1994, FEINSTEIN, 1995; 
SPITZER, 199 1; FELSON, 1995; SACKEIT, 1995; SLA V[N, 1995 ; ROSENDAAL, 1994) zeigen. 
Während einige Autoren in Metaanalysen die beste Möglichkeit sehen, alle vorhandenen 
Informationen auszunutzen, stehen andere diesem Verfahren mit großer Skepsis gegen-
über und bezweifeln, daß es zum Erkenntnissgewinn beitragen kann. Diese Kontroversen 
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beliehen sich dabei in erster Linie auf MetaanaJysen aus publiliertcn Daten. Oie Neu-
auswertung von Originaldaten wird häufig als die bessere Alternative angeführt, aber 
auch ihr Nutzen wird kritisch diskutiert (SHAPIRO, l 994b). 
Diese Arbeit vergleicht die verschiedenen Formen der zusammenfassenden Bewertungen 
von epidemiologischen Beobachtungsstudien. Dazu werden .lunächst häufig genannte 
Gründe zu r Durchführung von Metaanalysen beschrieben und einige methodische 
Aspekte dargestellt. Zur Lllustration wird ein Beispiel aus der Strahlenepidemiologie dis-
kutiert. lm dritten Teil dieser Arbeit werden methodische Anforderungen an Zusammen-
fassungen aufgeführt und beurteilt, inwieweit die vier genannten Typen von Metaanaly-
sen diesen Anforderungen gerecht werden. 
II. Warum werden Metaanalysen durchgeführt? 
Reviews, Metaanalysen aus publizierten Daten oder neue, gepoolte Auswertungen vor-
handener Daten werden meistens dann durchgeführt, wenn einige Ergebnisse aus Einzel-
studien vorliegen, diese aber nicht konsistent sind, z. B. weil die Fall.lahlen in den ein-
zelnen Studien zu gering sind, um stabile Aussagen zu ermöglichen. Daher werden 
Resümees häufig zur Bewertung von eher schwachen Risikofaktoren (z. B. bei einer 
Erhöhung des Risikos um weniger als 50%) eingesew . .wm Beispiel um den Einfluß 
des Passivrauchens auf das Lungenkrebsrisiko bei Nichtrauchern zu ermitteln. Für diese 
Fragestellung wurden MetaanaJysen durchgeführt, um sowohl eine qualitative als auch 
quantitative Abschätzung des Risikofaktors zu erhalten, die dann als Argumentationshil-
fen fi.ir gesetzliche Verordnungen oder Bestimmungen dienten (FLEISS & GRoss, 1991). 
Weitere Beispiele sind die zahlreichen Diskussionen zum Zusammenhang zwischen der 
„Pille" und dem Brustkrebsrisiko (RusHTON & JONES, 1992; DELGADO-RODRIGUEZ et aJ., 
199 1) und von möglichen Nebenwirkungen von Östrogentherapien (STAMPFER & COL-
oirz, 1991; STEINBERG et al., 1994), sowie die Diskussion um die Wirkung von niedri-
ger Exposition gegenüber ionisierender Strahlung (siehe Beispiel Abschnitl IV). Die 
zusammenfassende Arbeit oder Auswertung soll dje Konsistenz der vorhandenen Ergeb-
nisse untersuchen. Weiterhin soll evaluie11 werden, bis zu welchem Grad inkonsistente, 
heterogene Ergebnisse durch Zufallsschwankungen oder durch systematische Unterschie-
de erkl~i rt werden können. 
lm Unterschied zum qualitativen Review (Typ 1) werden die Metaa11alysen (Typ 11-lV) 
haupts~ic hlich durchgeführt, um einen kombinierten, „verbesserten" ScMitzer für den 
quantitativen Effekt eines Risikofaktors anzugeben. Dieser Effekt kann z. B. durch das 
Standardisierte Mortalitätsverhä1tnis (SMR) oder das relative Risiko (RR) beschrieben 
werden. Z iel einiger MetaanaJysen ist es auch, komplexe Dosis-Wirkungsfunktionen zu 
untersuchen. Basierend auf individuellen Daten untersuchten .l. B. LUBIN et al. ( 1995) 
das Lungenkrebsrisiko aJs Funktion der kumulierten Exposition gegenüber Radon in 
einer Metaanalyse (Typ 111) aus l J Kobortenstudien. Zum Teil werden auch Fragen un-
tersucht, die bei der Analyse in den einzelnen Studien nicht betrachtet wurden, oder für 
die die Daten in den einzelnen Studien nicht ausgereicht haben. Häufig werden Metaa-
nalysen als Entscheidungshilfe für gesundheits- und ge ellschaftspoli tische Fragestellun-
gen durchgeführt. 
Oie wichtigsten Motive und Gründe für qualitative oder quantitative Zusammenfassun-
gen von epidemiologischen Studien sind: 
• Qualitative Aussagen über Risikofaktoren 
• Quantitative Aussagen über Risikofaktoren 
Verbesserung des Effektschätzers 
Vergrößerung der statistischen Power 
Analysen von Dosis-Wirkungsbeziehungen 
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• Untersuchung der He1crogenität und deren Ursachen 
• Generalisierbarkcit der Ergebnisse 
• Untersuchung von seltenen Expositionen und In1crak1ionen 
• Untersuchung von seltenen Krankheiten 
III. Methoden 
a) Durchführung 
Die bewertende Lusamrncnfassende Studie erfordert - wie jede Forschung - ein klares 
Studienprotokoll, in dem Details der Fragestellung, des Designs, der Identifikation und 
Selektion der relevanten Swdien, der Auswertung und der Berichterstattung festgelegt 
werden. Dazu gehört u.a. die genaue Definition der Zielkrankheit, der Risikofaktoren 
und der Confoundervariablen, sowie Ein- und Ausschlußkriterien für Studien. FRIEDEN-
REICH (1993) gibt acht Schrille zur Durchführung einer gepoolten Studie an, die in ver-
gleichbarer Weise für alle Typen von quantitativen Metaanalysen gelten: 
l. Auffinden aller Studien, die zu der speziellen Fragestel lung durchgeführt worden si nd. 
2. Auswahl der Studien, die für d ie Synthese in Frage kommen. 
3. Einholen der Originaldaten von den Studienlei1ern und der Erlaubnis, die Daten für 
die gepoolte Auswertung nutzen zu dürfen. 
4. Schätzen der studienspeLifischen Effekte. 
5. Untersuchung, ob die studienspezifiscben Effekte homogen genug sind, um eine ge-
poolte Auswertung durch1.uführen. 
6. Untersuchung der Heterogenität zwischen den Studien. 
7. Schätzen des gepoolten Effektes mit adäquaten statistischen Methoden, falls die Stu-
dien ausreichend homogen sind. 
8. Durchführung von Sensitivitätsanalysen. 
Für traditionelle Reviews werden nur die ersten beiden Schritte mit einer anschl ießenden 
qualitativen Beurteilung durchgeführt. Für jede Form der Zusammenfassung kann diese 
teilweise subjektive Auswahl einen Einfluß auf die Ergebnisse und die Beurtei lung ha-
ben. Um dadurch auftretende Verzerrungen klein zu halten, dürfen die Ergebnisse der 
einzelnen Studien keinen Einfluß auf die Aufnahme haben. Dies kann unter Umständen 
durch eine Verbfindung der Studienergebnisse vor der Entscheidung über die Aufnahme 
geschehen. Für eine Melaanalyse aus publizierten Daten (Typ U) wird der dritte Schrill 
ersetzt durch die Datenabstraktion aus den vorliegenden Publikationen. Es sollte aber 
angemerkt werden, daß es hier in vielen Situationen auch notwendig sein kann, zusätl-
liche Informationen von den Studienleitern zu erfragen. da oft nicht alle notwendigen 
Details publizie1t werden. Wird ei ne Metaanalyse prospektiv geplant (Typ IV), so entfal-
len die beiden ersten Punkte, da im Studienprotokoll defin iert ist, welche Studien ge-
poolt werden sollen. Hinzu kommt dann die Festlegung der gemeinsamen Fragestellung 
und der zu verwendenden Erhebungsinsnumente sowie die Adaption des gemeinsamen 
Fragebogens an lokale Gegebenheiten. Da die Datensammlung zunächst in den einzel-
nen Zentren getrennt durchgeführt wird, ist auch hier eine Zusammenführung der Daten 
(Schritt 3) notwendig. ZusätLliche Probleme treten auf, wenn einzelne Teilstudien von 
den ProtokoUvorgaben abweichen oder die Studiendurchführung in einzelnen Zentren 
den ursprünglichen Zeitplan (z. B. wegen unzureichender Finanzierung oder personellen 
Veränderungen) wesentlich überschreitet. 
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b) Statistische Analyse 
SLatistische Methoden zur Zusammenfassung von aggregierten Date n aus publizierten 
Studien wurden zunächst in den Erziehungswissenschaften und der Psychologie ent-
wickelt (GLASS, 1977, SMITH & GLASS, 1977). Für die medizinische Forschung wurden 
in den letzten Jahren diese Verfahren erweite1t, insbesondere für randomisierte klini-
sche Therapiest11dien. Der spezifische Charakter von epidemiologischen Beobachtungs-
studien wird bei diesen Methoden bisher nur unzureichend berücksichtigt. Die meisten 
der bisher verwendeten Veifahren (Mantel-Haenszel, Peto, DerSimonian-Laird; siehe 
PETITI'I, 1994) beruhen auf der Auswertung von 2 x 2 Tafeln. Für die randomisierte 
Therapiestudie ist dieses Vorgehen adäquat, da die Randomisierung zu einer Vergleich-
barkeit der Verteilung bekannter und unbekannter prognostischer Faktoren führt, deren 
Einnuß in der Auswertung nicht berücksichtigt werden muß. Bei der Ausweitung von 
epidemiologischen Studien spielt die Behandlung von Confoundern (also Störeffekten, 
die nicht randomisierL werden können, wie z. B. Rauchen) eine zentrale Rolle. Im 
allgemeinen werden daher multiple Regressionsmodelle (Poissonregression, log istische 
Regression) verwendet, die durch das Design kontrollierte als auch nicht kontrollierte 
Störfaktoren einbeziehen. Es reicht daher für die Auswertung nicht aus, nur die Daten 
der 2 x 2 Tafeln zu betrachten. Die Grundlage für die Auswertung sind hier varianz-
gewichtete Mittelwerte der Schätzer der Einzelstudien, wobei die Schätter der Einzel-
studien sowohl aus einfachen als auch komplexen Modellen kommen können (siehe 
Anhang). 
Ein wesentlicher Schritt bei der Auswertung von Metaanalysen ist die Untersuchung der 
Heterogenität der einzelnen Effekte (THOMPSON, 1994). Für quantitative Heterogenitäts-
abschätzungen stehen statistische Testverfahren zur Verfügung, die im Anhang näher er-
läutert werden. In Ergänzung dazu können verschiedene graphische Methoden als sub-
jektive Visualisierungen eingesetzt werden (s. Be ispiel}, die damit e inen wesentlichen 
Beitrag zu m generellen Verständnis und zur eventuellen Behandlung vorliegender Hete-
rogenität liefern. Neben dem Problem der geringen Power von Heterogcnitätstests bleibt 
weiterhin die Kernfrage bezüglich der (qualitativen oder quantitativen) ,kritischen Grö-
ßenordnung', ab der man Heterogenität nicht mehr vernachlässigen und bei der Model-
lierung (z. B. durch die Eliminierung einer „extremen" Studie oder durch die Verwen-
dung von Modellen mit zufälligen Effekten) berücksichtigen sollte. Die Aussagekraft 
e ines gepoolten Schätzers ist bei Vorliegen von 1-feterogeniläl nur gering, die Gefahr 
falscher Schlußfolgerungen ist groß (BLEITNER et al., l 997). 
Oie Untersuchung von Heterogenität ist primär abhängig von der zugrundeliegenden 
Datensituation. Bei Typ I und II kann nur durch Sensilivitätsuntersuchungen versucht 
werden, den Grad der Heterogenität abzuschätzen. Liegen Individualdaten vor, kann zu-
mindest ein Teil der Heterogenität durch ähnliche Auswertung der Einzelstudien (z. B. 
gleiche Confounder-Adjustierung, gleiche Einschlußkriterien, g leiche Kategorisienmg) 
eliminiert werden. Bei Typ IV Metaanalysen ist es durch eine Festlegung der Auswer-
tungsstrategie und der notwendigen Confounder möglich, einheitliche multiple Modelle 
für alle Zentren L.U untersuchen. Damit kann verhindert werden, daß unterschiedliche 
Auswertungsstrategien zu unnötiger Heterogenität führen. 
Eine große Bedeutung bei der Auswertung von Metaanalysen haben Sensitivitätsanaly-
sen. Hierbei können Zusammenfassungen von einzelnen Studien nach verschiedenen Ge-
sichtspunkten vorgenommen werden. Mit der Sensitivitätsanalyse soll die Stabilität des 
kombinienen Schällers und der Einfluß einzelner Studien auf das Gesamtergebnis unter-
sucht werden. In der Praxis werden diese zusätzlichen Auswertungen aber nur selten 
vorgenommen. 
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IV. Beispiel 
Berufliche Strahlenexposition und Leukämie 
Untersuchungen zum Leukämierisiko nach beruflicher Strahlenexposition bei Beschäftig-
ten in der Nuklearindusuie liegen aus vielen Einzelstudien, Reviews und Metaanalysen 
vor. Die ersten Einzelstudien wurden bei Beschäftigten der Anlage in Hanford. USA, 
durchgeführt (GlLBERT & MARKS, 1979). Weitere Studien folgten in anderen Industrie-
anlagen der USA, Englands und Kanadas. Insgesamt gab es bis zum Jahre J 994 fast 
20 Veröffentlichungen von einzelnen Kohoitenstudien; teilweise handelt es sich aber 
um mehrfache Auswertungen einzelner Koho1tenstudien mit unterschiedlich langem Fol-
low-up (Literatur siehe IARC, 1994). Es wurden außerdem gepoolte Ausweitungen von 
einem Teil der amerikanischen Kohonenstudien (Hanford, Oak Ridge National Laboratory 
and Rocky Flats) durchgeführt (GILBERT et al. , 1989). sowie eine gepoolte Auswertung 
der englischen Kohonen (CARPENTER et al., 1994). Die amerikanischen Studien zeigten 
für Leukämien einen negativen Risikokoeffizienten (also einen „protektiven" Effekt), 
allerdings ist dieser Effekt nicht signifikant mit einem sehr breiten 95% Konfidenz-
intervall. Die kanadische Studie zeigte einen nicht signifikanten, positiven Zusammen-
hang zwischen dem Leukämierisiko und der Strahlendosis (GRIBBIN et al. , 1993). Ein 
ähnliches Ergebnis wurde in der Studie der Beschäftigten in Sellafield (England) 
(SMITH & DOUGLAS, 1986) und bei der Zusammenfassung der englischen Studien gefun-
den (CARPENTER et al., 1994). In allen Fällen waren die Konfidenzintervalle sehr breit. ln 
den meisten Studien wurde zwar ein erhöhtes Risiko beobachtet, jedoch kein signifikan-
ter Trend mit zunehmender Strahlenexposition festgestellt. Die amerikanischen Studien 
umfaßten ca. 44.000, die englischen Studien fast L00.000 und die kanadische Studie 
knapp 9.000 Personen, allerdings bei einer jeweils unterschiedlichen Follow-up Dauer. 
Betrachtet man hier z. B. nur die 3 veröffentlichten amerikanischen Kohortenstudien, die 
in der Arbeit von ÜILBERT et al. ( 1989) gemeinsam ausgewertet wurden, so zeigen die 
Publikationen erhebliche Unterschiede. So wurden 1,. B. zur Kategorisierung der berufli-
chen Strahlenexposition zwischen drei und acht Expositionsstufen gewählt, so daß eine 
Zusammenfassung hier nicht sinnvoll möglich gewesen wäre. Da bei ei ner Studie Perso-
nen mit niedriger Exposition mit den nicht-exponierten Personen in e ine Kategorie zu-
sammengefaßt wurden, war aufgrund der veröffentlichten Ergebnisse nicht einmaJ eine 
Einteilung in ,nichtexponie11e' vs. ,exponierte' Personen möglich. Für alle Studien liegen 
aber individuelle, stetige Dosiswe1te auf Jahresbasis vor, die für die präzise Auswertung 
genutzt werden sollten. Desweiteren variierten die Einschlußkriterien für die Mindest-
dauer der Beschäftigung zwischen einem Monat und zwei Jahren. Es wurden außerdem 
verschiedene Zusammenfassungen der histologischen Leukämietypen vorgenommen. Nur 
bei einer Veröffentlichung wurde eine Auswertung getrennt für Subtypen [Chronisch 
lymphacische Leukämien (CLL) und Nicht-CLLs l durchgeführt; eine Unterscheidung, 
die aus strahlenepidemiologischen Gesichtspunkten heute als wesentlich angesehen wird. 
Nur durch eine neue Auswertung mit Individualdaten konnte ein Teil der Unterschiede 
eliminie1t werden. 
Eine Metaanalyse Typ II wurde 199 1 von WTLKJNSON & DRYER veröffentlicht. Die Auto-
ren betrachten sieben Studien aus Amerika und England, die bis zum Januar 1989 publi-
ziert waren. Sie vergleichen jeweils die Leukämiefälle in der Personengruppe, die mit 
weniger bzw. mehr als 10 mSv (Lebenszeitdosis) belastet waren. Trotz der oben genann-
ten Unterschiede zwischen den Studien zeigen die ermittelten Risikoverhäl tnisse eine 
auffallende Homogenität des Schützers für den Einnuß der Strahlenexposition mit Aus-
nahme der Daten des Atomic Weapons Establishment (AWE). 
ln Abbildung L, werden die von W1LKINSON & DRYER (1991) dargestellten Studienergeb-
nisse graphisch verdeutlicht. Um die A WE-Studie, in der keine Person mit einer Exposi-
lnfonnaul. B1ornc1nc und Epidemiologie 1n Mcd111n und Biologie 311997 
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tion von mehr als 10 mSv registriert wurde, e inzubringen, wurde der Wert des RR von 
exakt Null auf 10- 8 „verfälscht" und die Varianz aus dem einseitigen Konfidenzintervall 
geschätzt. Obwohl im Raclial-PloL (Abbildung 2) keine der Studien außerhalb des Konfi-
denzbandes liegt, erkennt man doch die deutliche Abweichung der AWE-Studie. Der 
„schwache" Heterogenitätstest registriert diesen Extremfall nicht (p=0,575). Der geringe 
Einfluß auf den Heterogenitätstest erklärt sich durch das geringe Gewicht dieser Studie. 
Eliminie1t man die AWE-Studie aus der Metaanalyse, so verändert sich der gepoolte 
Schätzer kaum (RR steigt von 1.84 auf 1.86); der p-Wert des Heterogenitätstests steigt 
von 0,575 auf 0,907. Die Heterogenitätsschätzung -r:2 des Random Effects Model ls nach 
Der Simonian & Lc1ird (DSL) (DERSIMONlAN & LAIRD, 1986) ist gleich Null, und der 
Schätzer damit identisch zum Fixecl Ejfects Schätzer. Diese Metaanalyse berücksichtigt 
weder die spezifischen Unterschiede zwischen den Kohorten noch die vorhandene Infor-
mation bezüglich der Dosis. Allerdings sollte bemerkt werden, daß d ie hier zusammen-
gefaßten Studien vergleichsweise homogen si nd, sowohl hinsichtlich des untersuchten 
Risikofaktors, als auch der St11dienpopulationen. 
Die bisher umfassendste Auswertung zu dieser Fragestellung mit Individualdaten wurde 
l 994 veröffentlicht (IARC, 1994 ). Für diese Arbeit wurde zunächst in einer Dosimetrie-
arbeitsgruppe untersucht, ob die gemessene Exposition in den verschiedenen Anlagen 
zusammen betrachtet werden kann. Es wurde dann in einer Arbeitsgruppe, an der Stu-
dienleiter aller Einzelstudien teibiahmen, ein Auswertungsprotokoll erarbeitet, das die 
genaueren Einscblußlaiterien festlegt. Die Gesamtausweitung umfaßt Personen, die be-
ruflich strahlenüberwacht waren und für die eine Dosismessung auf Jahresbasis vorhan-
den war. Für die gepoolte Auswertung wurde die Strahlenexposition als stetige Variable 
modelliert. Die Gesamtzahl der Personen in dieser Metaanalyse beträgt 90.000. Für alle 
Leukämieformen gemeinsam (außer CLL) wurde ein AnsLieg des relativen Risikos um 
2.2 pro Sv beobachtet, was ein RR von 1.22 bei 100 mSv entspricht. 
Für die Zukunft sind weitere neue Studien und eine gemeinsame Auswertung (Typ IV) 
geplant, die in zehn verschiedenen Ländern dmchgeföhrt werden (BLETINER et al. , 1997). 
Dazu gibt es ein sehr detailliertes Studienprotokoll für dje Datenerfassung, Kodierung und 
Auswerrungsstrategien, sowie die VergleichbarkeiL der Strahlendosis aus unterschiedlichen 
Erfassungssystemen. Ergebnisse d ieser Metaanalyse werden nicht vor 1997 erwartet. 
V. Vergleich und Bewertung der genannten Formen von Zusammenfassungen 
In TabelJe 1 führen wir e inige methodische Anforderungen für Zusammenfassungen an 
und vergleichen, inwieweit es je nach Studienform möglich ist, diese Anforderungen zu 
erfüllen. 
Planung und Literatursammlung: In jedem Fall sollten Hypothesen, Fragestellungen 
und Vorgehensweise in einem Protokoll festgelegt werden, das klare Ein- und Aus-
schlußkriterien für clie aufzunehmenden Studien definiert und in dem Einzelheiten zur 
systematischen LiteratuITecherche angegeben sind. Diese Aspekte sind bei jedem Stu-
dientyp relevant und theoretisch möglich, sie sind aber insbesondere dann von Bedeu-
tung, wenn quantitative Aussagen gemacht werden sollen. Dies gilt auch für eine Nach-
frage nach Zusatzdaten bei den Autoren. 
Als ein zentrales Problem von Metaanalysen wird der Publikationsbias gesehen. Publika-
tionsbias bedeutet, daß Studien, clie keinen Einfluß der Exposition auf die Zielkrankheit 
nachweisen ko1rnten (,negative' Studien), seltener veröffentlicht werden. Für randomi-
sie1te Studjen wurde gezeigt, daß selbst durch eine computerunterstlitzte Literaturrecher-
che nur ein Teil der relevanten und in MEDLINE enthaltenen Studien identifizie11 wurde 
(D1cKERSlN et al„ 1994). Für epidemiologische Beobachtungsstudien kommt hinzu, daß 
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Tabelle 1: 
Vergleich der Methoden verschiedener Formen der Zusammenfassung und ihre (theoretische) Mög-
lichkeit der Umsetzung 
An fordern ngen 
an die Zusammenfassung 
von Studien 
Typ 1 
Review 
Planung und Literatursammlung: 
Protokoll zur Durchführung +? 
Klare Ein-/ Ausschluß- + 
k1iterien vorgegeben 
Systematische Literatur- +? 
recherche 
(incl. Abstracts, 
Kongreßbände) 
Nacheifassung von unver-
öffent lichter lnformation der 
Einzelstudien 
Überprüfung von Fehlerquellen 
Untersuchung von 
Verzerrungsquel len 
Prüfung der Eignung 
der Einzelstudien 
Kontrolle der Datenerhebung 
Ein-/ Ausschlußkriterien 
anpassen 
Kontrolle der statistischen 
Analyse 
Abschätzung des 
Publikationsbias 
+? 
Vergleichbarkeit der Einzelstudien 
einheitliches Studiendesign 
einheitliche Erhebungs-
methoden 
einhei tl iche Definition von 
Exposi tions- und Confoun-
dcr-Variablen (einschl. 
Kategorisierung) 
einheitliche Adjustierung 
für Confounder- Variablen 
+? 
Typ ll 
Metaanalyse 
aus publizierten 
Daten 
+ 
+ 
+ 
+? 
+? 
+? 
? 
+ 
++ prinzipiell möglich und (fast) immer umgesetzt 
+ prinzipiell möglich und häufig umgesetzt 
+? häufig nicht möglich oder nicht umgesetzt 
? nur in Ausnahmefällen möglich oder sinnvoll 
nie möglich 
:;: weniger relevant 
Typ ill 
Metaanalyse 
mit inclivi-
duellen Daten 
++ 
++ 
++ 
+ 
++ 
++ 
+? 
+ 
++ 
+ 
+ 
+? 
+? 
Typ IV 
Prospektiv 
geplante 
gepoolte 
Auswertung 
++ 
++ 
++ 
... 
++ 
++ 
++ 
... 
++ 
+ 
++ 
++ 
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Tabelle 1 : (Fortsetzung) 
Anforderungen Typ l Typ II Typill Typ TV 
an die Zusammenfassung Review Metaanalyse Metaanalyse Prospektiv 
von Studien aus publizierten mitindivi- geplante 
Daten duellen Daten gepoolte 
Auswertung 
Auswertung 
Quantitativer Schätzer des +? ++ ++ 
Effektes berechenbar 
Verbesserung der Genauig- ? + ++ 
keit des Effektschätzers 
Schätzer für Dosis- +? ++ 
Wirkungsbeziehung 
Effektschätzer für ? + + 
Untergruppen 
Vergößerung der Power +? ++ ++ 
Untersuchung von Jnter- + ++ 
aktionen und Confounder 
Effekten 
Untersuchung der Quellen ? +? ++ ++ 
der Heterogenität 
Sensititivätsanalysen + ++ ++ 
Reproduzierbarkeit der +? +? 
Auswertung 
Allgemeine Aspekte 
Stand der Forschung + + + ... 
beschreiben 
Neue Forschungsfragen ++ ++ + + 
aulbringen 
Verbesserung des + + + + 
Qualitätstandards für 
wei tere Studien 
Zeitdauer und Kosten für sehr niedrig niedrig hoch sehr hoch 
Durchführung der Stud.ie 
++ prinzipiell möglich und (fast) immer umgesetzt 
+ prinzipiell möglich und häufig umgesetzt 
+? häutig nicht möglich oder nicht umgesetzt 
? nur in Ausnahmefällen mögLich oder sinnvoll 
nie möglich 
... weniger relevant 
vielfach eine Reihe von Variablen - insbesondere in Fall-Kontrollstudien - als poten-
tielle Confounder erhoben werden. Auffällige Ergebnisse einzelner Variablen fi.ihJ·en zu 
,ungeplanten' Veröffentlichungen, bei unauffälligen Ergebnissen wird das Ergebnis der 
durchgeführten Analyse ,natürlich ' nicht veröffentlicht. Teilweise werden Studien auch 
in international kaum bekannten Zeitschriften publiziert und werden bei Literatutrecher-
chen nicht erkannt. Der Einfluß des Publikationsbias kann nur schwer abgeschätzt wer-
den, bei vielen Metaanalysen muß man aber von einer beträchtlichen Überschätzung des 
wahren Effektes ausgehen . 
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Einschlußkriterien, Datenerhebung und statistische Auswertung können anhand publizier-
ter Daten weder genau überprüft noch verändert werden. Fehler in den Originalarbeiten 
führen möglicherweise zur Verzeming der Gesamtergebnisse. Allerdings können beim 
Vorliegen von Originaldaten Ein- und Ausschlußkriterien für Studienteilnehmer (~. B. 
A ltersgruppen, Tumorgruppe) überprüft und gegebenenfalls neu kategorisiert werden. 
Ebenso ist eine Überprüfung oder Anpassung der statistischen Auswerlllng bei Typ IIJ 
und Typ IV möglich. Mögliche Quellen für einen systematischen Bias können bei sorg-
fältiger Begutachtung der Einzelstudien bei allen Typen untersucht werden. Quantitative 
Aussagen über diesen Bias erlauben nur Typ W und Typ IV. 
Überprüfung der Vergleichbarkei t der Einzelstudien: Da in der Epidemiologie ver-
schiedene Studiendesigns gleichwertig nebeneinander existieren, ist die Vergleichbarkeit 
einzelner Studien und ihrer Ergebnisse vor jeder Zusammenfassung zu bewerten. Dies 
kann nur zum Teil anhand der publizie1ten Angaben gemacht werden. Liegen individu-
elle Daten vor, kann durch eine einheitliche Auswertung der Ein7elstudien - ein wesent-
licher Faktor, der für unterschiedliche Ergebnisse verantwortlich sein kann - eine mög-
liche Verzerrung und Ursache der Heterogenität reduziert werden. Allerdings gilt dies nur 
dann, wenn in allen Studien vergleichbare Daten erhoben wurden und eine einheitliche 
Modellierung möglich ist. Die Untersuchung der studienspezifischen Heterogenität kann 
teilweise auch in Typ ll durch Sensititvitätsanalysen vorgenommen werden. Bei Meta-
analysen Typ IV wird allerdings durch die Gleichartigkeit der Studienprotokolle oft ver-
hindert, daß die Wirkung von verschiedenen Methoden auf die Ergebnisse untersucht 
werden !..ann. 
Quantitativer Effektschätzer: Reviews sehen keinerlei Schätzung des quantitativen Ef-
fektes von Risikofaktoren und möglichen Dosis-Wirkungsbeziehungen vor, sondern er-
möglichen lediglich eine Beschreibung und Beurteilung vorhandener Forschungsarbeiten. 
Für alle anderen Formen der Metaanalyse gilt, daß bei einer ausreichenden Ilomogenitäl 
der Studien die Angabe eines gemeinsamen Schätzers häufig als das wichtigste Ziel 
angesehen wird. Dies ist prinzipiell auch bei Analysen aus publ izierten Daten möglich, 
allerdings können insbesondere Unterschiede bei Meßmethoden und bei Berücksichti-
gung von Conroundern eine sinnvolle Zusammenfassung der Schätzer einzelner Studien 
verhindern. Eine Verbesserung des Effektschätzers durch das „Poolen" ist dann häufig 
zu bezweifeln. Nur wenn ausreichend homogene Studien zusammengefaßt werden -
wie in dem oben angerüh1ten Beispiel - kann eine Verbesserung der Genauigkeit er-
reicht werden. G1LBERT ( 1989) hat gezeigt, daß der gepoolte Schätzer in einigen Fällen 
sogar weniger präzise sein kann als die Schätzer der eingeschlossenen Einzelstudien. 
Dies gilt, wenn für die Metaanalyse nachträglich eine grobe Kategorisierung notwendig 
ist, um eine einheitliche Definition von Expositionsvariablen und Confoundern zu erhal-
ten. Die Erhöhung des Stichprobenumfangs führt dann nur bei Metaanalysen von Typ III 
und Typ lV zu einem Genauigkeitsgewinn, da individuelle Expositionsdaten genutzt 
werden können. Auch für die Analyse von Dosis-Wirkungsbeziehungen sind individuelle 
Daten erforderlich, da bei unterschiedlicher Kategorisierung der Variablen eine Schätz-
ung der Dosis-Wirkungsfunktion nicht mit ausreichender Genauigkeit möglich ist. Dies 
gilt auch für die Untersuchung von Interaktionen und Confoundem. In bereits publizier-
ten Einzelstudien liegen im allgemeinen unterschiedliche Meßmethoden und Kategorisie-
mngen für Expositions- und Confoundervariablen und umerschiedliche Berücksichtigun-
gen von Confoundem und Interaktionen in multivariaten Modellen vor, die für eine 
gemeinsame Analyse nur dann weitgehend vereinheitlicht werden können, wenn auf die 
individuellen Daten zurückgegriffen werden kann. Prospektiv geplante mullilentrische 
Studien haben den Vorteil. daß, bezüglich der verwendeten Erhebungsinstrumente, der 
Meßmethoden und der Variablen, Absprachen vor der Datenerhebung eine spätere Zusam-
menfassung wesentlich vereinfachen. Subgruppenanalysen können nur dann vorgenommen 
lnfonnatik, Biometrie und Epidemiologie in Mcdirn1 und Biologie 3/1997 
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werden, wenn eine entSprechende Gruppierung der Daten vorliegt oder nachträglich vorge-
nommen werden kann. Bei Typ II ist diese Möglichkeit eher die Ausnahme. 
Die Prüfung der Konsistenz postulierter Zusammenhänge ist teilweise auch anhand publi-
Lie11er Daten möglich. Von Vortei l sind dazu Sensitivitätsanalysen, bei denen z. B. die Ab-
hängigkeit des Ergebnisses von Studiendesign und Erhebungsmethode untersucht wird. 
Mögliche Ansätze sind der Ausschluß auffälliger Studien, getrennte Betrachtungen der Er-
gebnisse von Fall-Kontroll- und Koho1tenstudien oder die Zusammenfassung von Studien 
nach zeitlichen oder regionalen Gesichtspunkten. Änderungen der Kategorisierungen von 
Expositions- und Confoundervariablen. die gleichartige Berücksichtigung von Confoun-
dern und Interaktionen im multivariaten sratistischen Modell und ge1rcnnte Analysen von 
wich1igen Subpopulationen (z. B. nach Geschlecht) sind nur bei Typ HI und IV möglich, 
aber wichtig zur Prüfung der Konsistenz der Ergebnisse bei komplexen Fragestel lungen. 
Die Untersuchung der Heterogenität wird teilweise als der wichtigste Aspekt von Meta-
analysen gesehen (THOMPSON, 1994). Die statistischen Methoden zur Untersuchung der 
Heterogenität werden im Anhang angegeben. Zum Teil können auch aggregiertc Daten 
herange7ogen werden. um Unterschiede zwischen den Studien Lu evaluieren. Die statisti-
schen Tests haben aber im allgemeinen eine zu niedrige Power. um hier zu klaren Aussa-
gen tu gelangen. Bei Typ lll hat man teilweise die Möglichkeit, die durch verschiedene 
Auswertungsstrategien entstandenen Unterschiede zu eliminieren und die Ergebnisse ein-
heitlich dar7ustellen. Da verschiedene Auswertungsstrategien und Modellannahmen schon 
bei der statistischen Analyse einer einzelnen Studie starke Auswirkung auf die Schätzer 
haben können (BLETINER & SAUERBREI, 1993), ist es für eine aussagekräftige Metaanalyse 
notwendig, diese Heterogenität zu eliminieren. Dies ist nur dann möglich, wenn für alle 
Studien ähnliche Risikofaktoren und Confounder erhoben wurden und vorhanden sind. 
Da Eintelhciten der statistischen Auswertung von Beobachtungsstudien nicht prospektiv 
und datenunabhängig vorgegeben werden können, sind während der Analyse immer 
wichtige Entscheidungen zu treffen, für die auch mehrere sinnvolle Alternativen möglich 
sind. Insofern bestehen selbst bei prospektiv geplanten, gepooltcn Auswertungen teilweise 
Unklarheiten be.diglich der Reproduzierbarkeit der Analysen, wenn die Auswertungsstra-
tegien nicht k lar festgelegt werden. 
Reviews und Metaanalysen können sowohl den Stand der Forschung darstellen, als auch 
neue Fragestellungen formu lieren. Dies ist i. a. nicht das primäre Z iel von Typ lil und 
Typ IV, da hier eher neue Fragestellungen bearbeitet werden. Alle 4 Typen der Zusam-
mcnrassungen können insbesondere bei Vorliegen von kontroversen Ergebnissen bisheri-
ger Studien zur Klarheit über Risikofaktoren beitragen. Bei Typ l und II ist die Aussage-
kraft allerdings stark eingeschränkt und falsche Schlußfolgerungen sind leichter möglich, 
insbesondere was die Präzision des gepoolten Effekts angeht. Bei allen Reviews kann 
die kritische Betrachtung zu Verbesserungen des Qualitätsstandards weiterer Studien füh-
ren. Durch die intensive Kooperation verschiedener Studiengruppen gi lt dieser wichtige 
Aspekt vor allem für multizentrisch geplante, gepoolte Auswertungen. 
VI. Diskussion und Zusammenfassung 
Review (Typ 1): 
Die bisherigen Aspekte verdeutlichen die eingeschränkte Aussagekraft traditioneller Re-
views. Diese sind lediglich in der Lage qualitative. jedoch keine quantitativen Aussagen 
1u machen. Sie sind zusätzlich durch die Problematik des Publikationsbias stark beein-
Oußt. Falls sie nicht einem a priori festgelegten strengen Protokoll unterliegen, stellen 
Reviews lediglich subjektive, nicht reproduzierbare Beurteilungen der eingeschlossenen 
Studien dar. Bei sorgfältiger Durchführung können sie einen Überblick über den gegen-
wäi1igcn Forschungsstand bei vergleichsweise geringem Zeit- und Kostenaufwand geben. 
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Metaanalysen aus publizierten Daten (Typ T0: 
Typ II Metaanalysen sind bezüglich Zeitdauer und Kosten den Reviews vergleichbar, 
jedoch wird hier ein gemeinsamer, quantitativer Effekt chätzer berechnet. Sie können 
aus publizierten Daten unabhängig von der Kooperationsbereitschaft anderer Srudien-
gruppen durchgeführt werden. Allerdings ist die Prüfung der Vollständigkeit und Eig-
nung der Einzelstudien und die Nacherfassung von wichtigen unveröffentlichLen Infor-
mationen bei Typ [J - wie auch beim Review - sicherl ich nur eingeschränkl möglich. 
Wie bereits oben erwähnt spiel t hier der Publikationsbias eine wesentliche Rolle. Hinzu 
kommt, daß in epidemiologischen Studien Auswertungen oft explorativ vorgenommen 
und selektiv veröffentl icht werden, woraus eine Übersch~itzung des Effektes bei der Me-
taanalyse resultieren kann. Das Hauptproblem bei Metaanalysen aus publ izierten Daten 
besteht in der Unterschiedlichkeit der EinzelsLudien, t. 8. bezügl ich Studiendesign, Er-
hebungsmethoden, der Definition und Verwendung von Expositions- und Confounder-
variablen und den Auswertungsstrategien. Besonden. problematisch ist die Zusammen-
fassung der Ergebnisse in einem einzigen Schätzer, wenn Studien heterogen sind und 
unterschiedliche Confounder bei der Auswertung berücksichtigt wurden. Die vielfälti-
gen Aspekte der Heterogenität sind bei solchen Zusammenfassungen nicht adäquat 
erklärbar. In vielen Fällen können dadurch Aussagen zu den zentralen Zielen einer 
solchen Metaanalyse wertlos oder sogar falsch werden (BLfffNER et al., 1997) - dann 
sollte konsequenterweise auf die Angabe eines gemeinsamen Effektschätzers verzichtet 
werden. 
Metaanalysen mit Originaldaten (Typ III): 
Die Probleme, die bei Typ II Metaanalysen auftreten, sind teilweise venneidbar, wenn 
auf die Originaldaten, d. h. auf individuelle Daten der Studienteilnehmer, zurückgegrif-
fen werden kann. Dies \'e111rsacht hohe Kosten, erfordert einen sehr großen organisatori-
schen Aufwand, eine enge, kooperative Zusammenarbeit der Studienleiter und ist im all-
gemeinen als mehrjähriges Projekt anzusehen (STEWART & CLARKE, 1995). Wegen diese~ 
Aufwandes wird auch der Literaturrecherche zur ldentifi1.ierung aller relevanten Studien 
eine größere Bedeutung als bei Typ I und Il beigemessen. Daher kann der Publikations-
bias etwas geringer sein als beim Typ Il. Verzerrungen können auftreten, wenn nicht al le 
Studienleiter ihre Daten zur Verfügung stellen. Durch die Kooperation verschiedener 
Studien leiter können auch weitere relevante Studien leichter identifiziert werden. Anhand 
der Daten auf individueller Basis können Auswenungcn nach einheitlichen Gesichts-
punkten neu durchgeführt werden, die die Übertragung der Studienergebnisse auf ver-
gleichbare Populationen ermöglichen. Aufgrund der erweiterten Stichprobengröße kön-
nen auch seltene Expositionen untersucht werden, was in den Einzelstudien aufgmnd 
der geringen Prävalen1.en gegebenenfalls nicht möglich war. Mit Einschränkungen kön-
nen daraus auch neue Hypothesen abgeleitet werden. Eine nachträgliche Verbesserung 
der Qualität durchgeführter Studien ist natürlich nicht möglich. Allerdings können an-
hand der Originaldaten Mängel der Analyse der Einzelstudien beseitigt werden. Auch 
kann bei einer nachträglichen Ausweitung eine gewünschte Adjustierung für Confoun-
dervariablen nur vorgenommen werden, wenn diese bereits in den Einzelstudien erho-
ben worden sind. Die vorliegenden Daten sind fi.ir „wünschenswerte" Analysen häufig 
nicht ausreichend, und die statistische Modellierung wird dadurch in beträchllichem 
Maße beeinflußt. Viele Unterschiede zwischen den einzelnen Studien können aber 
durch aktive Diskussion zwischen den Studienleitern erklärt werden. Ein gemeinsamer 
EfTektschätzer kann generell berechnet werden, dessen Aussagekraft beträchtlich höher 
ist, als der aus Typ JI Metaanalysen. Der enorme Gesamtaufwand für die Durchfüh-
111ng einer Metaanalyse mit individuellen Daten wird an publizierten Beispielen deut-
lich. 
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Prospektiv geplante Metaanalysen (Typ IV) : 
Diese Metaanalysen sind im Vergleich zu den bisher besprochenen Typen in gewisser 
Hinsicht optimal, da hier viele Details bereits prospektiv geplant werden können. Der 
Erfahrungsaustausch aller beteiligten Studienleiter ist hierbei sehr hi 1 freich und man er-
reicht (weitgehend) Einheitlichkeit in Design, Datenerhebung, Auswertung und Darstel-
lung der Einzelstudien. So können z. B. Expositions- und Confoundcrvariablen überein-
stimmend erhoben und in ein einheitliches statistisches Modell eingebracht werden. Wie 
bei den anderen Fonnen der Metaanalyse schließt sich auch hier vor Beginn der Zusam-
menfassung der Einzelstudien die Heterogenitätsuntersuchung an. Durch die Standardi-
sierungen reduziert man bereits einen erhebl ichen Teil der Heterogenität zwischen den 
Studien. Allerdings kann damit der Einfluß dieser Faktoren auf die Ergebn isse nicht 
untersucht werden. In der Behandlung der verbleibenden llctcrogcnität, z. B. durch Un-
tersuchung von Untergruppen, ist die prospektive Metaanalyse den anderen Verfahren 
weit überlegen. 
Der Aufwand für Metaanalyscn vom Typ LV ist verständlicherweise hoch, da Zeit und 
Kosten für die Durchführung aller Einzelstudien und der gemeinsamen Analyse zusam-
mengerechnet werden müssen. Allerdings werden diese Kosten auf mehrere nationale 
und internationale Forschungsgremien (Geldgeber) verteilt. Nicht w unterschäczen ist 
auch der a priori Organisationsaufwand für eine solche Studie: Oft geht eine lange und 
mühevolle Planungsphase voraus. bis ein Konsens von allen Beteiligten gefunden wer-
den kann. Die Erfahrung zeigt. daß auch bei konsequenter Planung Design und Datener-
hebung durch lokale oder regionale Gegebenheiten variieren können. Bestimmte indivi-
duelle Abweichungen können aber zugelassen werden, wenn sie im gemeinsamen 
Kern(Core)protokoll von vorne herein eingeplant und bewußt als Methode integriert wer-
den. Eine Gefahr bei Typ IV Metaanalysen besteht darin, daß sich Planungsfehler der 
Einzelstudien vervielfachen können. Dazu kommt, daß im allgemeinen nach einer gro-
ßen Metaanalysc wenig Raum für neue Studien zur gleichen Thematik besteht. 
Die hier genannten Aspekte beziehen sich auf die theoretischen Möglichkeiten von Zu-
sammenfassungen nicht-randomisierter Studienergebnisse. Bei der Beurteilung der Be-
deutung von ,schwachen' Risikofaktoren mit hoher Prävalenz (wie Pilleneinnahme, 
Östrogentherapie, Passivrauchen) in der Bevölkerung oder bei seltenen Erkrankungen 
sind Zusammenfassungen von vorhandenen Daten notwendig, allerdings mlisscn in ver-
süirktem Maße auch die Grenzen der Aussagen von Metaanalysen gesehen werden. Es 
wäre falsch, sich dabei auf unzulängliche oder inadäquate Anwendungen von Metaanaly-
sen l ll stützen, durch die diese Methode zunehmend in Mißkredit gerät. Wir haben viel-
mehr versucht, die Möglichkeiten und Grenzen dieses wichtigen statistischen Instru-
ments zu diskutieren, unter der Voraussetzung, daß ein möglichst korrekter und 
adäquater Einsatz beabsichtigt wird. 
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Anhang 
Statistische Methoden 
Die gängigen statistischen Mellloden zur Zusammenfassung von Effektschätzem Oi 
(z.B. Log Odds Ratios) der einzelnen Studien beruhen auf der Berechnung eines ge-
wichteten Mitte lwertes der Form 
O" = L: (w;e,)/L: w,, 
und unterscheiden sich hauptsächlich in der Defin ition der Gewichte wi. Bei der Woolf-
Methode berechnen sich die Gewichte beispielsweise als w1 = 1/ var 0,, mit 0; = In OR; 
und var O; = 1 / a; + 1 / b; + 1 / c1 + 1 / d; aus den 2 x 2 Tafeln. Auch die Verfahren von 
Mantel-Haenszel, Peto und DerSimonian & Laird setzen die Information von je einer 
2 x 2 Tafel pro Studie voraus. Für die Fall-Kontrollstudie gibt diese Tabelle die Zahl der 
Fälle und der Kontrollen für jeweils die Exponierten und Nichtexponierten an. In Kohor-
tenstudien besteht sie aus der Anzahl der beobachteten Fälle und der Anzahl der erwar-
teten Fälle (unter der Nullhypothese) fü r die exponie1te und d ie nicht-exponiette Gruppe. 
Das Problem ist, daß statistische Auswertungen, die nur auf der Analyse von 2 x 2 
Tafeln beruhen und z. B. nur ein nichtadjustiertes (rohes) relatives Risiko angeben, im 
allgemeinen verzerrt sind wenn wichtige Confounder vorliegen (BRESLOW & DA Y, 1987). 
Liegen aber wichtige Confounder vor, die auch bei der Auswertung der Einzelstudien 
berücksichtigt wurden, dann sollten Verfahren herangezogen werden, in denen ein (va-
rianzgewichteter) Mittelwert aus adjustierten relativen Risiken berechnet wird. Dabei 
wird die Varianz aus entsprechend komplexen Modellen geschätzt. Bei der Metaanalyse 
Typ IJ muß diese Varianz aus den Veröffentl ichungen ermütelt werden. Sind Schätzer 
aus komplexen logistischen Modellen veröffentlicht oder berechenbar, so ist eine Adap-
tion des Woolf-Schätzers möglich, in dem anstelle der Varianz aus der 2 x 2 Tafel die 
Varianz der adjustierten Schätzer für die Berechnung der Gewichte verwendet wird. 
Wird bei diesen Modellen als einzige Quelle der Variabilität die Zufallsvariation ange-
nommen, so spricht man von sogenannten Modellen mit festen Effekten (fLXed ejfects 
model, FE). Eine Erweiterung bieten die sogenannten Modelle mit zufälligen Effekten 
(random e.ffects model, RE), die l'ür Metaanalysen erstmals von DERSIMONIAN, LAIRD 
(1989) formuliert wurden. Hierbei wird eine zusätzl iche „Variabilität zwischen den Stu-
dien" r 2 mit ins Modell aufgenommen. Indem diese Varianz aber grundsätzlich als „un-
erklärbar" behandelt wird, verschenkt man die Möglichkeit, darin enthaltene systemati-
sche - und damit erklärbare - Variabilität zu isolieren. Wenngleich das RE-Modell 
genereller verwendbar ist als das FE-Modell (z. B. bleibt das RE-Modell auch bei Vor-
liegen von Heterogenität gültig), so gibt es dennoch einige ernstzunehmende Kritik-
punkte, z. B. im Bezug auf Annahmen, Gewichte und Interpretation des Modells 
(GREENLAND, 1987, 1994, LARllOLT & GELBER, 1996). 
FE- und RE-Modelle können für alle drei Typen der quantitativen Metaanalyse ange-
wandt werden. Eine Übersicht über die verschiedenen Methoden für die Metaanalysen 
von Typ rt findet sich z. B. in PETITll 1994, ÜERSlMONIAN & LAIRD 1986, HED-
GES & Ü LKI N 1985, COOPER & HEDGES 1994, GREENLAND 1987 oder FLEISS 1993. Ein 
systematischer Vergleich der Ergebnisse der Verfahren bei der Metaanalyse randomisier-
ter Therapiestudien wurde von BERLIN et al. ( 1989) durchgefüh11. L iegen die individuel-
len Daten vor, so kann der gemeinsame Schätzer mittels logistischer Regressionsanalyse 
oder Poissonregression ermil!elt werden; dabei müssen (im einfachsten Fall) Dummyva-
riablen für d ie jeweilige Studie als Kovariablen im Modell bertrachtct werden. Eine de-
taillierte Untersuchung der Methoden für gepoolte Auswertungen (Typ II I und fV) steht 
allerdings noch aus, u. a. die Implementation dieser Methoden in Modellbildung in Re-
gressionsverfahren. 
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Zur Untersuchung der Heterogenität kommt den graphischen Methoden in der Metaana-
lyse eine zentrale Bedeutung zu. Neben dem Funnel-Plo1 zur Überprüfung von Publika-
1ionsbias kann man u.a. zwei weitere Graphiken zur Visualisierung der Ileterogenitäl 
einselllen: Einfache Heterogenitätsformen (z. B. Zeitabhängigkeit oder geographische 
Einnüsse) lassen sich bereits erkennen, wenn man die einzelnen Effek1schätzer zusam-
men mit ihren Konfidenzintervallen in gewohnter Weise, gegcbenenralls sortiert, neben-
einanderstelll (siehe Abb. 1). Studien, die flir einen großen Teil der Gesamtheterogenität 
verantwortlich sind, lassen sich gut anhand von Radialplots (siehe Abb. 2) identifizieren 
(GALBRAIGllT, 1988; 1994): In einem Scatterdiagramm werden die Gewichte (genau: 
.jW;) des Schätzers in der Metaanalyse und der zugehörige standardisierte Schätzer ge-
geneinander geplottet. Dies bedeutet, daß der Winkel der Verbindungslinie zwischen 
Nullpunkt und Studienpunkt propo1tional zu m EffektschätL.cr (z. B. odds ratio) ist. Stu-
dien mit kleinerem Gewicht (d. h. mit größerer Varianz) kommen dabei näher am Ur-
sprung zu liegen. Die gestrichelte Linie repräsentiert den gepoolten Schätzer (aus Skalie-
rungsgründen verzichtet man oft auf seine explizite Darstellung als Punkt). Die 
gepunkteten Linien stellen eine Art Konfidenzband dar, das alle die Studien enthält, 
deren Konfidenzintervall den gepoolren Schätzer miteinschließt. Bezüglich der Heteroge-
nitäl besonders „einflußreiche" Studien sind diejenigen, die sehr weit von der Linie des 
gepoohen Schätzers entfernt sind, also z. B. außerhalb des Konfidenzbandes liegen. For-
mal entspricht der quadrierte vertikale Abstand einer Studie von dieser Linie nämlich 
genau ihrem Summationsbeitrag in der Q Heterogenitätsstatistik (siehe unten und 
Abb. 2). 
Zur statistischen Beurteilung von Heterogenität stehen eine Reihe von z2-Tests zur Ver-
fügung, 1... B. Score Tests, Likelibood Ratio Tests und nichtiterative Tests (FLEISS. 1981; 
PAUL & DONNER, 1989). Score Tests haben die allgemeine Gestalt 2: { (Obs-Exp )2 f.Var} 
[+ Korrekturterm]; nichtiterative Tests berechnen sich als Q = L w;(ln 0, - In Op)2 und 
werden oft auch als Q-Statistik bezeichnet. In gepoolten Auswertungen (Typ III und IV) 
kann die Heterogenität mit dem Likelibood-Quoticntentest, z. B. im logistischen Modell 
durch Aufnahme von lnteraktionstermen, getestet werden. In der Praxis ist dies jedoch nur 
für relativ kleine Modelle möglich, da sonst die Zahl der lnteraktionsterme sehr groß wird 
und die zugehörigen Schätzungen einer beträchtlichen Unsicherheit unterliegen. Alle Hetc-
rogenitätstest haben das gemeinsame Problem der geringen Power gegenüber sinnvollen 
Alternativen. Es wurde deswegen vorgeschlagen, die Heterogenität zu schätzen und auf 
Tests zu verzichten (MENGERSEN et al., 1995) . Als Schätzer für die l leterogenität dient der 
Parameter -c2, der sich aus der Q-Statistik und den Gewichten w; berechnet. Dieser Para-
me1er geht z.B. auch direkt in das RE-Modell ein (wo er oft auch mit D bezeichnet wird). 
Generell ist eine qualitative und auch subjektive Einschätzung der Größenordnung der He-
terogenität notwendig, um die notwendige Entscheidung bezüglich der Berechnung eines 
gemeinsamen Schätzers zu treffen. 
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Summary 
Periodicities in hearr rate c111d blood pressure con vey imporranr informarion regard-
ing central nervous syste111 regulation. Symparlteric and parasymparhetic acrivity 
can be described by three dominating (heart ra1e) freque11cy components in the 
spectrum of the cardiotnchogram. Spectral n11alysis seems capable of identifying 
various types of pathophysiological states, e.g. hypertension, diabetes, heart disease 
and can be used to study cardiovascular effects of mental or physical load. The 
individual frequency components derived from a heart rate spectral analysis are not 
always wel/ defined, si11ce there is a dynamic imeraction betweerz heart rate, respira-
tory activity and blood pressure. We discuss a recursive spectral estimation using a 
Kaiman filter algorithm to analyse changing frequencies. In this method, the time 
series is modelled as an autoregressive process, with the cmtoregressive coefficients 
being allowed to vary 1vith tim e. The Kaiman f //ter can be used to update the coeffi-
cienrs in the autoregressive model and to compute a time dependent spectral density. 
Some extensions are considered: The State-Dependent Models cleveloped by Priest-
ley can be used to estimme the frequencies when there is a dynamic imeracrion and 
a nonlinear behaviour like frequency entrainment. We i/lustrate the application of 
this approaclz using exa111ples from a simulation and a psychophysiology study. 
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Zusammenfassung: 
Die Schwankungen von f/erzrate und Blutdruck et11halten wichtige Informationen 
iiber den Zustand und die Steuerung des zentralen Nervensystems. Symparhische 
und parasymparhische Aktivirären des Nervensystems lassen sich durch drei clwrak-
teristische Frequenzen der Herzrate beschreiben. Die mir l lilfe von Spekrralanaly-
sen bestimmten Frequenzbänder eignen sich sowohl zur Beschreibung von verschie-
denen Krankheitstypen (z. B. Diabetes, Hyperro11ie) als auch wr Unters11ch11ng von 
mentaler 1111d physischer Belastung auf das kardiovaskulüre System. Die Frequen-
zen der Herzrate stehen in einem direkten Zusammenhang mit der Atemfrequenz 
und den Blutdruckschwankungen sowie äußeren Einf/11ßfaktoren 11nd sind daher 
zeitlich nicht konsrant. 
Z ur Bestimmung der variierenden Frequenzen bietet sich eine rekursive Spektral-
sc/tätzw1g mit dem Kaiman Filter an. Bei dieser Modellierung wird fiir die Zeitreihe 
ein autoregressiver Prozeß mit zeitabhängigen Koeffizienten betracl11et. Die autore-
gressiven Parameter werden rekursiv mit dem Kaiman Filter geschätzt. Fiir jeden Zeit-
punkt kann eine zeitabhängige Spektraldichte mit den autoregressiven Parametern 
bestimmt werden. Eine Erweiterung dieses Ansatzes wird diskutiert: Die von Priestley 
entwickelten wstandsabhängigen Modelle (State-Depende111 Models) eignen sich zur 
Analyse von dynamischen Systemen mit nichtlinearen Eige11scliafte11 ( z. 8. nichtlineare 
Kopplungen wie Entraimnent). Die Anwendung dieser Verfahren wird anhand einer 
Simulation und einem Beispiel aus der psychophysiologischen Forschung gezeigt. 
1. lntroduction 
The study of hean rate (HR) variability has grown from a simple dcscription of the 
spontaneou~ oscillation of the heart rate signaJ to an understanding that thc oscillatory 
bchaviour results from the interaction of feedback machanisms involvcd in physiological 
control. 
Scveral experimems indicated that periodicities in heart rate and blood pressure convey 
important information regarding central nervous system regulation. Sympathetic and pa-
rasympathetic activity can be described by three (heart rate) frequency components in 
the spectrum of the cardiotachogram (BASELLJ et al. (J 987); KITNEY ( 1980) and ROMPEL-
MAN ( 1987)): a high frequency component with a frequency around 0.25 Hz is attributa-
ble Lo respiratory arrhythmia, a frequency rcgion around 0.1 Hz ariscs from spontaneous 
vasomotor activity within the blood pressurc control system, and a frcquency componenl 
around 0.04 Hz corresponds to thermoregulatory activity. The following picturcs show a 
hcarl rate signal and the corresponding power spectrum. 
Thc high frequency (0.25 Hz) component in Figure 2 is inOuenced by the parasympathe-
tic ncrvous system and the low frequency (0.1 fu) component renects the activity of the 
sympathetic nervous system (aJthough the findings relating to this frcquency band are 
inconsistcnt). 
Although thcre have been some attempts to describe heart rate variability in the time 
domain (GROSSMAN and SVEBACK ( 1987) and MULDER ( 1985 a,b)), mosl of the analysis 
is done in the frequency domain. Spectral analysis is a powerful tool in the frequency 
domain for identifying and analysing the frequcncy component~ of the heart rate signaJ. 
Thc spcctral analysis of a heart rate signal seems capablc of identifying various patho-
physiological statcs, e.g. hypertension, diabetes, heart disease ( PAGANI et aJ. ( 1988) and 
LOMBARD! et al. (1987)). B ASELLI et al. ( 1985) have shown that various types of cardiac 
arrhythmia can be characrerised by a particular power spectrum and they suggest that 
thc power spectra can be used to distinguish between different arrhythmia. 
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Figure 2: Power spectrum of 1he hean rate signal 
On the other hand. M ULDER ( 1985a,b) and PAGANI et al. (1986) havc shown that spec-
traJ analysis of a heart rate signaJ can be uscd to study the influencc of mental load on 
nervous system regulation in psychological expcrimcnls. The dominating frcqucncies of 
the hean rate spectrum can bc uscd to describe lhe relationship betwcen mental load and 
sy mpathetic / parasympathetic acti vi t y. 
Tbe frequcncy components derived from a heart rate spectraJ analysis are not always 
weU dclined, since there is a dynamic interaction between various components of the 
lnfonnatil, Biometnc und Epidemiologie in Medwn und Biologie 3/1997 
170 SCHMrl7JURFl·R, Slate-dcpendent time series modcls for hcm1 rate dynamics data ... 
blood pressurc control system. Respiratory aclivity and blood pressure control exert a 
major influence on hcart rate, so Lhat the dominating frequency componcnts of the hea11 
rate signal can vary with time. There are sometimc nonlinear interrelationships bctween 
heart rate, blood prcssure and respiration. The phcnomenon of frequency cntrainment, 
also known as synchronization, is often discussed in physiologicaJ system rescarch (c.g. 
KITl\'EY ( 1987), ROMPELMAN ( 1987), BACONNIER ( 1993)). Entrainme1ll can be observed 
in a nonlinear systcm with at least two coupled oscillators, where the frequencics can 
cbange with time. When the frequency differcncc bctween Lhe two oscillators is largc, 
the output of thc systcm contains only terms corrcsponding to the individual oscillators. 
As the frequency diffcrcnce is decreased, a point is rcached where the system Output 
suddenly consists of on ly one dominant frequcncy component. Thus lhere is a zone in 
which lhe lirst frcqucncy is entrained by the second frcquency. Studying heart variabili-
ty, entrainment can occur when the high frcqucncy component (influenced by rcspira-
tion) decreases (changcd respiration rhythm) and reaches a point at around 0.15 Hz, 
where the high (0.25 Hz) and the low (0. 1 Hz) frcqucncy component lock into a com-
mon frequency component. 
A basic statistical assumption of spectral analysis is at least weak stationarity. i.c. the 
mean, (eo-) variance and spectrum of dle time serics should not change over time. Tl is 
commonly assumed that psychophysiological time series are not stat.ionary (PORGES 
(1985)). Hea1t rate pauems often exhibit complcx drifts and changing freq ucncies. We-
ber et al. ( 1992) studicd Lhc effect of (stationary) spcctral analysis to nonstationary hcart 
rate signals in psychological tasks and they concludcd that nonstationarity may rcsult in 
biased outcomes of significance tests of the effccts of task manipulations on spectral 
indices of cardiac time series. 
There arc scveral ways of analysing nonslationary cardiac signaJs. A difference filter 
can be used to climinate trends in dle data set. The analysis of nonstationary varian-
ces and covariances is more difficuJt. WEBER Cl al. ( 1992) suggested a nonstationary 
test to look for stationary parts of the data and analyse these stationary parts. KrTNEY 
( 1987 a,b), ROMPELMAN ( 1987) and BASELLI and CERUTII (1985) used a "running 
windows technique" to analyse nonstationary data and changing frequencies. The stra-
tegy is to estimatc a running frequency spectrum by taking small, partially ovcrlapping 
time windows from thc time series. Fast Fourier Transformations or Autoregrcssive 
Models are used to compute Lhe power-spcctras in cach window. Although this mcthod is 
more approprialc for analysing nonstationary data, there are restricLions: The slationa-
rity assumption of the signal holds for all data windows, Lhc global stationarity for thc 
whole dala sct is reduced to stationary segmcnts of the data set. SKAGEN ( 1988) 
showed in a simulation that dle running windows technique can rcsult in confusing 
the infom1ation when Lhe time series arc not slationary in the data windows. An alter-
native approach is to usc a time dependent spcctral estimation to anaJyse changing 
frequencies. 
2. Methodology 
SKAGEN ( 1988) addressecl the problem of computing spcctral densities for nonstationary 
biological time series and suggested a Kaiman liltcr algorithrn for computing time-de-
pendent spectral densicies. In this method, Lhe time series (e.g. dle heart rate signal) is 
modelled as an autoregrcssive (AR(p)) process, with the autoregressive coefficiencs 
being allowed to vary with time. An 'instantaneous' spectrum can be computcd from Lhe 
autoregressive cocfficients al each time point. The Kaiman filter can be used to update 
the coefficienls in thc autoregressive model. 
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For a stationary auroregressive process of ordcr p (AR (p)) 
y(1)=a1 ·y(t- l )+a2 · y(t-2)+ ... a11 ·y(1 p)+ 11(1) 
(y(1) ::= observation, e.g. hcart rate signal, 17(1) ::= white noise process), 
lhe speclral density can be computed using the autoregrcssivc parameters a 1• a 2 , ••• a1,: 
a2 f(l) = ,, 
l 1 - a 1 · eiV..n - . .. - a 1, • ei211.l.nl
2 
' 
where A is the frequency, 0 ~ Ä ~ 0.5 
ln order to take variations in the frcquency pattem into account, the stationary autorc-
gressive process described abovc can be generalized to an autoregressive process with 
time dependent autoregressive parameters: 
y(1) = a,(1) · y(1- 1) + a2(1) · y(t - 2) + ... + a11(1) · y(t - p) + 17(1). 
The spectral density is now a function of time and frequency: 
a~(1) fAR(A, t) = 2 · j 1 - a 1, (t) · e;i,,;. - ... - a„(1) . e1'2nt>lj 
This definition is motivatcd by Lhe reJationship bctwccn a stationary autoregressivc pro-
cess and the theorclical spectrum of the process. For stationary AR process, thc thco-
retical spectrnm of thc process is obtained from the autoregressive paramelers 
a 1, a2 , ... ap. A quite natural extension is to use time varying cocfficient autorcgrcssive 
modeJs in the modeling of nonstationary time series. The estimatc of the local spectrum 
at time point t is computed by substiruting the estimates of the time varying AR coem-
cierll model and thc cstimatcs of the innovation variancc a~(1) into the above formula. 
A basic assumption for this time-dependent spectral analysis is that the frequencies and 
the autoregressive parametcrs change gradually with time. The spectral density /AR(?.., 1) 
depends on the developmcnt of the time dependent autoregressivc parameters. Whcn the 
autoregressive parametcrs change slowly, the spectrum changcs slowly too. 
Thc auloregressive modcl with time-dependcnt parametcrs can be formulated in a statc-
space model (Schlingen and Streitberg (1994)) with 
State equation: 
Observation equation: 
State vector: 
and observation matrix 
x(t + 1) = A{t + 1) · x(t) + B{t) · e(t), 
y(1) = C(t ) · x(l) + 17(1), 
x(t ) {a1 {t), a2{t), ... , a„(1))1 , 
C(t) b•(t - 1). y(t - 2), ... . y(1- p)), 
whcre A(r), B(1) and C(1) are known matrices and e(t) and 17(1) are random vectors 
(white noise) with zero mean and covariance matriccs Q (t) and R(t). However, as will 
become evident later in this paper. performance of the fitter depends on the choice of 
the covariance matriccs Q (t) and R(I). 
The discrete Kaiman fitter is a sct of recursive equations that predicts the vector of 
autoregressive coefficients x(t) at time point 1, given thc cstimation at time polnt 1- l . 
Suppose there is an estimation x(t - 1) for x(t - 1) with covariance matrix P(x - 1) of 
the estimation error. The best prediction of x(i) from the Observations 
y( l),y(2), ... ,y(t - l ) will be 
x(r) = A{r) · (r 1), 
where the covariance matrix of the prediction error x(1) - x(1) can be expressed as 
P(r) = A(r) · P(t - 1) · A' (t) + ß (t - l ) · Q(t - l ) · B' (t - 1) . 
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The Kaiman filrer theorem now states that the best linear prediction of x(t) based on the 
obscrvations y( 1 ), y(2),- · · ,y(t), is given by 
x(t) = [I - K(t) · C(t)) · i (t) + K(t) · y(t): 
whcre thc Kaiman gain vector is given by 
K(t) = P(t). C'(t) - [C(t) . P(t). C'(t) + R(t)) 1 
and rhe covariance matrix of the estimation en-or is given by 
P(r) = [I - K(t) · C(t)] . P(1). 
The spectral dcnsity can bc computed at each time point t using the state vector x(t). 
Thc modcl order p of the autoregressive proccss nceds to be fixcd. In gcncral, for auto-
regrcssive spcctral analysis, a rough rule of thumb is that if therc arc k frcquency com-
poncnts in the spectrum, then a model order of p = 2k 1- 1 should be choosen. Heart 
rate signals often manifest two or tbree frequency cornponcnts; consequently, a model 
order of p = 5 or p = 7 should be choosed after trend elimination. 
SKAGEN (1988) and Woolfson (1991) considered a model where the time varying autore-
gressive coefficients can be expressed as a random-walk: 
a;(t) = a;(t - 1) + e;(t) (e;(t) ~ white noise process) . 
Skagcn ( 1988) dcrnonstrated that slowly varying frequencies can be followed very close-
ly by this rncthod. When there are nonlinear interrelationships bctween the frequency 
cornponcnts such as a frequency entrainment as discusscd above, this approach can be 
extended: The change of the process can be used as additional information to estirnate 
the nonlincar behaviour of tlle autoregressive pararneters. PRIESTLEY (1980, 1988) 
developcd the State-Dependent Models (SDM) as a general class of nonl inear models 
based on this idea. The basic idea for the nonlinear (stale-dependent) autoregressive 
models is to look for a model which approximates the behaviour of ehe process by a 
linear AR model of order p, while pennitting a description of its behaviour about small 
deviations of the process frorn its current state. The statc-dependent model represents a 
local linearization of a general nonJ inear model. The autoregressive parameters are local-
ly linearly approximated. The state-space is spli tted up into a large number of small 
segments and Lhe process is regarded as locally linear within each scgment. In the state-
dependent rnodels, the autoregressive pararneters are functions of the stale of the pro-
cess: 
y(t) = a 1 ( <p(t - l, p)) · y (c - 1) + „ . + ap ( <p(t - l ,p)) · y (t - p) + TJ(t) , 
where the state of the process can be defined in the time domain using the observations 
as originally supposed by PR!ESTLEY ( 1988) : 
<p(t - l ,p) = [y(t - 1), ... . y(t -p)) 
or in the frequency domain using tbe autoregressive pararneters as discussed by SCHMITZ 
(1995): 
<p (t - l ,p ) = [a1 (t - 1), .. „ aµ (t - I )) 
(frequeney dornain, because the frequency components can be computed directly from 
the noise variance R(t) and tJ1e autoregressive parameters using a Fourier transforma-
tion). 
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Provided Lhat the coefticients of the state-dependenl model are smooth functions of the 
state, lhc cocflicients may be written as 
a;(t) a, (r - l )+ L\cp(r-I ,p) ·<p;(t- 1) i l , ... , p , 
CfJ;(t - 1) = [cp;1 (r - 1 ) .... , 'P;p(t - l )]', 
whcre L\cp(r - 1 , p) is given by 
L\cp(t - 1 ,p) = [y(r - 1) -y(r-2) , . . . ,y(r - p) - y(r p - l)J 
in the domain and 
L\cp(t - 1,p) = [a1(r- 1) - a1(r -2), ... , a„(1 - 1) a,,(t - 2)] 
in U1c frcqucncy domain 
Thc cocfticicnts <p;(t - 1) are permitted to wander in Lhe form of a random walk. 
The slatc-dependcnt model can be expressed in state-space form: 
Statc cquation: 
x(t) = A(t). x(t - 1) + B(t - 1) . E(t) 
A (t) = [ 11, Ip ® L\<f>(t - l.p)] ' 
O (pµJ .p l p·p 
(® Kronecker product), 
B(t - 1) = [o O,, 
(pp) " 
x(r) = [a1 (r), .... ap(t), <p11 (t) ..... <p1p(r), .... qi„„(r)]', 
Observation cquation: 
y(t) = C(t) · x(t) + 11(1) 
o,, (pp)] 
l (pp) . 
y(t) [y(t - l), y(t - 2), .. . y(t - p), + 17(1) . 
<p1,p(t) 
To distinguish sevcral forms of slate-dependent models, the latter form using thc cocffi-
cients as functions of Ll1e autoregressive parameters will be callcd Frcquency Statc-Dc-
pcndent Models (FSDM). 
The covariance matrices Q(t) and R(t) are often assumcd to be constanl: 
Q(r) - Cov(e(t)) = Q and 
R(t ) Var(17(1)) - r2 . 
For tJ1c covariance matrix of the noise in the state equation, E(t), a Special diagonal 
fonn is oftcn considercd: 
Q = [ o„ or{p·p) ] 
Ü (p p) xp a · l„.„ 
Although Lhis is an arbritrarily restriction, Ll1is assumption decreases the number of esti-
matcd parameters. 
The choice of Ll1e covariance matrices Q(t) and R(t ) is important for the perfonnance of 
the filter. ff me trade-off parameter 
2 0 2 
µ =-
r 2 
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is small, Lhen the state vector x(t) should nol change very much ove1· Lime. On the other 
hand, !arge values of o2 compared with 12 permit rapid changes in the state vector x(t) 
thcrcby cnsuring no smooth development of thc auLoregrcssive paramelers and frequen-
cies. Thc choice of o2 and r2 depends on how quickly the state vcctor changes, i.e. 
dcpcnds on the assumed smoothnesss of the state vector. PRIESTLEY ( 1988) and CART-
WRIGl IT ( 1984) suggested an exploratory approach to search for a grid of values for the 
variances that optimize some relevant model selcction critcria. Skagen (J 988) suggested 
to fix thc adaptive abil ity of the filter 
Q Yar(y(t) - .Y(t)) - Var(y(t) - y(r)) 
Var(y(t) - y(t)) ' 
y(1) = C(1) . x(1), Y(1) = C(1) . x(1) 
and to choose the corresponding values for thc varianccs o2 and r2• On the basis of 
simulations for time series with changing frequencies and nonlinear behaviour (entrain-
ment), he suggested choosing Q = 0.5. This fixation may be good for simulated data 
but the changes of the frequencies are often very different for physiological data like the 
heart rate signal. The fixation of the adaptive ability can result in misleading information 
(SCHMlll ( l 995)). 
KITAGAWA (1983) discussed an estimation for the trade-off parameter p 2 using a maxi-
mum likelihood approach. If e(r) and rJ(t ) in the state and Observation equations are 
Gaus ian white noise scquences and the initialisation value~ arc normaly distributed, a 
solmion for maximum likelihood for the trade-off parameter /t2 can be found using a 
numerical optimization procedure. 
Thus one defines the Akaike's information criterion (AIC) as a function of the trade-off 
parametcr and the unknown parameters and use this critcrion as a measure for model fit 
(KITAGAWA, 1993). 
3. Applications 
Pricsllcy (1988) and Skagen (1988) suggestcd starting thc Knlman filter algorithm by 
fiuing a conventional linear autoregressive model (solving thc Yulc-Walker Equations) to 
an initial strctch of the data. lt can be shown that thc Kalmnn filter is a stable filter for 
the modcls discusscd here so that a misspecification of thc initial valucs has only a 
small innucnce at the bcginning of the recursive estimation. Moser ( 1989) showed this 
for the model discussed by Skagen (1989) and Schmitz ( 1995) for thc statc-dependent 
models and the frequency state-dependenl models. 
Example 1: 
The first cxample is the application of the state-depcndent models 10 the estimation of a 
gradually changing spectrum of an artificially generated time scric~ illustratcd in Figure 3. 
Thc time series is generated by 
y(t) = a1 (1) · y(t - 1) + a2(r) · y(t - 2) + .. . + as(t) · y(r - 5) 
+ 17(1) r = l. .... 500. 
whcre 17(1) "' N(O, 1) and the autoregressive parametcrs corresponds to Lhe theoretical 
spectrum at time point t. Thus the gradually changing spcctrum is defined by the slowly 
changing autoregrcssivc pararneters as described by SCHMITZ ( 1995). 
The change of the theoretical instantaneous spectrum is i llustratccl in Figure 4. 
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Figure 3: Artificially generated autoregressive process with changing frequencies. 
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Figure 4: Changing frequency speclrum 
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Table 1: Summary sratistics of the model filted to lhe data for the first !000 observalions shown in 
Figure 3 
Order p of AR Simple AR (Skagen, 1988) FSDM 
3 
4 
5 
6 
7 
MSE(AR) 
0.069 
0.061 
0.052 
0.055 
0.063 
MSE(y) 
3.24 
2.97 
2.75 
2.79 
2.81 
MSE(AR) MSE(y) 
0.076 3.33 
0.047 3.01 
0.038 2.42 
0.039 2.54 
0.039 2.79 
Note. MSE(AR): Mean square error of simulated and estimated autoregressi ve parameters 
l /> T 
(MSE(AR) = - 2:::: 2: (a;(t) - a;(t))2 , a;(t) :: simulated, <i;(t) =: estimated) 
T·Pi = lt = I 
MSE (y): Mean square error of simulated and estimated observations 
(MSE (y) = ~ 
1
tyi(t) - y(t))2 , y(t) = sirnulated, y(t) = estimated). 
In the first pait, there ai·e two dominating constant frequency components at arouod 
0.1 Hz and 0.3 Hz. In the second part, the high frequency component decreases and this 
change results in an entrainment (one dominating frequency) in the rniddle of the tirnes 
series. Entrainment holds only for a short time, after that, the high frequeny component 
increase. The time series with entrainment was simulated using time dependent autore-
Power 
3 
2 
1 
Time [sec] 
Frequency [Hz) 
0 1 
Figure 5: Recursive estimated spectral density (FSDM(S)) 
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gressive parameters although chere are some oLher possibilitics to simulaLe entrainment 
(GLASS and MACKLEY, 1979). 
To assess the qualiLy of the modcl litting, Lhe mean square e1Tors (MSE) of simulated 
and cslimated paramclers were uscd lo compare scvcral models. Table 1 shows the sum-
mary sLatistics of various models fiucd to the data. 
The frequency state-dependent autoregressive model of order 5 attains the minimum of 
MSE. As shown in Figure 5, a good reproduction of the changing spectrum was obtain-
cd using the modcl. 
Example 2 : 
The following example is from a study on asscssment of cardiovascular effects of sen-
sorimoLor work. Modem workplaccs are not so much characterized by muscular activity 
per sc but by sensorimotor coordi nation tasks (LANDAU and ROHMERT ( 1989)). For these 
reasons, we chose a standard sensorimotor task to study cardiovascula.r effccts under 
tield conditions. In this study, blood-pressure and heart rate changes induced by a stan-
dard sensorimotor task were compared (K UGLER et al. (1995 a)). This standard sensori-
motor task was a subtest of the Schoppe-performance test: aiming with the dominant 
arm (Vienna Test-System; Schuhfricd Co., Austria) and requires a person to touch a row 
of metallic contacts with a metallic pen as oftcn as possible in a given rimc interval. 
Number of co1TecL Louchings and number of errors, i.e„ not touching the target properly, 
wcre recorded. HcarL rate and blood pressure were measured continously and noninvasi-
vely on the left hand with the Penaz-method. The experiment consisted of six tasks of 4 
min. each, during which tbe subjccts worked on the above described aiming. We investi-
gatcd whetber the dominant frequcncies of the hearts rate signal changed before, during 
and aftcr the tasks. 
Thc fo llowing figure shows thc heart rate signal of an individual healthy subject enga-
gcd in the sensorimotor task. 
Heart rate 
[bpm) 
120 
100 
80 
60 
40 
20 
0 
0 200 
sensorimotor 
work 
1 1 
break 
1 
600 1000 1400 1800 2200 2600 
Time [sec] 
Figure 6: Hean rate signal during a scnsorimotor task 
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A time dependenL spectral density, illustratcd in Figure 7, was estimated using an autore-
gressive statc-depcndent model of order 5 (FSDM(5)) after detrending (differencing) and 
band-pass-liltering: 
o.s 
g„ = f H(?..) · e-2'-rAu cU 
. o.s 
{ 
1 0.07 :5 ?. :5 0.40} (u = - 20• · · · ' 20) H(?.) = 0 olherwise · 
We used a band-pass-liltcr because we are only interested in the changc of the Lwo 
dominating frcquency components. 
Table 2 shows thc summary statistics for various models for the time series shown in 
Figure 6. The FSD Model of order 5 attains the minimum MSE. 
Figure 7 shows the tracking of the dominant frcquencies for a part of the time series. 
The two dominating frequency componenls can be identified easily. They vary with time 
and are affected by the experimental task. At thc end of the sensorirnotor work, there is 
an entrainment situation: the high frequency component decreases and is entraincd by 
the low frequency componenl for a short time. Al the end of the tas k, during Lhc break, 
two frequency components exists and there is only a small variation . We obscrvcd this 
Situation very oftcn: during mental or sensorimolo r work, there is ohen a dynamic beha-
viour of the frequcncy components, they changc ovcr time and sometimes an cntrain-
Power 
3 
2 
1 
0 
Frequency (Hz] 0.05 
Figure 7: Time dependcnt ~pectral density during a sensorimotor task. 
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Table 2: Summary statistics of the model fitted to the data shown in Figure 5 
Order of AR 
3 
4 
5 
6 
7 
Simple AR 
(Skagen, 1988) 
MSE (y) 
4.45 
4.23 
3.93 
3.98 
4. 12 
FSDM 
MSE (y) 
4.29 
3.84 
3.61 
3.82 
4.48 
Note. MSE (>•): Mcan square e1Tor of simulated and estimated observations 
1 T (MSE (y) = T2:(.y(1) -y(1))2, ji(t) = simulated, ji(1) = estimatcd). 
1 1 
menl can be found. On the other hand, wheo there is no mental or physical load, the 
frequency componenls are often stable over time (in healthy subjects). 
The variation of the high frequency component during the psychomotor work can be 
explained by a changed rhythm of respiration throughout the task. 
When there is a slight variation of the frequency components, thcre is only a small 
difference betwcen the (more simple) approach discussed by SKAGE.N ( 1988) and the 
(more complcx) frequency state-dependent models we considered. The approaches differ 
when there is a dynamical bahaviour. 
4. Discussion and outlook 
Recenl devclopmcnt of medical engineering allows physiologists and medical doctors in 
intensive carc 10 collect an enormous amount of physiological data. An adcquate under-
standing or 1hcsc data wi ll be of imporrance for fundamental research, diagnosis and 
therapy. For cxamplc, heart rate nuctuations can be uscd as an indicalor of c11rd iorcspira-
tory rhythm coordination. Linear techniques have on ly been successful al cxplaining a 
porüon of lhe total variance in hea1t rate and arterial blood-pressure variability. The 
remaining variancc must be accounted for by nonlinear system elements, as proposed by 
previous authors (EDBl!RG ( 1980); KlTNEY ( 1979.1987 a,b) and SAUL. ( 1991 )). 
We have suggested a method for computing time dependenl spectral densities for nonsta-
tionary data by applying an autoregressive model with varying coeflicients which are 
updated using the Kaiman filter algorithm and which can been used to calculate time 
dependent spectral densities. 
The Kaiman fitter is often used in smoothing and forecasting. Especially thic; approach 
is a valuable tool in fiuing nonlinear mixed effects models in population toxicokinecics 
(BECKA and URFER ( 1994) and URFER and BECKA (1996)). In patient monicoring, the 
filter is used to detecl signal changes (HEATH ( 1984)). Our purpose was different be-
cause we were interested in describing changes of dominating frequencies. We used 
approaches discussed by SKAGEN (1988). KiTAGAWA (1983) and PRtESTLEY ( 1988) and 
developed a state-dcpendent autoregressive model for a recursive spectral estimation to 
identify quickly changes and entrainment of the frequencies. We discussed this mcthod 
by simulated and empirical data and showed that the tracking of the frequcncies can be 
followed very closesly by this mechod when there is a dynamic interaction of the fre-
quency components. 
Jnformatik. ßiometne und Epodcnuoloe,ic 111 Mcdi1111 und Biologie 311997 
180 SCHMITZIURR:.R. State-dependent time series models for heart rate dyn amics data ... 
Rccursive specLral estimation using a Kaiman fitter algorithm is a powerful tool in basic 
rcsearch for studying centraJ nervous system regulation in Lhe complex physiological 
system. In clinical practice, time dependent spectral analysis can be used to identify and 
diagnose several pathologies by studying the neural Feedback mechanisms, c.g. patients 
with diabetes (BASELLI et al. (1987)) or people who havc had hean auacks and are at 
risk of further attacks. 
The aim of this paper was eo presenc a method lhat can identify c hangi ng frequencies 
whcn the numbcr of ehe freq uencies a.re known. There arc some possible extensions : a 
recursive trend function can be considered for eliminating drifts and trends in lhe data 
(SCHMITZ et al. ( 1995)). 
Wc used U1e meU10d in lhe univariate case to illustrate the clin ical application alt-
hough lhe approach can be extended to a multivariate spcctral a11alysis lo study tbe 
interrelation between several physiological variables, c.g. hcart rate and blood-pressure. 
Progress in biomedical methodology made it feasiblc to determinc blood-prcssure 
non-invasively and continously from the finger artery with the Penaz method (KUGLER 
et al. (1994, 1995b)). Neverless, there has been very few attcmpts al modeling multi-
variatc nonstationary covariance data. Hopefülly, lhe rccursive spectral estimation. as 
indicated herein, will encourage more extensive applications in clinical practice and 
basic rescarch. 
Rcccntly, Bettermann and VAN LEEUWEN (1992) and VAN LEEUWEN et aJ. (1995) 
described a dimensional analysis of 24 hours electrocardiograms. Their analysis ap-
plies the methods of nonlinear dynamics to quantify the struclured order in periodic 
signals and lhereby attempts a description of its complexity. There is a need for more 
statistical research on nonlinear time series methodology and mullivariale time series 
analysis to solve practical problems related to online monitoring of physiological para-
meters. 
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Zusammenfassung 
Boniturdaten, wie sie in landwirtschaftlichen Versuchen erhoben werden, sind oft 
geordnete kategoriale Daten. Solche Daten kön11en mit dem sog. Schwellenwertmo-
dell ausgewertet werden. Um hierbei die der Versuchsanlage zugrundeliegende Ran-
domisationsstruktur adäquat w berücksichtigen, ist es nollVendig, zufällige Effekte 
in das Modell aufzunehmen. Die vorliegende Arbeit stellt ein iteratives Ve1fahren 
zur Schätzung solcher Modelle vo1; welches auf der Anwendung der Restricted Ma-
ximum Likelihood (REM L)-Methode zur Schätzung von Varianzkomponenten be-
ruht. Zur Erlä11tenmg werden zwei empirische Datensiitze herangezogen. 
Summary 
Scores, as accruing from agricultural experiments, are often ordered categorial dato. 
Such dato can be analysed 11si11g the socalled threshold 111odel. ln order to take 
account of the under/ying randomization structure, it is necessary to inco1porate 
random effects into the model. The present paper introduces a11 iterative procedure 
for estimati11g such models, which is based on an application of tlze Restricted Ma-
:<inwm Like/ilzood (REM L)-method for estimating variance components. Two em-
pirical data sets are used to exemp/ify the metlzod. 
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1. Einleitung 
In landwirtschaftlichen Feldversuchen werden häulig Bonituren anstelle von quantitati-
ven Merkmalen erhoben. So kann beispielsweise der Pilzbefall von EinLelpnanzen in 
Sortenversuchen mit Hilfe einer ordinalen Boniturskala von 1 bis 9 erfaßt werden ( 1 = 
kein Befall: 9 sehr hoher Befall). Dabei wird je Parzelle eine Stichprobe von Pflanzen 
untersucht. Zur Auswertung von Boniturdaten wird oft die Varianzanalyse herangezogen. 
Allerdings erfüllen Bonituren nicht die Voraussetzungen der Varianzanalyse (Additivitä t 
der Effekte, Unabhängigkeit der Fehler, Varianzhomogenität, Normalverteilung). Ein spe-
zielJ für ordi nalskalierte Daten entwickeltes Modell ist das Schwellenwert-Modell von 
MCCULLAGll ( 1980). Es läßt sich in die Klasse der GeneraJisietten Linearen Modelle 
(GLM) einordnen (McCuLLAGH und NELDcR, 1989). Die Anwendung dieses Modells 
zur Auswertung von Boniturdaten aus landwirtschaftlichen Feldversuchen wurde unter 
anderem von URFER und QUEBE-FEHLING ( 1984), THÖNI ( 1985. L992) sowie SCHU-
MACHER und THöNI ( 1990) vorgeschlagen. 
Beim Schwellenwertmodell von McCULLAGH folgen die Häufigkeiten in den Bonitur-
klassen einer Multinomialverteilung. Dieses ist die einzige stochastische Komponente. 
Ein solches Modell ist für landwirtschaftliche Versuche nur dann sinnvoll, wenn Zufalls-
effekte einzig durch Stichprobenfehler zustande kommen. In einem einfachen Blockver-
such hieße dies, daß der Parzellenfehler (Versuchsfeh ler) gleich Null ist. Diese Annahme 
ist dann gerechtfertigt, wenn die Bedfogungen innerhalb eines Blocks annähernd homo-
gen sind. In aller Regel hat man es aber mit Bodenunterschieden innerhalb eines Blocks 
zu tun, und diese können einen Einfluß auf den Pilzbefall der Pflanzen und somit auf 
die Verteilung der Bonitumoten haben. Wegen der Randomisation der Versuchsglieder 
sind diese Unterschiede als zufällige Effekte zu betrachten. Es liegt daher nahe, das 
Schwellenwertmodell um einen solchen zufälligen Parzelleneffekt zu erweitern. Es sind 
dann zwei Zufallseffekte zu berücksichtigen: der Versuchsfehler und der Stichprobenfeh-
ler. Dies gilt auch für andere Versuchsanlagen, wobei sich der Versuchsfehler je nach 
Randomisationsstruktur aus mehreren Komponenten zusammensetzen kann, so z. B. bei 
Spaltanlagen und Streifenanlagen. Weitere zufällige Effekte können notwendig sein, 
wenn Versuchsserien ausgewertet werden sollen. 
Eine Erweiterung des Schwellenwertmodells um zufä ll ige Effekte ist von verschiedenen 
Autoren vorgeschlagen worden (G!ANOLA und FOULLEY, 1983; HARVILLE und MEE, 
1984; GtLMOUR et al„ 1987). Die Modellparameter können mit der Maximum-Likeli-
hood (ML) Methode geschätzt werden (Janscn, 1990, 1992). Bei Modellen mit mehreren 
zufälligen Effekten, insbesondere, wenn es sich um kreuzk.lassifizierte Effekte handelt, 
ist das ML-Verfahren rechentechnisch sehr aufwendig. KEEi"I und ENGEL ( 1996) haben 
ein iteratives Verfahren vorgeschlagen, welches auf der Restricted Maximum Likelihood 
(REML)-Melhode lUr Schätzung von Varianzkomponenten basiert (iterative reweighted 
REML = lR-REML). Mit diesem Verfahren können auch größere Datensätze und Mo-
delle mit mehreren zufälligen Effekten bewältigt werden. 
In dem vorliegenden Beitrag wird das Schwellenwertmodell mit festen und zufälligen 
Effekten diskutiert und ein SAS-Makro zur Schätzung der Modellparameter nach der 
Methode von KEBN und ENGEL ( 1996) vorgestellt. Die Anwendung wird anhand zweier 
Beispiele aus dem landwirtschaftlichen Bereich demonstriert. 
2. Das Schwellenwertmodell 
Das Schwellenwertmodell basiert auf der Annahme, daß der beobachteten Bonitumote 
eine kontinuierliche, nichc beobachtbare (latente) Zufallsvariable z zugrundeliegt. Die 
latente Variable kann Werte im Bereich zwischen -oo und +oo annehmen. Man kann 
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sich vorstellen, daß dieser Bereich in genau so viele Abschnitte unterteilt ist, wie es 
Boniturklassen g ibt. Die Grenzen d ieser Abschnitte werden auch als Schwellenwerte (8: 
threshold values, cutpoints) bezeichnet. Nimmt die latente Variable z einen Wert unter-
halb des kleinsten Schwellenwertes an, so wird die Boniturnote 1 beobachtet bzw. ge-
messen. Liegt ~ zwischen dem er:.ten und zweiten Schwellenwert, wird die Bonitumote 
2 gemessen, usw. Bei J Boniturklassen werden J - 1 Schwellenwerte benötigl. Aus for-
malen Gründen ist es günstig -oo und + oo ebenfalls als Schwellenwerte zu bezeichnen, 
so daß gilt: -oo = Oo ~ 81 :::; • • • :::; 01 _ 1 ~ (Ji = oo. In landwirtschaftlichen Versuchen 
werden meistens mehrere Pnanzen je Parzelle bonitiert. D.ie Anzahl der in einer Parzelle 
in den Boniturklassen 1 bis J beobachteten Pflanzen folgt einer Multinomialverteilung, 
deren Wahrscheinlichkeiten von der Verteilung der latenten Variablen z sowie von der 
Lage der Schwellenweite abhängen. Übliche Annahmen sind, daß z einer Normalvertei-
lung oder einer logistischen Verteilung folgt. Diese beiden symmetrischen eingipfligen 
Verteilungen haben eine sehr ähnliche Fonn und führen in der Regel zu übereinstimmen-
den Ergebnissen. Im folgenden wird nur die Normalverteilung betrachtet. Die Wahr-
scheinlichkeit, daß die Boniturnote j beobachtet wird, berechnet sich als die Fläche unter 
der Normalverteilungskurve zwischen den Grenzen Oj 1 und ()j· Bei hohem PilzbefalJ 
kann es beispielsweise sein, daß der Erwartungswert von z so liegt, daß die höchste 
Wahrscheinlichkeit in der höchsten Boniturklasse liegt. Bei niedrigerem Befall dagegen 
ist der Erwartungwert von z so verschoben, daß die höchsten Befallswahrscheinlichkei-
ten in den niedrigeren Boniturklassen auftreten. Näheres zu diesem Modell findet sich 
bei McCULl.AGH und NELDER (1989: 152). 
Es ist üblich, für z ein Lineares Modell anzunehmen, so wie es auch bei der Varianzana-
lyse verwendet wird. Im fo lgenden wird von einem Blockversuch ausgegangen, in wel-
chem mehrere Behandlungen untersucht werden. Je Parzelle wird eine Stichprobe von 
Pflanzen bonitiert. Für den (beclingten) Erwartungswert der latenten Variablen z in der 
rs-ten Parzelle einer Blockanlage ist das Modell 
(1) 
wobei zr$1 die latente Variable der t-ten Pflanze der r-ten Behandlung im s-ten Block ist. 
T/r.f wird als linearer Prediktor bezeichnet. Dieser setzt sich aus folgenden Modelleffekten 
zusammen: dem Behand lungseffekt ar. dem Blockeffekt ßs sowie dem Versuchsfehler 
Urs· Das Modell für Zm ist dann 
(2) 
wobei em ein Stichprobenfehler ist, welcher einer Standardnormalverteilung folgt. Beob-
achtet wird nicht Zrs" sondern die Boniturklasse, in welche Zrsi fällt. Fi.ir jede Parzelle 
beobachten wir daher die Häufigkeiten der Boniturklassen 1 bis J. Die Parameter des 
Modells (1) (ar i ßs, Urs) können mit der Maximum-Likelihood (ML)-Methode geschätzt 
werden, welche auf iterativen gewichteten Kleinstquadratschätzungen (iteratively re-
weighted least squares; IRLS) beruht (McCULLAGll, 1980). Basierend auf diesen Schät-
zungen können Differenzen zwischen Behandlungen sowie die dazugehörigen Standard-
fehler berechnet werden. 
3. Erweiterung des Schwellenwertmodells um zufällige Effekte 
Die im vorangegangenen Abschnitt beschriebene Analyse nach McCULLAGH (1980) (im 
folgenden kurz mit IRLS bezeichnet) ist allerdings problematisch, weil der Versuchsfeh-
ler Urs wie ein fester Parameter und nicht als Zufallsvariable behandelt wird, wie es für 
die Auswertung eines Blockversuchs mit Stichprobennahme in den Parzellen notwendig 
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wäre. Eine gültige Auswertung ist nur dann möglich, wenn der Versuchsfehler in Modell 
(1) gleich Null gesetzt werden kann. ln diesem Fall liefert die IRLS-Methode von 
McCULt.AGH gültige Standardfehler. Ist der Versuchsfehler aber von Null verschieden, 
was die Regel sein dürfte, sind die berechneten Standardfehler zu klein. Für eine adä-
quate Auswertung ist es notwendig, den Versuchsfehler lln als Zufallsvariable mit Mittel-
wert 0 und Varianz o7, zu betrachten. In diesem Fall haben wir es mit einem gemischten 
Modell (Mixed model) zu tun. Für ein solches Modell stehen mitllerweilc einige Aus-
we1tungsverfahrcn zur Verfügung. Ihnen allen ist gemeinsam, daß durch die Einführung 
von zufälligen Effekten adäquate Standardfeh ler für die Schätzungen der festen Parame-
ter erhalten werden. Im hier vorliegenden Fall bedeutet dies, daß die Schät.wngcn der 
Behandlungseffekte und ihrer Differenzen (tendenziell) einen höheren Standardfehler er-
halten, als wenn der Versuchsfehler wie ein fester Effekt behandelt wird. Letzteres flihrt 
zu einer UnterschätLung der Standardfehler. 
Die Schätzung der Parameter (ar, ßs· a~) kann auch in einem gemischten Modell nach 
der ML Methode erfolgen (JANSEN, 1990, 1992). Allerdings erfordert dies Verfahren 
eine aufwendige hochdimensionale Integration, was bei größeren Datensätzen LU Proble-
men führen kann. Kl:.EN und ENGEL (1996) haben daher ein alternatives Verfahren vorge-
schlagen, welches auf der Restricted Maximum Likelihood (REML)-MetJ1ode zur 
Schätzung von Varianzkomponenten basiert (JR-REML = Inte ratively rcweightcd 
REML). Dieses Verfahren stellt eine Erwe iterung IRLS-MetJ1ode dar. lm wesentlichen 
wird das Modell fiir d ie iterativ zu aktualisierende korrigierte abhängige Variable um die 
zufälligen Effekte erweitert und der iterative Schrill der Kleinstquadratschätzung (IRLS) 
durch die Lösung der Mixed-Model-Gleichungen ersetzt. Details sind im Anhang be-
schrieben. Das lR-REML Verfahren erlaubt auch die Verrechnung größerer Datensätze. 
Es löst dieselben Schätzgleichungen wie die Verfahren von GtANOLA und FOULLEY 
(1983) und HARVILLE und MEE (1984). ist aber deuclich schneller. In Modellen mit nur 
einem Fehlerterm ist die IR-REML-Methode aquivalent zur IRLS-Methode. so daß ML-
Schätzungen erhalten werden. Für gemischte Modelle liefert lR-REML keine ML-Schät-
zungen, aber die Ergebnisse stimmen gut mit denen der ML-Methode von JANSEN 
(1990, 1992) überein. IR-REML ist ähn lich motiviert wie Quasilikelihood Schätzung 
(WEDDERBURN, 1974), da nur Annahmen liber Erwartungswerte und Varianzen gemacht 
werden müssen, jedoch keine vollen Verteilungsannahmen wie be i der ML-Methode 
(K EEN und ENGEL, 1996). Wird fü r die zufälligen Effekte eine Normalverteilung ange-
nommen, berechnet die Methode sog. Maximum Hicrarchical Likelihood Schät.wngen in 
Sinne von LEE und NELOER (1996). 
Prozeduren zur Schätzung des Schwellenwertmodells mit festen Effekten nach der IRLS 
Methode von McCULLAGH sind mittlerweile in den gängigen Statistikpaketen implemen-
tiert. In SAS beispielsweise kann die Prozedur LOGISTIC verwendet werden (SAS In-
stitute, 1990). Pro1eduren für das Schwellenwert Modell mit gemischten Effekten sind 
dagegen bisher nicht standardmäßig verfügbar. Für TR-REML steht eine GENSTAT-Pro-
zedur (CLASS) lUr Verfügung (KEEN und ENGEL, 1996). Ich habe ein SAS-Makro ge-
schrieben, welches auf der Prozedur MIXED beruht. Dieses Makro ist für die folgenden 
Berechnungen verwendet worden. Es ist unter http :\www\wiz.uni-kassel.de\fts\ erhältlich. 
4. Numerische Beispiele 
Als Beispiel wird ein Versuch verwendet. bei welchem sechs Rapssorten in einer rando-
misierten vollständigen Blockanlage in vier Wiederholungen auf den Befall mit P/10111a 
/i11gam geprüft wurden (SCHUMACHER und THö-.1, 1990). Auf jeder Parzelle wurden 25 
EinzelpOanz.en auf einer Skala von 1 bis 9 bonitiert. Die Daten wurden .wnächst mit 
der IR-REML-Methode nach dem Modell E{:.:m) = IJr.• = O.r + ß s ausgewertet, d. h. der 
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Versuchsfehler wurde ignoriert. Für dieses ModeU stellen die Schävwene ML- Schätzun-
gen dar, da der lineare Prediktor nur feste Effekte enthält. Die IR-REML-Methode ent-
spricht hier somit der LRLS-M ethode. Das Ergebnis ist in Kasten 1 wiedergegeben. Der 
Output ist von der SAS Prozedur MIXED (SAS Institute, 1992) berechnet und wie bei 
üblichen gemischten Modellen zu interpretieren. Neben dem F-Test wird der Wald-Test 
für feste Effekte angegeben. Alle Tests und die zugehörigen Überschreitungswahr-
schein lichkeiten sind nur approximativ gliltig. Das Schwergewicht der Interpretation 
sollte auf die Differenzen und deren Standardfehler gelegt werden. Differenzen, die grö-
ßer als das zweifache des Standardfehlers sind, können als signifikant bewertet werden. 
Die Ergebnisse in Kasten 1 stimmen den Relationen zwischen den Differenzen nach mit 
denen von SCHUMACHER und THöNI (1990) überein. Die Autoren schätzten die Modell-
parameter ebenfalls nach der IRLS-Methode, verwenden aber statt einer Normalvertei-
lung flir em die logistische Verteilung. 
Kasten 1 : Auswertung der Rapsdaten nach der IR-REML Methode. Versuchsfehler ignoriert. 
Solution for Fixed Effects 
Paramercr Estimate Std Error DDF T Pr> 'T 1 
SORTE 1 -0.22532837 0.13865411 200 - 1.63 0.1057 
SORTE 2 -1.31787104 0.14872718 200 -8.86 0.0001 
SORTE 3 -0.47823245 0.14104862 200 -3.39 0.0008 
SORTE4 -0.59042885 0.14204037 200 -4.16 0.0001 
SORTE 5 -0.47485011 0.13956967 200 -3.40 0.0008 
SORTE 6 - 1.04600421 0.14663783 200 -7. 13 0.0001 
BLOCK 1 -0.34456848 0.1 1799236 200 -2.92 0.0039 
BLOCK 2 -0.06414119 0.11788550 200 -0.54 0.5870 
BLOCK 3 -0.10103240 0.1 1769092 200 -0.86 0.39 17 
Tests of Fixed Effects 
Source NDF DDF Type ffiChiSq Type m F Pr > ChiSq Pr> F 
SORTE 5 200 75.31 15.06 0.0001 0.0001 
BLOC K 3 200 9.74 3.25 0.0209 0.0229 
Differences of Least Squares Means 
Level 1 Level 2 Difference Std Error DDF T Pr> ITI 
SORTE 1 SORTE 2 1.09254266 0.14771957 200 7.40 0.0001 
SORTE 1 SORTE 3 0.25290407 0.14466502 200 1.75 0.0820 
SORTE 1 SORTE 4 0.36510048 0.14475459 200 2.52 0.0124 
SORTE 1 SORTE 5 0.24952174 0.14395446 200 1.73 0.0846 
SORTE 1 SORTE 6 0.82067584 0.14685741 200 5.59 0.0001 
SORTE 2 SORTE 3 -0.83963859 0.14650729 200 -5.73 0.0001 
SORTE 2 SORTE4 -0.72744219 0.14594423 200 -4.98 0.000 1 
SORTE 2 SORTE 5 -0.84302092 0.14582764 200 -5.78 0.0001 
SORTE 2 SORTE 6 -0.27186682 0.14524968 200 - 1.87 0.0627 
SORTE 3 SORTE4 0.11219640 0.14444529 200 0.78 0.4382 
SORTE 3 SORTE 5 -0.00338233 0.14380474 200 -0.02 0.9813 
SORTE 3 SORTE 6 0.56777177 0.14596239 200 3.89 0.0001 
SORTE 4 SORTE 5 -0. 11557874 0.14374299 200 -0.80 0.4223 
SORTE 4 SORTE 6 0.45557537 0.14554746 200 3.13 0.0020 
SORTE 5 SORTE 6 0.57 115410 0.1452660 1 200 3.93 0.0001 
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Außerdem wurden die Daten nach dem Modell E(Zrsr) = "Yfrs = o.., + ßs + u„_. mit Hilfe 
des IR-REML Verfahrens ausgewertet (siehe Kasten 2), wobei der Versuchsfehler Urs 
als zufällig betrachtet wurde. Die Schätzung für den Versucbsfehler o~ („SOR-
TE'''BLOCK") beträgt 0,0038. Erwartungsgemäß sind die Standardfehler für die Para-
melerschätzungen sowie die Behandlungsdifferenzen etwas größer a ls in Kasten l. Der 
Kasten 2: Auswertung der Rapsdaten nach der IR-REML Methode. Versuchsfehler berücksichtigt. 
Covariance Parameter Estimates (Parms) 
Cov Parm Eslimate 
SORTE*BLOCK 0.00383510 
DTAG 1.00000000 
Residual 0.97901092 
Solution for Fixed Effects 
Parameter Estimate Std Error DDF T Pr> ITI 
SORTE 1 -0.22656830 0.14378384 15 - 1.58 0.1359 
SORTE 2 -J.32012732 0.15353996 15 -8.60 0.0001 
SORTE 3 - 0.47954890 0. 14610290 15 -3.28 0.0050 
SORTE 4 - 0.59 195295 0. 14705042 15 -4.03 0.00 11 
SORTE 5 -0.4762260 1 0. 14468279 15 - 3.29 0.0049 
SORTE 6 - J.048JJ9l6 0. 15151022 15 - 6.92 0.0001 
BLOCK 1 -0.34490543 0.12329637 15 - 2.80 0.0135 
BLOCK 2 -0.06410640 0.12319052 15 -0.52 0.6104 
BLOCK 3 - 0.10 143586 0. 12300339 15 -0.82 0.4225 
BLOCK 4 0.00000000 
Tests of Fixed Effeccs 
Source NDF DDF Type IDChiSq Type Ul F Pr> ChiSq Pr > F 
SORTE 5 15 69.47 13.89 0.0001 0.0001 
BLOCK 3 15 8.94 2.98 0.0301 0.0648 
Differences of Least Squares Means 
Level 1 Level 2 Difference Std Error DDF T Pr> ITI 
SORTE l SORTE 2 1.09355902 0.15408189 15 7.1 0 0.0001 
SORTE l SORTE 3 0.25298059 0.151 14757 15 l.67 0.1149 
SORTE l SORTE4 0.36538465 0.15123888 15 2.42 0.0289 
SORTE 1 SORTE 5 0.24965771 0.15046845 15 1.66 0.1 178 
SORTE 1 SORTE 6 0 .82155086 0.15325514 15 5.36 0.0001 
SORTE 2 SORTE 3 -0.84057843 0.15291827 15 - 5.50 0 .0001 
SORTE 2 SORTE4 -0.72817437 0.15237887 15 - 4.78 0.0002 
SORTE 2 SORTE 5 -0.84390131 0. 15226775 15 -5.54 0.0001 
SORTE 2 SORTE 6 - 0.27200816 0.15 171179 15 - l.79 0.0932 
SORTE 3 SORTE 4 0. 11 240406 0.15094174 15 0.74 0.4680 
SORTE 3 SORTE 5 - 0.00332288 0.15032382 15 - 0.02 0 .9827 
SORTE 3 SORTE 6 0.56857027 0.15239524 15 3.73 0.0020 
SORTE 4 SORTE 5 -0.1 1572694 0.15027028 15 - 0.77 0.4532 
SORTE 4 SORTE 6 0.45616621 0.15200108 15 3.00 0.0090 
SORTE 5 SORTE 6 0.57189315 0.15 172959 15 3.77 0.0019 
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Kasten 3: Auswertung der Roggendaten nach der IR-REML Methode. 
Covariance Parameter Estimates (Parms) 
Cov Parm Estimate 
JAHR 0.16348129 
SORTE*JAHR 0.09306 159 
JAHR':'BLOCK 0.02562397 
SORTE'-'JAHW'BLOCK 0.1037 123! 
DIAG l.00000000 
Residual 1.324426 11 
Solution for Fixed Effects 
Parameter Estimate Std E1TOf DDF T Pr > ITI 
SORTE 1 - 1.66 l 12507 0.33536232 18 -4.95 0.0001 
SORTE 2 - 1.62379628 0.33555882 18 -4.84 0.000 1 
SORTE3 -2.71436112 0.33827946 18 -8.02 0.0001 
SORTE4 - 1.53385260 0.33489071 18 - 4.58 0.0002 
SORTES -2.047435 18 0.33639695 18 - 6.09 0.0001 
SORTE 6 - 1 .57850734 0.33591646 18 -4.70 0.0002 
SORTE 7 - 2.23665576 0.33700600 18 -6.64 0.0001 
SORTE 8 - 1 .64457 J 90 0.33597053 18 -4.89 0.0001 
SORTE 9 - 1.96867683 0.33668023 18 -5.85 0.0001 
SORTE 10 - 1.88158484 0.33589942 18 - 5.60 0.0001 
Test5 of Fixed Effects 
Source NDF DDF Type llI ChiSq Type llI F Pr > ChiSq Pr > F 
SORTE 9 18 24.88 2.76 0.003 1 0.03 17 
Differences of Least Squares Means 
Level 1 Level 2 Difference Std En-or DDF T 
SORTE J SORTE 2 -0.03732879 0.31367090 18 -0. 12 
SORTE l SORTE 3 1.05323605 0.3 1439347 18 3.35 
SORTE 1 SORTE4 -0.12727247 0.31349895 18 - 0.41 
SORTE J SORTE 5 0.38631011 0.31346352 18 1.23 
SORTE 1 SORTE 6 - 0.08261772 0.31468713 18 -0.26 
SORTE 1 SORTE 7 0 .57553069 0.31363145 18 1.84 
SORTE 1 SORTE 8 -0.01655317 0.31397913 18 -0.05 
SORTE 1 SORTE 9 0.30755 177 0.31381352 18 0.98 
SORTE 1 SORTE lO 0.22045977 0.31345208 18 0.70 
SORTE 2 SORTE 3 1.09056484 0.3 1460527 18 3 .47 
SORTE 2 SORTE 4 -0.08994369 0.31365 134 18 - 0.29 
SORTE 2 SORTE 5 0.42363890 0.31363365 18 1.35 
SORTE 2 SORTE 6 -0.04528894 0.31484242 18 -0. 14 
SORTE2 SORTE 7 0.61285948 0.31381004 18 J.95 
SORTE 2 SORTE 8 0.02077561 0.31412956 18 0.07 
SORTE 2 SORTE 9 0.34488055 0.31397694 18 l.LO 
SORTE 2 SORTE 10 0.25778856 0.31361725 18 0.82 
SORTE 3 SORTE 4 - 1.18050852 0.3 1453541 18 -3.75 
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Kasten 3: (Fortsetzung) 
SORTE 3 SORTE 5 - 0.66692594 0.31382033 18 -2.13 
SORTE 3 SORTE 6 - 1.13585378 0.31565363 18 - 3.60 
SORTE 3 SORTE 7 -0.47770536 0.31372440 18 - 1.52 
SORTE 3 SORTE 8 - l .06978922 0.3148834 1 18 - 3.40 
SORTE 3 SORTE 9 - 0.74568429 0.314275 12 18 -2.37 
SORTE 3 SORTE 10 - 0.83277628 0.31403833 18 -2.65 
SORTE 4 SORTE 5 0.51358259 0.31351 152 18 1.64 
SORTE 4 SORTE 6 0.04465575 0.31465384 18 0. 14 
SORTE4 SORTE 7 0.70280316 0.313710!0 18 2.24 
SORTE 4 SORTE 8 0. 11 071930 0.3 1396474 18 0.35 
SORTE4 SORTE 9 0.43482424 0.3 1385217 18 1.39 
SORTE4 SORTE 10 0.34773224 0.31347119 18 1.11 
SORTE 5 SORTE 6 -0.46892784 0.31468094 18 - 1.49 
SORTE 5 SORTE 7 0.18922058 0.31327293 18 0.60 
SORTE 5 SORTE 8 -0.40286329 0.31392752 18 - 1.28 
SORTE 5 SORTE 9 - 0.07875835 0.31358933 18 -0.25 
SORTE 5 SORTE 10 - 0.16585034 0.31328837 18 -0.53 
SORTE 6 SORTE 7 0.65814841 0.31486765 18 2.09 
SORTE 6 SORTE 8 0.06606455 0.31515386 18 0.2 1 
SORTE 6 SORTE 9 0.39016949 0.31502485 18 1.24 
SORTE 6 SORTE 10 0.30307750 0.31464870 18 0.96 
SORTE 7 SORTE 8 - 0.59208386 0.31409626 18 -1.89 
SORTE 7 SORTE 9 - 0.26797892 0.31367444 18 -0.85 
SORTE 7 SORTE 10 -0.35507092 0.31340 167 18 - l.13 
SORTE 8 SORTE 9 032410494 0.3 1427010 18 1.03 
SORTE 8 SORTE 10 0.23701294 0.31391939 18 0.76 
Wald-Test für Sortenunterschiede („Type III ChiSq" unter „Tests of Fixed Effects") ist 
höchst siginifikant (X2 = 69 .47, p < 0,0001 ). Dies Ergebnis stimmt mit dem des Pseu-
do F-Test in SCHUMACHER und THöNI (l990) i.iberein. Man kommt in diesem Beispiel 
deswegen im wesentlichen zu ähnljchen Standardfehlern und damit zu den gleichen 
Schlußfolgerungen wie bei der Auswertung nach dem Modell ohne zufällige Effekte 
(IRLS), weil die Schätzung der Varianz des Versuchsfehlers relativ klein ist. Die Un-
terschiede zwischen fRLS und IR-REML sind umso deutlicher, je größer die Varianz-
komponenten sind. 
Als ein etwas komplexeres Beispiel wurden Ergebnisse einer Wertprüfung des Bundes-
so11enamtes verwendet, in welcher 47 Roggensorten in drei Jahren (1992 bis 1994) in 
einer Blockanlage mit drei Wiederholungen getestet wurden. Dabei wurden in jeder Par-
zelle etwa 20 Pflanzen hinsichtlich ihrer Wuchsform bonitiert auf einer Skala von 1 
(aufrecht) bis 9 (l iegend). Zehn Sorten sind in der folgenden Analyse beri.icksichtigt. 
Es wurde ein liJ1eares Modell mit folgenden Effekten angenommen: SORTE (fester Ef-
fekt) sowie die zufälligen Effekte JAHR, SORTE*JAHR, BLOCK*JAHR und 
BLOCK:'SORTE':'JAHR. Die Boniturklassen l und 9 waren völlig unbesetzt. Aus die-
sem Grunde wurden die Randklassen mit der Nachbarklasse zusammengeführt, so daß 
für die Analyse 7 Klassen i.ibrig blieben. Für alle zufälligen Effekte ergaben sich von 
Null verschiedene Varianzkomponenten (Kasten 3). Die Sortendjfferenzen stimmen den 
Relationen nach gut mit den Ergebnissen von PIEPHO und LACDIG (1995) überein, die ein 
nicht-iteratives Verfahren zur Anpassung des Schwellenwertmodells mit logistischer Ver-
teilung für den Fehlerterm verwendeten. 
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5. Abschließende Bemerkungen 
Schwellenwertmodelle mit zufälligen Effekten werden in der Tierzüchtung häufig ange-
wendet (GIANOLA und FOULLEY, 1983; GtLMOUR et al., 1987; KFF.N und ENGEL, 1996). 
Aus diesem Bereich kamen viele Anstöße für die Erweiterung des Schwellenwe11modells 
von McCULLAGll ( 1980). Das in der vorliegenden Arbeit verwendete Verfahren (IR-
REML) zur Verrechnung nach einem Schwellenwe11modell ist ganz allgemein anwend-
bar für M odelle mit festen und mehreren zufälligen Effekten, also beispielsweise auch 
für Spalt- und Strei fenanlagen sowie für Gitteranlagen. Die IR-REML-Methode er laubt 
es, das Schwel lenwertmodell für die gängigen Versuchsanlagen analog w ie für normal-
verteilten Daten auszuwerten. Durch die Einführung von der Versuchsanlage entspre-
chenden Varianzkomponenten und den dazugehörigen zufälligen Fehlereffekten in den 
linearen Prediktor werden adäquate Standardfehler erhalten. Dies ist bei der lRLS-M e-
thode, welche nur Modelle mit festen Effekten zuläßt. nicht möglich, was in der Regel 
zu einer Unterschätzung der Standardfehler führt. 
Im Falle spärlich besewer Klassen kann es gelegentlich zu Konvergenzproblemen kom-
men. Ist beispielsweise die erste Klasse unbesetzt, so strebt der erste Schwellenwert (81) 
gegen - oo, was nach dem Schwellenwertmodell auch sinnvoll ist. aber der iterative 
A lgorithmus konvergiert nicht. Hier kann eine Kolabierung mit der benachbarten 2. 
Klasse helfen. Dies Vorgehen ist in Übereinstimmung mit dem Schwellenwertmodell, 
wenn man annimmt, daß 0 1 mit Oo zusammenfällt (81 = Oo - oo). 
T11öN1 ( 1985, 1992) sowie PtEPHO und LMDIG ( 1995) haben anhand empirischer Daten-
sätze gezeigt, daß eine varianzanalytische Verrech1mng der Panellenmittelwerte der Boni-
turdaten tu ähnlichen Ergebnissen führen kann wie die Verrechnung nach dem Schwel-
lenwertmodell. Dies kann u. a. dadurch erklärt werden, daß die Varianzanalyse bei 
balanzierten Daten sowie bei relativ großen Stichprobenumfängen relativ robust gegen-
über Verletzung der Voraussetzungen Varianzhomogenität und Nomialverteilung ist. Ein 
weiterer möglicher Grund ist, daß bei Gültigkeit des Schwellenwertmodells der Erwar-
tungswen der Boniturnote in einer Parzelle in annähernd linearer Beziehung zu m linea-
ren Prediktor 17 des Schwellenwertmodells stehen kann. Ob dies der Fall ist, h~ingt von 
den Schwellenwerten sowie vom betrachteten Wertebereich des lineaJCn Prediktors ab. 
Der Erwartungswert der Boniturnote (y;) in der i-ten Parzelle ist gegeben durch 
E(y;) 'L,n;) (3) 
j 
wobei die Wahrscheinlichkeiten Tlij sich aus dem Schwellenwertmodell ergeben (siehe 
Anhang). Die Wahrscheinlichkeiten hängen von den Schwellenwerten und vom linearen 
Prediktor ab. Für die Raps-Daten aus SCHUMACHER und THöNI (1990) ist in Abb. l der 
Erwartungswe1  der Bonitumote in Abhängigkeit von 17; dargestellt. Dabei entsprechen 
die Schwellenwerte sowie der Wertebereich von 17; den für die Daten von Schumacher 
und Thöni (1990) nach dem Schwellenwertmodell mit zufälligem Versuchsfehler berech-
neten Werten. In diesem Beispiel ist der Zusammenhang optisch nicht von einer Ge-
raden tu unterscheiden. Die nach einer Varianzanalyse berechneten So1tendifferenzen 
(Ergebnisse nicht gezeigt) stimmen dementsprechend, abgesehen von einem Skalierungs-
faktor. gut mit denen nach dem Schwellenwertmodell überein. 
Unter welchen Bedingungen die Varianzanalyse der Parzellenmiuelwerte die Verrech-
nung nach dem Schwellenwertmodell ersetzen kann, ist nicht generell zu beantworten. 
Hierzu wären nähere theorelisehe Untersuchungen und Simulationsstudien nötig. Soll im 
Einzelfall eine VarianL.analyse verwendet werden, ist es sinnvoll, die Voraus ettungen 
mit geeigneten Verfahren L.U prüfen (THöNI, 1985). Das Schwellenwertmodell hat den 
Vorlug, daß es die Entstehung der Boniturdaten plausibel modelliert. Durch die Struktur 
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E(yl) 
7 
6 
5 
-2 -1 
T/i 
0 
Abb. 1: Erwartungswert der Bonitumote [E(y;)l in i-ter Parzelle in Abhängigkeit vom linearen 
Prediktor T/;· Schwellenwene sowie Wertebereich von 17; entsprechen der Yen-echnung für die Daten 
von Schumacher und Thöni ( l 990) nach dem Schwellenwenmodell mit zufälligem Versuchsfehler. 
eines GLM wird Varianzheterogenität, wie sie bei Bonilllrdaten zu erwarten ist, als inte-
graler Modellbestandteil berücksichtigt, und zwar durch die funktionale Beziehung zwi-
schen Varianzen und Erwrutungswerten (McCULLAGH und NELDER, 1989). Desweiteren 
wird eine angemessene Verteilungsannahme für die Bonilurdalen getroffen (Multino-
mialverteilung). Aus diesen Erwägungen ist eine Verrechnung nach dem Schwellenwert-
modell einer Varianzanalyse vorzuziehen. 
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Anhang 
Die fo lgende Beschreibung folgt KEEN und ENGEL (1996). Da die IR-REML-Methode, 
technisch gesehen, ei ne Erweiterung der IRLS-Methode für das Schwellenwertmodell 
mit festen Effekten um wenige Schritte darstellt, wird hier zunächst die fRLS Methode 
beschrieben. Im Anschluß werden dann die Erweiterungen dargestellt, die für IR-REML 
notwendig sind. 
1. IRLS 
In Matrix-Notation kann das lineare Modell für die latente Variable z geschrieben wer-
den als 
z = 17 + e = Xß + e (4) 
wobei X eine Designmatrix und ß ein Parametervektor ist. Es wird nicht z beobachtet, 
sondern die Boniturklassen in bezug auf Schwellenwe11e 
-oo = Bo :S 81 :S .. . :S ß1- 1 :S 81-1 .:S ß; = oo. Dies bedeutet, es wird die Boniturnote 
j beobachtet, falls 81-1 < z :S 01. Wenn die Beobachtungen auf derselben Versuchsein-
heit gemacht werden (z. B. Bonilur von mehreren Pflanzen je Parzel le), so können die 
Beobachtungen gruppiert werden. Für die i-te Gruppe sei nu die Zahl der Beobachtun-
gen in Klasse j und n; = (11;1 ... n;;)'. Der Vektor n; folgt einer Multinomialverteilung 
mit Randsumme N; = n;i + ... + n;; und Wahrscheinlichkeiten 
(5) 
wobei <P(.) die Verteilungsfunktion der Standardnormalverteilung ist und e7: = e1 - 17;· 
Hierin ist 17; = x;p der lineare Prediktor für n;. Die Schwellenwerte werd6n in einen 
Vektors geschrieben . Der Erwartungswert von nu ist gegeben durch 
t-tu = N;n;1 = hu(IJ;i s) = hu(x'JJ; s) (6) 
wobei in GLM Terminologie hu(.) eine inverse Link-Funktion definiert. Zu Beginn des 
Algorithmus werden µiJ, 1'/;. etc. fü r Startwerte ßo von ß, sowie so von s berechnet. Die 
Schwellenwertparameter müssen so initialisiert werden, daß e1 .:S ... :::; e1 _ 1• Eine ko1Ti-
gie1te abhängige Variable ~iJ ist definiert durch 
~u = 170; + (nu -µo;)/hij(17o;;s) (7) 
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wobei 11;i(1Jo;i s) die Ableitung bezüglich 1/ ist. Für die ersten beiden Momente von 
q = (q11 ... q1;,q21 q2J·· .. )' gilt näherungweise 
E(q) ip and Var (q) = R (8) 
wobei X = X ® 11 ist. Cj ist das Kronecker-Produkt und 11 ist ein Vektor der Länge J 
mit allen Elementen gleich 1. In jedem llerationsschrill werden die Nonnalglei-
chungen 
(9) 
gelöst und die Werte für R- und q mit den aktuellen Werten von 6 und ß neu berech-
net. R- ist eine general isierte Inverse von R. Diese kann als Diagonalmatrix mit Ele-
menten 
(10) 
gewählt werden. Beobachtungen mit hij(17;; s ) 0 können in den Ite!:~nionen ignoriert 
werden. Um die Schwellenwerte zu schätzen, wird die Design-Matrix X um eine Matrix 
X~ erweitert mit Elementen 
( 1 1) 
wobei 
- N,</J((} 'f; 1) wenn ~k = Oj- 1 , 
und 0 sonst, 
sowie 8hu(171; s)/8171 = N;{</J(O;::) - cp(e;:_ 1)} wobei </> die Dichte der Standardnonnal-
veiteilung ist Zu X~ korrespond'ie1t ein Parametervektor Lfs._Die Schwellenwerte werden 
aktual isiert nach s so+ Js. Die Matrix X~ als Teil von X wird ebenfalls nach jedem 
Iterationsschrilt neu berechnet. D er beschriebene Algorithmus ist äquivalent zu Fisher 
Scoring für die Maximierung der multinomialen Likelihood. Die bei Konvergenz erhalte-
nen Werte für ß und s sind somit ML-Schfütungen. 
Wenn stall einer Normalverteilung für e eine logistische Verteilung gewählt werden soll. 
so sind cp und </> tu ersetzten durch die logistische Verteilungsfunktion und Dichte. 
Auch andere Verteilungsfunktionen. wie die Extremwertverteilung. können gewählt wer-
den. 
2. IR-REML 
Um nun zufällige Effekte in den linearen Prediktor aufzunehmen, schreiben wir 
z = 11 + e mit 11 =Xß + Zu (12) 
wobei u zufällige Effekte sind und Z die dazugehörige Design-Matrix. Für die ersten 
beiden Momente gilt näherungsweise 
E(q) = Xß und Var(q) = iGi' + R ( 13) 
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wobei i = Z ® 11 ist. In jedem Iterationssehritt werden die Parameter mit der REML-
Methode zur Lösung der Mixed Model Equations 
( X'R-x X'R i ) (P) _ ( X'R q) i 'R-i. i'R i -i- G 1 u - Z'R q ( 14} 
geschätzt. Die Varianzkomponenten werden dabei mit einem oder mehreren Schritten 
des Fisher-Scoring-Verfahrens aktualisiert. Nach jeder Iteration werden µij nach (5) und 
(6) sowie q und R- nach (7) und ( 10) mit den aktuellen Werten von ; und 
17 = Xß + Zu neu berechnet. 
Die so erhaltenen Parameterschätzungen sind keine ML-Schätzungen. Allerdings maxi-
miert die erhaltene Lösung die gemeinsame Dichte von beobachteten Häufigkeiten und 
l ufälligen Effekten, bei gegebenen Varianzkomponenten. In anderen Worten: es wird die 
sog. „penalized deviance" D + u'G 1 u minimiert, wobei D die bedingte (Quasi-)-Devi-
anz der Beobachtungen für gegebene zufäUige Effekte u ist. Für normalverteilte zufällige 
Effekte u stellen die IR-REML-Schätzungen sog. Maximum-Hierarchical-Likelihood 
Schätzungen im Sinne von LEE und N ELDER (1996) dar ( K EEN und ENGEL, 1996). 
Anschrift des Verfassers : Dr. ll;ins·Pctcr P1cpho. ln<titut für Nutzpllan1cnkunde, Univcr\lt<lt·Gesamthochsehulc Kassel. Stcinsiraßc 
19. 372 13 Witzenhausen 
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BUCHBESPRECHUNGEN/BOOKREVIEWS 
DAVIS, P. J. , H ERS!i, R. 
Erfahrung Mathematik 
Aus dem Amerikanischen von J. Zehnder 
1994, 466 S., SFR 44,80 
ISBN 3-7643-2996-3, Birkhäuser, Basel 
Das vorliegende Buch ist ein Buch über die Mathematik und eigentlich kein Mathemaiikbuch. Es 
soll für dieses oft schon in der Schule ungeliebte Fach Begeisterung wecken und dabei vor allem 
viele l lintcrgründe erhellen. Malhematische Vorkenntnisse sind nur an einzelnen Stellen erforder-
lich. Ein wenig Mitdenken genügt für eine genußvolle Lektüre der meisten Kapitel. Um Lust auf 
dieses Buch zu machen, hier ein paar Kapitelliberschriflen: Die klas~ische Klassenzimmer-Krise. 
Wanim sollte man einem Computer glauben? Algorithmische kontra dialektische Mathemmik. Ma-
thematik ab Rätsel. Ein Physiker betrachtet die Mathematik. Wieso funktion iert die Mathematik? 
0LNGEL, A. 
Künstliche Intelligenz 
Allgemeine Prinzipien und Modelle 
1994, 128 S., DM 14,80. ISBN 3-41 1-10271-3 
B.1.-Taschenbuchverlag, Mannheim. Leipzig. Wien, Zürich. 
11. Geidel, Stuttgart 
Mit seiner Reihe „Meyers Forum" hat sich der B.1.-Taschcnbuchvcrlag zum Ziel gesetzt, einem 
breiteren Publikum aktuelle Themen in knapper und verständlicher Fom1 näher zu bringen. Tm 
vorliegenden Band gibt Andr~as Dengel, Leiter des Deutschen Forschungszentrums für Künstliche 
lntelligc117 (OFK I), einen Uberblick über Ziele und Methoden der ,K ünstliche lntelligenz'-
Forschung. 
In ei ner kurzen ,Einführung in das Thema' wird das Problem, lntcll igcn7 im Rechner zu simulieren, 
anha nd eines oft diskutierten Beispiels dargestellt (,chinese room punlc' von Si!ARl.ll). Oie Probleme 
des Beispiels können - wohl aus Platzgründen - leider nicht diskutiert werden. Nach einer kurzen 
Bemerkung zur klassischen, symbolischen ,Kl' wird die zunehmende Bedeutung küns tl icher 
Neuronaler Netze hervorgehoben. Dabei entsteht beim Leser leicht der Eindruck, künstliche 
Neuronale Netze wäreD inzwischen die wichtigste Strömung in der ,Kl'-Forschung. 
Die beiden folgenden Kapitel, ,Prinzipien der maschinellen Wissensverarbeitung' und ,Problemlö-
sungsstrategien' sind recht gut gelungen. Dengel stellt Daten und Wissen gegenüber, gibt einen (zu 
kur1en) Einblick in die Wissensmodellierung und diskutiert verschiedene Formen der Repräsentation 
von Wissen (Hornklauseln, Regeln, Framcs und semantische Netze). ,Suche' als elementare 
,Kl'- Problemlösemethode wird eingeführt. Mehrere Suchstrategien werden vorgestellt und mitein-
ander verglichen. Es schließen sich eine knappe Diskussion von constraints und temporalem 
Schließen an. Der Autors versucht, in seinen Beschreibungen vorrangig deutsche Übersetzungen 
der englichcn Fachbegriffe zu verwenden, konnte dies allerdings nicht durchhalten. 
Im vierten Kapitel wird die ,Verarbeitung natürlicher Sprache' als ein spc7icllcs Problem, der 
,K !'-Forschung auf25 Seiten etwas detaillierter vorgestellt. Das sech1ehn Seiten umfassende Kapitel 
,Künstliche Neuronale etze· schließt das Buch ab. Oie Ideen und Grundlagen Künstlicher 
curonaler ctze werden anhand des Perzeptrons und von Jeed forward'-Nctzcn dargestellt. 
Das Forschungsgebiet ,Künstliche Intelligenz' ist inzwischen sehr breit gefächert. Eine kurze 
Übersicht, wie sie der Intention der Reihe entspricht. muß daher 1wangsläufig unvollständig sein. 
Es erscheint jedoch fraglich, ob die starke Betonung der künstlichen euronalcn etzen angemessen 
ist. Eventuell wäre es sinnvoll gewesen, auf praktische Anwendungen der ,K !'-Forschung einzugehen 
und den Schwerpunkt mehr auf wissensbasierte Systeme zu legen. Die unterschiedlichen Ziele der 
,Kl"-Forschung - Erforschung des Wesens von lntelligcn7 b1w. uvbarmachung von ,Intelligenz· 
im Rechner - werden so nicht explizit angesprochen. 
Trotz aller Kritik bietet das Büchlein, insbesondere Kapitel zwei und drei, eine passable Einführung 
in die für Laien oft unverständliche Welt der ,Künstliche lntclligcnl-Forschung. 
Jiirgcn Frank, Heidelberg 
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Brief des Präsidenten 
Lieben Kolleginnen und Kollegen, 
mit diesem Brief möchte ich mich als scheidender GMDS-Präsident ganz herzlich bei allen Mitgliedern und 
Funktionsträgern der GMDS dafür bedanken. daß Sie mich in den vergangenen zwei Jahren aktiv und 
kooperativ unterstützt haben. Zu Stand und Lage der GMDS werde ich ausführlich auf der 
Mitgliederversammlung in Ulm Stellung nehmen. Darüber hinaus enthält der Jahresbericht der GMDS, der 
Ihnen in diesen Wochen zugeht, Informationen über alle wichtigen Ereignisse unserer Fachgesellschaft. 
Deshalb werde ich mich an djeser Stelle auf einige Neuigkeiten beschränken. 
Dem Protokoll der Sitzung der GMDS-Arbeitsgruppe ,,Krankenhausinformatjonssysteme" vom 13.06.1997 
entnehme ich, daß die zweite Tagung der KIS-AG im April in Heidelberg in jeder Beziehung ein voller 
Erfolg war. Insgesamt hatte die Tagung 360 Teilnehmer, die überwiegend aus kleinen und mittleren 
Krankenhäusern stammten. Damit ist es gelungen, das vorgesehene Ziel-Klientel anzusprechen. 
Stellvertretend für alle, die mitgeholfen haben diese Fachtagung so erfolgreich durchzuführen, möchte ich 
den Herren Haas, Kuhn, Prokosch und Schmücker ganz herzlich danken. 
Dr. Engelbrecht vom MEDIS-Institut ist zum Vizepräsidenten der European Federation of Medical 
Informatics (EFMI) gewählt worden. Tm Namen des GMDS-Präsidiums möchte ich Herrn Engelbrecht zu 
dieser ehrenvollen und bedeutsamen Nominierung beglückwünschen. Darüber hinaus ist es Herrn 
Engelbrecht gelungen, die Tagung „Medical Informatics Europe (MIE)" im Jahr 2000 nach Hannover zu 
holen - angesichts der EXPO 2000 in Hannover gewiß ein attraktiver Kongreßstandort. Nach einem Beschluß 
des Präsidiums soll dann in diesem Jahr die GMDS-Jahrestagung zusammen mit der MIE-Tagung stattfinden. 
Im dritten Quartal 1997 feiern ihren 65. Geburtstag: 
Herr Prof. Berthold Schneider (Hannover) und 
Herr Prof. Rüdiger Lorenz (Frankfurt). 
Das 60. Lebensjahr vollenden: 
Herr Manfred Schnabel (München), 
Herr Prof. Jürgen Berger (Hamburg), 
Herr Dr. Franz Bitter (Ulm) und 
Herr Dr. Wolfgang Gerdel (Bielefeld). 
Im Juni konnte Herr Prof. Rudolf Repges (Aachen) seinen 70. Geburtstag feiern. Im Namen der GMDS 
möchte ich allen Jubilaren ganz herzlich gratulieren, verbunden mit den besten Wünschen für die Zukunft. 
Ich hoffe, viele von Ihnen bei der GMDS-Jahrestagung begrüßen zu können. Meinem Nachfolger im 
Präsidentenamt Herrn Prof. Jöckel aus Essen wünsche ich Erfolg und gutes Gelingen. 
Ihr 
Prof. W. Köpcke 
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Seit dem 01.06.1997 arbeitet Herr Dipl.-Volksw. Thomas Banasiewicz als Geschäftsführer in der 
Geschäftsstelle der GMDS. tr 0221/4004-865 
***** 
Bekanntmachung des Bundesminsiteriums für Bildung, Wissenschaft , Forschung und Technologie 
(BMBF) über die Förderrichtlinien zur Einrichtung von ,,Koordinierungszentren für Klinische 
Studien" an Hochschulen. Unterlagen und Erklärungen hierzu können in der GMDS-Geschäftsstelle 
angefordert werden. 
Investitionsschema zur Informationsverarbeitung in Krankenhäusern 
Um eine bessere Übersicht über Investitionen in die Informationsverarbeitung zu erhalten, hat die 
Kommission für Rechenanlagen der Deutschen Forschungsgemeinschaft (DFG) ein Schema für 
Investitionen verabschiedet. Das Schema gliedert sich nach Funktionen. Mit diesem Schema kön-
nen Investitionen von Krankenhäusern in deren Informationsverarbeitung transparenter gemacht 
bzw. Entscheidungen hierüber erleichtert werden. 
Deutsche Forschungsgemeinschaft, Kommission für Rechenanlagen 
(1997): Schema für Investitionen in die Informationsverarbeitung der Universitätsklinika, Version 97.3. 
Das Schema kann über den WWW-Server der DGF (http://www.dfg-bonn.de) abgerufen oder von der 
Geschäftsstelle der DFG (Kennedyallee 40, 53175 Bonn, Tel: 0228/885-1, FAX: 0228/885-2777) 
angeforden werden. 
Prof. Dr. Reinhold Haux, Universität Heidelberg 
Prof. Dr. Jörg Michaelis, Universität Mainz 
(Die Verfasser sind zur Zeit Mitglied in der Kommission für Rechenanlagen der Deutschen Forschungsgemeinschaft.) 
***** 
Buchankündigung 
Dokumentation und Qualitätsmanagement, S. Fachtagung des DVMD, 
J. Dudeck, B. Walter-Jung, C.O. Köhler (Hrsg.) 
Kaden Verlag, Heidelberg 1997, ISBN 3-922777-19-8, 232 Seiten, broschiert, DM 59,-
Medizinische Dokumenta1ion ist ein sehr bedeutender Faktor 1m Gesundheitswesen geworden - ohne umfassende 
Dokumentation ist Qualitätssicherung nicht denkbar. Gesetzliche Auflagen, zunehmende Spezialisierung der Medizin 
und die Vielzahl von technischen Verfahren und Arzneimitteln kommen ohne eine strukturiene und standardisierte 
Datensammlung nicht mehr aus. 
Auf der 5. Fachtagung des Deutschen Verbandes Medizinischer Dokumentare (DVMD) im März 1997 wurden neue-
ste Entwicklungen der medizinischen Dokumentation, des Qualtitäsmanagements und deren praktischer Einsatz vor-
gestellt. Beiträge und Projekte der Fachtagung wurden nun in dem Tagungsband „Dokumentation und Qualitlitsmana-
gement" zusammengefaßt: Schwerpunkte des Buches liegen auf den Standards, der k1inischen Forschung, Patienten-
versorgung, Informationssystemen, weltweiten Netzen und der Validierung. 
Der Band stellt eme umfassende Einführung in die Dokumentation für Qualitätsmanagement dar und richte! sich 
neben Fachleuten der medizinischen Dokumentation auch an Ärzte, Pflegekräfte, Arzthelferinnen und Verwaltungs-
personal. Das Buch kann über den Buchhandel oder direk1 beim Verlag bestellt werden (Tel.: 06221/600313, 
Fax: 29910). 
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Fachbereich Medizinische Informatik 
Jahrestagung der HL 7-Benutzergruppe 
23./24. Oktober 1997 in Göttingen 
Die Jahrestagung der HL7-Benutzergruppe in Deutschland findet am 23./24. Oktober 1997 im 
Hotel Freizeit In in Göttingen statt. Thematische Schwerpunkte sind 
„Erfahrungen bei der Implementation von Standards" „Sicherheitskonzepte bei Kommunikations-
standards" 
Nähere Informationen: Geschäftsstelle der HL 7 Benutzergruppe in Deutschland 
Heinrich-Buff-Ring 44, 35392 Gießen 
Tel.: 0641/99-41350, FAX 0641/ 99-41359 
**** 
Veranstaltungen der Akademie Medizinische Informatik 
1. Seminar 
Termin, Ort: 
Zielgruppe: 
Referent: 
Teiln.geb.: 
Hinweis: 
2. Seminar 
Termin, Ort: 
Zielgruppe: 
Referent: 
Teiln.geb.: 
3. Seminar 
Termin, Ort: 
Zielgruppe: 
„Einführung in die Kraokenhausbetriebswirtschaftslehre" 
16.09.1997, DKFZ, Heidelberg 
Medizininformatiker, Ärzte 
Dipl.-Betriebswirt Ullrich Wehe 
Mitglieder von BVMI, DVMD, GMDS: 320.-DM 
(Sonstige: 800,-DM; Studierende, ÄiP: 160,-DM) 
Dieses Seminar kannfiir den Erwerb des gmds-Zertifikats „Medizinische 
Informatik" angerechnet werden. 
„Spezielle Praxis Netzplattformen" 
19.09.1997, DKFZ, Heidelberg 
Wer vor der Entscheidung für ein bestimmtes Netzwerkbetriebssystem 
steht oder daran konstruktiv mitwirken soll, kann mit den im Seminar 
vermittelten Erweiterung bzw. Umstellung bereits vorhandener Netze ist 
die praxisnahe Übersicht über die Eigenschaften der zur Zeit verfüg-
baren PC-Netzwerkbetriebssysteme hilfreich. 
Dipl.-Ing. Michael Schumann 
Mitglieder von BVMl, DVMD, OMDS: 320.-DM 
(Sonstige: 800,-DM; Studierende, ÄiP: 160,-DM) 
„Methoden des Qualitätsmanagements" 
06.10.1997, DKFZ, Heidelberg 
Medizinisch, pflegerisch, administrativ tätiger sowie methodisch-
orientierter Personenkreis (bezilgl. QM: anfängerorientiert). 
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Referentinnen: Dipl.-lnform. Med. Barbara Pietsch-Breitfeld, Dipl.-Sozialwiss. Brigitte Sens 
Teiln.geb.: Mitglieder von BVMI, DVMD, GMDS· 320.-DM 
(Sonstige: 800,-DM; Studierende ÄiP: 160,-DM) 
Hinweis: Dieses Seminar kannfiir den Erwerb des gmds-Zertiflkats „Medizinische 
Informatik" angerechnet werden. 
4. Seminar 
Termin, Ort: 
Zielgruppe: 
Referenten: 
Teiln.geb.: 
5.Seminar 
Termin, Ort: 
Zielgruppe: 
Referent: 
Teiln.geb.: 
6. Seminar 
Termin, Ort: 
Zielgruppe: 
Referent: 
Teiln.geb.: 
Hinweis: 
7. Seminar 
Termin, Ort: 
Zielgruppe: 
Referenten: 
Teiln.geb.: 
8. Seminar 
Termin, Ort: 
Zielgruppe: 
„Voraussetzungen zur effektiven Abrechnung von 
Krankenhausleistungen - gesetzliche Grundlagen, Erfahrungen und 
Empfehlungen" 
10.10.1997, DKFZ, Heidelberg 
Medizinische Informatiker, Verwaltungsfachkräfte, Pflegekräfte, 
Krankenhausärzte. 
Dr. Ulrich Lochmann, Dr. Roland Straube 
Mitglieder von BVMI, DVMD, GMDS: 320.-DM 
(Sonstige: 800,-DM; Studierende, ÄiP: 160,-DM) 
„DV-Unterstützung in tler Krankenpflege: Grundlagen, Möglichkeiten 
und aktueller Stand" 
16. l 0.1997, DKFZ, Heidelberg 
Mediziner, Medizinische Informatiker, Pflegekräfte, DY-Verwaltungspersonal 
Prof. Dr. Christian Ohrnann 
Mitglieder von BVMI, DVMD, GMDS: 320.-DM 
(Sonstige: 800,-DM; Studierende, ÄiP: 160,-DM) 
„Medizin für Informatiker" 
23.10.1997, DKFZ, Heidelberg 
Informatiker, Medizinische Informatiker, Studierende der Medizinischen 
Informatik und der Infonnatik 
Prof. Dr. Dr. Klaus Spitzer 
Mitglieder von BVMI, DVMD, GMDS: 320.-DM 
(Sonstige: 800,-DM; Studierende, ÄiP: 160,-DM) 
Dieses Seminar kann fiir den Erwerb des gmds-Zertifikats „Medizinische 
Informatik" angerechnet werden. 
„Karten im Gesundheitswesen" 
24. l 0.1997 (neuer TerroinD, DKFZ, Heidelberg 
Niedergelassene Ärzte, Ärzte im Krankenhaus, Medizininformatiker 
Dr. sc. hum. Karl-Heinz EUslisser, Prof. Dr. C.O. Köhler 
Mitglieder von BVMI, DVMD, GMDS: 320.-DM 
(Sonstige: 800,-DM; Studierende, ÄiP: 160,-DM) 
„Netzformen - Grundlagen" 
27 .10.1997, DKFZ, Heidelberg 
Das Seminar richtet sich sowohl an Verantwortliche für den Aufbau von 
IT-Systemen im Krankenhaus, wie auch an Anwender solcher Systeme, die zugrunde-
liegende Techniken verstehen lernen und ihre Bedeutung einschätzen wollen. 
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Teiln.geb.: 
9.Semioar 
Tenn.in, Ort: 
Zielgruppe: 
Referentin: 
Teiln.geb. : 
10. Seminar 
Tennin, Ort: 
Zielgruppe: 
Referent: 
Teiln.geb.: 
11. Seminar 
Tennin, Ort: 
Zielgruppe: 
Referenten: 
Teiln.geb.: 
Hinweis: 
12. Seminar 
Termin, Ort 
Zielgruppe: 
Referenten: 
Teiln.geb.: 
Hinweis: 
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Dipl.-Phys. Ernst Pelikan 
Mitglieder von BVMI, DVMD, GMDS: 320.-PM 
(Sonstige: 800,-DM; Studierende, ÄiP: 160,-DM) 
„Techniken der persönlichen Arbeitsorganisation" 
30. l 0. - 31.10.1997, DKFZ, Heidelberg 
Medizinische lnfonnatikerinnen, Medizinische Dokumentarinnen. 
Frauen mit medizinisch-technischer Ausbildung: Frauen, die Gruppen leiten 
Frauen, die ihre Arbeitsweise besser organisieren wollen. 
An dieser Veranstaltung können nur Frauen teilnehmen! 
Dipl.-Infonn. Med. Comelia Vosseler 
Mitglieder von BVMI, DVMD, GMDS: 500.-DM 
(Sonstige: 1200,-DM; Studiende, ÄiP: 300,-DM) 
„OP-Dokumentation" 
07.11.1997, DKFT, Heidelberg 
In chirurgischen Abteilungen von Krankenhäusern tätige Med. Informatiker, 
Informatiker, Ärzte, Pflegekräfte, Med. Dokumentare und Dokumentations-
assistenten sowie Mitarbeiter der Krankenhausverwaltungen, die mit der Planung, 
Einführung und dem Betrieb von OP-Dokumentationssystemen beauftragt sind. 
Dr. sc.hum. Heinrich Bülzebruck 
Mitglieder von BVMI, DVMD, GMPS: 320.-DM 
(Sonstige: 800,-DM; Studierende, ÄiP: 160,-DM) 
„Krankenhausorganisation und -maoagemeot für Ärzte" 
10. - l l.11.1997, DKFZ, Heidelberg 
lnterdiziplinäres Forum aus dem Krankenhausmanagement, insbesondere 
leitende Mitarbeiter aus der Medizin, der Pflege, der Betriebswirtschaft und 
des Public Health. 
Dr. med. Frieder Klein, Dr. med. Jörg-Peter Schröder 
Mitglieder von BVMI, DVMD, GMPS: 500.-DM 
(Sonstige: 1200,-DM; Studierende, ÄiP: 300,-DM) 
Dieses Seminar kann fiir den Erwerb des gmds-Zertifikats „Medizinische 
Informatik" angerechnet werden. 
„Datenschutz: Grundlagen und Umsetzung" 
14.11.1997, Heidelberg 
Ärzte im Gesundheitsbereich (niedergelassene Ärzte, Ärzte im Krankenhaus 
und in Forschungsinstituten etc.), Medizininformatiker sowie andere Interessierte 
Dr. jur. Rita Wellbrock. Prof. Dr. Klaus Pomrnerening 
Mitglieder von BVMI, DVMD, GMDS: 320.-DM 
(Sonstige: 800,-DM; Studierende, ÄiP: 160,-DM) 
Dieses Seminar kannfiir den Erwerb des gmds-Zertifikats „Medizinische 
Informatik" angerechnet werden. 
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13. Seminar 
Tennin, Ort: 
Zielgruppe: 
Referent: 
Teiln.geb.: 
Hinweis: 
14. Seminar 
Tennin, Ort: 
Zielgruppe: 
Referenten: 
Teiln.geb.: 
Hinweis: 
15. Seminar 
Tennin, Ort: 
Zielgruppe: 
Referent: 
Teiln.geb.: 
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,,Dokumentation: Das problemorientierte Krankenblatt'' 
28.11.1997, Heidelberg 
Medizinische lnfonnatiker, Medizinische Dokumentare sowie Ärzte und 
Pflegekräfte mit Interesse für die Prinzipien der Krankenaktendokumentation. 
Dr. Florian Leiner 
Mitglieder von BVMI, DVMD, GMDS: 320.-DM 
(Sonstige: 800,-DM; Studierende, ÄiP: 160,-DM) 
Dieses Seminar kannfor den Erwerb des gmds-Zertifikats „Medizinische 
Informatik" angerechnet werden. 
„Geschäftsprozeßoptimierung und Workßow-Management im Krankenhaus" 
05.12.1997, DK.FZ, Heidelberg 
Mediziner, Medizinische lnfonnatiker, DY-Verwaltungspersonal. 
Prof. Dr. med. Klaus Kuhn, Dipl. math. oec. Manfred Reichert, 
Dipl.-lnfonn. Birgit Schulthieß 
Mitglieder von BVMI, DVMD, GMDS: 320.-DM 
(Sonstige: 800,-DM; Studierende, ÄiP: 160,-DM) 
Dieses Seminar kann for den Erwerb des gmds-Zertifikats „Medizinische 
Informatik" angerechnet werden. 
„Problemlösung durch Gruppen" 
08.12. 1997, DK.FZ, Heidelberg 
Klinikärzte, Pflegekräfte, Mitarbeiter im psychosozialen Dienst, 
Ernährungsberaterinnen. 
Dr. phil. Dipl.-Psych. Peter Burgard 
Mitglieder von BVMI, DVMD, GMDS: 320.-DM 
(Sonstige: 800,-DM; Studierende, ÄiP: 160,-DM) 
***** 
Zentrum Biometrie- Veranstaltungen 1997/98 
Veranstaltung: 
Termin, Ort: 
Zielgruppe: 
Referentin: 
Teiln.geb.: 
Veranstaltung: 
Termin, Ort: 
Zielgruppe: 
Referent: 
Teiln.geb.: 
Relationale Datenbanken in klinischen Studien 
06. - 07 .10.97, Ruhr-Universität Bochum 
Personen, die im Rahmen von klinischen Studien Kenntnisse über den 
Entwurf relationaler Datenbanken, den Aufbau von Tabellen sowie die 
Datenabfrage über SQL haben müssen. 
Dipl.- Dok. Susanne Stolpe, Bochum 
Mitglieder: 600,-DM, Studierende: 100,-DM, Sonstige: 700,-DM 
SAS-Kurs für Fortgeschr ittene 
09. - 10.10.97 
Mediziner, Statistiker, Medizinische Dokumentare 
Heinrich Stilrzl, Marburg 
Mitglieder: 600,-DM, Studierende: 100,-DM, Sonstige: 700,-DM 
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Veranstaltung: 
Tennin, Ort: 
Zielgruppe: 
Referenten: 
Teiln.geb.: 
Veranstaltung: 
Termin, Ort: 
Zielgruppe: 
Referent: 
Teiln.geb.: 
Veranstaltung: 
Termin, Ort: 
Zielgruppe: 
Referent: 
Teiln.geb.: 
Veranstaltung: 
Termin, Ort: 
Zielgruppe: 
Referentin: 
Teiln.geb.: 
Veranstaltung: 
Termin, Ort: 
Zielgruppe: 
Referent: 
Teiln.geb.: 
7 
Methodik der Metaanalyse 
17. - 18.10.97, Ruhr-Universität Bochum 
Der Kurs richtet sich an alle, die Metaanalysen durchzuführen, zu 
verantworten oder zu beurteilen haben, sowie sonstige allgemein 
Interessierte. 
Prof. Dr. Joachim Hartung, Dr. Anette Böckenhoff, Dr. Guido Knapp 
Mitglieder: 600,-DM, Studierende: 100,-DM, Sonstige: 700,-DM 
Analyse Kategorialer Daten {Block 1 und II)* 
23. - 25.10.97 und 6. - 8.11.97, Ruhr-Universität Bochum 
Biometrisch Interessierte mit statistischen Vorkenntnissen 
PD OlafGefeller, Göttingen 
Mitglieder: 1000,-DM, Studierende: 200,-DM, Sonstige: 1500,-DM 
Metaanalyse* 
23. - 24.10.97, Heidelberg 
Der Kurs richtet sich an Biometriker und Mediziner, die die Methodik 
der Meta-Analyse zur Zusammenfassung der Resultate von unabhängigen 
klinischen Studien verstehen und anwenden wollen. Mit Planung - Literea-
turextraktion - Auswertung - Publikation werden die wesentlichen Schritte 
dieses Vorhabens vorgestellt. 
Dr. Armin Koch, Heidelberg 
Mitglieder: 600,-DM, Studierende: 100,-DM, Sonstige: 700,-DM 
Kodierung von unerwünschten Ereignissen 
31.10.97, Ruhr-Universität Bochum 
Mitarbeiter von Behörden, phannazeutischen Unternehmen und Contact 
Research Organasitions, vor allem aus dem Bereich Arzneimittelsicherheit, 
klinische Forschung I Biometrie, med. wiss. Abteilungen usw. 
Gudrun Dechert, Gießen 
Mitglieder: 350,-DM, Studierende: 70,-DM, Sonstige: 450,-DM 
Medical Writing 
7.11.97, Mannheim 
Medical writers, statisticians and clinicians with 0 to 3 year's experience in 
writing final study reports for regulatory authorities. 
Howard M. Smith, MA, Charlottes Ville, VA 
Mitglieder: 350,-DM, Studierende: 70,-DM, Sonstige: 450,-DM 
Veranstaltung: Regressions- und Varianzanalyse* 
Termin, Ort: 20. - 22.11.97, Ruhr-Universität Bochum 
Zielgruppe: Biometriker, Mediziner, Epidemiologen, med. Dokumentare, etc. 
Referenten: Prof Dr. Joachim Hartung, Dr. Anette Böckenhoff, Dr. Guido Knapp 
Teiln.geb.: Mitglieder: 900,-DM, Studierende :150,-DM, Sonstige: 1200,-DM 
(* in Kooperation mit der postgraduellen Ausbildung „Medizinische Biometrie" 
der Universität Heidelberg) 
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Auskunft: Walter Dieckmann, Akademie für öffentliche Gesundheit, Ruhr-Universität, 
D-44780 bochum, Tel.: 0234-5162, Fax: 02341709-4325, e-mail: Walter 
Dieckmann,@rz.ruhr-uni-bochum.dehttp:/www.amib.ruhr-uni-bochum.de 
***** 
Der Fachbereich Epidemiologie teilt folgende Veranstaltungstermine mit: 
Postgraduelle Ausbildung MEDIZINISCHE BIOMETRIE 
Seit 1997 bietet die Medizinische Fakultät der Universität Heidelberg, unter Federführung des 
Instituts für Medizinische Biometrie und Informatik, ein postgraduelles Ausbildungsprogramm in 
Medizinischer Biometrie an. Die Ausbildung kann flexibel in thematisch abgeschlossenen Blöcken 
mit individueller Kurswahl absolviert werden, so daß eine berufsbegleitende Weiterbildung mög-
lich ist. Bei erfolgreichem Durchlaufen eines definierten Curriculums führt das Ausbildungspro-
gramm zu einem Universitätszertifikat, das Mediziner und Statistiker (bzw. Mathematiker mit 
Schwerpunkt Stochastik) oder Personen mit vergleichbarer Vorbildung erwerben können. Für den 
Besuch der einzelnen Kurse gibt es keine Zulassungsbeschränkungen. 
Das Gesamtkonzept basiert im wesentlichen auf 3-Tageskursen, die in der Regel einen Wochen-
endtag einschließen (z.B. Do. - Sa.). Im Sommer und Herbst 1997 werden die folgenden Kurse 
angeboten: 
Kurse 
Instrumente der Datenverarbeitung, Teil 1 und I1 
Klinische Studien, Teil 1 
Nichtparametrische Verfahren in der Biometrie 
Biometrie in der präklinischen Forschung 
Grundlagen der Statistik (in fünf Teilkursen) 
Lineare Modelle 
Termine Ort 
14.08. - 16.08.97 Heidelberg 
2 1.08. - 23.08.97 
28.08. - 30.08.97 Heidelberg 
04.09. - 06.09.97 Heidelberg 
09.10. - 11.10.97 Heidelberg 
12.09. - 14.09.97 Heidelberg 
19.09. - 21.09.97 Heidelberg 
03.10. -06.10.97 Heidelberg 
11.10. - 13.10.97 Heidelberg 
17.10. - 20.10.97 Heidelberg 
20.11. - 22.11.97 Bochum 
Weitere Kurse sind in Planung. Es besteht eine enge Zusammenarbeit und gegenseitige Anerken-
nung mit dem Zentrum Biometrie der Akademie für öffentliche Gesundheit (Universität Bochum) 
und dem European Network for Education in Medical Statistics. Das Lehrangebot entspricht den 
Rahmenempfehlungen der GMDS sowie einer im EU-Rahmen erarbeiteten Empfehlung. 
Für Informationsmaterial wenden Sie sich bitte an: 
Dr. Carsten Heuer, Abteilung Medizinische Biometrie der Universität Heidelberg 
Im Neuenheimer Feld 305, 69120 Heidelberg 
Tel: 06221156-4180, -4141; FAX: 06221 /56-4195; E-Mail: cheuer@imbi.uni-heidelberg.de 
Dr. Birgit Stadler, Zentrum für Studienberatung und Weiterbildung 
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Seminarstr. 2, 69117 Heidelberg 
Tel: 06221/54-2449, -3587; FAX: 06221/162791, E-Mail: Birgit.Stadler@urz.uni-heidelberg.de 
:). V .eraäsraltungskalender: 
·.·-,,-., 
Diese Termin- und Themenübersicht enthält nur Veranstaltungen, von denen die Bearbeiter glau-
ben, daß sie das Interesse der Mitglieder der GMDS und aller Leser der Mitteilungen finden. Die 
Übersicht dient der Information und Tenninkoordination. Für die Richtigkeit der Angaben, die uns 
von den Veranstaltern übermittelt werden, können wir keine Gewähr übernehmen. 
42. Jahrestagung der Gesellschaft für Medizinische Informatik, Biometrie und Epidemiolo-
gie (GMDS) e.V. 
• 15.09. - 18.09.1997 •in Ulm (Donau) 
Woonation: Tagungssekretariat GMDS 1997, Abt. Biometrie und Med. Dokumentation, Uni-
versität Ulm, 89070 Ulm, Telefon: 0731-5026905, Fax: 0731-5026902, E-mail: gmds97@ 
medizin.uni.-ulm.de 
WWW:http://www.uni-ulm.de/uni/ fak/medizin/biodok/gmds.html 
4. Jaosseo-Cilag Zukunftskongreß 
Blickpunkt Gesundheitswesen: Interdisziplinäre Ansichten für zukunftsorientierte Aussichten 
• 18.09. - 19.09.1997 •in Frankfurt/Main 
Information: Janssen-Cilag, Heidemarie Marona-Michel, Raiffeisenstraße 8, 414 70 Neuss 
Symposium aus Anlaß des 17Sjllhrigen Bestehens der Gesellschaft Deutscher Naturforscher 
und Ärzte (GDNÄ) 
• 19.09.-20.09.1997 •in Lübeck 
Infoonation: Prof. Dr. Dietrich v. Engelhardt, Institut für Medizin- und Wissenschaftsgeschichte, 
Medizinische Universität zu Lübeck, Königstr. 42, 23552 Lübeck, Tel: 0451175732, Fax: 
0451174689 
New Technologies in Hospital Information Systems 
Conference on Architectural Concepts for Hospital Information Systems 
• 20.09. - 22.09.1997 in Ulm 
Infoanation: New Technologies Conference Ulm - c/o Dr. Thomas Bürkle, Institute ofMedical 
Informatics, Heinrich-Suff-Ring 44, 35392 Gießen - Germany, Tel.: ++49/641/99-41370, Fax: 
++49/641/99-41359 
e-mail: thomas.buerkle@informatik.med.uni-giessen.de 
Deutscher Dokumentartag 1997 
lnfonnation und Dokumentation „Qualität und Qualifikation" 
• 24.09. - 26.09.1997 in Regensburg, Universität 
Information: DGD - Geschäftsteile, Ostbahnhofstraße 13, 60314 Frankfurt/Main 
Tel. : 069/430313, Fax: 069/4909096 
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liM 97 
• 24. - 26.09 1997 • in Dresden 
Europäische Konferenz zum Thema „Integration in der Fertigstellung (liM)" des ESPRIT-
Programms 
lnfoonation: Frau Schulten, Europäische Kommission, Fax: 0032.2.2967365; 
e-mail: liminfo@dg3.cec.be.http;//www.cordis.lu/esprit/src/ lim97.htm/ 
MÄNNERGESUNDHEIT 
•September 1997 *in Hamburg 
Information: Tagungsbüro Werkstatt Gesundheit, Vorsetzen 53, 20459 Hamburg, 
Tel.: 040/317 963, Fax: 040/317 963 25 
GESUNDHEITSBILDUNG 
• 25.09. - 26.09.1997 •in Flensburg 
lnfoanatjon: Bildungswissenschaftliche Hochschule Flensburg - Universität. Modellversuch Ge-
sundheitsbildung, Schützenkuhle 26, 24937 Flensburg, Tel.: 0461/570-13 13, 
Fax: 0461/570-1316 
SOZIALMEDIZIN 
* 29.09. - 01.10.1997 •in Schwerin 
Infoanatjon: Akademie für Sozialmedizin Mecklenburg-Vorpommern e.V., 
Am Grünen Tal 50 C, 19063 Schwerin, Tel.: 0385/3020431 , Fax: 0385/3020410 
MIGRATION UND GESUNDHEIT 
• 01.10.1997 •in Berlin 
lnfoanatjon: Virchow Klinikum, Frauenklinik, Augustenburger Platz 1, 13353 Berlin, 
Tel.: 030/450 64142, Fax: 030/45064904 
Werkstattseminar: „Herr Doktor, bitte verschreiben Sie mir eine Information!" 
Multimedia - ein Heilmittel für die medizinische Kommunikation? 
• 09.10. - 11. I 0.1997 • im Heinrich Pesch Haus Ludwigshafen 
lnfoanation: Heinz Hirse, Bildungsreferent, Tel.: 062115999-177, e-mail: hph-Hinse@kirche.org 
FRAUEN UND KREBS 
• 29.10. - 30.10.1997 • in Frankfurt 
Infoanatjon: Deutsche Krebsgesellschaft e.V., Anja Kemperrnann, Monika Rak, 
Paul-Ehrlich-Str. 41, 60596 Frankfurt/Main, Tel.: 069/6300960, Fax: 069/639130 
InfoSource - Information unternehmensweit 
Zugriff auf Dokumente, Analysen, Forschungsberichte, Bibliotheksbestände etc. über ein System 
* 03.11.1997 •in Köln 
lnfoanatjon: Referentin Dr. Kattein, rola Professional Solutions, WIND GmbH, Friesenwall 5-7, 
50672 Köln, Fax: 0221/92 59 56 - 56, schriftliche Anmeldung bis 27.10.1997 
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TELEMEDIZIN Telematik im Gesundheitswesen 
BVMI Berufsverband Medizinischer Informatiker e.V. 
• 07 .11. - 08.11.1997 • in Berlin 
Infoonation: Institut für Medizinische Statistik, Epidemiologie und Informatik 
Universitätsklinikum Benjamin Fran.klin, Freie Universität Berlin, z.Hd. Frau Heliane Meyer, 
Hindenburgdamm 30, 12200 Berlin, Tel: 030/8445-4500, Fax: 030/8445-4510, e-mail: tele-
med97@ukbf.fu-berlin.de 
EITC97 
• 24. - 26. 11.1997 in Brüssel 
Europäische IT-Konferenz und Ausstellung sowie Investment Forum, Verleihung des europäi-
schen IT-Preises ITEA '97 und Post-Konferenz-workshops am 27.11.1997 
Information: Konferenzsekretariat (e-mail: eitc97@dgs3.cec.be; Internet: 
http://www.cordis.lu/esprit/src/eitc97.htm) 
GESUNDHEITSDIENST 
• 07. l l. - 08.11.1997 • in Bremen 
Information: Deutscher Entwicklungsdienst DED-Fachreferat Gesundheit, 
Kladower Damm 299, 14089 Berlin, Tel.: 030/36881-0, Fax: 030/36881-271 
European Conference Eurorec oo the Electrooic Healthcare Record 
• 27 .11. - 29 .11.1997 • in Paris 
Contact: PROREC-France, Dr. Bruno Frandji, 12, Avenue des Pres, 78180 Montigny-leBx, tel.: 
+33 134523890, fax: +33 134523899, e-mail: brunofrandji@Compuserve.com 
ISS Studienpreis 
Der ISS-Preis ist ein Stipendium für einen Auslandsaufenthalt, das mit DM 15.00,- aus Mitteln 
finanziert wird, die das Executive Committee des International Switching Symposiums 1995 dem 
VDE zur Verfügung gestellt hat. 
Mit diesem Preis soll die Weiterbildung junger, durch hervorragende Studienleistungen sich 
auszeichnender Ingenieure auf dem Gebiet der Informations- und Kommunikationstechnik gefOrdert 
werden. Der Preis wird an erfolgreiche Bewerber mit dem Studienschwerpunkt lnformatins-, 
Kommunikations- und Nachrichtentechnik (z.B. an Universitäten, Technischen Hochschulen, 
Fachhochschulen, Gesamthochschulen) vergeben. Mögliche Vorschläge können bis 31.12.1997 bei 
der ITG-Geschäftsfiihrung eingereicht werden. 
Rückfragen: ITG Informationstechnische Gesellschaft Stresemannallee 15, 60596 Frankfurt/M., 
Tel.: 069/6308-360/362 
***** 
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Dritte Ausschreibung ACTS (Advanced Com.munications Technologiesand Services) 
Projektvorschläge müssen der EU-Kommission bis zum 26.09.1997 per Post oder Kurier zugesandt 
(Datum des Poststempels) oder eigenhändig bei der im Ausschreibungstext genannten Anschrift oder 
einem der Büros der Kommission in der Gemeinschaft abgegeben werden (Eingangsdatum). 
Das Ausschreibungsdokument „General Information" liegt vor und kann im Internet unter der 
Adresse 
http://www.infowin.org/ACTS/ANALYSYS/GENERAL/3RDCALL/proposer.htm 
abgerufen werden. 
Ein weiteres Ausschreibungsdokument „Service Guide" zur Antragsprozedur sowie eine Software 
CAPplus zur elektronischen Antragstellung sollen ebenfalls zur Verfügung gestellt werden und auch 
im Internet unter der Adresse http://www.infowin.org/ACTS abrufbar sein. 
Weitere Informationen können bei der DLR, Herrn Rosenberg, Tel.: 02203/601-3435 eingeholt 
werden. 
Als neue Mitglieder begrüßen wir: 
PD Dr. med. Karlheinz Albrecht Dr. med. Volker Arndt 
Universitätsklinikum Essen Universität Ulm 
Abt. für Allgemeine Chirurgie Abt. Epidemiologie 
Hufelandstr. 55 Albert-Einstein-Allee 43 
45147 Essen 89081 Ulm 
Tel.: 02011723-1106 Tel.: 0731/5026460 
Fax: 073115026453, e-mail: 
VOLK.ER.ARNDT@MEDIZIN.UNI-
ULM.DE 
Dipl.-Volkswirt Thomas Banasiewicz Dr. Heike Bickeböller (USA) 
Tulpenweg 13 IMSE 
48431 Rheine Klinikum r.d. Isar der Technischen 
Tel.: 05971/2482 Universität München 
Ismaninger Str. 22 
81675 München 
Tel.: 089/4140-4355 
Johannes Bruns Dipl.-Math. eoc. Hildegard Cramer 
Akazienweg 6 Zingler Str. 55 
53343 Wachtberg 89077 Ulm 
Tel.: 02225/ 18603 
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Dipl.-Inf. med. Monika Döring Dipl.-lnf. Antonia Egger 
Federstr. 35 Toemlingerstr. 18 
72116 Mössingen 81375 München 
Tel.: 07473/291341 Tel.: 08917147378 
Dr. med. JosefEpple Dipl.-Inform. Med. Brigitte Euler 
U.d. Nußbäumen 22 Großer Steinweg 20 
65779 Kelkheim 35390 Giessen 
Tel.: 06195174671 Tel.: 0641/394232 
Gunther Eysenbach, AIP Dr. Detlev Fröhlich 
Schillerstr. 9 Am Sandberg 12 
91054 Erlangen 53757 St. Augustin 
Tel.: 09131/234-27/-47 Tel.: 02241/342846 
e-mail: eysen@ys.com 
Martina Gerl Dipl.-Stat. Sabine Glaser 
Sedanstr. 23 Padcom Clinical Research GmbH 
81667 München Am Propsthof 80 
Tel.: 089/4483323 53121 Bonn 
Tel.: 0228/97983-53 
Fax:0228/97983-34 
Dipl.-lnform. Med. Anke Erika Häber Dr. Hans-Heinrich Henneicke-von Zepelin 
Universität Heidelberg Schaper & Brummer GmbH & CoKG 
Institut für Med. Biometrie Postfach 61 11 60 
und Informatik 38251 Salzgitter 
Abt. Med. Informatik Tel. : 05341-307-550 
Im Neuenheimer Feld 400 Fax: 05341-307-524 
69120 Heidelberg 
Tel.: 06221/56-7497 
Dipl.-lnformatiker Andreas Hestermeyer Stefan Hinze 
Dräger Synernatic GmbH Sanitätsamt der Bundeswehr 
Moislinger Allee 53/55 Abt. IV 
23558 Lübeck Med. Informatik und Informationstechnik 
Tel.: 0451/882-3597 Platanenweg 29 
Fax: 0451/882-3031 53225 Bonn 
Tel.: 0228/942-2646 
Markus Hollerbach Dr. med. Hans-Michael Jarzembowski 
Stotzheimer Str. 15 Bayemstr. 101 
77799 Ortenberg 46149 Oberhausen 
Tel.: 0781/9483560 Tel.: 0208/662648 
Fax:0781/9483562 
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Dipl.-Stat. Martin Kainz Dr. med. Bernhard Keim 
Hinter der Ostanlage 5 a Zillenhardtweg 9 
35390 Giessen 73105 Dilmau 
Tel.: 06411390007 Tel. : 07164/ 14022 
Dipl.-Inform. Reinhard Kreutz Dr. med. Ulrike Lewan 
Paulusstr. 7 ANR der LMV München 
52064 Aachen Nussbaumstr. 20 
Tel.: 024/27035 80336 München 
e-mail: kreutz@imib.rwth-aachen.de Tel.: 089/5160-4950/1 
Fax: 089/5160-4952 
e-mail: lewan@anr.med. 
uni-muenchen.de 
Thomas Lueckert Dr. rer. nat. Bernd Mahner 
Kollwitzstr. 78 VH E.-M. Arndt-Universität Greifswald 
c/o Thees Zentrum für Kinder- u. Jugendmedizin 
10435 Berlin Klinik- u. Poliklinik f. Kindermedizin 
Tel. : 030/4434502 Soldtmannstr. 15 
17489 Greifswald 
Tel.: 03834/866350 
~ Fax: 03834/866410 
e-mail: mahner@rz.uni-greifswald.de 
Dino Carl Novak Dipl.-Stat. Kerstin Osterrieder 
Gaußstr. 9 Holzhauser Str. 30 
53125 Bonn 869 l 9 Utting 
Tel.: 0228-258629 Tel.: 08806/95011 
e-mail: DCN@CARAT-EDV.COM 
Dr. Ursula Paulus Dipl.-oec. troph. Ulrike Peters 
Klinik 1 für Innere Medizin Institut für Humanernährung & 
der Universität zu Köln Lebensmittelkunde 
Direktor: Prof. Dr. V. Diehl der Christian-Albrechts-Universität 
Arbeitsgruppe Biometrie zu Kiel 
LFI Ebene 5 Raum 58 DUstembrooker Weg 17 
50924 Köln 24105 Kiel 
Tel.: 0221/4785558 Tel.: 0431 /5973690 
Fax: 0431/5973679 
e-mail: perts@nutrfoodsc.uni-kiel.de 
Dipl.- oec. troph. Anke Pröhl Claudia Redner 
Langenbeckstr. 27 Rochusstr. 30 a 
24116 Kiel 40479 Düsseldorf 
Tel.: 0431/ 14016 Tel. : 0211 /486297 
e-mail: bauerproehl@ki.comcity.de e-mail: CLRedner@aol.com 
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Dr. Christine von Reibnitz, M.P .H. Dr. med. Marion Roth-Hintz 
Universität Bielefeld Ruprecht-Karl-Universität 
AG 5: Management im Gesundheits- Inst. f. Med. Biometrie und Informatik 
wesen Abt. Med. Informatik 
Postfach 10 01 3 1 Im Neuenbeimer Feld 400 
33501 Bielefeld 69120 Heidelberg 
Tel.: 0521/106-4259 Tel.: 06221/567493 
Fax: 0521/106-2968 e-mail marion-roth-hintz@Krzmail.Krz. 
e-mai 1: christine. vonreibnitz@ Uni-heidelberg.de 
post.uni-bielefeld.de 
Dipl.-Wirtschaftsmathematikerin Susanne Dr. med. Michael Schneider 
Schmucker Chattenstr. 24 
Medizinische Klinik Uni Ulm 36043 Fulda-Edelzell 
EDV-Gruppe Tel.: 0661/42283 
Robert-Koch-Straße 8 
89081 Ulm 
Tel.: 073115024348 
Dipl.-Stat. Michael Schulte K.V. Srinivasa, M.B.B.S. 
In der Oeverscheidt 125 Kirchgasse l 
44149 Dortmund 9121 7 Hersbruck 
Tel.: 0231/652883 'J:'.el. : 09151170538 
Fax: 09151/3381 
Karin Staudacher Dipl.-Sozialwirt Peter Weymayr 
Eythstr. 7 Paracelsus-Klinik Scheidegg 
89075 Ulm Kurstraße 5 
Tel.: 0731/6023903 88175 Scheidegg 
Fax: 07311553772 Tel.: 08381/501426 
Fax: 08381/501290 
e-mai 1: Institut QM@t-online.de 
Margit Wolf Dipl.-Stat. Roland Wolf 
Reichensteinstr. 11 Am Stadtweg 18 
79423 Heitersheim 85053 Ingolstadt 
Tel.: 07634/552080 Tel.: 0841162880 
e-mail: woma@tunnorbio. e-mail: rw468@bingo.baynet.de 
uni-freiburg.de 
Dipl.-Inf. Stefan Peter Wolf Prof. Dr. Michael Worzyk 
Klinikum der Christan-Albrechts- Fachhochschule Anhalt 
Universität zu Kiel Fachbereich lnfolJllatik 
Institut für Med. Informatik Bemburger Str. 52-57 
und Statistik (TMIS) 06366 Köthen 
Brunswiker Str. 10 Tel.: 03496/67-460 
24105 Kiel e-mail: worzykeinf.fh-anhalt.de 
Tel.: 0431/597-3173 
e-mail: wolf@medinfo.uni-kiel.de 
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Als studentische Mitglieder begrüßen wir 
cand. lnf. Hartmut Falk Michael Hägele 
Glockengießer Str. l 0 Werderstr. 43 
23552 Lübeck 69120 Heidelberg 
Tel.: 0451/77229 Tel.: 06221/400377 
Fax: 045117020591 Fax: 06221/400377 
e-mail: H.F ALK@T-ONLINE.DE e-mail: nslijvlj@ix.urz.uni-heidelberg.de 
Susanne Schurg cand. Dipl.-Inf. Med. Michael Skorczweski 
Welschstr. 10 Flurstr. 52 
74080 Heilbronn 56566 Neuwied 
Tel.: 07131/471780 Tel.: 02622/81729 
e-mail: schurg@jupiter. 
rz. th-beilbronn.de 
Dipl.-Infonn. Med. cand. Nela Sljivljak 
Werderstr. 43 
69120 Heidelberg 
Tel.: 06221/400377 
Fax: 06221/400377 
e-mail: nsljivlj@ix.urz.uni-heidelberg.de 
Informatik, Biometrie und Epidemiologie in Medizin und Biometrie - Band 29 - Heft 3/1997 
Autorenmerkblatt der Zeitschrift 
Informatik Biometrie und Epidemiologie" 
" ' 
Thematik und VeröO'enllichungssprachen 
1. Die 7..eiischrift „lnforma1ik, Biomc1ric und Epide-
miologie in Medizin und Biologie" dient der Doku-
mcn1:11ion von 1heorc1ischcn und anwendungsbezoge-
ncn Arbei1cn aus dem Gesam1gcbiet der Informatik, 
Biometrie und Epidemiologie in Medizin und Biolo-
gie. Die Zci1schrift veröffemlicht sowohl Beilriige über 
neu en1wickel1e Ansä1~c als auch neue Anwendungs-
möglichkei1en bekannter Methoden. Zusä1zlich soll 
dem 1uioncllcn Aspekt durch Übersichtsanikel Rech-
nung gc1ragen werden. Der Bezug zur Medizin oder 
Biologie darf dabei jedoch nich1 vernachlässig1 wer-
den. Die Arbei1en dürfen nichl zuvor in anderen in-
und ausländischen '.Zeitschriften veröffentlicht worden 
sein. Uber die Annahme entscheidet die Schriftleitung. 
un1er.tüt11 von Mitgliedern des Herausgeberbeirats. 
2. Veröffenthchungssprache iq deutsch. Beiträge mit 
allgemeiner Bedeutung können auch in englischer 
Sprache aufgenommen werden. 
Form und Manuskripte 
1 t.lanu\knptc sind auf Di!.keue, sowie zusätzlich in 
doppelter Ausfenigung auf Papier einzureichen. Siehe 
auch Ab>chniu „ Verwendung von Diskeuen". Diskeuen 
und Manuskripte sind b111e eindeutig zu kennzeichnen 
(Au1or, Bcnrag. Programm, Version). Die ausgedruckte 
Variante \Oll auf DIN A 4-Bogen einseitig mit breiten 
Rändern und t 1 / 2-fochem Zeilenabstand in gut !~barer 
Schriftgröße (i . d. R. 12 Punkt) geschneben sem. Der 
linke Rand ,ollte mindestens 10 Anschläge breit sein. 
2. Manu\kripte sollen 20 Seilen nicht überschreiten. 
Arbeilen mi1 weniger als 8 Sei1en können bevorzugl 
in Druck gegeben werden. Arbeiten mit weniger als 
3 Seiten können nls „Kurzmllteilung" veröffentlicht wer-
den. Alle Tabellen und Abbildungen sowie das Literatur-
verLeichnis sind in die Seitenzahlen einzubeziehen. 
3. Originalarbei1en sind in die Abschniue Zusammen-
fassung. S11chwone, Summary, Key-words. Einleitung 
(l. B. Litemturübcrsich1, Problemstellung), Fragestel-
lung, Mn1erial und Methoden, Ergebnisse. Diskussion/ 
Schlußwone und Li1em1urverzeichnis zu gliedern. Die 
Bedeu1ung der Ergebnisse fur die Informatik, Biome-
tne und Epidem1olog1e sind in der Diskussion hervor-
Luheben. Bei dcut>Ch\prachigen Arbeiten ist dem Titel 
der Arben die englische Übersetzung beizufügen. bei 
enghsch,prachigen Arbenen die deutsche. Die Schrift-
leitung i,1 für ihre Formulierung nicht verantwonlich. 
4. Autorennamen werden m KAPITÄLCHEN geschrieben. 
5 Abl..urzungen ~md nur dann zullissig, wenn sie imer-
na11onal bel..annt \lnd. Gegebenenfalls (nicht ggf.!) 
muw:n \le 1m Te~t oder durch Fußnote erldän werden. 
6. Der Autorenname mit lmtmlen der Vornamen bei 
llerren. mit 'oll ausge,chriebenem Vornamen bei Da-
men \lchen unter dem Tnel. 
7 Am Schluß der Arben 1\1 das lnstitul sowie eine 
Knrrcspondc1uadre'se (Verfa,~er oder Mitau1or) an-
1ugchcn. die Ausl..ünfle uber die Arben geben kann. 
8. Die Tabellen und die l..egenden 7u den Abbildun-
gen sind auf getrenn1en Seite~. jeweils. in Deu1sch 
(und Englisch), eintureichen. Die Beschnfümgen von 
Tabellen und Grafiken sollen ausreichend groß ge-
wählt werden, damit sie auch bei einer auf Spalten-
brci1e verkleinencn Abbildung lesbar bleiben. 
Darstellungen und Tabellen 
1. Die Ergebnisse können cn1wedcr in Fonn einer Ta-
belle oder als Grafik dargestelh werden, eine doppelte 
Wiedergabe is1 unerwünscht 
2. Als Vorlage für '.Zeichnungen und Fotos können nur 
scharfe, kontrn>treiche Originale angenommen werden. 
Fotonegative können leider nicht verwendet werden. Bei 
grafischen Darstellungen sind die Originale. Fo1oabzü-
ge, Dias oder gleichwemge Rcprodut..11onen einzurei-
chen. Bei Fotos sollte mit Aufkleber auf der Rtickseite, 
bei Dias aur dem Rahmen, der Name de, Fotografen und 
die Bildnummer vermerkt >em. Die dawgehörenden 
Bildunterschnrten smd. auf emem gesondcnen Blau un-
ter der betreffenden Nummer aufwführen. 
3. Farbabbildungen können auf Kosten der Autorin/ 
des Autors aufgenommen werden. Preisliste auf An-
frage beim Verlag. 
Verwendung \ On Diskellcn 
1. Es können DOS-formaliene (3,5") und falls eine 
DOS-Formatierung nich1 möglich isl, auch Macin1osh-
formatiene Diskeuen eingelesen werden. Bille genau 
kenn1eichncn ! 
2. Die Texte sind vorrangig in MS Word oder Tech zu 
erfassen, falls dies nicht möglich ist, biue das Tex1pro· 
gramm mit Versions-Nummern 1. ß. Word Perfcct 6.0, 
DOS oder Windows angeben und wsti11.lich die Texte 
im reinen Tex1formal bLw. ASC II -Format abspeichern. 
3. Auf den Diskeucn nur die zur Verwendung vorge-
sehenen Texte mitliefcm, nicht benö1ig1e Texte vorher 
löschen. Die Zeilen eines Absa11cs sind s1e1s endlos 
zu erfassen (d. h. ohne Zcilende) ohne Tab. ohne Ein-
züge am Anfang. ohne Trennungen b1w. Trennhilfe. 
Jeder Absa11 ist durch einen Re1um tu beenden. 
4. Nach Möglichken sollten die Autoren oder deren 
Schreibkräfte bereits bei Erfassung Forma11erungsbe-
fehle eingeben. Dadurch smd Ausi.e1chnungen (z. B. 
halbfeu. gespem. unterstrichen o.a.) berei1s im Grund-
text erfaßL Ein Mustencxt und die Stilvorlagen für 
Word können bei Verlag und Schriftlenung angefor-
den werden. Sofern Sonder7eichen verwende! werden, 
sollten diese m cmcr separaten Sondcr7e1chcndatei ab-
gespeichen werden In ihr sollten alle m der Arbeit 
aufgetretenen Sonderzeichen 111 der An ihrer Kodie-
rung aufgeli!.tet sem Durch ein Tab abgetrennl, 'olhe 
dann die verbale Bedeutung crläuten werden. Bspl.. 
&gr.a~ 
&x% 
&zm% 
griech1\Cher Alpha 
Malkreu1 
Zeichen fur mannhch . ..• 
5. Wurden Texle und Diskeuen an die Autoren lllf 
Überarbeilung zurückgegeben, so solhen die Aulorco 
ausdrücklich bcsläligen. daß auch die Diskeue auf den 
neuesten S1and gebrach! wurde. 
6. Folgende Bildformate können verarbeitet werden: 
EPS und TIFF (jeweils auch mil Macimosh-Sild-
schirmdarsiellung abspeichern). 
7. Tabellen in eine separate Dalei se!Zen. Sie sind ein-
zeln abzuspeichern. Im Daleinamen sollle bereils zu er-
kennen sein . wohin die Tabelle gehön. So könme man 
zum Beispiel die 3. Tabelle vom Kapitel 1 Kl_TAB3 
benennen. Tabellen werden ohne Linien gesetzt, Spal-
ten sind durch Tnb's zu !rennen. Nach jeder Tabellen-
zeile wird ein Relum gegeben. Die Anzahl der Tabula-
toren in jeder Tabellenzeile muß gleich sein. (Für jede 
leere Tabellenspahe isl ein Tabulator zu vergeben). 
Literatur 
l. Nur wesentliche und allgemein zugängliche Litera-
tur solhe ziticn werden, z. B. Bücher, Zei1sctiriftenbei-
lräge und zum gleichen Thema abgefaß1e Dissenatio-
nen (keine Diplomarbcitcn !) 
2. Die zi1iene Li1era1ur wird im Literaturverzeichnis am 
Ende der Arbeit alphabetisch nach den Autorennamen 
zusammengefaßl. Im Text der Arbeil wird auf das Lite-
raturverzeichnis durch Angabe des Autoren.namens rnil 
Erscheinungsjahr der Publika1ion vcswiesen. 
3. Bei Zeitschriften gih folgendes Schema: Verfasserin/ 
Verfasser (Vorname abgekürzt) - Jahr der Veröffentli-
chung - Titel der Abhandlung - Zeitschrift - Band-
iahl oder Jahrgang (unterstrichen, im Satz halbfeu) -
Heft-Nr. (in Klammem) - Seilenzahlen der Arbeit oder 
der Seiten, auf die das Zitat direkt bezogen is1. 
Beispiel: WASMUS, A„ P. KlNDEL, s. MATTUSSEK, H. H. 
RASPE, 1989: Acitivity and severity of rheumatoid ar-
lhritis in Hannover /FRG and in one regional referral 
cenler. Scand. J. Rheuma1ol. Suppt. 79 (5), 33-44. 
4. Bei Buchveröffentlichungen gilt folgendes Schema: 
Verfasserin/Verfasser - Jahreszahl - Buchtitel -
Verlag - Erscheinungson - AuOage (von der 
2. AuOage an) - Sei len:z.ahl. 
Beispiel: HORN. M. und VO!.LANDT, R„ 1995: Multiple 
Tests und Auswahlverfahren, G. Fischer Verlag, 
Stuugan und Jena, 289 S. 
5. Normalerweise wird der Titel der Arbeil in der Ori-
ginalsprache zitien. bei Sprachen mit eigenen Schrift-
zeichen (z. B. russisch, arabisch, japanisch) besser die 
englische Übersetzung und die Angabe, aus welchem 
Referateblall ihr Inhalt dem Verfasser bekannt wurde. 
Honorar/Sonderdrucke 
Anstelle eines Honorars crhahen die Verfasser kosten-
los 30 Sonderdrucke. Weitere Sonderdrucke können 
gegen Berechnung geliefen werden. Preisliste auf An· 
frage beim Verlag. Wir empfehlen unseren deutsch-
sprachigen Autoren, einen Wahmehmungsvenrag mit 
der Verwertungsgesellschaft WORT, Goelheslr. 49. 
80336 MUnchen, abzuschließen. 
Verlagsrechte 
1. Bestand der Rechte: Der Autor versichen. daß er al-
lein befugt ist, Ober die urheberrechtlichen Nu!Zllngs-
rechte an seinem Beitrag, einschließlich eventueller 
Bild- und anderer Reproduktionsvorlagen. zu verfügen 
und daß der Beitrag keine Rechte Dritter verletzt. 
2. Dauer der Rechte: 1 n Erweiterung von § 38, Abs. 1. 
UrhG, räumt der Autor dem Verlag für die Dauer 
des Urheberrechtsschutz.es das räumlich und mengen-
mäßig unbeschränkte Recht der Vervielfäh.igung und 
Verbreitung (Verlagsrecht) bzw. der unkörperlichen 
Wiedergabe des Beitrags ein. auch zur Verwertung 
außerhalb der Zeitschrift. filr die er ursprünglich be-
stimmt war. Die Übenragung erfolgt für die Dauer 
von 5 Jahren ausschließlich. 
3. Umfang der Rechte: Im Rahmen von Ziffer 2 räumt 
der Autor dem Verlag ferner die ausschließlichen Nut-
zungsrech1e am Beitrag ein 
a) das Recht zum ganzen oder teilweisen Vorabdruck 
und Nachd ruck - auch in Form eines Sonder-
drucks -, zur Übersetzung in andere Sprachen, zu 
sonstiger Bearbeitung und zur Ers1ellung von Zu· 
sammenfassungen (Abs1racts). 
b) das Recht zur Veröffentlichung e iner Microkopie-, 
Microfish- und Microformausgabe, zur Nutzung im 
Wege von Bildschirm1ext. Videotext und ähnlichen 
Verfahren, zur Aufzeichnung auf Bi ld- und/oder 
Toniräger und zu deren öffentlicher Wiedergabe, 
c) das Recht zur maschinenlesbaren Erfassung und 
eleklronischen Speicherung auf einem Datenträger 
und in einer eigenen oder fremden Online-Daten-
bank, zum Download in einem eigenen oder fremden 
Rechner zur Wiedergabe am Bildschirm, sei es un-
mittelbar oder im Wege der DatenfemObenragung. 
sowie zur Bereithaltung in einer eigenen oder frem-
den Online-Datenbank zur Nutzung durch Drille, 
d) das Recht Teile des Beitrages (Beitragskopf. Zu-
sammenfassung, Stichwone, Summary und Key-
words) ins Internet zu stellen, 
e) das Recht iu sonstiger Vervielfllhigung, insbeson-
dere durch fotomechanische oder ähnliche Verfah-
ren und zur Nutzung im Rahmen eines sogenann-
ten Kopienversandes auf Bestellung, 
f) das Recht zur Vergabe der vorgenannten Nutzungs-
rechte an Drille im In- und Ausland sowie die von 
der Verwenungsgesellschafl WORT wahrgenomme- · 
nen Rechle einschließlich der entsprechenden Ver-
gütungsansprüche. 
Der Verlag wird Ober die Rechle gemäß Punkt 2 und 
3a nur mit Zustimmung des Autors verfugen und sich 
um eine angemessene Honorierung bemUhcn. 
Manuskripteinsendung 
Der Manuskripteingang wird bestätigt: vor Drucklegung 
wird (im Inland) ein Probeabdruck versandt, in dem nur 
Druckfehler berichtigt werden können. Weitergehende 
Änderungen oder Zusätze gehen zu Lasten der Autoren. 
Manuskripte sind an die Schriftleiter/Editoren zu 
richten. z. Zt. an: 
Informatik, Biometrie und Epidemiologie 
Prof. Dr. H. Geidel, 
clo Verlag Eugen Ulmer 
Postfach 70 05 61 
D-70574 Stuugan. Fed. Rep. of Gcrmany 
Prof. Dr. W. Lehmacher 
Institut für Medizinische Statistik. 
lnfonnatik und Epidemiologie 
D-50924 Köln 
Dipl.-Math. Joachim Vollmar 
Pharmacentical Research Ass. GmbH 
Besselstraße 2-4 
D-68219 Mannheim 
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