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Práce se zabývá možnostmi použití moderních statistických postupů se zaměřením na 
robustní metody. Vybrané postupy jsou analyzovány a aplikovány na častých problémech 
z praxe v českém průmyslu a technologii. Studovaná témata, metody a algoritmy jsou voleny 
tak, aby byla přínosem v reálných aplikacích ve srovnání s používanými klasickými metodami. 
Použitelnost a účinnost algoritmů je ověřena a demonstrována na reálných studiích a 
problémech z výzkumného prostředí českých průmyslových subjektů. V práci je poukázáno 
na nevyužitý potenciál současné teoreticko-matematické a výpočetní kapacity a nových 
přístupů k chápání statistických modelů a metod. Výsledkem práce je rovněž původní 
vývojové prostředí s programovacím jazykem DARWin (Data Analysis Robot for Windows) 
pro intenzivní využití efektivních numerických postupů pro získávání informací z dat. Práce 
je impulsem pro širší využití robustních a numericky, nebo výpočetně náročnějších metod, 




This thesis deals with modern statistical approaches and their application aimed at 
robust methods and neural network modelling. Selected methods are analyzed and applied on 
frequent practical problems in czech industry and technology. Topics and methods are to be 
benificial in real applications compared to currently used classical methods. Applicability and 
effectivity of the algorithms is verified and demonstrated on real studies and problems in 
czech industrial and research bodies. The great and unexploited potential of modern 
theoretical and computational capacity and the potential of new approaces to statistical 
modelling and methods. A significant result of this thesis is also an environment for software 
application development for data analysis with own programming language DARWin (Data 
Analysis Robot for Windows) for implemenation of effective numerical algorithms for 
extaction information from data. The thesis should be an incentive for boarder use of robust 
and computationally intensive methods as neural networks for modelling processes, quality 
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V posledních letech neustále roste potřeba statistické analýzy experimentálních dat 
v technice, technologii, výrobě a výzkumu současně s rostoucím obecným povědomím a 
zájmem o tuto oblast. Matematická statistika a statistická analýza je obor výzazně aplikační a 
má dlouhou historii. Významným aplikačním polem statistických metod jsou technologie, 
aplikovaný výzkum a hodnocení kvality výroby. Za počátky systematického využití 
statistických metod ve výzkumu technologii bývají uváděna dvacátá a třicátá léta dvacátého 
století v souvislosti s autory jako Ronald A. Fisher, John W. Tukey, George Box, Walter A. 
Shewhart za výzazné popularizace a spoluvytváření metodik zavádění principů statistického 
myšlení („statistical thinking“) do (především technologické) praxe autory, jako byli 
například Joseph Juran, W. E. Deming. Všeobecně přijaté principy hodnocení kvality procesů 
pomocí konceptu ztrátové funkce Loss(X) ~ (X – T)2 jako čtverce vzdálenosti od požadované 
hodnoty T logicky ospravedlnilo široké nasazení statistických metod, v nichž je ústředním 
tématem rozptyl, jeho rozklad, vysvětlení a minimalizace. Jedna z 
celosvětově nejpoužívanějších statistik pro vyjádření kvality je například převrácená hodnota 
výběrové směrodatné odchylky 1ˆpc kσ
−
= nazývaná index způsobilosti. Každé oprávněné 
vysvětlení variability je tak žádoucí a lze je považovat za potenciální zvýšení kvality a tím 
zisku, konkurenceschopnosti, atd., neboť vysvětlení variability znamená netriviální 
matematický model, který popisuje nový fyzikální mechanizmus, přináší nové poznatky a 
někdy reálně vede k pochopení, ovlivnění či zpřesnění experimentu, procesu, apod. K účelu 
vysvětlování variability se velmi dobře hodí matematicko-statistické modely a postupy, 
obecně především regrese a klasifikace. Důležitým aspektem je přitom důraz na reálné 
podmínky průmyslových technologií a z nich plynoucí data, která často nevyhovují 
předpokladům kladeným na výběry při klasických statistických metodách. Od 
nejjednodušších základů v podobě Shewhartových regulačních diagramů a jejich mnoha 
modifikací se prosazují další nástroje, především analýza rozptylu, optimalizace experimentu, 
regrese, časové řady, vícerozměrné metody a různé exploratorní a prediktivní techniky (Data 
Mining, neuronové sítě, Support Vector Machines). Stále podceňovaným aspektem 
statistického vyhodnocování pozorování jsou předpoklady, za kterých jsou statistické metody 
použitelné. Reálná data často zdaleka neodpovídají normálnímu rozdělení, nejsou nezávislá, 
homoskedastická, homogenní, lineární. Místo snahy o pochopení fyzikálních mechanismů a 
modelů, korektní a smysluplné vysvětlení pozorovaného fenoménu, se v praxi setkáváme 
s mechanickým používáním několika naučených vztahů jako nutného administrativního 
úkonu vedoucímu k misinterpretaci dat a chybným a nepoužitelným výsledkům. Místo 
hlubšího pochopení studovaných problémů vede nedostatečné statistické vzdělání absolventů 
technických a přírodovědných oborů a používání nevhodných postupů nebo statistik 
k nedůvěře, až pohrdání statistikou jako matematickým oborem, který má více než jiné oblasti 
aplikované matematiky potenciál propojit nejen vědecké, a tedy experimentální obory 
s matematikou, ale i propojit zdánlivě zcela nesouvisející vědecké obory mezi sebou a 
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umožnit tak masivní mezioborovou komunikaci a výměnu informací a zkušeností na bázi 
podobných statistických modelů a metod. Jak píše John Tukey již v roce 1949 [ 180]: 
Statistika jako doktrína pro plánování experimentů a pozorování a pro interpretování dat má 
společný vztah ke všem vědám. 
 
Tato práce se zabývá popisem několika statistických metod a postupů a uvádí výsledky 
jejich aplikace v technologii a aplikovaném výzkumu v podnicích a institucích v České 
republice. Pro účely a potřeby implementace statistických metod a jejich reálné nasazení byl 
autorem vyvinut statistický systém QCExpert a v jeho rámci i programovací jazyk DARWin 
(Data Analysis Robot for Windows). Tento jazyk je používán i v této práci pro kodifikaci a 
dokumentaci používaných algoritmů, a proto je jeho popis uveden na konci práce jako příloha. 
Všechny výpočty, algoritmy a grafy uvedené v této práci jsou vytvořeny v rámci tohoto 
systému a systém QCExpert a DARWin je autorův příspěvek k širšímu používání 
statistických metod v praxi a výuce. Práce je podporována autorovými zkušenostmi získanými 
při řešení skoro stovky zakázkových studií a analýz pro široké spektrum oblastí průmyslu a 
výzkumu v ČR. 
 
3. Jednorozměrné rozdělení 
 
 Analýza jednorozměrného výběru je ústředním statistického vyhodnocování 
technologických procesů, jejich stability, široké škály regulačních diagramů. Většina těchto 
postupů vychází z klasických více než 100 let starých postupů a modelů. Aniž bychom 
naznačovali, že staré metody jsou špatné, vývoj posledních desetiletí ve statistice nabízí 
daleko flexibilnější a výkonnější postupy analýzy a modelování reálných procesů a dat. 
 
Jedním z prvních problémů při popisu technologických dat jsou odhady parametrů 
předpokládaného jednorozměrného rozdělení F(x), jsou-li data zatížena nekdy obtížně 
identifikovatelnými vybočujícími hodnotami, či obecněji hodnotami pocházejících z jiných 
fyzikálních procesů, a tedy zřejmě i z jiného rozdělení. Problém identifikace takových hodnot 
nemusí být vždy triviální, neboť mohou ležet i blízko střední hodnoty F(x) a nemusí být na 
první pohled patrné. Takové případy jsou zmíněny dále. Postupy analýzy takovýchto 
heterogenních dat zahrnují testy a filtry na odlehlé hodnoty, použití robustních metod, nebo 
modely obsahující více rozdělení. 
 
3.1. Lp odhady 
Teorie robustních metod a odhadů je stará asi 40-50 let. U jejího zrodu a propagace stáli 
například univerzity v Antverpách, Princetonu, Harwardu, MIT, Stanfordu, Bellovy 
laboratoře AT&T a autoři jako John Tukey, Peter Huber, Frank Hampel, Peter Rousseeuw a 
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z českých vynikajících a světově uznávaných jmen například J. Hájek, V. Dupač a J. 
Jurečková. 
 
Lp-odhady je třída robustních odhadů vycházejících z rozdělení typu A exp ( B |x-µ|p ), 
které má pro p < 2 těžší konce, než normální rozdělení a připouští tedy častější výskyt 
odlehlých hodnot, což odpovídá situaci ve většině reálných aplikací. 
 
3.2. Další robustní metody 
M-odhady minimalizují kritérium 
 





x eρ µ ρ
= =
− =∑ ∑  
 
místo součtu čtverců (ve speciálním případě ρ(x) = x2 přechází na metodu nejmenších čtverců). 
Jedná se o jednu z nejpopulárnějších a nejvýkonnějších robustních metod. Práce uvádí 
příklady aplikace ze strojírenské výroby. 
 
3.3. Směs normálních rozdělení 
Směs dvou nebo více rozdělení je řešena a aplikována na reálně řešených příkladech 
z oblasti kvality v národní bance a strojírenství. Je zde implicitně demostrována použitelnost 
shodných účinných statistických technik ve velmi odlišných oborech a jejich vysoká obecnost 
a použitelnost. 
 
4. Detekce a identifikace změny 
 
4.1. Skoková změna střední hodnoty 
Modely skokové změny jsou rozsáhle studovány a publikovány od sedmdesátých let 
dvacátého století jak v klasické statistické literatuře, tak v aplikacích, především z oblasti 
enviromentálních, biologických a ostatních přírodních věd, např. [ 17] až [ 26]. Problém 













+ + = +
  
 
s pararametry µ, α a k, které je třeba odhadnout. Změna střední hodnoty procesu v okamžiku i 
= k; 1 < k < n nastala, jestliže α ≠ 0. 
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Problém detekce změny je do jisté míry podobný problému z předcházející kapitoly, 
jenže výběry z jednoho a druhého rozdělení následují po sobě. V technické a výzkumné praxi 
se s ním setkáváme velmi často, když dochází k náhlé nechtěné fyzikální změně v systému a 
je třeba tuto změnu detekovat a identifikovat čas, kdy k ní došlo. Nejčastěji používané 













= ∑   
 
V práci je uveden původní empirický test této statistiky, tedy i test, zda v daném 
procesu ke změně došlo, či nikoliv. Publikovaný postup je aplikován na data z jaderné 
elektrárny Dukovany. 
 
4.2. Skoková změna parametrů spojitého regresního modelu 
Práce popisuje a diskutuje možnost  použití identifikace bodu změny (zlomu) ve 
















x θ x c
x θ x c
 
 
 metodou nelineární regrese. Účinnost popsané metody se demonstruje na kritických datech 
z polymeračních procesů v chemickém podniku Kaučuk Kralupy, kde nalézá intervaly 
spolehlivosti bodu zlomu ve sledovaném technologickém procesu, viz následující ilustrace. 
 
 





5. Robustní regresní metody, M-odhady 
 
5.1. M-odhady 
Tento odstavec rozšiřuje teorii jednorozměrných M-odhadů na vícerozměrní regresní 
modely a zabývá se vlastnostmi odhadů parametrů těchto modelů z hlediska praktického 
využití. 
 
5.2. Unikátnost M-odhadů v IRWLS regresi 
Některých nevýhod popsaných odhadů v regresních modelech bylo využito ve prospěch 
diskriminace a možné identifikace různých existujících mechanismů v jediném zdánlivě 
homogenním souboru dat, viz ilustrační obrázek. 
 
 
Možné parciální regresní modely pro daný soubor dat 
 
5.3. Lp regrese 
V této části jsou diskutovány některé geometrické, numerické a optimalizační aspekty 
této oblíbené metody a je navržen alternativní postup optimalizace L1-odhadů pomocí 
profilových přímek. 
 
5.4. Aplikace robustní regrese 
Použití robustních metod (jmenovitě M-odhadů) je ilustrováno na reálné studii 
závislosti mechanických vlastností kovových slitin v severomoravských hutích. Použití 
popsané metody vedlo ke správné interpretaci dat, nalezení použitelného empirického modelu 
a identifikaci nevhodných vzorků a chybných měření. 
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6. Modelování procesů pomocí dynamických modelů 
ANN-TS 
 
V této kapitole je naznačeno na základě empirických simulačních studií možné využití 
neuronové sítě (ANN, Artificial Neural Network) pro modelování jednorozměrné časové řady 
(ANN-TS) a možnosti konstrukce intervalů spolehlivosti těchto modelů a jejich předpovědi. 
Předpovídání pomocí neuronové sítě je intenzivně studovaná oblast. Jednou z hlavních 
nevýhod ANN-TS proti klasickým statistickým modelům, jako jsou modely typu ARIMA, 
SARIMA, GARCH, je obtížný, či nemožný odhad rozptylu predikce, konstrukce 
konfidenčních intervalů nebo testů. Dalším z problémů aplikace neuronové sítě je přeurčenost 
modelů, neboť počet parametrů neuronové sítě bývá řádově větší než u klasických modelů a 
díky jejich složité nelineární kovarianční struktuře mohou být modely ANN nestabilní. Dále 
je naznačena možnost využití především druhé jmenované nevýhody k částečnému odstranění 
nevýhody první. V dalším textu budeme rozumět i-tým uzlem, neboli i-tým neuronem 
neuronové sítě funkci 
 
 ( ),0 Ti i iz wσ= +w x , ( 1) 
 
kde zi je jednorozměrný výstup uzlu, w je vektor vah i-tého uzlu, x je vektor vstupních 
proměnných a σ(x) je sigmoidální aktivační funkce 
 








. ( 2) 
 
Hodnoty váhových koeficientů wi u všech neuronů lze považovat za parametry modelu 
ANN-TS. Typickým důsledkem zmíněné přeurčenosti modelu ANN-TS je nestabilita 
parametrů, jejichž hodnoty jsou silně závislé na počátečním odhadu, kterým je náhodný 
vektor s rovnoměrným rozdělením v intervalu (-1, 1). Opakovaná optimalizace wi tak dává 
pro stejná data vždy zcela rozdílné optimální vektory vah, i když samotný fit (proložení), 
vyjádřená například jako součet čtverců, je prakticky stejná. 
 
6.1. Simulační modelování periodického signálu 
Na čtyřech simulacích je ilustrována schopnost neuronové sítě (s architekturou (5,3), 
tedy 5 neuronů v první a 3 neurony ve druhé skryté vrstvě) modelovat funkční průběhy 
spojitých a nespojitých periodických signálů. Pomocí 4 modelů byla vygenerována data 
zatížená normálním iid šumem N(0, 0.04) a modelována modelem ANN-TS(5,3). 
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Simulační studie naznačuje, že i poměrně jednoduchý model ANN předpovídá poměrně 
spolehlivě hodnoty časové řady i v případě, kdy perioda je delší, než navzorkovaný úsek a 
také v případě, kdy jsou ve časové řadě nespojitosti a šum, viz následující ilustrace. 
 
 
I jednoduchá neuronová síť má schopnost předpovědět poměrně složitou časovou řadu 
 
6.2. Vliv počtu parametrů na předpověd 
Tato simulační studie navazuje na předchozí odstavec. Modelují se v ní stejná data (až 
na šum) pomocí ANN-TS modelů s 2 skrytými vrstvami neuronů, které se liší složitostí, od 
modelu ANN 8,(12,9) s 235 parametry až po model ANN 8,(1,2) s 12 parametry. Studie 
ukazuje, že modely s minimálním počtem parametrů, ale i velmi přeurčení modely ANN-TS 
s počtem parametrů až dvakrát větším, než počet dat jsou stále použitelné pro modelování 











6.3. Vliv směrodatné odchylky na předpověď 
Simulační studie v tomto odstavci se empiricky zabývá závislosti spolehlivosti 
předpovědi ANN-TS na rozptylu šumu v datech. Použitý model ani architektura ANN se 
nemění, je použit model ANN 9,(5,3) a tříparametrický model. Výsledky simulace ukazují 
stabilitu modelu ANN-TS i při značně velkém rozptylu dat, viz ilustrace. 
 
 
Předpověď 20 hodnot z dat se směrodatnou odchylkou σ = 0.7 
 
6.4. Konstrukce konfidenčního intervalu modelu 
Jak bylo naznačeno v předchozích odstavcích, nestabilita hodnot parametrů modelu 
ANN-TS nemusí implikovat nestabilitu samotného modelu. Parametry se optimalizují 
derivačními algoritmy z náhodně generovaných počátečních hodnot a optimalizační 
algoritmus najde hodnoty parametrů, které jsou při každém výpočtu zcela různé, avšak 
modely jsou vyhovující, i když vždy mírně odlišné. Tohoto faktu bylo využito k empirické 
konstrukci Monte Carlo konfidenčních intervalů predikce a předpovědi zvoleného modelu. 
Pro daná data bylo konstruováno několik desítek až několik set modelů ANN-TS zvolené 
architektury. Kvalita proložení byla kontrolována pomocí dosaženího reziduálního součtu 
čtverců, viz ilustrace. Hodnoty predikce i hodnoty předpovědi vykazují normální rozdělení. 
Tyto hodnoty jsou využity k odhadu střední hodnoty pomocí průměru a směrodatné odchylky, 
z nichž se pak získají intervaly spolehlivosti na požadované hladině významnosti. 
 
 








Současné metody a výpočetní aparát aplikované statistiky poskytují značný potenciál 
pro vyhodnocení, modelování a interpretaci experimentálních dat ve výzkumu, technologii a 
kontrole kvality. Na několika úspěšných reálných studiích jsme se pokusili naznačit malý 
zlomek možností použití klasických, ale především neklasických, například robustních 
postupů statistického modelování. Statistické metody jsou v praxi zdánlivě široce používané, 
jsou součástí norem, SOP a smluvních dokumentací avšak využití zůstává často na úrovni 
„průměr, směrodatná odchylka“ a ke statistickým metodám je obecně přistupováno 
s nedůvěrou. V této práci ukazujeme, že využití pokročilejších metod statistické analýzy dat je 
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