Abstract. In this paper we define and study dimension generalized effect algebras (DGEAs), i.e., Dedekind orthocomplete and centrally orthocomplete generalized effect algebras equipped with a dimension equivalence relation. Our theory is a bona fide generalization of the theory of dimension effect algebras (DEAs), i.e., it is formulated so that, if a DGEA happens to be an effect algebra (i.e., it has a unit element), then it is a DEA. We prove that a DGEA decomposes into type I, II, and III DGEAS in a manner analogous to the type I/II/III decomposition of a DEA.
Introduction
In [4] , we generalized to effect algebras the Loomis-Maeda dimension theory for orthomodular lattices [18, 19] ; in the present paper, we extend the dimension theory to generalized effect algebras (GEAs). Our theory complements the dimension theory of espaliers developed by K. Goodearl and F. Wehrung [10] inasmuch as, like an espalier, a GEA is partially ordered, need not have a largest element, and hosts a partially defined orthogonal summation. Unlike a GEA, every nonempty subset of an espalier is required to have an infimum, and if two orthogonal elements of an espalier have an upper bound, then their orthogonal sum is their supremum. Unlike an espalier, a GEA is required to satisfy a cancellation law for the orthogonal summation.
This paper should be regarded as a continuation of [5, 6, 7] . Although we shall briefly review some of the more pertinent definitions, the reader is encouraged to consult the cited papers for details of the basic theory of GEAs.
A recent surge of interest in GEAs can be partially attributed to the observation that various systems of (possibly) unbounded symmetric operators on a Hilbert space, in particular, operators that represent quantum observables and states, can be organized into GEAs [20, 21, 23, 25] .
Generalized effect algebras are a subclass of the class of partial abelian semigroups [33] or partial abelian monoids [14] . In fact, a GEA is the same thing as a positive and cancellative partial abelian monoid (pc-PAM) [14, Definition 2.2] . Moreover, GEAs coincide with generalized difference posets [11] and also with abelian RI-sets [17] . Numerous examples of GEAs can be found in the cited references.
In developing our theory of dimension GEAs (DGEAs) we shall keep in mind two desiderata:
(1) If a DGEA is an effect algebra (EA), i.e., if it has a unit element, then it is a dimension effect algebra (DEA) in the sense of [4, §7] . (2) Most of the important features of a DEA, including the type I/II/III decomposition [4, Theorem 11.3] , should go through for a DGEA. Direct decompositions of an effect algebra (EA) correspond to elements of the center of the EA, but this is no longer the case for the center of a GEA [5, Definition 4.1], [6, Definition 4.6] ; hence, for a GEA, the center is superseded by the so-called exocenter [5, Definition 3.1] . Likewise, for GEAs, the notion of a hull mapping on an EA [4, Definition 3.1], which plays an important role in the dimension theory of EAs, has to be replaced by a so-called hull system [5, Definition 7.1] .
The dimension theory of an EA employs the assumption of orthocompleteness (i.e., every orthogonal family is orthosummable) [4, §7] , but this condition is too strong to impose on a GEA-in fact, an orthocomplete GEA that is upward directed is an EA [5, Theorem 5.5] . Thus, in formulating our definition of a dimension GEA (DGEA), we assume only the weaker condition of Dedekind orthocompleteness (i.e., every orthogonal family with bounded finite partial orthosums is orthosummable) [5, Definition 5.1] . Obviously, an EA is orthocomplete iff it is Dedekind orthocomplete. An orthocomplete EA is automatically centrally orthocomplete [3, Definition 6.1], but this need not be the case for a Dedekind orthocomplete GEA; hence we shall also stipulate that a DGEA is centrally orthocomplete.
Generalized effect algebras
In this article, we use the abbreviation 'iff' for 'if and only if,' the symbol := means 'equals by definition,' and N := {1, 2, 3, ...} is the set of natural numbers.
In what follows we assume that (E, ⊕, 0), or simply E for short, is a generalized effect algebra (GEA) with orthosummation ⊕ and zero element 0 [32, Definition 2.1]. This means that ⊕ is a partially defined binary operation on E, 0 ∈ E, and the following conditions hold for all d, e, f ∈ E: (GEA1 Commutativity) If e ⊕ f is defined, then f ⊕ e is defined and e ⊕ f = f ⊕ e. (GEA2 Associativity In general, elements of the GEA E will be denoted by d, e, f, p, q, s, and t, with or without subscripts. By definition, e and f are orthogonal, in symbols e ⊥ f , iff e ⊕ f is defined. If we write e ⊕ f without stipulating that e ⊥ f , the condition e ⊥ f is implicitly understood. If there exists d such that e ⊕ d = f , we say that e is a subelement of f , or that f dominates e, in symbols e ≤ f . It turns out that the GEA E is partially ordered by the relation ≤, which satisfies the following version of cancellation: d ⊕ e ≤ d ⊕ f ⇒ e ≤ f . If e ≤ f , then the element d such that e ⊕ d = f is uniquely determined by cancellation, and we define f ⊖ e := d.
Evidently, 0 is the smallest element in E. If there is a largest element in E, it is often denoted by 1 or u, it is called the unit, and E is called an effect algebra (EA) [2] . Informally, we may think of a GEA as an EA "possibly without a unit."
If E is an EA, then the orthosupplement of e, denoted and defined by e ⊥ := 1 ⊖ e, exists for all e ∈ E; moreover, e ⊕ e ⊥ = 1, and e ⊥ f ⇔ e ≤ f ⊥ . Every EA E satisfies both of the conditions in the following definition. (The second condition follows from the observation that e ⊥ f ⊥ ⇔ e ≤ (f ⊥ ) ⊥ = f .)
Definition 2.1.
(1) E is (upward ) directed iff, for every e, f ∈ E, there exists d ∈ E with e, f ≤ d. (2) E is orthogonally ordered iff, for every e, f ∈ E, the condition d ⊥ f ⇒ d ⊥ e for every d ∈ E implies that e ≤ f .
Any set E with three or more elements can be organized into a GEA that is not an EA in a completely trivial way simply by choosing any element in E, calling it 0, and stipulating that, for e, f ∈ E, e ⊥ f iff e = 0 or f = 0 (or both). Such a triviality can be ruled out by requiring, for instance, either that E is directed, or that E is orthogonally ordered.
A GEA-morphism from E to a second GEA F is a mapping from E to F that preserves orthogonality and orthosums. Such a GEA-morphism automatically preserves 0, partial order, and differences p ⊖ q for q ≤ p. If E and F happen to be EAs, then an EA-morphism is defined to be a GEA-morphism that preserves the unit elements. A GEA-endomorphism is a GEA-morphism from a GEA into itself, and a GEA-isomorphism is a bijective GEA-morphism with an inverse that is also a GEA-morphism.
We write an existing supremum (least upper bound) and an existing infimum (greatest lower bound) of a family (e i ) i∈I in E as i∈I e i and i∈I e i , respectively. If e, f ∈ E, then the supremum (or join) of e and f in E, if it exists, is written as e ∨ f , and the infimum (or meet) of e and f in E, if it exists, is written as e ∧ f . If we write an equation involving e ∨ f or e ∧ f we understand that the existence thereof is assumed. Two elements e and f are disjoint iff e ∧ f = 0, i.e., iff the only common subelement of e and f is 0. The GEA E is lattice ordered, or simply a lattice, iff e ∨ f and e ∧ f exist for all e, f ∈ E. Obviously, a lattice ordered GEA is directed. A subset S of E is sup/inf-closed in E iff all existing suprema and infima in E of nonempty families in S belong to S.
Owing to GEA2, we may omit parentheses in the expression d ⊕ (e ⊕ f ) = (d ⊕ e) ⊕ f , and write simply d ⊕ e ⊕ f . For elements e 1 , e 2 , . . . , e n , we define e 1 ⊕ · · · ⊕ e n by recurrence: e 1 ⊕ e 2 ⊕ · · · ⊕ e n := (e 1 ⊕ e 2 ⊕ · · · ⊕ e n−1 ) ⊕ e n iff all the required sub-orthosums exist. The orthogonality and the resulting orthosum of a finite sequence in E is independent of the order of its elements, so we can define the orthogonality and the orthosum of a finite orthogonal family in the obvious way. We understand that the empty family (e i ) i∈∅ is orthogonal with orthosum 0.
Consider an arbitrary family (e i ) i∈I in E. If F is a finite subset of the indexing set I, and if the finite subfamily (e i ) i∈F is orthogonal, then ⊕ i∈F e i is called a finite partial orthosum of (e i ) i∈I . By definition, (e i ) i∈I is orthogonal iff every finite subfamily is orthogonal, and it is orthosummable iff it is orthogonal and the supremum s of all of its finite partial orthosums exists, in which case its orthosum is ⊕ i∈I e i := s.
1
Let e ∈ E and put e i := e for i ∈ N. If the infinite sequence (e i ) i∈N is orthogonal, we say that e has infinite isotropic index in E. The GEA E is said to be archimedean iff 0 is the only element in E with infinite isotropic index.
The GEA E is orthocomplete iff every orthogonal family in E is orthosummable; it is Dedekind orthocomplete iff, whenever all of the finite partial orthosums of an orthogonal family in E are bounded from above, then the family is orthosummable. If D ⊆ P ⊆ E, then D is orthodense in P iff every element in P is the orthosum of an orthosummable family in D.
If p ∈ E, then the p-interval E[0, p] := {e ∈ E : 0 ≤ e ≤ p} is organized into an EA with unit p, with orthogonality relation ⊥ p , and with orthosummation ⊕ p defined by e ⊥ p f iff e ⊕ f ≤ p and e ⊕ p f := e ⊕ f iff e ⊥ p f . The resulting partial order on E[0, p] is the restriction to E[0, p] of the partial order ≤ on E, but, unless p is a so-called principal element of E, i.e., e, f ≤ p with e ⊥ f implies that e ⊕ f ≤ p, [8, Definition 3.2] , the p-orthosummation ⊕ p is not the restriction to
Clearly, the p-interval E[0, p] is sup/inf-closed in E, and if a nonempty family (e i ) i∈I ⊂ E[0, p] has an infimum e in the EA E[0, p], then e is the infimum in E of (e i ) i∈I ; however, if the supremum s of (e i ) i∈I exists in the EA E[0, p], then s need not be the supremum of (e i ) i∈I in E.
If p ∈ E, then a family (e i ) i∈I in E[0, p] is said to be p-orthogonal (respectively, porthosummable) iff it is orthogonal (respectively, orthosummable) in the EA E[0, p]. If (e i ) i∈I is p-orthosummable, then its orthosum in the EA E[0, p] is called its porthosum. See [6, Theorem 6.4] for properties of p-orthogonal families in E.
Let S be a nonempty subset of E. We say that S is a sub-GEA of E iff, for all s, t ∈ S, (1) s ⊥ t ⇒ s ⊕ t ∈ S and (2) s ≤ t ⇒ t ⊖ s ∈ S. If S is a sub-GEA of E, then 0 ∈ S and S is a GEA in its own right under the restriction to S of ⊕ on E. The subset S is an order ideal in E iff, whenever s ∈ S, t ∈ E, and t ≤ s, it follows that t ∈ S. By an ideal in E, we mean an order ideal S that satisfies condition (1) above. Evidently, every ideal in E is a sub-GEA of E, and a p interval E[0, p] is an ideal iff p is principal.
We say that E is the direct sum of the ideals
.., h n is an orthogonal sequence in E, and (2) every element e ∈ E decomposes uniquely into "coordinates" e = e 1 ⊕ e 2 ⊕ · · · ⊕ e n with e i ∈ H i for i = 1, 2, ..., n. For such a direct sum, all GEA-calculations on E can be carried out "coordinatewise" in the obvious sense. If H is an ideal in E, we say that H is a direct summand 2 of E iff there is an ideal K in E, called a complementary direct summand of H, such that E = H ⊕ K. It is not difficult to show that, if H is a direct summand of E, then H has a unique complementary direct summand K in E.
Remarks 2.2. If c ∈ E, then by [1, Definition 1.9.11], c is central in E iff (1) every element e ∈ E can be written uniquely as e = e 1 ⊕ e 2 with e 1 ≤ c and e 2 ⊥ c, (2) c is principal, and (3) if p, q ∈ E with p ⊥ q, then p, q ⊥ c ⇒ p ⊕ q ⊥ c. By [6, Lemma 4.7] , the uniqueness condition in (1) is automatic in the presence of (2). The center of E, denoted by Γ(E), is defined to be the set of all central elements of E.
According to [5, Theorem 4.2] (iii), c ∈ Γ(E) iff E[0, c] is a direct summand of E. As a consequence of [24, Theorem 6.3] , if c ∈ Γ(E), then the complementary direct summand of E[0, c] is the ideal {f ∈ E : f ⊥ c}. Obviously, every central element in E is principal. It turns out that Γ(E) is a lattice-ordered sub-GEA of E and, as such, it is a generalized boolean algebra [5, Theorem 4.6 (iv)].
The Exocenter and Hull Systems
The exocenter of the GEA E, in symbols Γ ex (E), is the set of all mappings π : E → E such that, for all e, f ∈ E: (EXC1) π : E → E is a GEA-endomorphism of E, i.e., if e ⊥ f , then πe ⊥ πf and π(e ⊕ f ) = πe ⊕ πf . (EXC2) π is idempotent, i.e., π(πe) = πe. (EXC3) π is decreasing, i.e., πe ≤ e. (EXC4) π satisfies the following orthogonality condition: if πe = e and πf = 0, then e ⊥ f [5, §3] .
The composition of mappings π, ξ ∈ Γ ex (E) is commutative, i.e., π • ξ = ξ • π, and Γ ex (E) is partially ordered by π ≤ ξ iff π • ξ = π. In fact, Γ ex (E) is a boolean algebra under ≤, with π → π ′ as the boolean complementation, the smallest element in Γ ex (E) is the zero mapping 0 on E, the largest element is the identity mapping 1 on E, and for π, ξ ∈ Γ ex (E), the infimum of π and ξ in Γ ex (E) is given by π ∧ ξ = π • ξ = ξ • π. The infimum and supremum work pointwise, i.e., (π ∧ ξ)e = πe ∧ ξe and (π ∨ ξ)e = πe ∨ ξe for all e ∈ E. We say that π and ξ are disjoint iff π ∧ ξ = 0.
There is a bijective correspondence π ↔ H between mappings π ∈ Γ ex (E) and direct summands H of E given by
.., π n is a pairwise disjoint sequence in Γ ex (E) and π 1 ∨ π 2 ∨ · · · π n = 1. By definition, E is irreducible iff Γ ex (E) = {0, 1}, i.e., iff {0} and E itself are the only direct summands of E.
A family (e i ) i∈I is said to be Γ ex -orthogonal iff there exists a pairwise disjoint family (π i ) i∈I in Γ ex (E) such that e i = π i e i for all i ∈ I [5, Definition 6.1]. If (e i ) i∈I is Γ ex -orthogonal, then it is orthogonal, and it is orthosummable iff s := i∈I e i exists in E, in which case ⊕ i∈I e i = s [5, Lemma 6.2] . According to [5, Definition 6.4 ], E is a centrally orthocomplete GEA (COGEA) iff (CO1) every Γ ex -orthogonal family in E is orthosummable in E, and (CO2) if an element of E is orthogonal to each member of a Γ ex -orthogonal family in E, then it is orthogonal to the orthosum of the family. If E is a COGEA, then both Γ ex (E) and Γ(E) are complete boolean algebras [5, Theorem 6.8] , [6, Theorem 7.5 
If E is an EA that satisfies CO1, then condition CO2 is automatic. Also, for an EA E with unit 1, the boolean algebra Γ ex (E) is isomorphic to the center Γ(E) of E under the mapping π ↔ c, where c := π1 is the largest element in π(E).
A hull system on the GEA E [5, §7], [7, §7] is a family (η e ) e∈E ⊆ Γ ex (E) indexed by elements e ∈ E such that, for all e, f ∈ E, (HS1) η 0 = 0, (HS2) e ∈ E ⇒ e = η e e, and (HS3) e, f ∈ E ⇒ η ηef = η e • η f = η e ∧ η f .
A subset Θ of the exocenter Γ ex (E) is called hull determining (HD) iff (HD1) for each e ∈ E, there is a smallest mapping in the set {θ ∈ Θ : θe = e}, and (HD2)
If Θ is an HD subset of Γ ex (E), and if, for e ∈ E, η e is the smallest mapping θ ∈ Θ such that θe = e, then (η e ) e∈E is a hull system on E, called the hull system determined by Θ [7, Theorem 8.2] . If (η e ) e∈E is a hull system on E, then the η-exocenter of E, Θ η (E) := {η e : e ∈ E}, is a hull determining subset of Γ ex (E) and the hull system that it determines is (η e ) e∈E itself [7, Theorem 8.4] .
If E is a COGEA, then there is a special hull system (γ e ) e∈E on E, called the exocentral cover system, such that, for each e ∈ E, γ e is the smallest mapping π ∈ Γ ex (E) such that πe = e. [5, §8] , [6, §5] . In other words, γ e (E) is the smallest direct summand of E that contains the element e.
Let (η e ) e∈E be a hull system on E. Then a family (e i ) i∈I in E is called η-orthogonal iff (η ei ) i∈I is a pairwise disjoint family in Γ ex (E). Every η-orthogonal family is Γ ex -orthogonal. If E is a COGEA, then a family is γ-orthogonal iff it is Γ ex -orthogonal; moreover every η-orthogonal family is orthosummable and its orthosum is its supremum.
The following definition and theorem will be useful in our development of the dimension theory for a GEA (Sections 6-9 below). . If E is a COGEA, (η e ) e∈E is a hull system on E, and T ⊆ E, we define [T ] η to be the set of all orthosums (suprema) of η-orthogonal families in T and we define T η := {η e t : e ∈ E, t ∈ T }. The set T is said to be η-type determining (ηTD) iff T = [T ] η = T η ; it is said to be strongly η-type determining (ηSTD) iff T is an order ideal and
Clearly, if T is ηSTD, then it is ηTD. . If E is a COGEA, (η e ) e∈E is a hull system on E, and T is an ηTD subset of E, then there exists t * ∈ T such that η t * is the largest mapping in the set {η t : t ∈ T }.
As per part (i) of the next definition, a hull system (η e ) e∈E on E determines an equivalence relation ∼ η on E and it turns out that ∼ η has many of the features of a dimension equivalence relation (DER) on E (Section 6 below); in fact, under suitable conditions, it is a DER (Example 6.2 below). Also, see Lemma 8.3 (ii). Definition 3.3. Let (η e ) e∈E be a hull system on E and let p ∈ E. Then:
(
p is an η-dyad iff there are orthogonal elements e, f ∈ E[0, p] such that p = e ⊕ f and e∼ η f . (4) (η e ) e∈E is divisible iff, whenever p, s, t ∈ E with s ⊥ t and p∼ η (s ⊕ t), then there exist e, f ∈ E[0, p] such that e ⊥ f , p = e ⊕ f , e∼ η s, and f ∼ η t.
Lemma 3.4. Let (η e ) e∈E be a hull system on E and let p, s, t ∈ E with s ⊥ t and p ∼ η (s ⊕ t). Then the following conditions are equivalent: (ii) ⇒ (i). Assume (ii). Then there exist a, b ∈ E with
Thus, by [7, Theorem 7.4 (ix) and (xii)],
whence by (1), Thus, by [7, Theorem 7.4 (xiv) ] and the fact that
By (4), we have e ∼ η s and f ∼ η t; hence (i) follows from (3).
Theorem 3.5. Let (η e ) e∈E be a hull system on E. Then: (i) (η e ) e∈E is divisible iff, whenever p, s, t ∈ E with s ⊥ t and p∼ η (s ⊕ t), it follows that (η s ∧ η t )p is an η-dyad in E.
(ii) If there are no nonzero η-monads in E, then (η e ) e∈E is divisible.
Proof. Part (i) follows directly from Lemma 3.4. Also, by [7, Theorem 10.14] , given the hypotheses of (ii), every element of E is an η-dyad.
Theorem 3.6. Let (η e ) e∈E be a hull system on E and let e, f, s, t ∈ E with e ⊕ f = s ⊕ t. Then there exist e 1 , e 2 ,
Proof. Put p := e ⊕ f = s ⊕ t. Working in the EA E[0, p] equipped with the hull mapping q → η q p [7, Theorem 9.3 (ii)], and observing that
But, by [7, Theorem 7.4 (xi) ], η e1⊕f1 p = η s p implies that η e1⊕f1 = η s , and therefore (
Lemma 3.7. Let (η e ) e∈E be a hull system on E, let e, f ∈ E, and put e 1 := η f e, f 1 := η e f . Then:
Proof. As η e1 = η e ∧η f = η f1 , we have (i) and (ii), and (iii) follows from [7, Theorem 7.4 (x)].
An SK-Congruence
A.N. Sherstnev [27] and V.V. Kalinin [16] launched the study of orthomodular posets equipped with dimension equivalence relations as generalizations of orthomodular dimension lattices [15, 18, 19, 26] . In [4, Definition 7.2], we generalized the notion of a Sherstnev-Kalinin congruence (SK-congruence) to an EA, and later we used an SK-congruence as a basis for our definition of a dimension effect algebra (DEA) [4, Definition 7.14] . In this section, we further extend the definition of an SK-congruence to the generalized effect algebra E.
4 on the GEA E is an equivalence relation ∼ on E such that, for all e, f, p, s, t ∈ E:
(SK1) e ∼ 0 implies e = 0. (SK2) If (e i ) i∈I and (f i ) i∈I are orthosummable families in E and e i ∼ f i for all
The special case of SK2 for which I is finite is called finite additivity, and SK3d is called (finite) divisibility. Note that conditions SK3d and SK3e, taken together, are equivalent to the condition (SK3) If e ⊕ f ∼ s ⊕ t, then there are e 1 , e 2 , f 1 , f 2 ∈ E such that
If E is an EA, then SK4a ⇒ SK4b, as can be seen by replacing f by f ⊥ in SK4a. More generally, if E is orthogonally ordered (Definition 2.1 (ii)), then SK4a ⇒ SK4b. In §6, we shall replace SK4a by a stronger condition SK4a ′ .
(1) If e ∼ f , we say that e and f are equivalent.
∼ e, we say that f is sub-equivalent to e. (3) A subset H of E is hereditary iff, whenever h ∈ H and e < ∼ h, it follows that e ∈ H. (4) The elements e and f are related iff there are nonzero elements e 1 , f 1 ∈ E such that e ≥ e 1 ∼ f 1 ≤ f . If e and f are not related, they are unrelated. (5) d is a descendent of e iff every nonzero subelement of d is related to e.
Clearly, H is a hereditary subset of E iff H is an order ideal in E and e ∼ h ∈ H ⇒ e ∈ H. A straightforward argument using SK3d (divisibility) shows that if e and f are related and f ∼ d, then e and d are related. It is also easy to see that if 0 = e < ∼ f , then e and f are related. 4 An SK-congruence is not necessarily a congruence in the sense of [14, p. 448] since conditions C3 and C4 may fail. Theorem 4.3. Suppose that E is orthogonally ordered and (η e ) e∈E is a hull system on E. Then ∼ η is an SK-congruence on E iff (η e ) e∈E is divisible. Moreover, if ∼ η is an SK-congruence on E, then elements e, f ∈ E are related with respect to ∼ η iff η e ∧ η f = 0.
Proof. (i) That ∼ η satisfies condition SK1 is obvious. Suppose that (e i ) i∈I and (f i ) i∈I are orthosummable families in E with s := ⊕ i∈I e i , t := ⊕ i∈I f i , and e i ∼ η f i for all i ∈ I. Then by [7, Theorem 7 .4 (ix)], η s = i∈I η ei = i∈I η fi = η t , so s∼ η t and we have SK2. By Definition 3.3 (4), condition SK3d (divisibility) holds iff (η e ) e∈E is a divisible hull system. Condition SK3e follows from Theorem 3.6, condition SK4a follows from Lemma 3.7, and since E is orthogonally ordered, condition SK4b follows from SK4a. The last statement in the theorem also follows from Lemma 3.7.
Standing Assumption 4.4. Henceforth we assume that ∼ is an SK-congruence on the GEA E.
, and e ∼ f , then e = f = 0. The subset of Γ ex (E) consisting of all π ∈ Γ ex (E) such that π splits ∼ is denoted by Σ ∼ (E).
Lemma 4.6. If π ∈ Γ ex (E), then the following conditions are mutually equivalent:
, then e is unrelated to f .
Proof. (i) ⇒ (ii)
. Assume (i) and the hypotheses of (ii). Then f = f 1 ⊕ f 2 with f 1 ∈ π(E) and f 2 ∈ π ′ (E). By divisibility, e = e 1 ⊕ e 2 with e 1 ∼ f 1 and e 2 ∼ f 2 . As e 2 ≤ e ∈ π(E), it follows that e 2 ∈ π(E), whence e 2 ∼ f 2 ∈ π ′ (E) implies that e 2 = f 2 = 0, and therefore f = f 1 ∈ π(E).
(ii) ⇒ (iii). Assume (ii) and the hypothesis of (iii). Then f ∼ e 1 ≤ e ∈ π(E) for some e 1 , whence e 1 ∈ π(E), and it follows from (ii) that f ∈ π(E).
(iii) ⇒ (iv). Assume (iii) and suppose e ∈ π(E), f ∈ π ′ (E) and
, and it follows that f 1 = 0, whence e 1 = 0, proving that e and f are unrelated.
(iv) ⇒ (i). Assume (iv), let e ∈ π(E) and let f ∈ π ′ (E) with e ∼ f . If e, f = 0, then e and f are related. Therefore, e = f = 0, and we have π ∈ Σ ∼ (E).
As a consequence of Lemma 4.6 (iii), if π ∈ Σ ∼ (E), then the direct summand π(E) of E is a hereditary ideal in E (i.e., it is both hereditary and an ideal); moreover, the hereditary direct summands of E are precisely those of the form π(E) for π ∈ Σ ∼ (E). The next theorem shows that, π ∈ Σ ∼ (E) iff, for the direct sum decomposition E = π(E)⊕ π ′ (E), the equivalence relation ∼ works "coordinatewise."
Proof. Assume that π ∈ Σ ∼ (E) and suppose that e ∼ f , i.e., πe ⊕ π
, whence a ⊕ c ∈ π(E) by Lemma 4.6, and since c ≤ a ⊕ c, it follows that c ∈ π(E). But, c ≤ c
, and it follows that c = 0. Since π ′ ∈ Σ ∼ (E), a similar argument shows that b = 0. Therefore πe = a ⊕ 0 ∼ πf and π ′ e = 0 ⊕ d ∼ π ′ f . Conversely, assume that, for all e, f ∈ E, e ∼ f ⇔ πe ∼ πf and π ′ e ∼ π ′ f.
and suppose that e ∼ f ∈ π(E). Then π ′ e ∼ π ′ f = 0, whence π ′ e = 0, i.e., e ∈ π(E). By Lemma 4.6, we have π ∈ Σ ∼ (E).
Suppose that π, ξ ∈ Σ ∼ (E) and that e, f ∈ E with e ∼ f ∈ (π ∧ ξ)(E). Then e ∼ f ∈ π(E) and e ∼ f ∈ ξ(E), whence e ∈ π(E) ∩ ξ(E) = (π ∧ ξ)(E) by Lemma 4.6, and it follows from Lemma 4.
, and Σ ∼ (E) is a boolean subalgebra of Γ ex (E).
Theorem 4.9. Suppose that E is orthogonally ordered and (η e ) e∈E is a divisible hull system on E. Then Σ ∼η (E) is both a boolean subalgebra of Γ ex (E) and a hull determining (HD) set; moreover the hull system determined by Σ ∼η (E) is (η e ) e∈E itself.
Proof. By Theorem 4.3, ∼ η is an SK-congruence on E, whence Σ ∼η (E) is a boolean subalgebra of Γ ex (E) by Theorem 4.8, and therefore it satisfies condition HD2. To prove HD1, suppose e ∈ E, s ∈ η e (E), t ∈ (η e )
′ (E), and s∼ η t. Then s = η e s, η e t = 0, and η t = η s = η ηes = η e ∧ η s = η e ∧ η t = η ηet = 0, so s = t = 0. This proves that η e ∈ Σ ∼η (E). To finish the proof, it will be sufficient to show that η e is the smallest mapping π ∈ Σ ∼η (E) such that πe = e. So assume that π ∈ Σ ∼η (E) and πe = e. Choose any f ∈ (η e ∧ π ′ )(E) and put s := η f e, t := η e f . Then s∼ η t, f = η e f = t, and π ′ f = f ; hence πs = π(η f e) = η f (πe) = η f e = s and
, and s∼ η t, whence f = t = s = 0. But f was an arbitrary element in (η e ∧π ′ )(E), therefore η e ∧π ′ = 0 in the boolean algebra Γ ex (E), and it follows that η e ≤ π. Theorem 4.10. Suppose that E is centrally orthocomplete (i.e., a COGEA). Then:
(i) Σ ∼ (E) is a sup/inf-closed boolean subalgebra of the complete boolean algebra
is a hull determining (HD) set and it determines the hull system (η e ) e∈E given by η e := {π ∈ Σ ∼ (E) : πe = e} for all e ∈ E.
(vii) If e, f ∈ E and η e ∧ η f = 0, then e is unrelated to f .
Proof. By [5, Theorem 6.8], Γ ex (E) is a complete boolean algebra and by Theorem 4.8, Σ ∼ (E) is a boolean subalgebra of Γ ex (E). Let (π i ) i∈I be a family of mappings in Σ ∼ (E) and put π := i∈I π i (the infimum in Γ ex (E)). Then, since infima in Γ ex (E) can be calculated pointwise [5, Theorem 6.9], we have π(E) = i∈I π i (E).
Suppose that e, f ∈ E and e ∼ f ∈ π(E). Then, for every i ∈ I, e ∼ f ∈ π i (E), and since π i ∈ Σ ∼ (E), it follows from Lemma 4.6 that e ∈ π i (E). Therefore, e ∈ i∈I π i (E) = π(E), and Lemma 4.6 implies that π ∈ Σ ∼ (E), whence (by the de Morgan law) Σ ∼ (E) is sup/inf-closed in Γ ex (E). This proves (i), and (ii) follows immediately from (i).
By [7, Theorem 8.9 ] (which requires the hypothesis that E is a COGEA), Σ ∼ (E) is HD, the hull system that it determines is given by η e := {π ∈ Σ ∼ (E) : πe = e} for all e ∈ E, and we have (iii). As η e is the smallest mapping in {π ∈ Σ ∼ (E) : πe = e}, we also have (iv).
Assume the hypotheses of (v). Then π ′ ∈ Σ ∼ (E), so if πe = 0, then π ′ (e) = e, and it follows from (iii) that η e ≤ π ′ , i.e., π ∧ η e = 0. Conversely, if π ∧ η e = 0, then πe = πe ∧ e = π(e) ∧ η e e = (π ∧ η e )e = 0, proving (v).
To prove (vi), suppose that π ∈ Σ ∼ (E), e ∈ π(E), and f ∈ π ′ (E)
. This proves (vi), and (vii) follows from (vi) and Lemma 4.6 (iv).
Theorem 4.11. Suppose that E is a COGEA, let (η e ) e∈E be the hull system determined by the HD set Σ ∼ (E), let e, f ∈ E, and let π ∈ Σ ∼ (E)
Proof. Assume the hypotheses. Suppose that e < ∼ f . Then there exists f 1 ∈ E with e ∼ f 1 ≤ f . By Theorem 4.7, πe ∼ πf 1 , and since π ∈ Γ ex (E), πf 1 ≤ πf , whence πe < ∼ πf . If πf = f , then f ∈ π(E), and since π(E) is hereditary, it follows that e ∈ π(E). Thus, πf = f implies πe = e, and it follows that
This proves (i), and (iii) follows from (i).
To prove (ii), suppose that η e ≤ η f and put f 1 := η e f . Then f 1 ≤ f and
With the aid of [6, Theorem 6.3] and the hypothesis that E is Dedekind orthocomplete, the proof of the next lemma closely follows the proof of [13, Proposition 3] .
Theorem 4.13. If E is Dedekind orthocomplete, then the relation < ∼ is a preorder (reflexive and transitive), on E and the following Cantor-Schröder-Bernstein property holds:
The following proof that e ∼ f is extracted from the proofs of [13, Propositions 1 and 2]. There exist e 1 , f 1 ∈ E such that e ∼ f 1 ≤ f ∼ e 1 ≤ e. As e 1 ∼ f = f 1 ⊕ (f ⊖ f 1 ), divisibility implies the existence of e 2 and e 3 such that e 1 = e 2 ⊕ e 3 , e 2 ∼ f 1 ∼ e and e 3 ∼ (f ⊖ f 1 ). Thus, e 2 ∼ e = e 1 ⊕ (e ⊖ e 1 ) = e 2 ⊕ e 3 ⊕ (e ⊖ e 1 ); hence by Lemma 4.12, e ∼ e 2 ∼ e 2 ⊕ e 3 = e 1 ∼ f . Lemma 4.14. If E is Dedekind orthocomplete and if (e i ) i∈I and (f i ) i∈I are orthosummable families in E such that e i < ∼ f i for all i ∈ I, then ⊕ i∈I e i < ∼ ⊕ i∈I f i .
Proof. As e i < ∼ f i for all i ∈ I, there is a family (d i ) i∈I with e i ∼ d i ≤ f i for all i ∈ I. If F is a finite subset of I, then (f i ) i∈F is orthogonal with ⊕ i∈F f i ≤ p := ⊕ i∈I f i , whence (d i ) i∈I is orthogonal with ⊕ i∈F d i ≤ ⊕ i∈F f i ≤ p, and it follows from Dedekind orthocompleteness that (d i
, and (e i , f i ) i∈I could be enlarged by appending the pair (e 0 , f 0 ).
Hereditary Intervals and Invariant Elements
The assumption that ∼ is an SK-congruence on the GEA E remains in force. Then by SK4b, there exist nonzero (ii) ⇒ (iv). Assume (ii) and suppose that d, f ∈ E with d Lemma 5.3. Suppose that c ∈ E satisfies any one, hence all of the conditions in Lemma 5.2 and that every e ∈ E decomposes in E as e = e 1 ⊕ e 2 with e 1 ≤ c and e 2 ⊥ c. Then c ∈ Γ(E).
Proof. Assume the hypotheses of the lemma. We claim that c is principal. Indeed, suppose that p, q ∈ E with p ⊥ q and p, q ≤ c. Then there exist e 1 , e 2 ∈ E with p ⊕ q = e 1 ⊕ e 2 , e 1 ≤ c and e 2 ⊥ c, and by SK3e, there exist a, b, v, w ∈ E with b ≤ a ⊕ b = p ≤ c, w ≤ v ⊕ w = q ≤ c, a ⊕ v ∼ e 1 ≤ c, and b ⊕ w ∼ e 2 ⊥ c. As both E[0, c] and {f ∈ E : f ⊥ c} are hereditary, we have a ⊕ v ≤ c and b, w ≤ b ⊕ w ⊥ c. Therefore, since b, w ≤ c and c is sharp, we have b = w = 0, and it follows that p ⊕ q = a ⊕ v ≤ c. This proves that c is principal. Now suppose that f 1 , f 2 ⊥ c with f 1 ⊥ f 2 . We claim that f 1 ⊕ f 2 ⊥ c. Indeed, there exist e 1 , e 2 ∈ E with f 1 ⊕ f 2 = e 1 ⊕ e 2 , e 1 ≤ c, and e 2 ⊥ c. By SK3e, there exist s, t, x, y ∈ E with s ≤ s ⊕ t = f 1 ⊥ c, x ≤ x ⊕ y = f 2 ⊥ c, s ⊕ x ∼ e 1 ≤ c, and t ⊕ y ∼ e 2 ⊥ c. Again, as both E[0, c] and {f ∈ E : f ⊥ c} are hereditary, we have s, x ≤ s ⊕ x ≤ c and t ⊕ y ⊥ c. Therefore, since c is sharp, s = x = 0, and it follows that f 1 ⊕ f 2 = t ⊕ y ⊥ c, as claimed.
By the hypotheses of the lemma, the fact that c is principal, and the result in the latter paragraph, we infer as per Remarks 2.2 that c ∈ Γ(E).
Recall that if c ∈ E, then c ∈ Γ(E) iff E[0, c] is a direct summand of E (Remarks 2.2), i.e., iff there exists a uniquely determined mapping, which we shall denote by π c ∈ Γ ex (E), such that π c (E) = E[0, c].
Lemma 5.4. Let E be Dedekind orthocomplete. Then the following two conditions are equivalent: (i) c is principal and E[0, c] is hereditary. (ii) c ∈ Γ(E) and π c ∈ Σ ∼ (E).
Proof. (i) ⇒ (ii). Assume (i).
We claim that every e ∈ E can be decomposed in E as e = e 1 ⊕ e 2 with e 1 ≤ c and e 2 ⊥ c. Indeed, since E is Dedekind orthocomplete, [5, Theorem 5.4 (iii)] implies that every chain (totally ordered set) in the bounded set E[0, c] ∩ E[0, e] has a supremum; hence by Zorn's lemma, there is a maximal element e 1 ∈ E[0, c] ∩ E[0, e]. Thus e 1 ≤ c, e and with e 2 := e ⊖ e 1 , we have e = e 1 ⊕ e 2 . We have to prove that e 2 ⊥ c. Aiming for a contradiction, we assume that e 2 ⊥ c. Then by Lemma 5.1, there exists 0 = p ≤ e 2 , c; hence, with e 3 := e 2 ⊖p, we have e 2 = p ⊕ e 3 , and therefore e 1 ⊕ p ≤ e 1 ⊕ p ⊕ e 3 = e 1 ⊕ e 2 = e. Moreover, as e 1 , p ≤ c and c is principal, it follows that e 1 < e 1 ⊕ p ≤ c, contradicting the maximality of e 1 , and proving the claim.
Since c is principal, it is sharp, so it satisfies condition (ii) in Lemma 5.2; hence, by the result above and Lemma 5.3, c ∈ Γ(E). Therefore, since E[0, c] = π c (E) is hereditary, π c ∈ Σ ∼ (E) by the equivalence of (i) and (iii) in Lemma 4.6. Proof. Assume the hypothesis. (i) Suppose that E is directed and let e ∈ E. We claim that there exist e 1 , e 2 ∈ E with e = e 1 ⊕ e 2 , e 1 ≤ c, and e 2 ⊥ c. Indeed, as E is directed, there exists p ∈ E with e, c ≤ p, and with x := p ⊖ e and y := p ⊖ c, we have p = e ⊕ x = c ⊕ y. Thus, by SK3e, there exist e 1 , e 2 , s, t ∈ E such that e = e 1 ⊕ e 2 , x = s ⊕ t, e 1 ⊕ s ∼ c, and e 2 ⊕ t ∼ y ⊥ c. By parts (ii) and (iv) of Lemma 5.2, e 1 ≤ e 1 ⊕ s ≤ c and e 2 ≤ e 2 ⊕ t ⊥ c; hence e 2 ⊥ c, so (i) holds by Lemma 5.3. (ii) Suppose that E is orthogonally ordered, let p, q ∈ E[0, c] with
Then there exists h ∈ E with h ⊥ c and h ⊥ p ⊕ q, whence by SK4a, there exist nonzero r, k ∈ E with p ⊕ q ≥ r ∼ k ≤ h. Since r ≤ p ⊕ q, there exists s ∈ E with p ⊕ q = r ⊕ s; hence by SK3e, there exist a, b, x, y ∈ E with a ⊕ b = p ≤ c, x ⊕ y = q ≤ c, a ⊕ x ∼ r, and b ⊕ y ∼ s. As a ⊕ x ∼ r ∼ k ≤ h ⊥ c, we infer from part (iv) of Lemma 5.2 that a ⊕ x ⊥ c. Thus a ⊥ c, a ≤ p ≤ c, x ⊥ c, and x ≤ q ≤ c, whence, since c is sharp, a = x = 0. Therefore, r ∼ a ⊕ x = 0, we arrive at the contradiction r = 0, and (ii) is proved. Part (iii) follows from (i), (ii), and Lemma 5.4.
Since every element of a Loomis dimension lattice is principal, the following definition extends the idea of an invariant element to the GEA E. Definition 5.6. An element c ∈ E is invariant iff c is principal and, for all e 1 , f ∈ E, e ≥ e 1 ∼ f ⊥ c ⇒ e 1 = f = 0. We denote by Γ ∼ (E) the set of all invariant elements in E.
A second notion of "invariance" applies to any hull system on E [5, Definition 7.1]. In particular:
Definition 5.7. Let E be a COGEA and let (η e ) e∈E be the hull system on E determined by the complete boolean algebra and CD set Σ ∼ (E). Then c ∈ E is η-invariant iff η c (E) = E[0, c]. 5 We denote by Γ η (E) the set of all η-invariant elements in the COGEA E. 
] ).
Suppose that E is a COGEA and let (c i ) i∈I ⊆ Γ η (E). Then: (i) Γ η (E) is a sublattice of the center Γ(E) of E, and as such, it is a generalized boolean algebra. (ii) If I is nonempty, then the infimum c := i∈I c i exists in E, c ∈ Γ η (E), and η c = i∈I η ci in the boolean algebra Γ ex (E). (iii) If (c i ) i∈I is bounded above in E, then the supremum s := i∈I c i exists in E, s ∈ Γ η (E), and η s = i∈I η ci in the boolean algebra Γ ex (E).
The next theorem, which is the main theorem of this section, shows that, if E is a Dedekind orthocomplete COGEA, then Theorem 5.9. Suppose that E is both centrally orthocomplete (a COGEA) and Dedekind orthocomplete, let (η e ) e∈E be the hull system determined by the HD set Σ ∼ (E), and let c ∈ E. Then, the following conditions are mutually equivalent:
(i) c ∈ Γ(E) and π c ∈ Σ ∼ (E) (i.e., π c splits ∼).
(ii) c ∈ Γ η (E) (i.e., c is η-invariant).
(iii) c ∈ Γ ∼ (E) (i.e., c is invariant). 
A Dimension Generalized Effect Algebra
The assumption that ∼ is an SK-congruence on E remains in force.
Definition 6.1. The SK-congruence ∼ is called a dimension equivalence relation (DER) on E iff, in addition to SK1-SK4, it satisfies the following condition: (SK4a ′ ) For all e, f ∈ E, if e is unrelated to f then there exists π ∈ Σ ∼ (E) such that e ∈ π(E) and f ∈ π ′ (E).
If π ∈ Γ ex (E), e ∈ π(E), and f ∈ π ′ (E), then e ⊥ f ; hence, since condition SK4a is equivalent to the requirement that unrelated elements in E are orthogonal, it follows that SK4a ′ is formally stronger than SK4a. We note that SK4a ′ is the converse of part (iv) of Lemma 4.6. Example 6.2. In view of Theorem 4.3, if E is orthogonally ordered and (η e ) e∈E is a divisible hull system on E, then ∼ η is a DER on E.
As a consequence of Theorem 4.10 (vi), we have the following. Lemma 6.3. Let E be a COGEA and let (η e ) e∈E be the hull system determined by Σ ∼ (E). Then ∼ is a DER iff, for all e, f ∈ E, if e is unrelated to f , then η e ∧ η f = 0.
Using Lemma 6.3 and [5, Remarks 7.6], it is not difficult to show that, if E is an orthocomplete (hence, centrally orthocomplete) EA, then condition SK4a ′ in Definition 6.1 is equivalent to condition SK4 ′ in [4, Definition 7.14].
Definition 6.4. A dimension generalized effect algebra (DGEA) is a centrally orthocomplete (i.e., a COGEA) and Dedekind orthocomplete GEA equipped with a specified dimension equivalence relation (DER). Standing Assumptions 6. 6 . In what follows, we assume that the Dedekind orthocomplete COGEA E is a DGEA with DER ∼ and that (η e ) e∈E is the hull system determined by the complete boolean algebra and HD set Σ ∼ (E).
As per the next theorem, condition SK4a
′ enables us to use the hull system (η e ) e∈E to determine whether or not two elements of E are related.
Theorem 6.7. If e, f ∈ E, then the following conditions are mutually equivalent: (i) e is unrelated to f . (ii) There exists π ∈ Σ ∼ (E) such that e ∈ π(E) and
Proof. By SK4a
′ and part (iv) of Lemma 4.6, we have (i) ⇔ (ii), and (ii) ⇔ (iii) by Theorem 4.10 (vi). That (iii) ⇔ (iv) follows from the facts that η ηef = η e ∧ η f and η p = 0 ⇔ p = 0 ([5, Definition 7.1 and Theorem 7.2 (i)]. We have η η f e ∧ η ηef = η f ∧ η e ∧ η e ∧ η f = η e ∧ η f , so (v) ⇔ (i) follows from the equivalence of (i) and (iii).
′ (E), the elements in the hereditary ideal η e (E) are precisely the descendents of e, and the elements in the hereditary ideal (η e )
′ (E) are precisely the elements of E that are unrelated to e.
Proof.
As η e , (η e ) ′ ∈ Σ ∼ (E) ⊆ Γ ex (E), both η e (E) and (η e ) ′ (E) are hereditary ideals in E. If d ∈ η e (E) and 0 = f ≤ d, then f ∈ η e (E), so 0 = η e f , whence f is related to e by Theorem 6.7, so d is a descendent of e. Conversely, suppose that d is a descendent of e. Then f := (η e ) ′ d ≤ d with η e f = 0, whence f is unrelated to e by Theorem 6.7 again, so f = 0, and therefore d = η e d ∈ η e (E).
Since f ∈ (η e ) ′ (E) iff η e f = 0, it follows from Theorem 6.7 that (η e ) ′ (E) is precisely the set of all elements of E that are unrelated to e. Corollary 6.9. Let (e i ) i∈I be an orthosummable family in E with e := ⊕ i∈I e i . If f ∈ E and f is unrelated to e i for all i ∈ I, then f is unrelated to e.
Proof. Assume the hypotheses. Then by Theorem 6.7 (iii), η ei ≤ (η f ) ′ for all i ∈ I. Thus, by [7, Theorem 7.4 (ix) ] η e = η ei ≤ (η f ) ′ , and from Theorem 6.7 (iii) again, we infer that e is unrelated to f . Theorem 6.10 (Cf. [4, Theorem 7.27] ). Let H be a hereditary ideal that is bounded above in E. Then (i) c := H exists in E and c is the orthosum of an orthogonal family in H.
Proof. Assume the hypotheses and choose a maximal orthogonal family (h i ) i∈I in H. As H is an ideal, the finite partial orthosums of (h i ) i∈I belong to H, hence they are bounded above in E, and it follows from Dedekind orthocompleteness that c := ⊕ i∈I h i exists in E. By the maximality of (h i ) i∈I , no nonzero element of H can be orthogonal to c. We claim that c is an upper bound for H, for suppose there exists h ∈ H with h ≤ c. Then by SK4b, there exist nonzero h 1 , h 2 ∈ E such that h ≥ h 1 ∼ h 2 ⊥ c. Then h 2 < ∼ h ∈ H, so 0 = h 2 ∈ H with h 2 ⊥ c, contradicting the maximality of (h i ) i∈I . Thus, c is both an upper bound for H and the supremum of a subset of H (namely, the set of all finite partial orthosums of (h i ) i∈I ), whence it is the supremum of H, proving (i). Therefore, according to [7, Theorem 7.4 (ix)], we have η c = h∈H η h , proving (ii).
To prove that c is sharp, suppose that there exists p ∈ E with 0 = p ≤ c and p ⊥ c; hence p is related to c and p ⊥ c. As p is related to c, Corollary 6.9 implies that p is related to h j for some j ∈ I. Thus, there exist nonzero p 1 , q ∈ E with p ≥ p 1 ∼ q ≤ h j . Therefore, p 1 < ∼ h j ∈ H, and it follows that 0 = p 1 ∈ H. But p 1 ≤ p ⊥ c, so p 1 ⊥ c, contradicting the maximality of (h i ) i∈I . Consequently, c is sharp.
To
<
∼ c, which is a contradiction. This completes the proof of (iii). Part (iv) follows immediately from (iii) and Lemma 5.5 (iii).
Theorem 6.11 (General Comparability Theorem for
Proof. By Theorem 4.15, there are orthogonal decompositions e = e 1 ⊕ e 2 and f = f 1 ⊕ f 2 such that e 1 ∼ f 1 and e 2 is unrelated to
, and by Theorem 6.7 (iv), η d e 2 = 0. Also, by Theorem 4.11 (iii) with π :
Definition 6.12. The DGEA E is a factor iff Σ ∼ (E) = {0, 1}. 
If E is a factor and
If e = 0 and e < ∼ f , then e ≥ e ∼ f 1 ≤ f with e, f 1 = 0, whence e is related to f . Likewise, if f = 0 and f < ∼ e, then again e is related to f . Therefore, (iii) ⇒ (iv). To prove (iv) ⇒ (i), assume (iv), but suppose that there exists π ∈ Σ ∼ (E) with π = 0 and π = 1. Then π ′ = 0, so there exist 0 = e ∈ π(E) and 0 = f ∈ π ′ (E), whence e is unrelated to f by Lemma 4.6 (iv), contradicting (iv).
Remarks 6.14. If E is a factor, then by Theorem 6.13, η e = 1 ⇔ e = 0 for all e ∈ E, i.e., (η e ) e∈E is the indiscrete hull system on E [4, Example 6.10]. Assume that E is a factor. Then, as is easily seen, the nonzero η-monads are precisely the atoms in E. Moreover, if 0 = e ∈ E and e is not an atom, then there are nonzero elements e 1 , e 2 ∈ E with e = e 1 ⊕ e 2 , and we have η e1 = η e2 = 1. Therefore, every nonzero element in a factor is either an atom or an η-dyad, but not both.
Hereditary ηSTD Sets in a DGEA
Standing Assumptions 6.6 remain in force.
Definition 7.1. An element p ∈ E is faithful iff η p = 1 (cf. [7, Definition 10.2 (4)]). Theorem 7.2. Let H ⊆ E be a hereditary ηSTD set. Then:
(i) If h ∈ H, e ∈ E, and η h e = 0, there exists h 1 ∈ H such that 0 = h 1 ≤ η h e.
(ii) There exists h * ∈ H such that η h * is the largest mapping in {η h : h ∈ H}.
Proof. (i) Assume the hypotheses of (i). Then by Theorem 6.7, η h e and η e h are related, whence there are nonzero h 1 , h 2 ∈ E with η h e ≥ h 1 ∼ h 2 ≤ η e h ≤ h. Thus, h 1 < ∼ h ∈ H, and since H is hereditary, h 1 ∈ H, proving (i). Part (ii) follows from Theorem 3.2, (iii) follows from (ii) and [7, Theorem 7.5] , and (iv) is an obvious consequence of (ii). Part (v) follows from (i), (iii), and [7, Theorem 7.5] . Finally, to prove (vi), let π ∈ Γ ex (E) and h ∈ H. If h ∈ πE, then h = πh ∈ {πh : h ∈ H}; conversely, since πh ≤ h and H is an order ideal, it follows that πh ∈ H ∩ π(E).
Lemma 7.3. Let π ∈ Σ ∼ (E), let H ⊆ E be a hereditary ηSTD set, and choose h * ∈ H such that η h * = h∈H η h (Theorem 7.2). Then the following conditions are mutually equivalent:
Thus as π ∈ Σ ∼ (E), we have π ′ ∈ Σ ∼ (E), and it follows from Theorem 4.10 (iii) that
If π ∈ Γ ex (E) and φ is a function defined on E, then φ| π denotes the restriction of φ to the direct summand π(E) of E and ∼ π denotes the restriction of ∼ to π(E). If ξ ∈ Γ ex (E), we write ξ| π , for short, as ξ π .
The hereditary direct summand π(E) of E is a DGEA with ∼ π as the DER and (η p | π ) p∈π(E) is the corresponding hull system determined by
h ∈ H} is a hereditary (with respect to ∼ π ) η| π STD set in the DGEA π(E). In what follows, if π ∈ Σ ∼ (E), we understand that the hereditary direct summand π(E) is organized into a DGEA as per Theorem 7.4 (iii). Also we recall that Θ η (E) := {η e : e ∈ E} ⊆ Σ ∼ (E).
Lemma 7.5. Let π ∈ Θ η (E), let H ⊆ E be a hereditary ηSTD set, choose h * ∈ H such that η h * = h∈H η h (Theorem 7.2), and put h # := πh * . Then:
Proof. We have h # = πh * ≤ h * ∈ H, and as H is an order ideal, (i) follows. Also, since π ∈ Θ η (E), there exists f ∈ E with π = η f , and therefore
, and it follows that η h | π ≤ η h # | π , and (iii) is proved. Part (iv) follows from (iii), Theorem 7.4 (iv), and Theorem 7.2 with E replaced by π(E), H replaced by H ∩ π(E), and η h * replaced by η h # | π .
Lemma 7.6. If π ∈ Σ ∼ (E) and p ∈ π(E), then the following conditions are mutually equivalent:
Thus, if any (hence all) of these conditions hold, then π ∈ Θ η (E).
Proof. Assume the hypotheses of the lemma. Then p is faithful in π(E) iff η p | π is the identity mapping on π(E) iff (η p ∧ π)e = η p (πe) = πe for all e ∈ E iff η p ∧ π = π iff π ≤ η p , proving that (i) ⇔ (ii). Since p ∈ π(E), we have πp = p, whence η p ≤ π by Theorem 4.10 (iii), and it follows that (ii) ⇔ (iii).
Theorem 7.7. Let π ∈ Θ η (E) and let H ⊆ E be a hereditary ηSTD set. Then with the notation of Lemma 7.5, the following conditions are mutually equivalent:
Proof. That (i) ⇔ (ii) follows from [7, Definition 12.6 (2) and Theorem 12.8 (iii)]. Also, by [7, Definition 12.6 (2) and Theorem 12.9], we have (i) ⇔ (iii). Obviously, (iii) ⇒ (iv). If (iv) holds, then by Lemma 7.6, π ≤ η h , and since η h ≤ η h * , we have (ii); hence (iv) ⇒ (ii), so (i)-(iv) are mutually equivalent. Finally, if (ii) holds, then π ≤ η h * , so by Lemma 7.5 (iv), H ∩ π(E) is orthodense in (η h * ∧ π)(E) = π(E).
Simple and Finite Elements
(1) k is simple iff every subelement e of k is unrelated to its orthosupplement
In what follows, we denote by K the set of all simple elements in E and we define η K := k∈K η k . (2) f is finite iff, for every subelement e of f , e ∼ f ⇒ e = f . If p ∈ E is not finite, it is infinite. In what follows, F is the set of all finite elements in E, η F := f ∈F η f , and F := F ∩ Γ η (E) = F ∩ Γ ∼ (E), i.e., F is the set of all finite invariant elements in E.
Lemma 8.2. Let k ∈ E. Then the following conditions are mutually equivalent:
Proof. That (i) ⇔ (ii) follows from Theorem 6.7. If (ii) holds, and e, f ∈ E[0, k] with e ⊥ k f , then f ≤ k ⊖ e, whence η e ∧ η f ≤ η e ∧ η (k⊖e) = 0, so (ii) ⇒ (iii).
Proof. Assume q, k ∈ K. (i) Suppose η q ≤ η k . By Theorem 4.15, Theorem 4.11 (iii), and Theorem 6.7 q = q 1 ⊕ q 2 and k = k 1 ⊕ k 2 with q 1 ∼ k 1 , η q1 = η k1 and η q2 ∧ η k2 = 0. Also, by Lemma 8.2, η q1 ∧ η q2 = 0 and η k1 ∧ η k2 = 0. Moreover, [7, Theorem 7.4 (ix) ] implies that η q1 ∨ η q2 = η q ≤ η k = η k1 ∨ η k2 . Working in the boolean algebra Γ ex (E), we deduce from these conditions that η q2 = 0, whence q 2 = 0, so q = q 1 ∼ k 1 ≤ k, and we have q
, completing the proof of (i). Finally, (ii) follows from (i) and Theorem 4.13.
Proof. Suppose that k ∈ K and e ∈ E[0, k] with e ∼ k. By Lemma 8.2, e = η e k, and by Theorem 4.11 (iii), η e = η k , whence e = η k k = k, so k ∈ F . Lemma 8.5. (i) F is an order ideal. (ii) (Subtraction Property) Let e = e 1 ⊕ e 2 and f = f 1 ⊕ f 2 where e, f ∈ F , e ∼ f and e 1 ∼ f 1 . Then e 2 ∼ f 2 .
Proof. (i) Let e ∈ E, e ≤ f ∈ F , e = e 1 ⊕ e 2 with e ∼ e 1 . Then by finite additivity, f ⊖ e 2 = e 1 ⊕ (f ⊖ e) ∼ e ⊕ (f ⊖ e) = f ; hence f ⊖ e 2 = f , therefore e 2 = 0, and we have e 1 = e. Consequently, e ∈ F , and (i) is proved.
(ii) By Theorem 6.11, there exists π ∈ Σ ∼ (E) with πe 2 < ∼ πf 2 and π ′ f 2 < ∼ π ′ e 2 . As πe 2 < ∼ πf 2 , there exist s, t ∈ E with πe 2 ∼ s and πf 2 = s ⊕ t. As e ∼ f and e 1 ∼ f 1 , we have πe ∼ πf and πe 1 ∼ πf 1 by Theorem 4.7. Now πf = πf 1 ⊕ πf 2 = πf 1 ⊕ s⊕ t and by finite additivity πf 1 ⊕ s ∼ πe 1 ⊕ πe 2 = πe ∼ πf . Since f ∈ F and πf ≤ f , part (i) implies that πf ∈ F ; hence πf 1 ⊕ s = πf , so t = 0, and therefore πf 2 = s ∼ πe 2 . Similarly, π ′ f 2 = π ′ e 2 , so e 2 ∼ f 2 by additivity.
Theorem 8.6. (i) K is both a hereditary order ideal and an ηSTD set in E.
(ii) F is both a hereditary ideal and an ηSTD set in E. (iii) F is an ηTD subset of E.
Proof. (i) According to [7, Theorem 11.13] , the set K of all simple elements (η-monads) in E forms an ηSTD set. In particular, K is an order ideal, so to prove that it is hereditary, it will be sufficient to prove that if e ∼ k ∈ K, then e ∈ K. Thus, suppose that e ∼ k ∈ K and e = e 1 ⊕ e 2 . Then by divisibility (SK3d), k = k 1 ⊕ k 2 with e 1 ∼ k 1 and e 2 ∼ k 2 . By Lemma 8.2, η k1 ∧ η k2 = 0; by Theorem 4.11 (iii), η e1 = η k1 and η e2 = η k2 ; so η e1 ∧ η e2 = 0; whence e ∈ K by Lemma 8.2 again.
(ii) We may apply [14, Prop. 7.18] (the proof of which requires Lemma 8.5 (ii)) to infer that F is closed under the formation of finite orthosums; hence, in view of Lemma 8.5 (i), F is an ideal. Thus, to prove that F is hereditary, it will be sufficient to show that if e ∼ f ∈ F , then e ∈ F . So assume that e = e 1 ⊕ e 2 ∼ f ∈ F with e 1 ∼ e. Then by divisibility, f = f 1 ⊕ f 2 with f 1 ∼ e 1 ∼ e ∼ f and f 2 ∼ e 2 . Since f ∈ F , it follows that f 1 = f , so f 2 = 0, whence e 2 = 0, and therefore e 1 = e. Consequently, e ∈ F , so F is hereditary.
Let (f i ) i∈I be an η-orthogonal family in F , let f := ⊕ i∈I f i = i∈I f i ([5, Lemma 6.2 (iii)]), and suppose e ≤ f with e ∼ f . Let i ∈ I. Then η fi e ≤ η fi f , and by [7, Theorem 7.4 (iii)],
whence η fi e ≤ f i . Also, by Theorem 4.11 (iii), η fi e ∼ η fi f = f i , and since f i ∈ F , it follows that η fi e = f i . Therefore, by [7, Theorem 7.4 (v) , (vi), and (ix)], e = η f e = i∈I η fi e = i∈I f i = f ; hence f ∈ F , so F is an ηSTD subset of E, proving (ii). According to [7, Theorem 11.7] , Γ η (E) is an ηTD subset of E, and as the intersection of ηTD subsets is again ηTD, we have (iii).
In view of Definition 8.1 and Theorem 7.2, we obtain the following corollary of Theorem 8.6.
, K is orthodense in the hereditary direct summand η K (E) of E, and K = {0} iff η K = 0. (ii) η F is the largest mapping in {η f : f ∈ F }, η F ∈ Θ η (E), F ⊆ η F (E), F is orthodense in the hereditary direct summand η F (E) of E, and F = {0} iff η F = 0.
We omit the straightforward proof of the next lemma.
Lemma 8.8. Suppose that π ∈ Σ ∼ (E). Then: (i) The set of simple elements in the DGEA π(E) is K ∩ π(E) = {πk : k ∈ K}. (ii) The set of finite elements in the DGEA π(E) is F ∩ π(E) = {πf : f ∈ F }.
Combining Theorems 7.7 and 8.6, we obtain the following result.
Theorem 8.9. Let π ∈ Θ η (E). Then the following conditions are mutually equivalent: (i) There exists k ∈ K such that π = η k . (ii) π ≤ η K . (iii) There exists k ∈ K ∩ π(E) such that k is faithful in π(E). Moreover, if any (hence all) of the conditions (i)-(iii) hold, then K ∩ π(E) is orthodense in π(E). Likewise, the following conditions are mutually equivalent: (iv) There exists f ∈ F such that π = η f . (v) π ≤ η F . (v) There exists f ∈ F ∩ π(E) such that f is faithful in π(E). Moreover, if any (hence all) of the conditions (iv)-(vi) hold, then F ∩ π(E) is orthodense in π(E). To prove (v), suppose that π(E) is of finite type, i.e., there exists f ∈ π(E) such that f is finite, invariant, and faithful in the DGEA π(E). Then f ∈ F by Lemma 8.8 (ii) and f ∈ Γ ∼ (E) by Lemma 7.4 (v) , whence f ≤ f by Lemma 8.10 (iii). Thus, as f is faithful in π(E), we infer from Lemma 7.6 that π ≤ η f ≤ η f . Also, π ∈ Θ η (E) by (i). Conversely, suppose that π ∈ Θ η (E) and π ≤ η f . As π ∈ Θ η (E), there exists e ∈ E such that π = η e , and we have π = π ∧η f = η e ∧η f = η ηe f = η π f .
According to Lemma 8.13, π f is a finite invariant element in the DGEA π(E), and π = η π f implies that π f is faithful in π(E) by Lemma 7.6: hence π(E) is of finite type, and (v) is proved.
As per Lemma 8.13, π(E) is of properly non-finite type iff π f = 0, i.e., iff π ∧ η f = 0 by Theorem 4.10 (v). This proves part (vi), and parts (vii) and (viii) follow from . parts (i)-(vi).
We are now in a position to state and prove the fundamental type I/II/IIIdecomposition theorem for DGEAs.
Theorem 9.4. There are pairwise disjoint mappings π I , π II , π III ∈ Σ ∼ (E) such that π I ∨ π II ∨ π III = 1 and E decomposes as a direct sum
where π I (E), π II (E), and π III (E) are hereditary direct summands of types I, II, and III, respectively. These mappings are unique, in fact
′ ∈ Θ η (E), and π III = (η F ) ′ .
Moreover, there are pairwise disjoint mappings π IF , π I¬F , π IIF , π II¬F ∈ Σ ∼ (E) such that π IF ∨ π I¬F = π I and π II F ∨ π II ¬F = π II ; these mappings induce further decompositions
where π IF (E), π I¬F (E), π II F (E) and π II ¬F (E) are hereditary direct summands of types I F , I ¬F , II F , and II ¬F , respectively. These mappings are also unique, in fact
Furthermore, the hereditary direct summands π IF (E) and π IIF (E) are EAs with units η K f and (η K ) ′ f , respectively.
Proof.
′ , π II F = η F ∧(η K ) ′ ∧η f , and π II ¬F = η F ∧(η K ) ′ ∧(η f ) ′ . As η K ≤ η F , these mappings are pairwise disjoint, and it is clear that π I ∨π II ∨π III = 1, π IF ∨π I¬F = π I , and π II F ∨ π II ¬F = π II . By Theorem 9.3, the various hereditary direct summands corresponding to these mappings are of the types indicated in the statement of the theorem. By Corollary 8.7 π I = η K ∈ Θ η (E) and η F ∈ Θ η (E). Since Θ η (E) is a hull-determining subset of Γ ex (E), it follows that π II = η F ∧ (η K ) ′ ∈ Θ η (E), and similar arguments show that π IF , π I¬F , π II F , π II ¬F ∈ Θ η (E). By Lemmas 8.12 and 8.13, π IF (E) and π II F (E) are EAs with units
η F f ≤ f , so η F f = f , and therefore π II F f = (η K ) ′ f . To prove the uniqueness, suppose π I , π II , π III are mappings in Σ ∼ (E) with π I ∨ π II ∨ π III = 1 and that π I (E), π II (E) and π III (E) are of types I, II, and III, respectively. Then by Theorem 9.3, π I ≤ η K , π II ≤ η F ∧ (η K ) ′ , and π III ≤ (η F ) ′ . As η K ≤ η F , it follows that η K , η F ∧ (η K ) ′ , and (η F ) ′ are pairwise disjoint with η K ∨ η F ∧ (η K ) ′ ∨ (η F ) ′ = 1, and by a simple boolean argument, it follows that π I = η K , π II = η F ∧ (η K ) ′ , and π III = (η F ) ′ . Similarly, one proves the uniqueness of π IF , π I¬F , π IIF and π II¬F .
