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Abstract
We characterize the class of commutative rings R such that, for any linear system (A,B) with coefficients
in R, one can extract the reachable part of the system, in a way similar to the classical Kalman controllability
decomposition for systems over fields. The notion of strong CA ring is introduced as the class of commutative
rings over which any system verifies a strong form of the coefficient assignability property. It is shown that
the class of strong CA rings lies strictly between the classes of rings with strong versions of the known pole
assignability (PA) and feedback cyclization (FC) properties, defined only for reachable systems. We prove
that for UCU rings, for example polynomials with coefficients in a field, the usual PA, CA and FC properties
are equivalent to the corresponding strong forms of these properties, in particular C[y] is a strong CA ring.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction and basic definitions
Let R be a commutative ring with 1. An m-input, n-dimensional linear system (or a system
of size (n,m)) over R will be a pair of matrices (A,B), with A ∈ Rn×n and B ∈ Rn×m. Let
A ∗ B = [B|AB| · · · |An−1B] be the reachability matrix of the system (A,B). The residual rank
of (A,B), denoted by res.rk(A,B), is defined as max{i : Ui (A ∗ B) = R}, where Ui (A ∗ B)
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denotes the ideal of R generated by the i × i minors of the matrix A ∗ B, with the convention
U0(A ∗ B) = R. This generalizes the usual rank of a matrix with coefficients in a field. The
system (A,B) is reachable if and only if res.rk(A,B) = n, and res.rk(A,B)  1 if and only if
U1(B) = R, i.e. B has unit content [8, Lemma 2.3]. We refer the reader to [1,2,6] for all basic
definitions for systems over commutative rings.
The concepts of pole assignability (PA), coefficient assignability (CA) and feedback cycliza-
tion (FC) are classically defined for reachable systems, as we recall here (see [1], for example). A
system (A,B) of size (n,m) over a ring R is called: (i) pole assignable if, given arbitrary scalars
x1, . . . , xn in R, there exists a matrix K such that χ(A + BK), the characteristic polynomial of
A + BK , is a multiple of (x − x1) · · · (x − xn); (ii) coefficient assignable if, given an arbitrary
monic polynomial f (x) of degree n, there exists a matrix K such that χ(A + BK) is a multiple of
f (x); and (iii) feedback cyclizable if there exist a matrixK and a vectoru such that the single-input
system (A + BK,Bu) is reachable. It is known that (iii) ⇒ (ii) ⇒ (i), and all conditions imply that
(A,B) is a reachable system. The ring R is called a PA (resp. CA) (resp. FC) ring if all reachable
systems over R are pole assignable (resp. coefficient assignable) (resp. feedback cyclizable).
The notion of residual rank allows us to extend all these properties to non reachable systems,
and new classes of rings are derived. A system (A,B) with res.rk(A,B) = r is pole assignable
if, given arbitrary scalars x1, . . . , xr , there exists a matrix K such that χ(A + BK) is a multiple
of (x − x1) · · · (x − xr). In [8], the class of pole-shifting (PS) rings is introduced as those rings
for which every system is pole assignable. Similarly, in [10] a system (A,B) is called feedback
cyclizable if there exist a matrix K and a vector u such that res.rk(A + BK,Bu) = res.rk(A,B),
and a strong FC ring is defined as a ring for which any system is feedback cyclizable. The natural
next step is the following:
Definition 1.1. A system (A,B) over R is coefficient assignable if, given an arbitrary monic
polynomial f (x) ∈ R[x] of degree r = res.rk(A,B), there exists a matrix K over R such that
f (x) divides χ(A + BK). R is called a strong CA ring if any system over R is coefficient
assignable.
It is immediate that PS rings are PA rings, strong CA rings are CA rings and strong FC rings
are FC rings, just take r = n in the previous definitions.
We say that a ring R has the UCU (Unit-content contains unimodular) property if, given
U1(B) = R, there exists a vector u such that Bu is unimodular. UCU rings are called BCU rings
by Brewer and Klingler in [4]. Since projective R-modules of constant finite rank are free over
a UCU ring R, as proved by Brewer et al. in [2, Lemma 8], in this case our definition of system
over such a ring R is equivalent to the more general concept of ‘system over a f.g. projective R-
module’ used in [8]. In particular, UCU rings are Hermite rings in the sense of Lam: unimodular
vectors can be completed to invertible matrices. Also, a UCU ring R has the GCU (Good contains
unimodular) property and the BCS or UCS (Unit-content contains summand) property [2, p. 267],
hence R is a PS ring [8].
Recall that two systems (A,B) and (A′, B ′) are feedback equivalent if there exist invertible
matrices P ∈ Gln(R),Q ∈ Glm(R) and a matrix K ∈ Rm×n such that (A′, B ′) = (PAP−1 +
PBK,PBQ). It is an important fact that feedback equivalence preserves the residual rank of
systems [8, Lemma 2.2].
The paper is organized as follows. In Section 2, we define for arbitrary systems over a ring R,
a decomposition in which one can extract the reachable part of a system in a way similar to the
Kalman decomposition. Using the action of the feedback group, we obtain two characterizations:
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(i) R is an Hermite ring iff such a decomposition exists for all single-input systems over R, with
the reachable part in the control canonical form of [6, Lemma 2.4], and (ii) R is a UCU ring iff
such a decomposition exists for any system over R.
In Section 3, we use the previous decomposition and the fact that the pole assignability,
coefficient assignability and feedback cyclization properties are invariant by feedback to show
that single-input systems over Hermite rings satisfy the three studied properties. Generalizing the
reachable case, it is shown that the class of strong CA rings lies strictly between PS rings and
strong FC rings.
We then prove that for UCU rings, the usual PA, CA and FC properties are equivalent to the
corresponding strong versions of these properties, which allows us to prove that all known classes
of CA rings are in fact strong CA rings, for example: fields, local and semilocal rings, local–global
rings – including rings with many units and zero dimensional rings – Bezout domains with stable
range 1 and polynomial rings k[y], with k an algebraically closed field, in particular C[y]. Note
that if the famous conjecture “C[y] is an FC ring”, stated by Bumby et al. in [6, p. 124], is finally
proved to be true, then C[y] will be a strong FC ring. See the paper of Schmale and Sharma [11]
and the references therein for recent advances towards this conjecture.
Finally, Section 4 contains some concluding remarks.
2. A Kalman-type block decomposition
We start recalling the classical Kalman controllability decomposition for systems over fields:
if the reachability subspace of the system (A,B) of size (n,m) over the field k has rank r , then
there exists an invertible matrix P such that
PAP−1 =
[
A1 A2
0 A3
]
, PB =
[
B1
0
]
,
where (A1, B1) is reachable of size (r,m).
We will study under which conditions one can extract, from a given system of size (n,m), a
reachable part of size (r,m) in a similar way.
Definition 2.1 (Property Kr ). A system (A,B) of size (n,m) over a ring R satisfies the property
Kr (1  r  n) if it is feedback equivalent to a system:([
A1 0
A2 A3
]
,
[
B1
B2
])
,
withA1 ∈ Rr×r , A2 ∈ Rn−r×r , A3 ∈ Rn−r×n−r , B1 ∈ Rr×m,B2 ∈ Rn−r×m and (A1, B1) reach-
able. The pair (A1, B1) is called the reachable part of the decomposition. By convention, any
system satisfies K0.
Lemma 2.2. With the previous definition and notations, one has:
(i) A system (A,B) satisfies Kr if and only if there exist P,K, with P invertible, such that the
system (PAP−1 + PBK,PB) has a decomposition as above (without Q!).
(ii) If a system (A,B) satisfies Kr, then res.rk(A,B)  r.
Proof. (i) If (PAP−1 + PBK,PBQ) yields a decomposition with reachable part (A1, B1), then
(PAP−1 + PBK,PB) is also a valid decomposition for Kr , in which (A1, B1) is replaced by
the reachable pair (A1, B1Q−1).
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(ii) As the residual rank is preserved by any feedback equivalence, we may assume that (A,B) is
in the block form given by Kr . Operating:
A ∗ B =
[
B1 A1B1 A
2
1B1 · · ·∗ ∗ ∗ · · ·
]
Note that the ideal generated by all the r × r minors of A ∗ B is R: it suffices to consider those
minors formed by using the first r rows, which already generate R because (A1, B1) is reachable,
hence Ur (A ∗ B) = R and the result follows. 
Remark 2.3. The main difference between both decompositions is that the classical Kalman
decomposition implies that the reachability submodule of any system is a free rank r direct
summand of Rn, with a free rank n − r complement. This is a very strong condition which is
only verified by systems over fields. But it is not difficult to give the following characterization
of our new decomposition: a system (A,B) of size (n,m) verifies Kr if and only if there exists
a decomposition Rn =V⊕W, whereV ∼= Rr,W ∼= Rn−r , such that for some matrix K one
has (A + BK)(W) ⊆W, and V is contained in the r-th reachability submodule of (A,B),
generated by the columns of the matrix (A ∗ B)r = [B|AB| · · · |Ar−1B]. We do not include
a proof of this fact because the result is not used throughout the rest of the work. Another
difference between both decompositions is that the Kalman decomposition is only valid for r =
res.rk(A,B) and allows only transformations of the type (A,B) 	→ (PAP−1, PB), whereas
Kr gives a partial decomposition for any r  res.rk(A,B) and any feedback transformation
(A,B) 	→ (PAP−1 + PBK,PBQ) is allowed. Also, note that the importance of part (i) of
the last lemma is crucial: when searching for a decomposition for a system, we may apply any
feedback transformation with matrices (P,K,Q), but when using the fact that a given system is
decomposed as above, we may assume that such a decomposition was obtained only with matrices
(P,K). Finally, part (ii) says that the residual rank of a system gives the maximum size for which
a decomposition as above can exist.
We wish to characterize for which class of rings the converse of part (ii) of the last lemma
holds. For this, we need a technical lemma which will allow us to work inductively both with the
residual rank and the feedback equivalence:
Lemma 2.4. Let A ∈ Rn×n and B ∈ Rn×m be matrices over a ring R given by
A =
[
0 0
b′ A′
]
, B =
[
1 0
0 B ′
]
,
where A′ ∈ Rn−1×n−1, B ′ ∈ Rn−1×m−1 and the remaining blocks are of appropriate sizes. Then
one has:
(i) res.rk(A′, [b′|B ′]) = res.rk(A,B) − 1.
(ii) If there is an equivalence of systems (A′, [b′|B ′]) ∼ (A˜′, [b˜′|B˜ ′])given by A˜′ = P ′A′P ′−1 +
P ′[b′|B ′]K ′ and [b˜′|B˜ ′] = P ′[b′|B ′], then there exist matrices P ∈ GLn(R),K ∈ Rm×n
such that
PAP−1 + PBK =
[
0 0
b˜′ A˜′
]
and PB =
[
1 ∗
0 B˜ ′
]
.
Proof. (i) The proof of this result, which is given in [10], uses the fact that the image of A ∗ B is
(by Cayley-Hamilton) equal to the image of the matrix
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[
1 0
0 A′ ∗ [b′|B ′]
]
,
so that for all i  0 one hasUi (A′ ∗ [b′|B ′]) = Ui+1(A ∗ B), and the result follows by definition
of residual rank. A similar argument was used in [8, Theorem 2.7]. This is a generalization of the
well known Eising’s Lemma from [9]: if any of the systems (A,B), (A′, [b′|B ′]) is of maximum
residual rank (i.e. reachable), then so is the other.
(ii) Let X′ ∈ R1×n−1 be the first row of K ′, and denote by Y ′ ∈ Rm−1×n−1 the remaining block
of K ′, such that A˜′ = P ′A′P ′−1 + P ′b′X′ + P ′B ′Y ′. If we define
P =
[
1 −X′P ′
0 P ′
]
and K =
[
X′b˜′ X′A˜′
0 Y ′
]
,
then (PAP−1 + PBK,PB) has the desired form. 
Our next step is to give a characterization of Hermite rings.
Proposition 2.5. For a commutative ring R, the following conditions are equivalent:
(i) Kr holds for any single-input system  over R with res.rk()  r.
(ii) R is an Hermite ring.
Proof. (i) ⇒ (ii). We have to prove that any unimodular vector b ∈ Rn can be completed to an
invertible n × n matrix. For any matrix A ∈ Rn×n, one has that res.rk(A, b)  1. Applying the
property K1, one gets a decomposition (PAP−1 + PbK,Pb), with P invertible and where the
reachable part (A1, b1) is of size (1, 1), i.e. b1 is an invertible scalar of R. As Pb has its first
element b1 invertible, with further elementary row operations (left multiplication by an invertible
matrix P ′) we get that P ′Pb is the first basic vector of Rn, which means that b is the first column
of the invertible matrix (P ′P)−1.
(ii) ⇒ (i). Let R be an Hermite ring and suppose that res.rk(A, b)  r , where A ∈ Rn×n and
b ∈ Rn. Any system satisfies K0, so that we may assume r  1. We claim that (A, b) verifies Kr
with the additional conditions: b2 = 0 ∈ Rn−r , A2 = [0|∗] ∈ Rn−r×r (only the last column non
zero), and the reachable part (A1, b1) of size (r, 1) is in the control canonical form of [6, Lemma
2.4], i.e.
A1 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 · · · 0 0
1 0 · · · 0 0
0 1
.
.
.
...
...
...
...
.
.
. 0 0
0 0 · · · 1 0
⎤
⎥⎥⎥⎥⎥⎥⎦
∈ Rr×r , b1 =
⎡
⎢⎢⎢⎢⎢⎣
1
0
...
0
0
⎤
⎥⎥⎥⎥⎥⎦
∈ Rr.
Let us prove the above claim by induction on r . As b ∈ Rn is unimodular (res.rk(A, b)  r 
1), there exists an invertible matrix P0 such that P0b is the first basic vector of Rn, and for some
matrix K0 one has
P0AP
−1
0 + PbK0 =
[
0 0
b′ A′
]
, P0b =
[
1
0
]
,
where A′ ∈ Rn−1×n−1 and b′ ∈ Rn−1. If r = 1, the claim is proved: take A2 = b′, A3 = A′, b2 =
0 ∈ Rn−1, (A1, b1) = (0, 1) (which is reachable of size (1, 1)) and the restrictions are satisfied.
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If r > 1, by Lemma 2.4(i) one has res.rk(A′, b′) = res.rk(A, b) − 1  r − 1  1. Therefore
by induction on r the system (A′, b′) of size (n − 1, 1) verifies property Kr−1, i.e. it is feedback
equivalent to a decomposition
(P ′A′P ′−1 + P ′b′K ′, P ′b′) = (A˜′, b˜′) =
([
A′1 0
A′2 A′3
]
,
[
b′1
b′2
])
,
where A′2 = [0|∗] ∈ Rn−r×r−1, b′2 = 0 ∈ Rn−r and the reachable part (A′1, b′1) is in the canonical
form of size (r − 1, 1). By Lemma 2.4(ii), (A, b) is equivalent to the system in which (A′, b′) is
replaced by (A˜′, b˜′), that is:⎛
⎝
⎡
⎣ 0 0 0b′1 A′1 0
0 A′2 A′3
⎤
⎦ ,
⎡
⎣10
0
⎤
⎦
⎞
⎠ =
([
A1 0
A2 A3
]
,
[
b1
b2
])
,
where we defined A1 =
[
0 0
b′1 A′1
]
∈ Rr×r , A2 = [0|A′2] ∈ Rn−r×r , A3 = A′3, b1 =
[
1
0
]
∈ Rr
and b2 = 0 ∈ Rn−r . By construction, it is easy to see that (A1, b1) is in the control canonical
form of size (r, 1) and that the other restrictions are also satisfied. The proof is complete. 
Remark 2.6. The last proof actually gives a constructive way of obtaining a feedback reduced
form for single-input systems over Hermite rings, which in the reachable case coincides with the
control canonical form.
In [7, Theorem 2.5], a similar reduced form is obtained for weakly reachable single-input
systems over Bezout domains, which are in particular Hermite rings. For such a system with
residual rank r , the first r invariants d1, . . . , dr described in the cited paper are all equal to 1.
Now we characterize the class of UCU rings in terms of our block decomposition.
Proposition 2.7. For a commutative ring R, the following conditions are equivalent:
(i) Any system  over R with res.rk()  r satisfies Kr.
(ii) R is a UCU ring.
Proof. (i) ⇒ (ii). Let B ∈ Rn×m be a matrix with unit content, so that res.rk(0, B)  1. By
property K1, there exists a decomposition (PBK,PB), with the reachable part (A1, B1) of size
(1,m), where B1 is the first row of PB. In particular, B1 must be a 1 × m unimodular row. Then,
for some column vector u one has B1u = 1, hence PBu is unimodular (its first entry is 1), and
multiplying by the invertible matrix P−1 we see that Bu is unimodular.
(ii)⇒(i). Conversely, letR be a UCU ring and (A,B) a system of size (n,m)with res.rk(A,B)
r . We may assume r  1, so that in particular the matrix B has unit content. By Definition 2.1,
it suffices to replace (A,B) by an equivalent system which verifies property Kr . A standard
argument like in [3, Lemma 2] or in [8, Lemma 2.11] shows that (A,B) can be replaced by a
feedback equivalent system of the form:([
0 0
b′ A′
]
,
[
1 0
0 B ′
])
,
where A′ ∈ Rn−1×n−1 and B ′ ∈ Rn−1×m−1. If r = 1, we have already a decomposition with
reachable part (0, [1, 0· · ·0]) of size (1,m), and K1 holds.
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If r  2, by Lemma 2.4(i) one has res.rk(A′, [b′|B ′]) = res.rk(A,B) − 1  r − 1  1. By
induction on r , the system (A′, [b′|B ′]) of size (n − 1,m) satisfies Kr−1. By Lemma 2.2(i),
there exist matrices P ′,K ′ such that A˜′ = P ′A′P ′−1 + P ′[b′|B ′]K ′ and [b˜′|B˜ ′] = P ′[b′|B ′],
with (A˜′, [b˜′|B˜ ′]) of the form([
A′1 0
A′2 A′3
]
,
[
b′11 B ′12
b′21 B ′22
]
=
[
B ′1
B ′2
])
,
where b˜′ =
[
b′11
b′21
]
, B˜ ′ =
[
B ′12
B ′22
]
and (A′1, B ′1) is reachable of size (r − 1,m). By Lemma 2.4(ii),
(A,B) is equivalent to a system in which the blocks (A′, [b′|B ′]) are replaced by (A˜′, [b˜′|B˜ ′]),
obtaining a system of the form⎛
⎝
⎡
⎣ 0 0 0b′11 A′1 0
b′21 A′2 A′3
⎤
⎦ ,
⎡
⎣1 ∗0 B ′12
0 B ′22
⎤
⎦
⎞
⎠ =
([
A1 0
A2 A3
]
,
[
B1
B2
])
,
where A2 = [b′21|A′2] ∈ Rn−r×r , A3 = A′3 ∈ Rn−r×n−r , B2 = [0|B ′22] ∈ Rn−r×m, A1 =[
0 0
b′11 A′1
]
∈ Rr×r , and B1 =
[
1 ∗
0 B ′12
]
∈ Rr×m.
Since (A′1, B ′1) = (A′1, [b′11|B ′12]) is reachable, by Eising’s lemma (A1, B1) is reachable (re-
move the ∗ by feedback). This completes the proof. Moreover, note that the recursive construction
of A1 in terms of A′1 yields a triangular matrix with zeros on and below the main diagonal. 
3. Strong coefficient assignability
Before we use the block decomposition described in the above section, we generalize a well
known result for reachable systems over rings.
Lemma 3.1. Let (A,B) and (A′, B ′) be two equivalent systems over a ring R, then (A,B) is pole
assignable (resp. coefficient assignable)(resp. feedback cyclizable) iff (A′, B ′) is pole assignable
(resp. coefficient assignable) (resp. feedback cyclizable).
Proof. Let r = res.rk(A,B) = res.rk(A′, B ′), and take matrices P,K1,Q with P,Q invertible
such that A′ = PAP−1 + PBK1 and B ′ = PBQ. We start proving the coefficient assignability
case. Suppose that (A′, B ′) is coefficient assignable, and let f (x) be any monic polynomial of
degree r . Thus, there exists a matrix K ′ such that χ(A′ + B ′K ′) is divisible by f (x). Substituting
A′, B ′ and operating, we have that A′ + B ′K ′ = P(A + B(K1P + QK ′P))P−1, which has the
same characteristic polynomial as A + B(K1P + QK ′P), hence we have found a matrix K =
K1P + QK ′P such that χ(A + BK) is divisible by f (x), i.e. (A,B) is coefficient assignable.
This also proves the pole assignability case.
Similarly, if (A′, B ′) is feedback cyclizable, there exist a matrix K ′ and a vector u′ such that
res.rk(A′ + B ′K ′, B ′u′) = r . Operating as before,A′ + B ′K ′ = P(A + B(K1P + QK ′P))P−1
and B ′u′ = PBQu′. This system has the same residual rank as the equivalent system (A +
B(K1P + QK ′P), BQu′), which is of the form (A + BK,Bu), for K = K1P + QK ′P and
u = Qu′. 
A useful application of our block decomposition is that one can manipulate the reachable part of
a system to obtain pole assignabiliy, coefficient assignability or feedback cyclization for a system.
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Proposition 3.2. Let (A,B) be a system of size (n,m) over a ring R with res.rk(A,B) = r verify-
ingKr (i.e. there exists a decomposition of the maximum possible size),where the reachable part is
(A1, B1). If (A1, B1) is pole assignable (resp. coefficient assignable) (resp. feedback cyclizable),
then (A,B) is pole assignable (resp. coefficient assignable) (resp. feedback cyclizable).
Proof. By Lemma 3.1, we may assume that (A,B) is in the block form given by Kr , with the usual
notationsA1, A2, A3, B1, B2 for the blocks. If there exists a matrixK1 such thatχ(A1 + B1K1) =
f (x), a given monic polynomial of degree r , we see that the characteristic polynomial of[
A1 0
A2 A3
]
+
[
B1
B2
]
[K1 0]
is χ(A1 + B1K1)χ(A3), a multiple of f (x), which proves the pole assignability and coefficient
assignability cases.
Further, if there exist K1, u1 such that (A1 + B1K1, B1u1) is reachable, then the system([
A1 0
A2 A3
]
+
[
B1
B2
]
[K1 0],
[
B1
B2
]
u1
)
=
([
A1 + B1K1 0
∗ ∗
]
,
[
B1u1
∗
])
satisfies the property Kr and hence it has residual rank  r by Lemma 2.2(ii). But for any K ′, u′
one has res.rk(A + BK ′, Bu′)  res.rk(A,B), hence this rank must be r , and (A,B) is feedback
cyclizable. 
As an immediate consequence one has the following corollary.
Corollary 3.3. Single-input systems over an Hermite ring are pole assignable, coefficient assign-
able and feedback cyclizable.
Proof. Let (A, b) be a system of size (n, 1) over an Hermite ring R with res.rk(A, b) = r . By
Proposition 2.5, (A, b) satisfies Kr , thus we can apply the last proposition to the reachable part of
this decomposition, because in [1] it is proved that reachable single-input systems over any ring
satisfy the three properties. 
The above result can be generalized to multi-input systems over Hermite rings.
Proposition 3.4. Feedback cyclization implies coefficient assignability and coefficient assign-
ability implies pole assignability for systems over an Hermite ring R.
Proof. Coefficient assignability trivially implies pole assignability. Now, consider a feedback
cyclizable system (A,B) over R with res.rk(A,B) = r , i.e. there exist K1, u with res.rk(A +
BK1, Bu) = r . By Corollary 3.3, any monic polynomial f (x) of degree r can be assigned to the
the single-input system (A + BK1, Bu) by means of a matrix K2 such that χ(A + BK1 + BuK2)
is a multiple of f (x). Hence we have found a matrix K = K1 + uK2 with χ(A + BK) divisible
by f (x). 
It is a classical result (see [1]) that working with reachable systems one has that FC ⇒ CA ⇒
PA. As one would expect, the same implications hold for the strong forms of the properties PA,
CA and FC, usually defined only for reachable systems.
A. Sa´ez-Schwedt, T. Sa´nchez-Giralda / Linear Algebra and its Applications 429 (2008) 1277–1287 1285
Theorem 3.5. Strong FC rings are strong CA rings, and strong CA rings are PS rings. Moreover,
the inclusions are strict.
Proof. It is immediate that strong CA rings are PS rings. Now, let R be a strong FC ring. It is clear
that strong FC rings are Hermite: they are FC rings, and hence GCU rings [2], which are Hermite
rings [3, Lemma 1]. Since any system over R is feedback cyclizable, by the last proposition it is
coefficient assignable.
In [6] it is proved that Z is not a CA ring, therefore it cannot be a strong CA ring. But being
a principal ideal domain, Z is a UCU ring (see [6, p. 119]) and hence a PS ring. On the other
hand, in [5] it is shown how to construct a polynomial ring R = k[y] which is a CA ring but
not an FC ring: take k an algebraically closed field with characteristic different from zero. But
R is a UCU ring, therefore R is a strong CA ring but not a strong FC ring, as will be shown
afterwards. 
The above results allow us to prove that UCU rings belong to the class of rings for which the
usual forms of the PA, CA and FC properties are equivalent to the corresponding strong forms,
as we will see in the next proposition, whose part (iii) was conjectured at the end of [10].
Proposition 3.6. Let R be a UCU ring, then the following conditions hold:
(i) R is a PA ring iff R is a PS ring.
(ii) R is a CA ring iff R is a strong CA ring.
(iii) R is an FC ring iff R is a strong FC ring.
Proof. The ‘if’ parts are trivial. For the converse implications, (i) is immediate, since UCU rings
are both PA and PS rings, and for (ii) and (iii), apply Proposition 3.2 to a decomposition obtained
by Proposition 2.7. 
At this point we can give an almost immediate proof to a result proved in [10] and which is
analogous to [2, Theorem 5]. Recall that a ring R has 1 in its stable range, or stable range 1, if
whenever (a, b) = R there exists k such that a + bk is a unit of R. The result is the following.
Theorem 3.7. Strong FC rings are UCU rings, and the converse is true for rings with stable
range 1.
Proof. It is clear that strong FC rings are always UCU rings: if B has unit content, then
res.rk(0, B) = r  1. By the strong FC property, there exist K, u such that res.rk(BK,Bu) =
r  1, which means that the vector Bu is unimodular.
Conversely, let R be a UCU ring with stable range 1. Then, R is a GCU ring and by [2, Theorem
5], it is an FC ring. By our last result, R must be a strong FC ring. 
Now we are able to give a characterization of strong FC rings.
Corollary 3.8. R is a strong FC ring iff R is an FC ring and a UCU ring.
Proof. Both conditions are necessary, as seen in section 1 and in Theorem 3.7. By Proposition
3.6, they are also sufficient. 
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Next, let us show that all previously known CA rings are in fact strong CA rings.
Proposition 3.9. The following commutative rings are strong CA rings:
(i) Fields, local rings and semilocal rings.
(ii) Local–global rings.
(iii) Rings with many units.
(iv) Zero-dimensional rings (including von Neumann regular rings and Artin rings).
(v) Bezout domains with stable range 1.
(vi) R[[X]], where R is any of the examples (i) . . . (v).
(vii) k[y], with k an algebraically closed field (in particular C[y]).
Proof. It is stated in [10] that examples (i) …(v) are all strong FC rings, because they are UCU
rings with stable range 1 (the main references for this are [2] and [4]). Therefore, by Theorem 3.5
they are all strong CA rings.
Apply [2, Theorem 3] and Corollary 3.8 to prove that (vi) yields strong FC rings. For (vii),
note that k[y] is a CA ring by [5], and apply Proposition 3.6. 
Remark 3.10. The fact that principal ideal domains are UCU rings has many remarkable conse-
quences. For example, any polynomial ring k[y] which is known to be a CA (resp. FC) ring must
also be a strong CA (resp. FC) ring. If the conjecture “C[y] is FC” is finally proved to be true,
then C[y] will be a strong FC-ring.
4. Conclusions
The existence of a Kalman-type decomposition when working with scalars in UCU rings,
allowed us to extend many known results from reachable systems to arbitrary systems over such
rings, just by manipulating the reachable part of any system.
Also, we were able to construct inductively feedback reduced forms for systems over rings,
with a systematic use of the residual rank, which in the case of fields is the usual rank.
The results contained in this paper are a new and up to date contribution to the problems of
coefficient assignability and the existence of canonical forms, which are open questions.
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