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ABSTRACT
Automated terminology extraction is a crucial task in natural language processing
and ontology construction. Termhood can be inferred using linguistic and statistic
techniques. This thesis focuses on the statistic methods. Inspired by feature selec-
tion techniques in documents classification, we experiment with a variety of metrics
including PMI (point-wise mutual information), MI (mutual information), and χ2.
We find that PMI is in favor of identifying top keywords in a domain, but χ2 can
recognize more keywords overall. Based on this observation, we propose a hybrid
approach, called HMI, that combines the best of PMI and χ2. HMI outperforms both
PMI and χ2. The result is verified by comparing overlapping between the extracted
keywords and the author-identified keywords in arXiv data. When the corpora are
computer science and physics papers, the top-100 hit rate can reach 0.96 for HMI.
We also demonstrate that terminologies can improve documents embeddings. In
this experiment, we treat machine-identified multi-word terminologies with one word.
Then we use the transformed text as input for the document embedding. Compared
with the representations learnt from unigrams only, we observe a performance im-
provement over 9.41% for F1 score in arXiv data on document classification tasks.
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Terminology extraction [63] [57] is the process of extracting keywords related to a par-
ticular domain. It can be considered as a classification task where the terms which
have high semantic correlations with the domain are identified. Manual extraction of
terms is often subjected to bias of the expert and is expensive and time consuming.
Added to this, Automatic Term Extraction (ATE) is the first and most important
step in numerous fields such as information retrieval [66], text classification [4], word
sense disambiguation [28], information extraction [65], domain ontology construction
[32] [33], keyphrase extraction [62], and query expansion and cross-lingual text cat-
egorization [45]. This makes it one of the most crucial tasks in natural language
processing (NLP).
Multi-word units/phrases cover 85% of domain terminologies according to [5], [31].
[38] and [20] mention that most of these terminologies are 2 word units, also known as
bigrams, and for this reason we focus our research on extracting bigrams terminolo-
gies. Most of the research in terminology identification follows either the linguistic or
the statistic approach. In linguistic methods, the focus is more on the structure of the
language. Researchers perform extensive morphological analysis of the text in order
to come up with rules that help in filtering out terminologies from regular words.
Most of the research resorts to parts-of-speech (POS) tagging [5],[39] where they ex-
tract only ‘noun phrases’ (NP), as it is considered to be the most representative of
the domain. Since linguistic rules differ from one language to another, it constraints
the usability of such methods to cross lingual text and applications. For this reason,




There is substantial research work which is focused on finding good phrases - a
process known as collocation/unithood , like [67],[6], [14], [8],[9],[7] . In these research
works, the co-occurrence frequency of the words that constitute the phrase is taken
into account for calculating the score.
But interestingly, methods that focus on ‘termhood’ haven’t been explored as
much. Termhood considers the co-occurrence count of a bigram and a domain to
calculate the score. The first work in this direction was done by [22] which proposed
a simple metric called ‘weirdness’ that measured the importance of a word with re-
spect to a domain, in contrast with other domains. Further [42] proposed a similar
metric called ‘relevance’. [23] and [15] use TF-IDF and log-likelihood ratios between
domain and a terminology to extract relevant keywords. Later [5] used a combina-
tion of both termhood (domain-specificity) and unithood (term-cohesion) to find top
terminologies.
Statistical methods like pointwise mutual information (PMI), χ2 statistic, and
mutual information have been mainly used as feature selection methods for text clas-
sification tasks, in [13], [58] and many others. But it has been largely ignored for
terminology extraction. Motivated by this, we do a comprehensive analysis to un-
derstand the underlying principles and working of these statistical methods, in the
context of termhood. We further propose a variant of PMI and χ2 statistic called
Hybrid-Mutual-information (HMI) that take the merits of both algorithms and shows
improvement in the evaluation task for finding top keywords.
1.1 Definitions
Multi-Word Expressions in the context of NLP have ambiguous definitions, they can





Unithood in the context of English language is generally composed of 2 or more words
with strong associations. This can either be a compound word (formed when two
words are combined to make a new word) like ‘full moon’ or ‘real estate’, idiomatic
expressions like ‘grey area’ or ‘think big’, complex terms like ‘computer science’,
‘deep learning’. In the context of natural language processing, unithood is defined in
many ways. [53] defines it as ‘recurrent combinations of words that co-occur more
often than expected by chance and that correspond to arbitrary word usages’, [46]
defines MWE (Multi-Word Expressions) as ‘idiosyncratic interpretations that cross
word boundaries’. [6] further explains that these idiosyncrasies can be interpreted as
reduction in semantic compositionality or also that the combination of those words
are found to be habitual or appear fixed in most occurrences.
The statistical methods used to identify unithood in a corpus rely on the co-
occurrence frequencies of the words that constitute the phrase. The algorithms for
finding phrases fall under the category of unsupervised learning, where it does not
consider the domain to which the terms belonged to while calculating the score for a
phrase. But, these methods do not focus on extracting top relevant keywords from
different domains. This leads us to the concept known as termhood, where a term is
statistically analyzed to be most representative of a domain.
1.1.2 Termhood
Termhood has multiple definitions found in the literature. [18] defines terminology
extraction as ‘the task of extracting linguistic expressions characteristic to a special-
ized domain’. [36] calls it ’a system that produces a list of terms (single or multiword
expressions) characteristic for the domain of text’.[43] defines terminology as lan-
guage used in a subject field and characterized by the use of specific linguistic means
of expression [21] defines it as ”identifying and managing terms in a specialized and
technical translation”, [47] describes terms as ‘terms are theoretically the embodi-
ment of specialized concepts’. Webster dictionary [11] describes it as ‘the technical
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or special terms used in a business, art, science, or special subject’, Cambridge dic-
tionary [59] defines it as ‘special words or expressions used in relation to a particular
subject or activity’.
All these definitions for terminology revolve around the fact that they are keywords
that are specific to a particular field of study. The co-occurrence of a phrase and the
domain forms an important statistic while finding termhood measure.
1.2 Motivation
[15] looks at log-likelihood ratio for calculating termhood. This formulation is the
same mutual information, and similar to χ2 statistic and TF-IDF. PMI, which is
a special case of mutual information is quite the same measure as weirdness [22],
relevance [42] and domain-specificity [38].
Bigrams CTF(COMP) CTF(PHY) Rank(PMI) Rank(χ2)
deep learning 9213 0 1 8
neural network 24503 1387 45490 1
TABLE 1: Ranks of deep learning and neural network differ a lot for PMI, χ2 ranks
them low.
In table 1, we observe that deep learning is given a rank 1 by PMI and a rank 8
by χ2. Neural network, which is a concept closely related to deep learning, is ranked
45490 by PMI and 1 by χ2. This example illustrates the nature of the 2 algorithms.
Deep learning has occurred 9214 times in computer science and does not appear at
all in physics papers, PMI focuses on occurrence of a bigram in that domain only
and makes sure that it does not occur multiple times in the other domain. χ2 on the
other hand ranks neural network as 1, and because it appears 1387 times in physics,




Bigrams CTF(COMP) CTF(PHY) Rank(PMI) Rank(χ2)
topic modeling 485 0 104 1554
objective optimization 461 0 120 1669
TABLE 2: Ranks of Topic modeling and objective optimization are high for χ2 and
low for PMI
In table 2 PMI ranks both objective optimization and topic modeling very low,
while χ2 ranks them above 1500. This shows the unique nature in which PMI and
χ2 algorithms identify keywords. They both look at different aspects while rank-
ing terminologies. Considering that these two methods use unique and completely
contrasting approaches, we hypothesize that combining these two would result in an
optimal method and would yield the best top ranked terminologies.
With the recent advancements in neural network representation learning, methods
like doc2vec [25] learn distributed representation for both sentences and documents.
They called it as Paragraph Vector (PV). This encodes the entire document with its
words as compact low dimension continuous-value vectors. [25], proposes 2 variants
of PV algorithm called as PV-DM (distributed memory) and PV-DBOW (distributed
bag of words). Since PV-DM does not use phrases while forming the vector represen-
tations, we experiment with using the bigram keywords extracted by our algorithm
and learn doc2vec vector representations. Further details about the working of PV-
DM are mentioned in the appendix section 8.1
1.3 Contributions
First, we performed thorough analysis of several statistical methods in the application
of terminology extraction. Through our experiments, we identified the uniqueness of
PMI and χ2 algorithms. This led us to propose HMI, that blends their properties.
Since most research work lack ground truth evaluation for terminology extraction
task, we extracted author defined keywords from arXiv research papers and treated
them for our evaluation. This dataset can be regarded as a good source of ground
truth for CS term evaluation tasks. Finally, we treat the multi-word terminologies
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extracted by our experiments as single terms. These transformed documents are
trained on doc2vec to learn their vector representations. Further, we evaluate these
embeddings on classification tasks and when compared with the original document,
we observe an increase in the macro F1 scores.
The rest of this thesis is organized as follows. Chapter 2 reviews previous research
work on terminology identification, its applications and use of phrases in document
embeddings. In Chapter 3, PMI, MI and χ2 and other algorithms are covered. Chap-
ter 4 describes the datasets that we extracted and cleaned in order to perform our
experiments on terminology identification and document embedding learning. Chap-
ter 5 talks about the experimental setup and evaluation of terminology identification
algorithms. Chapter 6 deals with the evaluation on document embeddings and finally





In this chapter we review the existing literature that is related to the process of
terminology extraction, and its application in ontology generation. We first describe
the most relevant research papers related to these topics and present a summary of
the same in the later part of this chapter.
2.1 Weirdness Index for Document Retrieval
[22] is one of the first research works that resorted to corpora comparison technique
for document retrieval system. It takes a general language text and compares it with
specialized documents.
2.1.1 Dataset,Task and method
For the specialized corpus, they use TREC corpus - contains field related to govern-
mental, financial and personal information. 30% London Financial Times, 45% is
based on the Federal Register and FBIS. 25% of the texts that are obtained from the
general text, Los Angeles Times. For general corpus, British National Corpus (BNC)
which is a collection of documents which characterize contemporary British English
is used.
Task
They consider ad hoc task of TREC8 [24] which investigates the performance of
systems in ranking a static set of documents against novel topics (queries). Top
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1000 documents satisfying that topic are submitted. Precision and recall are used to
evaluate the performance of the system.
Method
They introduce a metric called ‘weirdness’, which captures the relative frequencies of
specialized corpus and the general language. Higher scores for weirdness mean the
term is more representative of the specialized corpus. When the ratio = 1, they have
the same frequency in both specialized and general corpus. A ratio >1 means that it







Here, Ws and Wg are the total frequency count of that term in the specialized
corpus and general corpus respectively. ts and tg are total frequency count of all
words in specialized and general corpus respectively.
Figure 1 shows the retrieval process.
FIGURE 1: Overview of the retrieval process from [22]
The resultant vectors from the TREC-8 corpus and TREC topic are compared for
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correlation using the following formula.
Correlation vector =
∑
frsepcific · frgeneral −
∑
frmspecific (2)
2.2 Relevance Score for Terminology based Infor-
mation Retrieval
[42] proposed a terminology extraction formula, similar to [22]. This is further used
in information retrieval of text.
2.2.1 Dataset
Since they do corpus comparison to find the termhood, they use 2 sets of corpora,
one is the domain specific and other is general. For domain specific dataset they
consider 2 datasets. One is Programa de Nuevas Tecnologas 1 and the other is Aldea
Global 2; in total they have 1,075 documents and 670,646 words. Both are related to
multimedia resources for secondary school.
The general dataset is composed by 7,364 international news from an electronic
newspaper 3, and has a size of 2.9 million words.
In order to pre-process the data, the pages that do not belong to Spanish, as
well as repeated pages, are deleted. Finally, they perform POS tagging, where they
extract terms that are nouns,verbs and adjectives.
2.2.2 Method and Evaluation






Here Ft,sc,Ft,gc are the frequencies of the term t in the specific corpus sc and general







When the frequency of the term is less it gets a low relevance score. Highly
frequent terms get higher score unless they have high frequency in general corpus
as well. They first remove terms with frequency <10 and >1000. Top 2000 terms
according to the relevance score are selected.
They resort to manual evaluation of keywords. They devise the following criteria
to measure the quality of terms extracted.
For correct terms
• Adequate - Terms that are adequately correctly identified
• Domain Specific - When the term extracted is domain specific.
• Computer - Belongs to computer science domain.
• Variants - when the term has already appeared in other flexive form.
For incorrect terms
• Incorrect - Terms which do no belong to Spanish language.
• Not in Domain - When the term extracted does no belong to the domain.
• Not lexicalised - when it is correct but it does not have a specific meaning
further than the combination of meanings of its components.
Adequate Domain Specific Computers Variants Total Correct
1235 513 59 78 1885
43.24% 17.96% 2.07% 2.73% 66.00%
TABLE 3: Statistics of correct terms
Incorrect Not lexicalised Not in domain Total Incorrect
151 515 305 971
5.29% 18.03% 10.68% 34.00%
TABLE 4: Statistics of incorrect terms
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2.3 Automatic Glossary Extraction
[38] propose a method called GlossEX that uses concepts of termhood and unithood
to assign an domain relevance score to phrases.
2.3.1 Preprocessing
They perform POS tagging and extract noun phrases, verbs and single word nouns
and out of vocabulary terms from the documents as their candidate vocabulary. In
order to perform their POS tagging they develop a special purpose finite-state parsing
regime.
Since a single concept may be represented in different ways - misspellings or ab-
breviations, they perform variant aggregation. This process identifies conceptually
identical expressions and aggregates them into one glossary item. They identify four
types of variants which are described below
Symbolic Variants
Two phrases which are composed of the same words, but have different separators.
Example - audio/visual becomes audio-visual, deep-learning becomes deep learning.
The form with the highest frequency is selected as the canonical form and others
are replaced to this form.
Compounding Variants
Some terms are used in both compound form and separated form. Example: passenger
airbag is also used as passenger air bag. They aggregate them into 1 glossary item.
Inflectional Variants
They recognize all the inflectional variants of a word like learning, learnt, learn and




They use IBM dictionary and linguistic tool to find any misspellings and correct them.
Abbreviations
They use [37] to find the abbreviations and their definitions in the given text. For
example ABS is replaced as automatic breaking system.
2.3.2 Method
After performing these preprocessing steps, they assign the following formula for all
the candidate terms. Here DS is the domain specificity and TC is the term cohesion.
C(T ) = α ∗DS(T ) + β ∗ TC(T ) (4)
Domain Specificity is very similar to weirdness in [22] and relevance in [42]. It
calculates how frequently the term appears in the domain specific corpus C compared
to a general corpus D. This term calculates the Termhood of T w.r.t the domain
corpus.







Term cohesion is a close variant of Dice coefficient. This calculates the unithood
of T, where it compares the frequencies of the whole term with its constituent words.
Term Cohesion (TC) =




Here, |T | is the number of tokens in T, f(T ) is the frequency of T, f(wi) is the




Three judges were assigned to evaluate the performance of this metric. They also
compared their method against other collocation/unithood measures like Mutual in-
formation and log-likelihood ratio.
GlossEx LLR MI
T300 B200 T300 B200 T300 B200
Judge1 203 4 162 36 44 39
Judge2 217 7 171 46 56 54
Judge3 228 6 165 48 58 51
TABLE 5: GlossEx outperforms unithood based LLR and MI
2.4 Unsupervised Approach for Domain Specific
Term Extraction
Baldwin et al. [23] formulate the idea of domain specificity on the basis of term
frequency (TF) and inverse document frequency (IDF) which is calculated for all the










|{d : ti ∈ d}|
)
(8)
where ti is the term, and D is the set of all domains. TF − IDFij value of a given
term is the simple product of TFij and IDFi
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2.4.1 Dataset and Labeling
They use the modified Lewis split of the Reuters document collection 4, which contains
90 domains, 3,019 and 7,771 test and training documents, respectively. They extract
the domain-specific terms from the training documents and then test articles for text
categorization and key phrase extraction evaluation.
2.4.2 Method








cd(w) represents the occurrences of term w in the considered domain and cg(w)
occurrences in the entire corpus. Nd and Ng represent the total number of terms in
the domain documents and in the entire corpus.
They perform the following experiments in their paper:
1. They collect the domain specific terms for their proposed method and from the
benchmarking method and assess it using human evaluation method.
2. These terms are further used for two tasks, namely text categorization and
keyphrase extraction.
In the human verification assessment, they attained an accuracy of 69.61% and
73.04% for baseline and the proposed method, respectively.
For text categorization, they first preprocess the documents, perform part-of-
speech (POS) tagging and lemmatization and use support vector machines as clas-
sifiers. They use Tf-IDF for feature weighting and all unigram terms. As baselines,
they removed the stopwords and selected the unigrams that have frequencies greater





Type TF Tf-IDF Tf Tf-IDF
Baseline .473 .660 .477 .677
Domain .536 .587 − −
Combined .583 .681 .579 .681
TABLE 6: Classification results
Type L Boolean TF TF-IDF
KEA NB .200 − −
ME .249 − −
KEA + NB .204 .200 .197
Domain ME .260 .261 .267
TABLE 7: Key phrase identification results
2.4.3 Results
Table 6 shows the micro-averaged F-scores of the text categorization task. They
observe that domain specific terms alone have low performance, but when combined
with the unigram models, it outperforms the baseline.
For their second task, i.e keyphrase identification, to collect the gold-standard
keyphrases, they recruited two human annotators to manually assign keyphrases to
210 test articles in the same 23 selected domains. They collected a total of 1,339
keyphrases.
To build a keyphrase extractor, they performed POS tagging to extract only NP
(noun phrases) and performed lemmatization, and applied the candidate selection
method in [34] to extract candidates.
Then, they got two features from KEA [62], and domain-specific terms collected
by their own method. KEA uses two commonly used features: TF-IDF for document
cohesion, and distance to model the locality of keyphrases. They use Maximum
Entropy (ME) and a Nave Bayes (NB) model.
In the results from table 7, it was observed that their test system outperformed
KEA with ME, showing a maximum improvement in F-score of about 1.8%.
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2.5 A Comparative Evaluation of Term Recogni-
tion Algorithms
[71] proposes a voting scheme that takes into account TF-IDF, weirdness [22], C-value,
GlossEx [38], and TermExtractor [48] to find a score for each multi-word term.
Here TF-IDF and weirdness measure only termhood. C-value, GlossEX and Ter-
mExtractor measure both termhood and unithood of a phrase.
They propose a new voting scheme as in the equation below. Here k is the number












here Pi is the precision of the algorithm i.
2.5.1 Dataset and Evaluation
GENIA corpus 5 is considered as the specific corpus. It has 2000 abstracts and a
total of 420,000 words from National Library of Medicines MEDLINE database for
the Biology domain.
For the general corpus, they manually extracted Wikipedia articles about 1052
different animals, the which contained a total of 1.3 million words altogether.
They further apply POS tagging and linguistic filters to the corpora to extract





They assigned three judges who were native language speakers to evaluate the top
300 candidate terms produced by each method. They were asked to find the terms
that were related to animals.
For GENIA corpus they extracted the annotated keywords as gold standard for
evaluation. They applied two metrics: precision - which measures the ratio of correct
terms to total number of terms considered, and UAP - uninterpolated average pre-
cision that measures the average precision at the ith correct term out of the total k
terms.
From table 8, their proposed voting method outperforms the underlying algo-
rithms.
N TF-IDF Weirdness C-value Glossex Termex voted
100 0.9 0.48 0.91 1 0.92 0.97
1k 0.82 0.55 0.91 0.82 0.75 0.86
5k 0.8 0.58 0.83 0.69 0.62 0.81
10k 0.75 0.58 0.68 0.66 0.61 0.73
20k 0.6 0.56 0.58 0.59 0.55 0.62
TABLE 8: Precision of each algorithm for Genia corpus
2.6 Term Extraction using Log-Likelihood Based
Comparison
Gelbukh et.al [15] modified the method proposed by [19] which is based on log-
likelihood ratio. They use this to measure distance between 2 corpora.
2.6.1 Dataset and Labeling
They use dataset in Spanish language. For general corpus, they use Excelsior news-
paper (Mexico, 1990s), which contains a total of 1,365,991 tokens. Used computer
science articles from Wikipedia as domain corpus. They selected total of 26 articles




In Domain In General
Occurrences of bigram B N11 N10
Occurrences of other bigrams N01 N00
TABLE 9: Contingency table used in our study for bigrams.
First, the occurrence and non-occurrence in the domain and general corpus is calcu-
lated for each token. From the above table the values are substituted to the equations
below.























This equation can be simplified as shown below,










Then, the terms are clustered using standard k-means algorithm. To calculate the
similarity while calculating k-means they used the cosine distance calculated on the
tf-idf values of these terms. They used k value equal to 19, denoting the number of
classes. This formulation is very similar to mutual information, which is covered in
detail in the next chapter.
They resort to manual evaluation to get the quality of term extraction method.
They achieved a precision of 72%.
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2.7 A Web-scale System for Scientific Knowledge
Exploration
[50] proposed a novel approach for generating computer science ontology. Their re-
search focuses on organizing scientific publications into hierarchical concept struc-
tures. Their work resulted in the most comprehensive cross-domain scientific concept
ontology with more than 200 thousand concepts and over one million relationships.
2.7.1 Dataset
For training their word embeddings they use the MAG dataset [52] which is an aca-
demic corpus. They train their embedding with 13 billion words based on 130 million
titles and 80 million abstracts. And for concept discovery they use five million English
Wikipedia entities.
2.7.2 Methodology
They propose a three tier system to generate ontologies. First step is concept discov-
ery which aims at identifying concepts that are covered by various publications. Sec-
ond step is concept-document tagging where they link these concepts to the relevant
set of publications. The third step is concept-hierarchy generation, where they build
a six level hierarchy of concepts using their proposed subsumption based method. We
go through in brief, the overview of these steps.
Concept Discovery
They manually select 2000 entities and call them as seed terms. They use a concept
known as graph link analysis, which is an iterative process to find related concepts.
They use wikipedia dataset to iteratively get related concepts. In total they gather




For this step they make use of both textual and graph structure information to link
concepts and documents. For the texual data (concept), they make use of text from
Wikipedia articles and from the meta data information of papers from MAG. They
use the titles, keywords and abstracts to get the relevant information from the papers.
In order to get the graph structure information they make use of the MAG’s
citation data, to get the paper’s related nodes. They use the citation, references and
the publication venue to calculate the graph structure.
Concept-hierarchy generation
To form the hierarchical structure they propose a method called as weighted relative
coverage score. This score is calculated between two concepts and two sets of docu-
ments which were tagged for those two concepts. The equation below represents their







Here, I ∩J represent the papers that are related to both the concepts i and j. wi,k
is the weight associated with concept i and document k. After the score is assigned,
if the score is greater than the threshold then concept i is said to be the child concept
of j.
2.7.3 Results
They use human judge based evaluation in their experiments. For the concept dis-
covery and concept tagging, they assign each of the judges with hundred data points.
For the concept hierarchy, they realized that this step can be biased and controversial,
hence they resorted to assigning it to three judges and based on the majority votes,
they allocated the results.







TABLE 10: Human evaluation based accuracy values for MSR paper
2.8 Taxonomy Construction using Term Embed-
ding and Clustering (Taxogen)
Zhang et al. [69] proposed an unsupervised method to learn taxonomies. Their
method uses clustering, local embeddings and a score to measure how representative
a term is for a topic.
2.8.1 Dataset and labeling
In this paper they use DBLP dataset [54] and IEEE Signal Processing dataset. They
extracted around 1,889,656 titles for DBLP and 94,476 paper abstracts from IEEE
Signal Processing. They use parts of speech (POS) tagging to select noun phrases
and they remove infrequent words from this set. Finally they result in extracting
13345 and 6982 from DBLP and Signal Processing respectively.
2.8.2 Method
They generate taxonomy using a top down approach. Their method stops when there
are no terms left to be assigned or when they reach the maximum depth they specified.
Their algorithm is made up of two main components: adaptive spherical clustering
and local embeddings.
Adaptive Spherical Clustering
They developed Adaptive Spherical Clustering (ASC) that splits a dense topic into
fine grained splits. This method is an adaptation of the spherical k-means algorithm
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[10]. Given a topic C, the algorithm aims to divide them into k semantically coherent
subtopics S1 to Sk.
They develop a measure known as term representativeness, that measures the
closeness of a term t to a subtopics Sk. The goal of the method is to find a represen-
tative term for Sk, which appears frequently in Sk but not in the sibling topics of Sk.
First the terms are filtered using TF-IDF, on this they apply the formula:
r(t, Sk) =
√
pop(t, Sk) · con(t, Sk) (17)
Dk denotes the documents belonging to Sk. tf(t,Dk) is number of occurrences of













They use use the Skip-Gram algorithm (word2vec) [30] to compute embeddings for
terms in order to get a local contextual representation of the terms. In order to get a
local embedding they train word2vec on each topic separately, This helps in capturing
the minute differences in the usage between different topics.
2.8.3 Results
They use human judge based evaluation to understand the performance of their al-
gorithm. They design metrics called relation accuracy, term coherency and cluster
quality to get an evaluation of their method. Relation accuracy focuses on calculating
the true positive rate of parent-child relations for a give taxonomy. Term coherency
calculates the semantic coherency of the top terms of a topic. Cluster quality mea-
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sures how well a topic and its sibling are well separated in the semantic space.
To calculate the first two measures they assign ten doctoral and post doctoral
researchers from computer science to evaluate all the parent-child pairs in the tax-
onomy. They compare their method with other methods in the literature and the
following table summarizes their results:
Relation Accuracy Term Coherency
Method DBLP SP DBLP SP
HPAM 0.109 0.160 0.173 0.163
HLDA 0.272 0.383 0.442 0.265
HClus 0.436 0.240 0.467 0.571
NoAC 0.563 0.208 0.35 0.428
NoLE 0.645 0.240 0.704 0.510
TaxoGen 0.775 0.520 0.728 0.592
TABLE 11: Summary of the results for Taxogen paper for relation accuracy and term
coherency.
To measure the cluster quality they use the DB index. TaxoGen achieves the
smallest DB index, showing that the result is best among other methods considered.
2.9 Summary of Related Works
[22],[42],[23] [15] introduced formulations that measured termhood for terminology
extraction. [38], [48] proposed methods which measure both termhood and unithood
of terminologies. [71] proposed a voting method that takes a combination of algo-
rithms which deal with both termhood and unithood. We apply statistical methods
like PMI, MI and χ2, which have been applied to mainly feature selection algorithm
for text classification, to extract relevant termhood phrases.
[22],[42],[38],[23].[71],[15] resort to human expert evaluation of the terminologies
extracted. [71] for GENIA dataset extract gold standard keywords which is used
for evaluation. To solve this problem, we develop a gold standard computer science
keywords extracted from the author defined keywords in arXiv dataset. We use this




In this chapter we formally introduce the meaning of terminology identification and
statistical methods like PMI, MI and χ2. We give a detailed example to help us
clearly understand how these methods perform. It is important to note that we use
the words domains, categories and term interchangeably.
3.1 Terminologies Used
We introduce an array of statistics based terminology extraction methods, all of which
have a core concept underlying them. This statistical concept is called as the con-
tingency. Contingency table contains the frequency distribution of multiple variables
involved in the statistical study performed. They are used heavily in application of
statistics like engineering and scientific research.This table gives a good interpreta-
tion of relation among two variables on the basis of their occurrence frequency. It
is generally used to perform hypothesis testing to study the interaction between two
variables.
In C In Ĉ
Occurrences of bigram B N11 N10
Occurrences of other bigrams N01 N00
TABLE 12: Contingency table used in our study for bigrams. Occurrences of bigram
B and occurrences of other bigrams apart from B in corpora C and Ĉ are represented
in this table.
In our study we use this contingency table to get the occurrence frequency of a
bigram present in a category versus another category. Table 12 shows the usage of
24
3. CS TERMINOLOGY EXTRACTION
the contingency table in our specific case of identifying bigrams. We use the following
terminologies in our study, Table 13 describes the meaning of each of the terms used.
Term Meaning
B A particular bigram
C category under consideration
Ĉ Other category considered
CTF(C) Denotes the number of times term appeared in category C
N Total number of bigrams present in both the corpus.
N11 Number of times B occurred in that category C
N01 Total number of bigrams in the category C - N11
N10 Number of times the B occurred in the category Ĉ
N00 Total number of bigrams in the category Ĉ - N10
N.0 N00 + N10 Corpus length of category Ĉ
N0. N00 + N01 Total number of bigrams altogether - occurrences of B
N.1 N01 + N11 Corpus length of category C (number of bigrams in C)
N1. N10 + N11 Total number of time bigram B occurs altogether, in both the categories
TABLE 13: Terminologies used in our study of bigram selection for a particular topic
We make use of this representations for selecting relevant bigrams for a particular
category from arXiv dataset using pointwise mutual information, mutual information
and χ2 statistic.
3.2 Pointwise Mutual Information and Mutual in-
formation
3.2.1 PMI
PMI is a statistical measure that is used to find the association between any 2 observed
quantities. It is popularly used as feature selection in [64], [49], [16]. PMI is the log
ratio of joint occurrence of a bigram and the category and independence occurrence
of bigram and the category. This is represented in Equation 1a. This ratio can
be visualized as the ratio of observed frequency of a bigram and a category to the
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expected frequency of a bigram and a category.
PMI(B,C) = log2
P (B,C)










Our focus is to answer the question ‘given the bigram which class does it most
represent?’.This is answered by 1c. One way to estimate the probability P (C|B) is
to use the MLE estimator. For Equation 1c It is the occurrence count of the bigram
B in the corpus C, which by our definition is = N11, divided by the number of times
it appears in corpus C and Ĉ , i.e. P (C|B) = N11
N11+N10
. The denominator P (C) is
constant for all the bigrams for a category which is equal to the total corpus size of
category C = N11 + N01, divided by total number of bigrams in all the categories =
N , giving us N11+N01
N















When observed closely, the denominator N11+N01 which is the corpus size for that
category, is constant for all the bigrams in that category and thus it can be ignored








Higher values of PMI indicate that the association is stronger between the bi-
gram and the category. Values greater than log2N indicate that observed frequency
(joint occurrence of bigram and a category) is greater than that in an independence
assumption while values equal to log2N indicate independence.
Interestingly, this formulation captures the same ratio as that of weirdness ratio
proposed by [22]. In equation 4, we simplify the equation by removing N.1 and N.0,
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which represent the total number of bigrams in category C and Ĉ respectively. Thus
the simplified equation is the ratio of N11 and N10. This is very similar to PMI which
















This is the same with relevance [42] and domain-specificity [38]. All of them focus
on calculating the ratio of occurrence of a bigram in a category to the occurrence in
the other category.
To see the implications of Equation 3 and other equations discussed in this chapter,
we consider a toy example of 10 papers in software engineering and computer vision
in Table 14.
ID Paper Content Category
1 open source open source SE
2 open source programming language SE
3 open source software development in open source software SE
4 object oriented programming language SE
5 deep learning in software development SE
6 deep learning face recognition CV
7 deep learning deep learning CV
8 face recognition neural networks CV
9 deep learning deep learning object detection CV
10 neural networks open source software development CV
TABLE 14: Toy example showing the representation of terms in computer vision and
software engineering papers
Bigram PMI N11 N10
learning face 5.285 1 0
face recognition 5.285 2 0
learning deep 5.285 2 0
recognition neural 5.285 1 0
neural network 5.285 2 0
learning object 5.285 1 0
object detection 5.285 1 0
networks open 5.285 1 0
deep learning 5.022 5 1
source software 3.700 1 2
software development 3.700 1 2
open source 2.478 1 6
TABLE 15: Top PMI bigrams for computer vision without +1 smoothing matrix.
Top bigrams focus only on N10 = 0.
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Bigram PMI N11 N10
source open 5.285 1 0
source programming 5.285 2 0
programming language 5.285 2 0
development in 5.285 1 0
in open 5.285 1 0
learning in 5.285 1 0
in software 5.285 1 0
open source 5.063 6 1
source software 4.700 2 1
software development 4.700 2 1
deep learning 2.700 1 5
TABLE 16: PMI bigrams for software engineering face same issue with criteria that
N10 = 0.
Contrary to our claim, from table 15 and 16 we see that the top values do not
represent the corpus as much as the bigrams in the middle of the list. For example in
table 15, even though deep learning has appeared 5 times in computer vision papers
N11 and 1 time in software engineering papers N10 it has a PMI value of 5.022368
when compared to the top bigrams above it which appeared lesser number of times
in computer vision.
Similarly, we can observe that the first 7 bigrams have the same values = 5.285402,
taking neural network as an example and using Equation 3, we have






= log2 39 =
5.285402, all the other 6 bigrams face with the same issue. Which means that PMI is
allocating highest values to the bigrams that do no appear in the other category i.e
the bigrams which have N10 = 0.
This problem is associated with using MLE to calculate the probabilities. To solve
this problem a common practice is to add +1 to the contingency matrix [41], [60],
[70], example of which is shown below in figure 17. This method is popularly known
as Laplace smoothing.
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Bigrams CTF in CV CTF in CV (+1) CTF in SE CTF in SE (+1)
deep learning 5 6 1 2
face recognition 2 3 0 1
learning deep 2 3 0 1
neural network 2 3 0 1
learning face 1 2 0 1
recognition neural 1 2 0 1
learning object 1 2 0 1
object detection 1 2 0 1
networks open 1 2 0 1
source software 1 2 2 3
software development 1 2 2 3
open source 1 2 6 7
source programming 0 1 2 3
programming language 0 1 2 3
source open 0 1 1 2
development in 0 1 1 2
in open 0 1 1 2
learning in 0 1 1 2
in software 0 1 1 2
TABLE 17: Contingency matrix with +1 variant for the toy example
Bigram PMI CTF in CV CTF in SE
deep learning 5.851 6 2
neural network 5.851 3 1
face recognition 5.851 3 1
learning deep 5.851 3 1
learning face 5.681 2 1
learning object 5.681 2 1
networks open 5.681 2 1
object detection 5.681 2 1
recognition neural 5.681 2 1
source software 4.944 2 3
software development 4.944 2 3
in software 4.681 1 2
development in 4.681 1 2
learning in 4.681 1 2
source open 4.681 1 2
in open 4.681 1 2
source programming 4.266 1 3
programming language 4.266 1 3
open source 4.096 2 7
TABLE 18: Top PMI bigrams for computer vision on +1 smoothed matrix show good
bigrams on the top.
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Bigram PMI CTF in SE CTF in CV
open source 5.904 7 2
programming language 5.851 3 1
source programming 5.851 3 1
in open 5.681 2 1
source open 5.681 2 1
in software 5.681 2 1
learning in 5.681 2 1
development in 5.681 2 1
software development 5.529 3 2
source software 5.529 3 2
learning face 4.681 1 2
learning object 4.681 1 2
object detection 4.681 1 2
recognition neural 4.681 1 2
networks open 4.681 1 2
neural network 4.266 1 3
learning deep 4.266 1 3
face recognition 4.266 1 3
deep learning 4.266 2 6
TABLE 19: Top PMI bigrams for software engineering on +1 smoothed matrix show
good bigrams on the top.
Table 18 and 19 show the top bigrams obtained using the +1 smoothed matrix
and applying PMI formula mentioned in Equation 3. In Table18 deep learning has
moved to the first position, while in Table19 open source, source software and soft-
ware development have all moved to the top. Reason for this is explained in the
Equation 5 - open source gets a higher value of PMI than programming language for
software engineering category. This is explained clearly in the equation 5















Algorithm 1 explains how PMI, MI and χ2 values for bigrams is calculated for
the arXiv dataset. We iterate through all the bigrams present in our vocabulary and
calculate N , N11, N01,N10,N00 and then we get the smoothed matrix by adding +1
to these frequency counts. In the next step, we calculate the values for PMI, MI and
χ2 for each bigram, further we sort the bigrams category-wise and return the values.
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Algorithm 1 Pointwise mutual information,Mutual information and χ2 algorithm
INPUT Corpora C = C1, C2, that are the 2 categories C
for each Bigram B in C do
for each Category Ci in C do
Ĉi ← other category
N ← CorpusLength(C1) + CorpusLength(C2)
N11 ← getFreq(B,Ci)
N10 ← getFreq(B, Ĉi)
N01 ← CorpusLength(Ci)−N11
N00 ← CorpusLength(Ĉi)−N10
add +1 to get the smoothed contingency matrix
PMI ← using Equation 3
MI =← using Equation 7
χ2 =← using Equation 9
end for
end for
OUTPUT PMI and χ2 for all the bigrams in C and Ĉ
The top computer science terminologies are evaluated against the ground truth
keywords extracted from arXiv papers. Algorithm 6 explains how this is performed.
3.2.2 Mutual Information
PMI is the special case of MI. In the literature this is often used interchangeably, which
confuses the readers. In our work we make it clear that PMI is different from MI.
PMI considers only the presence of a bigram in that category N11 in its formulation .
MI focuses on all 4 occurrence counts i.e N11,N10,N01 and N00. We will visualize and
discuss in detail the differences between PMI, MI and χ2 in Chapter 5.
By definition [35], mutual information is expressed as in Equation 6. This is
specific to our case. We use B to denote a bigram and C to denote a category. Since
we are considering two categories we model them as binary random variables.
Here N ·P (B = et, C = ec) measures the observed frequency of random variables
X and Y occurring together and P (B = et) · P (C = ec) measures the expected fre-
quency which is the frequency of them happening together for the case that they are
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P (B = et, C = ec) log2
P (B = et, C = ec)
P (B = et)P (C = ec)
(6)
In our case the occurrence and non-occurrence of a bigram can both have 2 combi-
nations. In total we have 4 combinations that can represent the presence/absence of
a bigram and a class which is shown in 12. Their observed and expected frequencies
is formulated as follows:
Taking N10 as an example, N10 represents that the bigram B is not present in class
C. Using the definition of observed frequency and maximum likelihood estimator we
have,
N · P (B = 1, C = 0) = N · N10
N
= N10 and expected frequency as N · P (B =






we take the ration of the 2 to get the
mutual information value for N10 =
NN10
N1.·N.0 similarly all 4 terms from our contingency


























The problem with Equation 7 is that in case that any of the value of contingency
table is equal to 0, it gives rise to a log2 0 error. We use the Laplace +1 smoothed
matrix to avoid this error.
We use Table 14 as an example and calculate the mutual information values for
those bigrams. Table 20 and 21 show the values in the contingency matrix for com-
puter vision (CV) and software engineering (SE) for the bigrams open source and
deep learning and their corresponding MI score for each category. As seen from this
table, the MI value for deep learning for the category CV is greater than SE, which
makes sense intuitively as well as in terms of the bigram occurrence.
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Bigram MI N11 N10 N01 N00
deep learning 0.0228 6 2 32 37
neural network 0.0108 3 1 35 38
learning deep 0.0108 3 1 35 38
face recognition 0.0108 3 1 35 38
object detection 0.0035 2 1 36 38
recognition neural 0.0035 2 1 36 38
networks open 0.0035 2 1 36 38
learning object 0.0035 2 1 36 38
learning face 0.0035 2 1 36 38
TABLE 20: Top keywords for computer vision dataset using MI for toy dataset.
Bigram MI N11 N10 N01 N00
open source 0.0296 7 2 32 36
source programming 0.0098 3 1 36 37
programming language 0.0098 3 1 36 37
in open 0.0030 2 1 37 37
source open 0.0030 2 1 37 37
in software 0.0030 2 1 37 37
learning in 0.0030 2 1 37 37
development in 0.0030 2 1 37 37
software development 0.0017 3 2 36 36
source software 0.0017 3 2 36 36
TABLE 21: Top keywords for software engineering dataset using MI for toy dataset.
3.3 χ2 Statistic
Similar to Mutual Information, χ2 statistic can be used to quantify the degree of
dependence between two events. This is a type of hypothesis testing where a null hy-
pothesis is first formulated and experiments are performed to see if the null hypothesis
can be rejected or not. For us similar to [61], [68] and others, the null hypothesis
is that the bigram and the category are independent of each other. The χ2 test is
performed as follows: the observed frequencies for each bigram in a category Net is
compared with the expected frequencies for independence of the two. If the differ-
ence between observed and expected frequencies Eetec . If the difference is found to
be large, then the null hypothesis of independence is rejected and we consider it to
be a bigram that belongs to that category.
χ2 statistic calculated from bigram occurrence and a particular category is repre-
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The deviation of observed count from the estimated counts is quantified as χ2
statistic. Typically a χ2 statistic is compared with χ2 distribution. A χ2 distribution
is used to determine the probability of obtaining a value at least as extreme as the
χ2 statistic given that the bigram occurrence and a category are independent. The
expansion of Equation 8 in terms of the contingency table is show in Equation 9
χ2(B,C) =
N × (N11N00 −N10N01)2
N.1 ×N1. ×N.0 ×N0.
(9)
Table 22 23 shows the contingency values and their corresponding χ2 values for
all bigrams from the example in Table 14 for both computer vision and software
engineering categories. The value of χ2 was calculated using the Equation 9.
Bigram χ2 N11 N10 N01 N00
open source 3.0005 7 2 32 36
source programming 1.0008 3 1 36 37
programming language 1.0008 3 1 36 37
in open 0.3204 2 1 37 37
source open 0.3204 2 1 37 37
in software 0.3204 2 1 37 37
learning in 0.3204 2 1 37 37
development in 0.3204 2 1 37 37
software development 0.1870 3 2 36 36
source software 0.1870 3 2 36 36
TABLE 22: χ2 top bigrams for CV toy dataset.
Bigram χ2 N11 N10 N01 N00
deep learning 2.349 6 2 32 37
neural network 1.110 3 1 35 38
learning deep 1.110 3 1 35 38
face recognition 1.110 3 1 35 38
object detection 0.374 2 1 36 38
recognition neural 0.374 2 1 36 38
networks open 0.374 2 1 36 38
learning object 0.374 2 1 36 38
learning face 0.374 2 1 36 38
TABLE 23: χ2 top bigrams for SE toy dataset.
On close observation, the formulation of MI and χ2 are almost exactly the same.
Only difference is the way the two calculate the difference between the observed and
expected frequency of occurrence of bigrams. While MI uses division to measure the
difference, χ2 uses subtraction to measure the same. In chapter 5, we discuss the
similarities in the way in which MI and χ2 find top terminologies. We also observe
that the performance of two are almost same in all our experiments.
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3.4 Log-Likelihood [15]
Log-Likelihood [15] was first proposed by He et.al [19] in the context of terminology
extraction. It has a formulation that is similar to mutual information, specifically
it is taking only the first and the third terms from equation 7. This means that it
calculates only the ratio of observed to expected frequency of only N11 and N10,
which is the occurrence in category C and Ĉ respectively. This does not calculate
the non-occurrence statistic for both categories.










Interestingly, since the non occurrence is inversely proportional to occurrence,
neglecting non-occurrence in the equation, results in the same ranking of bigrams.
This can be see from table 24 and 25. Both tables have the same ranking as that of
MI.
Bigram Log-likelihood CTF(SE) CTF(CV) N01 N00
open source 2.813578326 7 2 32 36
source programming 0.9952200216 3 1 36 37
programming language 0.9952200216 3 1 36 37
source open 0.3143286174 2 1 37 37
in open 0.3143286174 2 1 37 37
learning in 0.3143286174 2 1 37 37
development in 0.3143286174 2 1 37 37
in software 0.3143286174 2 1 37 37
source software 0.1762230328 3 2 36 36
software development 0.1762230328 3 2 36 36
TABLE 24: Log-Likelihood top bigrams for SE toy dataset.
Bigram Log-likelihood CTF(CV) CTF(SE) N01 N00
deep learning 2.198243935 6 2 37 32
neural network 1.099121967 3 1 38 35
learning deep 1.099121967 3 1 38 35
face recognition 1.099121967 3 1 38 35
learning object 0.3662795902 2 1 38 36
networks open 0.3662795902 2 1 38 36
object detection 0.3662795902 2 1 38 36
learning face 0.3662795902 2 1 38 36
recognition neural 0.3662795902 2 1 38 36
TABLE 25: Log-Likelihood top bigrams for CV toy dataset.
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3.5 TF-IDF - Term frequency inverse document
frequency [23]
TF-IDF is a popular technique to find terms which have high frequency in a particular
domain. [23] used this method for finding top domain specific terminologies. The
formulation of TF-IDF is according to equation 11. TF-IDF is the product of term
frequency and inverse document frequency. Term frequency is the number of times the
bigram occurs in that category divided by total number of bigrams in that category.
Inverse document frequency is the log ratio of total number of bigrams in the both
the categories to total occurrences of that bigram in both the categories.










Bigram TFIDF CTF(SE) CTF(CV) N01 N00
open source 0.3852837413 7 2 36 32
source programming 0.2275008508 3 1 37 36
programming language 0.2275008508 3 1 37 36
source software 0.2103359623 3 2 36 36
software development 0.2103359623 3 2 36 36
source open 0.1664201607 2 1 37 37
in open 0.1664201607 2 1 37 37
learning in 0.1664201607 2 1 37 37
development in 0.1664201607 2 1 37 37
in software 0.1664201607 2 1 37 37
TABLE 26: TF-IDF top bigrams for SE toy dataset.
Bigram TFIDF CTF(CV) CTF(SE) N01 N00
deep learning 0.357531139 6 2 32 37
neural network 0.2334877153 3 1 35 38
learning deep 0.2334877153 3 1 35 38
face recognition 0.2334877153 3 1 35 38
networks open 0.1707996386 2 1 36 38
learning object 0.1707996386 2 1 36 38
recognition neural 0.1707996386 2 1 36 38
object detection 0.1707996386 2 1 36 38
learning face 0.1707996386 2 1 36 38
TABLE 27: TF-IDF top bigrams for CV toy dataset.
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3.6 Summary
We discussed in detail the formulation of PMI, MI and χ2, log-likelihood and TF-IDF
algorithms in the context of terminology identification. We highlighted the problems
of using MLE to find the probabilities of occurrence of bigrams in a category and
solved it by using the Laplace smoothing method. We also observed the mathematical




In this chapter we describe how we extracted the sections from arXiv dataset which
were available as latex source codes. We also give detailed statistics of our new
dataset.
4.1 arXiv Dataset Overview
arXiv [3] is an open-access collection of scientific preprints in the electronic format.
It hosts research papers in 9 fields of study namely, mathematics, physics, astronomy,
electrical engineering, computer science, quantitative biology, statistics, mathematical
finance, and economics. We consider the research papers published in the field of
computer science and physics to perform our experiments.
arXiv Computer science papers span over 40 categories which gives us a rich
source of categorized text data. arXiv invited experts in the field of computer science
to define and moderate categories [2]. These categories are predefined according to
ACM categories [1]. When an author submit a paper, he/she selects one or more
categories the paper belongs to from the predefined categories.
We extract 3 pieces of information from the arXiv dataset for our experiments
which are described as follows.
1. The title, abstract and introduction content from each paper is extracted and
analyzed.




3. We extract author-identified keywords from these research papers which act as
our keyword extraction evaluation benchmark.
4.2 arXiv Title,Abstract and Introduction
To get the arXiv paper content, we use the raw data extracted by our lab member
Zeeshan Mansoor [29]. He used Amazon S3 servers, to download arXiv papers with
latex source code and pdf from the year 1997 to 2018. There are totally 1.3 million
papers in arXiv which belong to the 9 fields of study. There were a total of 190 tar
files and each had a size of around 500 MB and the totaling to around 600 GB.
Each tar file follows the naming convention yymm.chunk, where yy means the
year, mm is the month in which the paper was published. Each paper published in
a month is given an unique number for example part can be 01,02 and so on, this is
the chunk part of the naming convention. Each paper can either be a file or a folder,
if it is a file, the entire content of the paper is present in it. If it is a folder then it
contains multiple latex files which contain sections of a paper.
The latex files are organized in such a way that each paper ID has a either a folder
or has a single latex file. If the paper ID has a folder then it contains multiple latex
files inside it. We first merge all the latex files into one file and name that as the
paper ID. This process makes it easy to apply the regular expression patterns on the
latex files to find keyword pattern in them.
To extract the content we processed the latex source code using a python script.





\title{Explaining Explanations: An Approach to Evaluating Interpretability of Machine Learning}
Abstract:
\begin{abstract} Understanding why a model made a certain prediction is crucial in many applications.
However, with large modern datasets the best accuracy is often achieved by complex models even experts
struggle to interpret, such as ensemble or deep learning models. This creates a tension between accuracy
and interpretability. In response, a variety of methods have recently been proposed to help users
interpret the predictions of complex models. Here, we present a unified framework for interpreting
predictions, namely SHAP (SHapley Additive exPlanations),which assigns each feature an importance
for a particular prediction. The key novel components of the SHAP framework are the identification
of a class of additive feature importance measures and theoretical results that there is a unique
solution in this class with a set of desired properties.\end{abstract}
Introduction:
\section{Introduction} A correct interpretation of a prediction model’s output is extremely important.
It engenders appropriate user trust, provides insight into how a model may be improved, and supports
understanding of the process being modeled. For some applications, such as in the medical field,
interpretability is even more important than accuracy. This often leads to the use of simple models
(e.g., linear models) even when they are less accurate than complex models. The growing availability
of big data from complex systems has increased the benefit of using complex models, so there is a
pressing need to improve their interpretability. In an effort to help alleviate the trade-off between
accuracy and interpretability, a wide variety of different methods have been recently proposed. Here,
we present a novel unified approach to interpreting model predictions, which leads to three
potentially surprising results that help bring clarity to this growing space of methods We introduce
the perspective of viewing any explanation of a model prediction as a model itself and define the
class of additive feature attribution methods. We show that this enables six current approaches to
be unified into a single class of methods. We then prove that results from game theory that guarantee
a unique solution apply to the entire class of additive feature attribution methods,and we propose
SHAP values as a unified measure of feature importance that other methods approximate.We propose new
SHAP value estimation methods, and demonstrate they show better agreement with human intuition as
measured by user studies and better discriminate between model output classes than existing methods
\section{Additive feature attribution methods}
simple example for title,abstract and introduction
FIGURE 2: Simplest case example for title,abstract and introduction in arXiv papers
with latex tags
Figure 2 shows the simplest case of a title,abstract and introduction in an arXiv
paper. This is the simplest case because there are no latex tags inside the con-
tent, they are just enclosed between 2 latex tags that act as delimiters in identifying
the presence of a title, abstract and introduction. Title is always enclosed between
\title{‘Paper’s title’}, abstract between \begin{abstract}‘Paper’s abstract’
\end{abstract} and the introduction between \section{Introduction}‘Paper’s
Introduction’\section{‘Next section’}.
We used regular expressions to identify the content between these tags.Regular
expressions are user defined search patterns which when applied over text can find
or replace the given pattern of strings/texts. To identify the abstract we apply the
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following regular expression \begin{abstract\}(.*?)\\end\{abstract\} to get the
introduction we apply \section\{introduction\}(.*?)\section". The regular
expression .*? catches everything between the 2 tags.
The situation with extracting title is harder as there is no exact delimiter to find
the ending of a title the title has just \title{‘}’ and ‘}’ to denote its end. This is
often mistaken for other closing braces inside the title, this mostly occurs when there
is a latex tag present inside the title. Most of the papers have some tag present in
between these delimiters. Figure 4.1 shows an example of how complicated the titles
can look like. in such a case it is hard to apply the rule to get anything in between
the braces.
\ t i t l e {\bf \Large Jo int Design and Separat ion P r i n c i p l e f o r Opportun i s t i c \\ [−0.2em] Spectrum
Access in the Presence o f Sens ing Errors \ thanks{This work was supported in part by the Army
Research Laboratory CTA on Communication and etworks under Grant DAAD19−01−2−0011 and by the
Nat ional Sc i ence Foundation under Grants CNS−0627090 and ECS−0622200. Part o f t h i s work was
presented in the {\em 39 th Annual Asilomar Conference on s i gna l , Systems , and Computers .} ,
Oct . −− Nov . , 2006 and submitted to the {\em IEEE Workshop on S igna l Proces s ing Advances in
Wire l e s s Communications } , 2007.}} \author{\vspace {−0.5em}Yunxia Chen , Qing Zhao $ˆ∗$ , and
Ananthram Swami\ thanks{Yunxia Chen and Qing Zhao are with the Department o f E l e c t r i c a l and
Computer Engineer ing , Un ive r s i ty o f Ca l i f o rn i a , Davis , CA 95616. Emails : \{yxchen , qzhao\}@ece .
ucdavis . edu . Ananthram Swami i s with the Army Research Laboratory , Adelphi , MD 20783. Email :
aswami@arl . army . mil .} \ thanks {$∗$ Corresponding author . Phone : 1−530−752−7390. Fax :
1−530−752−8428.}}
Listing 4.1: An example of a complicated title, with lots of latex tags in it.
In order to solve this problem we first apply title(\{.*) which gets the entire
text of the paper after the title(\{ tag and then we use stack data structure to
extract only the title from it. We scan through the text extracted, with { in the top
of the stack. when encountered with another { we push it to the top of the stack and
when } is encountered we pop it from the stack, in this manner we parse through the
extracted text. When the stack becomes empty, we stop iterating extracting further
text.
For example, if this is extracted by the regular expression, \title{\\vspace*{-4ex} On
exact counting and quasi-quantum complexity} \date{25 September 2015
\\vspace*{-2ex}} when we encounter the first } we have 2 { on our stack, out of
which one is popped, following that when we encounter another } then the stack be-
comes empty and we have \title{\\vspace*{-4ex} On exact counting and quasi
-quantum complexity} this as our extracted title.
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Removal of Latex Tags
There are 2 types of latex tags that we encounter, one where the whole tag needs to
be removed, another where the content inside the tag needs to be extracted.




\includegraphics{},\url{}, \$.*?\$, \keywords{}, \input{},
\footnote{},\(\),\[\],\thanks{})




We again use regular expressions to remove the tags. After the removal of these
tags we obtain a clean text for the title, abstract and introduction of arXiv papers.
The following figures 3, 4, 5 show a screenshot of the cleaned title,abstract and
introduction of arXiv papers. We can see that they are devoid of any latex tags and
have the complete section extracted.
1502.05988 deep learning for multi-label classification
1806.04899 objection maximization based on information entropy with a general distributed framework for ensemble pruning
1105.2943 feature selection for mauc-oriented classification systems
1509.06812 learning wake-sleep recurrent attention models
0705.2318 statistical mechanics of nonlinear on-line learning for ensemble teachers
1107.2379 data stability in clustering a closer look
1802.09932 vr-sgd a simple stochastic variance reduction method for machine learning
0805.2368 a kernel method for the two-sample problem
1707.06658 rail risk-averse imitation learning
FIGURE 3: Example of cleaned title
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1502.05988 in multi-label classification creating good features to learn from is especially important because the most competitive
multi-label methods typically create multiple copies or views of the feature space in a problem-transformation scheme or ensemble
many multi-label methods employ feature-space processing with the goal of efficiency but less attention has been given to improving
the predictive power of the feature variables we show that restricted boltzmann machines can be used in multi-label classification
both to improve methods predictive performance further we stack rbms into deep belief networks and combine them with multi-label
classification techniques to allow for multi-label classification in our empirical results our networks obtain better results than a range of
competitive methods from the literature and shows strong potential for future development and application in the multi-label context
in multi-label classification the main focus has been to develop ways of learning the underlying dependencies between labels and to
take advantage of this at classification time developing better feature-space representations has been predominantly employed to reduce
complexity eg by eliminating non-helpful feature attributes from the input space prior to training this is an important task since many
multi-label methods typically create many different copies or views of the same input data as they transform it and considerable memory
can be saved by taking advantage of redundancy in this paper we show that a proper development of the feature space can make labels
less interdependent and easier to model and predict at inference time for this task we use a deep learning approach with restricted
boltzmann machines we present a deep network that in an empirical evaluation outperforms a number of competitive methods from the
literature first large scale comparison using rbms dbns
FIGURE 4: Example of cleaned abstract
1502.05988 multi-label classification multi-label classification is the supervised learning problem where an instance may be associated
with multiple labels this is opposed to the traditional task of single-label classification where each instance is only associated with
a single class label the multi-label context is receiving increased attention and is applicable to a wide variety of domains including
text audio data still images and video and bioinformatics and the references therein the most well-known approach to multi-label
classification is to simply train an independent classifier for each label this is usually known in the literature as the binary relevance
transformation eg essentially a multi-label problem is transformed into one binary problem for each label and any off-the-shelf binary
classifier is applied to each of these problems individually practically all the multi-label literature identifies that this method is limited
by the fact that dependencies between labels are not explicitly modelled and proposes algorithms to take these dependencies into account
to date many successful multi-label algorithms have been obtained by the so-called problem transformation methods for example these
methods make many copies of the feature space in memory most of the highest performing methods also use ensembles for example with
support vector machines decision trees probabilistic methods or boosting that is to say most competitive methods from the large part
of the literature could benefit tremendously from more concise representations of the feature space relatively much more so than in the
singe-label context the initial investment in reducing the number of feature variables in a multi-label problem is much more likely to
offer considerable speed-ups during learning and classification however relatively little work in the multi-label literature has considered
this approach using the raw instance data to construct a model makes the implicit assumption that the labels originate from this data
and that they can be recovered directly from it usually however both the labels and the feature variables originate from particular
abstract concepts for example we generally think of an image as being labeled not because its pixel-data vector is beach-like but rather
because the image itself meets some criteria of our abstract idea of what a beach is ideally then a feature set would include variables
for a grainy surface such as sand or pebbles and for being adjacent to a body of water hence it is highly desirable to recover the hidden
dependencies and structure from the original concepts behind the learning task a good representation of these dependencies make the
problem easier to learn a restricted boltzmann machine learns a layer of hidden features in an unsupervised fashion this hidden layer
can capture complex dependencies and structure from the input space and represent it more compactly the methods we detail in this
paper using rbms offer some interesting benefits to multi-label classification in a variety of domains we also stack several rbms to create
two varieties of deep belief networks we look at two approaches using dbns in a first approach we learn the final layer together with
the labels and use an existing multi-label classifier in a second approach we use back-propagation to fine-tune the weights of our neural
network for discriminative prediction and augment this with a second multi-label predictive layer we develop a framework to experiment
with rbms and dbns in a variety of multi-label classification contexts within this framework we carry out an empirical evaluation with
many different methods from the literature on a collection of real-world datasets from diverse domains the results indicate the benefits
of this style of learning for multi-label classification
FIGURE 5: Example of cleaned introduction
4.3 arXiv Metadata
arXiv also provides metadata, which contain information related to the authors, main
category to which it belongs to and related categories of that paper. Our lab mem-
ber Ziyang Tian downloaded the metadata for all papers published in arXiv between
1990 to 2018 using the arXiv API which contained 1,402,977 papers in total. Includ-
ing 151,321 Computer Science papers, 314,003 Math papers,19,615 Statistics papers,
15,285 Quantitative Biology papers, 59,65 Quantitative Finance papers, 278 Electri-
cal Engineering and Systems Science papers and only 1,696 Economics papers, and
the rest are 894,814 Physics papers.[55]. Metadata contains the information regarding
the title, abstract, authors, categories to which it belongs, date created, paper ID,
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and main area to which this paper belongs to for all the papers published in arXiv.
This was further stored in a CSV (comma separated values) format. Figure 6 shows
a snapshot of how the metadata looks like. Here categories refers to all the categories
to which this paper falls into, main area refers to the area in which this publication is
mainly focused at. We use this to merge papers related to different categories, which
is described further.
FIGURE 6: Sample snapshot of arXiv metadata.
Algorithm 2 gives an overview of our extraction approach.
Algorithm 2 Title,abstract and introduction extraction algorithm from latex source
codes
INPUT arXiv latex source code A
initialize title set Tk = ∅
initialize abstract set Ak = ∅
initialize introduction set Ik = ∅
regexPattern ptitle ← title(\{.*)
regexPattern pabst ← \begin{abstract\}(.*?)\\end\{abstract\}
regexPattern pintro ← \section\{introduction\}(.*?)\section
keywordPattern kp ← p1 + p2 + p3
for each paper pi in A do
paper pi ← lowerCasepi
title,abstract,introduction T,A, I ← regexFindAll(pi, ptitle, pabst, pintro)
length of title,abstract and introduction Tl, Al, Il ← getLength(T,A, I)
paper id pid ← getPaperID(pi)
if Tl, Al, Il > 0 then
T ← appendAtBeginning(pid, T )
A← appendAtBeginning(pid, A)
I ← appendAtBeginning(pid, I)






4.4 arXiv Ground Truth Keywords
We use the ground truth keywords to evaluate our terminology identification methods
in the next chapter.
Keyword Identification
Most of research papers published in arXiv mention keywords that help to best rep-
resent their paper. We have identified that they are represented in mainly 3 types of
latex code patterns. The following 3 types of keyword patters were observed in the
latex files of arXiv papers.
Pattern 1
\begin{IEEEkeywords} Search-based software engineering; Genetic improvement; Software analysis and
optimisation; Multi-objective optimisation \end{IEEEkeywords}
Pattern 2
\begin{keyword} innovation \\sep innovation initiative \\sep corporate innovation \\sep corporate
entrepreneurship \\sep large software companies\\sep systematic mapping study \end{keyword}
Pattern 3
\keywords{computational geometry, graph theory, Hamilton cycles}
Patterns for keywords in latex source code
FIGURE 7: Different patterns in which keywords appear in arXiv papers
In figure 7 first pattern, the keywords have a \begin{IEEEkeywords} command
in the beginning and \end{IEEEkeywords} at the end of the keyword pattern.
Similarly in the second pattern, has keywords in between \begin{keyword} \end{keyword}
and the third, \keywords{}.
To identify the pattern in pattern 1 we use
\{ieeekeywords\}[^\{\\]*\end\{ieeekeywords\}, for pattern 2 we use
\{keyword\}[^\{\\]*\end\{keyword\} and for pattern 3
\keywords\{[^\{\\]*\} pattern. Here [^\{\\]* is used to see if there is any latex
tag present in-between, i.e { or \\ and if it is present then that set of keywords are




Algorithm 3 Ground truth keywords extraction algorithm
INPUT arXiv latex source code A
initialize author keyword set Ak = ∅
regexPattern p1 ← \{ieeekeywords\}[^\{\\]*\end\{ieeekeywords\}
regexPattern p2 ← \{keyword\}[^\{\\]*\\end\{keyword\}
regexPattern p3 ← \{keywords[^\{\\]*\}
keywordPattern kp ← p1 + p2 + p3
for each paper pi in A do
paper pi ← lowerCasepi
keyword k ← regexF indAll(pi, kp)
keyword length kl ← getLength(k)
paper id pid ← getPaperID(pi)
if kl > 0 then
k ← appendAtBeginning(pid, k)




After the extraction procedures are performed, the obtained set of keywords are
not completely clean. Some keywords had $$ math mode inside them for example,
$c$-medoids, we removed all occurrences of $. We replaced - with . Finally we
selected only bigram keywords from the set of keywords obtained after the cleaning
procedure.
Figure 8 shows the number of unique bigram keywords for each of the categories
after applying the merging algorithm, discussed in the next subsection.
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FIGURE 8: Analysis of number of unique bigram keywords extracted from each
category in arXiv dataset. This is after performing the merging procedure.
Since we focus on identifying only bigrams terminologies from our datasets, we
needed to extract bigrams from trigrams from the ground truth keywords. We do that
by considering the trigram as 2 bigrams, for example given convolutional neural network
we split it as convolutional neural and neural network. While doing so we also
keep in mind of stopwords occurring in between trigrams, for example taking the-
ory of computation as a ground truth keywords we discard both the bigram splits.
The table 28 shows the number of unigrams, bigrams, and trigrams after the merging























GL 6 4.50 8 8 31 31 6 6
OS 43 4.39 49 43 127 119 23 20
DL 185 4.24 165 129 439 355 109 97
SC 189 4.35 102 85 550 420 129 113
GR 225 4.27 179 145 693 588 159 149
FL 388 4.29 215 145 958 738 272 229
MS 188 4.87 201 158 550 456 132 110
AR 129 4.63 108 90 411 339 115 102
OH 134 4.47 126 120 481 452 128 123
HC 414 4.60 330 253 1165 992 274 246
CG 401 4.36 255 199 1124 941 269 243
MA 224 4.62 154 133 696 576 176 152
CC 525 4.40 313 240 1386 1107 359 310
ET 201 4.77 135 97 637 530 168 144
PF 246 4.54 216 172 782 668 208 189
CY 597 4.44 483 355 1481 1246 353 310
DB 512 4.01 299 218 1166 942 285 259
IR 866 4.18 395 263 1913 1497 497 430
CE 332 4.97 272 228 1219 1043 324 287
NA 320 4.92 175 144 1113 882 311 264
PL 622 4.29 437 300 1215 936 320 271
MM 362 4.36 226 180 1033 852 282 247
DM 720 4.63 444 328 2076 1622 545 469
NE 521 4.46 269 203 1243 989 362 309
SE 734 4.40 517 354 1526 1132 413 336
SD 340 4.40 175 139 766 584 216 172
RO 498 4.37 271 205 1291 1034 366 319
CL 844 4.22 402 282 1687 1317 448 368
GT 828 4.32 280 191 1763 1325 504 409
LO 1537 4.29 660 422 2984 2210 859 709
DS 1314 4.20 570 397 3005 2331 820 711
SI 1239 4.33 573 391 2392 1821 574 492
CR 1384 4.47 724 489 3155 2431 904 749
DC 1422 4.67 868 593 3173 2417 937 803
AI 1656 4.50 854 608 3909 2992 1097 911
SY 1453 4.79 456 308 3614 2668 1217 991
LG 2384 4.47 734 505 4908 3621 1569 1294
NI 2689 4.85 1018 602 4912 3496 1583 1280
CV 3493 4.43 1074 732 6743 5035 2221 1863
IT 8373 4.95 1339 770 12735 8131 4959 3594
Total unique 6442 2680 45518 23421 16544 2680
Total repeat 34086 - 164308 - 38546 -
TABLE 28: Detailed analysis of the number of unigram, bigram and trigram key-
words in each category, number of papers with keywords and average keyword count
per category after the merging of papers. Bigram counts are after splitting trigram
keywords.
Table 28 contains the detailed analysis of the keywords after applying the merging
algorithm. We can see that all the categories have on a average of 5 keywords in a
paper. We also include the information regarding the hapax Legomenon count for




Bigrams keywords Occurrence Count Rank Bigrams keywords Occurrence Count Rank Bigrams keywords Occurrence Count Rank
neural network 1539 1 community detection 112 83 higher order 73 118
deep learning 1069 2 markov decision 112 83 error exponent 73 118
machine learning 717 3 wiretap channel 111 84 bayesian network 73 118
social network 580 4 ldpc code 111 84 power transfer 73 118
convolutional neural 544 5 optimal control 111 84 multi armed 72 119
sensor network 512 6 rate distortion 111 84 non convex 72 119
game theory 471 7 linear code 110 85 text mining 71 120
cognitive radio 457 8 information theoretic 110 85 dynamical system 71 120
stochastic geometry 404 9 feature selection 110 85 gaussian mixture 71 120
compressed sensing 402 10 vector machine 109 86 decision proces 70 121
energy efficiency 384 11 multiple access 108 87 computational geometry 70 121
network coding 370 12 sparse representation 107 88 suggested keyword 70 121
massive mimo 361 13 dimensionality reduction 106 89 formal method 70 121
resource allocation 351 14 software defined 105 90 capacity region 69 122
reinforcement learning 346 15 cyclic code 104 91 constraint satisfaction 69 122
energy harvesting 339 16 spectral efficiency 104 91 evolutionary algorithm 69 122
convex optimization 322 17 distributed computing 103 92 state estimation 69 122
wireless sensor 309 18 lower bound 102 93 sparse recovery 69 122
physical layer 302 19 access channel 102 93 inverse problem 69 122
wireless network 302 19 artificial intelligence 99 94 monte carlo 68 123
computational complexity 278 20 random field 98 95 resource management 68 123
layer security 272 21 semi supervised 98 95 image retrieval 67 124
cloud computing 262 22 differential privacy 96 96 data compression 67 124
social media 250 23 online social 95 97 hoc network 66 125
cellular network 238 24 graph signal 95 97 time serie 66 125
deep neural 231 25 parallel computing 95 97 theoretic security 66 125
big data 225 26 interference cancellation 94 98 performance evaluation 66 125
recurrent neural 224 27 collaborative filtering 94 98 randomized algorithm 66 125
approximation algorithm 224 27 order logic 92 99 finite element 65 126
recommender system 221 28 feature extraction 92 99 component analysi 65 126
compressive sensing 219 29 relay channel 91 100 system identification 65 126
millimeter wave 212 30 convolutional network 91 100 kolmogorov complexity 65 126
signal processing 210 31 distributed estimation 91 100 random forest 65 126
model checking 205 32 active learning 91 100 open source 65 126
interference channel 205 32 relay selection 90 101 greedy algorithm 65 126
multi agent 202 33 spectrum acces 89 102 face recognition 65 126
outage probability 199 34 cyber physical 89 102 modal logic 65 126
supervised learning 199 34 lambda calculu 89 102 task learning 65 126
power allocation 198 35 super resolution 88 103 base station 65 126
power control 198 35 markov model 88 103 sparse signal 65 126
logic programming 191 36 ad hoc 88 103 matrix theory 64 127
broadcast channel 189 37 load balancing 88 103 theorem proving 64 127
natural language 185 38 multi user 87 104 linear logic 64 127
information retrieval 184 39 combinatorial optimization 87 104 graph mining 63 128
full duplex 183 40 secrecy capacity 87 104 control system 63 128
distributed algorithm 178 41 fourier transform 87 104 sum rate 62 129
data mining 172 42 distributed system 87 104 source separation 62 129
complex network 169 43 parallel algorithm 87 104 feature learning 62 129
information theory 168 44 fault tolerance 86 105 image denoising 62 129
channel estimation 167 45 hidden markov 86 105 question answering 61 130
smart grid 166 46 semantic web 86 105 knowledge representation 61 130
markov chain 165 47 action recognition 85 106 performance computing 61 130
mutual information 165 47 mimo system 85 106 semantic segmentation 61 130
answer set 164 48 hypothesis testing 85 106 zero forcing 61 130
source coding 163 49 kalman filter 84 107 cooperative game 61 130
interference alignment 162 50 software engineering 84 107 coverage probability 61 130
online learning 160 51 wireless communication 83 108 parameterized complexity 60 131
agent system 158 52 image processing 82 109 parameter estimation 60 131
belief propagation 156 53 radio network 82 109 scaling law 60 131
fading channel 155 54 generative adversarial 82 109 heterogeneous cellular 59 132
nash equilibrium 152 55 formal verification 82 109 topic modeling 59 132
message passing 151 56 image segmentation 82 109 metric learning 59 132
transfer learning 150 57 random graph 82 109 channel state 59 132
real time 147 58 cross layer 81 110 factor graph 59 132
unsupervised learning 146 59 data analysi 81 110 time varying 59 132
linear programming 145 60 wireless power 80 111 differential equation 59 132
polar code 143 61 high performance 80 111 power system 58 133
performance analysi 142 62 graph algorithm 80 111 link prediction 58 133
large scale 141 63 online algorithm 79 112 event detection 58 133
set programming 141 63 side information 79 112 artificial noise 58 133
small cell 138 64 error correction 79 112 linear system 58 133
computer vision 136 65 molecular communication 79 112 iterative decoding 58 133
point proces 135 66 least square 79 112 user association 58 133
dynamic programming 134 67 sentiment analysi 79 112 achievable rate 58 133
spectrum sensing 134 67 nearest neighbor 79 112 abstract interpretation 57 134
low rank 133 68 physical system 79 112 total variation 57 134
object detection 132 69 relay network 79 112 data analytic 57 134
cooperative communication 131 70 first order 78 113 secret key 57 134
language processing 131 70 random acces 78 113 web service 57 134
maximum likelihood 128 71 adversarial network 78 113 finite field 57 134
heterogeneous network 127 72 decision making 77 114 pattern matching 57 134
access control 125 73 armed bandit 77 114 reed solomon 56 135
speech recognition 125 73 fixed point 77 114 lattice code 56 135
poisson point 125 73 topic model 76 115 state information 55 136
dictionary learning 125 73 two way 76 115 convolutional code 55 136
random walk 123 74 matrix completion 76 115 high dimensional 55 136
graph theory 123 74 hybrid system 76 115 green communication 55 136
channel capacity 122 75 pattern recognition 75 116 kernel method 55 136
mechanism design 121 76 multi task 75 116 program analysi 55 136
matrix factorization 119 77 random matrix 75 116 semidefinite programming 55 136
spectrum sharing 118 78 domain adaptation 74 117 solomon code 55 136
graphical model 117 79 edge computing 74 117 intrusion detection 55 136
distributed storage 116 80 distributed optimization 74 117 defined networking 55 136
image classification 116 80 representation learning 74 117 object recognition 55 136
anomaly detection 114 81 channel coding 74 117 dynamic spectrum 55 136
support vector 113 82 time series 74 117 genetic programming 55 136
temporal logic 113 82 sparse coding 74 117 regenerating code 54 137
network analysi 113 82 mixture model 74 117 erasure channel 54 137
genetic algorithm 112 83 shortest path 74 117 multi objective 54 137
data structure 112 83 static analysi 73 118 stackelberg game 54 137
TABLE 29: Top 300 ground truth keywords with their occurrence count and ranks.
Ranks are allocated according to their occurrence count. When the occurrence is
same they are allocated the same rank.
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Figure 9 has keyword occurrence on the x axis and the number of Bigrams having
that occurrence count on the y axis. For example, all the top bigrams are represented
by the long red line at the bottom, which shows that it appears only once, This can
be verified from the table 29
FIGURE 9: keyword occurrence - frequency plot, shows keyword occurrence count
on x axis and number of keywords occurring that that number of times on y axis














FIGURE 10: Pictorial representation of how the merging of papers in different cate-
gories in arXiv is performed
As seen from Figure 10, paper with ID 1001.1022 has the following categories PL
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Algorithm 4 Data Set Merging Algorithm
Require: arXivCS A, arXiv metadata am
for each paper pi in A do
ma ← getMainCategory(am, pi)
ra ← getRelatedCategories(am, pi)
for each category ci in ra do
if ci 6= ma then





(programming languages), SE (software engineering) and has main category as PL.
Similar to this many other research papers published in arXiv belong to multiple
categories. We introduce a new dataset in this section called as the arXiv merged
dataset where we make separate copies of research papers in not just the main area
to which it belongs to but also the related areas mentioned in the metadata. This is
done as the it adds more information to all the related categories and also increases
the number of keywords per category. As depicted in 10, the paper 1001.1022 has
copies of the title, abstract, and introduction created in both PL and SE.
In Algorithm 4 we consider each paper in arXiv dataset and use the metadata to
fetch the main area and related areas. We made copies of the same paper in all the
related areas apart from the main area.
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4.6 arXiv Content Analysis








unmerged merged unmerged merged unmerged merged
(GL) General Literature 30 54 20 37 16 35
(OS) Operating Systems 124 185 100 153 117 172
(AR) Hardware Architecture 273 378 248 350 237 327
(PF) Performance 343 409 342 392 325 355
(GR) Graphics 346 446 326 455 321 414
(ET) Emerging Technologies 356 506 366 477 326 475
(MS) Mathematical Software 378 567 367 544 360 523
(OH) Other Computer Science 394 598 378 549 340 502
(MM) Multimedia 409 622 397 610 388 591
(DL) Digital Libraries 427 652 389 646 348 621
(MA) Multiagent Systems 444 684 432 669 420 651
(SC) Symbolic Computation 581 687 602 716 596 704
(SD) Sound 603 773 592 759 575 730
(NA) Numerical Analysis 682 956 668 937 657 920
(HC) Human-Computer Interaction 686 966 588 994 616 963
(CE) Computational Engineering 693 1025 711 896 691 910
(CY) Computers and Society 903 1478 836 1351 782 1304
(FL) Formal Languages and Automata Theory 1174 1574 1189 1598 1044 1407
(NE) Neural and Evolutionary Computing 1350 1831 1319 1784 1285 1724
(IR) Information Retrieval 1362 1931 1299 1831 1269 1794
(DB) Databases 1494 1987 1427 1888 1393 1846
(PL) Programming Languages 1607 2079 1579 1945 1511 1820
(SE) Software Engineering 1715 2128 1610 2104 1508 2004
(CG) Computational Geometry 1836 2227 1853 2252 1763 2137
(RO) Robotics 1926 2297 1844 2209 1806 2157
(DM) Discrete Mathematics 2290 3209 2292 3085 2129 2965
(CC) Computational Complexity 2372 3322 2374 3057 2183 2992
(GT) Computer Science and Game Theory 2571 3363 2459 3326 2383 3234
(SI) Social and Information Networks 2720 3588 2509 3583 2440 3310
(SY) Systems and Control 2929 3676 2907 3694 2820 3450
(CR) Cryptography and Security 3217 4213 2990 3935 2987 3912
(DC) Distributed, Parallel, and Cluster Computing 3276 4483 3126 4307 3056 4186
(AI) Artificial Intelligence 3922 5182 3798 5590 3691 5031
(LO) Logic in Computer Science 3994 5484 4373 5106 3904 4997
(NI) Networking and Internet Architecture 4435 5610 4243 5378 4163 5270
(CL) Computation and Language 4708 6792 4377 6618 4294 6386
(DS) Data Structures and Algorithms 6057 7806 5876 7580 5651 7299
(LG) Machine Learning 7024 9680 6761 9309 6511 8984
(CV) Computer Vision and Pattern Recognition 9561 10568 9343 10283 9093 10000
(IT) Information Theory 16942 18205 16912 18169 16151 17327
Total 96154 122221 93822 119166 90150 114429
TABLE 30: Paper counts Title, Abstract and introduction both merged and un-
merged
The paper counts for title, abstract and introduction can further be seen clearly from
the Table 30 above.
4.7 Physics dataset
In order to perform our experiments we considered papers from physics to compare
with, we used the same procedure to extract the title, abstract, and introductions of




FIGURE 11: Number of papers extracted for CS and Physics from arXiv
4.8 IMDB dataset
Large movie review dataset from Stanford university [27] contains 50,000 reviews
of popular movies. We use this dataset to see how the algorithms perform against
non-academ ic datasets.
4.9 DBLP Dataset
Since the number of papers for individual categories are less, we use DBLP v.12 [52]
which contains titles for 4,894,081 computer science papers, updated on 2020-04-09.
This version of the dataset contains field of study1 for each paper [51]. We ran-
domly select 50,000 paper titles from Algorithms, Distributed Computing, software
engineering, database to perform embedding evaluation of terminologies.
4.10 Bigram Modeling
In order to perform our experiments we have to find and extract all the bigrams from
the dataset, then fill the contingency table for each bigram, which is then used for




Algorithm 5 explains the way bigrams are extracted from the arXiv dataset. We
iterate through each paper in the dataset, tokenize them and perform a simple stem-
ming, where we remove ‘s‘ if it is the last character of the token. We also load
NLTK [26] stopwords, we do not consider this bigram if either of the two tokens are
stopwords. In addition to the NLTK list we also found a few stopwords that were
frequently popping up in the top words and added them to the list to enhance the
performance of the algorithms. For all the filtered bigrams we add an underscore
between them. For example if the two words in the bigram are computer and sci-
ence, the bigram is stored as computer science. This helps in forming a single unit
representation for these two words.
Algorithm 5 Bigram modeling algorithm
INPUT arXiv paper content A
initialize StopWord set SW ← NLTK(StopWords)
initialize bigram set BA = ∅
for each paper pi in A do
previousWord p← NULL
termList = tokenizer(pi)
for each Token t in termList do
t← lowercase(t)
if p != NULL and (p, t not in SW) then
Bigram B ← p+ + t
if Bigram[-1] = ’s’ then








The following is an overview of the datasets that we use for our experiments.
1. We use arXiv title, abstract, introduction extracted from latex source codes for
computer science and physics papers.
2. We extracted the ground truth keywords from the latex source codes by iden-
tifying the tags that surround the keywords.
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3. We merge the arXiv papers based on their related categories extracted from
the arXiv metadata to get arXiv merged dataset. This helped us increase the
number of ground truth keywords for each category.
4. We use the IMDB dataset to compare papers in a non-academic context.





In this chapter we perform detailed experiments to evaluate the performance of MI,
PMI and χ2, TF-IDF and HMI algorithms for terminology extraction.
5.1 Evaluation Metrics
5.1.1 Hit Rate
Hit rate is a widely used criterion in measuring business performances. Lately it has
been extended to machine learning to evaluate embeddings [12] and other applications
of machine learning like hypernymy extraction [56].
Hit rate in the context of evaluating keywords is defined for the top K keywords
selected by the algorithm. It is generally denoted as hit@K where K represents the
top K. K is generally a small number like 10 or 100. Taking K = 10, the way the
evaluation works is that we consider the top 10 bigrams selected by the algorithm and
all the bigrams from the ground truth keywords. We then take the intersection of the
2 sets which gives us how much of the top 10 keywords selected by the algorithm were
actually identified by the authors as well. It is denoted in the following equation: 1.
Here A[0:K] and B[:] denote the top K bigrams from the algorithm’s and author’s
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list respectively.
hit@K =
|A[0 : K] ∩B[:]|
K
(1)
5.1.2 Area under Curve for hit@k
While calculating the hit@k, we consider top 5000 bigrams for evaluation. We find
the hit@k for each of the 5000 bigrams and plot a graph of number of bigrams on the
x-axis vs hit@k. In order to find the overall result, we take the area under the curve
of the graph for all the algorithms and report the area covered.
We use numpy’s trapz1 function. This function integrates the curve along the x
axis using the composite trapezoidal rule.
Algorithm 6 Evaluation algorithm
INPUT Top terminologies selected by PMI, ground truth keywords for category C A(C)
for each category ci in (title, abstract, intro) do
PMI ← GetPMIforCategory(PMI(ci))
PMIK ← PMI[0 : K]
All ground truth keywords for category A(C)N ← A(C)[:]
MatchedPMIK ← PMIK ∩ A(C)N
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5.2 Experiments
FIGURE 12: Hit@k plot for title+abstract+introduction section shows that PMI
performs the best for top 200 bigrams, later other methods outperform PMI. χ2, MI,
TF-IDF, Log-likelihood all have the same performance.
FIGURE 13: Our proposed approach harmonic mean of PMI and χ2(HM) performs
better than χ2 and almost as good as PMI for the top 200 bigrams, later HM outper-
forms both PMI and χ2. HM takes the advantage of both PMI and χ2’s approach.
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FIGURE 14: hit@k evaluation is performed against various categories in computer
science for introduction section. HMI performs the best compared to all methods
under comparison 8 out of 10 times.
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FIGURE 15: (a) and (b) show the PMI outperforms MI and χ2,Tf-IDF,Log-likelihood
for top 100 bigrams for both CS against physics and against IMDB datasets
Figure 12 shows the performance of all the methods for title+abstract+introduction
dataset. PMI is able to get good performance for the top 200 bigrams, after which its
performance reduces. At the same time the performance of all the other algorithms
are better than PMI.
Figure 13, Harmonic mean of the ranks of (PMI and χ2) take the best merits of
both PMI and χ2 algorithm. Initially for the top 100 bigrams, it performs almost
as good as PMI and better than χ2. During the intersection point, i.e around 200
bigrams it outperforms both PMI and χ2 algorithms. After this point, it mostly
outperforms χ2 or it is at least as good as χ2.
For the category wise evaluation of keywords from Figure 14, HMI can be seen
to take a blend of pmi and χ2. Except computational and language against data
structures and algorithms, programming languages against information retrieval HMI
performs the best.
5.2.1 Analysis of Top Ranked Bigrams
As observed from the previous result, there are correlations between MI and χ2, TF-
IDF and log-likelihood ratio. PMI identifies the bigrams in a different way compared
to the MI and χ2. In this section we do a thorough analysis of the way in which PMI,
MI and χ2 rank the top bigrams. We first see the correlation between MI and χ2.
Then we observe the differences between PMI, MI and χ2 ranks.
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FIGURE 16: Spearman correlation plots for the top 10,000 ranks alloted by the algo-
rithms. Apart from PMI, all other methods have almost close to perfect correlation.
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FIGURE 17: Spearman correlation plots for top 100,000 ranks show that PMI’s
correlation increases with other methods compared to 10,000 ranks.
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From figure 16 and 17, the correlations between MI and log-likelihood, MI and
χ2, χ2 and log-likelihood is almost equal to 1.
For lower number of bigrams the correlation between PMI and other methods is
low and with increase in bigrams, the correlation increases.
HMI has the highest correlation with PMI and also maintains good correlation
with other methods.
FIGURE 18: Top 30 bigrams selected by (a)MI, (b)χ2 (c)PMI shows the way in which
the top bigrams are distributed in these methods. PMI focuses only top CTF values
for that category, for this reason it has good result for top 200 bigrams. On the other
hand MI and χ2 focus on top CTF in both the categories, thus it has a good overall
result.
Figure 18 has x axis as CTF in CS and y axis as CTF in Physics papers. From
18 (a) and (b) it is evident that MI and χ2 algorithms select the top phrases have
appeared with high frequency in both the categories selected. Taking neural network
as an example, it appears ≈ 104 times in CS and ≈ 103 in physics papers.
But when we look at (c) we observe that the top bigrams in PMI are highly
independent of each other, meaning that they require to be present only in that
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category to be selected as the top bigram.
Figure 19 shows that the top 1000 bigrams selected by mutual information and
χ2 algorithms have high CTF values in both the categories under consideration. This
can be observed almost beyond 3000 ranks.
On the other hand the top ranks for PMI have high CTF value only in that selected
category. Figure 19 and 18 depict the nature in which PMI,MI and χ2 algorithms
work.
FIGURE 19: Colors Red shows top 1000 bigrams, green shows bigrams between 1000
and 3000, pink- between 3000 and 6000 and green shows bigrams with ranks greater
than 6000 (d),(e),(f) are the product of Arithmetic, geometric and harmonic means
of (a) and (b). (g),(h),(i) are the same for (a) and (c). AM is very similar to PMI,
GM slightly deviates from PMI towards χ2/TF-IDF . HM is the best blend of PMI
and χ2/TF-IDF.
Figure 19 shows the complete nature of AM, GM and HM of PMI and χ2 ranks.
As observed in the previous plots, the deviation from PMI is in the following order
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AM<GM<HM.
5.2.2 Analysis of Top Ranked Bigrams Mean
Looking at how these algorithms differ in the way they rank the bigrams, we explore
a method to get advantage of both PMI and χ2 bigrams.
As observed in the Figure 18 PMI and χ2 identify bigrams in totally different ways.
We also observe that merging both these algorithms should give us the advantages of
both of them. In this section we try to find an ensemble of the 2 methods by finding
the arithmetic, geometric and harmonic means of PMI and χ2 ranks. The formula








x1 + x2 + · · ·+ xn
n
(2)
Geometric Mean = n
√











5. TERMINOLOGY EXTRACTION EVALUATION
FIGURE 20: Arithmetic mean of PMI and χ2 deviates the ranks from PMI slightly
and move towards χ2’s ranks.
From figure 20the arithmetic mean slightly deviates the rank from PMI and moves
towards χ2’s approach. For example, the bigram neutron star will not be on the top
list of PMI and at the same time all the Physics bigrams identified with low CTF in
CS, are not identified by χ2 as seen from Figure 18.
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FIGURE 21: Geometric mean of PMI and χ2 further deviates the ranks from PMI
and move towards χ2’s ranks.
Figure 21, shows that geometric mean further deviates towards χ2, while still
maintaining most of the bigrams similar to PMI ranking. We can see that X-ray,
Magnetic field were not identified by PMI.
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FIGURE 22: Harmonic mean of PMI and χ2 shows a good blend of PMI and χ2’s
ranks. It focuses on both the high CTF of that category and high CTF in both
categories.
Figure 22 shows the highest deviation from PMI and also looks like a good blend
of both PMI and χ2 ranks.
We further explore the reasons behind the similarity in performance between these
other methods in this section and do a thorough analysis of these algorithms against
different types of datasets. The following are the experiments that we perform.
1. Computer science papers vs physics papers.
2. Computer science papers vs IMDB dataset.
3. Computer science combined sections vs physics papers.
4. Computer science papers vs physics papers without stopword removal.
5. Machine learning papers vs non machine learning papers.
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5.2.3 Evaluation of Terminologies for CS Versus Physics Pa-
pers
Figure 23 and 24 hit@N plots, show a similar result as the one we observed from
Figures 20, 21 and 22. We see that arithmetic mean of PMI and χ2 ranks are closer
towards PMI and farther away from χ2. This performance change shifts towards χ2
more for geometric mean. Harmonic mean outperforms χ2 and MI for higher values
of N in abstract and for even lower values for longer texts like the introduction.
FIGURE 23: For title, Harmonic mean performs the best for both the top keywords
and overall. For introduction section, Arithmetic mean and Geometric mean perform
slightly better for top 80 keywords but after that HM outperforms both GM and AM.
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FIGURE 24: For title, HM performs slightly worse than χ2. For introduction, HM
performs better than χ2 and outperforms all methods till 1000 bigrams, after that it
is almost as good as χ2.
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Bigram CTF(comp) CTF(phy) pmi Rank pmi χ2 Rank χ2 Rank HMI
convolutional neural 759 0 20.9451 1 1050.1925 2 2
massive mimo 492 0 20.9441 2 679.9683 4 3
deep neural 490 0 20.9440 3 677.1955 5 4
compressed sensing 330 0 20.9426 4 455.3879 18 8
energy harvesting 314 0 20.9424 5 433.2093 19 10
full duplex 271 0 20.9417 6 373.6064 23 15
convolutional network 262 0 20.9415 7 361.1318 26 17
deep convolutional 252 0 20.9413 8 347.2713 28 19
social media 235 0 20.9409 9 323.7088 31 23
generative adversarial 221 0 20.9405 10 304.3049 36 24
deep reinforcement 219 0 20.9404 11 301.5330 37 25
adversarial network 208 0 20.9401 12 286.2873 40 27
neural machine 203 0 20.9399 13 279.3576 42 30
big data 193 0 20.9396 14 265.4983 49 31
polar code 182 0 20.9391 15 250.2534 53 35
interference alignment 180 0 20.9390 16 247.4816 54 36
compressive sensing 176 0 20.9388 17 241.9381 56 40
pose estimation 175 0 20.9388 18 240.5522 57 41
small cell 174 0 20.9388 19 239.1664 58 42
action recognition 169 0 20.9385 20 232.2371 60 44
word embedding 167 0 20.9384 21 229.4654 61 46
multi task 155 0 20.9378 22 212.8355 69 49
image segmentation 149 0 20.9374 23 204.5207 72 55
image classification 148 0 20.9373 24 203.1349 76 57
cellular network 444 2 20.9373 25 606.7228 8 7
access network 140 0 20.9368 26 192.0488 81 64
distributed storage 136 0 20.9365 27 186.5058 86 65
smart grid 135 0 20.9364 28 185.1201 87 66
deep network 130 0 20.9360 29 178.1915 92 68
cognitive radio 390 2 20.9359 30 531.8723 12 13
semantic segmentation 129 0 20.9359 31 176.8058 94 69
multi view 127 0 20.9357 32 174.0344 98 70
storage system 120 0 20.9351 33 164.3348 102 72
differential privacy 120 0 20.9351 34 164.3348 103 71
fully convolutional 113 0 20.9344 35 154.6354 108 77
weakly supervised 111 0 20.9342 36 151.8642 113 80
zero shot 107 0 20.9337 37 146.3219 117 84
wiretap channel 203 1 20.9329 38 276.0314 44 48
sparse signal 100 0 20.9328 39 136.6231 124 90
way relay 100 0 20.9328 40 136.6231 125 92
network coding 401 3 20.9327 41 543.8035 10 12
software defined 99 0 20.9326 42 135.2376 127 95
cyber physical 99 0 20.9326 43 135.2376 128 96
radio acces 98 0 20.9325 44 133.8522 131 99
spectrum sharing 98 0 20.9325 45 133.8522 129 97
cell network 98 0 20.9325 46 133.8522 130 98
spectrum sensing 97 0 20.9323 47 132.4667 135 101
molecular communication 94 0 20.9319 48 128.3103 139 103
data center 92 0 20.9315 49 125.5394 143 108
model predictive 91 0 20.9314 50 124.1540 144 109
mimo interference 90 0 20.9312 51 122.7686 147 113
wireless powered 89 0 20.9310 52 121.3832 150 115
multi user 176 1 20.9308 53 238.6209 59 61
predictive control 87 0 20.9307 54 118.6125 153 118
multi armed 86 0 20.9305 55 117.2271 157 122
multi modal 86 0 20.9305 56 117.2271 156 123
layer security 85 0 20.9303 57 115.8418 159 126
image retrieval 85 0 20.9303 58 115.8418 160 127
multi label 85 0 20.9303 59 115.8418 161 125
context aware 85 0 20.9303 60 115.8418 158 128
formatting instruction 84 0 20.9301 61 114.4565 164 129
channel state 83 0 20.9299 62 113.0711 167 132
orthogonal multiple 83 0 20.9299 63 113.0711 169 135
wireless information 83 0 20.9299 64 113.0711 168 133
two user 82 0 20.9297 65 111.6858 172 136
index coding 81 0 20.9295 66 110.3006 174 137
sparse recovery 81 0 20.9295 67 110.3006 173 138
radio network 239 2 20.9291 68 322.6160 33 38
stochastic gradient 79 0 20.9291 69 107.5300 179 141
sentiment analysi 79 0 20.9291 70 107.5300 178 140
object detection 238 2 20.9290 71 321.2305 34 39
object tracking 78 0 20.9288 72 106.1448 182 143
parameterized complexity 77 0 20.9286 73 104.7596 185 146
human pose 75 0 20.9281 74 101.9892 191 154
knowledge graph 74 0 20.9279 75 100.6041 194 157
topic model 74 0 20.9279 76 100.6041 195 156
heterogeneous cellular 73 0 20.9276 77 99.2189 198 163
coded caching 73 0 20.9276 78 99.2189 202 160
spatially coupled 73 0 20.9276 79 99.2189 199 159
user mimo 73 0 20.9276 80 99.2189 200 161
differentially private 73 0 20.9276 81 99.2189 201 162
relay selection 72 0 20.9273 82 97.8338 206 165
gaussian interference 72 0 20.9273 83 97.8338 207 164
point cloud 71 0 20.9271 84 96.4487 215 170
multi robot 71 0 20.9271 85 96.4487 214 171
video streaming 71 0 20.9271 86 96.4487 213 172
cloud computing 71 0 20.9271 87 96.4487 216 173
data driven 142 1 20.9269 88 191.5192 83 81
device communication 70 0 20.9268 89 95.0636 217 174
base station 140 1 20.9267 90 188.7489 85 82
last one 69 0 20.9265 91 93.6786 224 181
object recognition 69 0 20.9265 92 93.6786 223 180
energy efficient 347 4 20.9264 93 465.6878 17 21
visual question 68 0 20.9262 94 92.2935 226 182
relay network 205 2 20.9261 95 275.5146 46 50
question answering 205 2 20.9261 96 275.5146 47 52
regenerating code 67 0 20.9259 97 90.9085 231 186
cross layer 67 0 20.9259 98 90.9085 232 187
interference network 67 0 20.9259 99 90.9085 233 189
mobile edge 66 0 20.9256 100 89.5236 236 192
TABLE 31: Top bigrams in title sorted according to PMI ranks, show high CTF
value for CS and mostly 0 CTF in physics. PMI’s rank deviates by χ2.
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Bigram CTF(comp) CTF(phy) pmi Rank pmi χ2 Rank χ2 Rank HMI
neural network 2348 204 20.8263 2118 2631.9797 1 1
convolutional neural 759 0 20.9451 1 1050.1925 2 2
wireless network 687 19 20.9056 294 888.3192 3 5
massive mimo 492 0 20.9441 2 679.9683 4 3
deep neural 490 0 20.9440 3 677.1955 5 4
social network 555 42 20.8395 1822 637.7625 6 6
sensor network 528 35 20.8520 1401 620.7746 7 9
cellular network 444 2 20.9373 25 606.7228 8 7
mimo system 448 6 20.9247 109 599.0823 9 11
network coding 401 3 20.9327 41 543.8035 10 12
interference channel 409 8 20.9156 180 538.5954 11 14
cognitive radio 390 2 20.9359 30 531.8723 12 13
low rank 387 8 20.9139 193 508.1408 13 16
recurrent neural 382 10 20.9061 292 494.8605 14 18
real time 547 105 20.6919 7790 471.2249 15 20
multiple acces 390 23 20.8610 1133 466.3705 16 22
energy efficient 347 4 20.9264 93 465.6878 17 21
compressed sensing 330 0 20.9426 4 455.3879 18 8
energy harvesting 314 0 20.9424 5 433.2093 19 10
resource allocation 308 6 20.9147 190 405.1997 20 26
wireless sensor 317 10 20.8979 404 405.0048 21 28
fading channel 334 18 20.8674 1021 404.1595 22 29
full duplex 271 0 20.9417 6 373.6064 23 15
machine translation 305 15 20.8734 845 373.1953 24 32
performance analysi 293 10 20.8940 474 371.8556 25 33
convolutional network 262 0 20.9415 7 361.1318 26 17
approximation algorithm 281 10 20.8918 512 355.2886 27 34
deep convolutional 252 0 20.9413 8 347.2713 28 19
broadcast channel 289 18 20.8554 1256 342.3918 29 37
multi agent 278 19 20.8471 1588 324.4546 30 43
social media 235 0 20.9409 9 323.7088 31 23
lower bound 498 151 20.5634 18643 322.7338 32 45
radio network 239 2 20.9291 68 322.6160 33 38
object detection 238 2 20.9290 71 321.2305 34 39
model checking 249 8 20.8960 442 317.2933 35 47
generative adversarial 221 0 20.9405 10 304.3049 36 24
deep reinforcement 219 0 20.9404 11 301.5330 37 25
millimeter wave 249 17 20.8467 1589 290.5004 38 51
ldpc code 261 23 20.8205 2458 290.1241 39 54
adversarial network 208 0 20.9401 12 286.2873 40 27
ad hoc 260 24 20.8150 2480 286.0557 41 56
neural machine 203 0 20.9399 13 279.3576 42 30
power allocation 208 3 20.9196 146 276.4184 43 53
wiretap channel 203 1 20.9329 38 276.0314 44 48
linear time 234 15 20.8519 1402 275.7048 45 58
relay network 205 2 20.9261 95 275.5146 46 50
question answering 205 2 20.9261 96 275.5146 47 52
relay channel 208 6 20.8994 382 266.8838 48 62
big data 193 0 20.9396 14 265.4983 49 31
channel estimation 196 4 20.9108 240 256.5999 50 63
semi supervised 191 2 20.9246 113 256.1229 51 59
physical layer 190 2 20.9245 114 254.7378 52 60
polar code 182 0 20.9391 15 250.2534 53 35
interference alignment 180 0 20.9390 16 247.4816 54 36
low complexity 183 2 20.9236 120 245.0429 55 67
compressive sensing 176 0 20.9388 17 241.9381 56 40
pose estimation 175 0 20.9388 18 240.5522 57 41
small cell 174 0 20.9388 19 239.1664 58 42
multi user 176 1 20.9308 53 238.6209 59 61
action recognition 169 0 20.9385 20 232.2371 60 44
word embedding 167 0 20.9384 21 229.4654 61 46
natural language 232 34 20.7451 5686 223.1845 62 78
two way 218 27 20.7734 4434 221.7444 63 79
technical report 175 6 20.8907 515 221.3132 64 76
fine grained 165 3 20.9126 218 216.8979 65 74
polynomial time 218 29 20.7618 4517 216.7813 66 83
energy efficiency 161 2 20.9205 138 214.5774 67 73
message passing 195 18 20.8135 2483 214.1989 68 85
multi task 155 0 20.9378 22 212.8355 69 49
privacy preserving 159 2 20.9202 141 211.8082 70 75
access channel 184 14 20.8345 1847 210.2208 71 87
image segmentation 149 0 20.9374 23 204.5207 72 55
power control 171 10 20.8575 1249 203.8416 73 89
case study 243 49 20.6780 11051 203.7938 74 93
hoc network 187 18 20.8081 2905 203.3774 75 94
image classification 148 0 20.9373 24 203.1349 76 57
speech recognition 159 6 20.8852 655 199.2429 77 91
super resolution 152 3 20.9097 252 198.9122 78 86
multi hop 151 3 20.9095 253 197.5290 79 88
planar graph 188 21 20.7881 3549 196.8641 80 102
access network 140 0 20.9368 26 192.0488 81 64
cyclic code 147 3 20.9085 274 191.9962 82 100
data driven 142 1 20.9269 88 191.5192 83 81
side information 159 9 20.8595 1233 190.2961 84 106
base station 140 1 20.9267 90 188.7489 85 82
distributed storage 136 0 20.9365 27 186.5058 86 65
smart grid 135 0 20.9364 28 185.1201 87 66
near optimal 143 4 20.8977 405 183.3233 88 107
matrix factorization 148 7 20.8715 923 181.0805 89 114
linear code 143 5 20.8881 589 180.2340 90 111
information retrieval 159 13 20.8260 2119 178.9630 91 117
deep network 130 0 20.9360 29 178.1915 92 68
temporal logic 139 4 20.8963 441 177.7985 93 112
semantic segmentation 129 0 20.9359 31 176.8058 94 69
height estimation 147 8 20.8618 1132 176.7534 95 119
community detection 140 5 20.8869 600 176.0963 96 116
game theoretic 139 5 20.8864 602 174.7172 97 120
multi view 127 0 20.9357 32 174.0344 98 70
shortest path 163 19 20.7810 3610 168.4939 99 134
face recognition 123 1 20.9239 119 165.2034 100 105
TABLE 32: χ2 top 100 ranks have high CTF in both the categories
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Bigram CTF(comp) CTF(phy) pmi Rank pmi χ2 Rank χ2 Rank HMI
neural network 2348 204 20.8263 2118 2631.9797 1 1
convolutional neural 759 0 20.9451 1 1050.1925 2 2
massive mimo 492 0 20.9441 2 679.9683 4 3
deep neural 490 0 20.9440 3 677.1955 5 4
wireless network 687 19 20.9056 294 888.3192 3 5
social network 555 42 20.8395 1822 637.7625 6 6
cellular network 444 2 20.9373 25 606.7228 8 7
compressed sensing 330 0 20.9426 4 455.3879 18 8
sensor network 528 35 20.8520 1401 620.7746 7 9
energy harvesting 314 0 20.9424 5 433.2093 19 10
mimo system 448 6 20.9247 109 599.0823 9 11
network coding 401 3 20.9327 41 543.8035 10 12
cognitive radio 390 2 20.9359 30 531.8723 12 13
interference channel 409 8 20.9156 180 538.5954 11 14
full duplex 271 0 20.9417 6 373.6064 23 15
low rank 387 8 20.9139 193 508.1408 13 16
convolutional network 262 0 20.9415 7 361.1318 26 17
recurrent neural 382 10 20.9061 292 494.8605 14 18
deep convolutional 252 0 20.9413 8 347.2713 28 19
real time 547 105 20.6919 7790 471.2249 15 20
energy efficient 347 4 20.9264 93 465.6878 17 21
multiple acces 390 23 20.8610 1133 466.3705 16 22
social media 235 0 20.9409 9 323.7088 31 23
generative adversarial 221 0 20.9405 10 304.3049 36 24
deep reinforcement 219 0 20.9404 11 301.5330 37 25
resource allocation 308 6 20.9147 190 405.1997 20 26
adversarial network 208 0 20.9401 12 286.2873 40 27
wireless sensor 317 10 20.8979 404 405.0048 21 28
fading channel 334 18 20.8674 1021 404.1595 22 29
neural machine 203 0 20.9399 13 279.3576 42 30
big data 193 0 20.9396 14 265.4983 49 31
machine translation 305 15 20.8734 845 373.1953 24 32
performance analysi 293 10 20.8940 474 371.8556 25 33
approximation algorithm 281 10 20.8918 512 355.2886 27 34
polar code 182 0 20.9391 15 250.2534 53 35
interference alignment 180 0 20.9390 16 247.4816 54 36
broadcast channel 289 18 20.8554 1256 342.3918 29 37
radio network 239 2 20.9291 68 322.6160 33 38
object detection 238 2 20.9290 71 321.2305 34 39
compressive sensing 176 0 20.9388 17 241.9381 56 40
pose estimation 175 0 20.9388 18 240.5522 57 41
small cell 174 0 20.9388 19 239.1664 58 42
multi agent 278 19 20.8471 1588 324.4546 30 43
action recognition 169 0 20.9385 20 232.2371 60 44
lower bound 498 151 20.5634 18643 322.7338 32 45
word embedding 167 0 20.9384 21 229.4654 61 46
model checking 249 8 20.8960 442 317.2933 35 47
wiretap channel 203 1 20.9329 38 276.0314 44 48
multi task 155 0 20.9378 22 212.8355 69 49
relay network 205 2 20.9261 95 275.5146 46 50
millimeter wave 249 17 20.8467 1589 290.5004 38 51
question answering 205 2 20.9261 96 275.5146 47 52
power allocation 208 3 20.9196 146 276.4184 43 53
ldpc code 261 23 20.8205 2458 290.1241 39 54
image segmentation 149 0 20.9374 23 204.5207 72 55
ad hoc 260 24 20.8150 2480 286.0557 41 56
image classification 148 0 20.9373 24 203.1349 76 57
linear time 234 15 20.8519 1402 275.7048 45 58
semi supervised 191 2 20.9246 113 256.1229 51 59
physical layer 190 2 20.9245 114 254.7378 52 60
multi user 176 1 20.9308 53 238.6209 59 61
relay channel 208 6 20.8994 382 266.8838 48 62
channel estimation 196 4 20.9108 240 256.5999 50 63
access network 140 0 20.9368 26 192.0488 81 64
distributed storage 136 0 20.9365 27 186.5058 86 65
smart grid 135 0 20.9364 28 185.1201 87 66
low complexity 183 2 20.9236 120 245.0429 55 67
deep network 130 0 20.9360 29 178.1915 92 68
semantic segmentation 129 0 20.9359 31 176.8058 94 69
multi view 127 0 20.9357 32 174.0344 98 70
differential privacy 120 0 20.9351 34 164.3348 103 71
storage system 120 0 20.9351 33 164.3348 102 72
energy efficiency 161 2 20.9205 138 214.5774 67 73
fine grained 165 3 20.9126 218 216.8979 65 74
privacy preserving 159 2 20.9202 141 211.8082 70 75
technical report 175 6 20.8907 515 221.3132 64 76
fully convolutional 113 0 20.9344 35 154.6354 108 77
natural language 232 34 20.7451 5686 223.1845 62 78
two way 218 27 20.7734 4434 221.7444 63 79
weakly supervised 111 0 20.9342 36 151.8642 113 80
data driven 142 1 20.9269 88 191.5192 83 81
base station 140 1 20.9267 90 188.7489 85 82
polynomial time 218 29 20.7618 4517 216.7813 66 83
zero shot 107 0 20.9337 37 146.3219 117 84
message passing 195 18 20.8135 2483 214.1989 68 85
super resolution 152 3 20.9097 252 198.9122 78 86
access channel 184 14 20.8345 1847 210.2208 71 87
multi hop 151 3 20.9095 253 197.5290 79 88
power control 171 10 20.8575 1249 203.8416 73 89
sparse signal 100 0 20.9328 39 136.6231 124 90
speech recognition 159 6 20.8852 655 199.2429 77 91
way relay 100 0 20.9328 40 136.6231 125 92
case study 243 49 20.6780 11051 203.7938 74 93
hoc network 187 18 20.8081 2905 203.3774 75 94
software defined 99 0 20.9326 42 135.2376 127 95
cyber physical 99 0 20.9326 43 135.2376 128 96
spectrum sharing 98 0 20.9325 45 133.8522 129 97
cell network 98 0 20.9325 46 133.8522 130 98
radio acces 98 0 20.9325 44 133.8522 131 99
cyclic code 147 3 20.9085 274 191.9962 82 100
TABLE 33: Title bigrams Sorted according to Harmonic mean (PMI and χ2) ranks,
HM takes a merits of both PMI and χ2 methods.
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5.2.4 Evaluation of Terminologies for Combination of Com-
puter Science Sections
In this section we explore the performance of the terminology extraction algorithms for
different sections of arXiv papers. We consider a combination title+abstract+introduction
and title+introduction as a our datasets, taking title+introduction as an example,
we merge the title and introductions of all the papers extracted by us and consider
that as a single unit, similarly the other sets are created.
Figure 25 shows that overall performance of PMI and χ2 for all the combination
of sections of arXiv dataset.
FIGURE 25: Section-wise performance show that Title has the best hit@k perfor-
mance. As the data size increases, PMI still performs the best for top keywords, χ2
the worst and HM in-between PMI and χ2. For the overall result, PMI drops dra-
matically, χ2 performance is good and HM’s is the best. HM takes the advantage of
PMI for top keywords and χ2 for the overall result.
Figure 26 shows that overall harmonic mean of PMI and χ2 performs better than
all the other methods. We also observe that as the size increases, the performance
of HM is better. We also note that the initial hit-rate performance of PMI remains
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equal to 1 for more bigrams, when the data is bigger.
FIGURE 26: HM takes the advantage of both PMI and χ2,HM shows the best per-
formance for both top bigrams and overall result.PMI shows the best performance
for the top bigrams, for overall result MI,χ2 and other perform better than PMI.
5.2.5 Effect of Stopword Removal to Terminology Extraction
As discussed in the Chapter 4, we perform stopword removal as a preprocessing step
while cleaning our data. In this section we evaluate the results without removing the
stopwords, the results reveal some fascinating characteristics of the algorithms.
Figure 27 shows that PMI performs the best, when compared to MI and χ2 algo-
rithms. This is different from our results with stopword removal, where MI and χ2
perform better than PMI.
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FIGURE 27: Hit rate plots show that PMI performs the best, when stopwords are
not removed. HM’s performance increases with increase in data. Overall performance
of Harmonic mean is better than PMI. χ2 performs poorly when stopwords are not
removed.
As the data size increases further, 28 shows that HMI performs even better. Since
stopword removal is a time constraint task, our method performs the best even when
the stopwords are not removed.
FIGURE 28: With increase in the data size, HM’s performance increases for both
top bigrams and the overall performance. χ2’s performance increases slightly when
data size is increased.
From table 35 it is clear that χ2 and MI have lot more stopwords in the top 100
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list when compared to PMI. PMI in table 34 is less prone to stopwords as they are
present with high CTF values in both the categories, hence PMI weeds out these
stopwords more effectively than the other two methods.
77
5. TERMINOLOGY EXTRACTION EVALUATION
Bigram CTF(comp) CTF(PHY) PMI value PMI rank χ2 value χ2 rank MI value MI rank
convolutional neural 759 0 21.8341 1 1124.8 3 0.0002638 2
deep learning 718 0 21.8340 2 1063.9 6 0.0002495 4
massive mimo 492 0 21.8331 3 728.3 13 0.0001703 13
deep neural 490 0 21.8331 4 725.4 14 0.0001696 14
compressed sensing 330 0 21.8317 5 487.8 35 0.0001137 29
energy harvesting 314 0 21.8314 6 464.1 38 0.0001081 33
full duplex 271 0 21.8307 7 400.3 51 0.0000930 41
convolutional network 262 0 21.8305 8 386.9 56 0.0000899 43
deep convolutional 252 0 21.8303 9 372.1 62 0.0000864 51
social media 235 0 21.8299 10 346.8 68 0.0000805 61
demo of 226 0 21.8297 11 333.5 72 0.0000773 69
ieeetrancls for 226 0 21.8297 12 333.5 73 0.0000773 67
of ieeetrancl 226 0 21.8297 13 333.5 74 0.0000773 68
cs on 224 0 21.8296 14 330.5 75 0.0000766 70
generative adversarial 221 0 21.8295 15 326.1 76 0.0000756 71
deep reinforcement 219 0 21.8295 16 323.1 78 0.0000749 72
bare demo 214 0 21.8293 17 315.7 79 0.0000731 76
cs the 211 0 21.8292 18 311.2 83 0.0000721 77
adversarial network 208 0 21.8291 19 306.8 85 0.0000710 78
neural machine 203 0 21.8290 20 299.3 90 0.0000693 80
cs a 393 1 21.8287 21 577.9 24 0.0001337 20
big data 193 0 21.8286 22 284.5 99 0.0000658 88
polar code 182 0 21.8281 23 268.2 105 0.0000620 98
internet of 181 0 21.8281 24 266.7 106 0.0000616 101
interference alignment 180 0 21.8281 25 265.2 107 0.0000613 103
compressive sensing 176 0 21.8279 26 259.3 113 0.0000599 106
pose estimation 175 0 21.8278 27 257.8 114 0.0000595 107
small cell 174 0 21.8278 28 256.3 115 0.0000592 109
action recognition 169 0 21.8275 29 248.9 118 0.0000574 111
word embedding 167 0 21.8274 30 245.9 120 0.0000568 113
multi task 155 0 21.8268 31 228.1 137 0.0000526 119
in cognitive 151 0 21.8266 32 222.2 144 0.0000512 127
image segmentation 149 0 21.8264 33 219.2 150 0.0000505 130
emnlp instruction 149 0 21.8264 34 219.2 151 0.0000505 131
learning for 747 4 21.8264 35 1093.1 5 0.0002518 3
image classification 148 0 21.8264 36 217.7 153 0.0000501 132
cellular network 444 2 21.8263 37 650.2 18 0.0001497 15
for ieee 143 0 21.8260 38 210.3 161 0.0000484 140
access network 140 0 21.8258 39 205.8 168 0.0000474 144
distributed storage 136 0 21.8255 40 199.9 177 0.0000460 153
smart grid 135 0 21.8254 41 198.4 178 0.0000456 156
representation learning 130 0 21.8250 42 191.0 189 0.0000439 164
deep network 130 0 21.8250 43 191.0 188 0.0000439 163
cognitive radio 390 2 21.8250 44 570.0 25 0.0001309 24
semantic segmentation 129 0 21.8250 45 189.5 195 0.0000435 166
multi view 127 0 21.8248 46 186.5 199 0.0000428 173
to device 121 0 21.8242 47 177.6 210 0.0000407 189
transfer learning 121 0 21.8242 48 177.6 211 0.0000407 190
differential privacy 120 0 21.8241 49 176.1 218 0.0000404 195
storage system 120 0 21.8241 50 176.1 219 0.0000404 194
active learning 117 0 21.8238 51 171.7 226 0.0000394 206
fully convolutional 113 0 21.8234 52 165.8 236 0.0000380 216
person re 113 0 21.8234 53 165.8 235 0.0000380 215
weakly supervised 111 0 21.8232 54 162.8 243 0.0000373 221
in video 109 0 21.8230 55 159.8 249 0.0000366 228
dictionary learning 108 0 21.8228 56 158.3 253 0.0000362 230
reinforcement learning 651 5 21.8228 57 947.2 11 0.0002167 7
zero shot 107 0 21.8227 58 156.9 256 0.0000359 234
by acm 105 0 21.8225 59 153.9 257 0.0000352 240
using convolutional 103 0 21.8222 60 150.9 264 0.0000345 245
wiretap channel 203 1 21.8219 61 295.9 93 0.0000676 83
sparse signal 100 0 21.8218 62 146.5 273 0.0000335 257
way relay 100 0 21.8218 63 146.5 272 0.0000335 256
network coding 401 3 21.8217 64 582.9 22 0.0001331 21
software defined 99 0 21.8217 65 145.0 276 0.0000331 261
cyber physical 99 0 21.8217 66 145.0 275 0.0000331 260
spectrum sharing 98 0 21.8215 67 143.5 282 0.0000328 268
radio acces 98 0 21.8215 68 143.5 281 0.0000328 267
cell network 98 0 21.8215 69 143.5 280 0.0000328 266
spectrum sensing 97 0 21.8214 70 142.0 286 0.0000324 269
computer society 94 0 21.8209 71 137.6 298 0.0000314 274
molecular communication 94 0 21.8209 72 137.6 297 0.0000314 273
planning for 93 0 21.8207 73 136.1 305 0.0000310 276
learning to 375 3 21.8207 74 544.4 27 0.0001241 26
data center 92 0 21.8206 75 134.6 306 0.0000307 278
model predictive 91 0 21.8204 76 133.1 311 0.0000303 286
mimo interference 90 0 21.8202 77 131.6 315 0.0000300 289
wireless powered 89 0 21.8201 78 130.1 318 0.0000296 296
multi user 176 1 21.8198 79 255.8 116 0.0000582 110
predictive control 87 0 21.8197 80 127.2 323 0.0000289 303
multi armed 86 0 21.8195 81 125.7 329 0.0000286 307
multi modal 86 0 21.8195 82 125.7 330 0.0000286 308
image retrieval 85 0 21.8193 83 124.2 336 0.0000283 313
context aware 85 0 21.8193 84 124.2 335 0.0000283 312
multi label 85 0 21.8193 85 124.2 337 0.0000283 314
layer security 85 0 21.8193 86 124.2 338 0.0000283 311
of thing 169 1 21.8191 87 245.5 121 0.0000558 115
formatting instruction 84 0 21.8191 88 122.7 345 0.0000279 319
wireless information 83 0 21.8189 89 121.2 355 0.0000276 324
orthogonal multiple 83 0 21.8189 90 121.2 354 0.0000276 326
channel state 83 0 21.8189 91 121.2 353 0.0000276 325
using deep 250 2 21.8189 92 362.3 64 0.0000823 56
dataset for 82 0 21.8187 93 119.8 362 0.0000272 334
two user 82 0 21.8187 94 119.8 361 0.0000272 333
on twitter 82 0 21.8187 95 119.8 360 0.0000272 332
learning via 81 0 21.8185 96 118.3 372 0.0000269 343
sparse recovery 81 0 21.8185 97 118.3 371 0.0000269 342
index coding 81 0 21.8185 98 118.3 370 0.0000269 341
precoding for 80 0 21.8183 99 116.8 380 0.0000265 350
shot learning 79 0 21.8181 100 115.3 386 0.0000262 354
TABLE 34: Top 100 bigrams sorted by PMI score for CS against Physics titles without
stopwords being removed, ground truth keywords are highlighted in red.78
5. TERMINOLOGY EXTRACTION EVALUATION
Bigram CTF(comp) CTF(PHY) χ2 value χ2 rank MI value MI rank PMI value PMI rank
neural network 2348 204 2842.5 1 0.0005898 1 21.715 3523
algorithms for 1181 182 1219.2 2 0.0002436 5 21.628 9882
convolutional neural 759 0 1124.8 3 0.0002638 2 21.834 1
framework for 962 98 1123.1 4 0.0002306 6 21.695 4885
learning for 747 4 1093.1 5 0.0002518 3 21.826 35
deep learning 718 0 1063.9 6 0.0002495 4 21.834 2
complexity of 1005 148 1054.2 7 0.0002113 9 21.637 9667
algorithm for 1333 383 999.4 8 0.0001923 11 21.471 31691
networks for 699 20 968.5 9 0.0002131 8 21.793 477
wireless network 687 19 954.0 10 0.0002102 10 21.795 460
reinforcement learning 651 5 947.2 11 0.0002167 7 21.823 57
networks with 820 107 894.7 12 0.0001807 12 21.658 7580
massive mimo 492 0 728.3 13 0.0001703 13 21.833 3
deep neural 490 0 725.4 14 0.0001696 14 21.833 4
based on 1462 675 704.8 15 0.0001331 22 21.288 65050
social network 555 42 688.4 16 0.0001439 17 21.729 3003
sensor network 528 35 669.4 17 0.0001411 18 21.741 2309
cellular network 444 2 650.2 18 0.0001497 15 21.826 37
mimo system 448 6 642.6 19 0.0001449 16 21.814 175
in wireles 469 17 637.7 20 0.0001387 19 21.782 769
machine learning 413 6 590.6 21 0.0001329 23 21.812 204
network coding 401 3 582.9 22 0.0001331 21 21.822 64
interference channel 409 8 578.0 23 0.0001288 25 21.805 293
cs a 393 1 577.9 24 0.0001337 20 21.829 21
cognitive radio 390 2 570.0 25 0.0001309 24 21.825 44
low rank 387 8 545.4 26 0.0001213 27 21.803 313
learning to 375 3 544.4 27 0.0001241 26 21.821 74
for multi 484 59 538.3 28 0.0001092 32 21.668 6170
recurrent neural 382 10 531.5 29 0.0001172 28 21.795 456
real time 547 105 515.6 30 0.0001016 37 21.581 13554
learning with 372 11 513.4 31 0.0001126 31 21.790 548
multiple acces 390 23 502.5 32 0.0001066 34 21.750 1873
energy efficient 347 4 499.4 33 0.0001129 30 21.815 147
network for 360 13 489.2 34 0.0001063 35 21.781 823
compressed sensing 330 0 487.8 35 0.0001137 29 21.832 5
channel with 359 16 478.3 36 0.0001029 36 21.769 1133
the complexity 419 47 476.7 37 0.0000972 38 21.680 6013
energy harvesting 314 0 464.1 38 0.0001081 33 21.831 6
bounds for 551 140 447.4 39 0.0000867 50 21.508 30769
fading channel 334 18 435.3 40 0.0000927 42 21.756 1662
wireless sensor 317 10 435.2 41 0.0000951 40 21.787 654
resource allocation 308 6 434.9 42 0.0000968 39 21.804 307
capacity of 503 118 428.0 43 0.0000833 54 21.530 19608
learning of 324 19 417.5 44 0.0000885 45 21.750 1874
to end 316 17 411.8 45 0.0000877 47 21.756 1663
channels with 394 60 407.7 46 0.0000815 58 21.629 9881
end to 310 16 406.1 47 0.0000867 49 21.759 1499
for image 292 8 404.7 48 0.0000889 44 21.792 503
detection in 389 59 403.1 49 0.0000806 60 21.630 9855
machine translation 305 15 401.8 50 0.0000860 52 21.762 1361
full duplex 271 0 400.3 51 0.0000930 41 21.831 7
performance analysi 293 10 399.7 52 0.0000870 48 21.783 757
codes for 330 30 394.3 53 0.0000815 59 21.707 4110
allocation for 270 3 388.6 54 0.0000878 46 21.815 162
design for 323 29 387.0 55 0.0000800 62 21.708 4103
convolutional network 262 0 386.9 56 0.0000899 43 21.831 8
for wireles 272 5 384.9 57 0.0000858 53 21.805 294
approach for 552 175 384.3 58 0.0000736 74 21.437 32067
for distributed 293 15 384.1 59 0.0000820 57 21.760 1496
approximation algorithm 281 10 382.0 60 0.0000830 55 21.781 825
in social 303 21 380.8 61 0.0000799 63 21.735 2614
deep convolutional 252 0 372.1 62 0.0000864 51 21.830 9
broadcast channel 289 18 369.1 63 0.0000780 66 21.744 2085
using deep 250 2 362.3 64 0.0000823 56 21.819 92
lower bound 498 151 358.7 65 0.0000688 81 21.452 31930
a survey 378 73 355.0 66 0.0000699 79 21.579 13569
multi agent 278 19 350.0 67 0.0000735 75 21.736 2611
social media 235 0 346.8 68 0.0000805 61 21.830 10
radio network 239 2 345.9 69 0.0000785 64 21.818 103
object detection 238 2 344.5 70 0.0000782 65 21.818 104
model checking 249 8 341.0 71 0.0000744 73 21.785 710
demo of 226 0 333.5 72 0.0000773 69 21.830 11
ieeetrancls for 226 0 333.5 73 0.0000773 67 21.830 12
of ieeetrancl 226 0 333.5 74 0.0000773 68 21.830 13
cs on 224 0 330.5 75 0.0000766 70 21.830 14
generative adversarial 221 0 326.1 76 0.0000756 71 21.830 15
coding for 258 18 323.6 77 0.0000679 82 21.734 2621
deep reinforcement 219 0 323.1 78 0.0000749 72 21.829 16
bare demo 214 0 315.7 79 0.0000731 76 21.829 17
ldpc code 261 23 313.6 80 0.0000649 91 21.710 4097
millimeter wave 249 17 313.4 81 0.0000658 89 21.736 2612
optimization for 248 17 311.9 82 0.0000655 90 21.735 2613
cs the 211 0 311.2 83 0.0000721 77 21.829 18
ad hoc 260 24 309.4 84 0.0000638 93 21.704 4158
adversarial network 208 0 306.8 85 0.0000710 78 21.829 19
control for 267 29 305.8 86 0.0000624 96 21.683 6002
codes with 241 16 304.6 87 0.0000641 92 21.738 2344
the capacity 264 28 304.2 88 0.0000622 97 21.686 4994
allocation in 211 3 301.0 89 0.0000675 84 21.809 236
neural machine 203 0 299.3 90 0.0000693 80 21.829 20
linear time 234 15 297.3 91 0.0000626 95 21.741 2310
power allocation 208 3 296.6 92 0.0000664 87 21.809 241
wiretap channel 203 1 295.9 93 0.0000676 83 21.822 61
question answering 205 2 295.5 94 0.0000668 86 21.815 152
relay network 205 2 295.5 95 0.0000668 85 21.815 151
performance of 368 98 289.9 96 0.0000560 114 21.493 30875
learning and 223 13 287.1 97 0.0000608 105 21.749 1982
relay channel 208 6 286.8 98 0.0000628 94 21.788 614
big data 193 0 284.5 99 0.0000658 88 21.829 22
with deep 208 7 283.6 100 0.0000617 100 21.782 768
TABLE 35: Top 100 bigrams sorted by χ2 score for CS against Physics titles without
stopwords being removed, ground truth keywords are highlighted in red.
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5.2.6 Evaluation of Terminologies on CS Papers Versus IMDB
Dataset
We performed the same experiment by considering, all the sections in arXiv dataset
against IMDB dataset. We considered this to see how these methods performs against
a non-academic dataset.
Figure 29, shows the way HMI adapts towards the best algorithms based on the
corpus under comparison. When comparing against physics, χ2 performs the best
because it looks at overall occurrence of keywords. Since Physics is also an academic
dataset, this property helps in getting better keywords.
When comparing against IMDB dataset, PMI performs the best as it focuses only
on occurrence of a term in that domain/category. This is intuitive as χ2, which
focuses on overall occurrence of keywords in both the categories, cannot get good
bigrams against IMDB dataset. The commonly occurring terms in CS and IMDB is
highly unlikely to be a domain specific keyword.
In both these cases, HMI is able to adapt towards the best suitable algorithm for
that context. in the first case CS against physics, HMI follows χ2 and it outperforms
it. In the second case, HMI follows PMI and performs almost as good as it. Thus
we can conclude that the HMI is very adaptable and given a choice between PMI, χ2
and HMI, HMI always performs according to the comparing dataset.
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FIGURE 29: HMI’s adaptability when corpus under comparison changes is seen
here. Figure on the top shows how HMI has affinity towards χ2, and outperforms
all methods when comparing CS vs Physics papers. Second figure shows that HMI
deviates towards PMI, and performs almost as good as PMI, while χ2 does not perform
well.
5.2.7 Evaluation of Terminologies for Machine learning against
non Machine learning categories
We experiment with the combination of few sections in arXiv against another combi-
nation. We chose machine learning as a field and selected categories that fall under
this umbrella. [2], contains the detailed information as to how the categories were
classified in arXiv dataset. They follow the ACM classification [1] in forming the cat-
egories. Upon observation, we selected computer vision, machine learning, artificial
intelligence, Social and Information Networks, Neural and Evolutionary Computing,
Robotics under the machine learning combination. and for non machine learning
we selected Data Structures and Algorithms, Networking and Internet Architecture,
Logic in Computer Science, Digital Libraries, Cryptography and Security, Systems
and Control, Computation and Language, Information Retrieval, Formal Languages
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and Automata Theory. In 30 HMI outperforms PMI and χ2 for ML categories against
non-ML.
FIGURE 30: Top 200 hit@k result shows HMI outperforming PMI and χ2 for machine
learning vs non machine learning categories
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Bigram CTF(ML) CTF(non ML) PMI value PMI rank χ2 value χ2 rank MI value MI rank ground truth keywords in ML
pascal voc 777 0 24.3538 1 822.8 128 0.0000374 96 neural network
salient object 774 0 24.3538 2 819.6 129 0.0000372 97 deep learning
object proposal 763 0 24.3537 3 807.9 132 0.0000367 103 convolutional neural
depth estimation 603 0 24.3532 4 638.1 184 0.0000289 151 machine learning
semantic segmentation 2322 3 24.3531 5 2453.7 17 0.0001111 15 social network
saliency detection 526 0 24.3529 6 556.3 224 0.0000252 180 reinforcement learning
object segmentation 514 0 24.3528 7 543.6 229 0.0000246 188 supervised learning
patch based 493 0 24.3527 8 521.3 240 0.0000236 197 recurrent neural
face alignment 481 0 24.3526 9 508.6 246 0.0000230 210 object detection
active contour 476 0 24.3526 10 503.3 252 0.0000228 213 deep neural
object instance 459 0 24.3525 11 485.2 266 0.0000219 222 social media
instance segmentation 447 0 24.3524 12 472.5 278 0.0000213 228 transfer learning
facial landmark 445 0 24.3524 13 470.4 281 0.0000213 230 online learning
camera pose 405 0 24.3521 14 427.9 316 0.0000193 266 computer vision
foreground object 348 0 24.3515 15 367.4 387 0.0000166 316 image classification
hand pose 346 0 24.3515 16 365.3 389 0.0000165 318 dictionary learning
mr image 332 0 24.3513 17 350.4 409 0.0000158 345 complex network
saliency model 326 0 24.3512 18 344.0 419 0.0000155 355 unsupervised learning
camera view 324 0 24.3512 19 341.9 421 0.0000154 361 answer set
correlation filter 322 0 24.3512 20 339.8 425 0.0000153 364 community detection
human pose 954 2 24.3511 21 1004.6 86 0.0000452 69 feature selection
stereo matching 317 0 24.3511 22 334.5 444 0.0000151 372 support vector
natural scene 298 0 24.3508 23 314.3 492 0.0000141 408 action recognition
motion segmentation 296 0 24.3508 24 312.2 495 0.0000140 411 convex optimization
u net 292 0 24.3507 25 308.0 506 0.0000138 418 data mining
facial attribute 286 0 24.3506 26 301.6 518 0.0000135 432 recommender system
region proposal 553 1 24.3504 27 582.0 207 0.0000261 173 vector machine
motion blur 274 0 24.3504 28 288.8 539 0.0000130 452 set programming
head pose 262 0 24.3501 29 276.1 569 0.0000124 477 convolutional network
bilateral filter 255 0 24.3500 30 268.7 588 0.0000121 498 genetic algorithm
appearance variation 254 0 24.3500 31 267.6 591 0.0000120 502 image segmentation
face detector 249 0 24.3499 32 262.3 606 0.0000118 519 semi supervised
proposal generation 249 0 24.3499 33 262.3 607 0.0000118 518 dimensionality reduction
shape prior 245 0 24.3498 34 258.1 621 0.0000116 535 random field
pose variation 241 0 24.3497 35 253.8 635 0.0000114 548 signal processing
egocentric video 239 0 24.3496 36 251.7 641 0.0000113 552 big data
fully convolutional 1194 4 24.3496 37 1253.3 62 0.0000561 48 low rank
r cnn 952 3 24.3496 38 999.4 90 0.0000448 71 graphical model
indoor scene 235 0 24.3495 39 247.5 658 0.0000111 563 network analysi
level vision 229 0 24.3494 40 241.1 684 0.0000108 588 matrix factorization
appearance feature 226 0 24.3493 41 237.9 697 0.0000106 600 domain adaptation
face image 1334 5 24.3491 42 1398.8 48 0.0000626 40 artificial intelligence
segmentation mask 217 0 24.3490 43 228.4 734 0.0000102 622 sparse representation
hr image 212 0 24.3489 44 223.0 756 0.0000100 637 evolutionary algorithm
grained image 212 0 24.3489 45 223.0 757 0.0000100 638 face recognition
image restoration 622 2 24.3487 46 652.2 176 0.0000291 146 semantic segmentation
generalization bound 414 1 24.3487 47 434.4 312 0.0000194 264 pattern recognition
appearance model 404 1 24.3485 48 423.8 320 0.0000189 273 generative adversarial
video object 201 0 24.3485 49 211.4 809 0.0000094 683 online social
ego motion 198 0 24.3484 50 208.2 824 0.0000093 703 image processing
image super 395 1 24.3483 51 414.3 334 0.0000185 280 super resolution
image registration 590 2 24.3483 52 618.2 194 0.0000276 163 adversarial network
view image 195 0 24.3483 53 205.0 842 0.0000092 716 representation learning
lifted inference 193 0 24.3482 54 202.9 856 0.0000091 726 feature extraction
proposal network 192 0 24.3482 55 201.8 862 0.0000090 734 multi task
attention map 192 0 24.3482 56 201.8 863 0.0000090 735 active learning
body joint 189 0 24.3480 57 198.6 875 0.0000089 757 logic programming
white matter 189 0 24.3480 58 198.6 876 0.0000089 758 image denoising
blur kernel 188 0 24.3480 59 197.6 883 0.0000088 762 object recognition
voc dataset 186 0 24.3479 60 195.4 899 0.0000087 772 sparse coding
depth image 557 2 24.3479 61 583.2 206 0.0000260 174 compressed sensing
object shape 185 0 24.3479 62 194.4 904 0.0000087 777 time series
registration method 185 0 24.3479 63 194.4 905 0.0000087 776 random forest
lr image 184 0 24.3478 64 193.3 918 0.0000086 780 anomaly detection
cad model 184 0 24.3478 65 193.3 919 0.0000086 781 image retrieval
scene text 366 1 24.3478 66 383.5 365 0.0000171 308 compressive sensing
softmax los 182 0 24.3478 67 191.2 933 0.0000085 788 feature learning
pixel wise 725 3 24.3477 68 758.5 143 0.0000338 118 image restoration
crowd counting 179 0 24.3476 69 188.0 949 0.0000084 804 metric learning
sar image 177 0 24.3475 70 185.9 963 0.0000083 813 bayesian network
place recognition 176 0 24.3475 71 184.8 976 0.0000082 824 task learning
scene parsing 176 0 24.3475 72 184.8 977 0.0000082 825 graph signal
depth map 882 4 24.3475 73 922.1 102 0.0000411 84 natural language
face verification 350 1 24.3474 74 366.5 388 0.0000163 329 genetic programming
action unit 173 0 24.3473 75 181.7 997 0.0000081 842 pose estimation
action recognition 2253 12 24.3473 76 2353.2 20 0.0001048 17 multi agent
camera calibration 171 0 24.3473 77 179.5 1015 0.0000080 853 kernel method
saliency prediction 171 0 24.3473 78 179.5 1016 0.0000080 852 object tracking
face representation 170 0 24.3472 79 178.5 1023 0.0000079 857 mixture model
face dataset 169 0 24.3472 80 177.4 1028 0.0000079 865 speech recognition
dense correspondence 169 0 24.3472 81 177.4 1029 0.0000079 866 armed bandit
pixel based 168 0 24.3471 82 176.3 1038 0.0000078 874 link prediction
saliency map 843 4 24.3471 83 880.7 114 0.0000392 89 large scale
fast r 167 0 24.3471 84 175.3 1046 0.0000078 879 generative model
skin lesion 167 0 24.3471 85 175.3 1047 0.0000078 880 time serie
bundle adjustment 166 0 24.3470 86 174.2 1055 0.0000078 891 multi armed
part model 165 0 24.3470 87 173.2 1062 0.0000077 901 image analysi
action localization 164 0 24.3469 88 172.1 1072 0.0000077 905 subspace clustering
land cover 163 0 24.3468 89 171.0 1088 0.0000076 915 spectral clustering
within clas 163 0 24.3468 90 171.0 1087 0.0000076 914 suggested keyword
appearance based 323 1 24.3467 91 337.8 430 0.0000150 373 knowledge representation
loop closure 322 1 24.3467 92 336.8 434 0.0000150 375 nearest neighbor
deformable object 159 0 24.3466 93 166.8 1134 0.0000074 949 multi view
per pixel 319 1 24.3466 94 333.6 449 0.0000148 380 remote sensing
age estimation 157 0 24.3465 95 164.7 1152 0.0000073 957 markov random
lesion segmentation 157 0 24.3465 96 164.7 1153 0.0000073 958 language processing
image translation 315 1 24.3465 97 329.3 457 0.0000146 388 sensor network
crowded scene 157 0 24.3465 98 164.7 1154 0.0000073 959 random walk
outdoor scene 156 0 24.3465 99 163.6 1163 0.0000073 970 game theory
person video 156 0 24.3465 100 163.6 1164 0.0000073 971 optical flow
TABLE 36: Top 100 bigrams sorted by PMI score for Machine learning categories
against non machine learning categories, the ground truth keywords are highlighted
in red. On the right table we present the top 100 bigrams of ML categories from
ground truth keywords set.
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Bigram CTF(ML) CTF(non ML) χ2 value χ2 rank MI value MI rank PMI value PMI rank
neural network 27304 6995 13298.5 1 0.0004742 1 24.027 158193
computer vision 8001 526 7013.3 2 0.0002797 2 24.264 8936
deep learning 9958 1777 6209.3 3 0.0002281 3 24.119 62862
convolutional neural 7273 820 5542.8 4 0.0002118 4 24.201 27098
object detection 4655 46 4801.1 5 0.0002108 5 24.341 282
machine learning 10916 3632 4100.0 6 0.0001434 6 23.941 167520
social network 8356 2298 3819.8 7 0.0001355 8 24.005 159981
deep neural 5636 992 3539.8 8 0.0001302 9 24.122 62612
learning algorithm 6729 1615 3450.2 9 0.0001237 10 24.045 97983
image classification 3355 82 3316.6 10 0.0001406 7 24.320 1489
real world 9991 3695 3288.3 11 0.0001142 14 23.902 345952
reinforcement learning 5379 998 3279.5 12 0.0001201 11 24.110 64154
loss function 3837 387 3029.1 13 0.0001168 12 24.217 21972
deep network 2926 112 2778.1 14 0.0001149 13 24.301 3471
high dimensional 4281 812 2576.1 15 0.0000942 20 24.105 64518
proposed method 5494 1515 2504.6 16 0.0000888 22 24.004 160028
semantic segmentation 2322 3 2453.7 17 0.0001111 15 24.353 5
pose estimation 2344 21 2422.8 18 0.0001066 16 24.342 235
time serie 3690 626 2363.2 19 0.0000872 23 24.129 62338
action recognition 2253 12 2353.2 20 0.0001048 17 24.347 76
deep convolutional 2428 95 2299.2 21 0.0000950 19 24.300 3502
face recognition 2268 41 2283.1 22 0.0000981 18 24.329 886
learning method 3697 681 2262.9 23 0.0000829 26 24.111 64102
supervised learning 3315 531 2185.9 24 0.0000811 28 24.141 46597
ground truth 3054 421 2156.1 25 0.0000810 29 24.169 35253
training data 5701 1911 2121.8 26 0.0000742 33 23.938 343851
optical flow 2040 26 2085.3 27 0.0000908 21 24.337 475
learning problem 2867 376 2065.7 28 0.0000779 31 24.177 34471
gradient descent 2830 365 2052.5 29 0.0000775 32 24.180 34333
object recognition 2091 56 2052.3 30 0.0000866 24 24.317 1806
convolutional network 2263 126 2041.5 31 0.0000824 27 24.277 7080
input image 1999 42 1995.0 32 0.0000851 25 24.325 1166
image segmentation 2075 93 1932.2 33 0.0000791 30 24.292 4484
data point 2993 517 1898.3 34 0.0000699 35 24.125 62474
generative model 2770 454 1805.5 35 0.0000668 39 24.136 46704
feature selection 2115 169 1776.3 36 0.0000698 36 24.244 13330
feature map 1783 54 1731.9 37 0.0000726 34 24.312 2228
multi view 1834 84 1702.7 38 0.0000696 37 24.290 4853
low rank 3463 879 1696.8 39 0.0000606 42 24.029 158154
natural image 1599 27 1614.6 40 0.0000695 38 24.331 792
feature space 2196 291 1575.4 41 0.0000594 44 24.176 34513
community detection 1983 213 1534.3 42 0.0000588 46 24.208 22445
high resolution 1681 106 1483.5 43 0.0000593 45 24.267 8835
based method 4547 1719 1451.8 44 0.0000503 58 23.893 348272
experimental result 6281 2906 1450.8 45 0.0000497 60 23.807 367727
stochastic gradient 1721 146 1424.2 46 0.0000557 49 24.237 15435
point cloud 1413 25 1423.2 47 0.0000612 41 24.329 885
face image 1334 5 1398.8 48 0.0000626 40 24.349 42
multi scale 1580 106 1377.8 49 0.0000548 51 24.261 10011
feature extraction 2028 307 1373.4 50 0.0000512 55 24.152 45522
training set 2408 502 1365.1 51 0.0000495 61 24.082 93777
single image 1310 11 1355.3 52 0.0000597 43 24.342 223
art method 2166 393 1336.7 53 0.0000490 63 24.115 63798
feature representation 1788 220 1319.7 54 0.0000500 59 24.188 27823
vision task 1326 32 1310.8 55 0.0000556 50 24.320 1492
super resolution 1279 17 1304.6 56 0.0000567 47 24.335 536
training sample 1529 115 1301.7 57 0.0000514 54 24.250 11614
convolutional layer 1481 98 1294.9 58 0.0000516 53 24.262 10003
image processing 1714 198 1294.1 59 0.0000493 62 24.197 27246
metric learning 1360 61 1265.7 60 0.0000518 52 24.291 4827
generative adversarial 1419 87 1258.5 61 0.0000504 56 24.269 8008
fully convolutional 1194 4 1253.3 62 0.0000561 48 24.350 37
sparse coding 1336 63 1235.0 63 0.0000504 57 24.288 5244
sparse representation 1440 106 1231.6 64 0.0000487 65 24.252 11559
semi supervised 2238 489 1228.8 65 0.0000444 72 24.070 94611
classification problem 1775 265 1209.6 66 0.0000451 70 24.154 45311
support vector 1922 339 1204.9 67 0.0000443 73 24.121 62838
dictionary learning 1330 80 1183.5 68 0.0000475 66 24.270 7977
data set 5090 2376 1156.1 69 0.0000396 88 23.803 368030
evolutionary algorithm 1350 100 1153.0 70 0.0000455 68 24.252 11566
medical image 1150 25 1144.5 71 0.0000487 64 24.323 1261
fully connected 1545 194 1131.5 72 0.0000428 79 24.184 34228
online learning 1683 259 1130.8 73 0.0000421 80 24.148 46257
online social 1775 311 1116.7 74 0.0000411 83 24.122 62608
graphical model 1691 275 1106.1 75 0.0000410 85 24.138 46687
adversarial network 1302 104 1093.0 76 0.0000429 78 24.244 13336
spatio temporal 1629 254 1087.7 77 0.0000404 86 24.146 46321
local feature 1224 75 1085.4 78 0.0000435 76 24.269 8010
class label 1241 82 1085.1 79 0.0000432 77 24.262 10004
feature learning 1232 91 1052.7 80 0.0000416 81 24.252 11561
bounding boxe 1011 9 1044.0 81 0.0000459 67 24.341 270
learning framework 1672 304 1030.4 82 0.0000378 94 24.114 64059
low resolution 1023 21 1021.5 83 0.0000436 75 24.325 1165
human action 996 15 1010.3 84 0.0000437 74 24.333 692
image feature 1134 69 1006.8 85 0.0000404 87 24.269 8001
human pose 954 2 1004.6 86 0.0000452 69 24.351 21
community structure 1277 130 1004.3 87 0.0000387 91 24.215 22008
image retrieval 1285 134 1003.1 88 0.0000386 92 24.212 22122
network structure 1921 450 1002.6 89 0.0000360 105 24.052 97501
r cnn 952 3 999.4 90 0.0000448 71 24.350 38
image analysi 1018 31 987.6 91 0.0000413 82 24.311 2365
learning task 1425 205 987.1 92 0.0000369 100 24.161 45124
large scale 6800 3880 983.1 93 0.0000334 122 23.704 1353049
low dimensional 2173 609 975.3 94 0.0000345 115 23.999 160294
level feature 1463 233 966.7 95 0.0000359 106 24.142 46521
classification task 1988 516 955.6 96 0.0000340 117 24.022 158348
regret bound 1122 85 953.2 97 0.0000376 95 24.249 11625
low level 2367 751 937.1 98 0.0000329 125 23.958 167134
feature vector 1672 357 932.5 99 0.0000337 119 24.076 94020
bounding box 1176 118 928.8 100 0.0000358 108 24.217 21973
TABLE 37: Top 100 bigrams sorted by χ2 score for Machine learning categories





6.1 Doc2vec Experimental Setup
To examine whether the terminologies extracted can be used in real machine learning
tasks, we experimented with document classification. We adopt a text transformation
method that helps us to incorporate the bigram terminologies as unigrams. We first
perform the text transformation and then use this to learn document embeddings.
We follow pipeline shown in figure 31.
1. Apply term extraction algorithms on corpus.
2. Extract top terminologies for PMI, χ2 and HMI.
3. Convert the bigram terms into unigrams by adding an underscore between
them.deep learning becomes deep learning.
4. Find and replace all the occurrences of term to the transformed version, this
results in the transformed corpus.
FIGURE 31: Text transformation pipeline
We use the transformed corpus to learn document embeddings and evaluate the
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embeddings using document classification algorithm. This is compared with the em-
bedding learnt from the original corpus. The pipeline is outlined in figure 32
FIGURE 32: Document Classification Pipeline
The overview of the experimental setup is as follows
1. Take 2 classes and perform terminology identification on the corpora. Identify
the top terminologies that belong to both the classes.
2. Replace the top N bigrams inside the corpora and save them as N separate files.
3. Train Doc2vec on each of these files and save the embeddings produced.
4. Perform classification on the embeddings using logistic regression and compare
the results.
Dataset # Documents Vocab Size Token Size Avg Text Length
CS-Physics title 100000 36186 991192 9.94
DB-SE (DBLP) title 100000 32903 896681 18.74
DS-DC (DBLP) title 100000 29338 950608 11.49
ML-nonML (all sections) 54000 166906 47313824 245.53
TABLE 38: overview of the datasets used to train Doc2vec
Table 38 gives a detailed description of all the datasets that we used for experimen-
tation. ArxivTitle and ArxivAbstract both contain 100,000 documents with 50,000
documents selected from both CS and Physics papers. The average text length of
arXiv title and arXiv abstract is 9.94 and 140.57 respectively.
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We discuss the different types of phrase modification methods and their hyper-
parameters for evaluating the quality of embeddings.
6.1.1 Hyper-parameter Configurations
We performed the Doc2vec experiments using gensim package [44] in python pro-
gramming language.
Hyper-parameters plays a crucial role in the quality of embeddings produced we
use the following settings.
• Vector dimensions - 100.
• Window size - 5.
• Negative samples - 15.
• epochs: This parameter determines how many times the words are learnt dur-
ing the backpropogation algorithm, we set this to be equal to 20 for no replace-
ment and we follow Table 39 for other replacements.
• Min-count: Min-count is used to remove the rare words. This removes the
words with frequency less than the min-count parameter. We experiment with
0 and 10 as values of min count.
• Stopwords: We do not remove stopwords while training the word2vec algo-
rithm.
Figure 33 shows the size of tokens and vocabulary present in the documents con-
sidered, for phrase replacement and insertion.
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(a) Vocabulary count (b) Token count
FIGURE 33: vocabulary and token count for replaced and inserted for arXiv abstract
Bigrams inserted 0 100 500 1000 3000 5000 6000
Number of epochs 20 22 25 28 32 37 40
TABLE 39: Epoch counts for different bigrams inserted
Figure 39 shows the number of epochs for which Doc2vec was trained when we
increased the the number of bigrams replaced in the text. This is done to make the
comparison fair between different number of bigram replacements. We report the
improvement in the performance by changing the epochs in the next section.
6.1.2 Doc2vec Classification
To perform evaluation of the embeddings, we train a classifier on the document em-
beddings learnt on our datasets and compared the predicted class with the actual
class. We use K fold cross-validation on our dataset, meaning that we divide our
dataset into test and train parts. One part of our data is used to train our classifier,
and the other to test it. We use 10-fold cross validation, which means that 10 different
training and test sets were generated from the data and for each of these sets, our
classifier was trained and tested.
We get the confusion matrix for each set, this represents the performance of the
classifier in the form of a matrix. This matrix depicts the number of documents that
belongs to each of the specified classes and also shows what the classifier predicted the
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class as. We get the true positive (TP), true negative (TN), false positive (FP) and
false negative (FN) values from this matrix. TP represents the number of documents
that belonged to the true class and were predicted correctly. Here true class can be
either of the classes, and the false class will become the other class apart from the
true class. Similarly, TN means the number of classes that were in the negative class
and were predicted correctly. FN represents the number of documents that actually
belonged to the true class but were falsely marked as the negative class. Similarly,
FP is the number of documents that belong to the false class but were identified as
true.We calculate popular metrics like precision, recall and F1 scores from these 4
values.
Precision measures the fraction of documents that were relevant among the ones
identified.while recall measures the fraction of relevant documents that were identified
over the total number of relevant ones.Precision informs how useful our classifier is
and recall tells us how complete our result is.The F1 measure takes the harmonic














We train the Doc2vec algorithm 3 times and test it each time, to get a statistically
significant conclusion on our observations made on the results. Table 40 shows the
highest percentage increase in the F1 scores for each method after replacing bigrams.
Harmonic mean performs the best for two datasets, database vs software engineering
and data structures and distributed computing. χ2 shows the best performance for
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arXiv cs vs physics for title, abstract and for ML vs non-ML datasets.
6.2.1 Experiments with no mincount










χ2 8.62% 9.69% 6.33% 7.37%
HMI 8.69% 9.41% 6.67% 7.08%
PMI 8.27% 8.54% 5.57% 6.97%
TABLE 40: F1 percentage increase for mincount = 0, with incorporating bigrams in
text compared to original text. HM performs the best for two datasets, χ2 for one
dataset
In the following box plots, x-axis means shows the number of bigrams replaced. For
example, 100 for PMI means that top 100 bigrams from PMI for both the categories
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are selected and replaced into single word in the transformed text. Similarly top HMI
and χ2 bigrams are also selected and replaced in the transformed text.
DBLP Dataset
First two experiments have categories from DBLP dataset. This is because DBLP’s
dataset has higher number of papers per categories for each category.
FIGURE 35: HMI Performs the best for Database vs Software Engineering categories.
It shows an increase of 8.69% in F1 score at 3000 bigrams
FIGURE 36: χ2 shows the best performance for Data structure vs Distributed com-
puting categories, showing an increase in F1 score by 9.69%
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Figure 35 and 36 show the F1 scores for different number of bigrams replaced in
the transformed text. For category DB vs SE, our proposed method HMI works the
best with an increase in F1 score by 8.69% for 3000 bigram replaced, compared to the
original text. For category DS vs DC, χ2 shows an improvement of 9.69% for 6000
bigrams replaced.
arXiv Dataset
FIGURE 37: HMI Performs the best for arXiv CS vs physics dataset. It shows an
increase of 6.67% in F1 score.
FIGURE 38: χ2 Performs the best for arXiv ML vs nonML dataset. It shows an
increase of 7.37% in F1 score.
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6.2.2 Experiments with mincount=10










χ2 4.51% 5.41% 3.46% 2.93%
HMI 4.67% 5.67% 3.37% 2.81%
PMI 4.10% 5.25% 3.38% 1.89%
TABLE 41: F1 percentage increase for mincount = 10, Performance reduces, when
compared to mincount = 0. HM has the highest increase in 2 datasets and χ2 in 3
datasets.
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DBLP Dataset
FIGURE 40: HMI Performs the best for Database vs Software Engineering categories.
It shows an increase of 4.67% in F1 score.
FIGURE 41: HMI shows the best performance for Data structure vs Distributed
computing categories. It shows an increase of 5.67% in F1 score.
Figure 40 and 41 show the F1 scores for different number of bigrams replaced in
the transformed text. At 1000 bigrams, we see that all methods reach their best
performance. In both these situations, HMI performs the best for 1000 bigrams.
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6.2.3 Experiment with constant and increasing epochs
From 42, ?? and 43, we observe an improvement in the macro F1 scores as the epochs
are increased. We also observe that χ2 bigrams have more impact on the quality of
the embedding when compared to PMI bigrams.
Figure 42 clearly shows the problem with having the same number of epochs for
different replacements. We see that the performance of the classifier reduces when the
number of replacements increase. This changes with different data sizes, for abstract
the result remains constant with same number of epoch, but improves with increase
in epochs. For ML-nonML dataset performance increases just with constant epochs,
there is an initial dip in the performance with increase in epochs, but later this picks
up.
(a) Constant 20 epochs (b) Increase in epochs
FIGURE 42: For arXiv title dataset, constant epochs shows performance reduction as
bigrams are increased. But as the epochs are increased with bigrams, the performance
also increases. χ2 has 3.46% increase in F1 score.
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(a) Constant 20 epochs (b) Increase in epochs
FIGURE 43: Performance increases without increase in the epochs as the dataset
is bigger than title and abstract.χ2 has 2.93% increase in F1 score compared to no
bigrams replaced.
From these classification results it is evident that including domain specific bi-
grams/ terminologies into the corpus help to improve the quality of document em-
beddings learnt. We also note that the replacement of bigrams reduces the token size.
Increasing the epochs helps in improving the performance of the embeddings.





In this work we incorporated traditional feature selection algorithms like PMI, MI and
χ2 into the terminology extraction, which had been neglected in the literature. We
analyzed the similarities between PMI and weirdness measure, MI and log-likelihood
ratio. In order to perform a comprehensive analysis of these algorithms, we extracted
the title, abstract and introduction sections from arXiv dataset. We focused on
computer science and physics papers from this dataset. On close observation we
understood the unique views of PMI and χ2. This led us to propose a novel method
HMI that takes a good blend of PMI and χ2 methods. With several experiments we
show that the performance of HMI is better than its constituent methods.
We identified that doc2vec does not incorporate multi-word units into its repre-
sentation. We represented the bigram terminologies identified by our experiments
as a single word by adding an underscore between the two words. This helped us
to consider the two constituent tokens as a single unit. This transformed document
was trained on Doc2vec to learn the vector representation. We experimented with
different number of bigrams transformed into the document. On comparison with the
original representation learnt, our approach shows an improvement of up to 5.67%.
We summarize our contributions as follows:
1. We introduced a new dataset of ground truth keywords, title, abstract and
introduction of arXiv papers on computer science and physics
2. We incorporated popular feature selection methods like PMI, MI, χ2 into the
field of terminology extraction
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3. We applied Laplace smoothing technique while calculating top terminologies for
PMI, MI and χ2 algorithms
4. We performed extensive comparative study between terminology identification
methods for varying datasets, sizes and many other properties
5. We showed the perfect correlation between MI and log-likelihood
6. We showed the perfect correlation between PMI and ‘weirdness’ measure
7. We performed spearman correlation analysis between PMI,MI,χ2 and other
methods
8. We analyzed that PMI and χ2 have unique and contrasting views on how to
rank terms
9. We experimented with AM, GM, HM of PMI and χ2 and found the best blend
10. We introduced an ensemble of PMI and χ2 methods called HMI which outper-
formed the individual methods for terminology identification.
11. HMI showed the best performance in the following situations
• Corpus with stopwords removed
• Corpus without stopwords removed
• Corpus comparison with similar fields, i.e academic corpora
• Corpus comparison with dissimilar categories, i.e IMDB dataset
12. We introduced a text transformation method where the bigram terminologies
identified by these algorithms are converted to single unit words
13. We showed improvement of in the quality of document embeddings produced




While our results clearly shows that HMI performs better than PMI and χ2, there are
possible ways to improve it further. For example, incorporating unithood measure
into our method, using linguistic characteristics of language like POS tagging and
named entity recognition can help in filtering out undesirable keywords to a further
extend. As a consequence, the hit@k rate will improve.
This work can also be extended to several interesting downstream applications.
Since the top terminologies extracted by our approach are most representative of that
domain, they can be typically used as to reduce the dimension of the text for NLP
tasks like classification. They have been popularly incorporated into applications like
word sense disambiguation, ontology construction and many others.
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J. P., Mertins, K., and Zelm, M., editors, Enterprise Interoperability II, pages 287–
290, London. Springer London.
[49] Sebastiani, F. (2002). Machine learning in automated text categorization. ACM
Comput. Surv., 34(1):147.
[50] Shen, Z., Ma, H., and Wang, K. (2018a). A web-scale system for scientific
knowledge exploration. arXiv preprint arXiv:1805.12216.
[51] Shen, Z., Ma, H., and Wang, K. (2018b). A web-scale system for scientific
knowledge exploration. In Proceedings of ACL 2018, System Demonstrations, pages
87–92, Melbourne, Australia. Association for Computational Linguistics.
[52] Sinha, A., Shen, Z., Song, Y., Ma, H., Eide, D., Hsu, B.-j. P., and Wang, K.
(2015). An overview of microsoft academic service (mas) and applications. In
Proceedings of the 24th international conference on world wide web, pages 243–246.
ACM.




[54] Tang, J., Zhang, J., Yao, L., Li, J., Zhang, L., and Su, Z. (2008). Arnetminer:
extraction and mining of academic social networks. In Proceedings of the 14th ACM
SIGKDD international conference on Knowledge discovery and data mining, pages
990–998.
[55] Tian, Z. (2019). A comparative study of document representation methods.
[56] Ustalov, D., Arefyev, N., Biemann, C., and Panchenko, A. (2017). Negative sam-
pling improves hypernymy extraction based on projection learning. arXiv preprint
arXiv:1707.03903.
[57] Velardi, P., Missikoff, M., and Basili, R. (2001). Identification of relevant terms
to support the construction of domain ontologies. In Proceedings of the ACL 2001
Workshop on Human Language Technology and Knowledge Management.
[58] Vora, S. and Yang, H. (2017). A comprehensive study of eleven feature selection
algorithms and their impact on text classification. In 2017 Computing Conference,
pages 440–449. IEEE.
[59] Walter, E. (2008). Cambridge advanced learner’s dictionary. Cambridge univer-
sity press.
[60] Wang, B., Gao, L., An, T., Meng, M., and Zhang, T. (2018). A method of
educational news classification based on emotional dictionary. In 2018 Chinese
Control And Decision Conference (CCDC), pages 3547–3551.
[61] Wibowo Haryanto, A., Kholid Mawardi, E., and Muljono (2018). Influence of
word normalization and chi-squared feature selection on support vector machine
(svm) text classification. In 2018 International Seminar on Application for Tech-
nology of Information and Communication, pages 229–233.
[62] Witten, I. H., Paynter, G. W., Frank, E., Gutwin, C., and Nevill-Manning, C. G.
(2005). Kea: Practical automated keyphrase extraction. In Design and Usability
of Digital Libraries: Case Studies in the Asia Pacific, pages 129–152. IGI global.
106
REFERENCES
[63] Xu, F., Kurz, D., Piskorski, J., and Schmeier, S. (2002). A domain adaptive
approach to automatic acquisition of domain relevant terms and their relations with
bootstrapping. In Proceedings of the Third International Conference on Language
Resources and Evaluation (LREC02).
[64] Yang, Y. and Pedersen, J. O. (1997). A comparative study on feature selection
in text categorization. In Proceedings of the Fourteenth International Conference
on Machine Learning, ICML ’97, page 412420, San Francisco, CA, USA. Morgan
Kaufmann Publishers Inc.
[65] Yangarber, R., Grishman, R., Tapanainen, P., and Huttunen, S. (2000). Au-
tomatic acquisition of domain knowledge for information extraction. In COLING
2000 Volume 2: The 18th International Conference on Computational Linguistics.
[66] Yoon, C. and Dankel II, D. D. (2005). Domain-specific knowledge-based infor-
mation retrieval model using knowledge reduction. University of Florida.
[67] Zakharov, V. (2017). Evaluation and combining association measures for collo-
cation extraction. In Proceedings of the International Conference IMS-2017, pages
125–134.
[68] Zhai, Y., Song, W., Liu, X., Liu, L., and Zhao, X. (2018). A chi-square statistics
based feature selection method in text classification. In 2018 IEEE 9th Interna-
tional Conference on Software Engineering and Service Science (ICSESS), pages
160–163.
[69] Zhang, C., Tao, F., Chen, X., Shen, J., Jiang, M., Sadler, B., Vanni, M., and Han,
J. (2018). Taxogen: Unsupervised topic taxonomy construction by adaptive term
embedding and clustering. In Proceedings of the 24th ACM SIGKDD International
Conference on Knowledge Discovery & Data Mining, pages 2701–2709. ACM.
[70] Zhang, Y., Sun, J., Meng, L., and Liu, Y. (2020). Sentiment analysis of e-
commerce text reviews based on sentiment dictionary. In 2020 IEEE International
107
REFERENCES
Conference on Artificial Intelligence and Computer Applications (ICAICA), pages
1346–1350. IEEE.
[71] Zhang, Z., Iria, J., Brewster, C., and Ciravegna, F. (2008). A comparative
evaluation of term recognition algorithms. In Proceedings of the Sixth International





Forming mathematical representation of documents has been a well researched topic
in the last decade. Typically one-hot encoding representation is used for bag-of-words
or bag-of-ngram [17] models. These methods have severe limitations as they do not
consider the semantic, syntactic and grammatical correlations between words. They
represent each word as a sparse vector with just one of the values being equal to one,
corresponding to that word. We focus on PV-DM in our thesis. PV-DM predicts 1
word from 4 inputs, that is it learns to predict the context word, given the words that
surrounds it. It is very similar to the CBOW algorithm proposed in [30].the figure 44
gives a graphical representation of how the algorithm works.
The vector representation of the context words form as the first set of input to
PV-DM, this is basically a lookup encoded vectors called I1, where the positions of
the context words are set to 1 and others are set to 0. The second set of vectors are
one hot encoded vectors which represent the document id of the current document
being learnt called I2. These 2 lookup vectors are followed by 2 weight matrices one
containing the representation learnt for the context words (word vectors) and the
second matrix contains the representation learnt for the document. A cross product
of I1 and W11 gives the vector representations of the context words, and the cross
product of I2 and W12 gives the vector representations of the document considered.
These 2 vectors are then concatenated/averaged to get the vectors of the hidden layer.
These vectors are multiplied with W2 to get the output layer. The softmax function
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is applied on this output layer to get the probability of central word. This probability
is then compared with the ground truth which is a one hot encoded vector of the
actual context word. An objective function, shown in equation 1 is formulated to
maximize the probability of the central word. Using the backpropogation algorithm






logP (Wt | Wt−w : Wt+w; di; θ) (1)
where W is the weights associated with the neural network, N is the total number






















Hidden Layer Output Layer
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W12(N ×D)
FIGURE 44: PV-DM Neural network backpropogation pictorially represented.
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