In this manuscript, spherical fuzzy set (SFS) and T-spherical fuzzy set (TSFS) are discussed, which are two generalizations of fuzzy set (FS), intuitionistic fuzzy set (IFS), Pythagorean fuzzy set (PFS) and picture fuzzy set (PFS). As TSFS is more capable of processing and expressing unknown information in unknown environment, it is widely used in various areas. However, how to accurately measure the distance between TSFSs is still an unsolved problem. This manuscript discusses some limitations of the existing divergence measures and the problems that the existing divergence measures cannot be applied to the information provided in the TSFSs environment by some numerical examples. Therefore, a new divergence measure under TSFSs structure is proposed by utilizing the advantages of Jensen-Shannon divergence, which is called TSFSJS distance. This TSFSJS distance not only satisfies the distance measurement axiom, but also can better distinguish the difference between TSFSs than other distance measures. More importantly, this TSFSJS distance can avoid counter-intuitive results through the argument of some numerical results in the paper. The proposed approach can deal with more types of uncertain information as demonstrated by establishing a comparative study.
I. INTRODUCTION
Zadeh introduced the theory of fuzzy set [1] , and fuzzy set theory has been widely used in the practical applications of uncertainty modeling. Due to the extension and application of fuzzy set theory, it has attracted the attention of many scholars. Reference [1] started the study of fuzzy set (FS) theory, and the membership degree of set element s of fuzzy set was defined by the characteristic function on the unit interval [0, 1]. The membership degree is subtracted from 1 to obtain the non-membership degree of the fuzzy set. The concept of Zadeh's fuzzy set was extended by Atanassov [2] - [4] to intuitionistic fuzzy set (IFS), and its membership degree and non-membership degree, namely s and d, are defined independently. However, the sum of the membership degree and the non-membership degree of IFSs must belong to the interval [0, 1], namely Sum (s, d) ∈ [0, 1]. In addition, 1 − Sum (s, d) was called hesitancy degree. As IFS is more The associate editor coordinating the review of this manuscript and approving it for publication was Emre Koyuncu . capable of processing and expressing the inaccurate membership degree, it was widely used in various areas [5] . Since the value of membership degree cannot be assigned to its characteristic function, namely Sum (s, d) cannot exceed the interval [0, 1], Atanassov's model of IFS is restricted. Therefore, the model of the Pythagorean fuzzy set(PFS) was proposed by Yager [6] , [7] . Since the range of values of PFS's membership degree is Sum s 2 , d 2 ∈ [0, 1], it expands the domain of IFSs. Ye [8] developed two effective measures of intuitionistic fuzzy entropy by taking advantages of the fuzzy entropy. Some new geometric aggregation operators of intuitionistic fuzzy such as the intuitionistic fuzzy weighted geometric (IFWG) operator, the intuitionistic fuzzy ordered weighted geometric (IFOWG) operator, and the intuitionistic fuzzy hybrid geometric (IFHG) operator, etc. were proposed by Xu and Yager [9] . The intuitionistic fuzzy analytic hierarchy process (IFAHP) was applied to group decision making by Liao and Xu [10] and Xu [11] , which provided powerful theoretical support for group decision problems. A Pythagorean advantage and disadvantage ranking method was proposed by Peng and Yang [12] , which was applied to the uncertainty multi-attribute group decision problem. A new improved precision function of internal valued PFSs was developed by Garg [13] and it was applied to the decision making process. Wei and Lu [14] solved the Pythagorean fuzzy multiple attribute decision-making problems by using Pythagorean fuzzy power aggregation operators. Similarly, Ma and Xu [15] also proposed a symmetric Pythagorean fuzzy weighted geometric operator, and this operator is applied to multiple criteria decision problem.
Although Zadeh's FSs models have been successfully improved by Atanassov's IFSs models, the structure of IFSs is limited in the case of voting (vote in favor, hesitation, against, and refusal) with more than two characteristic functions. In view of this, a structure representing three characteristic functions by s, i and d was developed by Cuong [16] , which was called picture fuzzy set (PFS). Among them, the sum of the three characteristic functions of PFS must belong to [0, 1] , that is, Sum (s, i, d) ∈ [0, 1]. In addition, 1 − Sum (s, i, d) was called refusal degree. Wei [17] solved the multiple attribute decision making problems with picture fuzzy information by using a multiple attribute decision making method based on picture fuzzy cross-entropy. A novel method for multivariate fuzzy prediction using picture fuzzy clustering and picture fuzzy rule interposition technique was proposed by Thong [19] . A new picture fuzzy linguistic aggregation operator was proposed by Liu and Zhang [22] , and it was applied to group decision making. A generalized dice similarity measure model based on picture fuzzy information was proposed by Wei and Gao [23] , and it was applied in the field of building material recognition. A VIKOR method for comprehensive picture fuzzy normalized projection proposed by Wang et al. [24] was applied to the risk assessment. For some related work, readers can refer to [18] , [20] , [21] .
Although the models of FSs and IFSs have been successfully improved by the models of PFSs (picture fuzzy sets), the structure of PFSs (picture fuzzy sets) still has some limitations, that is, PFSs (picture fuzzy sets) cannot independently assign membership degrees of characteristic functions. A new structure of spherical fuzzy set (SFS) was proposed by Mahmood et al. [25] with the help of [2] , [6] , [16] . This new structure expanded the domain of PFSs (picture fuzzy sets), so it became a generalization of PFSs (picture fuzzy sets). In the SFSs structure, s, i and d are used to represent the characteristic functions. Here, the sum of s, i and d may exceeded [0,1] interval, but their sum of squares must belong to the [0,1] interval, that is, Sum s 2 , i 2 , d 2 ∈ [0,1]. This new constraint made the domain of SFSs larger than PFSs (picture fuzzy sets). Since Sum 0.7 2 , 0.6 2 , 0.8 2 = 1.49 is greater than 1 when s = 0.7, i = 0.6 and d = 0.8, the domain of SFSs is limited. To solve this problem, the generalization of SFSs was proposed by Mahmood et al. [25] , which was called T-spherical fuzzy set (TSFS). Since the characteristic functions of TSFSs are represented by s, i and d and they satisfy that Sum (s n , i n , d n ) ∈ [0,1] n ∈ Z, the structure of TSFSs is completely unrestricted.
Considering this new constraint, for a triplet (0.7,0.6,0.8) and n = 4: Sum 0.7 4 , 0.6 4 , 0.8 4 = 0.7793 ∈ [0,1]. This reinforces the view of Mahmood et al. [25] that the generalization structure of IFS, PFS, PFS (picture fuzzy set) and SFS is TSFS. Gundogdu and Kahraman [26] developed a novel spherical fuzzy TOPSIS method and applied it to supplier selection. According to novel operational laws, a T-spherical fuzzy power muirhead mean operator was developed by Liu et al. [27] . And it was applied to multi-attribute group decision-making problems. According to the improved interactive aggregation operators, Garg et al. [28] developed a new algorithm of T-spherical fuzzy multi-attribute decision making for multi-attribute group decision making problems. A multi-attribute decision making method based on the interval-valued T-spherical fuzzy set (IVTSFS) was developed by Ullah et al. [29] and applied to policy evaluation. A novel method based on generalized T-spherical fuzzy weighted aggregation operators on neutrosophic sets was proposed by Quek et al. [30] and applied to multi-attribute decision making problem. With the help of T-spherical fuzzy graphs' notion, Guleria and Bajaj [31] developed two algorithms for solving supply chain management and service center evaluation problems. Some correlation coefficients for T-spherical fuzzy sets were developed by Ullah et al. [32] and applied to clustering and multi-attribute decision making. A note on geometric aggregation operators in Spherical fuzzy environment was developed by Ullah et al. [33] and applied to multi-attribute decision making. According to linguistic spherical fuzzy sets, an approach based on linguistic fuzzy for public evaluation of shared bicycles in China was developed by Liu et al. [34] .
The distance measures are significant and useful measuring tools for determining the degree of similarity between two objects. With the extension of the hamming distance on the fuzzy set, a similarity measure between IFSs was proposed by Szmidt and Kacprzyk [40] according to the hamming distance. According to the Hausdorff distance, the distance between IFSs was successfully calculated by Hung and Yang [35] , and some similarity measures were produced between IFSs. Xiao and Ding [37] developed the divergence measure of PFSs, and applied it to medical diagnosis. Rafiq et al. [36] developed ten similarity measures of SFS, including cosine similarity measures, weighted cosine similarity measures, cotangent similarity measures and weighted cotangent similarity measures. And these similarity measures were applied to cleaner production and medical diagnosis. Ullah [45] developed similarity measures of T-spherical fuzzy sets, and applied it to pattern recognition. Therefore, this manuscript discussed some limitations of the existing divergence measures [37] and the problems that the existing divergence measures cannot be applied to the information provided in the TSFSs environment. In order to solve this problem, a new divergence measure is proposed for TSFS which is generalization of the divergence measure developed in Reference [37] . In other words, the motivation and significance of the research in this paper is to solve the problem that the measures of the existing structure mentioned in this paper cannot solve. It should be pointed out that the existing divergence measure is a special case of the divergence measure proposed in this paper, which indicates the inclusiveness and novelty of the proposed divergence measure. Specifically, the main innovation of this paper is to consider the difference between the data from the perspective of relative entropy for the first time, which is undoubtedly a good way to solve the problems of pattern recognition. So, the new divergence measure was used to solve the problem of building materials recognition. And we discussed the results.
The rest of this manuscript is shown below. The Section II briefly describes the preliminaries for this manuscript. In Section III, some distance measures that have been proposed are reviewed. In Section IV, some novel distance measures for TSFSs are designed. Two numerical examples illustrated the feasibility of the proposed method in Sections V, VI. Finally, Section VII gives the conclusion.
II. PRELIMINARIES
In this section, we compared the concepts of IFS, PFS, PFS (picture fuzzy set), SFS, and TSFS. It is studied how the concept of TSFS summarizes the existing fuzzy set structures.
Definition 1 [2] : Place X is a finite domain. An IFS I in X is provided form I = { x, s(x), d(x) } , s and d represent the membership degree and the non-membership degree of x ∈ X in the interval [0, 1], respectively, and 0 ≤ Sum(s, d) ≤ 1. And r(x) = 1−Sum (s, d) is the hesitancy degree. The duplet ( s, d ) is defined as an intuitionistic fuzzy number (IFN).
Definition 2 [6] : Place X is a finite domain. A PFS P in X is provided form P = { x, s(x), d(x) } , s and d represent the membership degree and the non-membership degree of x ∈ X in the interval [0, 1], respectively, and 0 ≤ Sum(s 2 , d 2 ) ≤ 1. And r(x) = 1 − Sum s 2 , d 2 is the hesitancy degree. The duplet ( s, d ) is defined as a Pythagorean fuzzy number (PFN).
Definition 3 [16] : Place X is a finite domain. A PFS (picture fuzzy set) P in X is provided form P = { x, s(x), i(x), d(x) } , s, i and d represent the membership degree, hesitancy degree and non-membership degree of x ∈ X in the interval [0, 1], respectively, and 0 ≤ Sum(s, i, d) ≤ 1. And r(x) = 1 − Sum(s, i, d) is the refusal degree. The triplet ( s, i, d ) is defined as a picture fuzzy number (PFN).
Definition 4 [25] : Place X is a finite domain. A SFS S in X is provided form S = { x, s(x), i(x), d(x) } , s, i and d represent the membership degree, hesitancy degree and non-membership degree of x ∈ X in the interval [0, 1], respectively, and 0 ≤ Sum(s 2 , i 2 , d 2 ) ≤ 1. And r(x) = 1 − Sum(s 2 , i 2 , d 2 ) is the refusal degree. The triplet (s, i, d) is defined as a spherical fuzzy number (SFN).
Definition 5 [25] : Place X is a finite domain. A TSFS T in X is provided form T = { x, s(x), i(x), d(x) } , s, i and d represent the membership degree, hesitancy degree and non-membership degree of x ∈ X in the interval [0, 1], respectively, and 0 ≤ Sum(s n , i n , d n ) ≤ 1 for n ∈ Z. And
is the refusal degree. The triplet ( s, i, d ) is defined as a T-spherical fuzzy number (TSFN).
Prompt 1: In Definition 5, suppose that x Let n = 2 so TSFS degenerates SFS. y Let n = 1 so TSFS degenerates PFS (picture fuzzy set). z Let n = 2, i = 0 so TSFS degenerates PFS.
This proves that the structure of TSFS is a generalization of the existing fuzzy sets structures.
Theorem a [25] The range of SFS is larger than the range of PFS (picture fuzzy set).
Theorem b [25] The range of TSFS is larger than the range of SFS.
Theorem c [25] The range of TSFS is larger than the range of PFS (picture fuzzy set).
III. DISTANCE MEASURES A. JENSEN-SHANNON DIVERGENCE MEASURE
Definition 6 [38] : Place D and G be the two probability distributions on the discrete random variable X , in which D = {d 1 , d 2 , · · · , d n } and G = {g 1 , g 2 , · · · , g n }. The Jensen-Shannon divergence between D and G is provided by
JS(D,G) can also be given as
JS(D, G)
= H (
So, the square root of Jensen-Shannon divergence can be expressed as
Prompt 2 [38] , [39] : The larger the value of Jensen-Shannon divergence, the greater the difference between the two probability distributions. Conversely, the smaller the value of Jensen-Shannon divergence, the smaller the difference between the two probability distributions.
Property 1: Let D, G and K be three arbitrary probability distributions on X , then
B. HAMMING AND EUCLIDEAN DISTANCES
This section reviews the widely used distance measures associated with IFSs and PFSs.
Definition 7 [40] : The Hamming distance between two IFSs A and B is defined as follows
The standardized Hamming distance between two IFSs A and B is defined as follows
Definition 8 [40] : The Euclidean distance between two IFSs A and B is defined as follows
The standardized Euclidean distance between two IFSs A and B is defined as follows
Definition 9 [41] : The Hamming distance between two PFSs A and B is defined as follows
. (8) Definition 10 [41] : The Euclidean distance between two PFSs A and B is defined as follows
Definition 11 [41] : Chen's distance between two PFSs A and B is defined as follows
Here β ≥ 1 is a distance parameter. If β = 1, then Chen's distance degenerates to Hamming distance as Equation (8).
If β = 2, then Chen's distance degenerates to Euclidean distance as Equation (9).
C. SIMILARITY MEASURES
Definition 12 [42] : Place X is a finite domain. For two IFSs
a cosine similarity measure is defined as follows
Definition 13 [43] : Place X is a finite domain. For two IFSs
a set-theoretic similarity measure is defined as (12) , shown at the bottom of this page.
Definition 14 [43] : Place X is a finite domain. For two IFSs P = { x, s P (x), d P (x) } and Q = x, s Q (x), d Q (x) in X and i = 1 − s − d, a grey similarity measure is defined as follows
where
Definition 15 [44] : Place X is a finite domain. For two PFSs (picture fuzzy sets)
a cosine similarity measure is defined as (14) , shown at the bottom of this page.
Definition 16 [44] : Place X is a finite domain. For two PFSs (picture fuzzy sets)
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measure is defined as (15) , shown at the bottom of this page. Definition 17 [44] : Place X is a finite domain. For two PFSs (picture fuzzy sets)
a grey similarity measure is defined as (16) , shown at the bottom of this page, where
The similarity measures discussed above are limited and they cannot handle information in TSFSs environment. So the similarity measures are expanded further below.
Definition 18 [45] : Place X is a finite domain. For 
in X , a weighted cosine similarity measure is defined as (18) , as shown at the bottom of this page. When ω i = 1 m , the Equation (18) degenerates to Equation (17).
The similarity measures in Equations (17) and (18) are generalizations of Equations (11) and (14).
in X , a set-theoretic similarity measure is defined as (19) , as shown at the bottom of this page.
Definition 21 [45] : Place X is a finite domain. For
in X , a weighted set-theoretic similarity measure is defined as (20) , as shown at the bottom of this page.
When ω i = 1 m , the Equation (20) degenerates to Equation (19) .
The similarity measures in Equations (19) and (20) are generalizations of Equations (12) and (15) .
Definition 22 [45] : Place X is a finite domain. For two TSFSs P = { x, s P (x), i P (x), d P (x) } and Q =
x, s Q (x), i Q (x), d Q (x) in X , a grey similarity measure is defined as (21) , as shown at the bottom of this page, where s n
Definition 23 [45] : Place X is a finite domain. For two TSFSs P = { x, s P (x), i P (x), d P (x) } and Q =
x, s Q (x), i Q (x), d Q (x) in X , a weighted grey similarity measure is given as (22) , as shown at the bottom of the previous page, where s n i = s n P (
m , the Equation (22) degenerates to Equation (21).
The similarity measures in Equations (21) and (22) are generalizations of Equations (13) and (16) .
D. DIVERGENCE MEASURE OF PYTHAGOREAN FUZZY SET(PFS)
Definition 24 [37] : Place X is a finite domain, and B and C in X be two Pythagorean fuzzy sets in PFSs(X ):
The Pythagorean fuzzy divergence measure PJS(B, C) between two PFSs B and C is given as follows
with S(B, C)
where S(B, C) is the Kullback-Leibler divergence and PJS(B, C) can also be given as
PJS(B, C)
with
where H (B) is the Shannon entropy. From Definition 24, a new PFSs distance measure is defined based on the square root of the Pythagorean fuzzy divergence.
Definition 25 [37] : Place X is a finite domain, and B, C in X be two Pythagorean fuzzy sets. A new distance measure D ρ (B, C) between two PFSs B and C is given as follows
It is called the PFSJS distance measure. Definition 26 [37] : Place X = {x 1 , x 2 , · · · , x t } is a finite domain, and B and C in X be two Pythagorean fuzzy
The standardized PFSJS distance measure between two PFSs B and C is given as follows
IV. NEW DISTANCE MEASURE FOR TSFS A. NORMALIZED HAMMING AND EUCLIDEAN DISTANCES FOR TSFS
Here, the standardized Hamming distance and the standardized Euclidean distance of TSFSs are proposed based on the distance concepts proposed in Section B of III. Place X = {x 1 , x 2 , · · · , x t } is a finite domain, and B, C be two TSFSs in X , in which
Definition 27: The standardized Hamming distance between two TSFSs B and C is defined as follows
Definition 28 The standardized Euclidean distance between two TSFSs B and C is defined as (30) , as shown at the bottom of the next page.
Definition 29: The normalized Chen's distance between two TSFSs B and C is defined as (31) , as shown at the bottom of the next page.
Here β ≥ 1 is a distance parameter. If β = 1, then Chen's distance degenerates to Hamming distance as Equation (30) . If β = 2, then Chen's distance degenerates to Euclidean distance as Equation (31) .
Some significance properties of the standardized Chen's distance have been derived as follows:
Property 2: Place A and B be two arbitrary TSFSs in X , then
Prompt 3: It can be seen from the Definitions 27-29 that the standardized Hamming distance and the standardized Euclidean distance also satisfy the properties of the standardized Chen's distance.
Here we give proofs of the properties of the standardized Chen's distance below.
Proof: (x ) For two TSFSs A = B on X , it can be derived
Then, take into account D C (A, B) 
So, it can be derived that when D C (A, B) = 0, A = B can be obtained.
Proof: (y ) For D C (A, B) , we have
Next, take into account D C (B, A) , it can be obtained that
the two results are equal, so that D C (A, B) = D C (B, A). Proof: (z) For two TSFSs A and B on X , it can be obtained that, D C (A, B) , as shown at the bottom of this page. From Definition 5, it is known that
Hence, we have
Hence, it is obtained that 0 ≤ D C (A, B) ≤ 1.
B. DIVERGENCE MEASURE OF TSFS
In T-Spherical fuzzy set (TSFSs) theory, how to accurately measure the distance between TSFSs is still an unsolved problem, and it plays an significant role in reasoning problems. Obviously, the square root of Jensen-Shannon divergence as a measure of distance is a true metric in the space of probability distributions. Due to the nth power of degrees of TSFSs, i.e., membership degree, non-membership degree, hesitancy degree and refusal degree satisfy the probability distribution. Therefore, a new divergence measure under TSFSs structure is proposed by utilizing the advantages of Jensen-Shannon divergence, which is called TSFSJS distance. Besides, Some significant properties of TSFSJS distance are derived. The TSFSJS distance has been shown not only to satisfy the distance measurement axiom, but also to better distinguish TSFSs and avoid counter-intuitive outcomes. Definition 30: Place X is a finite domain, and E, F be two T-Spherical fuzzy sets in TSFSs(X ):
The T-Spherical fuzzy divergence measure TSJS(E, F) between two TSFSs E and F is given as follows
where S(E, F) is the Kullback-Leibler divergence and K E n K (x) = K F n K (x) = 1. TSJS(E, F) can also be formed as
where H (E) is the Shannon entropy. From Definition 30, a new TSFSs distance measure is defined based on the nth power of the T-Spherical fuzzy divergence.
Definition 31: Place X is a finite domain, and E, F in X be two T-Spherical fuzzy sets. A new distance measure D ε (E, F) between two TSFSs E and F is given as follows
It is called the TSFSJS distance measure. Prompt 4: The larger the value of Jensen-Shannon divergence, the greater the difference between the two probability distributions. Conversely, the smaller the value of Jensen-Shannon divergence, the smaller the difference between the two probability distributions.
Some significance properties of TSFSJS distance measure have been derived as follows:
Property 3: Place E, F and M be three arbitrary TSFSs in X , then
Proof: (x) For two TSFSs E = F on X , it can be derived that D ε (E, F) = 0.
Then, take into account D ε (E, F) = 0, so that
So, it can be derived that E = F. Proof: (y ) For D ε (E, F), we have D ε (E, F)
Next, take into account D ε (F, E), it can be obtained that
Hence, the two results are equal, so that D ε (E, F) = D ε (F, E).
Proof: (z) Take into account the following four hypotheses:
. It's easy to get the inequality
is satisfied under Hypothesis 1 and Hypothesis 2. By Hypothesis 3, it can be derived that
, as shown at the bottom of this page. Similarly, by Hypothesis 4, it can be derived that
, as shown at the bottom of this page.
Hence, the inequality Similarly, it can be proved that 
Here (E, F) is a varying distance. Since 0 ≤ (E, F) ≤ 2, it has been proved in Reference [47], so 0 ≤ D ε (E, F) ≤ 1.
Definition 32: Place X = {x 1 , x 2 , · · · , x t } is a finite domain, and E, F in X be two TSFSs, where
. 
The standardized TSF-SJS distance measure between two TSFSs E and F is given as follows
In this section, we proposed TSFS divergence measure that can process information in PFSs, PFSs (picture fuzzy sets) and SFSs environments. However, in contrast, the divergence measures of PFSs, PFSs (picture fuzzy sets) and SFSs cannot process information in the TSFSs environment.
V. APPLICATION IN BUILDING MATERIAL RECOGNITION
The tools of divergence measures are widely used in pattern classification. Here, the TSFSJS distance measure proposed in Section B of IV is applied to a building material recognition problem that requires evaluating for unknown building materials. Then, by analyzing the results obtained by using TSFSJS distance measure, the advantages of the proposed distance measure and the limitations of the existing distance measure are explained. Thus, we discussed an illustrative example from Reference [45]. Example 1: Place TSFNs T i (i = 1, 2, 3, 4) on X = {x i : i = 1, 2, 3, . . . , 7} represent four building materials. We assume that there is another unknown building material T , whose information is shown in Table 1 . With the help of defined divergence measures for TSFSs we will identify the category of the unknown material from the four building materials denoted by T i (i = 1, 2, 3, 4) .
Due to the limitations of the IFSs and PFSs (picture fuzzy sets) structures, they cannot process the data of TSFNs at n = 4 in Table 1 . Even SFSs cannot process the data in Table 1 , because only n = 2 is available in SFSs. This demonstrates the power and diversity of TSFSs. Now, we apply the TSFSJS distance measure defined in Section B of IV to the data in Table 1 , and the results are shown in Table 3 . And Table 2 shows the results obtained by using the similarity measure [45].
According to Table 2 , the result obtained by Ullah et al.
[45] using the gray similarity measure seems to be that the values of (T 2 , T ) and (T 3 , T ) are almost equal, or the similarity measure of (T 3 , T ) is slightly higher than the similarity measure of (T 2 , T ). In other words, the similarity between T and T 3 is greater by using the gray similarity measure. Therefore, unknown material T belongs to the category of T 2 by using cosine similarity measure and set theory similarity measure. And unknown material T belongs to the category of T 3 by using grey similarity measure. Analyzing Table 3 , according to the principle of minimum degree of T-Spherical fuzzy divergence measure, it can be concluded that the unknown material T belongs to the category of T 2 by using the TSFSJS distance measure.
So, we get the same results with Ullah et al. [45] . This shows that the proposed method is practical in processing information in pattern recognition.
VI. COMPARATIVE STUDY AND ADVANTAGES
Now, divergence measures for TSFSs with n = 1 is used to solve the problem of building material recognition from Reference [44] .
Example 2: For the problem in Reference [44] , T i (i = 1, 2, 3, 4) represents four building materials. The TSFSJS distance measure defined in Equation (39) is applied to the data of Table 4 . Then, the unknown building material T is evaluated by using the value of the TSFSJS distance measure. Table 4 shows the data in the picture fuzzy environment. Here, we use the TSFSJS distance measure for the data in Table 4 . Further, let n = 1, and the results are shown in Table 5 :
Analyzing Table 5 , according to the principle of minimum degree of T-Spherical fuzzy divergence measure, it can be concluded that the unknown material T belongs to the category of T 4 by using the TSFSJS distance measure. This result is consistent with the result of Wei [44] . This reinforces the view that the divergence measures of TSFSs can process the information in PFSs (picture fuzzy sets). Similarly, respectively let E Q (x) = F Q (x) = 0, n = 2 and n = 2, then the divergence measures defined in Equation (39) can also handle the information in the PFSs and SFSs environment. In contrast, the divergence measures of PFSs, PFSs (picture fuzzy sets) and SFSs cannot handle the information in the TSFSs environment.
It can be seen from the above results that there are no restrictions on the assignment of the membership function of divergence measure of TSFSs. However, the divergence measures in IFSs, PFSs, PFSs (picture fuzzy sets) and SFSs environments must face the restrictions mentioned in Section II. Extensions to FSs, IFSs, PFSs, PFSs (picture fuzzy sets) and SFSs are TSFSs. In some cases, TSFSs can handle information that SFSs and PFSs cannot process. That is to say, the special part of the T-spherical fuzzy degrees is all the Pythagorean fuzzy degrees and spherical fuzzy degrees, which indicates that TSFS is more powerful in dealing with uncertainty information. Therefore, the divergence measure of TSFS is more suitable to solve the problem of multiattribute decision making in practice.
What's more, the generalization of existing divergence measure [37] is the divergence measure of TSFS proposed in this manuscript. Therefore, it is worth noting that the special cases of the divergence measure proposed in this manuscript is the divergence measure of the References [37] , which indicates the breadth and novelty of the proposed similarity measures.
VII. CONCLUSION
This paper details the background of IFSs, PFSs and PFSs (picture fuzzy sets) to analyze their structural deficiencies. With the help of numerical examples, it is discussed how to use the framework of SFSs and TSFS to improve the deficiencies in existing structures. On the other hand, how to accurately measure the distance between TSFSs is still an unsolved problem in TSFSs theory. In order to solve this problem, we developed the standardized distance measure between TSFSs in this manuscript for the first time. Therefore, a new divergence measure under TSFSs structure was proposed based on the advantages of Jensen-Shannon divergence, which is called TSFSJS distance. In this manuscript, it was proved by some examples that it has some advantages over other existing distance measurement methods. In other words, the TSFSJS distance measure not only satisfied the distance measurement axiom, but also better indicated the differentiation between TSFSs. More importantly, the TSFSJS distance considers three membership functions, and uses Jensen-Shannon divergence to measure the difference between the data from the perspective of relative entropy (Kullback-Leibler divergence). Besides, compared with other distance measures, the TSFSJS distance measure does not producing counter-intuitive results. The TSFSJS distance measure was applied to the building material recognition problems and the results obtained were consistent with previous results. In a nutshell, the main contribution of this paper is to consider the difference between the data from the perspective of relative entropy for the first time, which is undoubtedly a good way to solve the problems of pattern recognition. On the other hand, since the range of interval-valued T-spherical fuzzy sets is wider, we will further study the interval-valued T-spherical fuzzy sets in the future. In addition, we will develop some similarity measures and distances of interval-valued T-spherical fuzzy sets, and apply these extended researches of interval-valued Tspherical fuzzy sets to clustering, pattern recognition, medical diagnosis and multi-attribute decision making.
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