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Abstract
In this thesis, we introduce several tools, each coming from a different branch of
mathematics, for analyzing real vector fields and their associated flows.
Beginning with a discussion about generalized vector field decompositions, that
mainly have been derived from the classical Helmholtz-Hodge-decomposition, we
decompose a field into a kernel and a rest respectively to an arbitrary vector-valued
linear differential operator that allows us to construct decompositions of either
toroidal flows or flows obeying differential equations of second (or even fractional)
order and a rest. The algorithm is based on the fast Fourier transform and guaran-
tees a rapid processing and an implementation that can be directly derived from the
spectral simplifications concerning differentiation used in mathematics.
Moreover, we present two combinatorial methods to process 3D steady vector
fields, which both use graph algorithms to extract features from the underlying
vector field. Combinatorial approaches are known to be less sensitive to noise than
extracting individual trajectories. Both of the methods are extensions of an existing
2D technique to 3D fields. We observed that the first technique can generate overly
coarse results and therefore we present a second method that works using the same
concepts but produces more detailed results. Finally, we discuss several possibili-
ties for categorizing the invariant sets with respect to the flow.
Existing methods for analyzing separation of streamlines are often restricted to a
finite time or a local area. In the frame of this work, we introduce a new method
that complements them by allowing an infinite-time-evaluation of steady planar
vector fields. Our algorithm unifies combinatorial and probabilistic methods and
introduces the concept of separation in time-discrete Markov chains. We compute
particle distributions instead of the streamlines of single particles. We encode the
flow into a map and then into a transition matrix for each time direction. Finally, we
compare the results of our grid-independent algorithm to the popular Finite-Time-
Lyapunov-Exponents and discuss the discrepancies.
Gauss’ theorem, which relates the flow through a surface to the vector field inside
the surface, is an important tool in flow visualization. We are exploiting the fact
that the theorem can be further refined on polygonal cells and construct a process
that encodes the particle movement through the boundary facets of these cells using
transition matrices. By pure power iteration of transition matrices, various topolog-
ical features, such as separation and invariant sets, can be extracted without having





2 Mathematical Foundations 11
2.1 Vector Fields and Flows . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Topological Segmentation of Vector Fields . . . . . . . . . . . . . 15
2.3 Lyapunov Exponents . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.1 Finite-Time Lyapunov Exponents . . . . . . . . . . . . . 17
2.4 Topological Invariants . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4.1 Poincaré Index . . . . . . . . . . . . . . . . . . . . . . . 18
2.4.2 Conley Index . . . . . . . . . . . . . . . . . . . . . . . . 19
3 Vector Field Decompositions in the Spectral Domain 23
3.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Helmholtz Hodge Decomposition . . . . . . . . . . . . . . . . . 24
3.3 The Fourier Transform of Vector Fields . . . . . . . . . . . . . . 25
3.4 Generalized Spectral Decomposition . . . . . . . . . . . . . . . . 26
3.4.1 First Order Problems . . . . . . . . . . . . . . . . . . . . 29
3.4.2 Second Order Problems . . . . . . . . . . . . . . . . . . 30
3.4.3 Problems of Fractional Order . . . . . . . . . . . . . . . . 31
3.5 Differentiation of Discrete Data with the Fast Fourier Transform . 32
3.6 Open Boundary Flow . . . . . . . . . . . . . . . . . . . . . . . . 33
3.7 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.7.1 Toroidal Magnetic Fields . . . . . . . . . . . . . . . . . . 35
3.7.2 Flow Through Porous Media . . . . . . . . . . . . . . . . 36
4 Morse Decomposition of Vector Fields 39
4.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.2 Outer Approximation of Flows . . . . . . . . . . . . . . . . . . . 40
4.2.1 Geometry-Based Flow Combinatorialization . . . . . . . 40
4.2.2 Streamline-Based Flow Combinatorialization . . . . . . . 42
4.3 Construction of Morse Connection Graphs . . . . . . . . . . . . . 43
4.4 Computation of the Conley Index for Tetrahedral Meshes . . . . . 45
4.5 Simplified Evaluation of Index Pairs . . . . . . . . . . . . . . . . 47
4.6 Discussion of the Results . . . . . . . . . . . . . . . . . . . . . . 49
5 Probabilistic Methods for Computing Invariants and Separation 57
5.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.2 Time-Discrete Markov Chains . . . . . . . . . . . . . . . . . . . 58
5.3 Probabilistic Transport Along Particle Paths . . . . . . . . . . . . 60
5.3.1 The Outer Approximation in the Context of Probability . . 61
5.4 Probabilistic Transport Along Boundary Facets . . . . . . . . . . 64
5.4.1 Surface Integrals . . . . . . . . . . . . . . . . . . . . . . 65
5.4.2 Encoding Particle Movement by Surface integrals . . . . . 66
6 Contents
5.5 Processing of Transition Matrices and Computing Separating Struc-
tures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.5.1 Improved Sparse Matrix Iteration Schemes . . . . . . . . 70
5.6 Discussion of the Results . . . . . . . . . . . . . . . . . . . . . . 72
5.7 Uncertainty Analysis . . . . . . . . . . . . . . . . . . . . . . . . 79
6 Conclusion 81
A Figures 83
A.1 CFD simulations . . . . . . . . . . . . . . . . . . . . . . . . . . 83








Vector fields are traditional objects of major interest for visualization. The signif-
icance of these objects is due to their key role in the description of many notions
in physics and engineering sciences. This is especially true for fluid mechanics,
vehicle and aircraft design, and weather predictions. From the theoretical point of
view, vector fields have received much attention from mathematicians, leading to a
precise and rigorous framework that greatly facilitates their practical study.
Fluid flow, especially of air and water, is usually modeled by the Navier–Stokes
equations or simplifications like the Euler equations [5, 19]. The physical fields in
this model include pressure, density, velocity, and internal energy. Some numerical
simulations use a discretization of the spatial domain and calculate the variables at
a finite number of positions on a regular lattice (finite difference methods). Other
methods split space into volume elements and assume a polynomial solution of a
certain degree in each volume element (finite element methods or finite volume
methods).
Besides numerical simulations, modern measurement techniques like particle im-
age velocimetry (PIV)[88] create velocity vector field measurements on a regular
lattice using laser sheets and image processing. Therefore, simulations and experi-
ments in fluid mechanics create discretized vector fields as part of their output.
The evaluation of these fields is an important post-processing task and the numer-
ical methods create a large amount of data. Research about this process is an im-
portant part of scientific visualization.
Post-processing in computational fluid dynamics and processing of fluid flow mea-
surements need robust methods that can deal with scalar and vector fields. More-
over, patterns in particle movement and the overall structure of flows are of great
interest. While image processing of scalar data is a well-established discipline,
there was a lack of similar methods for vector data until Helman and Hesselink
presented their work “Visualizing Vector Field Topology in Fluid Flows” [47] to
the visualization community, leading to growing interest in that branch and a large
number of succeeding techniques, which according to [87, 124] can be classified
as follows:
• Direct flow visualization:
This class consists of the most direct and simple representations, e.g., by
using hedgehogs or color maps.
• Texture-based flow visualization:
Uses a transformation of textures along planar flows which produces a similar
effect as smearing oil on a surface in direction of the streamlines. The most
popular algorithm is the Line Integral Convolution [15, 108, 131] (LIC).
• Geometry-based flow visualization:
This part is mainly covered by integration-based methods, e.g., streamlines [100,
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122] and their predicates [100], stream surfaces [106, 51, 83], and other tech-
niques like iso-surfaces on derived scalar quantities.
• Feature-based flow visualization:
Reduces the illustrated objects to those having a special property, which is
extremely helpful in 3D flows, where the drawn elements occlude everything
behind them. The extraction of vortices, vortex core lines [112, 4], separation
lines [59], separation surfaces [130], and moment invariants [14] are only a
few possible features to be named.
• Topology-based flow visualization:
Classifies every point in the domain of the flow by their origin and desti-
nation in the long term transport model generated by streamlines. These
techniques [93, 116, 96] include particularly the extraction of fixed points
and their connecting trajectories.
Examples of all the given branches are given in Figure 1.1. In the frame of this
thesis, we are going to introduce novel approaches in topology-based visualization.
Our methods explore many possible transformations of the flow into graph struc-
tures like in chapter 4, and transition matrices like in chapter 5, which descent from
Morse theory and the theory of stochastic processes. Morse connection graphs
greatly simplify the dynamics of a flow by reducing the phase space to a topologi-
cal skeleton. Due to numerous possible invariant sets, 3D Morse set classifications
are still a research area with considerable attention and unresolved problems. Fur-
ther, interpreting particle positions as a probabilistic density function allows us to
bring techniques from the theory of stochastic processes into flow data analysis,
which is in particular helpful for extracting stationary states and separation of the
flow. Moreover, we discuss several types of vector field decompositions in chapter
3, which are based on the representation of the vector field in the Fourier domain.
These approaches are generalizations of the Helmholtz-Hodge-decomposition and
offer fast results for computing best possible approximations that not only mini-
mize divergence. A brief overview of the necessary mathematical foundations can
be found in chapter 2.
The thesis is based on the following publications of the author:
• “Analysis of Streamline Separation at Infinity Using Time-Discrete Markov
Chains” [93],
• “Detecting Topologically Relevant Structures in Flows by Surface Integrals” [92],
• “Combinatorial Vector Field Topology in Three Dimensions” [95],
• “Decomposition of Vector Fields Beyond Problems of First Order and Their
Applications” [91].
During the work on this thesis, the author also contributed to the papers by Schnei-
der et al. [105, 106], Kasten et al. [57], and Wiebel et al. [128]. Further, the pa-
per “Analyzing Real Vector Fields with Clifford Convolution and Clifford-Fourier
Transform” [94] was published before starting the work on this thesis.




FIGURE 1.1: Examples from each branch of flow visualization
techniques: (a) the direct method shows a color map of the vor-
ticity in a 2D CFD-simulation, (b) a texture-based analysis (LIC)
of the phase portrait of a pendulum, (c) geometry-based method
(stream surfaces) inside a vortex breakdown bubble extracted with
the method from Schneider et al. [106], (d) feature-based flow vi-
sualization (vortex core lines) from the publication of Wiebel et
al. [127], (e) topology-based algorithm reveals the fixed points





In this chapter, we provide the basic definitions and mathematical concepts as-
sociated with the theory of vector fields. In general, the understanding of multi-
dimensional calculus and linear algebra is sufficient to gain access to the theory of
a dynamical system, which is, in the scope of this thesis, the induced flow of a vec-
tor field. A comprehensive presentation of this topic in connection with differential
equations is also given by Hirsch, Smale, and Devaney [50].
2.1 Vector Fields and Flows
Definition 2.1.1. A real vector field is a function
v(t,x) : I×Ω→ Rn,
where I describes a time interval and Ω a subset of Rm. We denote a vector field as
steady, if its derivative in t vanishes, else unsteady.
The vector fields that were used as datasets for the algorithms in our work are
all steady endomorphisms of R2 or R3. However, we will note when and how a
technique can be extended to the general case.
Definition 2.1.2. Let v(x) = v(x1,x2,x3) be a differentiable vector field on R3, then














)T (T denoting the transposition of the vector), then
the expression ∇ · v is denoted as the divergence of v, while ∇× v is called the curl
or rotation of v.
The Jacobian carries important information about the local behavior of a vector
field. Not only does it deliver the best possible approximation of a function inside
the neighborhood of a point x0 by a linear map, but it also verifies the function’s
invertibility by having a full rank. If the vector field represents the velocity of
a moving fluid, then the divergence describes its source density and the curl its
circulation density.
Definition 2.1.3. The flow
φ(t,x) : I×Ω→ Rn
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generated by a steady vector field v(x) is the solution of the Cauchy initial value
problem associated with the vector field, i.e.,
∂
∂ t
φ(t,x) = v(φ(t,x)) ∀(t,x) ∈ I×Ω (2.1)
and
φ(0,x) = x. (2.2)
In general, the Lipschitz-continuity is sufficient for the existence and uniqueness of
a local solution. For the proofs, we refer to [50].
With the given initial condition
φ(0,x) = Id(x)
and the composition property
φ(t1,φ(t2,x)) = φ(t1 + t2,x),
the flow of a steady vector field fulfills the conditions of a continuous autonomous
dynamical system . Dynamical systems are, from a more general point of view, a
parameter space (e.g. time) operating on a set (e.g. points in the Euclidean space).
Definition 2.1.4. A vector field v(x) on R3 is (affine) linear if it can be written as
Ax+b,
where A is a quadratic matrix and b a vector, that both have constant real entries.
The Jacobian matrices of these fields are constant everywhere and hence the lin-
earization is trivial. The solution curves of the flow φ(t,x) can be easily determined
by the formulas given in [78]. Further, the local approximation of a non-linear field
by a linear one is helpful in the classification of critical points later-on.
Definition 2.1.5. A point x0 of a vector field v is called fixed point, critical point
or singularity if
v(x0) = 0
holds. A fixed point is of first-order if the Jacobian has full rank at x0. A fixed
point is called hyperbolic if the eigenvalues of the Jacobian have a non-vanishing
real part.
Definition 2.1.6. The set {φ(t,x0)| t ∈ R} is called the orbit of a position x0. If
there exists a t > 0 so that φ(t,x0) = x0, we denote the orbit as closed or periodic. If
φ(t,x0) = x0 holds for any t, then the underlying field v has a fixed point at position
x0. We denote the union of all orbits as phase space .
Two orbits are either the same or disjoint, i.e., streamlines of the flow cannot inter-
sect each other. Moreover, they are tangential to the field everywhere.
As a physical interpretation, the orbit describes the path that a massless particle
moves when injected inside the flow. An example is shown in Figure 2.1.
We will now state 2 important theorems related to the theory of non-linear systems
which are induced by a time-independent vector field. For the proofs, we refer to
[50] and [42]. Readers interested in deeper-going discussions might also have a
look at [58].
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FIGURE 2.1: Illustration of a (normalized) harmonic vector field
(blue) around a circle. The initial position x0 is shown as a yellow
dot on the left. The red curve portraits the orbit φ(t,x0) of x0.
Theorem 2.1.1. (Continuous Dependence on Initial Conditions)
Let φ(t,x) and ψ(t,x) be two flows generated by a C1 vector field with existence
interval [t0, t1] and let φ(t0,x) = x0 be sufficiently close to ψ(t0,x) = y0. Then there
exists a constant c so that
|φ(t,x)−ψ(t,x)| ≤ c · |x0− y0| · ec(t−t0) (2.3)
holds for all t ∈ [t0, t1].
The result says that, if two solutions that start out close together, they do not sepa-
rate from each other faster than exponentially.
Theorem 2.1.2. (Hartman-Grobman)
Let x0 be a hyperbolic fixed point of a non-linear vector field v(x), then there exists a
neighborhood U of x0 and a bijective map H, which is continuous in both directions
and deforms the integral curves of the non-linear flow to a linear one. H preserves
the sense of those curves and can also be chosen to preserve parametrization.
Consequently, all hyperbolic fixed points of non-linear vector fields can be classi-
fied by the eigenvalues of A from a linearization A(x)+ b at their corresponding
position. While the behavior in a neighborhood around the singularity is illus-
trated in Figure 2.2, a table of all possible eigenvalue configurations is shown in
Table 2.1. The phase portrait of a flow around a fixed point in 3D is a straightfor-
ward extension by adding another axis of movement perpendicular to the already
existing plane. For a comprehensive discussion of the 3-dimensional cases see [78].
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TABLE 2.1: Classification of hyperbolic fixed points by the eigen-
values of the linearization.
Eigenvalues Description
λ1,λ2 =±i ·b ∈ C\R Center point
λ1,λ2 ∈ R with opposite sign Saddle
λ1 = λ2 = a ∈ R Focus source if a > 0, focus sink if a < 0
λ1 = a1,λ2 = a2,ai ∈ R Node source if ai > 0, node sink if ai < 0
λ1 and λ2 are complex conjugated Spiral source if ∑λi > 0, spiral sink if ∑λi < 0
λ1 = λ2 = a ∈ R, only 1 eigenvector Improper source if a > 0, improper sink if a < 0
(a) (b) (c)
(d) (e) (f)
FIGURE 2.2: Hyperbolic fixed points (yellow) of all possible
types with representative streamlines (red). Multiply the vector
fields in (c)-(f) with (−1) to get the corresponding source: (a)
center point, (b) saddle, (c) focus sink, (d) node sink, (e) spiral
sink, (f) improper sink.
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FIGURE 2.3: The red curve portraits an attracting closed orbit
intersecting Σ (yellow) at x0. The black dots represent the powers
of the Poincaré map, beginning with an initial value P0(x) from
the far right.
The classification of periodic orbits can be done by analyzing the sequence of points
where it keeps crossing a section line in 2D or a section plane in 3D, reducing the
given problem of a n-dimensional flow to a (n-1)-dimensional map.
Definition 2.1.7. Let Σ ∈ Rn be a local transverse section of a closed orbit and
let x0 be the unique point where the orbit intersects Σ. Further, let U ⊂ Σ be a
neighborhood of x0. Then the Poincaré map is defined as P : U → Σ such that
P(x) = φ(τ,x) ∀x ∈U,
where τ describes the return time of the closed orbit to Σ.
Definition 2.1.8. If all eigenvalues of the linearization of a Poincaré map have
modulus less than 1, we call the associated closed orbit asymptotically stable or a
sink. If one eigenvalue has modulus greater than 1, it is asymptotically unstable. A
closed orbit is hyperbolic if no eigenvalue of unit modulus is present.
Figure 2.3 will give an example of an asymptotically stable orbit with an example
of the Poincaré map of a nearby point.
Concerning planar cases, an unstable orbit must be a source. In the three-dimensional
phase space, a much larger variety of periodic orbits exist, such as strange attractors
([74]) or saddle orbits ([57]).
Theorem 2.1.3. With the notations above, a periodic orbit is a sink if and only if




exists for all x ∈U and is equal to the intersection of the closed orbit with Σ.
Proof. Page 282 of [49].
2.2 Topological Segmentation of Vector Fields
So far we have discussed the definitions and properties of critical points and closed
orbits. We will now move on to generalize these objects to limit sets and create
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equivalence classes of integral curves, that are connected to the same set for
t → ±∞. These classes of trajectories are often bounded by separatrices, which
have their origin in the stable and unstable manifolds of fixed points. Moreover,
periodic orbits and boundary artifacts play an important role in the topology of
flows.










where the over-line denotes the closure of a set.
All points on the same orbit have the same limit sets. The limit sets that may occur
in planar systems are restricted two cases only:
Theorem 2.2.1. (Poincaré-Bendixson)
Suppose that Ω is a non-empty, closed and bounded limit set of a planar system
of differential equations that contains no fixed point. Then Ω contains at least one
closed orbit.
Proof. See [50].
Definition 2.2.2. The stable manifold (ω-basin) of a limit set is the union of all
integral curves that approach it for t→+∞. Conversely, all curves that approach it
for t →−∞ are called the unstable manifold (α-basin). The (un-)stable manifolds
of saddle points are called separatrices.
The dimension of these manifolds may vary from being 0 (just the fixed point itself)
to a subset of or even the complete space Rn. The name separatrix has its origin in
the property that it bounds two adjacent basins. Thus, the long term behavior of the
integral curves φ(t,x) in the neighborhood of a separatrix is highly sensitive to the
initial condition.
Definition 2.2.3. The topology (topological skeleton, topological graph) of a vec-
tor field v(x) consists of all limit sets and all separatrices connecting them.
The extraction of topological skeletons with a focus on visualization issues has been
strongly influenced by the work of Helman and Hesselink [47]. For vector fields in
a bounded domain, additional considerations had to be made, as the boundary in-
duces new limit sets such as regions of in-/outflow and tangential points, which are
initial values for so-called boundary separatrices. For details see [69], [103], and
[123]. Various types of these separatrices connecting fixed points and tangential
points are illustrated in Figure 2.4. Notable algorithms for detecting closed stream-
lines are the work of Wischgoll and Scheuermann [132] and Theisel et al. [115] ,
the latter ones also contributing with methods that extract saddle connectors [116].
2.3 Lyapunov Exponents
The idea of separatrices generated by saddle points can be further generalized to
studies of the perturbation in the initial values of integral curves and the result-
ing stability of particle motions. The Lyapunov characteristic exponents help to
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(a) (b)
FIGURE 2.4: a) Non-linear 2-dimensional vector field. b) Topo-
logical skeleton of the vector field containing two saddle points
(red dots) with their separatrices (red lines), two sinks (blue) and
two sources (green). Further, two points where the field is tangen-
tial to the boundary generate additional separatrices (yellow).
explore these stability properties by characterizing the asymptotic behavior of the
flow φ(t,x) for t → ±∞. Actually there is a whole spectrum of Lyapunov expo-
nents and their number is equal to the dimension of the phase space. For the scope
of this thesis, if we speak about the Lyapunov exponents, the largest one is meant,
as it describes the predictability of the flow dynamics. More general definitions are
given by Arnold and Wihstutz [3] and Lyapunov himself [67].
Definition 2.3.1. Let φ(x0, t) and Ψ(x1, t) be two streamlines through two infinites-










2.3.1 Finite-Time Lyapunov Exponents
The Finite-Time Lyapunov Exponents (FTLE) are an adaption of the classic ex-
ponents to finite-time flow fields, where they measure the coherence of particle
groups that are traced for the same time parameter. While removing the inherent
numerical issues with the implementation of formula 2.6, the FTLE does not nec-
essarily indicate topologically significant structures [98]. However, in particular
for unsteady vector fields, the ridge lines of these fields, the so-called Lagrangian
coherent structures (LCS) have proven to be one of the most important tools in
visualizing non-autonomous dynamical systems.
Definition 2.3.2. Consider a particle at position x0 for a time t0 being traced for a
time τ . Further, let Dxφ(t0 + τ,x0) be the spatial derivative (Jacobian) of the flow






λmax(Dxφ(t0 + τ,x0)T ·Dxφ(t0 + τ,x0)), (2.7)
where λmax denotes the largest eigenvalue.
The multiplication of Dxφ with its transposed removes any existing rotational move-
ment and its root is known as the symmetric part of the polar decomposition in
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FIGURE 2.5: Dual color map of the FTLE values calculated from
the field in Figure 2.4. Red regions indicate high FTLE values
obtained by forward integration, blue for backward integration. If
both values are very high, the related region is rather black.
mathematics. In continuum mechanics it is called the Cauchy-Green deformation
tensor. The root of the largest eigenvalue is the factor of the largest stretch that
the particle group will suffer and the corresponding eigenvector is pointing into the
direction of the largest deformation. When applied inside the neighborhood of a
fixed point, the unstable (or stable for a negative τ) manifold will in general gener-
ate very large FTLE values as seen in Figure 2.5.
The fundamental relationships between the FTLE for t → ±∞ and the classical
Lyapunov exponents have been delivered by Haller et al. in [46] and [41].
Efficient computation and visualization methods of coherent structures using FTLE
were presented by Garth et al. in [35, 38, 36] and Sadlo and Weiskopf in [99]. No-
table work combining the technique with ridge extraction is also that of Sadlo and
Peikert [97]. Moreover, Kasten et al. [56] as well as Brunton and Rowley [13]
introduced localized variants of the algorithm for unsteady fields.
2.4 Topological Invariants
The classification of fixed points by linearization may pose several numerical prob-
lems. Not only do even small errors affect the sign of an eigenvalue if |λ | is very
close to zero. The presence of non-isolated fixed points will cause the Jacobian
matrix to be degenerate, but it still remains of interest which role these fixed points
of higher order take in the topological skeleton of the vector field. Moreover, it is
desirable to obtain a simplified topology from vector fields containing a very large
number of invariant sets.
In this section, we briefly introduce two important tools that overcome these issues
by no longer analyzing the derivatives of the vector field, but the neighborhood of
the invariants in the flow instead.
2.4.1 Poincaré Index
Definition 2.4.1. The 2-dimensional Poincaré index I of a simple closed curve Γ
in a plane relative to a continuous vector field v(x) is the number of positive field
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The 3-dimensional Poincaré index I of a closed surface S in R3 relative to a contin-
uous vector field v(x) is the winding number of the Gauss map g of v(x) restricted







where g(x) = x||x|| .
The Poincaré index of an isolated fixed point I(x0,v) is the Poincaré index of the
curve Γ (surface S in 3D) that encloses x0 and no other fixed point. We have the
useful summation property:
Theorem 2.4.1. Let x0, ...,xn be a finite set of fixed points in a planar system en-






I(Γ,v) will be 0 if there are no fixed points in the domain bounded by Γ.
Proof. Page 194 of [2].
An analogous summation theorem for the 3D case can be found in the paper of
Garth et al. in [37]. The Poincaré index often appears in literature in a much
more general context, called the degree of a continuous nonlinear map, or simply
Brouwer degree [24]. It has many useful applications in flow visualization, such as
the simplification of topological skeletons or singularity tracking and the detection
of bifurcations in time-dependent flow fields presented by Tricoche et al. in [121]
and [119].
2.4.2 Conley Index
The Conley Index is a more sophisticated topological invariant that delivers a finer
characterization of the dynamics. However, it cannot be computed for arbitrary
domains. The regions of interest are isolating blocks.
Definition 2.4.2. A compact set N is an isolating block if there exists an ε > 0 so





A standard example for violating this condition is a flow φ(t,x) that has an (or
several) inner tangential point relative to ∂N as portrayed in Figure 2.6(f).
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(a) (b) (c)
(d) (e) (f)
FIGURE 2.6: Examples of the Poincaré index and the Conley in-
dex for 2 fixed points (a) moving counterclockwise (green arrows)
around a saddle point (yellow) leads to a clockwise rotation of the
vector field (blue arrows), i.e., the Poincaré index is−1, (b) a gray
square-shaped isolating block with a red exit set around the sad-
dle, (c)-(d) the exit set is being collapsed to a single point (red)
leading to a one-dimensional hole and hence a non-trivial Conley
index ({0},Z,{0}), (e) the Poincaré index of a spiral sink is 1, (f)
for the same case as in (e) the Conley index cannot be computed
as the chosen neighborhood is not an index pair because of the
presence of 4 inner tangential points.
Definition 2.4.3. With the notation above, the exit set of an isolating block N is
L := {x ∈ ∂N | φ((0,ε),x)∩N = /0}.
We refer to (N,L) as an index pair.
Definition 2.4.4. Let M be the maximal invariant set of the flow φ(x, t) contained
in an isolating block N, i.e., there is no larger invariant set that contains M and
lies entirely in N. The (homological) Conley index of M is the relative homology
H∗(N,L) of the index pair (N,L).
The given definitions are already strong simplifications from the theory of the ho-
motopy Conley index. Working with homotopy classes can be extremely diffi-
cult, so we refer to the comprehensive work of Conley [20] plus the article of
Mischaikow and Mrozek [75] for a mathematically rigorous presentation. Very
coarsely spoken, the homological Conley index checks whether inflow and outflow
of an isolating block are in a non-trivial relation and is computed similar to the sin-
gular homology by evaluating the quotient groups of cycles relative to boundaries,
with the exception that all elements of the exit set L are collapsed to a single point.
The most simple existence theorem of interest is
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(a) (b)
FIGURE 2.7: A region containing a pair of fixed points, a saddle
and a source: (a) the Poincaré index is 0 as the overall rotation
of the vectors along the green path is vanishing, (b) the Conley
index is trivial as the red exit set L can be collapsed to a single
point without generating any holes in N.
Theorem 2.4.2. (Ważewski property)
Let (N,L) be an index pair and
H∗(N,L) 6= {0}.
Then N contains at least one invariant set.
Proof. See [20].
We will present and discuss methods of computing topological invariants for trian-
gulations/tetrahedralizations of the phase space in chapter 4. Moreover, a more de-
tailed characterization of the hyperbolic isolated invariant sets will be given there.
A non-trivial Poincaré/Conley index itself does not guarantee the presence of an
specific invariant set, but it indicates, that flow inside N is equivalent to it. A popu-
lar example is the saddle-node-cancellation portrayed in Figure 2.7.
While both indices are useful tools for the analysis of the structural stability of
vector fields, only the Poincaré index allows a generalization to symmetric tensor
fields as in the work presented by Tricoche et al. [119]. Due to fact that tensor
lines have no direction, it is impossible to define a similar structure to an exit set L
in a symmetric tensor field. Moreover, the application of Conley indices to time-
dependent fields is highly non-trivial and computationally costly task, because of
the amount of changing field observables that are needed to be evaluated. However,
it is possible to extend the concept of relative homology to Poincaré maps, which




Vector Field Decompositions in
the Spectral Domain
Vector field decompositions build an important branch in the topology-based and
non-topology-based methods of visualization of flows in many sciences, but partic-
ular in physics and hydrodynamics. A widely used form is the Helmholtz-Hodge-
decomposition, which can be interpreted as the best possible approximation by a
field of divergence-free and curl-free nature. Even though there are plenty of ex-
isting algorithms with many different characteristics, most of them are rigid in the
sense that they only allow an analysis with respect to the operator ∇.
In this chapter, we extend the technique to a broader class of decompositions, which
are able to deal with a larger amount of applications, where the classical Helmholtz-
Hodge decomposition would give only very limited insight into the structural pat-
terns of the underlying dynamical system. For that purpose, we make use of the
Fourier transform of vector fields, which has the nice property to simplify the
Helmholtz-Hodge-decomposition to an orthogonal decomposition. Inside the spec-
tral domain we are able to construct a decomposition axis that is equivalent to an
operator that is more (or less) restrictive than ∇ is in the spatial domain.
3.1 Related Work
Both the works of Tong et al. [117] and of Polthier and Preuss [86] propose a
Helmholtz-Hodge-decomposition on vector fields, that relies on the computation
of the curl-free and divergence-free parts by a variational approach. Petronetto et
al. present a mesh-less algorithm in [84].
Stam [110] uses a Helmholtz-Hodge-decomposition to decompose vector fields that
have their origin in the Semi-Lagrangian scheme. Of all the publications mentioned
in this section, it has to be seen as that of most relevance and most influence to our
work. A survey on Helmholtz-Hodge-decompositions was recently published by
Bhatia et al. [8].
In the history of flow visualization, numerous other vector field decompositions had
proven their worth. Luchtenburg et al. [66] uses a Proper Orthogonal decomposi-
tion (POD), while Wiebel et al. [127] refine the classical Galilei-transform, which
can be seen as the most simple decomposition being portrayed in Figure 3.1, to a
localized flow. Knight and Mallinson [60] compute dual stream functions, which
is a decomposition of an incompressible flow into a cross-product of two gradient
fields.
All of the named methods were designed to perform on vector fields. However,
there also exist important techniques for second order tensors, such as the asym-
metric tensor decomposition by Zhang et al. [134] and the polar decomposition,
which is, when applied to the Jacobian of a flow map, the principle of detecting
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(a)
(b)
FIGURE 3.1: (a) Flow behind a blunt object, (b) performing a
Galilei-transform by removing a constant vector field yields a pat-
tern also known as the Kármán vortex street.
Lagrangian coherent structures in the work of Haller [46].
Like in the work from Reddy and Chatterji [90], the Fourier transform used by us
is the basis of a huge number of filtering and registration processes in image pro-
cessing. The generalization of scalar-valued data to Clifford-numbers by Ebling
and Scheuermann [25] showed that linear and shift-invariant filters can be directly
carried forward to vector fields using a Clifford-convolution.
More details for using the Fourier transform to simplify partial differential equa-
tions can be found in [28].
3.2 Helmholtz Hodge Decomposition
The fundamental theorem of vector calculus states that any sufficiently smooth1
vector field v on an unbounded domain that decays in its norm faster than 1/r as
r→ ∞ can be written as the superposition of a curl-free and divergence-free vector
field
v =−∇Φ + ∇×A. (3.1)
In the past decades, many attempts were made to design fitting algorithms to per-
form the Helmholtz-Hodge-Decomposition on discrete vector fields on bounded
domains. A survey on these methods can be found in [8]. Widely used techniques
are iterative solvers for the potentials Φ and A, which are demanding the Neumann
boundary condition [86], stating that the curl-free part has to be perpendicular to
the boundary everywhere, while the divergence-free part is parallel. The residual
of those operations, which can be described as v−∇×A+∇Φ, is considered to be
the harmonic rest, which is curl-free and divergence-free at the same time. Recent
publications [9] present novel boundary conditions which allow an improved and
more natural approach to the interaction of all decomposition parts with the bound-
ary.
Nevertheless and similarly to Stam [110, 109], our method can be regarded as a
contribution to variations of Helmholtz-Hodge-Decompositions that are executed
1In general, a two times continuously differentiable vector field is sufficient, as these are the
partial derivatives of the highest order occurring in the proof.
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FIGURE 3.2: The standard boundary condition for FFT-based
decompositions interprets the data as getting repeated infinitely
many times in each spatial dimension.
not on necessarily differentiable, but square-integrable functions. The two main
reasons are:
• Square-integrable functions can be Fourier-transformed, and therefore pro-
vide a very easy way to perform a differentiation and decomposition in the
spectral domain, allowing to replace ∇ by any other vector-valued linear
position-independent differential operator, even by operators that cannot be
expressed in a closed form in the spatial domain.
• The algorithm in this thesis benefits highly from the extreme speed of the
most up-to-date libraries ([31] and [39]) for performing a fast Fourier trans-
form (FFT). The algorithm often needs to be tested using many different
parameter configurations, which makes speed a prime importance.
The disadvantage of the FFT is that it allows only a few types of possible boundary
conditions, which are either periodic (the dataset repeats itself infinitely many times
in each spatial dimension as in Figure 3.2), or, which can be seen as a special case,
rapidly decaying. However, there are possible workarounds like continuation of the
data beyond the boundary to a rapidly decaying function, minimizing artifacts that
would occur due to the rapid change of the field and its derivatives.
Further, spectral differentiation can be sensitive to high frequency noise. but we
rarely did experience that as being a problem in our experiments, since the spec-
trum of vector fields associated with fluid flows is generally composed of low fre-
quencies, with the exception of highly turbulent regions.
3.3 The Fourier Transform of Vector Fields
A useful tool in mathematics and physics for solving linear partial differential equa-
tions with constant coefficients is the Fourier transform, as it provides a simplifi-
cation to an algebraic equation [28]. Further, it reduces a convolution to a pure
multiplication and it therefore plays a substantial role in signal- and image process-
ing [90].
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then, according to [12], its spatial derivative can be computed in the spectral domain
by
2πik · f̂ (k). (3.3)
Similarly, if we have a square-integrable vector field v(x1,x2,x3) and its Fourier
transform v̂(k1,k2,k3), then its Jacobian matrix in the spectral domain is of the
form
2πi ·
 k1 · v̂1 k2 · v̂1 k3 · v̂1k1 · v̂2 k2 · v̂2 k3 · v̂2
k1 · v̂3 k2 · v̂3 k3 · v̂3
 . (3.4)
Moreover, the transforms of divergence and curl of v can be expressed as
〈2πi−→k , v̂(−→k )〉 and 2πi−→k × v̂(−→k ) (3.5)
with −→k being (k1,k2,k3)T .
Comparable to [25], we consider the Fourier transform of a three-dimensional vec-
tor field as three independent real transforms of a scalar-valued three-dimensional
function. These partial derivatives in the spectral domain do always exist, even if
the original vector field is not differentiable everywhere.
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and a perpendicular part
v̂⊥ = v̂− v̂‖, (3.7)
then we get
〈2πi−→k , v̂⊥〉= 0 and 2πi
−→
k × v̂‖ = 0. (3.8)
Due to the linearity of the Fourier transform, we can transform both parts back
into the spatial domain and obtain a uniquely determined decomposition into a
curl-free and divergence-free field. There is no harmonic part, because v̂ satisfies
both equations at the same time only for position −→k = (0,0,0)T , which is a zero
set in the context of square-integrable fields. A property that will get lost in the
discretization later on. However, the constructive character of the proof allows us
to implement the formulas almost directly in section 3.5.
Readers interested in a deeper-going discussion of the Hodge-Decomposition in the
spectral domain might also want to have a look in R. Littlejohn’s notes [64]. The
resulting field components of v̂ are denoted as longitudinal and transversal parts in
his texts. Figure 3.3 illustrates the decomposition results of the simple synthetic
vector field which is generated by the polar differential equations r′ = sinπr and
ϕ ′ = 1 and contains a periodic orbit on each circle in the plane having the radius
of a natural number. The analytic decomposition of that vector field can simply be
calculated by setting one of these equations to zero.




FIGURE 3.3: (a) Visualizing the synthetic field defined by r′ =
sinπr and ϕ ′ = 1 using a LIC [108], (b) from left to right: the
analytic divergence-free part, the FFT-based divergence-free part,
the divergence-free part using the method of Tong et al. [117],
(c) the irrotational parts in the same order, the FFT-based method
preserves the symmetric structures better than a decomposition
with orthogonal/parallel boundary conditions.





FIGURE 3.4: (a) A planar incompressible CFD-simulation, (b)
the divergence-free part (left) and harmonic part (right) computed
in the spectral domain, (c) the divergence-free part (left) and har-
monic part (right) computed by the method of Tong et al. [117],
(d) the divergence-free part (left) and harmonic part (right) com-
puted by the method of Bhatia et al. [9].
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3.4.1 First Order Problems
In the following section, we discuss the question whether we can replace the oper-
ator ∇ (respectively 2πi−→k ) by a differential operator L ·∇ (respectively 2πiL ·−→k )
and still obtain a mathematically valid and practically meaningful decomposition.
For the scope of this thesis, we will restrict ourselves to discussing differential oper-
ators with constant coefficients, i.e., L will be a 3×3 -matrix with constant entries.
Generalizing formula (3.1) leads to a decomposition of the field v respectively to
an operator L by
v = vkernel + vrest , (3.9)
with 〈L ·∇,vkernel〉 = 0 and (L ·∇)× vrest = 0 everywhere.
The existence and uniqueness of that decomposition for square-integrable functions
follows directly from the proof in section 3.4, we just have to replace the axis of the
orthogonal decomposition in the spectral domain by L ·−→k . It is easy to see that if
L is the identity matrix, we will get the classical Helmholtz-Hodge-decomposition.





as another example which has trivial Helmholtz-Hodge-decomposition.
However, it is possible to further characterize the field by its scalar products with












Only the third vector-valued operator leads to a non-vanishing component vrest .
The associated linear operators L that transform ∇ are 0 0 00 0 −1
0 1 0
 ,
 0 0 10 0 0
−1 0 0
 , and
 0 −1 01 0 0
0 0 0
 . (3.12)
It could be insufficient to only examine the field with respect to these operator
triplets, which are aligned to the basis of the Euclidean space and, like in this special
case, are just a projection of the curl of the underlying vector field v. A simple
solution to that shortcoming could be a coordinate transform. In our experiments,
we discovered that compositions of rotations and projections are a good choice to
begin with for constructing a matrix L that induces the decomposition which is
suitable to a given problem. First of all, we need an efficient method to generate
a rotation matrix from a user-given axis. A popular way in computer graphics and
robotics [77] is to use the Rodrigues matrix .
For a normalized vector of the type −→a = (a1,a2,a3)T , we construct the matrix
A =
 0 −a3 a2a3 0 −a1
−a2 a1 0
 . (3.13)
The cross-product of−→a with another vector is equivalent to the multiplication with
the matrix A. For a given angle α the associated Rodrigues matrix R is determined
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by
R = Id + sin(α) ·A+(1− cos(α)) ·A2 (3.14)
and describes a rotation around axis −→a by angle α . As a start, we only consider
rotations by α = π2 and project R×∇ into the rotating plane perpendicular to
−→a ,
which is done by another multiplication with −A2. Hence we have
L =−(A2 +A3 +A4). (3.15)
Substituting −→a by any canonical basis vector ei of R3 leads to a matrix L that
transforms ∇ into one of the operator triplets used in equation 3.11. As a geometric
interpretation, a vector field v obeying 〈L ·∇,v〉 = 0 is not necessarily divergence-
free, but results in a divergence-free field when getting projected into a plane of R3
which is perpendicular to −→a .
3.4.2 Second Order Problems
One might argue that decompositions with respect to first order operators can be
easily achieved by any of the already existing algorithms performing a Helmholtz-
Hodge-decomposition, since the identity
0 = 〈L ·∇,v〉= 〈∇,LT · v〉 (3.16)
holds. Consequently, we just need to multiply the field with the transposed matrix
LT and perform a Helmholtz-Hodge-decomposition on the result. There are two
reasons why we do not recommend that. First of all, it is not clear how the matrix-
multiplication affects boundary conditions that are more sophisticated or restrictive
than a periodic or rapidly decaying vector field. Moreover, one would lose the
already gained foundation to bring a much broader variety of differential operators
into the concept, e.g., those of second order.




























where L1, L2 and L3 are matrices with constant real values, that might represent
a transform of spatial coordinates. As a side note, the factor 2πi can be left out
in the decomposition axis for the first order equations, because it vanishes in the
normalization process. For the equations of mixed order, it is essential because it
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gives both terms the proper weighting.
A more challenging case appears when the vector field has to be decomposed by
a PDE that cannot be expressed by the inner or outer product with a single vector,
e.g., consider the classical case of ∇× (∇× v). The expression of this term in the
spectral domain has the symmetric form
−4π2 ·
 −k22− k23 k1k2 k1k3k1k2 −k21− k23 k2k3
k1k3 k2k3 −k21− k22
 · v̂. (3.20)
We already know that the classical Helmholtz-Hodge-decomposition of square-
integrable functions is equivalent to decomposing every vector in the spectral do-
main into a part which is lying in the matrix null space of
2πi ·
 0 −k3 k2k3 0 −k1
−k2 k1 0
 (3.21)
and a part lying in the orthogonal complement of the null space, so one could try a
similar approach to further decompose a divergence-free vector field v by using
v = ∇×A1 +∇× (∇×A2). (3.22)
Unfortunately, both matrices used in equation 3.20 and equation 3.21 have the same
null space of the same dimensionality, so the attempt suggested in [91] only leads
to trivial results. Consequently, the equation 3.22, also being studied by Schmitt
and von Wahl in [104], cannot be solved by simply squaring ∇ in the frequency
domain. We have to find an alternative way in section 3.7.1.
3.4.3 Problems of Fractional Order
Fractional differentials have not been very common in the analysis of vector fields
for visualization issues so far. The main idea for a scalar function f is to find a
linear operator T such that




is fulfilled for a given real number α . On the basis of difference quotients or linear
approximations of functions, this seems like an impossible task and it is not clear
whether these operators do exist at all.
However, for a square-integrable function f (x) with a known Fourier transform
f̂ (k), it follows directly that in the case α = 2.0
T ( f̂ (k)) =
√
2πik · f̂ (k) (3.24)
is a solution.
Similarly, one can define fractional divergence and fractional curl, and the cor-




32 Chapter 3. Vector Field Decompositions in the Spectral Domain
(a) (b) (c)
FIGURE 3.5: An invariant torus in a 3D-flow with chaotic behav-
ior on its surface: (a) blue streamlines started on the surface of
the torus, (b) green streamlines on the toroidal part vrest , (c) red
streamlines on the poloidal part vkernel .
leading to a field fulfilling the equation 〈∇α ,v〉= 0 when transformed back into the
spatial domain. Fractional divergence and fractional curl have a substantial role in
studying fluids in porous media as to be seen in section 3.7.2. More details in the
theory of fractional derivatives are given in [72].
3.5 Differentiation of Discrete Data with the Fast Fourier
Transform
Our Fourier transforms have always been carried out by the fftw3-library [31],
which did an excellent service regarding the computational times. Even on discrete
vector fields with several millions of data points, all necessary operations (forward
and backward transform for every component of the 3D vector field) were com-
puted in less than a minute. An alternative GPU-based (GPU: graphics processing
unit) method is also available [39].
While the algorithm-pipeline consisting of a forward transform, an orthogonal de-
composition relative to a vector class as given in (3.19), and a backward transform
has already been clearly pointed out, there are still some inherent differences be-
tween the continuous and the discrete Fourier transform.
The coordinate system is not centered in the discrete spectral domain (aliasing phe-
nomenon) so we have to shift all ki by number of sample points of the correspond-
ing dimension i. We strongly recommend to an inexperienced user to read S.G.
Johnson’s “Notes on FFT-based differentiation” [53] for further details. Even if he
restricts his technical report to scalar functions only, all given algorithms can be di-
rectly carried forward to the partial derivatives of a uniformly sampled vector field.
Moreover, the harmonic part of the classical Helmholtz-Hodge-decomposition is
no longer a zero set. In spectral domain it is the value of v̂[−→k ] for −→k = [0,0,0]T ,
which is the only vector being perpendicular and parallel at the same time to any
other vector. Nevertheless, we always assign that value, which represents the av-
erage of the field in the spectral domain, to the vkernel-part, as we would not want
to loose an incompressible fluid’s mean direction by the best approximation to a
divergence-free field. In Figure 3.4 it is shown how rigid the harmonic part of the
FFT-based algorithm is, when we exclude it as sole third part, because it cannot
contain a fixed point of saddle nature as the method by Bhatia et al. [9], which is
shown in Figure 3.4.
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(a) (b) (c)
FIGURE 3.6: (a) Example of an invariant sphere of the flow with
2 saddles (red) as poles and a sink (green) in the interior. Stream-
lines seeded around the poles converge against a periodic orbit on
the equator. The recipe of creating invariant 2-manifolds can be
found in the appendix C. (b) vkernel for the same operator as in
Figure 3.5 leads to a field with an infinite number of fixed points
on the equator and all streamlines being segments of geodesics.
(c) vrest contains an infinite number of closed orbits around the
sphere.
3.6 Open Boundary Flow
Some discrete vector fields may cause strong side effects in the decomposition
results of the classical Helmholtz-Hodge-decomposition and its variations by the
FFT due to possibly strongly discontinuous derivatives, in particular fluids inter-
acting only with one edge of the boundary are likely to produce disturbing artifacts
as illustrated in Figure 3.7.
A possible solution is the extrapolation of the data to a function on a larger domain
where it rapidly decays in its norm. Eventually, the transformed field is rapidly de-
caying as well and strong discontinuities caused by high frequencies are prevented.
After performing the Helmholtz-Hodge-decomposition on the new, larger domain
we just need to re-sample the decomposition parts on the original grid.
The algorithm in detail is:
1. For a field v(x) on a domain Ω1 create a twice as large2 domain Ω2, sample
v on Ω2 and set all vector values in Ω2\Ω1 to zero.
2. For each vector on a vertex in Ω2\Ω1 determine a new vector by calculating
the average of all vectors in a point-based neighborhood.
3. Repeat the prior step several times until the field diffusion is close to an
equilibrium state.
4. Perform the FFT and the Helmholtz-Hodge-decomposition.
5. Re-sample all resulting fields on the original grid.
There is a very close relationship between our extrapolation scheme and the smooth-
ing method presented by Zhang et al. in [133] (chapter 5.2). The difference is that
we do not change any vector in the interior of Ω1 and the specific values in Ω2\Ω1,
which converge to a harmonic function in each component of v, will be of no par-
ticular importance later-on.
2In general, twice as large is an upper bound and more than necessary for an adequate result.
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(a) (b)
(c) (d)
FIGURE 3.7: A planar CFD-simulation: (a) a swirling jet enter-
ing a fluid at rest, (b) the best possible approximation of (a) by
a divergence-free field in the FFT-sense, producing a distinctive
artifact on the right hand side, (c) the simulation data has been ex-
trapolated by the method proposed in 3.6, (d) the approximation
by divergence-free field with a re-sampling on the original grid as
a final step, the artifact has vanished and the flow is more similar
to the simulation as (b).
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TABLE 3.1: Computational times of the Helmholtz-Hodge-
decomposition. All computations were done by an Intel Xeon
E5620, 16 × 2.4GHz with 32GiB memory.





The second benefit from this technique, which assumes that flow outside of the
original domain behaves similar as the flow in the interior boundary region, is that
it creates a better approximation to an incompressible flow than the von Neumann
boundary condition (e.g., in [117]), which forces the divergence-free field to be par-
allel on ∂Ω1. Eventually, what actually should be the best possible approximation
causes the greatest dissimilarity for injected streams when using the von Neumann
boundary condition. The issue was also tackled by Bhatia et al. in [9], leading to
new formulations of boundary conditions allowing interaction of divergence-free
fields with the boundary.
The standard method of simply extending the dataset by one point in each spa-
tial direction, like it is usual in image processing for FFT-based methods, did not
provide convenient results in our experiments, as the filter mask of the natural dif-
ferentiation by multiplication with ki is not bounded as the finite differences. The
enlargement of the domain is barely an issue for many datasets, as the computa-
tional times even for several million of data points is below a minute on modern
systems, for detail see table 3.1.
3.7 Applications
3.7.1 Toroidal Magnetic Fields
The flow induced by a vector field on (or inside) a torus can develop an immense
amount of different structures. First, there are possible irrotational types, e.g., the
gradient of the height field, i.e. a function that assigns a value of a certain coordi-
nate to each point of the torus. Further, there might be an infinite number of closed
streamlines, e.g., the variational field of a small ring moving along the torus. At
last, even a chaotic behavior is possible, e.g. streamlines intersecting a Poincaré-
section-plane will never do it at the same location.
Sanderson et al. analyze the magnetic field of a toroidal fusion reactor in [101] by
an integration-based technique. Due to the fact that magnetic fields are naturally
divergence-free, applying a classical Helmholtz-Hodge-decomposition to such a
dataset seems pointless. However, the flow can still be decomposed into two ro-
tational parts by simply adding further conditions, such as that one decomposition
product has no component into a certain direction of R3, leading to toroidal and a
poloidal component. This is where the generalized spectral decomposition comes





= 0 instead of 〈∇,v〉 = 0 for a torus located in the x1-x2-plane.
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The resulting decomposition axis (k2,−k1,0)T generates two divergence-free, or-
thogonal vector fields, both having a non-trivial rotational structure, which is illus-
trated in Figure 3.5.
Eventually both parts of the movement can be analyzed and filtered separately and
the spectral decomposition can be the foundation for useful tools for the visualiza-
tion of magnetic fields as occurring in the publication by Sanderson et al. [101].
The chosen differential operator is also useful to decompose a lot of other types
of invariant 2-manifolds of the flow, e.g., the invariant sphere illustrated in Fig-
ure 3.6. In contrast to the toroidal flow, one decomposition result (vrest) is not
divergence-free, because the input data was not, too. We experienced that these
invariant manifolds are not preserved by any of the classical Helmholtz-Hodge-
decompositions we tried ([117, 109]). Some decompositions in the spatial domain,
like removing certain circular components of the vector field, may lead to similar
results if and only if the geometry of the vector data is highly symmetric, the man-
ifold is centered in the domain, and the only invariant set of interest. Further, in
these cases we would know nothing about the differential operator that leads to the
best approximation.
3.7.2 Flow Through Porous Media
In their recent text about groundwater hydrology [126] Wheatcraft and Meerschaert
are developing the theory that a flux through a porous medium does not need to
obey the classical mass conservation laws. Instead they suggest the improvement,
that, instead of the divergence, the fractional divergence would be a more appropri-
ate model inside the modified continuity equation
〈∇α ,ρ · v〉=− ∂
∂ t
ρ. (3.26)
Therefore, the degree of the fractional derivatives α that is used describes the het-
erogeneity of the medium.
Consequently, it would be of great interest to analyze not only the best possible ap-
proximation of steady vector field data by divergence-free vector fields, but also by
fields of vanishing fractional divergence. The computation of fractional derivatives
in the spatial domain can be extremely complicated and relies heavily on the use of
gamma functions. On the other hand, with the methods proposed in this chapter, it
is easily put in execution in the spectral domain.
In Figure 3.8 we analyzed the influence of the parameter α when computing a field
of free fractional divergence. Vector fields of vanishing fractional divergence are
extremely similar in their visual appearance as classic divergence-free fields and
can often not be distinguished from them without a closer look at their derivatives.
There also seems to be a relation between the magnitude of the vectors and the
areas where the classic divergence (α = 0) differs most from zero. However, it is
remarkable, that the mean value of the classic divergence in all 3 parts of Figure
3.8 was extremely close to zero ( b)−3.7 ·10−7, c)−3.6 ·10−7 and d)−3.9 ·10−7).
The regions of non-zero divergence cancel each other out and are also often found







FIGURE 3.8: A planar CFD-simulation, (a) The magnitude of
the vectors, (b) approximation by field of fractional divergence
with α = 0.8, (c) approximation by a divergence-free field with
α = 1.0, (d) approximation by field of fractional divergence with
α = 1.2, all sub-figures from (b) to (d) are coming along with the




Morse Decomposition of Vector
Fields
In contrast to the last section, in which we analyzed vector fields by their Eulerian
description, i.e., physical observables only depending on v(x), we now move on to
the Lagrangian specification, where we consider particles moving inside the fluid,
which leads to the notions of topology already mentioned in the mathematical foun-
dations.
Topology-based methods are of increasing importance in the analysis and visu-
alization of datasets from a wide variety of scientific domains such as biology,
physics, engineering, and medicine. Especially in the context of vector fields great
research efforts have been undertaken to segment the domains of the available data
into meaningful regions. In particular, steady vector field topology tries to find
regions in which streamlines exhibit similar behavior. These regions can be used
for further processing and analysis of the vector field itself or to simplify the vi-
sualization. The latter is usually achieved by drawing only the region’s borders,
the so called separatrices. This produces less geometry and thus less visual clutter
than illustrating all particulars of the field. Both of these advantages are relevant
for two-dimensional vector fields, but become critical for three-dimensional vector
fields where possible occlusion appears as additional problem.
Different methods for vector field topology in two as well as in three dimensions
have been proposed in the past. The most recent advances come from the sub-field
of combinatorial vector field topology. Unfortunately, up to now only techniques
for two-dimensional fields have been presented in this context so far. In this chap-
ter we try to fill the gap of missing combinatorial vector field topology methods
for three dimensions. We present two methods to process three-dimensional fluid
flows, which both use graph algorithms to extract features from the underlying vec-
tor field. We will apply the methods to several synthetic data sets and one of them to
a CFD-simulation of a gas furnace chamber. In the end, we provide several options
for categorizing the invariant sets.
4.1 Related Work
Helman and Hesselink [47] introduced them to the visualization community start-
ing with extracting and classifying singularities also known as critical points. Many
other topological structures beyond singularities have been used in visualization.
Periodic orbits have been subject to visualizations by Theisel et al. [115] and Wis-
chgoll and Scheuermann [132]. Peikert and Sadlo [83, 98] improved the display
of invariant manifolds for saddle points and periodic orbits. Displaying all such
invariant manifolds at once leads to an occlusion problem. A solution is to only
display their intersection curves, the so-called saddle connectors [116]. Tricoche
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et al. [119] proposed vector field simplification based on the Poincaré index and
later extended their work to symmetric tensors in [120]. Scheuermann et al. [102]
use Clifford algebra to process fixed points of higher order.
In the recent past Morse theory has gained interest among data analysts processing
vector fields. Chen et al. [17, 18, 16] introduced Morse decomposition and Conley
index theory to the visualization community. Szymczak and Zhang [113] extended
Morse decompositions to piecewise constant vector fields. Edelsbrunner et al. [26]
and Guylassy et al. [44] use Morse-Smale complexes to process the gradient field
obtained from scalar data. Reininghaus and Hotz [96] process 2D vector fields with
a method based on Forman’s theory on cell complexes [30, 29]. To the present and
unlike our proposed technique, it is not clear how their approach, which is based
on connecting simplices of different dimension, can be extended to 3D.
Bozko et al. [10] use polygonal approximation of flows and Bhatia et al. [7] con-
struct edge maps in the interior of cells to find simplified particle transport encod-
ings. Further methods are the visualization of transport structures by convolution
along streamlines in the work of Shi et al. [107] and the extraction of linear neigh-
borhoods, which was done by Koch et al. [61]. However, these publications discuss
topological issues to a lesser extent.
Preserving the topology, Westermann et al. [125] are able to smooth vector fields,
while Lodha et al. [65] are compressing them.
Our work is the extension of Morse decompositions of flows on two-dimensional
manifolds, which has been subject of the work of Chen et al. [17, 18], to three
dimensions. An visualization example obtained with [17] is given in Figure 4.1.
4.2 Outer Approximation of Flows
There are a variety of ways in which one can pass from the particle transport in
a continuous vector field to a multivalued map with each having its advantages
and disadvantages. In the following, we are going to introduce two methods of
encoding particle movement, one being obtained by the neighborhood information,
the other by streamline integration.
4.2.1 Geometry-Based Flow Combinatorialization
The idea that a flow φ(t,x) from a cell Ti to a cell Tj of a tetrahedral mesh T =
⋃
Ti
can only exist if there is at least one vector v on their common face which points
from Ti to Tj leads to what is probably the most simple way of constructing a
multivalued map encoding the flow.
Assuming linearly interpolated data, we check each face by testing whether the
vector at each of its 3 vertices produces the same sign when multiplied with the
outer normal of the face. As the second step, every cell Ti in the field is now
represented by a node ui in a graph and every node of that graph has an directed arc
to only those nodes which represent a neighbor of Ti and there is a unidirectional
(transverse) vector field on their common face. If the flow is non-transverse, we add
directed arcs in both directions. With the given directed graph we might proceed
directly to section 4.3 which handles the further processing to a Morse connection
graph.
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(a) A vector field visualized with a Line Integral Convolution.
Extracted Morse sets are displayed as green (source), red (sad-
dle), or blue (sink).
(b) The resulting Morse connection graph. The nodes have the same color as the represented
fixed points in the field above.
FIGURE 4.1: A Morse decomposition of a planar field computed
with the algorithm by Chen et al. [17].
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(a) (b) (c)
FIGURE 4.2: Median-based sampling of a triangle facet in 3D: (a)
starting configuration with 3 initial points for numerical stream-
line integration, (b) if the cells that contain the integration image
are not connected, we subdivide the triangle into 4 new ones, (c)
we recursively proceed with subdividing if necessary.
4.2.2 Streamline-Based Flow Combinatorialization
The geometry-based Morse decomposition in two dimensions, which can be in-
terpreted as integration-based for a very small integration time t, was improved
in [18] and has its mathematical foundation in [55]. The idea of tracing particles
which have been densely seeded in the interior of a tetrahedral cell can quickly
become a computationally expensive task, so it is necessary to think of an efficient
technique that can cope with that challenge.
As in the prior section, every cell Ti of the grid will be represented by a node ui in
our flow graph, and a directed arc from Ti to Tj exists if and only if there is at least
one particle that reaches Tj from Ti by numerical streamline integration for small
fixed time. The set of all cells which can be reached from Ti will be denoted as the
outer approximation of the flow (Figure 4.3).
Once the graph representing the multi-valued map T⇒T is created, we cannot in-
fluence the outcome anymore, so let us discuss the modalities of the integration.
The integration of a small volume in a continuous vector field is a continuous map
itself, i.e., it does not change the homology equivalence class of our tetrahedral cell,
which is a ball. Taking advantage of the fact by just integrating the cell’s boundary
and reconstructing the full integration image from that result is therefore a valid
solution. A positive side effect is that it further reduces the computational costs, as
every triangular face, with the exception of those who a boundary elements inside
the grid, appears twice in our data, but only needs to be processed once. Moreover,
sampling a tetrahedral volume is much less trivial.
The integration image of all boundary faces adjacent to our cells must be contained
in a connected set of cells with the same argumentation as above, so it is natural to
ask for a technique that adaptively samples a triangle in R3 with initial values for
streamlines. A possible solution is a method illustrated in Figure 4.2, where trian-
gles are decomposed by their medians into 4 new triangles. The adaptive creation
of new streamlines is not entirely new in flow visualization and has been used in
Hultquist’s [51] algorithm for stream surfaces as well.
The choice of the numerical integration scheme is - as it is for every technique - a
trade-off between accuracy an computational time. Due to the inherent problems in
numerics, stiffness problems in solving ordinary differential equations being only
one of them, we recommend to use Runge-Kutta of 4th order [45] with step-size
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FIGURE 4.3: A union of cells (red) that encloses the image of the
green cell under streamline integration.
control or a DoPri5 [23]. Alternatively, one could start with a simple Euler integra-
tion and only refine the formulas when the construction of the outer approximation
fails.
As the last step, we must reconstruct the integration image of the cell by filling the
possibly generated hole that is enclosed by the 4 images of the boundary facets and
add a directed arc to the nodes that represent cells in the interior, too. Rigorous
enclosing techniques for hexagonal cells are discussed in [76].
4.3 Construction of Morse Connection Graphs
The final stage is the construction of a graph that describes a Morse decomposition
of the vector field, also known as a Morse connection graph, where every node ui
represents an isolated invariant set of the flow φ(t,x). A Morse decomposition M
of X ⊂ R3 is a finite collection of disjoint isolated invariant subsets of X , called
Morse sets:
M(X) = {M(p) | p ∈P},
such that if x∈X , then there exists p,q in the indexing set P such that α(x)⊂M(q)
and ω(x)⊂M(p). In addition, there exist a partial order  on P satisfying q p
if there is an x ∈ X such that α(x)⊂M(q) and ω(x)⊂M(p).
We need to proceed by forming equivalence classes of nodes from the flow graph
that was built by our methods from section 4.2.1 and 4.2.2. Secondly, we must
determine whether they contain any isolated invariants of the flow or are just trivial
of gradient-like behavior.
A powerful tool in graph analysis are the strongly connected components. We com-
pute them by using the popular algorithm by Tarjan [114] which is of linear com-
plexity. An example is given in Figure 4.4. A strongly connected component of a
graph is a maximal subgraph in which for each pair of vertices ui,u j there exists a
directed path from ui to u j. They are useful for several reasons:
• Strongly connected components describe regions of recurrent flow, such as
closed periodic orbits.
• Every strongly connected component symbolizes an isolating block in our
vector field and consequently allows the computation of a Conley index.
• We are able to construct a quotient graph by collapsing every strongly con-
nected component to a single node, which leads to a directed acyclic graph.
As the strongly connected components induce an equivalence relation between
graph nodes, we compute the quotient graph by adding one node vi for each strongly
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FIGURE 4.4: A drawing of strongly connected components. Dif-
ferent colors describe the pairwise disjoint sets of nodes in this
graph, in each existing a path from an arbitrarily chosen node to
all others of the same component.
FIGURE 4.5: The strongly connected components from Figure
4.4 are collapsed to a single node.
connected component ci and an arc from nodes vi to v j if there is an arc from some
node of ci to some node of c j. It is trivial to show that the quotient graph, such as
the example in Figure 4.5, obtained from the strongly connected components of a
graph is an directed acyclic graph (DAG).
The nodes of the quotient graph do still represent all cells contained in our dataset,
which makes it necessary to distinguish between those containing isolated invariant
sets of the flow φ(t,x) and the rest (trivial Morse sets). For this purpose, we intro-
duce the computation of the Conley index for tetrahedral meshes in section 4.4. If
the Conley index is trivial for a certain node ci of our quotient graph, we remove
it but still maintain the connectivity information, i.e., if there was an arc from c j
to ci and from ci to ck, then we add an arc from c j to ck. After the removal of all
trivial nodes, an example is given in Figure 4.6, only the cells containing non-trivial
Morse sets remain. We call it the Morse connection graph.
We then show the graph in an additional window using the algorithm by Gansner
FIGURE 4.6: The Morse set (B) having a trivial Conley index is
removed and a new arc is inserted to maintain the connectivity
information.
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FIGURE 4.7: A decomposition with the geometry-based algo-
rithm of 3-D data containing two sinks (blue), a source (green),
and two saddles (red).
et al. [34] for graph layout. We restrict all sources and all sinks to be on one layer,
respectively. Furthermore we remove all transitive arcs, i.e., arcs (vi,v j) for which
there exists a path from vi to v j not using (vi,v j), as they complicate graph layout
but do not improve perception ([6], Chapter 1).
A portrait of a very simple outcome of the Morse decomposition by a geometry-
based variant of constructing Morse connection graphs is given in Figure 4.7. One
should be aware of the fact that none of the variants include interaction of Morse
sets with the boundary of the domain.
Let us summarize the algorithm of creating a Morse connection graph from a vector
field on a tetrahedral mesh:
1. Create a flow graph by either evaluating neighborhood relationship of cells
or approximating integration images of cells by adaptive boundary sampling.
2. Compute strongly connected components in the flow graph.
3. Collapse every strongly connected component to a single node obtaining a
quotient graph.
4. Identify all critical nodes by the Conley index.
5. Remove trivial Morse sets by node cancellation to create a Morse connection
graph.
4.4 Computation of the Conley Index for Tetrahedral Meshes
Consider an isolating block N with exit set L which consists of a strongly con-
nected component computed as described, whose elements are consisting of sin-
gular k-simplices, i.e., triangular pyramids P(N), triangles T(N), edges E(N), and
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vertices V(N). Because of L ⊂ ∂N it follows that P(L) = /0 and for every k all
the k-simplices of L are contained in the k-simplices of N. In the following, we
construct free Abelian groups (these are commutative groups possessing a basis)
C0(N), C1(N), C2(N), and C3(N) from the k-simplices by allowing a formal sum-
mation of elements. Moreover, we set C−1(N) = {0} and generate free Abelian
groups from the exit set L analogously. For the following procedure, we only con-
sider the quotient groups
Ck(N,L) :=Ck(N)/Ck(L), k =−1, ...,3 (4.1)
and 4 group homomorphisms, the so-called boundary operators
∂k : Ck(N,L)→Ck−1(N,L),
which are defined by their action on the k-simplices as the following:
∂0〈v0〉 = 0 (4.2)
∂1〈v0,v1〉 = 〈v1〉−〈v0〉 (4.3)
∂2〈v0,v1,v2〉 = 〈v0,v1〉−〈v0,v2〉+ 〈v1,v2〉 (4.4)
∂3〈v0,v1,v2,v3〉 = −〈v0,v1,v2〉+ 〈v0,v1,v3〉−〈v0,v2,v3〉+ 〈v1,v2,v3〉(4.5)
We define the subgroups by
Zk{N,L} := ker ∂k,
which is the group of cycles and
Bk{N,L} := im ∂k+1
being the group of boundaries. An important property is that the boundary of the
boundary must always be an empty set, i.e., ∂k+1 ◦∂k = 0, implying the inclusions
Ck(N,L)⊇ Zk(N,L)⊇ Bk(N,L).
We once again construct quotient groups by setting
Hk(N,L) := Zk(N,L)/Bk(N,L)
and denote Hk(N,L) for k =−1, ...,3 as the Conley index of the index pair (N,L).
If a set X is the maximal invariant set in N, we can speak of the Conley index of X .
The rank of the group Hk(N,L) is called the k-th Betti-number.
Since all Hk(N,L) can be arbitrary free Abelian groups, a discussion of all possibly
occurring cases of Conley indices is impossible. Important ones that characterize
isolated hyperbolic invariants in 3D are given in table 4.2. Structures of higher di-
mension, such as invariant 2-manifolds as in Figure 4.8, are not necessarily found
by the strongly connected component algorithm and therefore need further investi-
gations, e.g., the computation of the space of the connecting streamlines between
the occurring hyperbolic invariant sets. Moreover, there is no rigorous combinato-
rial method proving chaotic behavior without the use of Poincaré section planes as
in the work of Mischaikow and Mrozek [74].
Readers who like to know more about the computation of homology are referred
to [54] and [135]. Efficient implementations of homology algorithms already exist,
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FIGURE 4.8: A flow containing a 2-manifold with 2 fixed points
(red) on it and another one (green) in the interior. The equator
is an attracting periodic orbit which can be found by the strongly
connected component algorithm. However, the invariant sphere
itself is not a strongly connected component and must be found by
computing the connecting trajectories of the already determined
invariants.
TABLE 4.1: Classification of hyperbolic invariant sets in 2D by
the Conley index [17].
Conley index H∗(N,L) flow inside N is equivalent to
({0}, {0}, {0}) no isolated invariant set present
(Z, {0}, {0}) attracting fixed point
({0}, Z, {0}) saddle point
({0}, {0}, Z) repelling fixed point
(Z, Z, {0}) attracting closed streamline
({0}, Z, Z) repelling closed streamline
some even contain methods for relative homology, such as [73]. However, the au-
thors strongly emphasize the usage of cubical homology and it is not clear which
types of grids will be supported in the future.
4.5 Simplified Evaluation of Index Pairs
The computation of the Conley index in two dimensions, which is the foundation
of Morse decompositions presented in the work of Chen et al. in [17], [18], and
[16], can be reduced to the analysis of connection graph nodes and the computation
of the Poincaré index.
The group H0(N,L) counts the number of components of N that are not attached to
L. Consequently, since all strongly connected components are connected isolating
blocks in our triangulation, it can either be {0} or Z. Similarly, the group H2(N,L)
counts the number of components of N that are entirely covered by L. It can either
be {0} or Z, too. By purely looking at critical nodes in the Morse connection
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graph, i.e., those nodes which only have ingoing or only outgoing arcs, we can
already determine which strongly connected components have a non-trivial group
H0(N,L) and H2(N,L). Moreover, they cannot both be Z.
The remaining unknown group H1(N,L) can be determined by using the formula
I(N,v) = |(H0(N,L))|− |(H1(N,L))|+ |(H2(N,L))|, (4.6)
i.e., we need to compute the Poincaré index of the strongly connected component









with θi being the angle variation along a mathematically positive boundary curve.
According to [119], only values of θ smaller than π are valid, else one uses 2 ·π−θ .
Index pairs processing is not limited to our given methods and there are many
further tools that help to classify nodes in the Morse connection graph, such as
the Bendixson-Dulac theorem, which states that a simply connected region where
the divergence does not change its sign cannot contain periodic orbits. Also it is
possible to evaluate the angle rotation along boundary curves of N instead of a cell-
wise computation, which leads to the computation of winding numbers. At last, the
classic interpolation formulas can also be used for strongly connected components
that just consist of a single cell.
The only possible case of obtaining a Hk(N,L) different from {0} or Z in two
dimensions is a saddle of higher order.
Extending the formula 4.6 to three dimension leads to
I(N,v) = |(H0(N,L))|− |(H1(N,L))|+ |(H2(N,L))|− |(H3(N,L))|, (4.8)
where H0(N,L) and H3(N,L) are once again easily determined by checking the crit-
ical nodes in the Morse connection graph. Unfortunately, the evaluation of I(N,v)
still leaves us with two unknown homology groups. Therefore, we present an alter-
native way, that is able to deal with the majority of possible hyperbolic cases.
First of all, the computation of the Poincaré index is much more challenging task in
three dimensions, so we replace that part by simply computing the winding number
of each cell in the tetrahedral mesh. Both topological invariants are not zero when
a fixed point is present and that is all we need. The winding number for the face of
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where vi,v j,vk are the vectors on an oriented boundary face. The winding number
of the whole cell is the sum of all 4 adjacent face winding numbers. For details see
[37].
If we need to distinguish the hyperbolic cases of invariant sets given in 4.2, the
following scheme is helpful:
• If H0(N,L) is not zero and all cells in the strongly connected component have
a winding number of 0, an attracting closed orbit is present.
• If H0(N,L) is not zero and one cell in the strongly connected component has
a winding number unequal to 0, an attracting fixed point is present.
• If H3(N,L) is not zero and all cells in the strongly connected component have
a winding number of 0, an repelling closed orbit is present.
• If H3(N,L) is not zero and one cell in the strongly connected component has
a winding number unequal to 0, an repelling fixed point is present.
• If L decomposes ∂N into two separate sets and the winding number is not 0
for one of the cells inside the strongly connected component, a saddle with
two-dimensional unstable manifold is present.
• If ∂N\L decomposes ∂N into two separate sets and the winding number is
not 0 for one of the cells inside the strongly connected component, a saddle
with one-dimensional unstable manifold is present.
• If both L and ∂N\L decompose ∂N into two separate sets and all cells in
the strongly connected component have a winding number of 0, an ordinary
saddle-like closed orbit is present.
An illustration of the saddle-like Morse sets can be found in Figure 4.9. As already
mentioned, this classification does not cover Morse sets containing multiple invari-
ants. Further, the twisted saddle-like closed streamline is missing in the list. These
types of invariants lead to index pairs that cannot be described in a simple way as
above. The rigorous computation as in the last section is necessary, because their
unstable manifolds are not orientable, leading to neither L nor ∂N\L having multi-
ple components. However, due to growing interest among several flow researcher
in this topic, the author of this thesis contributed towards a FTLE-based technique,
that is able to detect saddle-like closed orbits of any type in [57].
4.6 Discussion of the Results
The integration time parameter of the algorithm unsurprisingly affects the qualita-
tive structures of the resulting Morse connection graph. We discovered that, in par-
ticular when processing divergence-free vector fields, the geometry-based method
may have big difficulties in separating Morse sets from each other. An extreme
case is visible in Figure 4.12, where only one strongly connected component was
extracted from the data. However, gradient fields as the pressure gradient in Figure
4.11 rarely appear to produce very large Morse sets, that consist of many cells, even
though these clusters were extracted with the neighborhood-based method.
The question arises whether it is always reasonable to increase the integration time
of the streamline-based variant to obtain a finer decomposition. Onwards from a
certain time parameter, the results will become barely different from those already
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(a) (b) (c)
FIGURE 4.9: Illustration of saddle-like Morse sets in 3D: (a)
∂N\L decomposes ∂N into two separate regions, (b) the exit set
L decomposes ∂N into two separate regions, (c) the section plane
of a saddle-like closed orbit shows that both L and ∂N\L have
decomposing character.
TABLE 4.2: Classification of hyperbolic invariant sets in 3D by
the Conley index [75].
Conley index H∗(N,L) flow inside N is equivalent to
({0}, {0}, {0}, {0}) no isolated invariant set present
(Z, {0}, {0}, {0}) attracting fixed point
({0}, Z, {0}, {0}) saddle point with one-dimensional unstable manifold
({0}, {0}, Z, {0}) saddle point with two-dimensional unstable manifold
({0}, {0}, {0}, Z) repelling fixed point
(Z, Z, {0}, {0}) attracting closed streamline
({0}, Z, Z, {0}) saddle-like closed streamline
({0}, Z2, Z2, {0}) saddle-like closed streamline (twisted)
({0}, {0}, Z, Z) repelling closed streamline
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(a)
(b)
FIGURE 4.10: Comparison of closed streamlines in 2 and 3 di-
mensions: (a) a saddle-like periodic orbit (red) connected to a
source (green), the seeded streamlines indicate the asymptoti-
cally unstable behavior in its neighborhood for both integration
time directions, the orbit is connected to a source but does not
act sink-like, (b) saddle-like periodic orbits cannot exist in pla-
nar systems, they are either attracting (blue), repelling (green), or
self-intersecting/homo-clinic. The latter ones are the only closed
streamlines that occur in divergence-free vector fields.




FIGURE 4.11: Pressure gradient of a gas furnace chamber: (a)
seeded streamlines representing flow structures injected from var-
ious seed-points, (b) Morse sets from obtained from the extraction
with the geometry-based algorithm of the upper-half dataset from
the pressure gradient flow, (c) the Morse connection graph, some
of the nodes represent Morse sets with multiple isolated invari-
ants.
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computed and we do not have any other choice than re-sampling the data on a finer
grid. Even though a grid-refinement can also reduce the likelihood that very small
closed streamlines, e.g., those occurring in cases of a bifurcation, may be identi-
fied as a fixed point due to the missing gap, the computational costs of the outer
approximation of a tetrahedron may rise significantly. On the other hand, a too
coarse grid might lead to difficulties in distinguishing strongly rotational flow from
periodic orbits. Consequently, finding the optimal and not too costly solution for
the time-parameter is a challenge itself.
Theoretically, edge maps constructed by the method of Bhatia et al. [7] provide
a interesting preprocessing step for the geometry-based method in 2D, because
they decompose the field into segments where one has directional flow everywhere.
However, at the present it is highly unclear how the algorithm can be extended to
3D, and even assuming there would be an analytic solution, the stability of its im-
plementation would have a big question mark.
In recent publications [83], Peikert and Sadlo have particularly shown interest in
visualizing closed streamlines of saddle-like behavior and proven their existence
in a CFD-simulations of a Pelton turbine. In Figure 4.10, we reveal an artificially
created saddle orbit with the integration-based method. Its differential equation
can be found in the appendix A. Such closed streamlines, where the Poincaré sec-
tion plane produces a saddle, are the only stable periodic orbits that can be found
in divergence-free data and they cannot be found by arbitrarily seeded particles in
their neighborhood, because they are not asymptotically stable in both time direc-
tions.
As the extracted Morse sets cannot become thinner than the diameter of cells of
our data, it is natural to ask whether there are more improvement possibilities than
just a grid-refinement or increase of the integration parameter. A possible extension
is adding weights to the graphs. That idea leads to weighted adjacency-matrices,
which in their normalized form become transition matrices or time-discrete Markov
chains, leading to the next chapter.





FIGURE 4.12: Influence of the integration-time parameter in the
streamline-based algorithm in a divergence-free dataset (velocity
of the gas furnace chamber): (a) the geometry-based method was
not able to decompose the field, resulting in only one isolating
block, (b) integration parameter t = 3.0, (c) integration parame-
ter t = 7.0, (d) integration parameter t = 15.0, some Morse sets
slowly converge to blocks only consisting of a cell with a fixed
point of saddle nature (red), one big strongly connected compo-
nent remains on the left-hand side, which is discussed in Figure
4.13.
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FIGURE 4.13: The remaining large Morse set from Figure 4.12
was further analyzed by planting a set of streamlines inside it.
Eventually, a large loop of the flow is revealed which also covers
cells with multiple fixed points (saddles) in it. We did not further
refine the Morse set containing the loop as the needed integration







Separation and attachment features are of essential interest in many practical flow
studies due to their adverse effects on the object motion and their implications not
only in vortex genesis, but also to gain insights about essential flow properties, e.g.,
topological segmentation.
Analysis and visualization of the flow topology poses several challenges. The
phases from generating data, e.g., PIV-measurements and CFD-simulations to pro-
cessing, e.g., interpolation and numerical approximation are affected by inherent
errors. According to [52], the visualization of these errors has often been under-
represented in the past.
Many visualization algorithms rely on the extraction of individual streamlines of
the flow associated with a vector field. The numerical computation of these stream-
lines is sensitive to a given initial value.
Due to the fact that the streamlines associated with a vector field are dense, it is
impossible to deeply study each single representative. As a remedy, one can assign
a state to each massless particle moving along an orbit that is not determined by its
position but the cell that contains the particle. The movement between those cells,
having been successfully integrated in different combinatorial models [96, 18], can
also be seen as stochastic process, i.e., there is a probability that the state of a par-
ticle changes after a certain time passes. This leads to the theory of time-discrete
Markov processes, which are a well explored domain of probabilistic theory and
provide answers to a central question one can pose: How likely is it, that multiple
particles that are placed at the same region in the flow came from and will end up
in the same limit set?
5.1 Related Work
Since Helman and Hesselink [47] introduced the visualization of topological skele-
tons of flow fields, much research has been done in this area. A significant amount
of this research was and still is the extraction of invariants and separating structures
in steady and unsteady vector fields.
The original method in [47] was based on a linearization of the flow in a neigh-
borhood of special singularities, called saddle-points. The particle traces started
from the stable and unstable manifolds of the saddle-points, called separatrices, di-
vide the domain into classes of equivalent flow behavior. Their method was later
extended by Wischgoll et al. [132], who created an algorithm to find closed stream-
lines in planar vector fields by searching for cells that get repeatedly crossed by
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particles. The complexity of the latter method benefits strongly from the Poincaré-
Bendixson-Theorem, which ensures that a closed streamline in a 2D vector field
must enclose at least one singularity.
Scheuermann et al. [103] included the boundary of the domain to generate more
separating streamlines and eventually a finer topology. For this method it is neces-
sary that one computes all points on the boundary where the vector field is tangen-
tial and traces additional particles from there.
Kenwright et al. [59] used a parallel vector operator [82] to extract local separation
lines in piecewise linear flows. The parallel vector operator detects whether the
velocity is parallel to an eigenvector of the Jacobian on the boundary of a triangle
cell and links these points to separation and attachment lines. Due to fact that the
Jacobian in piecewise linear vector fields is not continuous, the resulting structures
are not necessarily connected.
Many techniques that visualize Lagrangian coherent structures, such as [38, 36,
98, 13, 56], are based on the Finite-Time-Lyapunov-Exponents (FTLE) [46].
Chen [18] as well as Reininghaus and Hotz developed a purely combinatorial ap-
proach to extract the topological skeleton of 2D vector fields [96], both tech-
niques relying heavily on graph algorithms. Alternatively, one could use transition
matrices instead of graphs to approximate complicate behavior of the dynamics.
Representative publications concerning these issues are the work of Dellnitz and
Junge [21] as well as Froyland and Padberg [33, 32]. The numerical treatment of
transition matrices is discussed in Stewart’s book [111], a more general overview
is presented by Trefethen and Bau [118].
There has also been a growing interest in developing methods to research uncer-
tainty in vector field topology over the past years. A frequently used idea for these
purposes is exploring particle distributions instead of single particles. Otto et al.
[79] formulated convergence criteria for Gaussian distributed density functions by
Euler-integration. Their method also uses the uncertain Poincaré-Index to distin-
guish between critical distributions. Petz et al. [85] presented an approach to ana-
lyze the probability of a critical point to be contained in a cell for uncertain vector
fields.
Schneider et al. [105] considered numerical integration inflicted by bounded uni-
formly distributed errors and replaced the Finite-Time-Lyapunov-Exponent by a
principal component analysis of particle destinations, named finite time variance
analysis (FTVA). In contrast to our approach, which is based on uncertain cell
mappings, both techniques use an stochastic integration scheme. Furthermore, our
considerations will not be restricted to a finite time like in [105].
While there is a comprehensive selection of tools to visualize uncertain data [81],
we will use a dual color map (red/blue) that has been common for scalar fields
computed by FTLE-like procedures.
Stochastic processes, in particular random walks, are not only useful to describe
the flow of uncertain particles, but they have also been used to smooth and denoise
vector field data [80] and were also an important tool for image segmentation and
pattern analysis [40].
5.2 Time-Discrete Markov Chains
Stochastic processes, e.g. Brownian motions or random walks, have a far-reaching
domain of applications in almost all scientific research areas. A not complete
5.2. Time-Discrete Markov Chains 59
enumeration would cover topics in chemical reactions [62], page rank compu-
tations [63], image segmentation [40], vector field denoising [80], and machine
learning [89]. For the sake of simplicity, we restrict our theoretical considerations
to a special state of stochastic processes, those which have discrete states and dis-
crete time steps. These models lead to time-discrete Markov chains, which are
random processes being considered memoryless, i.e., the next state of the system
only depends on the current state and not on the sequence of events before. If the
process is time-homogeneous, it can be expressed by a single matrix. For a time-
inhomogeneous process, the matrix might change from one step to another.
Readers interested in techniques of sampling continuous-time processes are re-
ferred to the work of Malhotra et al. [70].
The description of the matrices can be easily followed with basic knowledge of
linear algebra and probability theory. As an example, imagine two neighboring
countries with the same amount of population, i.e. the 2D probability distribution
vector only contains entries of 0.5. Each year 10 per cent of the population of coun-
try A migrate to country B and 20 per cent of country B migrate to country A. The







If one is interested in the population distribution after one year, one has to apply the















so the population of A is, of course, growing, but how does the system behave after






with any more multiplications having no effect, so we found a (left-)eigenvector of
M to the eigenvalue of 1, which is the stationary state of the population.
We now generalize the concept of transition matrices and state the most important
properties and theorems, for detailed proofs the reader is referred to the correspond-
ing literature.
Definition 5.2.1. A vector w is a probability distribution vector if all entries wi are








mi j = 1.
We will refer to it as transition matrix .
The entry mi j of the transition matrix describes the probability of the system from
going from state i to state j. A transition matrix is a linear operator, that maps
probability distribution vector to another probability distribution vector. The ex-
ploration of the long time behavior of these vectors by repeated multiplication with
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M is of particular interest in the theory of stochastic processes.
M is bounded in its norm by 1 and so so are its eigenvalues. Although all entries
of M are positive and real, negative and complex eigenvalues are common. We call
an eigenvalue λ dominant if |λ |= 1. If an eigenvalue is not dominant, its influence
vanishes with each potentiation and all vectors of the corresponding eigenspace
will be mapped to zero after a very large number of time steps.
Moreover, the existence of at least one eigenvalue λ = 1 is guaranteed for every
transition matrix M. Its eigenspace is called stationary state of the system. A sys-
tem may have many stationary states and so λ = 1 may be a repeated eigenvalue. In
this case, the stationary distribution is depending on the initial distribution vector,
that was presumed. A condition that ensures a unique stationary distribution is
Theorem 5.2.1. (Perron-Frobenius)
Let M be a transition matrix and all entries mi j are greater than 0. Then there exists
an eigenvalue λ = 1, that is of multiplicity 1 and the corresponding eigenvector
only has positive entries. Further, all distribution vectors converge against the same
unique stationary distribution vector.
Proof. See [68].
Even under weaker conditions one can assert a unique stationary distribution. For
this purpose we need another definition.
Definition 5.2.2. A transition matrix M is called irreducible, if each state can be
reached from any other state. Else it is reducible.





Theorem 5.2.2. If a transition matrix M is irreducible and all entries mi j are greater
or equal to 0, then the eigenvalue λ = 1 is of multiplicity 1.
Proof. See [68].
This weaker formulation does not exclude the possibility, that there might be other
eigenvalues fulfilling |λ |= 1.
There is a relation between the matrix M and a directed Graph GM. If GM has
exactly n vertices, where n is the size of M, and there is an edge from vertex i to
vertex j precisely if mi j > 0. Then M is irreducible if and only if GM is strongly
connected. Strongly connected components were an essential processing stage of
the Morse decomposition in the last chapter.
5.3 Probabilistic Transport Along Particle Paths
Let us look back to the population model that we introduced as an example in the
last section. One could simply assume that, if we replace the countries by the cells
in our dataset and the population by the arbitrarily placed particles in the flow, the
job is already done. This is wrong.
We cannot only trace a few streamlines and assume that the integration image of
a cell lies entirely in the obtained cells. There may be, depending on how expan-
sive the flow is, many holes in the integration image. On the other hand, a very
dense sampling of the cell could lead to very high computational costs. A stronger
mathematical foundation is needed.
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FIGURE 5.1: An illustration of an outer approximation of a cell.
The image of the cell C1 under a fixed integration time t is approx-
imated by all cells Ci, for which Φ(t,C1)∩Ci is not empty.
5.3.1 The Outer Approximation in the Context of Probability
Chen et al. developed a rigorous and efficient algorithm which can reconstruct the
image of a triangle under a fixed integration time in 2 dimensions. We extended the
technique earlier for tetrahedral meshes for our Morse decompositions. The coarse
idea is to adaptively integrate all edges and fill the resulting hole. For a detailed
description of the algorithm see chapter 4 of [18]. Our chosen example contains
a triangulated mesh (Figure 5.1 or Figure 4.3), although this method can be easily
applied to any other types of cells, too. An approximation technique of flows sam-
pled on cubical grids can be found in the publication of Mrozek et al. [76].
We recall: A set of cells Ci is called an outer approximation of a cell C1, if the im-
age of C1 under a fixed integration time t is completely contained in
⋃
iCi. Chen et
al. encode this mapping into a graph, use the extraction of strongly connected com-
ponents and apply the computation of a powerful, though theoretically demanding,
topological invariant, the Conley index, to obtain a Morse decomposition of the
vector field.
Our approach in processing is to construct a high-dimensional sparse transition
matrix from the particle movement in the field, because there are no generalized
algorithms, that compute strongly connected components of a graph with weights
on edges.
A sparse matrix is a matrix populated primarily with zeros. Specialized data struc-
tures can take advantage of that and do not need to store the zero elements, which
allows for fast computations and requires less memory. In particular, the multipli-
cation of a sparse matrix with a vector is reduced to linear complexity.
As already mentioned in the related work, our algorithm does not use an uncertain
integration scheme like in [79, 105], only an uncertain destination cell. We now
reformulate the definition of the outer approximation in the context of probability:
A set of cells Ci is called an outer approximation of a cell C1, if all particles traced
from C1 for a fixed time t are reaching
⋃
iCi with the probability of 1.
We will use the model of a uniform distribution, i.e., our particles reach all cells
of the outer approximation with equal probability. That seems to be a very coarse
model at first glance. However, a more accurate model would require the initial
points seeded in the interior cell, leading to a heavy rise of the computational time.
Further, a finer triangulation has a very similar effect in improving the result. Al-
ternative models are discussed in the future work section.
The entry mi j is non-zero, if and only if cell j is included in the outer approxi-
mation by integration from cell i by one time step, its value is the reciprocal of
the total number of cells contained in the outer approximation. For example, if
the image of cell 1 is cell 2, 3, 7 and 15, then the entries of m1,2, m1,3, m1,7 and
m1,15 will be set to 0.25. We cannot assume a Gaussian distribution as a particle
destination model, because if we allow particles to move to each cell of the data
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with probability greater zero, our transition matrix will become dense and efficient
computations for big datasets will become impossible. However, such a consid-
eration might be interesting for small datasets, because a completely dense matrix
would ensure that the conditions of the Perron-Frobenius-Theorem are fulfilled.
Conversely, a Gaussian probability density function would rather fit to a particle
in quantum mechanics, but not fluid mechanics, which is one of the most common
sources of discrete vector field data.
After we calculated the outer approximation for each cell, we can fill the transition
matrix. It is sparse, because the number of image cells is usually much smaller than
the total amount of cells in the dataset. To determine the state of the system in the
next time step, not the time range of the integration is raised, but the distribution




One cannot derive the backward particle movement by the inversion of M, because
we have no guarantee that its eigenvalues are all different from zero, and even if
this is the case, the inversion of such a high dimensional matrix is a numerically
unstable operation. As a solution we construct two transition matrices, one for the
forward integration (M+) and one for the backward integration (M−). The station-
ary probability vectors of M+ are cells, that contain the attracting invariant sets,
those of M− are containing the repelling ones. Dellnitz et al. [21] already formu-
lated a method to find these invariants by eigenvector computation. There are sev-
eral public available tools that can solve eigenvalue problems of high-dimensional
sparse matrices, e.g. SLEPc [48] or Eigen3 [43].
We have visualized some chosen examples of invariants. There is always a duality
between a transition matrix and a probabilistic graph as it is portrayed in Figure
5.2. The matrices have to be considered as a block or multiple blocks of a matrix
of much higher dimension. The matrices are
1.

0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
 ,
which is convergent by potentiation.
2.

0 a 0 0 0 1−a
0 0 b 0 0 1−b
0 0 0 c 0 1− c
0 0 0 0 d 1−d
e 0 0 0 0 1− e
0 0 0 0 0 1
 ,
which is convergent, if one of the parameters is not exactly 1.0.
3.

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 0 0 0 0
 ,
which has only eigenvalues on the unit circle in the plane of complex num-
bers and is divergent.
5.3. Probabilistic Transport Along Particle Paths 63
4.

0 a 1−a 0 0
0 0 1 0 0
0 0 0 b 1−b
0 0 0 0 1
1 0 0 0 0
 ,
which is convergent, if one of the probability parameters is not exactly 1 or
exactly 0.
As a consequence, a time-discrete Markov chain is not necessarily convergent,
when it is created by the flow of a single particle. This could lead to an ideal
periodic orbit as in Figure 5.2 (c). Moreover, just consider the so-called Ehrenfest-






which is periodic by satisfying Mn = Mn+2. However, these types of matrices form
a compact subset of all transition matrices and small errors will turn them into
convergent ones, so many numerically sensitive processes will lead to convergent
transition matrices, although those of very high dimension might converge very
slowly. The numerical instability of non-convergent matrices explains why our al-
gorithm in our experiments never produced a divergent Markov chain from the flow
induced by a planar vector field. Due to the fact, that we use particle distributions,
some particles might reach cells some time steps earlier or later than the majority in
the context of cell mappings - the distribution will get blurred alongside the closed
streamline, leading to Figure 5.2 (d).
Saddles and separatrices are missing in these examples. The reason is, that these
structures in general cannot be found by eigenvector computation, neither of M+,
nor M−, because particle distributions won’t converge against these invariants. This
issue was also mentioned in [79] . This was the actual motivation for us to pur-
sue this direction of research. In the current chapter, we will introduce the degree
of uncertainty, which removes this shortcoming and is a measure for separation
of convergent transition matrices and eventually separating structures in the vector
field.
We cannot claim to have a complete algorithm that determines streamline separa-
tion at infinity without including the boundary topology. An existing algorithm by
Scheuermann et al. [103] computes all inner tangential points on the boundary of
the dataset and traces generalized separatrices from there, which divide the vector
field into additional equivalence classes of flow behavior. Our method is similar,
except that we extract connected regions of outflow on the boundary, which are of-
ten bordered by such tangential points. Both methods are illustrated in Figure 5.3.
The computed exit sets will be treated as additional cells, i.e., if a particle crosses
the boundary, it will be automatically mapped to the corresponding cell which rep-
resents the exit set. Further, these cells will be mapped with probability 1 to them-
selves, so, loosely speaking, particles reaching a certain exit set will stick there
forever. The transition matrix has to be extended in size by the number of exit
sets, which is usually much smaller than the number of cells in the dataset. This
has to be done for M+ and M−. In the end, the algorithm is able to decide on a
probabilistic basis, whether particle distributions are likely to exit the boundary of
the domain. A similar method has also been used by Mahrous et al. to improve
topological segmentation of 3D vector fields [69].
There is a duality between the dynamical systems of a flow φ(t,x) associated with
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(a) (b) (c)
(d)
FIGURE 5.2: Examples of different invariants in the context of
probabilistic mappings: (a) attracting node, (b) attracting focus,
(c) ideal closed orbit, (d) realistic closed orbit. The circles may
represent cells or unions of cells.
a vector field and a dynamical system of (row-stochastic) transition matrix. For the
latter we have
wT ·M0 = wT
and
(wT ·Mn1) ·Mn2 = wT ·Mn1+n2 .
Further, the product of any(!) transition matrices M1 and M2 of the same dimension
is a transition matrix again.
The conversion of the continuous dynamical system of a flow φ(t,x) to a a discrete
dynamical system of a transition matrix M poses several challenges:
While the flow φ(t,x) is invertible in the range of its existence, i.e., we are able to go
back to our original position by an integration using the same time with a negative
sign, transition matrices, as already mentioned, do not need to be invertible. Even
though we have the workaround by creating a matrix for both time directions, it is
still not guaranteed that the equation M+ ·M− = Id is fulfilled here, so it is natural
to ask why we convert the flow to that discrete system. The reason is not only
the gained robustness and uniform treatment of invariant sets. Transition matrices
additionally allow us to analyze the sensitivity of the initial value problem at infinite
times, which is not possible with purely particle-distance-based algorithms like
FTLE.
5.4 Probabilistic Transport Along Boundary Facets
In this section, we present a novel algorithm to compute the transition matrices.
The idea is to look at the outflow region of every cell. For two adjacent cells in
2D, the probability of the transition can be computed by relating the outflow at the
edge to the outflow of the whole cell. This approach can be naturally extended to 3
dimensions by integrating the outflow along the cell surface instead of the edges.
While the approach using the method of Chen [18] might result in transitions be-
tween cells that are not neighbored, our novel approach guarantees transitions only
between neighbored cells. We therefore sample the transitions at the finest scale
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(a) (b)
FIGURE 5.3: Processing of the boundary: (a) Method by Scheuer-
mann et al., who compute and trace tangential points (yellow) on
the boundary. (b) In our method, connected regions of outflow
(exit sets) b1−b6 are denoted as additional invariants.
possible in this discrete setting. Due to the possible extension to vector field data
of three or any dimension, we greatly increase the theoretical worth compared to
the existing streamline-based configuration.
5.4.1 Surface Integrals
Surface integrals can be described as an observable quantity that measures the
amount of leaving (entering) flow through a bounded surface in one time step. A
famous theorem related to surface integrals is from C.F. Gauss. It states, that the
flow vector v through a piecewise differentiable boundary of an area Ω is equal to





div v dV , (5.1)
where n denotes the outer unit normal to ∂Ω and 〈., .〉 the inner product. The left
side is a surface integral, while the right side is a integration over a volume.
The theorem has many applications, e.g., in electrodynamics it implies that there
can be no electric field inside a hollow object. In one dimension, it is equivalent to
the fundamental theorem of calculus.
In this chapter, we are going to introduce surface integrals in the Euclidean spaces
R2 and R3. We will show that for triangular and tetrahedral cells in a piecewise
linear (or piecewise constant) flow, the surface integrals reduce to (relatively) sim-
ple formulas. For interpolation schemes of higher order, there is no guarantee that
there exists a closed formula, but the flow integral can still be calculated by using
numerical integration techniques, like the Gaussian quadrature.
Since the boundary of a triangular cell in two dimensions is a closed path, the sur-
face integral reduces to a line integral.
Theorem 5.4.1. Let v(x) : R2→ R2 be an affine linear field, i.e., it is of the form
A(x)+b, with a matrix A and a constant vector b. Let p1 and p2 be two positions
that bound an edge e of a triangle in R2. Then the surface integral of the flow vector
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v through e is ∫
e




where ||p1− p2||2 is the length of edge e and n the outer unit normal of the edge.
Proof. The proof does not give further insight so we moved it to the appendix C.
Theorem 5.4.2. Let v(x) : R3 → R3 be an affine linear field again. Let T be a
triangle in space, e. g. the face of a tetrahedron, with vertex positions p1, p2 and
p3. Then the surface integral of the flow vector v through T is∫
T
〈v,n〉dσ = A (T ) · 〈v(p1)+ v(p2)+ v(p3)
3
,n〉, (5.3)
where A (T ) is the area 12 · ||(p1− p3)× (p2− p3)||2 spanned by the triangle T .
Proof. See appendix C.
For the following sections, we rely on our gained, ready to implement formulas.
Readers interested in the theory of multidimensional integration might also have a
look in any vector calculus book, e.g., [71].
Now we are going to combine the surface integrals with transition matrices, i.e., we
move from local feature extraction to a global topology by describing the interac-
tion between the cells and the flow through their common facets. Unlike the preced-
ing work, our algorithm will be completely independent from numerical streamline
integration.
5.4.2 Encoding Particle Movement by Surface integrals
Recall the Gauss Theorem (5.1). If we look at the right side, we have a volume
integral over the divergence of a region Ω, say, a cell of a piecewise linear vector
field. While the integral can be zero, e.g., the cell contains a purely rotational
stationary point, there are still particle movements between the cell and its neighbor
cells. So the right side is of no use when we want to create transition matrices. Let
us have a look at the surface integral instead:∫
∂Ω
〈v,n〉dA.






where (∂Ω)i is a boundary segment of our cell, i.e. an edge i of a triangle, or a face











where (∂Ω+)i is the region where 〈v,n〉 ≥ 0 holds (outflow), and (∂Ω−)i the region
where 〈v,n〉 is smaller than 0 (inflow).
It follows immediately from our formulas, that if we have a piecewise linear flow
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FIGURE 5.4: An example of encoding particle movement. All
three edges of the cell C4 have a non-trivial exit set. We compute
the integrals of 〈v,n〉 by our formulas using the vertices and the
tangential points as integration range (red lines). The transition
probability from cell C4 to C1 is determined by the value of the
surface integral on (∂Ω+)1 divided by the value on ∑i (∂Ω+)i.










must hold for every cell.
By assuming a linear field, the flow relative to each boundary edge/facet can change
its behavior just once, at a tangential point in 2D, or a tangential line in 3D. The
tangential point, respectively the endpoints of the tangential line can be computed




on an edge spanned by p1 and p2. Afterwards, the tangential point t can be com-
puted by λ · p1 +(1−λ ) · p2.
The vector at a tangential point or a point on a tangential line is never needed to
be evaluated, because it has no component in direction of the normal, so it can be
assumed as zero in our integration formulas. We do not need interpolation at any
sub-step of the algorithm.


















where it still has to be checked which term is the positive part.
In case of a face of a tetrahedron, a tangential line decomposes a boundary face into
a triangle and a quad. The latter one can again be decomposed into two triangles,
so it is necessary to evaluate the 3D-surface integral three times per face. If the
flow is transverse at a boundary edge/face, which is the common case, in particular
for flows with weak rotation, we can compute the surface integral directly in one
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step. For a 2D-illustration of an evaluation also see Figure 5.4.
The following is the key aspect of the whole section. We are going to put the
outflow through a boundary edge/face in relation to the outflow of the whole cell.
Which yields the quotient “outflow through a face i that connects cell a with cell










where ∂Ω is the boundary of cell a and face i is connecting a with b. The values
of mab fill our transition matrix M+. We can state an analogous formula for M− by
just substituting ∂Ω+ with ∂Ω−.
If we sum up all mab from a cell a and all of its neighbors b, the result will always
be 1.0, so M+ and M− will be transition matrices, that describe the weighted out-
flow/inflow of a linear flow through a cell.
To avoid division by zero, we must intercept the cases, where there is no out-
flow/inflow at all. These cases are cells containing nodal stationary points, so we
just set maa to 1.0 and all mab are 0.0 for a 6= b.
5.5 Processing of Transition Matrices and Computing Sep-
arating Structures
The fact, that numerical streamline integration in 2D vector fields generates tran-
sition matrices, that are convergent by potentiation, makes it appealing to compute
M∞+ or M
∞
−. Even though we do have a lot acceleration methods, like parallelizing
the process or using binary exponentiation, i.e., computing M2
n
, this is a quite bad
idea. If a matrix M is sparse, it does not automatically hold for its powers. We
experienced a heavy rise of computation time with each multiplication step we ex-
ecuted.
The solution for this problem lies in an iteration scheme. We do not need to cal-
culate the stationary distribution for every initial distribution that is possible, but
only for unit distributions, so called Dirac-impulses. That means, all entries of the
probability distribution vector are zero except at the i-th position, which is 1, rep-
resenting a distribution located only in the i-th cell. We will refer to it as ei. The
unit vectors ei will be the initial values for the following iteration process.









is fulfilled. That technique has to be executed for all ei twice, once using M+ and
M−, and si+ and si− will be the obtained stationary distribution vectors.
In contrast to computing M∞+ or M
∞
−, our matrix will always stay the same and just
the values of our vector change.
We experienced the best performance doing the iteration-scheme with sparsely pop-
ulated matrices and densely populated vectors. In a parallelized process, every
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thread only needs to allocate as much memory needed for (number of vertex-based
neighbors plus 1) ×(K · sizeO f (double)), where K is the number of cells in the
dataset. An overview over multiple matrix-vector-iteration-schemes can be found
in [118]. However, we favored an own implementation which is using the construct
vector < map < unsigned int, f loat >> in C++, that had been used to process the
transition matrices generated from the datasets in this chapter.
While all images of ei under this procedure are contained in the eigenspace of
eigenvalue 1 of either M+ or M−, it would be hard to visualize the stationary vec-
tor for every cell. Instead we analyze how these stationary vectors change in a
neighborhood around each cell. This can be done by the ordinary l1-metric, which
measures the distance of the stationary distributions. Defining the neighborhood of
a cell i with stationary state si+/si− by a number of N cells that have common ver-
















which is a purely algebraic way to describe separation by measuring the average
distance of distributions in the eigenspace of stationary states. All values inside the
metrics had already been calculated by our iteration process. As interpretation, the
degree of uncertainty describes how different the stationary distribution obtained
by cell i is compared to the stationary distributions in its neighborhood in average.
dunc+/dunc− is 0 if all stationary distributions are the same. dunc is 1 if all neigh-
boring cells of cell i lead to stationary states consisting of cells, which are disjoint
to those represented by si, which is a very exceptional event.
For transition matrices generated by surface integrals, the amount of row entries is
always limited to 3 (in 2D) or 4 (in 3D), because only edge-based neighbors are
relevant, since integrals over vertices are trivially zero. Our transition matrix will
be sparse of the compressed size (K×3) or (K×4), where K is the number of cells
in our dataset.
The complexity of a matrix-vector-iteration is reduced from O(K2) to O(K), when
the matrix is not densely populated. However, we need to perform an iteration pro-
cess for each cell in the vector field, which leads to O(K2) overall. Further, the rate
of convergence is significantly influenced by the quotient of the two eigenvalues of
M with the largest magnitude, that is |λ1/λ2|.
In contrast, repelling and attracting invariants of the flow φ(t,x) can be identified
much faster (O(K)) and easier by simply defining a uniform distribution u with
every entry being 1/K, i.e., the particle mass is uniformly seeded on the whole
domain. An iteration of u with either M+ or M− leads to the eigenvectors of eigen-
value of 1 which symbolize cells containing invariant sets that are attracting, if the
matrix is M+, else it is repelling. Using u as an initial vector also has the side effect,
that sinks and sources are also weighted with the size of their α/ω-basin. Some
invariants might attract or repel “more” particles than others. However, the focus of
this chapter are still separating structures, so let us summarize the whole algorithm:
1. Convert the flow field into a collection of cells.
2. Determine the destination probabilities of the particles either by tracing from
each cell or by surface integrals and fill the transition matrix entries of M+
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and M−.
3. Iterate all unit distributions, which represent single cells, with the transition
matrices to compute the stationary distributions.
4. Determine the measure of flow separation with our propagated formula and
use a dual color map to visualize it.
Our proposed method differs strongly from the separation defined by Aldous and
Diaconis [1] for transition matrices, as their computation ignores the spatial or-
dering that our cells possess. A more related technique are the matrix-Lyapunov-
exponents used by Froyland [32]. However, these observables require the exponen-
tiation of dense matrices.
5.5.1 Improved Sparse Matrix Iteration Schemes
Transition matrices that are generated from surface integrals may be divergent, i.e.,
not every stationary state may be reached by power-iteration only. Most of these
cases are clusters of cells that are ordered in a cycle, where the transition probability
from one cell to its successor is 1.0. If one puts an impulse distribution in one of
these cells, the power-iteration will just move that distribution around the cycle
without reaching a stationary state. A special case is given in Figure 5.5, where a
critical point near the common edge of two cells leads to a divergent 2-cycle.
However, we are able to perform one simple operation, so that a new matrix Mnew
will have the same stationary states, but will be convergent by potentiation.





has the same stationary states and is guaranteed to converge.
Proof. Since the spectrum of Mold is bounded by 1, the only eigenvalues that could
produce divergent behavior are those fulfilling |λ = 1| without λ = 1. We need
to show that these cannot occur in Mnew. First, we have wT ·M2old = λ 2 ·wT , and
because the set of eigenvectors does not change for any power of Mold (neither do
the stationary states), we can add the equation to the classical eigenvector formula,








which is the eigenvector formula for Mnew. Every new eigenvalue is of the form
λ 2+λ
2 with λ being an eigenvalue of Mold . The only eigenvalue obeying |λ | = 1
and being invariant by that operation is λ = 1, all other eigenvalues on the complex
unit circle are going to become smaller in their magnitude and eventually are not
influential for the power iteration.
Our new transition matrix will always converge by power iteration. In the special
case of Figure 5.5, the resulting new matrix block has only the entries 0.5 and both
cells belong to the same stationary state which is associated with the critical point
of the vector field.
It is not necessary to compute the explicit second power of M in practice, the propa-
gated iteration scheme just needs to be extended by another step with an additional
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(a) (b)
FIGURE 5.5: A possible case that could, without using equation
(5.5.1), lead to a divergent transition matrix : (a) there is clearly
a singularity in one of those cells, but if the flow leaves cell C1,
it will be towards C2 with probability 1.0 and vice versa. The re-
sulting matrix (b) will be divergent, except one chooses the initial
distribution (0.5,0.5).
averaging of two distribution vectors. As a side effect, vector fields containing
highly rotational flows and many closed streamlines are also faster processed, be-
cause distributions get blurred immediately along the probabilistic streamline.
From the viewpoint of numerics, the adjustment of M is just a preconditioning with
the matrix M+Id2 . Preconditioning is usually a very useful tool in solving linear sys-
tems of equations numerically, but can be used for power iterations, too. We refer
to [111] for further details.
Google [63] uses a similar method when computing the page rank of websites.
Their so-called matrix damping formula is
M̃google = (1−α) ·M+α ·G, (5.7)
where G = { 1N }, N being the size of G. The states in the matrix M are websites and
the transition probabilities are determined by hyper-links, that guide the user from
one site to another. Further, there exists a very small chance, that the user chooses
a completely random website, so M̃google will be densely populated.
The convergence is ensured by the Perron-Frobenius-Theorem [68] here. The
unique stationary state of the Google matrix can be calculated by power iteration
and delivers the page rank of each site, a measure for its importance, that can be
used to order the results of search requests by the user. If we would have wanted to
apply such a convex linear combination to our problems, the consequences would
be devastating. Not only that the resulting dense matrices make efficient computa-
tions with large datasets extremely costly. The resulting matrix from (5.7) has an
unique stationary state and all power iterations will converge to that eigenvector.
Measuring separation will be impossible. Finally, our formula is superior in the
feature extraction of flows, because it preserves the low population of entries in the
sparse matrices and the multidimensionality of the eigenspace of eigenvalue 1.
Another interesting aspect is a geometric interpretation of M∞new, which is now well-
defined. We already know that the norm of transition matrices is bounded by 1, im-
plying the same boundary for all (possibly complex) eigenvalues . If we consider
wT ·Mnnew = λ n ·wT
for n→ ∞, all λ obeying |λ | < 1 will be set to zero. From the existence of M∞new
it can be excluded that, with the exception of 1, there are any other eigenvalues
of magnitude 1. Eventually 1 and 0 are the only “surviving” eigenvalues in M∞new,
which can now be considered as a projection operator. We project an initial dis-
tribution into the eigenspace of eigenvalue 1, which is spanned by all stationary
distributions. In fact, all of our used power iterations are projections.
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5.6 Discussion of the Results
We applied our streamline-based algorithm to artificially generated data (Figure
5.7 and Figure 5.6) and CFD-simulations (Figure 5.8 and Figure 5.9). For the
construction of the outer approximation we used a Runge-Kutta-integration of 4th
order. Sparse matrix operations were done by our own implementations. The much
bigger part of the computational time was always the matrix iteration process.
We experienced enormous discrepancies in the computational time of the algo-
rithm, which was not necessarily depending on the number of cells in the data.
Vector fields of vanishing rotational behavior (Figure 5.7) were handled in less
than one minute, while highly rotational fields (Figure 5.8) took up to several
hours. The reason for that is that transition matrices generated by gradient fields
were all reducible in our experiments with only one dominating eigenvalue in each
block matrix, so that a convergence in short time of many matrix-vector-iteration
processes is ensured. This does not hold for highly rotational fields, where discrete
particle distributions take much more time steps to converge.
In Figure 5.6, the closed streamline could not be detected by using the method
of Kenwright [59], instead 4 lines of local separation were extracted. The FTLE
was able to find the closed orbit (assuming, one chooses an appropriate integra-
tion time), but still includes the separation lines as features. The time-discrete
Markov chain only highlights the attracting closed streamline, because it is the
only uncertainty-generating feature in the data concerning backward time integra-
tion. Some particles flow to the boundary, others to the critical point in the interior,
leading to two disjoint stationary distributions.
Figure 5.7 is the only example, where the results of FTLE and dunc are almost iden-
tical.
Due to the fact, that the time-discrete Markov chains only determine the long time
behavior of particle movements, local separation features are completely ignored.
Also, the neighborhood of center points in Figure 5.8, which is containing infinites-
imally many closed streamlines, is treated as one stationary distribution. In these
regions, the values of λmax of the FTLE are likely to oscillate by growing inte-
gration time, there might be misleading informations of separation features. Also,
the separatrices of the saddle on the right were never discovered by any time step
we had chosen for the FTLE. The Markov-chain-based technique had no problems
with that feature and also sharply extracted many uncertain destinations of parti-
cles on the lower and right boundary of the data (Figure 5.8(f)). It is remarkable,
that the saddle point on the left, unlike to an “ordinary“ saddle point, but joining 2
homo-clinic periodic orbits, leads to a crossing of two uncertainty lines of the same
time direction of integration.
Figure 5.9 shows, that it is not always easy to guess the ideal time step when using
FTLE. The extracted structures may be loose and disconnected for a small integra-
tion time (Figure 5.9(b)) or blurred for a too large integration time (Figure 5.9(c)).
The degree of uncertainty (Figure 5.9(d)) does not suffer from the issues produced
by a badly-chosen time parameter.
Compared to the topological skeleton of a vector field (Figure 5.8(g)), the dunc is
able to detect more structures, in particular features related to the boundary topol-
ogy. Every finite-time expansion of flow, as well as particle distances, will not
influence our result. Its separation lines are broader because of the averaging effect
that occurs when we include all neighboring cells into the calculation, which also
depends on the size of the cells. One has to explore in future work, whether this
can be avoided by taking the maximum instead of the average in the calculation of
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(a) (b)
(c) (d)
FIGURE 5.6: An attracting closed streamline: (a) a LIC [108] and
its exact position (red), (b) separation lines found by the algorithm
of Kenwright [59], (c) color map of the FTLE in negative time
direction, (d) color map of our method (dunc−) for the same time
step like in (c).
dunc, so that weaker separation features are better visible and do not suffer another
low pass filter effect.
The Lorenz-Attractor was discovered when E.N. Lorenz attempted to set up a sys-
tem of differential equations that would explain some of the unpredictable behavior
of the weather [74]. It is one of the most popular chaotic systems featuring a dense
collection of unstable streamlines. The attractor in our example obeys a ODE-
system (ODE: ordinary differential equation) given in the appendix C and can be
seen in Figure 5.11. We had chosen the uniform distribution and used power itera-
tion with M+.
In Figure 5.10 is visible that the surface integral method extracts boundary related
features better than the streamline-based approach in Figure 5.8 and in Figure 5.12
we analyzed the backward separation field of the gas furnace chamber. The gas
furnace chamber is a divergence-free vector field on a grid that contains approxi-
mately 2 · 105 cells. The forward separation field is of minor interest, because all
particles will end in the same exit set. High separation values around the injectors
were detected, while the injectors themselves do not indicate any uncertainty, be-
cause every particle that just left them has an easy to identify α limit set.
A brief comparison to FTLE and FTVA can be found in table 5.1 and a sample of
computational times is listed in table 5.2.
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(a) (b)
(c)
FIGURE 5.7: A gradient vector field containing 49 stationary
points: (a) the exact position of the points denoted by spheres
(red: saddle, blue: sink, green: source), (b) FTLE (red: forward
separation, blue: backward separation), (c) dunc+ (red) and dunc−
(blue).
TABLE 5.1: Comparison of FTLE, FTVA and time-discrete
Markov chains.
FTLE FTVA Markov chain
local separation yes yes no
separation at infinite times no no yes
linear complexity yes yes no (future work)
grid-independent yes yes yes
time-dependent data yes yes no (future work)
handles uncertain data no yes yes
includes boundary topology no no yes
free of differential operators no yes yes
TABLE 5.2: Computational times.
dataset FTLE Markov chain
figure 5.7 < 1 min < 1 min
figure 5.8 < 1 min 390 min
figure 5.9 < 1 min 172 min




FIGURE 5.8: A CFD-dataset simulating a fluid entering at the left
bottom: (a) 4 center points (yellow) and 2 saddles (red), the left
saddle joins two homo-clinic orbits, (b)-(e) FTLE with increasing
time step, (f) dunc+ (red) and dunc− (blue), (g) topological skeleton
(red) extracted by the method of Helman [47], boundary separa-
trices are black, (h) separation lines computed by the method of
Kenwright [59].
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(a) (b)
(c) (d)
FIGURE 5.9: A swirling jet entering a fluid at rest from the left
side: (a) the magnitude of velocity from zero (blue) to red (max),
(b) FTLE for t = 0.01, (c) FTLE for t = 0.3, (d) dunc+ (red) and
dunc− (blue).
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(a) (b)
(c) (d)
FIGURE 5.10: Comparison of the streamline-based and surface
integral based algorithm for the same dataset as in Figure 5.8: (a)
4 center points (yellow) and 2 saddles (red) with their separatrices,
the left ones form two homo-clinic orbits, boundary separatrices
are black, the background is a LIC, (b) separation computed with
a streamline-based method, (c) separation computed with surface
integrals, (d) iteration with uniform distribution u reveals the non-
isolated closed streamlines around center points.
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(a) (b)
FIGURE 5.11: The Lorenz-Attractor: (a) The uniform distribu-
tion u is iterated by a transition matrix that was generated by
surface integrals and visualized by direct volume rendering, (b)
illuminated streamlines were seeded in the detected region.
(a) (b)
(c)
FIGURE 5.12: The gas furnace chamber: (a) One main injec-
tor located on the left, where the blue streamlines were seeded.
Many smaller injectors on the bottom and top of the chamber,
where the red streamlines are entering. (b) Backward separation
field of the gas furnace chamber: iso-surfaces for the highest sep-
aration values, (c) volume rendering on the same dataset with a
viewpoint from above, red represents high dunc−-values, yellow
medium ones, transparency indicates dunc− being close to zero.
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5.7 Uncertainty Analysis
The visualization of uncertainty in flows, as pointed out in [52], has been under-
represented in the past. A few notable exceptions are the work of Otto et al. [79],
Botchen et al. [11], and Schneider et al. [105]. The mathematical foundation of er-
ror analysis in these publications has often been an uncertain numerical integration
scheme for streamlines, which can be studied deeper in Evans’ notes [27].
The methods proposed in this thesis are a big advantage for analyzing transport
models that suffer from perturbation, because they barely need any change in their
formulation and implementation. The easiest possible way to model uncertain
movement is to manipulate the destination cells and their corresponding entry in
the transition matrix. We do not necessarily need uncertain numerical integration
for that purpose. A second transition matrix, we call it perturbation matrix P, would
be able to encode the uncertain movement. P itself might be very close in its norm
to the identity matrix and only maps cell i with a very low chance to one of its neigh-
bors j, say 1% for each neighboring cell. According to that model, we re-arrange
our iteration formulas by replacing every multiplication with M by a multiplication
with M and P. If we want to assume a greater error, just the power of P will be
increased. A portrait of the given model can be found in Figure 5.13.
The advantage of our model compared to a particle-distance-based variant in [105]
is that it avoids background noise which naturally occurs for even very small er-
rors used in the FTVA. However, assuming very large errors will quickly lead to a
strongly connected flow graph, i.e., an irreducible transition matrix and all station-
ary states in our data will grow together to a large blob. We are not able to measure
separation in that extreme case.
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(a) (b)
(c) (d)
FIGURE 5.13: Stationary states from Figure 5.10 (d) obtained by
an iteration process with M, P, and the uniform distribution u, the
darker the blue tone, the higher is the particle density: (a) P is
a matrix with a 1% chance of moving to a state represented by
neighboring cells, the same structures as in Figure 5.10 had been
extracted, (b) P is risen to the power of 10, the distribution grows
together in direction of the center, (c) P is risen to the power of
50, the stationary state can barely be segmented, (d) P is risen to
the power of 200 and is now much more dominating than M, the





We presented a novel, more general approach to decomposing vector fields in the
spectral domain and showed that the classical Helmholtz-Hodge-decomposition is a
special case of the method. At the same time, the result is exactly the homogeneous
solution of a partial differential equation, which creates a stronger relationship to
mathematics than the manual filter design in [25], which is simply a multichannel-
extension of the convolution from image processing.
Moreover, all decompositions by shift-invariant PDE-operators of first order have
been demystified by equation 3.16, while the gate to a much broader variety of de-
composition types, e.g., those of fractional order, has been opened.
As the algorithm depends on an orthogonal decomposition and a FFT only, it is
very convincing regarding the computational times. The limitation of the FFT-
based method is clearly the lack of a user-given boundary condition, as the al-
gorithm treats the domain as having no spatial boundaries and the data is getting
repeated along each coordinate axis. On the other hand, the FFT-based method
excels the accuracy of the other methods if the data contains mainly periodic or
symmetric features. The limited possible configurations of boundary conditions
associated with the FFT might be engaged by finding improved localized variants
of the algorithm, maybe using wavelets [22]. This could also be the key to include
position-dependent operators in the equations, such as helicity density or accelera-
tion.
We have shown two approaches to a Morse decomposition in three dimensions and
different possibilities to classify the obtained Morse sets. In our experiments we
found out, that for a large fixed integration length, there are still Morse sets remain-
ing, that cannot be further decomposed, so there is plenty of potential in improving
the streamline-based algorithm, i.e., repeatedly applying it to the remaining sets
with increasing arc-length parameter. The main difference to classical topology is,
that the equivalence classes of streamlines are not induced by having the same ω-
and α- limit set by integration, but being in the same strongly connected compo-
nent. Though the complex shape of Morse sets has theoretically a higher variation
in three dimensions, practically fixed points of saddle character will dominate in
data obtained from CFD simulations. The clusters of cells do not always give an
immediate insight into the behavior of the field, but it still can be used as a pre-
processing algorithm for finer techniques. An interesting challenge in the future is
to make general conclusions in how exactly the size of the grid and the length of
integration will influence the results.
We have presented an alternative approach to detect separation in steady 2D/3D
vector fields by computing the uncertainty that initial particle distributions gener-
ate by being transported to their stationary distribution. Common post-processing
methods like the extractions of ridge- and valley-lines are applicable to all of them.
It became clear that increasing the integration time of FTLE does not necessarily
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lead to better results. The discrete-time Markov chain can fill the gap by allowing
infinite-time-evaluation inclusively respecting the boundary topology and eventu-
ally being able to detect separation features that were hidden before. It completes
existing techniques by getting closer to the real Lyapunov exponents, which poses
a very high challenge to be calculated numerically. In the end, the time-discrete
Markov chain leads to sharper, less cluttered structures than simply increasing the
time for FTLE would do, and, by ignoring local distentions of the flow, to easier
interpretations. For the computation of dunc+ and dunc− the whole domain of the
data is influential, not only values in a local neighborhood. Not every separation
feature does automatically lead to higher uncertainty in particle destinations.
We also extended the technique to the topology of steady 3D vector fields by ex-
ploiting that surface integrals can be expressed as simple formulas on piecewise
linear vector fields. We constructed transition matrices by the information of these
integrals, which allow an infinite-time evaluation of separation and are able to ex-
tract many topological features of 3D flows without having to rely on numerical
integration schemes, e.g., a fourth-order Runge-Kutta. The latter advantage de-
velops into great robustness towards classical problems, like critical points located
near the boundary of cell, boundary slip conditions, and stiffness problems of or-
dinary differential equations. Transition matrices are much easier constructed with
surface integrals in any dimension than with the streamline based approach. While
the surface integral based method produces smoother separating structures in loca-
tions near the boundary of the domain, both methods do not differ much in their
high computational times, which can be several hours or even days for large data.
Further, we neither need a differential operator, nor evaluation (interpolation) of
values outside of our vertices in our grid. The algorithm also includes the boundary
of our domain into its calculations.
Regarding computational costs, the topology of the vector field is much more in-
fluential than the number of cells. Distributions in gradient fields converge very
quickly to a stationary state. Highly rotational fields take much longer.
To make significant progress in reducing the computational time, an implementa-
tion on a GPU will be necessary. To the best of our knowledge, prevalent GPU-
based linear algebra software parallelizes row- and column-operations of matrix-
vector-products. However, what we need is a parallelization in a much more exten-
sive context, i. e., allowing multiple vectors being operated on by the same matrix.
Further, one might think about a better initial distribution seeding, e. g., similar to
a divide and conquer approach, so that we do not have to iterate each single cell by
an impulse distribution. Because transition matrices are a special type of stochastic
processes, it would make them a very useful tool to explore uncertainty in dynam-
ics, which has been stated as one of the most important branches in the future of
visualization [52]. We do not need to change our method at any stage for that. We
can manipulate initial distributions, or even our matrix, in any way we want and
study the changes that they create. The fact that we are able to process steady 3D
vector fields automatically opens the gates to a method, which can create transition
matrices of a time-dependent 2D vector field by joining all time slices in their or-
der. Unfortunately, the concept of stationary states of distributions works only, if





All 2D CFD-simulations were provided by Prof. Wolfgang from the Mechanical
and Aeronautical Engineering Department of the University of California at Davis.
These vector datasets correspond to numerical simulations of a swirling jet entering
a steady medium.
The gas furnace chamber is a 3D CFD simulation which solves the incompressible
Navier-Stokes equations on a tetrahedral grid. The main injector is located on the
left hand side. It has 9 openings on bottom and 9 on the top, leading to a extremely
turbulent region in the center of the chamber. The strong rotational behavior of the
field is desirable, because air and gas will maintain longer inside and eventually
mix better.
A.2 Differential Equations of the Synthetic Datasets
Lorenz-Attractor:
x′ = 10(y− x)
y′ = x(28− z)− y
z′ = xy− 8
3
z
Closed streamline of saddle-like behavior:
x′ = x− y−0.2 · x · (x2 + y2 + z2)
y′ = x+ y−0.2 · y · (x2 + y2 + z2)
z′ = 0.2 · z · (x2 + y2 + z2)
Generation of invariant 2-manifolds:
It is in general easier to describe these datasets by a creation recipe rather than a
differential equation, as the latter can become very large in its terms. We start with




x2 + y2 + z2−R,
or the torus being the zero-level-set of
F(x,y,z) = (R−
√
x2 + y2)2 + z2− r2,
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with R and r being constant values. Our construction formula of a vector field v,
that has the corresponding manifold as an invariant set is
v =−F ·∇F +∇F×D.
−F ·∇F is the extrinsic field which points towards the manifold everywhere in its
neighborhood and vanishes on it.
∇F ×D is the intrinsic field which is tangential to the manifold everywhere. The
design function D regulates which movements components are vanishing inside
the intrinsic field. Simple configurations are setting D as a constant vector field,
which lead to divergence-free intrinsic fields, or to choose D as a certain rotational
movement, e.g., D = (−y,x,0)T . Further, one can create linear combinations of
intrinsic fields, because the tangential space of a manifold is of course a linear
vector space. This leads to the more general creation formula













Rn n-dimensional real vector space
Ω Domain
∂Ω Boundary of a Domain
A,L Matrix
mi j,ai j Element of a matrix in row i and column j
ei i-th unit vector
λi i-th Eigenvalue
t Time
x Position in space
||.|| Norm
< ., . > Scalar product
f (x) Scalar function at position x
v(x) Vector Field at position x
w probability distribution vector
M transition matrix
v̂ Fourier transform of a vector field
φ Flow of a vector field
Γ Closed curve
J Jacobian of a vector field
grad, ∇ Gradient
div, ∇· Divergence











Formula for 2D surface integrals in linear vector fields:
Proof. Since the boundary of a triangular cell in two dimensions is a closed path,
the surface integral reduces to a line integral.∫
e





γ(t) = t · p1 +(1− t) · p2, t ∈ [0,1]
and
||γ̇(t)||2 = ||p1− p2||2,
which is independent from t. We have
v(γ(t)) = < v(x),n >
= < A(x)+b,n >
= < A(t · p1 +(1− t) · p2)+b,n >
= t·< A(p1− p2),n >+< A(p2)+b,n > .
It follows that
∫




t·< A(p1− p2),n >+< A(p2)+b,n >dt




t2·< A(p1− p2),n >+t·< A(p2)+b,n >
]1
0
= ||p1− p2||2 · (
1
2
< A(p1− p2),n >+< A(p2)+b,n >)
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Formula for 3D surface integrals in linear vector fields:
Proof. ∫
T




where P is a parametrization of T . We choose our parametrization as
φ(u1,u2) = u1 · p1 +u2 · p2 +(1−u1−u2) · p3
with the bounds
0≤ u1 ≤ 1, 0≤ u2 ≤ 1−u1.
The partial derivatives are
φu1 = p1− p3, φu2 = p2− p3,
which are independent from u1 and u2, so our integral can be written as:






















< A(u1 p1 +u2 p2 +(1−u1−u2)p3)+b,n >du2du1





u1 < A(p1− p3),n >du2du1





u2 < A(p2− p3),n >du2du1






= 2 ·A (T ) ·
∫ 1
0
[u1u2 < A(p1− p3),n >]1−u10 du1










+2 ·A (T ) ·
∫ 1
0
[u2 < A(p3)+b,n >]
1−u1
0 du1
= 2 ·A (T ) ·
∫ 1
0
u1(1−u1)< A(p1− p3),n >du1





< A(p2− p3),n >du1












u31)< A(p1− p3),n >
]1
0
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u1)< A(p2− p3),n >
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= 2 ·A (T ) · (1
6
< A(p1− p3),n >)
+2 ·A (T ) · (1
6
< A(p2− p3),n >)
+2 ·A (T ) · (1
2
< A(p3)+b,n >)












= 2 ·A (T ) · 1
6
< v(p1)+ v(p2)+ v(p3),n >
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