An integrated access and backhaul (IAB) network architecture can enable flexible and fast deployment of the next-generation cellular networks. However, mutual interference between access and backhaul links, small inter-site distance, and spatial dynamics of user distribution pose major challenges in the practical deployment of the IAB networks. To tackle these problems, we leverage the flying capabilities of unmanned aerial vehicles (UAVs) as hovering IAB-nodes and propose an interference management algorithm to maximize the overall sum rate of the IAB network. In particular, we jointly optimize the user and base station associations, the downlink power allocations for access and backhaul transmissions, and the spatial configurations of the UAVs. We consider two spatial configuration modes of the UAVs, distributed UAVs and drone antenna array (DAA), and show how they are intertwined with the spatial distribution of ground users. Our numerical results show that the proposed algorithm achieves an average of 2.9× and 6.7× gains in the received downlink signal-to-interference-plus-noise ratio (SINR) and overall network sum rate, respectively. Finally, the numerical results reveal that UAVs can not only be used for coverage improvement but also for capacity boosting in the IAB cellular networks.
I. INTRODUCTION
In recent years, the concept of wireless backhauling has emerged as a potential solution to reduce the deployment cost of cellular networks [1] , [2] . In this regard, 3rd Generation Partnership Project (3GPP) has introduced the integrated access and backhaul (IAB) network architecture to allow for flexible deployment of next-generation cellular networks [3] , [4] . Generally, the IAB architecture implies tight interworking between access and backhaul links, where the IAB-donor (i.e., macro base station (MBS)) uses the same infrastructure and wireless channel resources to provide access and backhauling functionalities for cellular users and IAB-nodes (i.e., small bases stations (SBSs)), respectively [5] - [7] . Although IAB-based cellular networks are envisioned to meet the increase in user and traffic demands, the mutual interference between access and backhaul links The associate editor coordinating the review of this manuscript and approving it for publication was Yong Zeng. and the limitations of backhaul capacity are among the main challenges to develop reliable communication links in IAB networks (see, e.g., [5] ).
We consider the unmanned aerial vehicles (UAVs) as a promising candidate to tackle these challenges in the IAB-based cellular networks. In particular, we investigate the potential gains of leveraging the flying capabilities of UAVs as hovering IAB-nodes in UAV-assisted IAB networks. There have been several recent studies where utilizing UAVs is proposed as a cost-effective and easily-scalable solution that can achieve significant performance improvements in wireless networks [8] . Moreover, unlike the basic idea of dense deployment of SBSs to get closer to edge users [9] , the use of UAVs allows for the network architecture to be reconfigured dynamically based on the coverage and capacity demands [10] , [11] . Having UAVs communicating towards MBSs over backhaul links and towards cellular users over access links naturally leads to creating a wirelessly VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ backhauled network architecture [12] - [14] . Therefore, there has been great interest in studying the performance of UAVs on both the access and backhaul networks. The access link performance gains of using UAVs have been studied extensively in the literature for public safety [15] , [16] , device-to-device communications [17] , [18] , Internet of Things (IoT) applications [19] , [20] , smart cities [21] , non-orthogonal multiple access (NOMA) in millimeter wave (mmWave) networks [22] , [23] , coverage [24] - [26] , connectivity [27] - [29] and capacity maximization [30] , [31] . Furthermore, 3GPP has been investigating the integration of UAVs into existing cellular networks [32] , [33] . In addition to the conventional spatial configuration of UAVs as distributed nodes, the array directivity gains of configuring a group of UAVs in a single drone antenna array (DAA) were presented in [34] - [36] . On the backhaul network side, the limitation of backhaul transmission capacity in UAV-assisted networks was discussed in [13] , [14] . However, these works have not considered tight interworking between access and backhaul links, along with the resulting inter-cell interference.
To the best of the authors' knowledge, none of the prior studies have considered the problem of optimizing the overall network performance in UAV-assisted IAB networks. In this paper, we propose an interference management algorithm to jointly optimize user-BS associations, downlink power allocations and the 3D deployment of UAVs in UAV-assisted IAB networks. In particular, we present two spatial configuration modes of UAVs; namely, distributed UAVs and DAA; based on the spatial dynamics of ground user distribution. Moreover, we consider in-band backhauling, as a natural candidate for tighter interworking between access and backhaul links. In the former configuration mode, we define the 3D deployment of UAVs. In the latter mode, we define the DAA design parameters in terms of array orientation, drone element separation and the 3D placement of array center. The problem is cast as a network sum rate maximization problem and decomposed into two subproblems due to the mutual dependence between the optimization variables. The first subproblem is solved using a two-stage fixed-point method to find user-BS associations and downlink power allocations for access and backhaul transmissions, given fixed UAV spatial configurations. The second subproblem is solved using particle swarm optimization (PSO) to define the spatial configurations of UAVs and update power allocations given fixed user-BS associations.
Our numerical results show that the proposed algorithm achieves an average of 3.1× and 6.7× gains in received downlink signal-to-interference-plus-noise ratio (SINR) and overall network sum rate, respectively, compared to the baseline scenario, in which, UAVs are not used. We demonstrate that the use of UAVs in in-band IAB networks results in both coverage enhancement and capacity boosting. As for the DAA configuration, the numerical results also reveal that the achievable network performance gains are directly proportional to the number of drone elements in the DAA.
In this regard, we show how the computational complexity of the proposed algorithm can be independent of the number of UAVs when they are configured as DAA. Finally we point out that in our earlier work [12] , an exhaustive search-based approach was proposed to investigate the sum rate and coverage gains of using distributed UAVs in in-band IAB networks.
The rest of this paper is organized as follows. The system model of distributed UAVs configuration mode is presented in Section II. The problem formulation is described in Section III. In Section IV, we discuss the proposed interference management algorithm. The DAA configuration mode is provided in Section V. Section VI presents numerical evaluations of the proposed algorithm. Finally, concluding remarks are given in Section VII. In-band IAB system architecture for next-generation cellular networks: UAVs can be users themselves or operate as drone IAB-nodes to serve other users. Fig. 1 depicts the considered in-band UAV-assisted two-tier IAB network, in which the access and backhaul links fully overlap in spectrum resources [3] . The first tier represents the IAB-donor b that supports T terrestrial users (tUEs) with direct links and provides wireless backhauling functionality to D UAVs. The second tier represents UAVs operating as drone IAB-nodes to support A aerial users (aUEs) with access links. The downlink transmission denotes the data transmission from UAVs to aUEs and IAB-donor to tUEs and UAVs, respectively. The IAB-donor is equipped with N element uniform linear array (ULA). UAVs and users are equipped with single receiving and transmitting antennas. Also, we assume spatial distribution of ground users into D clusters. Let D = {1, . . . , D}, A = {1, . . . , A} and T = {1, . . . , T } denote the sets of UAVs, aUEs and tUEs, respectively where, e.g., the cardinality of D is |D| and is equal to D. The set of BSs is represented by S = {1, . . . , S} where S = D + 1. Finally, the set of users is represented by
II. SYSTEM MODEL OF DISTRIBUTED UAVS SPATIAL CONFIGURATION MODE
The multiple-input-single-output (MISO) downlink channel h b,t ∈ C 1×N between IAB-donor and t th tUE is introduced as [37, Ch. 7] :
where K , g bt,k , θ bt,k , d b,t and α represent the number of propagation paths, complex channel gain of the k th path, angleof-departure (AoD) of the k th path, 3D distance between IAB-donor and t th tUE and pathloss coefficient, respectively. g bt,k follows standard complex Gaussian distribution with CN (0, 1) and θ bt,k follows a uniform distribution with
,t is the line-ofsight (LOS) angle between IAB-donor and t th tUE, and ASD is the angular spread of departure and follows the same distribution as [38, Table 7 .5-6]. The transmit antenna array steering vector of the k th path and AoD θ bt,k is given by:
where is the antenna element separation of the ULA and λ is the carrier wavelength. Similarly, the backhaul channel between IAB-donor and d th drone is represented by h b,d ∈ C 1×N and the access channel between d th drone and a th aUE is represented by h d,a ∈ C 1×1 .
A. BACKHAUL DOWNLINK TRANSMISSIONS
We consider linear zero-forcing beamforming (LZFBF) for multi-user MISO transmissions at backhaul links, in which, the ZF precoder at IAB-donor is defined as
The full rank channel matrix between IAB-donor, UAVs and t th tUE scheduled at f th subcarrier and l th time slot is given by
. For simplicity of presentation, we omit references to (f , l) indices in the rest of this paper. The precoding vector between IAB-donor and i th reception point is normalized using equal transmit power (ETP) normalization due to its higher sum rate gains [39] , and is given by v
The received signal at d th drone from IAB-donor (see Fig. 1 ) can be modeled as:
where p b,d , v b,d and x b,d represent the backhaul downlink power allocation, precoding vector and transmitted data symbol. A d and A j denote the sets of interfering aUEs that are associated with d th and j th UAVs, respectively where j = d. The second, third and fourth terms in (3) represent the self-interference between access and backhaul, inter-stream interference and inter-tier interference on backhaul transmissions of d th drone. n d ∼ CN (0, σ 2 ) denotes the received zero-mean complex Gaussian noise with variance σ 2 at d th UAV. Each UAV is a full-duplex capable drone IAB-node, which can be integrated into in-band IAB scenarios without self-interference constraints. We assume perfect channel state information (CSI) knowledge at IAB-donor. Further, LZFBF is used to suppress the inter-stream interference between (D + 1) independent spatial streams of backhaul and direct links [40] , [41] . Hence, the second and third terms can be omitted from (3) and the received SINR at d th drone can be calculated as:
B. ACCESS DOWNLINK TRANSMISSIONS
Similarly, the received downlink signal at t th tUE from IAB-donor is given by:
where A j is the set of associated aUEs with j th drone and are scheduled on same spectrum and time resources as t th tUE. The second term in (5) represents the inter-tier interference on the access transmissions of t th tUE. The received SINR at t th tUE can be expressed by:
Finally, the received downlink signal at a th aUE from d th drone is given by:
where D ∪ T is the set of UAVs and tUEs scheduled on the same spectrum and time resources as a th aUE. The second and third terms in (7) represent the intra-tier interference and inter-tier interference of the IAB-donor transmissions on the access transmissions of a th aUE. The received SINR at a th aUE is represented by:
III. PROBLEM FORMULATION
In this section, we formulate the joint optimization of user-BS associations, downlink power allocations and the 3D deployment of UAVs. To this end, The problem is cast as a network sum rate maximization problem subject to a received SINR threshold at each reception point and taking into account the transmission power constraint at each BS. The network sum rate maximization problem can be written as:
where 1 A denotes the A-dimensional all-ones vector, γ A = γ a : a ∈ A and γ T = γ t : t ∈ T denote the vectors of received downlink SINR at aUEs and tUEs, respectively.
The user-BS association vector is given by w ∈ R 1×U where w = w s,u : u ∈ U contains the indices of serving BS of each user with value w s,u := s, s ∈ S.
The user power allocation vector is given by p ∈ R 1×U , where p = p s,u : u ∈ U with p s,u being the power allocated by s th BS for downlink transmissions of u th user based on association vector w. Similarly, the UAV backhaul link power allocation vector is given by
Essentially, a low-quality backhaul link will bottleneck the access link. In this paper, we implement such dependency between the backhaul and access links in a binary fashion, as shown in the inequality constraint (10a). In that, there will be no access transmissions if the received SINR levels at backhaul links are below a predefined threshold. It is worth noting that this binary dependency resembles selective decode-and-forward (DF) relaying mode, in which, the relay only forwards the signal if the received SINR exceeds a given threshold [42] . Finally, the boundaries of the feasible set of solutions are given by (10b) and (10c). In that, the total power allocation vector of BSs is represented by m ∈ R 1×S with m = m s : s ∈ S, m s = 1 p s where p s = p s,i : i ∈ A s and A s denote the power allocation vector and the total number of attached users to s th BS, respectively. The transmission power constraints of BSs are given by p
According to the channel model in (1), logarithmic objective function in (10a) and SINR constraints in (10a), the problem is considered as NP-hard mixed-integer nonlinear program (NP-MINLP) [43] . Moreover, the problem cannot be considered as a single optimization problem due to the mutual dependence between the optimization variables. Essentially, increasing the downlink power allocations increases the received levels of signal power at cellular users and UAVs. However, given (4), (6) and (8), the received levels of inter-tier and intra-tier interference increase as we increase the downlink power allocations. We also note that each suboptimal set of 3D locations of UAVs leads to different suboptimal sets of user-BS associations and power allocations. Hence, we solve the master optimization problem (10a) to find the near-optimal set of power allocations, user-BS associations and 3D deployment of UAVs to maximize the received overall network downlink throughput while keeping the minimum levels of interference at access and backhaul links.
To this end, and to make the optimization problem tractable, we decompose the mater problem in (10a) into two subproblems denoted by PA and PB. In PA, we jointly optimize the user-BS associations and power allocations for access and backhaul downlink transmissions given fixed UAV spatial configurations. PA can be written as follows:
subject to (10a) and (10c).
In PB, we define the 3D hovering locations of UAVs and update downlink power allocations accordingly, given fixed user-BS associations. The subproblem PB is given by:
IV. HYBRID FIXED-POINT ITERATION AND PARTICLE SWARM APPROACH
First we exploit fixed-point method and PSO to solve PA and PB, respectively. An iterative algorithm is then presented to jointly optimize user-BS associations, power allocations and the 3D locations of UAVs by exploiting PA and PB. The proposed algorithm converges to a near-optimal feasible set of solutions after a finite number of iterations. The optimization variables are updated every update time instant the network reaches a predefined user-drop rate, or when the quality of service (QoS) of a certain group of users decreases below a predetermined level.
A. FIXED-POINT ITERATION METHOD FOR PA
Let us first consider uniform random initialization for user-BS associations, where w(0) ∼ U [1, D] . Similarly, the UAV 3D location matrix is initialized with uniformly distributed random locations between c
. The downlink access and backhaul power allocations are also initialized with equal allocations based on the number of associated users with each BS, where p s,u := p
/A b . Now, let t s,u be the required power to receive unity SINR when u th user is associated with s th BS. In other words, given (6) it can be calculated at t th tUE as:
Hence, the matrix of required power allocations to have a unity SINR at all users can be written as T u ∈ R S×U , where t s,u denotes the value of element T u [s, u] . In other words, T u calculates the required power allocation at u th user to receive a unity SINR when it is associated with s th BS ∀s ∈ S. The optimum power allocation at each user is defined as the minimum power allocation among all BSs. Hence, the userpower allocation vector of (i+1) th iteration can be updated as:
where p is a vector of column-minima of T u . The corresponding user-BS association can be given accordingly by:
Similarly, the required backhaul power allocations to receive unity SINR at UAVs is denoted by t BH (i + 1) ∈ R 1×D and is computed based on the association vector v(i + 1). Now, for t th tUE to receive a minimum SINR of u , the user power allocation in (13) can be updated as t b,t ← u t b,t . In other words, if a power allocation of t b,t gives an SINR = 1, then a power allocation of u t b,t gives an SINR = u . Given that p(i + 1) ∈ R 1×U in (14) denotes the optimum user-power allocation vector of (i + 1) th iteration to reach a unity SINR at each user, it can be updated as follows:
in order to receive a minimum SINR of u at all users. Similarly, given that t BH (i + 1) ∈ R 1×D is the optimum backhaul power allocations of (i + 1) th iteration to receive unity SINR at UAVs, the backhaul power allocation vector p BH ∈ R 1×D can be updated as follows:
in order to receive a minimum SINR of d at all UAVs. For simple notations, we omit references to index i throughout the rest of this section. Next, we adjust the updated user and backhaul power allocations based on the total power allocations of each BS to satisfy the inequality constraint in (10c). First, the user power allocations in (17) are adjusted using the following fixed-point equation:
where p (lim) S is the vector of maximum allowed transmission power of BSs and is given by p
A S . A S contains the number of associated users to each BS where A S = (A s : s ∈ S) and denotes the Hadamard division. Second, the proposed fixed-point algorithm follows a two-stage procedure to adjust the backhaul power allocations in (17) . Let us consider the maximum allowed backhaul power allocation as:
where p
and A b are the transmission power constraint of IAB-donor and the set of associated tUEs with IAB-donor, respectively. Hence, the backhaul power allocations can be adjusted using following fixed-point equation:
if p b,d ∀ d ∈ D exceeds ζ. Otherwise, the backhaul power allocations are adjusted using the same procedure in (18) . The two-stage backhaul power allocation update procedure exploits the transmission power upper bound of the IAB-donor and assures that the inequality constraints of backhaul transmissions in (10a) are satisfied, which is critical for UAV-assisted IAB scenarios. It also assures a global convergence to optimum power allocations and user-BS associations after finite number of iterations. Following the same argument in [44, Theorem 3] , the proposed fixed-point method converges to a global optimal solution at a geometric rate
is the combined user and backhaul power allocation vector generated by Algorithm 1 at iteration i with p c (i) = [p(i), p BH (i)], p * c is the optimal power allocations of PA, and C > 0 and 0 < k < 1 are constants that depend on the problem settings (i.e., channel realizations, user locations and number of users and BSs). The fixed-point algorithm is summarized in Algorithm 1.
B. PARTICLE SWARM OPTIMIZATION FOR PB
We inherit the power allocations, user-BS associations and UAV 3D locations from step 24 in Algorithm 1 and use them as initial settings for the PSO algorithm. Using PSO, we find the 3D hovering locations of UAVs and update power allocations accordingly given fixed user-BS associations. In PSO, the swarm moves along multi-dimensional search space in a probabilistic mechanism to find a feasible set of solutions taking into account the movement velocity of the current iteration and the distance between the current position, the position of the best local objective value and the position of the global best objective value [45] . Now, let us consider the movement velocities of M particles that represent the n th variable at i th iteration as v
n,m : m ∈ M . Then the matrix of velocities of M particles can be denoted by
and N represents the numbers of optimization variables. Similarly, the matrices of current positions and positions of best local objects can be given by
Hence, the positions of best local objectives of M particles representing the n th variable can be given by:
where the particle's best local objective is defined among previous r iterations. Next, let x , maximum iterations I m , convergence coefficient j = 1, iteration number i = 1 2: Initialization: Compute T u (i) 6 :
Compute t BH (i) 9 : 10: if m p (max) S then 11: p(i + 1) = min u p(i + 1), p (lim) S (i) 12: if p BH (i + 1) > ζ(i) then 13: p BH (i + 1) = min d p BH (i + 1), ζ(i) 14: else 15 :
end if 17: end if 18: Convergence check: 19: are given by:
where x (i) g is the row-minima of X (i) and is the weighted fitness function as we will see in (25) . Hence, the movement velocity of (i + 1) th iteration can be updated as:
where the inertia is characterized by α and used to adaptively control the exploration of the optimization process. The cognitive and social learning coefficients are represented by η 1 and η 2 , respectively. It is worth noting that, the cognitive and social components in (23) control the exploration and exploitation of the optimization process. Specifically, exploitation is set to the highest level when η 1 = 0 and exploration is set to the highest level when η 2 = 0.
Finally, R 1 , R 2 ∈ R (N ×M ) are uniformly distributed numbers between [0, 1] and denotes the Hadamard product. Consequently, the position of each particle in (i + 1) th iteration can be updated based on its position in i th iteration and the movement velocity of (i + 1) th iteration as:
At each iteration we calculate the difference between received and target SINR as γ u = γ u − u . Now, let us consider the set of users receiving SINR at access and direct links lower than u as ϑ u = γ u : γ u ∈ R −1 where |ϑ u | denotes the cardinality of ϑ u . Similarly, the set of UAVs receiving SINR at backhaul links lower than d is considered as
Hence, a weighted fitness function can be composed of the objective function and nonlinear inequality constraints in (10a) and is given by:
where e 1 and e 2 denote penalty parameters and are defined based on the target received QoS at users and UAVs, respectively. is then evaluated at the current position of each particle and compared with the particle's local best fitness and global fitness of the swarm. The values of X (i) l and X (i) g are then updated using (21) and (22), respectively. Although PSO is easy to implement, compared with other evolutionary computation techniques (see, e.g. [46] and references therein), the computational complexity of swarm optimization increases with the number of optimization variables and constraints. The weighted fitness function in (25) reduces the computational complexity of the proposed PSO algorithm and solves the non-linear constrained program in (12) independently of the number of optimization constraints in( 10a).
The time complexity of PSO can be calculated as follows.
M are the computational costs of the initialization, evaluation, velocity and position update of each particle, and the number of particles respectively [47] . Given that the number of optimization variables (i.e., dimensionality of the search space) in Algorithm 2 is N , hence, T comp = N (1 + 3 × M ). Consequently, we denote the complexity of Algorithm 2 as O (N × M ). The proposed algorithm converges to a nearoptimal solution when the relative change in the best objective function value over the last I c iterations is less than 4 . The proposed PSO algorithm and time complexity of the proposed algorithms are summarized in Algorithm 2 and Table 1 , respectively.
C. GENERAL SOLUTION FOR P
The design parameters of in-band UAV-assisted IAB networks are intertwined together due to the full reuse of wireless channel resources between backhaul and access links, LOS capabilities of UAVs, small inter-site distance and spatial dynamics of user distribution. Hence, we present an iterative algorithm in Algorithm 3 that combines Algorithm 1 and 
for n ∈ N do 8 :
n,g then 9:
x (i) n,g ← x (i) n,m 10: end if 11: end for 12: end if 13: Update V (i+1) and X (i+1) using (23) and (24), respectively. 14: i ← i + 1 15: Convergence check: 16: if Algorithm 2 to solve problem (10a). Let us consider (i > 1) in Algorithm 3. Hence, the proposed algorithm updates user-BS association vector w(i) based on the 3D locations matrix C(i − 1). Then, the set of different user-BS associations between current and previous iteration is defined in step 5. If w(i) − w(i − 1) ≥ 1 for some 1 ≥ 0, then, a new set of 3D locations is obtained in step 9. In other words, a new iteration of Algorithm 2 is required for convergence. Similarly, the set of different 3D locations of UAVs and the sum rate difference are obtained in steps 11 and 15, respectively to define whether new iteration of Algorithm 1 is required for convergence. The proposed algorithm converges to a nearoptimal feasible set of solutions after a few iterations.
Our proposed solution for UAV-assisted IAB networks is significantly different compared to the studies in [13] , [14] , [19] , [43] , [48] . In particular, we consider the mutual dependence between backhaul, direct and access transmissions, Compute C and update p and p BH accordingly using Algorithm (2) 10:
if i = 1 then 11: if C(i) − C(i − 1) ≤ 6 for some 6 ≥ 0 then 12: break 13: end if 14: else 15: if |R(i) − R(i − 1)| ≤ 7 for some 7 ≥ 0 then 16: break 17: end if 18: end if 19: i ← i + 1 20: end while 21 inter-cell interference and the mutual dependence between the spatial configurations of UAVs and the spatial dynamics of ground user distribution, which are significantly challenging in UAV-based cellular scenarios.
V. DRONE ANTENNA ARRAY SPATIAL CONFIGURATION
In previous sections, we presented how a group of UAVs can be spatially configured as distributed IAB-nodes to serve multiple hotspots for in-band IAB scenarios. As the number of ground users increases, the number of required UAVs for coverage enhancement and capacity boosting increases as well, entailing more design challenges and higher levels of interference between direct, access and backhaul links. Moreover, the SINR formulas in (4), (6) and (8) show that decreasing the inter-site distance poses more technical challenges in the design of the proposed in-band IAB drone network architecture. To this end, we consider another spatial configuration mode for UAVs. In that, UAVs are configured as a single DAA to serve ground users that are spatially distributed in a single hotspot. Unlike distributed UAVs, UAVs in DAA mode are not interfering to each other, but are rather composed in a single antenna array to benefit from the potential advantages of the DAA [36] . The DAA configuration mode allows for ondemand array configurations. Specifically, the design parameters of the DAA are adjusted based on the spatial distribution of ground users to maximize the overall sum rate gains.
A. BACKHAUL DOWNLINK TRANSMISSIONS
The MISO channel between DAA r, composed of single antenna D drones and a th aUE h r,a ∈ C (1×D) is given by:
where h d,a ∈ C (1×1) is the access link channel coefficient between d th antenna, i.e., drone, element and a th aUE. It follows the same definition as (1) . Let us consider the set of DAA design parameters as
], r and [x c , y c , z c ] are the azimuth angle from (x , z ) plane, elevation angle from (x , y ) plane, antenna element separation and 3D coordinates of the DAA center, i.e., coordinates of the origin of (x , y , z ) plane, respectively (see Fig. 2 ). Now the 3D coordinates of d th drone element in the DAA can be defined in terms of X and they are given by:
Consequently, h r,a can be defined in terms of X as h r,a (X ) and is used to define LZFBF precoder for multiuser MISO transmissions at access links of the DAA. The LZFBF precoder at the DAA is given by
is the full rank channel matrix between DAA and L aUEs with H r (X ) = h r,1 (X ), . . . , h r,L (X ) . By utilizing the DAA configuration mode, DAA divides aUEs into spatial division multiple access (SDMA) groups. In that, the set of SDMA group of aUEs that are associated with the DAA and scheduled at same time and spectrum resources is represented by L where
It is worth noting that, the spatial multiplexing gains are constrained by the number of drones in DAA. In particular, the DAA exploits LZFBF to transmit L independent spatial streams for downlink access transmissions, where L ≤ D. Now, let us consider DAA that is configured to serve a group of ground users that are spatially distributed away from IAB-donor and concentrated in the center of a single hotspot.
Hence, the received signal at d th antenna element from IABdonor can be written as:
where L is the SDMA group of interfering aUEs to t th tUE. The second and third term in (28) denote the self-interference and inter-stream interference on the backhaul transmissions of the DAA. The received SINR at d th drone can be defined as:
B. ACCESS DOWNLINK TRANSMISSIONS
Similarly, the received downlink signal and SINR at t th tUE from IAB-donor are given by:
respectively, where D ∪T denotes the set of interfering direct and backhaul link transmissions to a th UE and make interference. Finally, the received downlink signal and SINR at a th aUE from DAA are defined as (32) and (33) , respectively where:
y r,a = p r,a h r,a v r,a x r,a transmitted signal
γ r,a = p r,a |h r,a v r,a | 2 
where the minimum separation between the DAA antenna elements is defined in (35b) as (min) r to avoid collisions. As shown in (35a), the problem is cast in terms of X and is independent of the number of antenna elements of the DAA. In DAA-assisted in-band IAB scenarios, the network performance enhancement is directly proportional to the number of antenna elements of the DAA (see Section VI-A). Hence, it is of paramount importance to design problem (35a) such that its computational complexity is independent of the number of UAVs. Problem (35a) shares the same logarithmic objective function and SINR non-linear inequality constraints as (10a). Hence, it is solved using the two-stage iterative algorithm in Algorithm 3. Finally, PA and PB can be defined as (36) and (37) , respectively where: 
VI. NUMERICAL RESULTS
In this section, we numerically evaluate the performance gains of using UAVs as IAB-nodes in in-band IAB networks. Specifically, we use Algorithm (3) and Monte Carlo simulations to study the achievable gains in received downlink SINR and overall network sum rate. In doing so, we define two use cases for the spatial configurations of UAVs based on the spatial distribution of ground users and compare their performance with the baseline scenario, in which, UAVs are not used. In the baseline scenario, we define the downlink access power allocations as p *
,u is the waterfilling power allocation and λ satisfies
. Each UAV is equipped with a single transmit antenna due to the limited volume, weight, and payload of drone IAB-nodes. The channel realizations in (1) and (2) , and the spatial distribution of ground users are randomly updated every Monte Carlo simulation. The simulation parameters of both scenarios are summarized in Table 2 . 
A. DUAL CLUSTERS SPATIAL DISTRIBUTION OF CELLULAR USERS
In this scenario, we study the use case where users are concentrated in the center of a single hotspot, e.g., music festivals and sports events as depicted in Fig. 3 . In such scenarios, it is better for aUEs to be associated with a single DAA rather than being associated with distributed UAVs (see Section V). Although IAB-donor allows for multi-user MIMO transmissions at backhaul links, it adopts SISO downlink transmissions to tUEs. Hence, we can fairly evaluate the performance of using DAA with different spatial distributions of ground users (see Section VI-B). Fig. 4 shows that the average received SINR of ground users is enhanced by more than 30 dB after using DAA. Further, it reveals that the received SINR of tUEs is slightly decreased in order to increase the SINR of aUEs. Fig. 4 also shows how the spatial configuration of UAVs is intertwined with the spatial distribution of ground users. In that, the received SINR is significantly improved when UAVs are configured as DAA compared with the spatial configuration of distributed UAVs. Finally, Fig. 4 shows that the received SINR at backhaul links is consistent with the inequality constraints (10a) and (35a).
The enhancement in the received downlink throughput in Fig. 5 is consistent with the results in Fig. 4 . It is worth noting that the received throughput at aUEs is higher than that of tUEs after using the DAA. This is because the use of DAA allows for D-fold spatial multiplexing gain. Generally, the DAA exploits full spectrum resources to transmit D independent spatial streams to D users per SDMA group. Hence, the allocated spectrum resources to aUEs are now much higher than those allocated to tUEs. Consequently, Fig. 5 reveals that UAVs can be used as DAA in in-band IAB scenarios not only for coverage enhancement but also for capacity boosting. Fig. 5 also shows that offloading aUEs from IAB-donor to DAA helps to improve the downlink throughput of tUEs. Finally, it is worth noting that the number of UAVs per DAA can be increased based on the capacity demands, while ensuring the same computational complexity of (34) . Fig. 6 demonstrates the consistency of the computational complexity of the proposed algorithm for a larger number of UAVs. The number of iterations is slightly increased due to the increased dimensions of p BH in (37) . It also shows how the overall network performance is directly proportional to the number of UAVs when they are spatially configured as DAA. Further, it reveals that the network performance decreases at high number of UAVs due to the increased levels of mutual interference between backhaul and access links. 
B. MULTIPLE CLUSTERS SPATIAL DISTRIBUTION OF CELLULAR USERS
In this scenario, users are normally distributed into multiple clusters in the designated coverage area as depicted in Fig. 7 . Fig. 8 shows that the received SINR is enhanced after deploying the DAA in an optimized 3D location between the user clusters. Further, it is significantly enhanced by more than 20 dB when UAVs are used as distributed hovering IAB-nodes. These results are consistent with the results in Fig. 4 , in which, the received SINR at tUEs is slightly decreased in order to increase the received SINR at aUEs. In addition, Fig. 8 shows that the received SINR at backhaul links is consistent with the inequality constraints (10a) and (35a). Fig. 9 shows that the enhancement in the received downlink throughput is consistent with the results in Fig. 8 . It is worth noting that downlink throughput performance of distributed UAVs outperforms that of DAA, although using DAA allows for D-fold spatial multiplexing gain. This is because, the low received downlink SINR at aUEs, i.e., users associated with DAA. In particular, the intermediate 3D deployment of DAA between the distributed clusters results in suboptimal directivity towards aUEs. In contrast, the DAA gains are maximized when it is fully directed to serve aUEs concentrated in a single hotspot (as discussed in Section VI-A). Fig. 10 presents the favorable spatial configuration of UAVs based on the spatial distribution of ground users.
C. CONVERGENCE ANALYSIS OF THE PSO ALGORITHM
As mentioned in Section IV-B, the proposed PSO solution in Algorithm 2 converges to a near-optimal solution when the relative change in the best objective function value over the last I c iterations is less than 4 . In this section, we analyze the convergence results of the proposed PSO algorithm at different spatial configurations of UAVs. Fig. 11 shows that the fitness function C, p, p BH of the proposed PSO algorithm converges to a near-optimal solution after a few number of iterations when UAVs are spatially configured as DAA. It also shows that the time complexity of the proposed PSO algorithm can be significantly improved by increasing the value of 4 without decreasing the accuracy of the optimized set of solutions.
On the other hand, Fig. 12 shows that decreasing 4 will impact the accuracy of the optimized set of solutions when UAVs are spatially configured as distributed UAVs (i.e., at a larger number of optimization variables). It is worth noting that the convergence window size (i.e., I c ) is required to be increased as the number of the optimization variables increases to assure the convergence to a near optimal solution. Hence, we use I c = 5 and I c = 20 when UAVs are spatially configured as DAA ( Fig. 11 ) and as distributed UAVs (Fig. 12) , respectively. Finally, Figs. 11 and 12 demonstrate that Algorithm 2 converges to a near-optimal solution in a fewer number of iterations when UAVs are spatially configured as DAA. In other words, the proposed PSO algorithm converges faster to a near-optimal solution when the number of the optimization variables is smaller.
D. NUMERICAL EVALUATION OF REVERSED ALGORITHM 3
In Section IV-C, we presented an iterative solution in Algorithm 3 that combines Algorithms 1 and 2 to solve the master optimization problem (9) . In this section, we present the numerical results of the reversed version of Algorithm 3 (i.e., to optimize the 3D locations of UAVs at first and the user-BS associations at second). We carried out the optimization steps in a reversed order to find the optimized set of solutions when the cellular users are spatially distributed into multiple clusters (see Fig. 7 ). Our numerical results in Figs. 13 and 14 show that the reversed and regular optimization orders converge to almost the same results. Essentially, the optimized solution of (9) does not depend on the order of the optimization steps, given that the proposed Algorithm 3 converges to a near-optimal set of solutions after a few iterations. However, it is worth noting that the time complexity of the reversed optimization order is always higher than that of the regular order. This is because the PSO algorithm (Algorithm 2) is more time-consuming than the fixed-point method (Algorithm 1). Generally, the number of required PSO iterations in the reversed optimization order is higher than that of the regular order.
E. GENERIC SPATIAL DISTRIBUTION OF CELLULAR USERS
In this section, we numerically evaluate the performance of generic spatial distribution of cellular users. Specifically, a fraction of users are uniformly distributed within the coverage area (i.e., non-clustered users) and others are distributed into multiple hotspots (i.e., clustered users) as depicted in Fig. 15 . Fig. 16 shows that the overall received downlink SINR is slightly decreased when cellular users are spatially distributed as clustered and non-clustered users compared with the clustered distribution scenario. Essentially, the received downlink interference levels at non-clustered users are higher than those received at clustered users due to their intermediate locations between the hotspots.
Thus, the overall SINR performance is decreased by ≈ 2 dB as shown in Fig, 16 . It is worth noting that backhaul performance is almost the same in both scenarios. This is because the spatial distributions of UAVs are almost the same (i.e., the 3D deployment of UAVs). Fig. 17 shows that the downlink throughput is also decreased when the cellular users are spatially distributed into clustered and nonclustered users, which is consistent with the SINR degradation in Fig. 16 . Our numerical results in this section reveal that the performance of the proposed algorithms is directly proportional to the heterogeneity of the spatial distribution of cellular users (i.e., performance gain increases with more clustered users).
VII. CONCLUDING REMARKS
In this paper, we propose an UAV-based interference management algorithm to optimize the performance of in-band UAV-assisted IAB networks. In-band IAB network architecture allows for tighter interworking between access and backhaul links, making it a promising solution to meet the requirements of fast and easily scalable deployment of nextgeneration cellular networks. The problem is cast as network sum rate maximization problem. In which, we exploit fixed-point method and PSO to jointly optimize user-BS associations, downlink power allocations and the 3D spatial configurations of UAVs, taking into account the full reuse of wireless channel resources between backhaul, direct and access links, inter-cell interference and LOS capabilities of UAVs. Further, we investigate the mutual dependence between the spatial configurations of UAVs in the sky and the spatial dynamics of ground user distribution. In particular, we consider distributed UAVs and DAA as different spatial configurations of UAVs.
Our numerical results show that the spatial configuration of distributed UAVs outperforms that of the DAA by 21.6% in terms of the overall network sum rate when the ground cellular users are normally distributed into multiple bad-coverage areas. On the other hand, the spatial configuration of the DAA outperforms that of distributed UAVs by 161.9% when the ground cellular users are concentrated in a single badcoverage area. Moreover, we show that the proposed algorithm is of low complexity and independent of the number of UAVs when they are spatially configured as DAA. We also analyze the convergence results of the proposed PSO algorithm and show how PSO settings can be adjusted to converge to the same near-optimal set of solutions in fewer number of iterations. We discuss the robustness of the proposed iterative algorithm against the order of the optimization steps and show that it converges to same optimized set of solutions irrespective of the order of the optimization steps. Furthermore, our numerical results reveal that the performance of the proposed algorithms is directly proportional to the heterogeneity of the spatial distribution of cellular users (i.e.,performance gain increases with more clustered users).
