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One of the greatest pains to human nature is the pain of a new idea
Walter Bagehot (1826-1877)
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carried out at the Finance Department of Maastricht University (the Netherlands). The
choice of this subject is not surprising, because already during my undergraduate studies
I developed a particular interest in international economics. My interest was stirred by
several developments, such as the debate about the consequences of the single market
program aimed at removing all barriers to intra-Community trade, German reunification,
the debate over the progress of EMU, the signing of the Maastricht Treaty in December
1991, which set out a timetable for a single European currency, and the EMS currency
crisis in September 1992.
Right from the beginning, my supervisors encouraged me to write separate papers on
various subjects within the area of international finance and international economics. I
had the opportunity to present these papers at conferences in Brussels, London, Hong
Kong, Istanbul, San Francisco, Taipei, Uppsala and Washington.
While working on my thesis I realized that research gives only a random indication of the
state of affairs and is therefore always incomplete. Yet, the thesis should not be considered
as a completed whole, but rather as one of the materials of a new bridge between theory
and practice.
I would like to thank my supervisors Kees Koedijk, Clemens Kool and Christian Wolff for
their support and trust. I would like to thank Jelle Mensonides of the >l/oemeen Burper/yfc
Pensioen/onds who gave me the opportunity to get an impression of practical investment
issues. Several of my colleagues offered comments and advice on various parts of this
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thesis. I would particularly like to thank Peter Schotman who gave relevant advice on the
many econometric problems that I encountered. I would like to thank all the colleagues
of the Finance Department who created a pleasant working environment. I especially
enjoyed our fruitful discussions, sport contests and last but not least our drinks on Friday
afternoon. Finally, I would like to thank Veronique for her continuing encouragement while
I completed this thesis.
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Chapter 1
Introduction
International financial markets have grown rapidly over the last two decades. The dereg-
ulation of domestic financial markets, the liberalization of international capital flows, the
arrival of powerful computers and rapid financial innovation delivered explosive growth
and economic power to the international financial markets. This recent experience follows
decades of severe government restrictions on external capital flows; in fact, it can be viewed
as a return to a situation that already existed at the beginning of this century. The trend
towards a massive global capital market beyond any single government's control is likely
to continue in the future due to the liberalization of the markets of newly industrialized
countries in Asia and Latin America.
Undoubtedly, it is especially during the last five years that trading volumes on foreign
exchange and equity markets have increased dramatically. The statistics of the 1995 survey
of the Bank of International Settlements (BIS) demonstrate the increasing importance of
international financial flows. By way of illustration, in 1995 the daily average volume of
foreign exchange transactions in the spot market was $1,190 billion, up from $590 billion
in 1989. Goldstein e£ a/. (1993) point out that the most significant development in the
foreign exchange market, however, did not take place in the spot exchange market but
in the trading in derivative securities like forwards, swaps, futures and options, a fact
they illustrate with the following statistics. First, the outstanding notional principal of
currency swaps increased more than fourfold to $ 800 billion between end-1987 and end-
1991. Second, daily turnovers in currency futures and options traded in London grew from
negligible amounts in 1986 to $ 8 billion in 1992, and from $3 billion to $ 23 billion in the
United States.
TABLE 1.1: Cross-Border Transactions in Bonds and Equities
Canada
France
Germany
Italy
Japan
United States
1980
9.6
-
7.5
1.1
7.7
9.0
1985
26.7
21.4
33.4
4.0
63.0
35.1
1990
64.4
53.6
57.3
26.6
120.0
89.0
1995
192.0
178.2
168.3
250.9
65.7
135.5
Source: Bank of International Settlements, ffffM j4nnua/ .Report, 10th
June 1995, p. 98.
TVoie: Cross-border transactions are defined as gross purchases of se-
curities between residents and non-residents as a percentage of gross
domestic product.
Moreover, there has been an explosion of gross sales and purchases of bonds and equities
between countries. Table 1.1 clearly illustrates this phenomenon in providing estimates of
cross-border transactions in bonds and equities over the last fifteen years as a percentage
of GDP. Cross-border transactions in bonds and equities between residents of the United
States and other countries have risen from 9.0% of GDP in 1980 to 135.5% of GDP in
1995. For Italy, the rise is even more dramatic. However, from the capital account of these
countries it can be concluded that net capital flows have not changed radically over the
last decade.'
Alongside the growing importance of international financial markets, there has also been
some growth in international trade. The growing importance of international trade is
reflected in the international trade statistics of most industrialized countries. This is seen
in table 1.2 which shows that exports as a percentage of gross domestic product (GDP)
have risen in Canada, France, Germany, Italy and the United States. This increase is less
dramatic compared to that of gross capital flows. The net effect of international trade is
reflected in a country's current account which is approximately equal to the amount of net
capital flows. , . •
It is not uncommon for the huge increase in gross cross-border financial transactions be-
tween rich industrial countries to be interpreted as significant evidence that international
capital is highly mobile. But at this stage some caution should be exercised. International
finance literature points out that despite the rapid increase in the size of capital flows,
domestic investors hold only a small fraction of their wealth in foreign assets to diversify
away domestic idiosyncratic risk. Both research that directly investigates international
' See for instance Goldstein e< a/. (1993).
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TABLE 1.2: Percentage of GDP Arising from Exports
Canada
F r a n c e ••;••••
Germany
Italy
Japan
United States
1970
22.5
15.8
17.1
14.9
10.8
5.6
1980
28.3
21.5
46.4
19.9
13.7
10.3
1990
24.1
22.6
56.0
21.5
10.8
10.1
1994
33.6
23.1
59.9
23.0
9.46
10.7
Source/ International Financial Statistics Yearbook, 1995.
e: Exports of goods and services are obtained from line 90 and
gross domestic products are obtained from line 99.
equity holdings and research that looks at the implications for international consumption
reach such a conclusion.
On the one hand, from international equity holdings it can be inferred that investors have a
strong preference for the assets of their home country whereas portfolio theory suggests that
they should hold the world market portfolio. This anomaly, which has been documented
by many researchers, is referred to as the home bias puzzled French and Poterba (1991)
for example report that in 1989 domestic equity holdings ranged from 98% for Japan and
94% for the United States, to 82% for the United Kingdom.
On the other hand, consumption data exhibit low cross country correlations whereas capital
mobility should lead to higher correlations as residents of a country, hit by country-specific
shocks to income, can use international capital markets to smooth out the fluctuations in
their consumption.^
Alternatively, researchers in international economics investigate the national account's bal-
ance of saving and investment as it reflects international trade in goods and services. They
find that domestic investment and saving are highly correlated. This phenomenon, which
was first reported by Feldstein and Horioka (1980) and subsequently confirmed by other
empirical research, is interpreted as evidence that capital mobility is low.'' According to
Feldstein and Horioka (1980), international capital mobility allows countries' domestic in-
vestment rates to deviate from their saving rates because funds would flow to the best
* See for instance Cooper and Kaplanis (1986), Eldor, Pines and Schwartz (1988), French and Poterba
(1991), and Tesar and Werner (1992).
3 See for instance Obstfeld (1994), Lewis (1996).
•* See for instance Dooley, Frankel and Mathieson (1987), Obstfeld (1986), Bayoumi (1990) and Tesar
(1991).
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investment opportunities, regardless of their location. Therefore, they consider the high
correlations as evidence in favor of low capital mobility.
The above-mentioned studies all consider quantity variables like equity holdings, consump-
tion, savings and investments. Another and more indirect approach is to investigate prices
of commodities and financial assets across countries. The basic idea that underlies this
approach is that in the absence of any barriers to trade, arbitrage ensures that identical
traded goods and assets in different countries have identical prices when denominated in
the same currency. For the goods market this hypothesis is often restated as purchasing
power parity (PPP). According to this parity, the relative price level between two coun-
tries exactly equals the exchange rate. For the international bond market, the no-arbitrage
condition is often referred to as covered interest rate parity (CIP), which states that the
forward exchange rate between two countries is exactly equal to the two countries' interest
rate differential. Another popular parity hypothesis that arises in the international bond
market is the so-called uncovered interest rate parity (UIP) which states that, if investors
are risk averse, the expected change of the spot exchange rate between countries is identical
to the two countries' interest rate differential.
Marston (1995) uses these parity hypotheses to investigate the degree of capital mobility for
the Group of Five industrial countries (G-5: France, Germany, Japan, the United Kingdom
and the United States) and concludes the following. First, by the late 1980s deposit rates
of all G-5 countries were tied closely to Eurocurrency rates in the same currency. Second,
both deviations from CIP and UIP respectively, between the Eurodollar and the other
G-5 Eurocurrencies have, on average, been quite small over the past twenty years. Finally,
average real interest rate differentials are generally less than 2% per annum. Other studies,
however, show that in the short-run there are substantial deviations from PPP and UIP.*
Marston (1995) claims that these deviations are not due to regulations and controls, but
that exchange rate risk is separating markets.
Research on the price implication of financial integration is not restricted only to interna-
tional bond markets, but also looks at international stock markets. To investigate stock
returns in an integrated world, an international capital asset pricing model (ICAPM) is
called for. Deviations from parity hypotheses play an important role in the ICAPM. Most
of the international finance literature has been devoted to models that identify countries
as a group of investors who use the same price index to determine their anticipated real re-
turns. In a survey article Adler and Dumas (1983) describe the consequences of deviations
from PPP for an international investor: "National groups of investors are delineated by
' See Froot and Rogoff (1995) and Engel (1996) for a survey of the empirical literature on PPP and
UIP respectively.
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deviations from Purchasing Power Parity (PPP) which cause them to evaluate differently
the returns from the same security." In other words, if PPP does not hold, investors' con-
sumption opportunities differ according to their country of residence. Investors, therefore,
hold different portfolios across countries in order to hedge for unanticipated price changes
in their consumption basket. '
A test for international integration based on stock returns now exploits the fact that the
ICAPM predicts that in an integrated world the expected stock return contains a risk
premium that is associated with the world market portfolio and a premium for the risk
that arises from PPP deviations. In contrast, in a segmented market the expected stock
return only obtains a compensation for local market risk. Most empirical research that
focuses on the cross-section of stock returns across countries finds evidence in favor of
international integration.
The main conclusion that arises from this discussion is that international integration is
usually investigated with quantity measures as well as price measures. The evidence that
arises from the quantity measures suggest low international integration, whereas the evi-
dence with regard to price measures is mixed. Firstly, average deviations from PPP, CIP
and UIP are quite small. Secondly, there can be substantial short-run deviations from PPP
and UIP. Finally, studies on international stock markets show some evidence in favor of
international integration.
This thesis mainly focuses on financial prices as it investigates empirically the dynamics
of exchange rates, interest rates and stock returns in international financial markets.
1.1 Outline
This thesis consists of five empirical studies that investigate the dynamics on financial
markets, with an emphasize on international interdependence. The innovative character
of the research resides not so much in the choice of the subjects but more in the use of
alternative estimation techniques and data.
The investigation starts in chapter 2 with a survey of the literature on three fundamental
parity hypotheses: purchasing power parity (PPP), uncovered interest rate parity (UIP)
and the Fisher parity. , •
Whereas previous research concentrated on the modeling of financial markets in one in-
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dividual country, this thesis focuses on the empirical analysis of financial relations for a
panel of countries. Chapters 3 and 4 investigate PPP and UIP for panels of fifteen and
sixteen different countries respectively.
The comparison of different countries calls for alternative techniques because when com-
paring countries, the choice of the numeraire currency should not influence the results.
The importance of this numeraire invariance principle has been pointed out by Adler and
Dumas (1983): . '
No matter what economic setting is chosen, the decisions of rational economic
units (investors, firms, etc.) should be invariant as one changes the unit of
measurement or the currency of accounting, in which returns are expressed.
This is a minimum criterion of rationality. (Adler and Dumas, 1983, p. 927.)
As the techniques used take away the numeraire effect, the estimation results in chapters
3, 4 and 6 do not depend on the choice of the numeraire currency. • ,
Chapter 3 details an empirical investigation of PPP. Theoretical extensions of the tradi-
tional PPP relation recently developed by Sercu, Uppal and Van Hulle (1995) and Sercu
and Uppal (1995) show that exchange rate changes consist of the risk aversion weighted
differential growth in real expenditures plus the marginal inflation differential. We con-
sider a system of sixteen countries and impose restrictions that make parameter estimates
invariant to the choice of the numeraire currency. We estimate their model at different
horizons and use panel data as well as time series tests. .
Risk premiums, peso-problems and market inefficiencies have been suggested as candidate
explanations for the apparent rejection of the UIP relationship. If various explanations
interact and show up in all exchange rates that are being considered, then these exchange
rates share common factors, which are not being captured in standard time series tests.
To account for these common factors, in chapter 4 the UIP hypothesis is tested using
both fixed and random time effects for fifteen countries between 1979 and 1969. As in the
previous chapter the results are numeraire independent. „ .. , . ,
A growing amount of research indicates that the relation between nominal interest rates
and future inflation is country and period dependent. Chapter 5 investigates the relation
between the short-term interest rate and inflation by means of an intertemporal consump-
tion capital asset pricing model, resulting in a generalized Fisher equation in which the
nominal interest rate is a function of inflation and the conditional variances of money
growth and industrial production growth. The conditional variances are calculated using
both the multi state Kalman filter (MSKF) model and the multivariate stochastic volatility
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model. These methods allow for occasional level shifts in our proxies for macroeconomic
risk.
Deviations from the parity hypotheses referred to above play an important role in ICAPMs.
Most of the international finance literature has been devoted to models that identify coun-
tries as a group of investors who use the same price index to determine their anticipated
real returns. Investors from different countries evaluate differently the returns from the
same security due to PPP deviations. Adler and Dumas (1983) developed an ICAPM that
assumes that financial markets are integrated internationally and moreover explicitly takes
into account deviations from PPP between investors of different countries.
Increasing capital market integration has important implications for the calculation of the
cost of capital. In an integrated world the cost of capital should be determined using the
ICAPM rather than the domestic CAPM. Chapter 6 investigates this issue with the model
developed by Adler and Dumas (1983). The pricing error when using the domestic CAPM
rather than an ICAPM is zero if diversifiable domestic risk is orthogonal to the global
market portfolio return and foreign currency changes. In this chapter we implement an
orthogonality test for ten different countries. Contrary to other studies, the comparison
is not restricted to country stock market indices, but goes more into detail, using data on
approximately 3000 individual stocks, thus meeting the objections from Stulz (1995a) who
recently pointed out that:
One approach to obtain more powerful tests of international asset pricing mod-
els is to use more securities. Most existing empirical work uses indices; work
that uses large numbers of securities for different countries seem to be primar-
ily devoted to studying the relationship between asset returns in two countries
rather than to testing international asset pricing models. (Stulz, 1995a, p.
220.)
The orthogonality test is used to investigate whether the global market portfolio and foreign
currencies affect the cost of capital of an individual firm through the effect of the global
market on the risk premium of the local market. It is also shown that this test statistic is
invariant to the choice of the numeraire currency.
In chapter 7 we turn to a subject that is not totally in line with the previous chapters as
it considers the time series dynamics of the short-term interest rate volatility. We present
and estimate a model of short-term interest rate volatility that encompasses both the level
effect of Chan, Karolyi, Longstaff and Sanders (1992) and the conditional heteroskedasticity
effect of the GARCH class of models. This flexible specification allows different effects to
dominate as the level of the interest rate varies. We also investigate implications for the
6 C7iop<er
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This thesis ends in Chapter 8 with a summary and suggestions for further research.
f t»
Chapter 2
International Parity Conditions
This chapter investigates three fundamental international relations that have preoccupied
researchers in international finance searching for links between markets.
The first of these fundamental relations is purchasing power parity (PPP) which occurs in
the market of goods and services as a result of goods market arbitrage. PPP implies that
the exchange rate between two countries is determined by the two countries' relative price
levels. The two other relations occur in financial markets. The first financial relation, the
so-called uncovered interest rate parity (UIP) hypothesis, tells us that as a result of un-
covered arbitrage, the difference between interest rates on securities that are denominated
in different currencies equals the expected change of the exchange rate between the two
countries. The second financial relationship, which is referred to as Fisher parity, points
out that the nominal interest rate is equal to the real interest rate plus the markets' ex-
pected rate of inflation. These parity hypotheses are important building blocks of models
used to explain the functioning of international financial markets such as the international
capital asset pricing model.
This chapter focuses on the theoretical foundations of the three parity hypotheses. In the
next three chapters we will turn to empirical tests of these relations. Section 2.1 reviews
the theory on PPP. In section 2.2 we consider some theoretical aspects of UIP. Section 2.3
deals with the Fisher parity. The three parities provide a very useful basis to investigate
the relationship between exchange rates, inflation and interest rates. In section 2.4 we
therefore investigate the relationship between the three parity hypotheses.
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2.1 Purchasing Power Parity
Purchasing power parity (PPP) has a long tradition in international economics, originating
with classical writers including Ricardo in the early 19th century. It was Cassel, however,
who first placed PPP within a systematic framework through a series of studies in the
1920s. Cassel's theory of PPP simply notices that the most important determinant of
the exchange rate between two currencies is the two countries' price levels. Officer (1976)
states that this theory of exchange rate determination:
• . •" r " \
... has remained a relatively unsophisticated theory, hardly advanced in com-
plexity over three fourths of a century. Yet the PPP approach is resurrected
from time to time, ushering in a period distinguished both by empirical ap-
plications and renewed criticism of the theory, whereupon again the approach
falls into disuse. (Officer, 1976, p. 1.)
This statement is particularly illustrative for the changing popularity of PPP research over
the last two decades.
Froot and RogofF (1995) note that more than a decade ago hardly any research was con-
ducted on PPP. After the introduction of floating exchange rates in the early seventies it
was obvious to even the most stubborn defenders of purchasing power parity that PPP is
a long-run relationship. In the seventies and early eighties, however, time spans of floating
rate data were too short to identify these long-term relations. Furthermore, the empirical
analysis was limited by the absence of econometric techniques to test for the interaction of
long-term and short-term dynamics.
The last decade, however, has witnessed a resurgence of research on PPP, brought on by the
development of co-integration techniques to test for long-term relations. Simultaneously,
this development has resulted in a tremendous amount of empirical research. On the other
hand, theoretical developments have been only limited.
2.1.1 PPP Theory
The theory of absolute PPP relates the exchange rate to weighted average price levels.
Three sufficient conditions for PPP to hold exactly are the law of one price (LOP), homo-
thetic preferences and identical tastes across countries.'
* Adler and Dumas (1983) note that these conditions are not necessary. PPP could emerge despite dif-
ferences in tastes and the presence of nontradable goods, provided that there exists enough substitutability
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The first important building block underlying PPP is the LOP which states that in the ab-
sence of any trade barriers arbitrage ensures that the following condition holds for identical
tradable goods in two countries:
where f is a time index, S(<) is the exchange rate, P2;(<) is the country 2 domestic currency
price of good i and Pi,(<) is the country 1 domestic currency price of good t.
Samuelson and Swamy (1974) show that when preferences are homothetic, there exists a
price index with invariant weights that are equal to budget shares. This invariant index
reveals the consumption possibilities and preferences of the citizens of a country.^ Adler
and Dumas (1983) state that only invariant consumption price indices can reasonably be
compared across countries. The weighted average price level P* of country A' = (1,2) at
time t, based on budget shares is:
N
<), (2.2)
where C«(<) is the consumption of good i and C*(<) is total consumption expenditures and
u>fc,(f) = Ci,(i)/C/t(<) is the budget share of the t-th good.
The last condition that is required for PPP to hold exactly is identical tastes. Identical
tastes across countries imply equal budget shares, u>i,(t) = u>2,-(<) for i = ( 1 , . . . , N). From
equations (2.1), and (2.2) it follows that:
or, equivalently, the real exchange rate 5(t)/'2(<)/Pi(t) is equal to unity.
A lot of empirical research weakens the theory of absolute PPP as it allows for a constant
price differential between the two countries' absolute price levels: ^>Pi(<) = 5(<)P2(')i
where 0 is a constant deviation from absolute PPP. Given this deviation from absolute
PPP, a change in the relative price levels results in an equal change of the exchange rate.
l), (2.4)
where 5(< + l) denotes the logarithm of the exchange rate and 7Tfc(i + 1) = ln[A(
for country fc = (1,2). This restatement of absolute PPP, in terms of changes in relative
price levels and the exchange rates, is called relative PPP.
among goods in consumption and between tradable and nontradable goods in production.
An invariant price index is a compression of the price vector into a single scalar leading to the same
decisions and valid at all levels of the consumption budget.
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2.1.2 Deviations from PPP
Officer (1976) notes that only a few authors claim that absolute PPP is rejected if equation
(2.3) does not hold exactly. Cassel, for example, already allowed for small and temporary
divergences of the exchange rate from PPP. Figure 2.1 contains the actual exchange rate
and price level relative to the United States for France, Germany, Japan and the United
Kingdom respectively.' The relative price ratio is indexed to begin at the same level as
the actual exchange rate. For all countries the trend of relative prices and the exchange
rate are in the same direction. In the short-run, however, there are substantial deviations
from PPP. These results confirm the consensus of empirical research that PPP does not
hold in the short-run, but there is a tendency for PPP to hold in the long-run (see Froot
and Rogoff (1995), and Rogoff (1996) for a survey of the empirical literature).''
Deviations from PPP may occur if the LOP is violated, which implies that prices of some
goods at home are different from the prices abroad. Dumas (1992), Uppal (1992) and Sercu,
Uppal and Van Hulle (1995) investigate violations of LOP that are the result of transaction
costs, such as shipping and insurance costs, tariffs and information costs. These models all
assume that there are only two countries that are populated with identical consumers. The
consumers have a constant relative risk aversion utility function, which implies homothetic
preferences. Furthermore, there is only one consumption good, which implies that PPP
reduces to the LOP.
Uppal (1992) assumes that there is one aggregate stock of capital. Furthermore preferences
are state dependent with shipment costs being the state variable. From this model it follows
that the deviation from LOP is directly related to the volume of capital flows, a result that
is similar to Dumas (1992).
Dumas (1992) investigates an economy with two different countries, which are both en-
dowed with one homogeneous stock of physical capital. The capital stock can be consumed,
invested or shipped abroad at proportional transfer costs. Dumas shows that the deviation
from the LOP remains between two boundary values that are determined by the shipment
costs. When the real exchange rate reaches the boundary values, shipment is activated
and the real exchange rate returns within the bounds. The deviation of the LOP within
the bounds is a nonlinear function of the allocation of the stock of physical capital between
' The sample frequency is quarterly. See chapter 3 for a description of the data.
* Despite all the critical remarks that have been made with respect to the empirical validity of PPP,
Officer (1976) notes that there are at least three cases where the theory is still applicable. First, PPP holds
approximately under normal conditions. Second, PPP is useful when relative price movements dominate
changes in relative prices. Third, when trade relations are interrupted between countries, PPP can provide
an indication of the equilibrium exchange rate.
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the two countries and under perfect balance in the two countries' stock of capital, LOP
prevails.
Sercu, Uppal and Van Hulle (1995) develop a model that is closely related to Dumas's
(1992).* They show that the real exchange rate depends on the marginal utilities of do-
mestic and foreign real consumption:
^ , i = (l,...,7V) (2.5)
where {/*(<) denotes the utility function of country A; = (1,2). If, on the one hand, in-
ternational trade is costless, the marginal utilities are be equalized across countries and
PPP will hold. If, on the other hand, there are transaction costs to international trade,
imbalances between marginal utilities are not equalized across countries. As a result, the
real exchange rate depends on the two countries' real consumption.
Sercu and Uppal (1995) generalize this model. They allow for M countries and AT goods.
The consumers are not identical across countries and have nonhomothetic preferences.
From the first-order approximation of equation (2.5) they derive the following expression
for deviation from relative PPP Ag(<):
A?(<) = >?i(0(Aci - in)(t) - ifc,(0(Ac2 - *a)(0 + (*i - JT,)(O - (*j - jra)(O, (2.6)
where Ac*(<) is growth of nominal consumption expenditures, *"*(£) is inflation weighted
on the basis of total consumption, 7Tjt(<) is inflation weighted on the basis of marginal
consumption and f/jt(<) is the coefficient of relative risk aversion. If preferences are homo-
thetic, inflation weighted on the basis of total consumption is equal to inflation weighted
on the basis of marginal consumption and the deviation from relative PPP now depends on
the growth rates of real consumption expenditures. If indeed consumers are risk neutral,
(fi = »/j = 0), relative PPP prevails.
Sercu and Uppal (1995) state that for deviations from absolute PPP it is generally im-
possible to obtain closed form solutions when preferences are nonhomothetic.® However,
in the case of homothetic utility of the constant relative risk aversion form, the deviation
from absolute PPP is:
S(QP(Q ( l i h ) ( C ( t ) - P i ( Q ) " '
/>,(<) " ( I - I J I H C W - W ) * '
where 0? is a parameter that depends both on the wealth of country 2 relative to country 1
and the risk aversion parameters. The deviation from absolute PPP depends on domestic
* See also Benninga and Protopapadakis (1988) for a related approach.
*The reason is that the integrals of JT(<) and jr(t) do not always have closed form solutions.
INTERNATIONAL PARITY CONDITIONS 15
and foreign consumer expenditures. If investors in the countries are equally risk averse,
(775 = 7/2 = 0), and equally rich, (#2 = 1), then absolute PPP prevails.
A second explanation for deviations from LOP is the presence of nontradable goods. Sup-
pose that the general price level of country fc = (1,2) is:
, , ft(0 = flkT(0"'ftw(0'", , . . (2-8)
where Pt r (0 is the price level of tradable goods and PtAr(<) is the price level of nontradable
goods. If PPP holds for tradable goods only, the deviation of absolute PPP depends on
the relative price of tradable and nontradable goods:
Balassa (1964) and Samuelson (1964) relate the relative price changes of tradable goods and
nontradable goods to technological progress in the tradable goods sector. Technological
progress has historically been faster in the tradable goods sector than in the nontradable
goods sector. Furthermore, the tradable goods productivity bias is more pronounced in
high income countries. The higher productivity in the tradable goods sector will raise
wages in the whole economy. The higher wages in the whole economy bid up prices in
the nontradable sector relative to the tradable sector. There is, therefore, a direct link
between the relative PPP deviations and economic growth. The empirical implications of
the Balassa-Samuelson model are closely related to the model of Sercu and Uppal (1995).
The Balassa-Samuelson model has been criticized by Rogoff (1992), who argues that the
assumption of perfect capital and labor mobility is too restrictive for the short-run. If
capital and labor are immobile across sectors in the short-run, then demand variables such
as government spending can produce a transitory deviation from PPP.
The Balassa-Samuelson model is developed in a static framework. Stulz (1987) investi-
gated the effect of nontradable goods on PPP in an intertemporal model. The deviation
from absolute PPP now depends solely on the ratio of the stock of domestic nontradable
goods to the stock of foreign good changes. Sercu and Uppal (1995) argue how this result
changes when shipment is costly. Combining equations (2.7) and (2.8) it turns out that
the deviation from absolute PPP now directly depends on consumption expenditures and
tradable and nontradable goods prices.
Other explanations for deviations from the LOP rely on imperfect competition in the
tradable goods markets. Examples are sticky prices and the pricing to market theory
which states that oligopolistic suppliers are able to charge different prices for the same
goods in different countries (see also Froot and Rogoff (1995)).
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We now turn to deviations from PPP that do not rely on the violation of the LOP. A first
candidate is nonhomothetic preferences. If the homotheticity assumption is violated, equa-
tion (2.5) shows that deviations from relative PPP depend on both inflation weighted on
the basis of total consumption and inflation weighted on the basis of marginal consumption.
Secondly, differences in national consumption tastes (weighting schemes) will generally lead
to deviations from PPP due to relative price variation. Samuelson (1964) argues that in
the short-run real shocks lead to changes of relative prices and therefore relative PPP will
not hold exactly. If price level changes are mainly dominated by monetary factors and if
money is neutral, then PPP may be of some value. Roll and Solnik (1979) state that the
existence of nontradable goods implies that relative price changes may be as important as
nominal price changes even at moderate rates of inflation.
2.2 Uncovered Interest Rate Parity
Keynes (1923) was one of the first economists, who systematically investigated the topic of
uncovered interest rate parity (UIP). His interest had been captured by the rapid expansion
of organized trading in forward exchange following World War I. Since then, UIP has been
widely used to investigate the link between interest rates and exchange rates. UIP states
that with complete markets and risk neutral investors the expected returns on investments
in deposits of two different countries are the same when measured in a single currency.
The condition for equal expected profit is:
E,[«,<0-«^] = 0, (2.10)
where i?i(<) and i?2(0 are the nominal interest rates on domestic and foreign deposits. UIP
is usually formulated in terms of the forward exchange rate F(<) for delivery at time f + 1.
To prevent covered interest arbitrage, the return from investing in a foreign deposit and
selling the foreign currency return in the forward market must be identical to the return
on a domestic deposit. The condition for covered interest rate parity (CIP) is:
= 0. (2.11)
Using equations (2.10) and (2.11) the UIP hypothesis is often restated as:
0, (2.12)
which is only identical to equation (2.10) if CIP holds. Equation (2.12) is often called
speculative efficiency (Bilson (1981)), because it depends on the joint hypothesis of market
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efficiency and the speculative (expectations) theory of the forward rate. Marston (1995)
argues that empirical tests based on equation (2.10) or (2.12) yield similar results.
Siegel (1972) points out that if the future spot exchange rate is uncertain, equation (2.12) is
incompatible with equilibrium. From equation (2.12) it follows that F(tf) = E([5(< +1)] and
after changing the numeraire currency that F(<) = l/E,[l/5(< +1)]. These two expressions
for the forward rate cannot hold simultaneously, because of Jensen's inequality which states
that E,[l/5(< + 1)] > 1/E,[S(< + 1)]. This observation is the so-called Siegel paradox.
Adler and Dumas (1983) argue that a solution for the Siegel paradox is to restate equation
(2.12) in real terms:
The equal profit condition for the foreign investor is:
Equations (2.13) and (2.14) are equivalent only if / \ ( i + 1) = 5(< + 1)P;2(< + 1), that is
if PPP holds. The model of Sercu and Uppal (1995) in equation (2.7) shows that PPP is
compatible with risk neutrality, so there is no contradiction.
Frequently, the empirical literature assumes conditionally log-normally distributed returns.
Under this condition equation (2.13) is of the form:^
E,[s(t + 1)] - 3(t) = / ( 0 - «(0 - 0.5Var,[*(* + 1)] + Cov,[«(* + l),p,(t + 1)], (2.15)
where the variables in small letters are the logs of the variables in capital letters. This
equation shows that the log forward rate is a biased predictor of the log spot rate. Dumas
(1994a) notes that the equality E,[s(i + 1)] - s(0 = / ( 0 ~ •*(<) cannot be produced by any
utility function either under risk aversion or risk neutrality. An appropriate equilibrium
model includes the last two terms in equation (2.15). In empirical tests of UIP, however,
these two terms can easily be ignored because they are small in size.*
* Equation (2.13) can be written as: E,[exp(s(< + 1) - pi(< + 1))] = E,[exp(/(<) - pi(< + 1))], where
the variables in small letters are the logs of the variables in capital letters. Assuming log-normality this
equation can be written as exp(E,[s(i + l)-pi(* + 1)] + 0.5Var,[«(t + 1) —Pi(< + 1)]) = exp(E,[/(<) -pi(< +
1)] + 0.5Var,[/(<) - p,(i + 1)]), which implies: E,[«(< + 1) - p,(t + 1)] + 0.5Var,[«(< + 1)] + 0.5Var,[p,(< +
1)] - Cov,[«(( + l),pi(< + 1)] = E«[/(t) -pi(< + 1)] + 0.5Var,[p,(t + 1)], from which equation (2.15) follows.
* See McCulloch (1975), Cumby (1988) and Bekaert and Hodrick (1992).
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2.2.1 Deviations from UIP •.
In a recent survey article Engel (1996) distinguishes two empirical puzzles with regard
to UIP. First, empirical studies that regress the logarithmic exchange rate depreciation
s(< + 1) — s(<) on a constant and the logarithmic forward premium / ( i + 1) — s(<) find that
the slope coefficient is significantly different from unity, which implies that the forward rate
is a biased predictor of future spot changes. Second, the variability of the spot exchange
rate change is relatively large compared to the variability of the forward premium. The
poor predictive power of the forward premium and the high variability of the spot exchange
rate change are confirmed in figure 2.2, where the exchange rate change and the forward
premium against the US dollar are plotted for France, Germany, the Netherlands and the
United Kingdom respectively.®
Several theoretical models have been developed to solve these puzzling apparent anomalies.'"
The most popular alternative to UIP is an asset pricing model with risk-averse investors.
The starting point of these models is the no-arbitrage first-order condition:
+1)] = 1, (2.16)
where Q(< + 1) is referred to as a pricing kernel and #,(< + 1) is the return on the j'-th
asset. In the intertemporal utility maximization model of Lucas (1982) the pricing kernel
turns out to be the marginal rate of substitution:
^ ) , (2.17)
where M(< + 1) = £/<;(< + l)/(/c(') is the marginal rate of substitution of consumption and
t/c is marginal utility. The return on a covered investment is F(i)/5(t) and the return
on an uncovered investment is S(t + l)/5(t). The no-arbitrage condition for pricing the
forward premium /p(< + 1) = s^l' now becomes:
1)] = 0, (2.18)
which can be rewritten as:
E,[/P(< + 1)] = COV,[Q(* + 1) , /P(< + 1) ] /E , [Q(<+1)] = COV,[Q(< + 1 ) , / P ( < + 1 ) ] / / ? ( < ) , (2.19)
where the last equality uses the fact that for the riskfree rate /?(<) the no-arbitrage condition
implies:
/?(<) = l/E,[G(t + 1)]. (2.20)
' The sample frequency is quarterly. See chapter 4 for a description of the data.
'" Henderson and Sampson (1983) note that the validity of UIP has been a central issue in the policy
debate over the effectiveness of official intervention in exchange markets. To the extent that UIP is valid,
official intervention could not be viewed as providing the authorities with an effective policy instrument
in addition to interest rates.
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Using equation (2.17) for an investor with constant relative risk aversion and assuming
log-normally distributed returns, the first-order condition becomes:"
E<K< + l)]-/(0+0.5Var,[s(i+l)]-Cov,[s(< + l),p(<+l)] = i;Cov,[a(t+l),c(* + l)], (2.21)
where the variables in small letters are the logs of the variables in capital letters and where T;
is the risk aversion parameter. This expression is different from the risk neutral case in that
the risk premium »;CoV([s(< -I-1), c(< + 1)] now enters the equation. In practice, for plausible
values of risk aversion the model is unable to generate the variability in deviations from
UIP that is observed in the data (see Engel (1996)), because consumption is too smooth.
This problem is closely related to the equity premium puzzle of Mehra and Prescott (1985)
in stock returns. * ; ;"• .•>• *• ' /"'
Adler and Dumas (1983) derive a continuous time UIP relation under risk aversion, using
the fact that total consumption for an investor of a country can be expressed in terms of
the country's total wealth and its aggregate price level. The risk premium depends on the
covariance of the exchange rate change with the return on the optimal portfolio held by
the investor of this country. If, on the one hand, PPP holds, the deviation from UIP takes
the following form:
E [ s ] - / = (l-7/)Cov[As,7n]-(-»/Cov[As,/^], (2.22)
where /?„ is the return on the optimal portfolio. If PPP does not hold, the model in
equation (2.22) also contains the covariances between the exchange rate and the inflation
rates of all foreign countries. In chapter 6 we will turn to this model.
Another explanation (see Lewis (1995)) for deviations from UIP is that systematic forecast
errors can produce a negative correlation between the spot change and the forward pre-
mium. There are at least two reasons for systematic, but rational, forecast errors. The first
reason is the so-called peso-problem that gets its name from the behavior of the Mexican
peso prior to its devaluation in 1976. Peso-problems arise when discrete shifts in regimes
are expected but not realized in a particular sample period. A second explanation for sys-
tematic forecast errors is that market participants may be learning about regime changes
that have occurred.
Lewis (1995) clearly describes the interaction of deviations from UIP due to risk premiums
and systematic forecast errors as:
Examining each of these explanations in isolation might lead to the conclusion
that predictable excess returns remain a complete mystery. However, each of
See for example Hansen and Hodrick (1983) for a closely related formulation.
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these explanations have ignored the other explanations. It seems likely that
if there are shift in regimes, then anticipations of these shifts will affect the
market's assessment of risk and therefore the foreign exchange risk premium.
Heterogeneous views towards this risk may be compounded into an aggregate
measure of the risk premium that exceeds the measures in conventional studies.
Thus, a difficult but important direction for future research will be to integrate
the various explanations for the behaviour of excess returns. (Lewis, 1995, p.
1950.)
Alternatively, explanations for the rejection of the unbiasedness hypothesis are market inef-
ficiencies (Bilson (1981)), transaction costs (Baldwin (1990)) and government intervention
(McCallum (1994)).
The models discussed so far are partial equilibrium models in that they take the stochas-
tic process of exchange rates and prices as given. A full equilibrium model relates those
processes explicitly to monetary and fiscal policy intervention, the behavior of firms and
transaction costs. Dumas (1994a) and Engel (1996) review the literature on general equi-
librium models. They conclude that none of the general equilibrium models can explain
the large negative correlation between the spot change and the forward premium.
2.3 Fisher Parity
In a theory generally attributed to Fisher (1930) nominal interest rates should compen-
sate an investor for his required real rate of return and changes in the purchasing power
of money. Under uncertainty Fisher (1930) replaces the known change in the purchas-
ing power of money with expected inflation. Under certainty the change of the purchas-
ing power of money is equal to the rate of inflation, whereas under uncertainty we get
l/E[P(i)/P(< + 1)] which is not equal to expected inflation E[P(< + l) /P(0] because of
Jensen's inequality. This observation is closely related to the Siegel paradox of UIP.
Under risk neutrality and lognormality, equations (2.17) and (2.20) can now be solved to
obtain:
r(*) = ff + E,[x(* + 1)] - 0.5Var,[7r(< + 1)], (2.23)
where r(t) = ln[fl(i)], 7r(i + l) = ln[P(< + l)/P(<)] and p is a constant real rate." The nomi-
nal interest rate depends on the growth rate of the price level and its variability." However,
" Sercu and Uppal (1995) note that risk neutrality implies nonstochastic marginal utility. If expected
marginal utility is constant the real rate also is constant.
" For small price changes the growth rate of the price level is approximately equal to the rate of inflation.
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Another explanation advocated by Lucas (1990) is that deviations from the Fisher parity
are the result of systematic forecast errors:
I would attribute all the remaining difference in the nominal rates, and most of
the year-to-year changes in these rates to changes in expected inflation rates.
Throughout most of the 1970s, I think people in the OECD countries expected
inflation rates to be reduced to earlier levels; throughout most of the 1980s,
they expected high inflation to resume. After the fact these beliefs were proven
wrong and for many years they were less accurate than extrapolations based on
inflation rates in the recent past would have been. The alternative view within
the Fisherian framework is that people repeatedly underestimated real returns
on capital throughout the 1970s and then repeatedly overestimated real returns
through the 1980s. (Lucas, 1990, p. 73.)
This view is related to the rational learning explanation for systematic forecast errors
in exchange rate expectations. Alternatively, Evans and Lewis (1995b) give a peso-type
explanation in that they argue that people incorporate anticipated shifts in the inflation
process into their expectations.
2.4 The Interrelationship of the Parity Hypotheses
The traditional derivation of PPP is based on goods market arbitrage. Roll (1979) argued
that alternatively an efficient markets version of PPP may be derived from asset market
conditions. If we drop the second moments that arise from uncertain exchange rates and
inflation, UIP and the Fisher Parity for country A; = (1,2) can be written respectively as:
! (2.24)
and
1)]. (2.25)
If, on the one hand, the marginal intertemporal tastes for the goods of the two countries are
identical, the real interest rates are equal across countries and we can combine equations
(2.24) and (2.25) to obtain the expected form of relative PPP:
E,[s(< + 1)] - *(<) = E,M< + 1)] - E«[7r,(< + 1)], (2.26)
which implies under rational expectations that deviations from real PPP are random.
Because each of the three hypotheses in equations (2.24) to (2.26) can be derived from the
other two, any condition must be correct if the other two are correct.
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If, on the other hand, the marginal intertemporal tastes for the goods of the two countries
are not identical and UIP holds, the deviation from real interest parity:
E,K< + 1)] - a(t) - E«[ir,(* + 1)] - *,(* + 1)], (2.27)
is equal to the deviation from relative PPP. This is related to the Adler and Dumas (1983)
model where deviations from PPP cause investors in different countries to evaluate the
returns from the same security differently. Real interest parity only holds if both UIP and
PPP hold simultaneously.'^ Engle (1996) argues that there is no point in decomposing
failures of UIP into failures of PPP and failures of real interest parity, because there is no
independent interpretation of-failures of real interest parity.
In this chapter we considered the theoretical foundations of three fundamental parity hy-
potheses: PPP, UIP and Fisher Parity. These three parity hypotheses have generated an
enormous amount of empirical research. The general conclusion that emerges from this
research is that there are substantial short-run deviations from all three parities. The
graphs in this chapter provide preliminary evidence for this conclusion. Explanations for
deviations from the parities are risk premiums, systematic forecast errors and transaction
costs. In the next three chapters we will take a closer look at the parity hypotheses and
their deviations.
*' Real interest parity is often referred to as the international Fisher relation.
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Chapter 3
PPP and Real Expenditure: A
Multicountry Panel Investigation
The theory of purchasing power parity (PPP) is of central importance to many models
in international economics. While PPP was refuted many times in the late seventies and
early eighties, there is growing evidence which indicates that PPP may hold in the long-
run. Important studies in this vein are Abuaf and Jorion (1990), who use a multivariate
time series analysis, and Frankel and Rose (1995), who employ panel data techniques.
In a recent study Sercu, Uppal and Van Hulle (1995) (SUV) consider a one good economy
that consists of two counties that are populated with identical consumers with homothetic
preferences. SUV show that traditional tests of PPP are affected by the presence of trans-
action costs to international and make clear that due to transaction costs the regression
coefficients in regressions of the change in the exchange rate on the inflation differential will
be less than unity. In a follow-up study, Sercu and Uppal (1995) (SU) have generalized
this model to allow for many goods, many countries and nonidentical consumers across
countries with nonhomothetic preferences. They show that the exchange rate change con-
sists of a risk-aversion weighted differential growth in nominal spending deflated by the
total-consumption weighted inflation rate plus the 'marginal' inflation differential.
In this chapter we empirically test the model put forward by SUV and SU which includes
real expenditures, using quarterly observations between 1973 and 1993 for the following
sixteen countries: Australia, Austria, Canada, Finland, France, Germany, Italy, Japan,
the Netherlands, Norway, South Africa, Spain, Sweden, Switzerland, the United King-
dom and the United States. We perform pooled tests for both the absolute as well as
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the relative version of the SU model. In these two dimensions the implications take the
form of extensions of the traditional PPP regressions that relate nominal exchange rate
changes to the inflation differential. Additional variables in the regressions that proxy for
real expenditures are growth rates of real consumption, real gross national product and
real industrial production. Furthermore, we consider a measure of tradable good prices.
The sixteen countries are considered as a system and we impose restrictions that make
parameter estimates invariant to the choice of the numeraire currency.
The plan of this chapter is as follows. Section 3.1 contains a description of the theoretical
models. Section 3.2 describes the data. Section 3.3 considers panel tests for relative PPP
and section 3.4 focuses on the pooled time series tests. Section 3.5 contains some concluding
remarks. :
3.1 Theoretical Models
The theory of PPP is one of the oldest and most fundamental theories of exchange rate
determination. The traditional building block underlying PPP is the law of one price
(LOP), that is perfect commodity arbitrage of individual goods between two countries.
In the absence of any barriers to trade commodity arbitrage ensures identical prices of
commodities expressed in the same currency across countries. If the LOP holds for all
individual good, then it will also hold for any identical baskets of traded goods, which is
often referred to as the absolute version of PPP.'
The general framework for empirical tests of absolute PPP is not to compare identical
baskets of traded goods, but consumer price indices. This absolute consumption-based
PPP relates the logarithm of the exchange rate between currencies i and j to the logarithm
of the consumer price indices in countries i and j :
*y(0 = *.-i + fcw(<)-*;Pi(0+ ««(*), . (3.1)
where s,j is the logarithm of the nominal exchange rate and p, denotes the logarithm of the
consumer price index for country i. Absolute consumption-based PPP is said to hold in the
long-run if the following three conditions are fulfilled (i) 0i = 0, (symmetry) (ii) 0, = 0, = 1
(proportionality) and (iii) the error term u;y(<) is stationary. Most empirical tests simply
impose that the first two conditions hold. Under these restrictions the null hypothesis to
be tested is that the real exchange rate: <fo(<) = Sy(t) — P;(0 +?;(')> contains a unit root,
against the alternative hypothesis that the real exchange rate is stationary. The first as
' See section 2.1 for an exposition on the theoretical foundations of PPP.
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well as the second condition are often rejected, particularly for US dollar (USD) bilateral
exchange rates.
A number of researchers (Roll (1979) and Adler and Lehmann (1983)) tested the hypothesis
that the real exchange rate contains a unit root and are unable to reject this hypothesis.
If true, the random walk has the disturbing implication that there is no tendency for PPP
to hold. In the past few years, however, a number of studies have appeared which all
indicated that PPP still holds in the long-run (see Abuaf and Jorion (1990), Diebold and
Nason (1990), Koedijk and Schotman (1990) and Schotman and Van Dijk (1991)).
The relative version of PPP requires that the percentage change in the bilateral exchange
rate equals the inflation differential between the domestic and foreign country. Taking first
differences of equation (3.1), relative consumption-based PPP becomes:
Aay(i) = 0,-7T,(«) - 6 ^ ( i ) + Auy(t), ' (3.2)
where A denotes the first-difference operator and where TT is the growth rate of the price
level. Both the absolute as well as the relative version of consumption-based PPP have
extensively been tested for many countries and different sample periods. Froot and Rogoff
(1995) provide an excellent overview of the empirical literature.
Recently, the debate on PPP did get new empirical and theoretical stimuli. In their em-
pirical studies Rose (1994) and Mark (1995) argue that real exchange rates depend on
macroeconomic fundamentals. SUV, moreover, conveyed a theoretical impulse by investi-
gating the exchange rate behavior in the presence of transaction costs for trading a single
good in an economy that consists of two countries that are populated with identical con-
sumers. The consumers have a constant relative risk aversion utility function, which implies
that preferences are homothetic. SUV show that the nominal exchange rate moves within
a band around the nominal PPP value in a two country one good economy, and that
imbalances between marginal utilities are not equalized across countries.* This implies
that the real exchange rate depends on the ratio of the two countries' real consumption,
which is equal to the ratio of their real money supply due to a cash-in-advance constraint.
The transaction cost argument also explains why in typical exchange rate equations, like
equation (3.2), the regression coefficients will be less than one. SUV note:
One implication of our analysis is that, if money supply effects are controlled
for, the elasticity of the exchange rate with respect to the relative prices of
tradable goods is below unity. (Sercu, Uppal and Van Hulle, 1995, p. 1318.)
* Other studies that examine the implications of transaction costs on deviations from PPP include
Benninga and Protopapadakis (1988), Dumas (1992) and Uppal (1992).
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In a follow-up study SU generalize these results for an economy with Af countries and iV
goods. Furthermore, they assume that consumers are not identical across countries and
have nonhomothetic preferences.
SU show that the exchange rate change consists of the risk aversion weighted differential
growth in nominal expenditures deflated using the total-consumption weighted inflation
rate, plus the 'marginal' inflation differential: . . • •
(3-3)
where Ac,, TT,- and TT, denote respectively the growth of nominal consumption expenditures,
inflation weighted on the basis of total consumption and inflation weighted on the basis of
marginal consumption for country i and where i?i(f) is a relative risk aversion parameter
for country t.
SU argue that it is generally impossible to obtain closed-form solutions for the nominal ex-
change rate level if preferences are nonhomothetic. However, if the utility function exhibits
constant relative risk aversion, preferences are homothetic and the nominal exchange rate
becomes:
where y, = c, — p, denotes the logarithm of real consumption expenditures and ?/i is the
constant relative risk aversion parameter for country i. The constant 0,j depends both
on the relative wealth of the countries and the relative risk aversion parameter. Absolute
PPP arises under risk neutrality when »/, = ^ = 0. Another special interest is the case
ty = T/J = 1, which is closely related to the model developed by Stulz (1987).
As a further extension it is possible to write the general price level as the weighted average
of tradable and nontradable good prices as follows: p*(<) = *cp^(i) + (1 — K)P*^ ( ' ) for
jfc = (t , j) , where the superscript T 'refers to tradable and WT' to nontradable. If we
substitute the price level by this expression, equation (3.4) becomes:
(3.5)
The cases of special interest considered by SU are: (i) exclude nontradable (/c = 1) and
(ii) identical relative risk aversion (77; = TJJ = ?;).
PPP AND REAL EXPENDITURE St
3.2 Data
3.2.1 Sources
This study uses quarterly data which cover a period of twenty years (1973:1-1993:2). Nom-
inal exchange rates, consumer prices and real expenditures have been collected for sixteen
countries: Australia, Austria, Canada, Finland, France, Germany, Italy, Japan, the Nether-
lands, Norway, South Africa, Spain, Sweden, Switzerland, United Kingdom and the United
States. • • . •: . • "
The nominal exchange rate, the consumer price index (CPI) and the wholesale price index
(WPI) are available from the International Financial Statistics (IFS) tape (respectively
line ae, line 64 and line 63). The WPI is not available for France and Switzerland.
Quarterly consumption data are not available for the Netherlands. Therefore, the panel
tests are based on real income data. Real income data (constant prices) are obtained from
the IFS tape except for the Netherlands. As the IFS tape does not contain Dutch income
data prior to 1977. Therefore we use data from 'De Nederlandsche Bank'. Real income
is measured by real gross national product (GNP) for Germany and Japan and by real
gross domestic product (GDP) for the remaining countries (line 99). Real income data are
seasonally adjusted except for Finland, Norway and Sweden.^
We also obtained nominal consumption data for all countries except the Netherlands from
the IFS tape (line 96). We calculated real consumption (CNS) by adjusting these series for
inflation measured by the consumer price index. Finally, we obtained nominal industrial
production data from the IFS tape (line 66). Industrial production data are not available
for South Africa and Switzerland. Again, we calculate reed industrial production (IP) by
adjusting these series for inflation measured by the consumer price index. Note, however,
that industrial production is a noisy proxy for total expenditures.
3.2.2 Summary Statistics
All series are converted to logarithms. Real exchange rates against the dollar are con-
structed as 5,j — p, +pj , where 5,; is the logarithm of the nominal exchange rate, p< denotes
the logarithm of the consumer price index and pj denotes the logarithm of consumer price
^ The Census-Xll method was applied in order to remove the seasonally in these series.
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TABLE 3.1: Augmented Dickey-Fuller Tests
Australia
Austria
Canada
Finland
France
Germany
Italy
Japan
Netherlands
Norway
South Africa
Spain
Sweden
Switzerland
United Kingdom
United States
-1.06
-1.62
-1.98
-2.49
-2.02
-1.78
-1.81
-0.32
-1.85
-1.80
-0.13
-1.81
-1.77
-1.68
-2.62
-
P
-2.96*
-1.84
-1.94
-2.84
-1.45
-0.81
-1.59
-3.32*
-1.98
-2.40
1.46
-4.37*
-2.47
0.59
-3.18*
-1.45
-0.26
-0.36
-0.91
-1.44
-1.90
-0.88
-1.72
-1.51
-0.24
-2.05
-1.85
-0.73
-1.15
-0.62
-1.04
-0.83
9
-1.45
-2.11
-2.26
-2.80
-2.15
-2.13
-2.02
-1.12
-2.07
-2.25
-1.80
-2.31
-2.40
-2.11
-2.81
-
-2.10
-2.25
-2.13
-2.83
-2.01
-2.34
-2.21
-2.14
-2.20
-2.17
-1.75
-2.18
-2.75
-2.45
-3.31
-
r
P
0.17
-1.66
-0.39
-1.09
-0.83
-2.00
-0.67
-3.36
-1.82
0.74
-3.04
-1.09
-1.11
-2.74
-2.38
-1.27
y
-2.46
-1.69
-3.45
-1.76
-2.90
-2.42
-2.25
-1.80
-2.10
-2.58
-1.48
-3.18
-2.00
-2.44
-2.87
-2.99
9
-2.09
-2.12
-2.33
-2.75
-2.10
-2.06
-2.30
-1.99
-2.08
-2.21
-1.90
-2.30
-2.65
-2.20
-2.80
-
s, p, y, g denote respectively the logarithm of the nominal exchange rate, the
logarithm of the consumer price index, the logarithm of real gross domestic or national
product and the logarithm of the real exchange rate, r^ is the standard augmented
Dickey-Fuller statistic and T> is the augmented Dickey-Fuller statistic with trend.' de-
notes rejection at the 5% level.
index for the United States. Table 3.1 gives augmented Dickey-Fuller statistics. We can see
from the table that, as usual, the hypothesis of nonstationarity can never be rejected for
real GDP or GNP, the nominal exchange rate and the real exchange rate. For the consumer
price index the nonstationarity hypothesis cannot be rejected in almost all cases. Table 3.2
gives means and standard deviations for the first differences of the series that are available
for all sixteen countries. Average annualized exchange rate changes range from +7.66%
(depreciation) for South Africa to -4.50% (appreciation) for Japan. From the table we also
see that average inflation rates are relatively high in counties with depreciating currencies.
The cross-sectional dispersion for average real exchange rate changes, therefore, is much
smaller than for nominal exchange rate changes. For Japan the appreciation of the real
exchange rate is relatively large. Finally, the table shows that the average real growth rate
of GDP or GNP ranges from 1.15% for Switzerland to 3.55% for Japan.
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TABLE 3.2: Summary Statistics
Australia
Austria
Canada
Finland
France
Germany
Italy
Japan
Netherlands
Norway
South Africa
Spain
Sweden
Switzerland
United Kingdom
United States
As
3.68
-2.72
1.23
1.88
1.11
-2.57
4.81
-4.50
-2.18
0.94
7.66
3.91
2.66
-3.77
2.45
-
Mean
IT
8.26
4.44
6.53
7.99
7.20
3.54
11.01
4.78
4.17
7.15
12.65
11.14
7.91
3.80
8.98
5.98
Ay
2.82
2.43
2.10
1.57
2.04
1.95
2.64
3.56
1.99
3.21
1.80
2.40
1.41
1.15
1.56
2.22
Ag
1.41
-1.19
0.67
-0.13
-0.11
-0.13
-0.22
-3.30
-0.37
-0.22
0.99
-1.13
0.74
-1.58
-0.56
-
As
18.88
26.12
8.42
20.82
25.50
26.90
24.67
23.75
26.29
21.98
27.75
23.73
24.95
29.49
23.66
-
StDv
T
4.70
3.37
3.42
4.77
4.15
2.52
6.08
6.02
3.55
3.85
3.59
6.10
4.38
3.25
7.10
3.44
Ay
5.06
5.60
4.57
9.47
2.88
4.27
3.81
3.23
6.77
10.98
4.48
2.19
9.38
5.24
4.30
3.89
Aq
18.84
25.99
8.51
20.45
24.87
26.81
24.00
24.59
26.72
22.00
28.43
23.16
24.31
29.31
24.01
-
As, T, AJ/ and Ag denote respectively first difference of the logarithm of the
nominal exchange rate, the first difference of the logarithm of the consumer price index,
the first difference of the logarithm of real gross domestic or national product and the
first difference of the logarithm of the real exchange rate. Units are percent per annum.
3.3 Pooled Tests on Relative PPP
3.3.1 Specification
Our first empirical tests focus on the cross-sectional implications of relative PPP and
the extended model proposed by SU. The advantage of cross-sectional tests is that the
econometric inference is not affected by time series issues like unit roots and cointegration.
Suppose we have a sample of ./V + 1 currencies/countries numbered t = 0 , 1 , . . . , JV.
We now assume that the marginal-consumption weighted inflation rate in equation (3.3) is
equal to the total-consumption weighted inflation rate. The empirical counterpart to the
SU model becomes:
where Ay* is the growth rate of real expenditure in country t.
In a single period cross-section we cannot identify separate risk aversion coefficients for
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each country, so that we need to impose the restriction 77,(4) = r/y(<) = r/(<). For the same
reason #,(<) = #,(<) = #(<). However, in a cross-sectional regression the parameters can be
different for every time period <, so that we do not need to assume that the utility function
exhibits constant relative risk aversion. Alternatively, if we assume that the risk aversion
parameters are constant over time, we can estimate country specific slope coefficients.
Now assume that we pool equation (3.6) over countries as well as over time, that is r/,(f) =
T7j(<) = 77 and 0j(i) = #;(<) = 0. With these identifying restrictions equation (3.6) becomes:
A^(<) = ^ . - ^ ) ( 0 + '/(Ayi-As,,)(t) + ^ ( 0 - (3-7)
The testable implication of the SU model is that 0 = 1 and 77 > 0. For the actual
estimation of equation (3.7) we only need data relative to one particular numeraire currency,
say currency 0. Simply subtracting the equations for currencies As,o and ASJO yields
the implied regression model for the cross exchange rate As,j, which automatically has
explanatory variables (Ay; — At/j)(<) and (ir, — *•;)(<)•
Since all data in the regression are expressed in the same numeraire currency 0, the error
terms 0,o(<)> (* — 1,. •., A'') are likely to be positively correlated due to the strong com-
mon numeraire effect. This implies that the cross-sectional ordinary least squares (OLS)
estimator is consistent (as JV —» 00), but not efficient and that the standard errors are
incorrect. Efficient estimates can be obtained by applying generalized least squares (GLS),
which requires assumptions about the error terms VNO(')- AS a model for the cross-sectional
dependence we assume the decomposition of Mahieu and Schotman (1994):
with
fc(t) = «»(*) + e,(<).
The decomposition states that the error term in the exchange rate equation is the difference
between an error term T/>,(() for country i and one for country j . The error term 0,(<) is
itself the sum of a worldwide systematic shock w(£) and a country specific shock e,(<). In
the panel literature this specification is referred to as the so-called random time effects
model (see Baltagi (1995))/ We assume that the country specific shocks are mutually
uncorrelated and have a common variance |<7*. The systematic component u> drops out
in the relative shock t /v Under these assumptions the covariance matrix for the vector
0o = (V"io, • • •, V"NO)' takes the form:
E = 1^(7 + 1 1'), (3.9)
* In chapter 4 we consider a more general specification of the error term.
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with / the (TV x ,/V) identity matrix and t the (TV x 1) vector of ones. This covariance
structure imposes that all exchange rates have equal variance and that the correlation
between exchange rate changes is 5. Since E is completely specified, the GLS estimator is
directly applicable.
To see how the GLS estimator works in this model, note that the covariance structure
(3.9) is equivalent to a simple transformation of the data involving the effective exchange
rate. Let A5o(<) = (Asio(<)> • •. , Asjvo(O)' be the ( ^ x 1) vector of first differences of
logarithms of all bilateral exchange rates j = 1,...,7V against the common numeraire
currency 0 let Flo = ((»ri - ffo), • • •, (TJV - To))' be the (TV x 1) vector of the first differences
of the logarithms of all relative price indices and let AVo = (A(j/i -yo), •••, A(yw - yo))' be
the (TV x 1) vector of the first differences of the logarithms of all relative real expenditures.
In vector notation and suppressing the time (<) the regression model (3.7) reads:
ASo = 6TI0 + T?AFO + tV (3-10)
Transforming the vector error term fo to a new error term (/<> with covariance matrix a ' /
entails premultiplying (3.10) by some matrix Q such that QQ' = £" ' . One such Q is
given by:
Applying the transformation yields:
A5o = QASo = A5o - u»A5o, (3.12)
where A5o is a (TV x 1) vector with elements ^ £yl i As,o the average exchange rate change
of currency 0 against all other currencies, i.e. an equally weighted index of the effective
exchange rate and to = 1 — -777^ 7- The transformation to relative prices is similar. The
transformation takes all variables in deviation of their cross-sectional mean times a factor
u> which is equal to | for our cross-sectional sample with TV = 15. The effect of GLS is to
take out the common numeraire factor. The transformed model can be estimated by OLS
and will yield the same parameter estimates as GLS.
The covariance structure in equation (3.9) does not only deal with the positive cross-
sectional correlations, but it also ensures that all results are completely invariant with
respect to the choice of the numeraire currency. Whether we express all exchange rates
against the USD, the Japanese yen (JPY), the Deutschmark (DEM) or any other currency,
the point estimates and ^-statistics of all the parameters will be identical.*
A further issue in the cross-sectional tests is the length of the differencing interval in
equation (3.6). With quarterly data the shortest differences are quarterly, but the model
* See Koedijk and Schotman (1990) for a proof.
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could just as well be tested over longer horizons, as in Lothian (1985). SU argue that in
the standard relative PPP regression:
-. ,-. • • • • ! . . ' - ' V ' V | t f f r « r V v S , - . . . • . . :• . ' - . - ' , • : • : . • ' . , - ; •
A*ay(0 = »(*)(*••-*i)*(0 + uy(t), (3-13)
with Jfc the Jt-th period difference, the slope coefficient 0(fc) is expected to be less than
unity on high frequency data but converges to unity for long horizon differences. This
hypothesis can be tested by applying the cross-sectional GLS estimator for successively
longer differences.
3.3.2 Empirical Results
Table 3.3 contains parameter estimates of 0 and r/. The cross-sectional parameter estimates
are restricted to be equal for every country and every period. The first column shows results
for the pure relative PPP regression with only the inflation differential as an explanatory
variable. Since data are overlapping for longer differencing intervals, A; > 1, the standard
errors have been computed by applying the Newey-West procedure that corrects for serial
correlation both within and across countries.® For differencing intervals of four quarters or
more the parameter estimate of 5 is never significantly different from one, indicating that
relative PPP works well in these cross-sectional regressions.
The next two columns show results when real GNP or GDP are included in the regression
as a proxy for real expenditures. The estimate of 77 is not significantly different from zero
for any horizon up to twelve quarters.^ On the other hand, the estimate of 0 again increases
to unity with the length of the differencing interval as predicted by SUV. The coefficient
on the inflation differential stabilizes at unity after about four quarters, implying that the
PPP hypothesis seems to hold for longer horizons.
To check for robustness of the results we estimated equation (3.7) with different measures
for real expenditure and find that the results are very similar. The parameter estimates
for (A;ty; — A^yj) are not significant, no matter how we measure real expenditure. One
reason for these negative results could be the small cross-sectional sample size. However,
the cross-section seems sufficiently informative to find a significant role for relative prices.®
The coefficient on (TT, — JT,-)* always converges to unity for the long horizon regressions.
« See Newey and West (1987).
* Since the sample contains only 88 time series observations the standard error over longer horizons
than t = 12 rapidly increases.
* Another possible explanation is measurement errors in our proxies for real expenditures.
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TABLE 3.3: Parameter Estimates of PPP and Extensions
Jfc
1
4
8
12
CPI
<w0.72
(0.09)
0.98
(0.18)
1.00
(0.25)
1.02
(0.33)
CPI
*(*)
0.73
(0.09)
0.98
(0.19)
1.00
(0.23)
1.02
(0.03)
GNP
•?(*)
0.07
(0.06)
0.09
(0.36)
-0.07
(0.63)
-0.08
(0.92)
CPI
«(*)
0.52
(0.44)
0.95
(0.25)
1.02
(0.44)
1.06
(0.49)
CNS
»/(*)
-0.11
(0.04)
0.06
(0.09)
0.11
(0.26)
0.14
(0.36)
CPI
«(*)
0.77
(0.09)
0.96
(0.21)
0.99
(0.28)
1.02
(0.35)
IP
•»(*)
0.03
(0.03)
-0.21
(0.37)
-0.37
(0.68)
-0.37
(0.91)
CPI
*(*)
0.81
(0.07)
0.99
(0.12)
0.99
(0.13)
1.03
(0.17)
WPI/
CPI
»?(*)
0.68
(0.11)
1.15
(0.15)
1.38
(0.50)
1.49
(0.64)
Wo/es: t denotes the length of the differencing interval in quarters. The parameter
estimates are based on the numeraire invariant covariance matrix. In parentheses are
the standard errors of the parameter estimates computed by the Newey-West procedure.
As a final check we also included relative wholesale prices next to consumer prices. If
PPP only holds for tradable goods prices and if wholesale prices are a good proxy for
tradable goods prices then the nominal exchange rate would be mainly determined by
relative wholesale prices. Table 3.3 shows that consumer prices become unimportant when
wholesale prices are included in the regression.
We also test the restrictions imposed by the pooled numeraire-invariant model.® In the
first column of table 3.4 we test for the individual country effects while the second and
third column contain the test statistics at different nonoverlapping horizons for the extent
to which we can pool across countries and across time respectively. As can be seen from
table 3.4 individual effects are never significant. On the one hand, poolability across
countries, (?/< = T?J; = r/ and <?, = 0, = 0), is never rejected. On the other, hand pooling
across time, (v(<) = »?) and 0(i) = 5), restrictions are rejected for horizons shorter than
three year.
Figure 3.1 provides a graphical summary of the main results. The figure shows GLS
cross-sectional estimates 0(fc) and i/(A:) for increasing differencing intervals fc, and a one-
standard-error band. Figure 3.2 shows the relation between real price changes and exchange
rate changes for four nonoverlapping periods of five year.'" The straight line is based on
full sample panel estimates. The figure shows that countries with relatively high inflation
' See Baltagi (1995) for a description of tests for poolability.
'° Al, As, Cn, Fn, Fr, Gr, It, Jp, Nt, Nr, Sf, Sp, Sd, Sw, Uk denote Australia, Austria, Canada, Finland,
France, Germany, Italy, Japan, the Netherlands, Norway, South Africa, Spain, Sweden, Switzerland and
the United Kingdom respectively.
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TABLE 3.4: F-Tests Poolability
fc Zero Intercept Country Specific Slope Time Specific Slope
1 F,(15,1184)=1.17 F2(15,H84)=0.85 F3(79,1120)=2.99
p=0.34 p=0.62 p=0.00
4 Fi(15,284)=0.40 Fj(15,284)=0.36 F3(19,280)=2.63
p=0.97 p=0.98 p=0.00
8 F,(15,134)=0.46 ^(15,134)^0.50 ^3(9,140)^2.40
p=0.95 p=0.93 p=0.02
12 F,(15,89)=0.53 Fj(15,89)=0.57 F3(6,98)=2.45
p=0.91 p=0.88 p=0.03
16 Fi(15,59)=0.91 F2(15,59)=0.97 F3(4,70)=1.55
p=0.55 p=0.50 p=0.20
Jt denotes the length of the differencing interval in quarters. Fi tests for a
zero intercept across countries, F2 tests for an equal slope across countries and F3
tests for an equal slope over time, p denotes the p-value of the F-statistic with a
F ( m , T - / ) distribution.
tend to experience a depreciation of their currency. It is interesting to note that there is
strong cross-sectional mean reversion. Countries that lie below the straight line in the first
subperiod, lie above the straight line in the second subperiod and return to it in the third
subperiod. In the last subperiod cross-sectional differences between inflation differences are
relatively small. Figure 3.3 shows that when we account for relative price changes there is
no relation between real exchange rate changes and output growth differentials.
The GLS estimator is closely related to the panel estimator with fixed time effects." For
the panel estimator with fixed time effects u> in equation (3.12) is equal to one. Thus, when
the number of countries increases the GLS estimator converges to the panel estimator with
fixed time effects. Table 3.5 contains estimates of panels with fixed time effects, fixed
individual effects and both fixed time effects and fixed individual effects. Of course, the
results for the panel fixed time effects are very close to the GLS estimates. The individual
effects account for any country specific effects that are not included in the regression. The
individual effects reduce the coefficient of the inflation differential. The parameter of the
inflation differential increases in all cases as the differencing interval increases and in all
cases is not significantly different from one at the three year horizon. '
" See Baltagi (1995) for an exposition on the panel model with fixed time effects.
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FIGURE 3.1: Estimates of 0(ifc), r/(it) and One-Standard-Error Bands
TABLE 3.5: Panel Fixed Effects
Ik
1
4
8
12
Time
CPI
<?(*)
0.73
0.98
1.05
1.03
Effects
GNP
•/(*)
0.10
0.04
-0.09
-0.11
Indv
CPI
' (* )
0.56
0.83
1.00
1.18
Effects
GNP
>»(*)
-0.21
-0.25
-0.10
0.43
Both
CPI
*(*)
0.50
0.75
0.76
0.80
Effects
GNP
f(*)
0.09
0.02
-0.12
-0.09
.- it denotes the length of the differencing interval in quarters.
Cftapier 5
First Subperiod Second Subperiod
0) • -
c
0 Ifi
5°
r
u
6
i
q
<D r-'
c
0 ID
1" r\i
5 '
r
o
,Jp
-0.3 -0.1 0.1 0.3
Relative Price Change
Third Subperiod
,Cn
l -0.3 -0.1 0.1 0.3
Relative Price Change
,Sf
c
D ID
D
r
o
.Sd ,
0.5 I -0.3 -0.1 0.1 0.3
Relative Price Change
Fourth Subperiod
c
D (D
5°
c
0
r
o
0.5
-Fn
0.5 i -0.3 -0.1 0.1 0.3
Relative Price Change
0.5
FIGURE 3.2: Nominal Exchange Rate Changes versus Inflation Differentials
PPP AND REAL EXPENDITURE 41
• r « H - . ,»: f ' . ; - . V v . - i i - H
First Subperiod
oo
• « • ' •
1)
S '
a
X
LJ (O
.Sw
Ulc
.Fn
.-
d
.Gr
• p..
• i s , ,
.JP
• • I - ; , - " - ; " w . -
I -0.15 -0.05 0.05 0.15 0.25
Real Exchange Rate Change
Third Subperiod ,
•6
o o
« I
ID
id
a
X
,Sf
I -0.15 -0.05 0.05 0.15 0.25
Real Exchange Rote Change
• ; U i * * - I T • -.'•
Second Subperiod
q,CM
o o
« '
01
Q.
x
-0.15 -0.05 0.05 0.15 0.25
Real Exchange Rate Change
Fourth Subperiod
CN
o o
o
l
a
X
O
,Fn
I -0.15 -0.05 0.05 0.15 0.25
Real Exchange Rate Change
FIGURE 3.3: Real Exchange Rate Changes versus Output Growth Differentials
42 ^ • i Chapter 5
3.4 Pooled Tests on Absolute PPP
3.4.1 Specification
• . • • • . /
Our second empirical tests focus on the time series implications of absolute PPP and the
extended model proposed by SU. From a time series perspective equation (3.6) is likely to
be misspecified because of overdifferencing, when there also exists an equilibrium relation
for the level of the nominal exchange rate. In that case cointegration theory implies an
error-correction term in either the exchange rate equation or in the model for prices and
real expenditure. But since both p and j / are treated as exogenous variables not affected
by the exchange rate, the error-correction should enter directly in equation (3.6). We first
discuss tests of long-run absolute PPP, then extend the analysis to other determinants of
the real exchange rate and finally return to the time series extension of equation (3.6).
The general framework for tests of absolute PPP relates the logarithm of the exchange
rate between currencies i and j to the logarithm of the price indices in countries i and j .
Recall from section 3.1:
a,,(<) - fly + 0,p,(<) - 0,pj(<) + uy(O, (3-14)
where 5 is the logarithm of the nominal exchange rate and p denotes the logarithm of the
price index. Absolute PPP holds if (i) 0, = 0y (symmetry) (ii) #, = #j = 1 (proportionality)
and (iii) the error term u,j(t) is stationary. First, we concentrate on condition (i) and esti-
mate the price elasticities 0j for a set of TV + 1 countries numbered t = 0 , . . . , N. Condition
(ii) of the PPP hypothesis implies that only relative prices matter in equation (3.14):
ay(0 = fly + 0(P, - P>)(t) + «,,(<)• (3-15)
A formal test of this hypothesis is conducted jointly with the unit root hypothesis for
absolute PPP by specifying the pooled regression model:
1) + <*(*.• - *j)(0 + «y(0- (3-16)
Equation (3.16) differs slightly from the usual Dickey-Fuller test based on the AR(1) model:
1) + uy(O. (3.17)
where g,j = s,y — Pi + p, is the real exchange rate. This model imposes the restrictions
0 = 1 and a = 1. Since the last restriction is almost certainly violated, equation (3.16)
will provide a better fit without affecting the asymptotic distribution of test of 7 = 0.
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TABLE 3.6: Critical Values for Pooled Unit Root Test ' ' ' '" '
JV
1
2
5
10
15
20
1%
-3.25
-3.94
-4.93
-6.06
-6.95
-7.59
5%
-2.55
-3.34
-4.35
-5.48
-6.34
-7.04
10%
-2.16
-3.04
-4.03
-5.12
-6.01
-6.71
1%
-3.60
-4.78
-6.38
-8.05
-9.47
-10.56
« T
5%
-2.85
-4.20
-5.76
-7.53
-8.91
-9.99
10%
-2.43
-3.89
-5.46
-7.23
-8.61
-9.70
Critical values are simulated percentage points of the re-
gression t-statistic on 7 in the model:
The statistic r^  refers to the model without trend (g,j = 0), while
ry refers to the i-statistic of the model with trend and constant.
Data are generated under the null hypothesis as iV random walks
without drift (7 = 0, <7i; = 0) with T = 90 observations.
Following Abuaf and Jorion (1990) and Koedijk and Schotman (1990) we treat (3.14) as a
system of ./V equations that we estimate by seemingly unrelated regressions (SUR). Since
our cross-section of sixteen countries is relatively large for a SUR system, the covariance
matrix of the u,j(i) errors contains 120 parameters. With a sample size of only 88 quarters
the covariance matrix is not always well estimated, which reduces the efficiency gain of
employing SUR. We therefore restrict the contemporaneous covariance matrix of the errors
in the same way as with the cross-sectional regressions. The covariance matrix E defined in
equation (3.9) has the same effect as in the cross-sectional tests: it takes out the numeraire
common factor from the exchange rate system.
Since the regressions involve time series that are likely to be nonstationary, the regression
f-statistics should be interpreted with caution. For the error-correction model Abuaf and
Jorion (1990) provide Monte Carlo evidence that the 5% critical value of the t-statistic on
7 in the pooled SUR models equals -4.92, which is much more negative than the ordinary
Dickey-Fuller statistic. Flores, Preumont and Szafarz (1994) provide the asymptotic dis-
tribution of the pooled SUR for a bivariate system. Reliable critical values for our fifteen
equation system are not available, so that we also rely on Monte Carlo simulations.
Table 3.6 provides critical values for designs with and without a time trend. The null
hypothesis is that all series are a random walk. The alternative hypothesis is that all series
are stationary AR(1) with the same autoregressive coefficient. The larger the number of
equations in the system, the more the critical values become negative.
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Returning to the full model with real expenditure the levels regression extending PPP
becomes:
*i = *« + *<*•(*) - «>ft(0 + >KVi(0 - i?i»i(«) + «.>(<)• (3-18)
In the theoretical derivation of the levels relation 77, again equals the relative risk aversion
parameter. Analogous to the absolute PPP regressions the homogeneity restrictions lead
to the fully pooled system:
3o = *o + *(w - P>)(0 + •»(»< - w)(0 + ««(0- (3-19)
The same analogy provides the general error-correction model that nests all hypotheses of
interest:
(3.20)
where a and /? are the parameters of the short-term dynamics.
3.4.2 Empirical Results
We first describe the results of the levels regressions on absolute PPP deviations. Table 3.7
provides an overview. The first two columns contain univariate OLS regression results of
equation (3.14) against the USD. The parameter estimates deviate from unity and differ
substantially across equations. This result might be related to the numeraire effect in the
OLS estimator. The third column contains GLS estimates that are numeraire invariant.
These results are very similar to the cross-sectional tests discussed above. Table 3.7 shows
that the long-run coefficient 0, is close to unity for all countries." The only country for
which the time trend points at a possibly spurious regression is again the United States,
not the least important country in the system. In the fully pooled model the coefficient
on relative prices is close to unity. Finally, the results in the last column are based on a
model that includes a time trend. ' < ., . :
Table 3.8 contains estimates of equation (3.18). Again the coefficient on relative prices
in the fully pooled model is close to unity, whereas the real expenditure coefficient has
the wrong sign, just as in the long horizon cross-sectional tests. The results are robust
with respect to the particular measure of real expenditure. The coefficients for the individ-
ual countries show considerable variation, but without any discernible pattern. The only
regularity is a negative cross-sectional correlation between 0, and 77,. For those countries
" The level regression does not capture the autocorrelation in the residuals. Therefore, standard errors
will be misleading and are not reported here. The estimates of the error-correction model, however, provide
the correct standard errors on the long-run parameters.
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TABLE 3.7: Level Regression of PPP Model
Country
Australia
Austria
Canada
Finland
France
Germany
Italy
Japan
Netherlands
Norway
South Africa
Spain
Sweden
Switzerland
United Kingdom
United States
Pooled
ft
0.68
0.00
0.00
0.15
3.01
4.10
1.74
1.06
1.58
0.28
0.99
1.08
-0.29
0.29
0.50
-
-
OLS
0.31
0.32
v -0.25
0.00
3.01
2.50
2.52
1.40
1.23
0.10
0.70
1.33
-0.89
0.70
,.... 0.51
... ,
-
GLS1
ft
1.28
1.14
1.20
1.04
1.19
1.54
1.00
0.68
1.40
1.13
1.21
0.99
1.21
1.06
1.00
1.13
1.06
GLS2
ft
0.74
1.23
0.65
0.77
1.17
1.73
1.13
0.88
0.96
0.88
1.85
1.16
1.61
1.14
0.60
0.04
1.03
The first two columns contain univariate OLS estimates.
The first column contains 0, and the second column contains fy,
where the numeraire country j is the United States. The next
column contains multivariate GLS estimates with 0; restricted for
all equations. The last column contains GLS estimates with a time
trend included.
where we find any positive effect for real expenditure, we mostly see that the coefficient on
the price index becomes much smaller. This pattern is most clearly visible in the 'GNP'
column. .
As a check for robustness, the levels regressions were re-estimated with a time trend added
as an explanatory variable. This does not affect the pooled estimator, which still finds a
coefficient of unity for relative prices, even after taking out trends in nominal exchange
rates and prices. The coefficient thus does pick up some dynamic relation between exchange
rates and relative prices. Including the time trend there is still no evidence of any impact
from the real expenditure measures. The time trend strongly disturbs most of the estimates
of the individual 77;, though, with some major sign reversals. The only two countries for
which the results are robust are Canada and the United States. For both countries we find
a large positive coefficient both with and without the time trend in the regression. This
suggests that the real expenditure model might well work for the bilateral relation between
TABLE 3.8: Level Regression of Extended Model
-••: Chapter 5
A: No Trend
Australia
Austria
Canada
Finland
France
Germany
Italy
Japan
Netherlands
Norway
South Africa
Spain
Sweden
Switzerland
United Kingdom
United States
Pooled
B: Trend
Australia
Austria
Canada
Finland
France
Germany
Italy
Japan
Netherlands
Norway
South Africa
Spain
Sweden
Switzerland
United Kingdom
United States
Pooled
CPI
0,
0.78
1.02
0.39
0.99
1.11
1.35
1.03
0.74
1.02
0.78
1.18
1.01
1.08
0.28
0.67
0.25
1.05
0.58
0.94
0.35
0.72
1.05
1.30
1.06
0.87
0.63
0.67
1.84
0.74
1.40
2.08
0.54
-0.06
1.01
GNP
0.78
-0.64
1.23
-0.59
-0.66
-0.64
-0.86
-0.58
-0.22
0.23
-0.81
-0.93
-0.48
0.48
0.52
1.44
-0.45
0.43
-0.49
1.15
-0.75
-0.77
-0.51
-0.13
1.55
-1.20
0.11
-0.51
-1.84
-0.03
1.64
0.21
0.60
-0.11
CPI
0,
0.81
0.85
0.53
0.97
1.13
1.47
1.08
0.80
-
0.89
1.40
0.99
1.08
0.47
0.72
0.44
1.09
0.66
1.10
0.57
0.69
1.10
1.39
1.10
0.80
-
0.80
1.58
0.68
1.47
2.44
0.48
-0.04
0.99
CNS
*?.
0.76
-0.22
1.08
-0.52
-0.63
-0.75
-0.84
-0.73
-
-0.01
-1.59
-0.94
-0.42
0.15
0.33
1.01
-0.29
-0.44
-0.12
1.10
-0.88
-0.77
-0.79
-0.30
0.05
-
-0.02
-1.53
-1.79
-0.24
2.76
-0.23
0.04
-0.21
CPI
0,
1.46
0.58
1.40
0.69
0.68
0.72
0.63
0.07
0.86
0.97
-
-0.04
1.12
-
1.31
1.37
0.71
0.95
1.09
1.08
0.48
1.01
1.30
1.09
0.91
0.05
0.93
-
0.35
1.82
-
0.86
0.27
1.01
IP
0.58
-0.17
0.70
-0.13
-0.27
-0.29
-0.23
-0.42
-0.01
0.31
-
-0.99
0.18
-
0.63
1.00
-0.22
0.25
0.08
0.54
-0.22
-0.06
-0.07
0.03
0.13
-0.57
0.22
-
-0.74
0.34
-
0.30
0.37
0.12
CPI
1.19
1.51
1.19
1.12
-
1.53
1.12
1.24
1.93
1.22
1.14
1.21
1.21
-
0.95
1.05
1.01
1.38
0.62
0.01
0.92
-
1.43
1.40
1.11
2.25
1.51
2.20
1.26
1.54
-
0.74
0.37
1.16
WPI/
CPI
0.46
1.58
0.81
0.92
-
3.09
1.57
1.40
4.38
1.51
0.90
1.80
1.51
-
1.06
0.25
1.27
0.30
2.72
2.35
1.34
-
3.32
1.09
1.73
4.20
1.33
1.55
1.68
1.31
-
1.80
2.71
1.25
M>ie: Parameter are based on the numeraire invariant covariance matrix.
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TABLE 3.9: Error-Correction Model: PPP and Extension
7
-0.063
(4.92)
-0.063
(4.96)
-0.069
(5.28)
-0.070
(5.33)
-0.088
(5.12)
-0.091
(5.40)
Note: i-values
0
0.96
(10.49)
1.00
P=CPI
1 
1 
1 
1
a
i 
i 
i 
i
p=CPI, y=GDP
0.95
(11.57)
1.00
p=CPI
1.01
(15.14)
1.00
are given in
-0.92
(2.47)
-0.89
(2.42)
0.67
(4.30)
0.68
(4.36)
:, »=CPI/WPI
0.55
(1.78)
1.00
parentheses.
0.94
(5.00)
0.89
(4.83)
! 
1 
1 
1
0.03
(0.33)
0.03
(0.41)
0.81
(5.84)
0.83
(6.00)
Canada and the United States. It also might explain why bilateral tests of long-run PPP
tests have so much problems, since the USD is almost always the numeraire.
We estimated the system with both consumer prices and wholesale prices. The last column
of table 3.9 contains the results. The pooled estimates are consistent with the cross-
sectional results: wholesale prices dominate the consumer prices in the PPP regressions.
Results for pooled dynamic models are presented in table 3.9. Despite a i-statistic of
approximately five, the error-correction coefficient in the full model is not significant. Even
if 0 and 77 would not have been estimated the i-statistic does not exceed the critical value
in table 3.6. Results improve when we include wholesale prices.
Finally, we graphically investigate the in-sample fit of the PPP deviations when we increase
the difference interval. This analysis is related to Mark (1995). Figure 3.4 contains plots of
the DEM/USD exchange rate change and the estimated exchange rate change for different
lengths of the difference interval. The three year actual and estimated exchange rate
changes move closely together. Figure 3.5 shows a similar plot for the JPY/DEM exchange
rate.
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3.5 Conclusions
Purchasing power parity (PPP) is one of the central building blocks in international eco-
nomics. The empirical evidence to date is not very supportive of this theory however.
The debate on PPP recently received new impetus through two theoretical contributions
by Sercu, Uppal and Van Hulle (1995) and Sercu and Uppal (1995). In the latter study,
equilibrium conditions for the nominal exchange rate are derived when the exchange rate
is jointly determined by consumption opportunity sets and preferences. It is shown that
the exchange rate change will be equal to the risk-aversion weighted differential of growth
in nominal spending deflated with the total-consumption weighted inflation rate plus a
'marginal' inflation differential. In this chapter we have tested Sercu and Uppal's (1995)
model using data from sixteen countries for the period 1973-1993. In the empirical tests we
imposed restrictions that make parameter estimates invariant to the choice of numeraire
currency. This implies that the estimation results do not alter if we express all currencies
in a different numeraire. Both pooled versions of absolute PPP as well as relative PPP are
tested. Surprisingly, our results show that PPP holds very strongly at horizons of approx-
imately three years. We fail to find any evidence, however, for the theoretical effect of real
expenditure on nominal exchange rate changes. Our results show that rejections of PPP
in the seventies and eighties were not so much related to shortcomings of the underlying
theoretical model but much more to the empirical tests that were used.
Chapter 4
Common Factors and Tests for the
Unbiasedness Hypothesis
The concept of uncovered interest rate parity (UIP) is of fundamental building blocks for
the understanding of the behaviour of returns in international financial markets. Under
the hypothesis of UIP the return on a domestic currency deposit equals the expected
return from converting the domestic currency into the foreign currency, investing it in
a foreign deposit and then converting the proceeds back into domestic currency at the
future expected exchange rate, so that expected excess returns in the foreign exchange
market should on average be equal to zero. In combination with covered interest parity
the forward premium then is an unbiased predictor of the expected change in the exchange
rate. This so-called unbiasedness hypothesis of the forward premium has been investigated
for many different currencies and many different time-periods and has been rejected time
and again. In a recent review article Lewis (1995) has evaluated various explanations for
the rejection of the unbiasedness hypothesis, like risk premiums and systematic forecast
errors and concludes that it is likely that these explanations interact.
We leave the source of deviations from UIP unspecified, but instead intend to provide
supportive evidence that there is reason to believe that hidden below a mix of disturbing
factors, UIP is a fact of life and not just a theoretical construct. Simultaneously, our
approach offers suggestions for the most promising direction of future research into the
causes of UIP violations. We account for UIP deviations by using information, pooled over
fifteen countries at every point in time.' We consider panel models with fixed time effects
' Chapter 3 considers sixteen countries, whereas this chapter only investigates fifteen countries since
forward rates for Japan are not available for our sample period.
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and with random time effects. The random effects model is invariant with respect to the
choice of the numeraire and allows for cross-sectional correlation between exchange rate
returns.
The plan of this chapter is as follows. Section 4.1 contains a description of the data for
fifteen countries between 1979 and 1996. Section 4.2 contains results from traditional time
series tests of UIP. Section 4.3 describes the panel methodology and contains panel results.
Section 4.4 shows how the distinction between large and small changes in the interest
differentials affects estimates of the unbiasedness hypothesis and suggests an economic
explanation for these results. Section 4.5 contains the conclusions.
4.1 Data • - ' • . . ; , • > - ; H , • . • - . : ,^_.- .•; . : .• • ' , , «
This study uses end-of-the-month spot and forward exchange rates which cover the pe-
riod January 1979 until March 1996.^  The forward maturity is one month. All data are
London closing mid prices against the pound sterling for fourteen countries: Austria, Bel-
gium, Canada, Denmark, France, Germany, Ireland, Italy, the Netherlands, Norway, Spain,
Sweden, Switzerland, the United Kingdom and the United States.^
The data are sampled following the procedure as described in Bekaert and Hodrick (1992)
in order to use the exact delivery dates of the forward foreign exchange contracts. For a
one month forward contract, the settlement on the spot market is two business days in the
future. The delivery takes place on the calendar day in the next month that corresponds
to the current settlement date in the spot market, under condition that the delivery date
is a business day. If not, delivery takes place on the next business day given that it is in
the same month. If the latter condition is not fulfilled, delivery takes place on the first
previous business day.
Let 5,o(i) be the price of the foreign currency t in units of the numeraire currency 0 at
time < and F,o(<) be the forward price at < of the exchange rate with a one month maturity
(t = 1..7V;< = 1..T). The continuously compounded rate of depreciation of the foreign
currency relative to the numeraire currency in the period from i until the forward delivery
date * + 1 is s;o(< + 1) - s,o(<) = ln(S;o(t + l)/5,o(<)) x 100.
Table 4.1 presents unconditional estimates of UIP differentials defined as s;o(' + 1) ~ /io(')
* The data are obtained from Datastream.
3 We also conducted the analysis with bid and ask prices. As in Bekaert and Hodrick (1992) we find
that the empirical results do not lead to different conclusions.
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TABLE 4.1: Summary Statistics
Austria
Belgium
Canada
Denmark
France
Germany
Ireland
Italy
Netherlands
Norway
Spain ., •
Sweden
Switzerland
United Kingdom
United States
-0.16
-0.31
0.30
-1.15
-1.27
0.51
-1.68
-2.05
0.17
-1.34
-2.01
-0.31
1.74
-0.56
-
SE(/i)
USD
(2.96)
(2.97)
(1.12)
(2.89)
(2.88)
(2.97)
(2.76)
(2.88)
(2.95)
(2.54)
(2.76)
(2.73)
(3.26)
(2.91)
-
12.44
13.22
8.91
10.35
10.12
11.25
8.85
10.71
12.15
9.02
8.39
10.70
10.67
13.89
-
-0.67*
-0.82
-0.82
-1.66*
-1.78*
-
-2.19*
-2.57
-0.33
-1.85
-2.52
-0.82
1.23
-1.08
-0.51
SE(/«)
DEM
(0.32)
(0.73)
(3.01)
(0.80)
(0.75)
-
(0.97)
(1.67)
(0.33)
(1.29)
(1.61)
(1.96)
(1.21)
(2.32)
(2.97)
<W<r/p
4.64
3.05
13.25
2.81
2.68
-
2.94
5.31
4.21
4.41
4.40
9.71
10.77
10.80
11.25
s.- /i, SE(/i) and <r^ ,/<T/p denote the mean UIP differential, the standard error
of the UIP differential and the ratio of the spot variance and the forward variance
respectively. The summary statistics cover the sample period from January 1979
until March 1996. Units are percents per annum.* denotes rejection at the 5%
level.
against the US dollar (USD) and the Deutschmark (DEM) expressed in percent per annum.
For currencies relative to the USD, seven countries have average UIP differentials smaller
than one percent and none of the average differentials is significantly different from zero.
For currencies relative to the DEM, average differentials are slightly larger and significantly
different from zero for Austria, Denmark, France and Ireland. Also, the variability of spot
exchange rate changes importantly exceeds the variability of the forward premium, making
the forward premium a very imprecise predictor of the future exchange rate change. For the
DEM exchange rates of the European countries that participate in the European Monetary
System (EMS), the variance of spot exchange rate changes is small relative to floating
exchange rates, while the variance of the forward premium is comparable.
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4.2 Time Series Tests ,.. . , . ,
In this section we replicate earlier attempts to discover UIP. Standard time series tests of
UIP normally start from the following bilateral regression:
«o(t + 1) - ««,(*) = a,- + /?,•(/«, - a«)(0 + <M* + 1), (4.1)
where 5,0 and /,o are the logarithms of the spot and forward exchange rates respectively
and V>to is an error term. The null hypothesis for the forward premium to be an unbiased
estimator of the future change in spot rates is that the slope coefficient equals unity, that
is A- = 1. ,. : .-,
In table 4.2 we report estimates for the slope coefficients in the UIP regression equa-
tion (4.1) for the period 1979-1996 and the subperiods 1979-1996 and 1986-1996. Results
are expressed relatively to the USD and DEM respectively. From table 4.2, we observe
that point estimates of the slope coefficient range from -5.09 (guilder/USD, 1979-1986) to
+3.21 (lira/USD, 1987-1996) and are rarely close to unity. Since the precision with which
the betas are estimated is generally quite low, rejection of the null hypothesis that beta
equals one is not always - though still quite a few times - possible. Neither is rejected that
beta is zero, however. A second observation is that beta estimates show strong instability
across subperiods. A good example is Sweden which has a beta of -1.64 in the first subpe-
riod and of +2.15 in the second period, both against the USD. Overall, we conclude that
bilateral time series tests generally do not offer significant support for the UIP hypothesis.
The choice of benchmark currency (USD or DEM) appears to be of little importance in
this respect. The results in table 4.2 corroborate results reported in previous studies, as
for example, Bilson (1981), Fama (1984), Bekaert and Hodrick (1992) and Lewis (1995)."
Many explanations have been suggested for the rejection of the unbiasedness hypothesis.*
The most commonly suggested explanation is that UIP differentials are due to risk premi-
ums. If the average uncovered differentials in table 4.1 are interpreted as risk premiums
then on average these risk premiums are quite small. However, this would not prevent the
risk premium to vary over time and to alter between large positive and negative values.
Fama (1984) decomposes the slope coefficient in the UIP test into a part depending on
the time variability of risk premium and one depending on market's forecast errors. On
the basis of his results, Fama (1984) concludes that the variance of the risk premium is
significantly larger than the variance of the expected spot rate change, suggesting that it
* We also considered (overlapping) data sampled at the daily and weekly frequency. Furthermore, we
investigated various forward maturities. The results from these estimates are qualitatively similar to the
results reported here.
' See Lewis (1995) for a more detailed overview.
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TABLE 4.2: Slope Bilateral Times Series Model
1).
Austria
Belgium
Canada
Denmark
Prance
Germany
Ireland
Italy
Netherlands
Norway
Spain
Sweden
Switzerland
United Kingdom
(1)
-0.61
(0.89)
-0.46
(0.80)
-1.63
(0.64)
-0.53
(0.68)
0.11
(0.91)
-0.83
(0.84)
0.58
(0.96)
0.98
(0.87)
-1.71
(0.84)
-1.14
(0.68)
0.91
(0.58)
0.43
(0.84)
-1.57
(0.78)
-2.57
(1.05)
(2)
USD
-1.47
(1.96)
-0.87
(0.96)
-2.05
(0.86)
-1.32
(1.06)
0.10
(1.10)
-3.14
(2.19)
-0.87
(1.08)
-0.05
(0.91)
-5.09
(1.52)
-0.95
(0.81)
0.26
(0.51)
-1.64
(1.27)
-3.17
(1.64)
-3.50
(1.26)
(3)
-0.51
(1.34)
0.01
(1.27)
-1.02
(1.11)
0.22
(0.76)
0.04
(1.30)
-0.24
(1.18)
1.19
(0.97)
3.21
(2.06)
-0.69
(1.30)
-0.85
(1.25)
2.23
(1.46)
2.15
(0.91)
-1.69
(1.42)
-1.03
(1.91)
(1)
-0.09
(0.43)
0.25
(0.35)
-1.46
(0.96)
-0.26
(0.48)
0.85
(0.43)
-
-
0.83
(0.41)
-0.05
(0.35)
0.08
(0.47)
0.24
(0.45)
0.98
(0.51)
0.13
(0.56)
-1.41
(0.71)
-1.23
(0.79)
(2)
DEM
0.10
(0.58)
0.26
(0.38)
-2.05
(2.33)
-0.03
(0.35)
1.05
(0.60)
-
-
-0.11
(0.60)
0.06
(0.56)
0.00
(0.61)
1.97
(0.75)
1.22
(0.78)
0.08
(1.15)
-1.50
(0.84)
-4.13
(1.50)
(3)
0.05
(0.83)
-1.49
(0.83)
-2.03
(1.27)
-1.45
(0.76)
-0.92
(0.53)
-
-
1.08
(0.60)
-1.59
(1.22)
-0.02
(0.26)
-0.78
(0.46)
-0.19
(0.66)
-0.14
(0.52)
-1.58
(1.53)
-0.52
(0.91)
Mrtes: (1), (2), (3) contain results for the 1979-1996, 1979-1986 and 1987-1996
periods respectively. The coefficients are obtained from the univariate time series
regression for exchange rates expressed against the USD and the DEM. Robust
standard errors are given in parentheses.
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is dominantly a time-varying risk premium which causes the unbiasedness hypothesis to
be rejected.
However, the existence and structure of foreign exchange risk premiums has been subject
to intensive research over the past two decades.® Well-known examples are Frankel (1982),
Giovanni and Jorion (1987a,b), Hodrick (1987) and Cumby (1988). Despite the statistical
evidence indicating the presence of a risk premium, it has proven to be very difficult to
develop an economic model of the risk premium in the foreign exchange market which is
empirically tractable. .. ,
Another explanation for the rejection of the unbiasedness hypothesis is the presence of
systematic forecast errors. Using survey data on exchange rate expectations, Frankel and
Froot (1987) decompose the components of predictable excess returns and find that the
important components in the variability of predictable excess returns appear to be forecast
errors and not so much risk premiums. Systematic, but rational, forecast errors may arise
when discrete changes in regimes are expected but not realized in a particular period. This
phenomenon is called the peso-problem. Peso-problems may be found in fixed as well as
floating exchange rates. If the average uncovered differentials in table 4.1 are interpreted
as systematic forecast errors, these errors are on average relatively small. There could be
periods, however, where peso-problems lead to substantial positive or negative forecast
errors. Using a markov-regime-switching model for the exchange rate, Evans and Lewis
(1995) find that peso-problems, as reflected by expected changes in exchange rate regimes,
bias UIP tests. The reason is that expectations of shifts in the exchange rate process
may induce a small sample serial-correlation between exchange rate forecast errors and the
forward premium. Lewis (1995) notes that systematic forecast errors may also arise when
market participants are learning about changes in regimes.
Alternative explanations for the rejection of the unbiasedness hypothesis are market in-
efficiencies (see Bilson (1981)), transaction costs (see Baldwin (1990)) and government
intervention (see McCallum (1994)).
Most studies that investigate the unbiasedness hypothesis, so far concentrate on one ex-
planation and seem to neglect the interaction between the various explanations. If risk
premiums and forecast errors show up in UIP differentials for all countries, these dif-
ferentials may share common factors. Adler and Dumas (1983), for example, derive an
international asset pricing model. In their model, the forward rate is a biased predictor of
the spot rate due to risk premiums. These risk premiums show up in all currencies and may
be interpreted as common factors. Furthermore peso-problems, related to realignments,
* See chapter 2 for a theoretical exposition on risk premiums.
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might as well show up in multiple currencies. One way to deal with these common factors
is to use the cross-sectional information over different currencies. At each time period,
we use cross-sectional information to remove the common factor from all currencies. We
pool, therefore, the data and use a panel approach to which we now turn. This approach
provides an efficient test of the unbiasedness hypothesis.
4.3 Pane l Approach ._,.,. ~ ,
It should be clear from the outset that our purpose here is not to discover the ultimate
determinants of empirically observed deviations from UIP. We leave the source of such
deviations unspecified, but instead intend to provide supportive evidence that there is
reason to believe that hidden below a mix of disturbing factors, UIP is a fact of life and
not just a theoretical construct. Simultaneously, our approach may offer suggestions for
the most promising direction of future research into the causes of UIP violations. ,
The central theme of this chapter is the use of panel models to provide an alternative
perspective on reality compared with time series models. To provide a link between the
two, section 4.3.1 contains the results of a simple fixed effects pooling model. This may
be interpreted as a joint multivariate time series regression of equation 4.1 where all cur-
rencies are assumed to share a common time-dependent intercept but are allowed to have
different betas. Subsequently, we impose the additional assumption of a common slope
coefficient across countries and add country specific intercepts to the specification. Obvi-
ously, the results depend on the benchmark currency in this model. Section 4.3.2 develops
a benchmark invariant random effects model and test it under various assumptions on the
covariance structure.
4.3.1 The Fixed Time Effects Model
In the fixed time effects model the error term V>io(0 in equation (4.1) is modelled as:
= MO + «o(0, (4-2)
where the common factor, /*(<)> is assumed to be fixed parameters and the remainder
disturbances eio(<) stochastic. In vector notation substitution of equation (4.2) into the
times series model (4.1) yields:
ASo(< + 1) = 5oFo(<) + /i(0* + «o(O.
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where AS<>(< + 1) = (A«io(t + 1) , . . . , A«/vo(* + 1))', Fo(0 = ((«io - /io)(0. • • • -
/NO)(0)'» *O(0 = («io(Oi • • • i £JVO(0)'> t is a (TV x 1) unit vector and Bo is a (TV x TV) diagonal
matrix with slope coefficients /?,o for each currency i denoted in numeraire currency 0 on
t h e d i a g o n a l . - i n . . * . i j t <• •••.• • . . • •
We now define the transformation matrix: Q = / — ^ t t'. Premultiplying any matrix X
by Q transforms .Y into a matrix wherein from each element at time < the cross sectional
mean is subtracted. Since /J is constant over all» premultiplying equation (4.3) by Q wipes
out the time fixed effect. Note that this definition causes ^ to be numeraire dependent.
In table 4.3 the estimated slope coefficients for the simple fixed time effects model are
presented for the total sample period 1979-1996 with respect to both the USD and DEM
as numeraire currencies. Compared with the time series results in table 4.2, the coefficients
have in general moved towards unity. This holds for all USD exchange rates and most DEM
exchange rates.
For the USD exchange rates, the null hypothesis that the slope coefficient is unity cannot
be rejected for Canada, Ireland, Italy, Spain and Sweden at the 5% level, and for France
and Norway not at the 10% level. For the DEM exchange rates no rejection at the 5%
level is observed for Austria, Belgium, Ireland, Spain, and the United States, and at the
1% level for France and Sweden. However, note that in a considerable number of these
cases, rejection of the hypothesis that the coefficient is equal to zero is impossible as well.
Now, we maintain the time-dependent intercepts and impose the additional restriction that
the slope coefficients are equal across countries. The single slope coefficient reflects the
average performance of the forward premium as an unbiased predictor of the future change
in the spot rate across all currencies considered. Apart from the use of time-dependent
intercepts, this model is comparable to Bilson (1981), Flood and Rose (1994), and Lothian
and Simaan (1995). Following Flood and Rose (1994), we also estimate this model with
country-specific intercepts. While the time-dependent intercepts may be interpreted as the
common movement of the numeraire currency against all others that is unexplained by the
forward premiums, the country-specific intercepts are thought to capture systematic biases
between each country and the benchmark.
The results are presented in table 4.4, again for two numeraire currencies and for both
the total sample period and the two subperiods. With only time-dependent intercepts, the
common slope coefficient is estimated to be 0.46 and 0.41 with respect to the USD and DEM
as benchmark respectively over the total sample. Similar magnitudes are found for the first
subperiod, while a decline occurs to 0.25 and 0.28 in the second subperiod. The similarity
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TABLE 4.3: Country Specific Slope Coefficients
Austria
Belgium
Canada
Denmark '
France
Germany
Ireland !
Italy
Netherlands
Norway
Spain
Sweden
- Switzerland
United Kingdom
United States
USD
0.35
0.08
0.77
-0.28
0.34
0.08
0.82
0.61
-0.10
0.37
0.91
0.75
-0.02
0.20
-
(0.36)
(0.39)
(0.57)
(0.29)
(0.29)
(0.32)
(0.25)
(0.20)
(0.36)
(0.28)
(0.17)
(0.25)
(0.28)
(0.25)
-
DEM
1.55
0.45
-0.36
0.21
0.47
-
0.63
0.36
-0.26
0.25
0.71
0.48
-0.37
0.03
0.35
(1.33)
(0.31)
(0.30)
(0.25)
(0.24)
-
(0.21)
(0.17)
(1.17)
(0.23)
(0.15)
(0.25)
(0.63)
(0.28)
(0.34)
JVoies. Slope coefficients are based on a fixed time effects
model for exchange rates expressed against the USD and the
DEM for the sample period 1979-1996. Robust standard er-
rors are given in parentheses.
of the coefficients across numeraire currencies suggests that this model is approximately
benchmark-invariant. Although, the estimated coefficients differ significantly from unity,
so that UIP has to be rejected, the average result is considerably more in accordance with
UIP than the evidence from the bilateral regressions in table 4.2. Both over the total
period and the first subperiod the coefficient is significantly different from zero as well. If
we do not include fixed time effects the slope coefficient is much smaller.
The additional use of country-specific individual intercepts takes away most of the gain.
The slope coefficients decline in magnitude, though they remain positive. No significant
coefficients are found for the DEM. For the USD, only a significant coefficient of 0.28 for the
whole period is observed. Apparently, the individual intercept and the forward premium to
some extent compete in explaining individual country's exchange rate changes against the
numeraire currency. Partly, this may be due to the sometimes extremely low time series
variation of the forward premium (see table 4.1).
Table 4.5 contains test statistics for restrictions imposed on the various models. The
restriction of equal slope coefficients across countries is rejected at the 5% level for the
USD denominated test, however it is not rejected for the DEM denominated test. The
exclusion of time effects is strongly rejected, illustrating the importance of using a time
Chapter
TABLE 4.4: Panel Fixed Time Effects
Sample
Period
1979-1996
1979-1986
1987-1996
No
-0.025
(0.16)
-0.16
(0.21)
0.30
(0.26)
Time
USD
0.46
(0.09)
0.53
(0.11)
0.25
(0.15)
Time &
Indv.
0.27
(0.12)
0.28
(0.18)
0.06
(0.20)
No
0.30
(0.13)
0.40
(0.14)
-0.17
(0.16)
Time
DEM
0.41
(0.10)
0.46
(0.12)
0.28
(0.17)
Timefc
Indv.
0.20
(0.13)
0.13
(0.64)
0.18
(0.22)
M><es.- The table contains slope coefficients of panel models. All exchange rates
are expressed in DEM or in USD. Standard errors are given in parenthesis.
TABLE 4.5: F-Test Restrictions
Country Specific Slope Time Effects Individual Effects
USD
DEM
Fi(13,2677)=1.99
p=0.03
Fj(13,2677)=1.62
p=0.07
F2(207,2690)=52.04
p=0.00
Fj(207,2690)=5.56
p=0.00
F3(13,2677)=0.468
p=0.94
F3(13,2677)=0.468
p=0.94
/Voies: F | tests for slope coefficients across countries, F2 tests for significant time effects
and F3 tests for equal individual coefficients across countries, p denotes the p-value of the
/"-statistic with F(ro ,T — it) degrees of freedom.
dependent common factor in exchange rates. Finally, the inclusion of individual effects is
never rejected.
Overall, although our results still do not provide unambiguous support in favor of UIP,
it is suggestive of the potential of the panel approach. Even this simple pooling model
appears to be able to take account of part of the bias that is present in the time series
approach. Pooling of the data, imposing a common time-invariant intercept -which may
capture a common average factor behind the exchange rate behaviour against a specific
benchmark- and restricting the slope coefficients to be equal across countries, result in a
significant improvement over more traditional UIP tests. In the next subsection we extend
our work in this direction. • . • • -
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4.3.2 The Random Effects Model -, . , i ^
We now generalize the previous fixed effects model in three directions. First, allowance is
made for common factors (systematic shocks) that may affect all countries with differing
intensities. Second, individual country-specific effects are included. Instead of modeling
these as constant dummy variables (the fixed time effects in the previous section), they
are now modeled as stochastic error terms (random effects) and taken account for in the
covariance matrix of the disturbances. Third, the model is made benchmark-invariant. We
follow Mahieu and Schotman (1994) to decompose the error term in the UIP relation/
Suppose we have a sample of TV + 1 countries numbered t = 0 , 1 , . . . , TV and all exchange
rates are expressed relative to the same numeraire currency 0. The error term in the UIP
relation is decomposed as:
&o(O = V>.(<) - V>o(0- (4-4)
The error term is the difference between an error term V"i for currency t and an error term
for the numeraire 0 currency. The error term V>, itself is the sum of Af factors common to
all countries and one country specific factor:
V>.(<) = £ 7.-»t«»(0 + C-(0. (4-5)
m=l
where 7,n, is the sensitivity of country t for the systematic shock, u»m(<)i *"^ *•'(') 's *
country specific shock. The sensitivities may be interpreted as factor loadings to common
risk factors. We assume that country specific shocks are mutually uncorrelated and have
a variance -\. Moreover, the systematic shocks are also mutually uncorrelated with all
variances normalized to unity. From equations (4.4) and (4.5) one can write the error term
as:
Af
iMO = £ (7im - 70m)t»m(0 + e,(<) - eo(*)- (4-6)
m=l
All exchange rates expressed against a common numeraire currency contain the country
specific random factor of the numeraire currency. In the panel literature this is called a
random time effects model (see Baltagi (1995)) which can be efficiently estimated with gen-
eralized least squares (GLS). The systematic shocks enter the error term with sensitivities
(7im — 7om). The variance of the error term V>io(') 's:
Var(^o) = £ (7.m - To-.)' + -\ + -V (4.7)
m=l
and the covariance of V"io(<) and V"jo(<) is:
Af
- 7o*)(7im - To™) + Jo. (4.8)
This specification generalizes the one used in chapter 3.
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Let 2?o be the covariance matrix of the error term: 0o = (V>io, • • •, V'NO)'- The covariance
matrix contains (TV + 1)(M +1) parameters. The factor structure of the error term imposes
restrictions on the covariance matrix if (AT + 1)(M + 1) < j(TV + 1)TV or equivalent if
M < |TV — 1. The covariance matrix can be written as:|
•Ao + . W , . . (4.9)
. . • . . i
where 70™ = ((71m - 7om), • • •, (7Nm - 7om))' and Ao is a matrix with elements , \ , . . . , >N
on the principal diagonal and zeros elsewhere, and t the (TV x 1) vector of ones.
Let ASo(< + 1) = (Asio(< + 1) , . . . , Aa/vo(< + 1))' be the (TV x 1) vector of the logarithms
of all bilateral exchange rates against the common numeraire currency 0, let Fo(<) =
((sio — /io)(0i • • • ((•SJVO — /NO)(<))' be the (TV x 1) vector of forward premiums and let
t/o(< + 1) = (V"io(' + l)i • • • i V>NO(' + 1))' the (TV x 1) vector of error terms with covariance
matrix 27Q. In vector notation the pooled regression model reads:
A5o(< + 1) = / W ) + £A>(< + 1), (4.10)
and suppressing the time subscript, the maximum likelihood estimator of /?o is:
One attraction of the maximum likelihood estimator is that it is invariant with respect to
the choice of the numeraire currency. Now introduce an (TV x TV) transformation matrix
P* with —Is on the ifc-th row, Is along the principal diagonal except for the fc-th row, and
0s elsewhere. The transformation for So If we go from numeraire 0 to numeraire A; the
transformation for So is:
AS* = P*ASo. (4.12)
Combining equations (4.11) and (4.12) we obtain:
f (4-13)
From equation (4.13) and the fact that P ^ ' = P* it follows that if /3o = A it must be
true that .57* = PJt-EoPjt. The transformation of covariance matrix (4.9) is:
P'^oPfc = £ 7*™7im + ** + 'V *' = S*. (4.14)
m=l
which implies that the parameter estimate is invariant to the choice of the numeraire
currency.
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Four different assumptions are implemented for the covariance structure. First, the co-
variance matrix is estimated without restrictions, allowing for an unknown but differential
impact of the common factors. The unrestricted covariance matrix is an JV x JV matrix with
i(7V + 1)./V free parameters. Second, the covariance matrix in equation (4.9) is estimated
with one common factor (m = 1), that influences currencies with different intensity. This
assumption leads to the following specification of the covariance matrix:
, £o = 7oi7oi + A, + V *'• , (4.15)
Third, the covariance matrix is assumed to have the structure as in equation (4.16) with
JV + 1 parameters. Here, exchange rate changes are assumed not to depend on any common
factors so that only idiosyncratic noise influences the dependent variable. In this case 7<m
equals 70m for (i, m) = ( 1 , . . . , TV; 1 , . . . , M) and the exchange rate change in currency i
against the numeraire does not depend on the systematic shocks. The covariance matrix
now becomes:
27o = Ao + ,V i'- (4.16)
Fourth, we follow Koedijk and Schotman (1990) and impose the restriction on equation
(4.16) that all country specific shocks have equal variance, that is: ,^ o, • • •, -V in equation
(4.16) are equal to i<r^ .* Under this set of restrictions the covariance matrix takes the
form:
2 7 O = § < T ' ( / + * O . (4-17)
with / t h e (iVxAf) identity matrix. For this covariance structure it holds that .£*=•?"*-£OJP*
= .57o = .27, which implies that for every choice of the numeraire currency the covariance
matrix is exactly the same. Because the covariance matrix is completely specified up to a
scalar the GLS estimator is directly applicable. In chapter 3 we note that the covariance
structure in equation (4.17) is equivalent to a simple transformation of the data:
ASo - QASo = A5o - (1 - * )A5, (4.18)
V JV + 1
where Q is / - (1 - - ^ - ^ u ' which has the property that QQ'=I7~' and 5 is a vector
with elements ^ 5D/Li Af,o, the effective exchange rate of currency 0. The transformation
for the forward premium is similar. We can now simply apply OLS on the transformed
variables. Note that for large yV, Q is approximately equal to Q in the fixed time effects
model, which explains the approximate benchmark invariance of table 4.4.
Table 4.6 contains maximum likelihood estimates for the slope coefficient of the random
effects model. The slope estimates across these four specifications range from 0.43 to 0.55
and are, thus, quite close, despite the relatively large differences of the respective likelihood
* This specification is also considered in chapter 3.
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'• " •" TABLE 4.6: Panel Random Time Effects ' • "**'•• '
(1)
y9 0.50
se(/?) (0.06)
Loglik -1724
jVofes. Loglik denotes
(2)
0.54
(0.06)
-1940
the log likelihood
(3)
0.55
(0.06)
-2275
. Column (1)
to the unrestricted covariance matrix (4.9), column (2)
to (4.9) with m = 1,
trix (4.16) and column
(4)
0.43
(0.10)
-3198
corresponds
corresponds
column (3) corresponds to covariance ma-
(4) corresponds to covariance matrix (4.17).
values.* The first common factor explains a large amount of the cross-sectional dependence
but the imposed restrictions must be rejected. However, we conclude that in all cases the
estimated slope is quite insensitive to these restrictions, so that we feel rather confident
with respect to the robustness of the result. Note that the results are also similar to the
full-sample fixed time effects in table 4.4, as could be expected. Again, though UIP has to
be rejected, the results point in the right direction.
The results found here indicate that the deviations from UIP are not that far as was
assumed previously. Our suggestion is that the time series approach is not suited to
account for several factors that incorporate biases in the times series results that may exist
simultaneously. The panel model setup as suggested accounts for these phenomena on
average over all currencies being considered.
The results shown in the previous text, indicate a sharp improvement of the slope coefficient
in the UIP test. Although, for some currencies the slope coefficient does not statistically
differ from one, UIP is still rejected for a majority of currencies. In the following we
concentrate us on explanations for these UIP deviations. In performing this analysis we
altered the above analysis in such a way that we restricted the slope coefficient to be equal
for all currencies.
4.4 Outliers and EMS Realignments
To investigate the remaining gap between the theoretical slope coefficient of one and the
empirically estimated 0.5, we now follow Bilson (1981) and Flood and Rose (1994) and
distinguish between large and small observations in our analysis.
• The models can easily be compared by means of a likelihood ratio test.
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FIGURE 4.1: Annualized Absolute Forward Premium
Bilson (1981) investigates the effect of using forward premiums larger than 10% in absolute
value compared to a forward premium smaller than 10%. Bilson (1981) finds a significant
difference between large and small forward premiums in tests of UIP. Figure 4.1 contains
histograms of the annualized forward premium expressed against the USD and the DEM.
The 5% right tail observations are approximately forward premiums in excess of 10%. The
10% tight tail approximately contains premiums larger than 5%.
We now estimate the random effects model with the restricted covariance matrix in equa-
tion (4.17), but this time we distinguish between large premiums and small premiums, by
including for a separate slope coefficient for the largest observations of the forward pre-
mium. We do not consider the outliers of the absolute forward premiums for the individual
currencies but the outliers of the cross-sectional standard deviation of the forward premium
defined as cr(<) = (Fo(i)'Eo'Fo(t))2. We now divide the observations in two separate sam-
ples. The first sample contains 5% of the months with the largest cross-sectional standard
deviation. The second sample contains the remaining observations. The advantage of
this procedure is that the cross-sectional standard deviation is numeraire invariant and
therefore the slope coefficients are the same for every choice of the numeraire currency.'"
'" Results are similar when we consider outliers of the absolute forward premium for individual countries.
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FIGURE 4.2: Cross-Sectional Standard Deviation
M><e: The dashed line denotes 20% outliers.
Figure 4.2 displays a time series plot of the estimates of the cross-sectional standard devia-
tion cr(<). The figure clearly shows two periods of large cross-sectional standard deviations.
First, the initial period of the EMS in the early eighties. Second, the period around the
EMS crisis in 1992 and 1993.
The results in table 4.7 clearly show that the relation between the forward premium and
the future spot rate differ between periods with normo/ observations and periods indicated
as outliers (5%). The value of the estimated slope coefficient comes very close to unity,
especially when only the 5% largest observations are used. In the first panel of figure 4.3
we have graphed the slope coefficient versus the number of outliers in percentages. As
can be seen, when only the largest observations are used the coefficient is close to unity
and the theoretical relationship of UIP seems to hold. If more and more observations
are included coefficient decreases and the deviations from uncovered interest rate parity
increase. The slope coefficient on the remaining observations is small. Our results from
table 4.7 and figure 4.3 clearly indicate that the relationship between the forward premium
and the future change in the spot rate, as suggested by UIP, tends to be particular strong
in periods with large forward premiums, i.e. periods with high volatility.
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TABLE 4.7: UIP and Outliers
Normal Days Outlier Days
(T24 L04
( 0 . 1 1 ) ( 0 . 2 0 )
Outliers are defined as the 5% largest ob-
servations in terms of the average absolute value
of the forward premium.
A few conjectures could possibly explain the observed phenomenon. The first explanation
for our results would be in line with work of Baldwin (1990). In his work Baldwin (1990)
argues that even the presence of small transaction costs may lead to a large inactivity band
within which no arbitrage takes place. Baldwin implements his theoretical model by making
additional assumptions with respect to the plausible values of the model's parameters to
arrive at the conclusion that interest differentials between one and four percent on an
annual basis may persist without introducing arbitrage flows."
Another explanation would be peso-problems. The recent experience with exchange rates
within the EMS might be a situation where peso-problems, like for instance the risk of
realignments, might frequently occur. Recently, Flood and Rose (1994) have investigated
UIP within the EMS and show that the coefficient of the forward premium in pooled
tests of UIP is 0.6 for these currencies. Moreover, they have investigated the effect of
the realignments on tests of UIP and find that excluding the realignment observations
from the sample leads to a sharp drop in the coefficient of the forward premium. Flood
and Rose (1994) attribute this to the peso-problem that arise from expectations about
future realignment possibilities. Flood and Rose (1994) estimate that the peso-problem
for EMS exchange rates leads to a bias of 0.35, which is equal to the difference between
the slope coefficients in the UIP regressions when the latter is estimated with and without
realignments.
To get an idea of the influence of realignments on the UIP differentials we first recalculate
the average differentials in table 4.1 but this time we exclude the realignment days from
the sample. The average UIP differentials in table 4.8 are generally larger in magnitude
than the UIP deviations calculated for the complete sample.
Given the findings of Flood and Rose (1994), we now investigate whether the ou</t'er results
can be solely attributed to EMS realignments.
' ' Interestingly, in a recent survey Rogoff (1996) also mentions inactivity bands as a potential explanation
for persistent deviations from PPP.
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TABLE 4.8: Average UIP Differentials
Austria
Belgium
Canada
Denmark
France
Germany
Ireland
Italy
Netherlands
Norway
Spain
Sweden
Switzerland
United Kingdom
United States
SEOi)
USD
1.18
0.56
-0.67
-0.42
-0.93
1.87
-1.28
-2.69
1.53
-0.81
-3.06
-0.74
3.74
-0.51
-
(3.06)
(3.01)
(1.11)
(2.98)
(2.94)
(3.08)
(2.82)
(2.88)
(3.04)
(2.65)
(2.80)
(2.71)
(3.35)
(2.95)
-
A*
-0.68*
-1.31*
-2.54
-2.29*
-2.80*
-
-3.16*
-4.56*
-0.33
-2.68*
-4.92*
-2.61
1.86
-2.37
-1.87
SE(/0
DEM
(0.32)
(0.66)
(3.16)
(0.78)
(0.65)
-
(0.83)
(1.51)
(0.31)
(1.35) '
(1.53) -
(1.92)
(1.25)
(2.32)
(3.08)
M>les.- /i, SE( /J ) denote the mean UIP differential and the stan-
dard error of the UIP differential respectively. The summary
statistics cover sample period from January 1979 until March
1996. Units are percents per annum.* denotes rejection at the
5% level.
We now replicate table 4.7 but exclude all realignment days and find that realignments
do no explain it all. When EMS realignments are excluded from the sample the slope
coefficient on the outlier observations (5%) is 0.58 and significantly different from zero. **
However, the coefficient on the normal observations is -0.06 and not significantly different
from zero. In the second panel of figure 4.3 we graph the slope coefficients versus the
number of outliers in percentages, when realignments are excluded. Again, the line that
contains the coefficients of the outlier observations lies substantially above the line that
contains the norma/coefficients. These results indicate that large forward premiums predict
exchange rate changes and these large premiums are not only related to realignments.
" We also considered a covariance matrix that explicitly allows for two exchange rate regimes. The
first regime consists of EMS currencies, j = 1 , . . . , / , that are targeted against currency 0, the DEM. The
second regime consists of currencies t = / + 1 , . . . , JV that are floating against the DEM. The German
error component is defined: V'o(') = 7oitei(0 + 7o3«i>2(O + eo(') where u»i is the EMS factor and U)2 is the
float factor. The error components of the EMS currencies consist of the EMS factor u>i(t) with loading
7ji and a country specific factor. The floating currencies consist of the float factor u>2(<) with loading
712 and also a country specific factor. For this exchange rate system the covariance matrix becomes:
Xo = Wi + W2 + ^0 + -W *', where Wi is a block matrix with a block that contains covariances of EMS
currencies and zeros elsewhere, and W2 is a block matrix that contains covariances of floating currencies
and zeros elsewhere. The covariance structure allows for a different covariance between EMS currencies
and floating currencies. Slope coefficients are qualitatively similar to the fully restricted covariance matrix.
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4.5 Conclusions
There is a vast literature on the rejection of the unbiasedness of the forward premium.
Many explanations like risk premiums, peso-problems and have market inefficiencies been
advanced. So far, the literature has neglected the fact that the various factors explaining
why the unbiasedness hypothesis may be rejected may be interrelated and in fact may share
common factors. If this is the case, a panel approach is called for. In this chapter we have
tested the unbiasedness hypothesis using several different panel models for fifteen countries
between 1979 and 1996. We distinguish the fixed time effects model and the individual
effects random time effects model. Our results indicate that the rejection of uncovered
interest rate parity is not as severe as is commonly found: the panel estimates show that
the slope coefficient in a regression of the forward premium on the future change in the
exchange rate is equal to 0.5. The results show that for tests of UIP it is important to pool
the data and to allow for time effects. A possible explanation is that pooling increases the
efficiency of the tests. Moreover, we show that the slope coefficient is very close to unity
if only the largest five to ten percent of the observations are taken into account. These
findings point to the potential importance of peso-problems and/or inactivity bands as
explanation for the rejection of UIP.
Chapter 5 "
Real Interest Rates and Shifts in
Macroeconomic Volatility ,
A growing amount of empirical research over the past five years provides evidence that
the relation between current nominal interest rates and future inflation is strongly country
and period dependent.' More precisely, Evans and Lewis (1995b) for instance provide
empirical evidence that real interest rates appear to be subject to persistent shocks, which
cloud the relation between nominal interest rates and inflation. They blame the apparent
nonstationarity of real interest rates to expected changes in inflation regimes that cause
peso-type problems in small samples. In a closely related study, Tzavalis and Wickens
(1996) use an ad hoc dummy to capture the change in monetary regime in the early
eighties. When included, this dummy restores the traditional one-to-one effect of expected
inflation to nominal interest rates in the United States.
Movements in real interest rates are at the heart of research in macroeconomics as well as
in finance and have been the subject of extensive study.* Macroeconomic explanations of
real interest rate changes generally focus on the role of economic state variables like budget
deficits, expected economic growth, favourable changes in business taxation, the price of
energy, monetary policy and inflation. In finance, asset pricing theory in a straightforward
way leads to the role of risk, which is often captured by the (conditional) covariance
of real returns and the market index or consumption. Here, we intend to blend these
' Similarly, attempts to predict future inflation changes using the slope of the term structure of nominal
interest rates yield disappointing results. See Fama (1984, 1990), Mishkin (1990a, 1990b), Jorion and
Mishkin (1991) and Koedijk and Kool (1995).
* See Bodie, Kane and MacDonald (1983), Wilcox (1983), Huizinga and Mishkin (1986), Barro and
Sala-I-Martin (1990) and Lucas (1990).
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two approaches, in accordance with Cochrane (1994), who points out the importance of
the relation between asset pricing and macroeconomic risk. Cochrane states: "Thus, the
central task of finance is to understand and measure what are the sources of aggregate or
macroeconomic risk that drive asset prices".
Empirically, modeling financial risk premiums requires the computation of some proxy for
conditional variances. With respect to computing conditional second moments no unique
and optimal choice exists. The last decade has witnessed a surge in the number of available
econometric techniques for estimating time-varying conditional variances. An important
element of this development is the discussion on the stationarity of the conditional vari-
ances and hence risk premiums. Recently, it has been suggested by Evans and Lewis
(1994) that permanent shocks to risk premiums are important and that risk premiums in
financial markets can be marginally nonstationary. For the empirical technique involved
in estimating risk premiums this implies that it should explicitly allow for the possibility
that conditional second moments have unit roots.
In this chapter we extend the existing literature along the following lines. First, we de-
velop a simple intertemporal consumption capital asset pricing model (CCAPM) to analyze
the dynamics between the short-term nominal interest rate, inflation and macroeconomic
volatility measures that proxy for financial risk. To this end, we formulate a CCAPM with
a nominal budget constraint and use shocks to money supply and economic activity as
macroeconomic state variables that drive real consumption growth. We do not a priori
constrain inflation to be incorporated one-for-one in nominal interest rates, but let the
data determine the strength of the link.
Second, we allow for time-varying and nonstationary conditional second moments as prox-
ies for risk premiums. For robustness, two independent statistical methods are used for
the computation of these volatility measures. On the one hand, a recursive Bayesian fore-
casting method - the multi state Kalman filter (MSKF) method, see Kool (1989) - is used.
On the other hand, we implement the multivariate stochastic volatility (MSV) model of
Harvey, Ruiz and Shephard (1994). To our knowledge, neither method has been applied
before in a CCAPM framework. Reassuringly, results obtained through these methods are
qualitatively similar. We find real short-term interest rates to be significantly related to
the conditional variance of money growth.
The chapter is organized as follows. In section 5.1 we formulate a simple consumption
based asset pricing model and extend it to account for macroeconomic state variables.
Section 5.2 contains a description of the data. In section 5.3 the MSKF method and
the MSV model are discussed and implemented. Section 5.4 relates nominal short-term
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interest rates to conditional variances of industrial production growth and money growth.
Section 5.5 contains the conclusions. ., ,
5.1 A Generalized Fisher Hypothesis
Consider a consumer maximizing expected utility over a period subject to a budget con-
straint: • • • ''• ""' •• "' •"" ' •••'" " ••"••••••-'" •''
f
1=1
where 0 is a discount factor, C< is consumption at time t and expectations are conditional
on information at time £. If the general price level of this economy is not fixed, the standard
Euler condition for the current price //f of a one-period discount bond is:
•• ' •• - ; E,[M,,,+,-p-#<] = 1, (5.2)
where M<,t+i = ^C/'(Ct+i)/C/'(C() is the marginal rate of substitution from time t to < + 1
and P, is the price level. The utility function is assumed to be of the class of constant
relative risk aversion (CRRA):^
where 7 is the coefficient of relative risk aversion (7 > 0).
From the definition of a one-period discount bond iff = e"" and the equilibrium condition
in equation (5.2) can now be rewritten as:
(^rbp-)], (5.4)
where r< is the one-period interest rate. An expansion of (5.4) in the second-order Taylor
series around the natural logarithms of consumption and prices then yields the following
approximation for r^ :*
r, = - ln(0) + 7E,[Act+i] + E,[w,+i] - -7*Var,[Ac<+i] - -Var,[7r<+i], -7Cov,[Ac<+i, TT,+,],
(5-5)
' Weil (1989) shows that the use of a more complicated utility function in which risk aversion and
intertemporal substitution are identified separately does not solve either the riskfree rate puzzle or the
equity premium puzzle.
* We neglect higher order terms in the approximation. Furthermore we use that E[ii+i - i | ]^ is
approximately equal to Var[z(+i] + higher order terms. See Lee (1995) and Pagan, Hall, and Martin
(1994) for related but slightly alternative approaches to this linearization.
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where TTf+i the inflation rate and Ac<+i, the consumption growth rate, are approximately
equal to ln(.Pt+i/.P|) and ln(C<+i/C(). When inflation is nonstochastic, the last two terms
are zero and equation (5.5) reduces to the standard Fisher parity. Then, the real interest
rate depends on expected consumption and the variance of consumption shocks.
However, previous studies, see for example Chen, Roll and Ross (1986) and Ferson (1990),
have shown that it is empirically difficult to find supporting evidence of the hypothesized
links between aggregate consumption and financial asset returns. Partly, this may be
due to measurement errors in consumption. An alternative and promising route is the
use of macroeconomic state variables as proxies for consumption, see also Chen (1991).
Commonly used state variables are industrial production, the term structure of interest
rates, the Treasury bill rate, the default spread, the dividend yield, consumption growth,
growth of the gross domestic product, money supply and inflation.
Recently, theoretical models have been developed to explicitly incorporate money in capital
asset pricing models. Examples are Stulz (1986), Labadie (1989), Marshall (1992), Lee
(1995) and Chan, Foresi, and Lang (1996). Most of these papers use some version of the
cash-in-advance constraint. In addition, Lee (1995), for example, imposes the equilibrium
conditions that consumption equals output and money growth equals inflation. Stulz
(1986) includes a monetary policy rule. The various models are non-unanimous about
the sign of the effect of monetary uncertainty on real interest rates. According to Lee
(1995), high monetary variability leads to lower real interest rates. Stulz (1986), however,
distinguishes a number of cases where the sign of the effect of monetary uncertainty on real
rates depends among other things on the correlation between monetary shocks and output
shocks. Mascaro and Meltzer (1983) study the relation from a macroeconomic perspective
using an extended IS/LM framework. In their analysis, increased monetary uncertainty
raises the precautionary demand for money and consequently increases the real interest
rate. Their empirical evidence supports the hypothesized positive relation.
In this chapter, we incorporate the potential impact of economic state variables in an
admittedly ad hoc and unrestricted way. We assume that both real consumption growth
and inflation are linear functions of 2 independent macroeconomic state variables, money
growth (Ami) and production growth (Azp<), plus a random noise term with.* Formally:
Ac, = Ao + AiAm,-(-AjAip,+ £rf, (5.6)
"•f = o^ + <$iAm, + ^Aip, + e*t, (5.7)
where £<* and e»t have constant variances <T£ and of^  respectively. Substitution of equations
* The hypothesized independence is confirmed in section 5.3 where we show that the correlation between
money shocks and output shocks is not significantly different from zero.
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(5.6) and (5.7) into equation (5.5) and assuming constant expected consumption growth
yields the following expression for the nominal interest rate:
r, = ao + E,[TT«+I] + QiVar«[Am,+i] + ajVar,[Atp,+i], (5.8)
where the a /s for » = (1,2) depend on the parameters 7, A; and £,-. The intercept c*o
depends on 0, a£ and <r^  and on the unconditional expectation of consumption growth.
According to equation (5.8), the nominal interest rate is a linear function of the expected
rate of inflation plus the variances of money and output growth. Due to the assumed
independence of real and monetary shocks, no covariance terms appear in this equation.
This relation may be interpreted as a generalization of the traditional Fisher hypothesis.
5.2 Data
The empirical analysis is based on monthly data for the United States for the period
January 1968 - July 1996 (343 observations). The data are all obtained from the Federal
Reserve Board. The nominal interest rate is the one-month Treasury bill rate at the last
Friday of the month. The macroeconomic variables that we consider are the consumer price
index (CPI), money stock (Ml) and total industrial production (IP). All macroeconomic
series are seasonally adjusted.
Panel A of table 5.1 provides summary statistics for the levels of the nominal interest
rate, the ex post real interest rate, the inflation rate, the growth rate of money and the
growth rate of production.® The average nominal interest rate over the sample period was
6.56% and the average inflation over this period was 5.35%. The growth rates of money
and industrial productivity are characterized by relatively high volatility over this period.
Furthermore, the unit root hypothesis cannot be rejected for the nominal interest rate,
inflation and the real interest rate. Money and output growth appear to be stationary
series.
Panel B of table 5.1 contains statistics for the first differences of all previous series. The dis-
tribution of all the variables is skewed and exhibits excess kurtosis. Finally, the hypothesis
of homoskedasticity is rejected for all the variables.
' The growth rate, z,, is defined as z, = ln(£,/Z,_i) x 1200.
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A: Levels
Mean
Standard Deviation
Minimum
Maximum
Dickey-Fuller(12)
B: First Differences
Mean
Standard Deviation
Minimum
Maximum
Skewness
Excess Kurtosis
Jarque Bera
Ljung-Box(12)
LM(ARCH(12))
r
6.56
2.62
2.59
16.21
-2.27
0.00
0.67
-5.99
3.09
-1.74
21.64
6847*
24.13*
42.40*
Summary
r — 7T
1.21
3.28
-12.71
12.92
•2.71
0.00
3.08
-20.73
15.84
-0.41
7.56
825*
28.60*
94.66*
Statistics
5.35
3.70
-6.58
21.52
-2.20
0.00
3.09
-16.20
21.52
0.48
8.50
1041*
27.37*
83.82*
Am
6.30
6.28
-17.39
30.02
-3.81*
-0.04
6.66
-31.43
20.76
-0.57
2.18
86*
62.70*
52.00*
Aip
2.63
9.71
-51.73
29.63
-4.87*
0.00
10.59
-33.07
50.43
0.44
1.79
57*
29.43*
53.19*
. - ' « - • • •
i • < - • ^
TVofes: r, r — T, JT, Am and Aip denote the nominal interest rate, the real °* ' '
interest rate, inflation, money growth and production growth respectively.
Units are percent per annum. The Dickey-Fuller statistic corrects for serial
correlation of order 12. Skewness is defined as ras/s', with 1713 the centred
third moment of the data and s the sample standard deviation. Kurtosis '
is defined as (m^/f'') — 3, with m^ the centred fourth moment of the data. . ••;
The Ljung-Box statistic is adjusted for heteroskedasticity. LM(ARCH(12))
denotes the LM test statistics for ARCH(12) effects. ' ( * ) denote rejection
at the 5% (1%) level.
5.3 Empirical Implementation
Our objective here is to empirically investigate the link between the nominal interest rate,
(expected) inflation and the conditional second moments of shocks to the proposed state
variables, money and output growth. This requires computation of the conditional second
moments of the innovations in the proposed state variables, money and output growth.
To this end, we primarily employ the MSKF method. To check for the robustness of the
results, the MSV method is implemented for comparison.
The MSKF method is a recursive Bayesian forecasting method that simultaneously gen-
erates a one period ahead forecast of the variable under consideration and an associated
forecast variance/ Due to the recursive character of the method, only currently avail-
able information is used for future forecasts. The MSKF method allows for changes in
* See Kool (1989) for a detailed exposition of the method and for empirical applications.
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the stochastic process of the forecasted variable using a time-varying mixture of a num-
ber of prespecified parallel models.® The overall MSKF forecast is a weighted average of
the individual forecasts of the parallel models, where the weights depend on the relative
success of each model in the recent past. A simple Bayesian learning procedure updates
the weights on the individual models. The overall forecast variance is a function of the
weighted average of the individual models' forecast variances and of the distance between
the individual models' forecasts. The latter part is a measure of parameter (model) un-
certainty. The overall forecast distribution, thus, is a mixture of the distribution of the
underlying parallel models.
Of course, no unique optimal choice exists for computing proxies of conditional second
moments. The last decade in particular has witnessed a surge in the number of available
econometric time series techniques for estimating and using time-varying conditional second
moments, due to their increased importance in empirical tests of modern asset pricing
theories.^
Mascaro and Meltzer (1983), Pindyck (1984) and Huizinga and Mishkin (1986) use a simple
specification where the conditional variance is equal to the weighted average of squared
innovations. A related class of models for conditional second moments is the family of
autoregressive conditional heteroskedasticity (ARCH) models, developed by Engle (1982)
and generalized (GARCH) by Bollerslev (1986)." Engle and Bollerslev (1986) introduce
the integrated GARCH (IGARCH) process. The IGARCH process is strictly stationary
but not covariance stationary. Furthermore, the IGARCH exhibits persistence of shocks,
i.e. a shock to the volatility remains forever. Alternatively, Pagan and Ullah (1988) suggest
nonparametric models. The use of these techniques in empirical applications so far has
been limited. Most recently, stochastic volatility models have been introduced, allowing for
permanent shifts in the volatility." To our knowledge this chapter is the first application
of stochastic volatility methods in a CCAPM for the short-term interest rate. Uhlig (1995)
introduces a combination of Bayesian vector autoregressions and ARCH models as a further
extension.
To evaluate the sensitivity of our results to the use of the MSKF method in computing
* This is related to Shephard (1994).
' Pagan (1984) and Pagan and Ullah (1988) analyze the difficulties associated with these proxies as
generated regressors in subsequent work.
'° See Bollerslev, Chou and Kroner (1992) for a survey of empirical studies in this vein. Lee (1995), uses
multivariate GARCH to estimate stationary conditional second moments of money and output growth in
a model similar to ours.
" See Jacquier, Poison, and Rossi (1994) (with comments) for a discussion of the relation between ARCH
and stochastic volatility models and of the appropriate way to estimate stochastic volatility models. They
point out that the quasi-maximum likelihood estimator has small sample problems.
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conditional second moments, we compute second moments for the money and output in-
novations using the MSV method proposed by Harvey, Ruiz and Shephard (1994) as an
alternative. The forecast errors for money and output generated by the MSKF method axe
used as inputs in the MSV method.
Section 5.3.1 provides a brief introduction and discussion of the MSKF method, while
section 5.3.2 contains a short description of the MSV method. Also an empirical comparison
of the second moments generated by the MSKF and MSV methods respectively is given.
5.3.1 The Multi State Kalman Filter
In the current application of the MSKF method we assume that money growth and indus-
trial production growth respectively can each be univariately predicted using the following
model:"
(5.9)
Observation equation (5.9) relates the dependent variable j/( to the time-varying state
variable /?< and a serially independent white noise term i>t with time-dependent variance
/»/Af. The state variable /3| is assumed to behave as random walk, so that its dynamics
may be described by the following discounted relation between the posterior distribution
for /?<|/( and the prior distribution /9(+i|/(, where | denotes conditioning on the information
set /(. Let the (normal) posterior distribution at time 2 be:
(A|/i)~W(4«,fft/A,), (5.10)
where 6t is the best estimate of /?t conditional on all information up to and including
period t and //</At the associated variance. Then, the prior distribution for period < + 1
conditional on /< is:
, ) , (5.11)
with:
/,) = / T * / M " J , (5.12)
where /I is a discount factor between one and zero. The closer 4^ is to zero, the larger is
the implied variance of /?."
" In its more general form the MSKF method allows for the linear incorporation of a vector of explana-
tory variables z,, see Kool (1989) and the appendix to this chapter. Due to the method's flexibility in
changing the weights of the different parallel models, the simple univariate model of equation (5.9) is able
to approximate the dynamics of a wide range of statistical processes.
" When the new observation yi arrives, the forecast is evaluated and the prior is updated in a Bayesian
manner to arrive at a new posterior. See the appendix for details of the Kalman filter recursions.
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The precision parameter A< is stochastic and is assumed to follow a Gamma-distribution,
which is updated through Bayesian procedures, analogous to state variable /?. The posterior
distribution of A, conditional on /< is: ' < s_ j
, . . , , . , (5.13)
while the corresponding prior for period < + 1 may be written as:
. . . . (5.14)
In equations (5.13) and (5.14) <*„ is an exogenously fixed discount factor for the variance
level, 5< is the weighted sum of past squared forecast errors and n« is the discounted number
of observations.*'*
To motivate the above model, note that it allows for both transitory and permanent shocks
to the forecasted variable. A discount factor /I close to one in combination with a large
variance /i in the noise term in the observation equation corresponds to the case of tran-
sitory noise that has no impact on /?, but only on j/<. A low variance /i and a discount
factor A close to zero, on the other hand, account for permanent shocks, affecting the state
variable /?.
If the mix of transitory and permanent shocks to t/< changes over time, optimal values
of /i and A change as well. The MSKF method uses a number (i = l,...,n) of parallel
forecasting models to account for this and to increase the method's flexibility to adjust to
changes in the stochastic process generating observations on j/<. The parallel models share
the functional form of equations (5.9) to (5.12), but differ with respect to the prespecified
values of the discount factor A'"' and the variance level M*'. Finally, the precision (variance)
factor, A( is assumed equal for all models.
The MSKF method's overall forecast for y<+i is a weighted average of the forecasts of
the n individual models. Similarly, the forecast variance, associated with this forecast,
is a weighted average of each model's forecast variance plus a component that takes into
account the differences in forecasts among the models. This latter part is a measure of
model uncertainty. The weights vary over time and depend on the relative performance
of each of the individual models in forecasting y. They may be thought of as the prior
probabilities on each of the n models and are updated over time using a Bayesian learning
'* Note that /3 and A have a joint conjugate Normal-Gamma distribution. Their priors and posteriors are
simultaneously updated through Kalman filter recursions. Uhlig (1995) uses a related Bayesian approach
and models the precision parameter with a Beta distribution.
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mechanism. It can be shown that the overall forecast for j/t+i is: -Ur ••>•..'*
. • ^ • • • , - j • • . ' • • - ^ ^ . v . . , , . ^ ^ . , • . ; , . ; . , , , i :
- _ v^ v^ J0_(i) ,-.(0 _ V^ „
1=1 >=i i=i
while the overall forecast variance is:
where y,+i and VJ+f are the individual forecasts and forecast variances, p, represents
the posterior probability on model i being valid in period i, and TTJ+J represents the prior
probability that model j will hold in period < + 1. Together the p; ' ' and irj+i determine
the weights in the forecast and variance equations. The unconditional forecast y<+i follows
a (mixture of) Student-* distributions (see also equation (5.48) in the appendix). ,:,.
It is the forecast variance from equation (5.16) that we will use in our analysis of the relation
between nominal interest rates, inflation and risk. It should be borne in mind that nothing
in the MSKF method prevents the variance from being nonstationary. In this sense, the
resulting second moments may potentially account for the apparent nonstationarity of risk
premiums and real interest rates, (see Evans and Lewis (1994)).
In the current application, four parallel models are used. The first model assumes shocks
to be dominantly transitory (high /i, high ,4), while the second model preconditions shocks
to be mostly permanent (low /i, low A). The remaining two models are outlier models,
each corresponding to one of the first two models. The outlier models are used only when
a tracking signal indicates significant deterioration of the forecast performance.'* ,, .
5.3.2 Conditional Second Moments
An alternative multivariate volatility specification has recently been provided by Harvey,
Ruiz and Shephard (1994). Let »?, be a 2 x 1 vector of observable disturbances of money
growth and output growth:'*
]*, » = 1,2 t = l , . . . , T •"' (5.17)
'* Initially, models 1 and 2 have equal prior probability. The discount factor v4 for benchmark model 1
is 0.99, while variance factor A is 1 and 0.1 for models 1 and 2 respectively. The discount factor for the
variance is 0.975. Outlier models 3 and 4 are assumed to have a variance 16 times as large as models 1 and
2. We have performed a sensitivity analysis for different initializations of the filter. Overall the outcomes
are robust for different initializations of the filter. These results are available on request. '
"" In this application these are the forecast errors of the MSKF.
SHIFTS IN MACROECONOMIC VOLATILITY 81
TABLE 5.2: Multivariate Stochastic Volatility Model
<7m
0.12
(2.63)
M>ie: The ]
are given in
0.10
(1.86)
heteroskedasticity
i parentheses.
0.88
(5.81)
consistent lvalues of the
0.01
(0.16)
coefficients
where e,t is multivariate normally distributed with mean zero and covariance matrix:
E«= 7 , ,*•':.• (5.18)
The variances, ft^, are assumed to be generated by an AR(1) process:
Ait = woi + wi,7i,(_i + 1/,-j, (5.19)
where i/« is multivariate normally distributed with mean zero and covariance matrix:
E , =
where trjj, and a* denote the variance of shocks to the volatility of money growth and
output growth respectively. Squaring equation (5.17) and taking logarithms gives:
Info?,) = *rt + hi(e?,) =-1-27 + A « + &t, (5.21)
Harvey, Ruiz and Shephard (1994) show that E[V$] = T*/2, and the disturbances ?/>;< and
i/,( are uncorrelated. quasi-maximum likelihood (QML) estimates of the parameters am,
a,,, />„, p(, woi and w^ can now be obtained by means of the Kalman filter, where (5.21) is
the observation equation and (5.19) is the measurement equation. Unreported results show
that we cannot reject the restrictions that U>CK=0 and u>i;=l in equation (5.19). Therefore,
we explicitly impose these restrictions. The estimation results of the restricted model of
equations (5.17)-(5.21) are reported in table 5.2.
From the table we conclude that shocks to money and output are approximately uncorre-
lated, as reflected in the small and insignificant value of p^. On the other hand, the table
shows a significant and positive correlation coefficient p,,. This implies that news to the
volatility of industrial production and money growth is strongly related, which may be due
to an underlying common factor to their volatilities. For illustrative purposes, figure 5.1
contains the estimated conditional variance series for money growth based on the two dif-
ferent volatility models. The figure shows that the variance series which are obtained by
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FIGURE 5.1: Conditional Variance of Money Growth
two different methods behave very similar over time. We conclude that results are quite
insensitive to the choice of method. In the remainder we focus on the MSKF volatility
estimates.'^
5.4 Shifts in Macroeconomic Volatility
In this section we empirically analyze the generalized Fisher equation equation (5.8) from
section 5.1:
r, = ao + E,[5T,+i] + QiVar,[Am,+,] + ajVar,[A»p(+i]. (5.22)
According to this equation the nominal interest rate is a linear function of the second
moments of money and output growth. The Dickey-Fuller statistics for the variances of
inflation, money growth and production growth, computed with the MSKF, are -4,46, -
1.77 and -2.85 respectively and the null hypothesis of a unit root is only rejected for the
'* Results using the conditional second moments generated with the stochastic volatility methodology
are very similar and are available upon request.
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TABLE 5.3: Principal Components Analysis
Principal Component
%Variance 92 8 0 0
TVoies: Principal Component denotes the n-th principal component
and %variance is the percentage of the variance explained by the
n-th principal component.
variance of the inflation series.'*
Since nonstationarity cannot be rejected for the other series, special care has to be taken
to reduce the possibility of making errors in inference. To test for a relationship between
the nominal interest rate, the expected inflation and the two conditional variances, we
first determine the number of principal components. The results are reported in table 5.3.
The first principal component is found to capture 92% of all movements. With respect to
the conditional second moments, this implies the danger of multicollinearity when the two
volatility term are jointly incorporated in a regression analysis.
As a second step, we formally test whether there is a cointegrating relationship between
the nominal interest rate, inflation and the two conditional variances. We replace expected
inflation with the lagged realized inflation and therefore consider the following regression
model:
r< = Qo + aiVar<[Am(+i] + ajVarJAipf+i] + 03^1 + u,, (5.23)
where Vart[Am«+i] and Vari[Aipi+i] are the conditional variances of money growth and
real production growth respectively. In order to test for cointegration, we perform the
Johansen test. Consider the following linear system:
/fc-i
Az, = Do + XI AAzt-, + «z<-* + c,, (5.24)
1 = 1
where 2 is a vector of 7(1) time series and fc gives the number of lags. A test for the null
hypothesis that there are r cointegrating vectors can be based on the maximum likelihood
approach of Johansen (1988). The Johansen cointegration test is a test for the hypothesis
that 5 has less than full rank. In order to determine whether this is the case, Johansen
proposes two test-statistics, which are the trace statistic (TRACE) and the maximal-
eigenvalue statistic (MEV). We determine the order of the system by means of the Wald
statistic.
The results of the Johansen test for equation (5.23) indicate that it impossible to discrim-
inate between one and two cointegrating vectors. A cointegration analysis of this equation
'* We refer to Pagan (1996) for a discussion of the issue of co-persistence of variances.
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..;.. TABLE 5.4: Cointegration Test
/ = 0
/ = 1
/ = 2
MEV
59.57
10.27
5.20
M><e5: /, MEV and
vectors, the
respectively.
ses.
MEV(5%)
(17.89)
(11.44)
(3.84)
TRACE denote
trace statistics and the
Critical values at the 5'
TRACE
75.15
12.58
5.31
the number
TRACE(5%)
(24.31)
(12.53)
(3.84)
' of cointegrating
maximal-eigenvalue statistics
% level are given in parenthe-
without the variance of money suggests that no cointegrating vector exists. On the other
hand, exclusion of the variance of output instead of the variance of money results in ex-
actly one cointegrating vector." The result is robust for different lag lengths. Table 5.4
contains the maximal-eigenvalue statistic and the trace statistics for the nominal interest
rate, inflation and the variance of money growth. .
The normalized cointegration model is: -0.90r< = 7r, + 0.07Vart[Am]. According to the
value of the likelihood ratio test (LR), we are unable to reject the hypothesis that the
cointegrating vector is (-1, 1, 0.07).™ Our results imply that the nominal interest rate
varies one-for-one with monthly inflation once the effect of monetary uncertainty is taken
into account. The real interest rate is positively related to the conditional variance of
money growth. Our evidence is consistent with Mascaro and Meltzer (1983) who also find
this positive relation and with Tzavalis and Wickens (1996). The ad hoc dummy in their
approach has a roughly similar pattern as our conditional variance estimates and possibly
captures the effects of monetary uncertainty.
In figure 5.2 we have graphed the nominal interest rate, the inflation rate and the combined
effect of inflation plus monetary volatility. It follows from figure 5.2, that our model is able
to adequately track the interest rate time path through the combined effect of inflation
and monetary volatility. The model provides an alternative explanation for the relatively
high nominal and real interest rates in the early eighties. We suggest that the persistent
increase in monetary uncertainty in that period contributed to the high real rates even
when inflation was decreasing rapidly. Note that Lucas (1990) attributes the high real
rate in that period to misperceptions about expected inflation. Evans and Lewis (1995b)
also point to the impact of expected regime changes in the inflationary process. To the
extent that learning is part of their explanation, monetary uncertainty and the potential
" The hypothesis that the variances of money growth and output growth are cointegrated is only
marginally rejected in the general analysis. In a bilateral test, cointegration is not rejected. Again, the
results suggest that these variables capture similar effects.
'° The value of the LR statistic is 1.05 and the p-value is 0.60.
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of inflationary regime changes may be seen as two sides of the same coin. Evans and Lewis
(1994) emphasize the potential effects of nonstationary risk premiums, which is closer to
our result.
The track record of our model only appears to break down temporarily in the beginning
of the nineties. Between 1992 and 1994 the nominal interest rate drops below the total
effect of inflation plus monetary uncertainty. Consequently, figure 5.2 suggests that the
real question with respect to nominal interest rates is not so much why they were high
in the eighties but why are they so low in the early nineties. After 1994, the good model
performance is restored.
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5.5 Conclusions
A growing amount of empirical research indicates that the relation between current and
nominal interest rates and future inflation is strongly country and period dependent. We
argue in this chapter that it is important to incorporate a proper risk premium.
The starting point of our analysis of the short-term interest rate is an intertemporal con-
sumption capital asset pricing model. We derive a generalized Fisher equation in which
the nominal interest rate is a function of inflation and the conditional second moments
of money and production growth. The conditional second moments have been computed
along two independent routes to check for robustness, on the one hand, a recursive Bayesian
forecasting method - the multi state Kalman filter (MSKF) - and on the other, the so-called
multivariate stochastic volatility (MSV) model. Both methods allow for (marginally) non-
stationary second moments. The MSKF method and the MSV models produce very similar
results.
Since both dependent and independent variables are potentially nonstationary, we first
used principal components and subsequently cointegration methodology in the analysis.
In the principal components analysis we find that the first principal component captures
92% of all movements, which suggests a common trend. Using the Johansen (1988) test
for cointegration we find that the nominal interest rate, the inflation and the conditional
volatility of money growth are cointegrated. The results in this chapter suggest that the
common rejection of the Fisher hypothesis in the literature could at least partly be due to a
misspecification bias. Incorporating macroeconomic monetary uncertainty by means of the
conditional variance of money growth into the Fisher equation is important. Moreover, it is
relevant that the econometric techniques used to estimate the conditional second moments
allow for the possibility of permanent shocks to the risk premium and hence for a potential
unit root in second moments.
Whether our proxy of macroeconomic risk is equally successful in explaining movements in
other asset prices than the nominal interest rate is left for future research. Evidence by Lee
(1996) is suggestive of the potential role of macroeconomic uncertainty in asset pricing. He
reports significant effect of both the variance of money and the variance of output growth
on term structure spreads.
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Appendix 5: The Multi State Kalman Filter
The MSKF method is implemented with n parallel normal discount Bayesian models
(Af('',i = 1, . . . ,n). The parallel models for our application are described in footnote 15.
The differences between the models arise from the diagonal matrix with discount factor
A''' and variance of the measurement equation VJ'j. The variance Vj is parameterized as
fc| /A. The information set /( contains all past observations of y<. • . . . . ,
Assume the following conditional distribution of
yt+i|/«~./V(A*.,A/A«+i), (5.25)
while ()9c, A«) have a conjugate normal-Gamma distribution:
(A,|/,,M<'»)~r(S,/2,n,/2), (5.26)
(A|/,, M<'>A,) ~JV(6<'\ #<'>/*<)• (5-27)
Conditional on model i prevailing in period < and model j in period < +1 , the corresponding
prior distributions for Af+]|t and /?t+i|t are:
(A«+,|/,, M<'\ M<i\) ~ r(a.S«/2,a.n,/2), (5.28)
(A+,|/,,J»f«W,AfW ,A«+,) ~ JV(G6<*U<^>A), (5-29)
where Q« is an exogenous, model independent discount parameter and:
M tai, (5.30)
with G a transition matrix (here G=l). Using observation t/t+i, the combined posterior dis-
tribution of y<+i, /3<+i and A(+i may be obtained for each combination A/, and M,\J.j by the
distributional products of equation (5.25), (5.28) and (5.29). The posterior distributions
of /?f+i and A(+i are then:
^ (5.31)
(5-32)
with:
(5-34)
(5-35)
•.• . • •..-.- > C 7 i o p < e r 5
>(eSx)', «^ (5.36)
+ 1, (5.37)
i+iG&^. ' " (5.38)
Equations (5.26)-(5.27) and (5.31)-(5.32) are posterior distributions of (/?, A) at time i and
t + 1 respectively. Equations (5.31)-(5.32) however depend on M< and M,+i instead of
Af,'+>, alone. To reduce equations (5.31)-(5.32) to the form (5.26)-(5.27), a condensation
procedure is used. Note that the posterior probability, P, on (M, ,Mj|i) for some (i,j)
equals:
= ^ W J W | Y i ) = — — , (5.39)
)
which is the product of the likelihood function, the prior probability on model j obtaining
next period and the posterior probability on model i being correct this period. The division
by P(j/(+i|/() only serves as a normalization constant to assure that the sum of all ( '^••'''s
adds to unity. Then apply:
&U E&\ "'•• (5-40)
.=i Pi+i
^+. = E 1^[^^' + ($? - *li\)(^ " #)']• (5-42)
i=i Pi+i
A similar condensation procedure for A has been used in the following way:
From the previous presentation we see that the posterior distribution for (/J(+i, A|+i) is
obtained, allowing for an ongoing repetition of recursions.
The ultimate goals of implementing the MSKF method are to track the time path of the
aggregate parameter vector as well as possible, to estimate the uncertainty surrounding
the parameter estimates and to generate aggregate forecasts of future realizations of the
dependent variable with corresponding forecast variance estimates. The unconditional
distributions for both the parameter vector /? and the one step ahead forecast take the
following form:
^ M , ' ' » ) . (5.44)
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Again, a condensation procedure replaces the weighted sum on the right hand side of
this equation by a single approximate Student-t distribution with mean 6< and covariance
matrix 5<, where:
&. = £ P W , (5-45)
(5.46)
A = n»/S,. (5.47)
Similarly the unconditional one period ahead forecast of the dependent variable may be
represented by the following weighted average (mixture) of (conditional) Student-* distri-
butions:
i M ' M « , ^ . ) , (5-48)
with unconditional mean y«+i and variance Vi+i equal to:
where J/,^.J and VJ+i are the mean and the variance of the individual conditional distrib-
utions equal to:
<? tf\ (5-51)
(5.52)
and 7r,^ .j the prior probability of model j prevailing at time <. Finally, the following
equations capture the dynamics of the prior probabilities:
pF» = £#•> . (5.54)
•=i
The parameter V" regulates the inertia in the updating procedure; V" ~* °° implies fixed
priors, whereas V> = 0 implies that priors totaly reflect the most recent experience. This
allows for a feedback from the data to the prior probabilities. In the current application,
V" is chosen equal to one. This implies equal weight on the previous prior and the new
information.
V; ",*;,•-, '.-.il/v-I A d ^ t
Chapter 6
An Empirical Investigation of the
Domestic Pricing Error in an
Integrated World
The issue of domestic versus international asset pricing has important implications for
financial decisions. In a segmented world, the domestic capital asset pricing model (CAPM)
may be appropriately used to estimate a firm's beta and corresponding cost of capital.
In a financially integrated world, however, the international capital asset pricing model
(ICAPM) that estimates a firm's beta relative to the global market portfolio should be
used as a basis for pricing, which implies that investment projects of equal risk in different
countries should have the same cost of capital when expressed in a common currency.
Since the mid-1970s capital markets have become increasingly integrated internationally.
Most empirical research that focuses on the cross-section of security returns across countries
finds evidence in favor of international integration and fails to reject the ICAPM.' This
suggests that the expected return on assets may now be determined primarily on world
capital markets. Thus, the cost of capital for firms should be estimated using a regression
suggested by the ICAPM rather than the CAPM. However, tests of the ICAPM based
on portfolio composition data tend to reject the model and report a structural home-bias.
That is, domestic residents invest a larger proportion of their wealth in domestic assets
' Examples are Cho, Eun and Senbet (1986), Wheatley (1988), Korajczyk and Viallet (1989), Gultekin,
Gultekin and Penati (1989), Cumby (1990), Harvey (1991), Bekaert and Hodrick (1992), Campbell and
Hamao (1992), Heston, Rouwenhorst and Wessels (1995) and Dumas and Solnik (1995). As an exception,
Jorion and Schwartz (1985) reject international integration.
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than predicted by the model, see Lewis (1995) for an overview of this literature.
We start from the hypothesis that international capital markets are easily accessible and
assume that the ICAPM rather than the CAPM holds. This does not necessarily imply
that the CAPM provides the wrong cost of capital, however. The two asset pricing models
give the same cost of capital if the local stock market portfolio contains all the information
that is relevant to price assets internationally. We explicitly investigate the magnitude and
significance of the pricing error that results from the use of the CAPM rather than the
ICAPM.
Our approach generalizes Stulz (1995b), who assumes that purchasing power parity (PPP)
deviations are not important enough to influence expected returns. However, Dumas and
Solnik (1995) show that currency risk affects expected stock returns. Since substantial
deviations from PPP occur at a monthly horizon (Abuaf and Jorion (1990), Frankel and
Rose (1995) and chapter 3), we explicitly allow for PPP deviations and formally test the
hypothesis that the local market portfolio contains all the information that is relevant to
price domestic assets. We show that a test for the significance of the pricing error made
when using the wrong pricing model can be interpreted as a test of orthogonality between
diversifiable domestic risk and a set of global instruments. These global instruments are
the return on the global market portfolio and foreign currency changes. An important
advantage of our approach is that the test results are invariant to the choice of the numeraire
currency.
In contrast with most other studies that test the CAPM versus the ICAPM, we use data on
almost 3,000 individual stocks from ten different countries.^ Results are obtained through
Hansen's (1982) generalized method of moments (GMM). We are unable to reject the
hypothesis that the local market contains all pricing information. A firm's cost of capital
as measured by the local CAPM is generally insignificantly different from its cost of capital
as measured by the ICAPM.
The chapter is organized as follows. In section 6.1 we develop an international CAPM,
starting from the. Adler and Dumas (1983) model. In section 6.2 we focus on the differ-
ence between domestic and international asset pricing and derive testable expressions. In
section 6.3 the data are described, while the empirical results are presented and discussed
in section 6.4. Conclusions are in section 6.5.
* Harvey (1991), Ferson and Harvey (1993) and Dumas and Solnik (1995).
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6.1 International Asset Pricing ,= .
The issue whether PPP holds is an important ingredient of the ICAPM. Only if PPP
exactly holds the CAPM can easily be extended to an international framework. Adler and
Dumas (1983) (AD) develop a general model, which takes into account the impact of PPP
deviations. In this model, the expected return on asset t depends both on its risk relative
to the global market portfolio and on its real exchange rate risk.^
AD assume a world with JV +1 countries, where the following equilibrium condition holds:*
£ »»]. (6.1)
1=0
The nominal return of asset t expressed in numeraire currency 0 is denoted H^ o- The
nominal return on the riskfree asset in country / in local currency (/ = 0,..., iV) is denoted rj.
The nominal return on the global market portfolio is defined as .RGO = H(Io ">' £ ^ 1 ^t/^io,
where TV is the number of countries, to; is the weight of country / in the world portfolio, Af
is the number of stocks and 1,7 is the weight of stock t in the portfolio hold by residents of
country /. Finally, the inflation rate in country / expressed in the numeraire currency 0 is
7T/o = 5io + T;, where 5;o is the exchange rate change in currency / in terms of currency 0
and 7T/ is the inflation rate in country / in local currency. The AD model contains TV+ 2 risk
premiums. The first risk premium is associated with the global market portfolio and equals
the wealth-weighted harmonic mean of the risk aversion parameters of the investors, 0j, in
the different countries, that is # = (S/lo'^'i)/(IZ(=o"''/^')- The remaining TV + 1 premiums
are defined 771 = 0(1/0| — l)(u>j/ Dflo *"/) *°d *™ related to the inflation risk in each country.
To derive the beta-pricing version of the model, equation (6.1) is applied to a set of basic
assets that serve as instruments. All other assets are then priced relative to the basic
assets. The resulting equilibrium relations do not contain unobservable variables like risk
aversion parameters. The first instrument is the global market portfolio. Application of
equation (6.1) to the return .RGO yields:
*»]• (6.2)
1=0
Next we apply equation (6.1) to the expected returns (expressed in currency 0) on the W
foreign assets that are riskfree in their local currency. This gives a set of TV exchange rate
•* Differences between the international models of Solnik (1974, 1983), Grauer, Litzenberger and Stehle
(1976), Sercu (1980), Stulz (1981) and Adler and Dumas mainly arise from different assumptions with
respect to nominal exchange rates and inflation differentials.
* See also Dumas (1994) and Stulz (1995a) for an overview of the literature on international asset
pricing. Our notation also follows Dumas' (1994) exposition.
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risk premiums: >i , - . ' . ' . - ' "T- ' i
E[r* + S*o] = r* + E[Sw] = ro + 0Cov[S«,, flco] + £wCov[S,o, ir«,]. (6.3)
/=o
The final asset that is required to derive the beta-pricing model could be an instrument for
the numeraire country inflation risk 7To. However, we use the assumption that only inflation
differentials, 7T/ — 7i"o, are stochastic and that one of the inflation rates (or the level of world
inflation) is nonstochastic. This reduces the number of covariance terms with inflation by
one. Choosing the domestic inflation rate as the nonstochastic element one obtains:*
53 7/,Cov[i?co, T;O] = 53 VICOV[7?GO, TT, - To + Sio + TO] = 53 »//Cov[i*Go, Qio], (6.4)
where Qio = Sio + T; — To is the real exchange rate return of / against numeraire currency
0, and where we have used the property that Cov(i?coi Qoo) = Cov[i?co, 1] = 0 and the
assumption that COV[.RGO, To] = 0. Similar relations hold for all other assets. Since TQ is
nonstochastic, the preference parameter r/o drops out. In order to solve for the preference
parameters, 0 and 771 for / = 1,..., iV we introduce matrix notation. Let:
: (TV x 1) vector with elements E[5;o + n — TQ] / = 1, ...,TV,
• (-/V x 1) vector with elements COV[5;O,/?GO] / = 1,..., JV,
U>QG : (TV x 1) vector with elements Cov[<5io,/?GO] ' = 1,..-, A^ ,
J?scj : (n x n) matrix with elements Cov[Sto,Q10] /,A; = 1,...,7V.
where j> is a vector that contains the expected deviations from uncovered interest parity
(UIP). Equations (6.2) and (6.3) can now be rewritten in matrix notation as:
(65)
where 7/ = (iji, ...,T/JV)'. Solving for 0 and r/ gives:
Substituting equation (6.6) in the equilibrium in equation (6.1) we obtain:
As can be easily verified, the nonstochastic inflation rate has no impact on the final model.
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where £, = E[i?io - n>], W,G = Cov(.ft,o, ifco) and w,g = Cov(#,o,Q<o) for (/ = 1,..., TV).
The pricing equation can be written equivalently as: . . . ,•
N • • •
. E[/fco] = ro + ftoE[flco - ro] + X) <*.oE[S,o + n - ro). (6.8)
According to equation (6.8), each asset is priced with respect to the global market return
and bilateral UIP deviations. The coefficients /9,o and <5,o depend on covariances with the
real exchange rate changes and can be found from equation (6.10):
I = ( W.-O wfo j . (6.9)
These coefficients can, therefore, be obtained from an instrumental variables regression,
where the instruments are a constant, the excess return on the global market portfolio,
— »"o, and the real exchange rate returns Q/o for (/ = 1,..., JV).
Following Solnik (1974) and Sercu (1980), we assume that nominal exchange rate returns
are uncorrelated with inflation differentials.® Then, the instruments are the global market
portfolio and the vector of TV nominal exchange rate changes:
N
ifco = <*i + Aofloo + £ «»Sio + e». (6.10)
Note that the global market beta /?;o> that results from this multivariate regression, is
invariant to the choice of the numeraire currency (see Appendix A). Sercu (1980) uses an
alternative but equivalent approach to obtain a similar model/ First, he estimates the
following hedge regressions:
and then uses the residuals of both regressions to compute /?,o according to the following
equation:
^ COV[AO,-BGQ1
Var[/ko]
An often-used simplification in empirical applications of ICAPMs is that UIP holds on
unconditionally.* Then, E[5/o + n — ro] equals zero and equation (6.8) reduces to:
- ro). (6.13)
* Mussa (1986) reports this phenomenon as a stylized fact for all floating exchange rates. We do not
take into account a long run relation between exchange rates and inflation differentials.
* This equivalence of the two approaches follows from the partial regression identity. Exchange rates
drop out entirely if they are uncorrelated with the return on the global market portfolio.
* See for instance Wheatley (1988), Harvey (1991) and Stulz (1995b).
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Nevertheless, a correct estimate of /?,o still requires use of equation (6.10) with the nominal
exchange rates as additional instruments. Only if PPP is assumed to hold as well, these
instruments may be discarded, see the Grauer, Litzenberger and Stehle (1976) model.
6.2 International versus Doniestic Pricing
6.2.1 Methodology
Stulz (1995b) investigates the issue of the pricing error between the domestic CAPM and
the ICAPM under relative PPP. Here, we generalize his analysis in the absence of PPP.
The firm's cost of capital then depends both on a firm's market risk and its currency
risk. In the previous section, we assumed that international capital markets are integrated
internationally and computed the global market beta. Under segmentation, on the other
hand, a standard local market beta can be obtained through estimation of the following
equilibrium condition:
& - ro], (6.14)
where $io measures beta risk with respect to the local market return i?io. To compare the
domestic CAPM and the ICAPM we replace the expected return on the domestic market
by its equilibrium return under the ICAPM in equation (6.8):
E[/?LO] = ro + &oE[/fco - ro] + fop, (6-15)
where fo and £ are defined in equations (6.9) and (6.5). Substituting this required return
in equation (6.14) gives:
E[fl,o] = ro + #O(0ME[/IGO - ro] + foP). (6.16)
We now define the pricing error of the CAPM as Efifco] — E[iZjo]- From expressions (6.8)
and (6.16) it follows that the pricing error is zero if: . ; i i ,
*io = Aofo- ' .••'.'"' (6.18)
Under these conditions the expected return according to the domestic model is equal to
the expected return according to the international model. . i
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6.2.2 Test Approach , ...';,•,
In this chapter we empirically investigate for a wide range of stocks the pricing error
made when using the CAPM rather than the ICAPM by testing the set of restrictions in
equations (6.17) and (6.18). Consider the following framework.
Let /2,o be the (T x 1) vector of time series observations on the return of some asset t
expressed in currency 0. Let ifo> be the (T x 1) vector of time series observations on the
return of the domestic portfolio of country 0. Let /too be the ( T x 1) vector containing
observations on the global market return and let So be the (T x JV) matrix containing
the observations on the nominal exchange rate returns with elements 5/o for / = 1,..../V,
also expressed in currency 0.* The ICAPM now includes nominal exchange rate changes.
Let Go = [flco, So] be the (T x (JV + 1)) matrix containing the observations on the global
market return and the iV nominal exchange rate returns all expressed in currency 0. All
observations are in deviations of their sample mean. Consider the following regressions:
e*. (6.19)
J?LO = Goco + «o, (6.20)
#,o = Go<f,: + v,-. (6.21)
Under the maintained hypothesis that the formulated ICAPM holds, Go will be orthogonal
to both Uo and i>,. Equations (6.20) and (6.21) are just-identified and Co and rf, can be
estimated by OLS. An advantage of the multicurrency approach is that the global market
betas are independent from the choice of the numeraire currency.'"
To test the hypothesis that the pricing error is zero, we need to consider the expression
(f, - Co6,, which may be written as:
(6.22)
where M = ( 7 - /?to(i?'^,ilw)~'i?o). Because (G[,Go)~' is positive definite, the difference
between the direct and the indirect parameter estimates is zero if and only if GQM/£O =
Goe. = 0.
' We do not take into account the long run relation between exchange rates and inflation differentials.In
our empirical application we assume that for the monthly horizon, inflation differentials are uncorrelated
with nominal returns.
'" It can be shown that the value-weighted sum of the ICAPM betas equals unity. Some studies that
use global beta estimates find that global betas for individual stocks are systematically lower than local
betas. Examples are Stulz (1995b) and Reilly and Athkar (1995). These results are related to the choice
of the numeraire currency when no additional currencies are included in the analysis.
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Thus, a test for the pricing error to be zero is equivalent to a test of orthogonality between
Go and e<. If this restriction holds, the risk that is diversifiable domestically is orthog-
onal to the global instruments. Consequently, the domestic market portfolio contains all
the information that is relevant to price assets. If not, diversifiable domestic risk is not
diversifiable internationally. While the CAPM ignores diversifiable domestic risk for an
individual asset that is not diversifiable internationally, because these risks are orthogonal
to the domestic market portfolio, the ICAPM will require a risk premium. In that case,
the CAPM leads to a different cost of capital than the ICAPM."
To formally test for the orthogonality between diversifiable domestic risk and the global
instruments, we use Hansen's (1982) GMM method.'* We estimate the local market beta
6^  in equation (6.19) and impose orthogonality of Go and e;. This model is overidentified,
in that the number of orthogonality conditions (moment conditions) exceeds the number of
parameters to be estimated. The parameter estimates are chosen to make the orthogonality
conditions as close to zero as possible by minimizing an objective function of the form
<7'W<7, where </ is a vector that contains the orthogonality conditions, G^e;, and W is a
weighting matrix.
Under the null hypothesis that the local market contains all relevant pricing information
Hansen's (1982) test statistic, which is the minimized value of the objective function, is
distributed x* with degrees of freedom equal to the number of overidentifying restrictions.
In this application with ten countries, we have ten degrees of freedom, reflecting the number
of international instruments: the global market portfolio and nine currencies.
The test statistic depends on the choice of the weighting matrix. Hansen (1982) proposes
to use the inverse of the asymptotic variance matrix of the moment conditions. We use an
alternative specification of this variance matrix proposed by Andrews (1991) that allows
for heteroskedastic and serially dependent regression residuals of unknown form.'"'
Appendix B contains an analytic expression for the GMM estimator and a more detailed
" It must be noted that the local market as a whole is priced correctly by the ICAPM and that the local
market risk premium reflects the internationally undiversifiable risks of that portfolio. By construction the
market weighted average pricing error is equal to zero. This means that for an individual firm the CAPM
and the ICAPM might give different cost of capital but on average domestic pricing provides the correct
cost of capital.
'* Alternatively, this test can be interpreted as a test of a firm's exposure to international risk. This
interpretation is related to Jorion (1990) who measures currency exposure as the coefficient of the exchange
rate change that is obtained from a regression of a firm's return on the rate of change on a trade-weighted
exchange rate and the local market index.
'•* Engle and Mustafa (1992) report highly significant test statistics for conditional heteroskedasticity
for individual stock returns. Lo and MacKinlay (1990) provide evidence of serial dependence in individual
stock returns.
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description of the weighting matrix. It also shows that the test statistic is invariant to the
choice of the numeraire currency. Before we present the test results, we will first turn to
the data. \ ,
6.3 Data
6.3.1 Sources
This study uses monthly data for ten countries: Australia, Canada, Prance, Germany,
Italy, Japan, the Netherlands, Switzerland, United Kingdom and the United States. Nom-
inal exchange rates for all countries are taken from the International Financial Statistics
(IFS) tape (line ae). Short-term interest rates are Eurocurrency rates except for Austria
where we use the Treasury bill rate. In the empirical application we focus on the pe-
riod 1980:01-1995:06. Stulz (1995b) argues that for this sample period markets are fairly
well integrated." The market weighted local equity indices and the market-weighted world
market index are from Morgan Stanley Capital International (MSCI). Table 6.1 shows that
the ten countries together account for approximately 92% of the MSCI market-weighted
world index in July 1994. Furthermore, Australia, Canada, France, Germany, Italy, the
Netherlands and Switzerland each are less than 4% of the MSCI market-weighted world
index. The United States takes approximately 35.6% of the index.
The data on individual stocks in this study are obtained from Datastream. We have
downloaded stock prices, dividend yields and dividends of firms that are included in the
Datastream equity lists. These lists contain firms that are currently listed as well as
firms that were delisted during the period due to mergers or bankruptcies. If monthly
dividends are unavailable we use annual dividend yields to calculate total returns. The
annual dividend is uniformly distributed across the months. If neither dividend data nor
dividend yields are available, the stock is excluded from the sample."
We also exclude stocks that are denominated in a currency different from the local currency
of the country where they are listed. Furthermore, the data are filtered for data errors;
'* Unreported results for two subperiods, that exclude the October 1987 crash 1980:01-1987:9 and
1987:11-1995:06 that exclude the October 1987 crash, are available from the authors. The subperiod
results only lead to marginally different conclusions. Because of more limited capital mobility, we do not
take observations prior to 1980 into consideration.
" These are stocks with average annual returns larger than 200%, and stocks that only have a limited
amount of price changes.
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TABLE 6.1: Composition of MSCI Indices ' ' '"
Country
Australia
Canada
France
Germany
Italy
Japan
Netherlands
Switzerland
United Kingdom
United States
Total
Weight in MSCI
World Index
2.3
2.2
3.7
3.8
1.4
28.7
2.1
2.7
9.4
35.6
92.1
= >:.-. '
Source: Morgan Stanley Capital International
Perspective Third Quarter 1994.
M>re: Composition of the MSCI index on July 29,
1994.
stocks with outlier observations are excluded from the sample.^ For the US and UK the
number of firms included in the equity lists is very large. For these two countries we have
randomly drawn a sample from the equity lists. • . - • . - • • . , .
Table 6.2 shows for every country the number of stocks included after the above-mentioned
selection procedures. From the table we see that for the 1980:01-1995:06 period the sam-
ple consists of 2815 stocks with complete returns. We have constructed national market
portfolios from the individual stocks in our sample. A country-by-country comparison
of the constructed index with the MSCI market weighted index shows high correlation
coefficients, generally exceeding 0.9.
6.3.2 Summary Statistics ' •
Table 6.3 contains summary statistics for stock market (MSCI) returns, currency returns
and interest rates, where returns are defined as monthly logarithmic differences multiplied
by 100. The average market return in local currency ranges from 0.69 for Japan to 1.47
for Italy. Corresponding standard deviations vary between 7.47 for Italy and 4.33 for
the United States. On average, countries with low domestic market returns have had
These axe stocks with average annual returns larger than 200% and infrequently traded stocks.
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TABLE 6.2: Total Number of Stocks
Country
Australia
Canada
France -
Germany
Italy
Japan
Netherlands •*
Switzerland
United Kingdom
United States
Total
/Vote: The table shows
Total Number
of Stocks
89
206
119
": 183 :
68
841
103
105
562
539
2815
the total number of stocks
that have observations for the sample period
1980:01-1995:06.
appreciating currencies against the US dollar (USD). The fifth column shows that the
cross-sectional variation of average local market returns calculated in USD is lower than
the variation of average returns calculated in local currencies. Columns seven and eight
contain summary statistics of the MSCI world market portfolio expressed in local currency.
Here, Japan is an outlier with an exceptionally low average return. The world portfolio
has a lower standard deviation than any individual country. The last two columns show
the mean and standard deviation of the short-term interest rate.
Figure 6.1 contains histograms of average stock returns for individual stock returns over the
total sample period 1980:01-1995:06. For almost all countries, except Japan, the histograms
are skewed to the left. The skewness may be partially attributed to the October 1987
crash. Figure 6.2 contains histograms of standard deviations of individual stocks. For
most countries the shape of the histograms is skewed to the right. Canada and the United
States have a relatively high percentage of stocks that exhibit high average volatility.
Correlations between local currency stock market returns are provided in panel A of ta-
ble 6.4. Local stock markets generally move together, though far from perfectly. Cor-
relations range from 0.25 (Italy versus the US) to 0.73 (Canada versus the US, and the
Netherlands versus the UK). The Japanese stock market appears to have relatively low
correlations with the rest of the world. The information on the correlations between dollar
exchange rate changes in panel B of table 6.4, suggests a wider range than stock market
returns. While the European currencies appear to move together almost perfectly against
Table 6.3: Summary Statistics
oto
Country
Australia
Canada
France
Germany
Italy
Japan
Netherlands
Switzerland
United Kingdom
United States
MSCI
Local
Mean
1.16
0.73
1.18
0.89
1.47
0.69
1.36
0.93
1.41
1.18
StDv
6.83
5.02
6.06
5.72
7.47
5.79
4.99
4.82
5.33
4.33
Currency
Dollar
Mean
-0.24
-0.09
-0.11
0.12
-0.38
0.57
0.11
0.17
-0.17
-
StDv
2.96
1.30
3.47
3.50
3.41
3.32
3.51
3.81
3.56
-
MSCI
Dollar
Mean
0.92
0.65
1.07
1.01
1.09
1.26
1.47
1.10
1.23
1.18
StDv
8.15
5.62
6.79
6.37
7.85
7.09
5.17
5.50
6.18
4.33
World
Local
Mean
1.38
1.23
1.25
1.02
1.52
0.57
1.03
0.96
1.32
1.14
StDv
4.84
4.05
4.73
4.71
4.68
4.41
4.69
4.95
4.59
4.24
Interest
Local
Mean
0.96
0.83
0.92
0.57
1.20
0.48
0.60
0.45
0.92
0.70
StDev
0.32
0.30
0.40
0.19
0.46
0.19
0.18
0.17
0.27
0.32
Summary statistics of MSCI indices and exchange rates are calculated for the period 1980:01-1995:05.
The first two columns contain the mean and the standard deviation of the MSCI country indices expressed in
local currency respectively. The third and the fourth column contain respectively the mean and the standard
deviation of exchange rate changes against the USD. The fifth and the sixth column contain the mean and the
standard deviation of the MSCI country indices expressed in USD. The next two columns contain the mean and
the standard deviation of the MSCI index expressed in local currency and the last two columns contain the mean
and the standard deviation of the short-term interest rate.
•§
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FIGURE 6.1: Distribution of Mean Return
AWe: Average individual stock returns for 1980:01-1995:06.
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FIGURE 6.2: Distribution of Standard Deviations
: Standard deviation of individual stock returns for 1980:01-1995:06.
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TABLE 6.4: Correlation Matrices
Country
Australia
Canada
France
Germany
Italy
Japan
Netherlands
Switzerland
Can Fra Ger
Panel A: Stock Market
0.65 0.42 0.41
0.43 0.39
0.59
United Kingdom
Australia
Canada
France
Germany
Italy
Japan
Netherlands
Switzerland
M?<es. Panel /
local currency.
in USD.
Panel B: Exchange Rate
0.28 0.19 0.12
0.20 0.208
0.96
. ! ! 1 ' • : • • • ... - .
Ita Jap
Returns in
0.27
0.31
0.43
0.39
0.30
0.32
0.35
0.29
0.35
Net
Local
0.52
0.59
0.56
0.62
0.42
0.36
Changes against
0.11
0.25
0.86
0.87
0.19
0.16
0.61
0.62
0.53
L contains correlation coefficients of the
Panel B contains correlation coefficients
0.13
0.20
0.95
0.99
0.86
0.61
MSCI <
Swi Ukd
Currency
0.51
0.56
0.57
0.71
0.37
0.35
0.67
0.57
0.62
0.56
0.51
0.38
0.37
0.73
0.64
US Dollar
0.13
0.17
0.89
0.92
0.79
0.65
0.92
:ountry i
0.24
0.28
0.72
0.72
0.71
0.53
0.74
0.70
indices
Usa
0.55
0.73
0.52
0.45
0.25
0.32
0.64
0.64
0.68
-
-
-
-
-
-
-
-
expressed in
of exchange rate changes expressed
the USD, other correlations, for instance between Italy and Australia, are virtually zero.
6.4 Empirical Results
In the empirical analysis, we assume that countries are internationally integrated and that
the MSCI world index is a good proxy for the global market portfolio of the ICAPM. Sim-
ilarly, the local MSCI index is assumed to proxy the domestic market portfolio. Equations
(6.20) to (6.21) are used to obtain estimates <f, and 6,co of /9,o and #O/?LO respectively. If
the pricing error that results from using the CAPM instead of the ICAPM is zero, that is,
if the local market portfolio contains all the information that is relevant to price assets in
an integrated world, these two terms must be equal.
Figure 6.3 plots d< against 6iCo for the sample period 1980:01-1995:06 (note that scaling is
country-dependent). For each country, the dots are centred around the line with a slope
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of unity." For firms on this line, the estimated cost of capital is invariant to the use of
the CAPM or ICAPM. However, it is clear, that for each country some firms plot off the
straight line. Firms that plot below the line have a higher cost of capital using the (correct)
ICAPM than using the (incorrect) CAPM. IF (5io — Ao^to) is close to zero, the difference
reflects a premium for risks that are diversifiable locally but not internationally. On the
other hand, firms that plot above the line have a lower cost of capital with use of the
ICAPM than with the CAPM, suggesting the presence of nondiverisifiable local risk that
can be diversified internationally.
Next, we investigate the magnitude of the pricing error. In combination, equations (6.15)
and (6.16) show that the pricing error consists of two parts:
EfJfco] - £[#,o] = (Ao - A O / M £ [ / ? G O - ro] + (<5.o - Ao-M*- (6-23)
The first term on the right hand side of equation (6.23) is related to the global market
premium and the second part is related to exchange risk premiums. In the computation
of the pricing errors, we assume the global market premium to equal the local currency
excess return of the global market portfolio, while expected exchange risk premiums are
assumed to be zero.'*
Table 6.5 and figure 6.4 contain the results for the whole sample period. The equal-weighted
annualized pricing error is positive but close to zero for all countries. The range of pricing
errors for individual stocks is quite large. Pricing errors range from -9.33% for the United
Kingdom to +8.05% for the United States. However, for all countries the mean absolute
pricing error is below 1%." The cross-sectional standard deviation for Japan is relatively
low compared to the other countries. This is related to the small excess return on the
global market index expressed in Yen.
Since the previous two figures do not allow a formal evaluation of the statistical significance
of the pricing errors for individual firms, we use Hansen's GMM estimators to explicitly test
whether firms significantly plot off the straight line in figure 6.3. This is the orthogonality
test, described in section 6.2 and appendix B, between the diversifiable domestic risk and
the set of global instruments, which provides a set of overidentifying restrictions. The test
statistic is heteroskedasticity and autocorrelation consistent and is distributed x* with ten
degrees of freedom. The 5% critical value is equal to 18.31. Figure 6.5 contains cumulative
'* Note that the value-weighted average domestic pricing error is zero by construction.
'* This latter assumption may be motivated by the lack of success in finding empirical evidence in
support of systematic risk premiums, see for instance Dumas and Solnik who cannot reject a conditional
version of equation 6.13. Another possibility for the exchange risk premiums is to use the forward premium
on the exchange.
'• Note that Stulz (1995b) finds a pricing error of 0.6% for Nestle, which is close to the mean absolute
pricing error for Switzerland. .
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FIGURE 6.3: Scatter of <f,- versus 6,-co
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FIGURE 6.4: Distribution of Domestic Pricing Errors
T H E DOMESTIC PRICING ERROR 109
TABLE 6.5: Annualized Pricing Error
Country Mean Abs StDv Min Max
Australia
Canada •
France " ;
Germany
Italy
Japan
Netherlands
Switzerland
United Kingdom
United States
0.22
0.38
0.30
0.26
0.17
0.06
0.43
0.57
0.39
0.39
0.64
0.86
0.61
0.51
0.49
0.13
0.61
0.83
0.69
0.69
0.88
1.13
0.74
0.62
0.64
0.15
0.71
0.97
0.95
0.91
2.75
5.80
2.62
2.42
2.56
0.79
2.91
4.11
4.59
8.05
-2.83
-2.43
-2.82
-2.03
-1.31
-0.53
-1.00
-1.28
-9.33
-4.31
s: Abs, StDv, Min and Max denote the mean absolute value, the stan-
dard deviation the minimum and the maximum respectively. The sample
period is 1980:01-1995:06.
TABLE 6.6: Significance of Global Pricing
Country 20% 10% 5%
Australia
Canada
France
Germany
Italy
Japan
Netherlands
Switzerland
United Kingdom
United States
0.18
0.20
0.16
0.24
0.13
0.11
0.18
0.24
0.15
0.18
0.10
0.08
0.07
0.12
0.00
0.04
0.11
0.09
0.07
0.08
0.04
0.01
0.03
0.08
0.00
0.01
0.03
0.02
0.03
0.01
The table contains percentages of stocks with significant x '
test statistics at the 20%, 10% and 5% significance level respec-
tively.
density functions of the test statistic for firms within every country. Table 6.6 contains the
percentages of firms with significant pricing errors at the 20%, the 10% and the 5% level
respectively. The table shows that only for a relatively small number of stocks the null
hypothesis is rejected at the 5% level.*"
*° Even for the longer period 1973:01-1995:06 the hypothesis that the local market portfolio contains all
information relevant to price domestic assets cannot be rejected, although in the seventies capital markets
were less integrated. Our findings are in line with Jorion (1990) who shows that only a small amount of
US multinational firms exhibit significant currency exposure.
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FIGURE 6.5: Cumulative Density of x* Statistics
The cumulative distribution Hansens's x' statistics that test for significant
domestic pricing errors of individual stock returns.
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6 . 5 C o n c l u s i o n s *=. ^ ^ 1 . * ; , ' .••.*•••**;*;• ;;::•! :£*.>-. x 4 . ^ ^ - - . , - • • > ' ,
Increasing capital market integration has important implications for the calculation of the
cost of capital. In an integrated world the cost of capital should be determined using the
international capital asset pricing model (ICAPM) rather than the domestic capital asset
pricing model (CAPM). In this chapter we investigate the domestic pricing error using
an international asset pricing model that explicitly allows for deviations from purchasing
power parity. The pricing error when using the CAPM rather than an ICAPM is zero if
diversifiable domestic risk is orthogonal to the global market portfolio return and foreign
currency changes. We use Hansen's (1982) generalized method of moments to test for
orthogonality and implement this test for almost three thousand individual stocks from
ten different countries. We cannot reject the hypothesis that the local market portfolio
contains all the information relevant to price domestic assets. We find that the global
market portfolio and the foreign currencies affect the cost of capital of an individual firm
only through the effect of the global market on the risk premium of the local market and
not through the global beta of the firm.
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Appendix 6A: Numeraire Independence ;• ; ;u. - >
Let now fl,-o be the ( T x l ) vector of time series observations on the return of some asset
i expressed in currency 0. Let floo be the ( T x l ) vector containing observations on the
global market return and let So be the (T x N)) matrix containing the observations on the
nominal exchange rate returns with elements 5;o for / = 1, ...JV, also expressed in currency
0. All observations are in deviations of their sample mean. Now define Go = [AGO, So]-
The transformation for Go if we go from numeraire 0 to numeraire fc is:
G* = GoP*, ' , ,.' (6.24)
where P* is a ( (N+ 1) x (•/V+ 1)) matrix with —Is on the fc-th row, Is along the principal
diagonal except for the A:-th row, and zeros everywhere else. Furthermore the inverse
matrix Pj~' equals P* The transformation for .fto if we go to currency A is .fti* = i&o — Sto-
Consider the following regression: . . . , . . • »•
/l,o = 6,Go + c,-. •'•• • (6.25)
The least squares estimator 6; is:
6; = (GoGor'Gofto- (6.26)
We can also express the regression in currency fc. The least squares estimator 6, is:
6, = (GiG*)-'Gi*». (6.27)
This equation can be written as:
6, = P,->(GoGo)->G^o + P^(GoGo)-'GoS.o = P*(6.- + i*), (6.28)
where tt is a ((TV + 1) x 1) vector with the Jfc-th element equal to 1 and zeros elsewhere.
This equation shows that 6; and 6,- are equivalent except for the Jfc-th element.
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Appendix 6B: Generalized Method of Moments
In this appendix we derive a GMM estimator for the domestic beta under the hypothesis
that the ICAPM holds and that the domestic market contains all relevant information
to price assets. In this case domestic diversifiable risk is not diversifiable internationally.
This implies that domestic diversifiable risk is orthogonal to a set of global instruments.
Consider the domestic market model for an asset in country 0:
Jfco =-R&,-+ e;, (6.29)
where i t = [t, /?LO] contains r = 2 elements, a unit vector and the domestic market
portfolio. Now impose orthogonality of diversifiable domestic risk, e, and a set of global
factors, Go, that consists of the return on the global market portfolio and n exchange rate
changes. We have the vector of sample moments
<?(&,) = (l/T)(Z'e,), (6.30)
where Z includes the p = n + 3 instruments: [it, Go]. The parameter vector 6,- is chosen to
make the orthogonality conditions as close to zero as possible by minimizing the objective
function:
<7(&,)'W^0(6,), (6.31)
where VV is the inverse of an estimate of the variance of the sample moments. The
GMM estimate 6, is the solution to the following system of equations:
^ z'(R.- - Jtt,-) = 0, (6.32)
which gives the GMM estimator:
6; = (it 'ZW'- 'z ' .R)-i(i l 'ZM'- 'z ' .Ri). (6.33)
In our application TV is an estimate of:"
£ £ «*!*;-„), (6.34)
where 2, is ((TV + 3) x 1) vector that contains the elements of the <-th row of Z. The
estimate of W depends on the distribution of the regression residuals. Suppose that e< is
regarded conditionally homoskedastic and serially uncorrelated. In this case the variance
in equation (6.34) can be consistently estimated by:
, (6.35)
See Hamilton (1994).
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where a* is the variance of the e^ . If we substitute this expression in equation (6.33) we
obtain the OLS estimator.
On the other hand suppose that the regression residuals are serially correlated and het-
eroskedastic. Andrews (1991) proposes the following estimator:
+ r'.)), ^ (6.36)
where / \ , = (l/T)££_,,+i(z<ei,e,,_,,z,'), where fc(-) is a quadratic spectral kernel (QSK),
where Sr is a bandwidth parameter and where e; are OLS residuals." White's (1980)
heteroscedasticity-consistent variance estimator is a special case when fc(-) = 0. Andrews
(1991) introduces an automatic bandwidth method where the bandwidth parameter 5r
is a function of the data. Andrews (1991) defines the automatic bandwidth parameter
as follows: First specify p univariate approximating parametric models for zte;i. Second,
estimate the parameters of the approximating parametric models by standard methods.
Third, substitute these estimates in a formula that expresses the bandwidth parameter as a
function of the estimates of the parametric models. In our application we follow Andrews'
(1991) suggestion to use AR(1) approximating parametric models."
To estimate 6; we use a two-step method. First we estimate the model under the assumption
of homoskedastic and serially uncorrelated regression residuals. This estimate of 6, is used
to produce an initial estimate W\ Next equation (6.33) is used to arrive at the final
estimate of 6,. Hansen (1982) provides the conditions that guarantee that the estimates
are consistent and asymptotically normal.
The model is overidentified, in that the number of orthogonality conditions p exceeds the
number of parameters to be estimated r. Hansen (1982) proposed a test of whether all
orthogonality conditions simultaneously hold. The test statistic is given by the minimized
value of the objective function:
(VTs(6 , ) ) '^" \v^s(6 , ) ) = T(eJZlV~'z'e,-) -» *'(p - r), (6.37)
where e, are the GMM residuals. The test statistic converges to a x* distribution with p—r
degrees of freedom. A high x^ statistic means that the regression residuals are correlated
with the global instrumental variables and that the CAPM and the ICAPM do not give
the same cost of capital.
" Andrews (1991) shows with Monte Carlo simulations that the Bartlett kernel, used by Newey and
West (1987), is inferior to the QSK.
" The weights for the univariate models are one except for the weight that corresponds to the intercept
parameter in 2t which is set to zero.
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Finally we show for the most general variance estimator that Hansen's test statistic is
invariant to the choice of the numeraire currency of the global instruments. This result
also holds for the restricted variance estimators. The transformation of Z if we go from
numeraire 0 to numeraire A; is [il, GoPfc] = ZP*, where P* is a ((iV + 3) x (TV + 3))
matrix with —Is on the fc-th row, Is along the principal diagonal except for the fcth
row, and zeros everywhere else. The estimator of /"„, expressed in currency fc becomes
(l/^")I3^«+i(-P*^^<«^t«-v*{P*)-^ According to equation (6.36) the currency A: estimator
of W now becomes P^W^P*. This gives the equality:
(6.38)
The equality implies that the GMM estimator, 6,- in equation (6.33) and the corresponding
regression residuals e, are numeraire invariant. Therefore all ingredients for Hansen's (1982)
test statistic in equation (6.37) are numeraire invariant.
** Note that the OLS residuals of the domestic market model e, are defined in local currency terms.
' . . / .» * • • , =«::
Chapter 7
The Dynamics of Short-Term
Interest Rate Volatility
Reconsidered
Chan, Karolyi, Longstaff and Sanders (1992) (CKLS) compare a number of widely used
continuous-time models of the short-term interest rate. They estimate various models and
compare the models in terms of their ability to capture the actual behavior of the short-
term riskless rate. The issue of how these models compare is important because the models
difFer in their implications for valuing contingent claims and hedging interest rate risk.'
The testing approach of CKLS exploits the fact that many term structure models imply
dynamics for the short-term riskless rate that can be nested in one stochastic differential
equation. With respect to the most successful models they conclude:
The results for the tests of the one-month Treasury Bill indicate that it is critical
to model volatility correctly. The models that best describe the dynamics of
the interest rates over time are those that allow the conditional volatility of
interest rate changes to be highly dependent on the level of the interest rate.
(CKLS, 1992, p. 1209.)
' The research of CKLS has generated a lot of discussion in the finance literature. Recent contributions
to the debate on the interest rate volatility dynamics include Ait-Sahalia (1996a,b), Andersen and Lund
(1996a,b), Brenner, Harjes and Kroner (1995), Conley, Harisen, Luttmer and Scheinkman (1995), Tauchen
(1996) and Torous and Ball (1995).
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With regard to the parameter that measures the sensitivity of interest rate volatility to
the level of the interest rate itself (7) they report an unconstrained estimate of about 1.5.*
A different class of models to capture volatility dynamics in interest rates is the fam-
ily of autoregressive conditional heteroskedasticity (ARCH) models, introduced by Engle
(1982) and generalized (GARCH) by Bollerslev (1986). Key ingredients in these models
are volatility clustering and volatility persistence. These effects are usually reliably present
in estimated GARCH models of interest rate time series.^
In the current chapter we present and estimate a model of short-term interest rate volatility,
developed in Koedijk, Nissen, Schotman and Wolff (1994) (KNSW), which encompasses
both the level effect of CKLS and the conditional heteroskedasticity effect of the GARCH
class of models. When compared with other existing models, our model exhibits a supe-
rior empirical fit. This feature results from a relatively flexible specification which allows
different effects to dominate as the level of the interest rate varies.
It has long been recognized in the finance literature that the specification of volatility is one
of the most important features for derivative security pricing. We investigate implications
for the pricing of bond options. Specifically, we investigate the implications from different
models of the short-term interest rate for the pricing of discount bond options. Our findings
indicate that the inclusion of a volatility effect in the model specification, in addition to
a level effect, is particularly relevant for the pricing of shorter-term options on long term
bonds. The magnitude of the implied price differences is strongly dependent on the level
of the interest rate.
The plan of the chapter is as follows. In section 7.1 we briefly review previous studies that
model short-term interest rates, and introduce our new specification which nests both the
level effect of CKLS and the volatility effect of the GARCH class of models. Section 7.2
describes our data and contains the empirical results. Section 7.3 considers the implications
for the pricing of contingent claims. Finally, section 7.4 offers some concluding remarks.
7.1 GARCH and Level Effects
Most of the theoretical models of the short-term interest rate which are used in finance
have been developed in a continuous time setting. CKLS review a number of widely used
Sensitivity is defined as § £ 7 , where r is the interest rate level and A is the standard deviation.
Bollerslev, Chou and Kroner (1992) provide a survey of empirical studies in this vein.
SHORT-TERM INTEREST RATE VOLATILITY 119
stochastic processes that are nested within the following stochastic differential equation:
ar7<W,, (7.1)
where r, represents the short-term interest rate and Wj is a standard Brownian motion.
The interest rate process is mean reverting for K>0. The parameter 7 determines the
sensitivity of the variance with respect to the level of the spot rate; we will refer to 7 as
the interest rate elasticity. This parameter turns out to be crucial in applications to option
valuation. CKLS approximate this stochastic differential equation by the following discrete
approximation:
r, - r,_i = QO + Qir,_, + ar7_ie,, e, ~Z?(O,1) (7.2)
which they estimate for the one-month US Treasury bill rate. The bill yield was obtained
from the Fama files within the CRSP database. The data are monthly quotations for the
period 1964.06-1989.12. They used the Generalized Method of Moments to estimate the
model, and report that 7 is 1.5 and highly significant, which means that the conditional
variance of the short-term interest rate is highly sensitive to changes in the level of the
interest rate. For comparison, the Cox, Ingersoll and Ross (1985) (CIR) square root term
structure model implies 7 = | . In fact, the estimated elasticity is so large that stationarity
of the interest rate process is not guaranteed (see Broze, Scaillet and Zakoian (1995)).
Alternatively, Longstaff and Schwartz (1993) (LS) present a two factor model for the
term structure. The first factor is the short-term interest rate. The second factor is the
conditional variance of changes of the short-term interest rate, which is assumed to be
generated by a GARCH-class process.'* In their application LS estimate the following
model:
r, - r,_, = Qo + Qin-i + «2/«?_i + e,, (7.3)
A? = A + fte?_, + ft A?_, + /V,-i, (7.4)
where e<=/i(e, is the prediction error of the interest rate and /i? is the conditional variance.
The error term e< is normalized to have unit variance. This specification differs from
the standard GARCH-M model by the inclusion of the lagged spot rate in the volatility
equation.* Note that, if #2=0 and /?3=0, the specification corresponds to a model with
7 = 5.® The level effect in the volatility proves significant, but the restriction that the
interest sensitivity is equal to 7 = 5 might well be overly restrictive given the unrestricted
* Balduzzi, Das and Foresi (1995) identify the second factor with the central tendency of the short-term
interest rate.
* Bomhoff and Schotman (1988) estimate the same model for monthly data for Germany, Japan and
the United States and find that the level effect improves the specification of the volatility equation. The
GARCH-M effect turns out to be insignificant.
* The constant term /?i also enters the conditional variance equation under exact aggregation of the
continuous time process of CKLS. See also section 7.3 below.
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estimate of 7 reported in CKLS . We therefore would like to generalize the Longstaff and
Schwartz specification such that it can accommodate different interest rate sensitivities
in the volatility. Stated differently, we search for a specification that combines the high
interest rate sensitivity of CKLS with GARCH-type volatility clustering. This motivates
the specification presented below. We assume conditional volatility of the form:
* .=<v7- i , (7.5)
which differs from CKLS by the time varying nature of <r<, which is assumed to be generated
by the GARCH(1,1) process:
Substituting equation (7.6) in equation (7.5) and solving for of, the proposed volatility
process can be rewritten as:
A? = Arft + (^)*(&e?_,+ftA?-i). " _ (7.7)
We will refer to this specification as the KNSW model/ The CKLS model is a special case
of this model; for ft = #j = 0. Another special case is the GARCH model, which obtains
if 7 = 0. A restricted version of LS obtains, i.e. with Q2 = 0, if 7 = | . An interesting
feature of the above specification is the time varying persistence of shocks which depends
on the interest rate level.
The unconditional distribution of the spot rate is not available in closed form. It can
however be easily computed numerically by simulation for different values of the parame-
ters. In the discrete time process negative interest rates are possible, but this is simply an
artefact of the discrete time approximation of a continuous time process. The probability
that the short-term interest rate will ever attain negative values is extremely small when
the unconditional mean and the drift are sufficiently large relative to A*.
The interest rate process of CIR is stationary. Broze, Scaillet and Zakoian (1995) show
that the Euler discretization of equation (7.1) is only (second-order) stationary if 7 < 1. If
on the other hand, 7 > 1 the volatility at high interest rates makes it possible for interest
rates to increase even further. To allow for higher variance elasticities it is necessary
to introduce nonlinearities in the drift (see ATt-Sahalia (1996a,b) and Conley, Hansen,
Luttmer and Scheinkman (1995)). We consider, therefore, the following parametrization
of the conditional mean:
r, - r,_, = Qo + air,_, + Qjr?_i + e,. (7.8)
* Brenner, Harjes and Kroner (1995) propose a different approach. In equation (7.6) they use the
unsealed prediction error e, instead of the scaled prediction error <r,e,. The stationarity conditions of their
specification are hard to establish.
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For Q2 < 0 the stronger mean-reverting drift is now able to pull back the interest rate to
the unconditional mean from a high interest rate level in the presence of a larger variance.
An exact continuous time limit of the discrete time process in equation (7.7) is not available.
One could consider the process as a simple approximation to the following process, which
is closely related to the LS model: ,
' : ' ' ? _ dr, = /c(/i - r,)cft + ffr?(W,,, . ' • (7.9)
da? = 0(tu - <r?)cft + t/><7,<iW2<. • ". (7.10)
The scale parameter cr< is not a constant as in the models considered by CKLS but follows
a diffusion process as in Nelson (1990). A major difference, however, is that 7 is not
restricted to 7 = | in equation (7.9).
7.2 Empirical Results
7.2.1 Data
The one-month Treasury bill rate is chosen as the short-term interest rate. Monthly and
weekly yields were obtained from the Federal Reserve Bank for the period January 1968
- July 1996. The monthly data are last Friday of the month observations and the weekly
data are recorded at the last trading-day of the week.
The yield is expressed in annualized form. Figure 7.1 plots the level and the change of the
one-month Treasury bill rate. The interest rate is more variable in the period subsequent
to the 1979 change in Federal Reserve Bank operating procedures. Table 7.1 provides
summary statistics for the two data series. The distribution of Ar, is skewed to the left
and exhibits excess kurtosis.
7.2.2 Parameter Estimates
In this section we provide estimation and test results for the four different models for the
behavior of short-term interest rate volatility: the GARCH(1,1), CKLS, LS and KNSW. We
consider the the specification for the conditional mean in equation (7.8) and the following
0)
en
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FIGURE 7.1: One-month Treasury Bill
TABLE 7.1: Summary Statistics
Number of Observations
Mean
Standard Deviation
Minimum
Maximum
Skewness
Excess Kurtosis
Levels
Monthly
343
6.56
2.62
2.61
15.85
1.24
1.82
Weekly
1440
6.56
2.62
2.48
16.69
1.26
2.00
First Differences
Monthly
342
0.00
0.68
-6.10
3.40
-1.73
22.77
Weekly
1439
0.00
0.33
-2.86
2.31
-0.63
14.04
Skewness is defined as m3/s', with rri3 the centred third moment
of the data and s the sample standard deviation. Kurtosis is defined as
(014/4^) — 3, with 014 the centred fourth moment of the data. Units are
percent per annum.
volatility specification that nests the models of interest:
The models are estimated by the method of quasi-maximum likelihood (QML). The QML
estimator is consistent and asymptotically normal for any distribution of et providing some
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regularity conditions are satisfied (see Wooldridge (1994)). The asymptotic distribution
for the QML estimator 0 is then:
V ^ ( « o - « ) - » J V ( 0 , A ^ B A - ' ) , (7.12)
where A denotes the information matrix, and B denotes the outer product of the gradient
vector evaluated at the optimal parameter vector. The standard errors are estimated using
the robust covariance matrix A~*BA~*.
Because of severe multicollinearity problems we are unable to estimate the general speci-
fication nesting all the specific models. It turns out that the extra constant term (/?o) of
the LS model cannot be estimated if 7 is a free parameter.
Panel A of table 7.2 reports empirical results for the four models using monthly observa-
tions. The first column contains the estimates of the standard GARCH(1,1) model.® The
GARCH parameters are highly significant even on the relatively low monthly frequency,
and indicate strong persistence of variance shocks. The second and third columns report
our estimates of the CKLS model in which the interest rate elasticity 7 is included. The
estimates of 7 move from 1.40 to 2.51 when a constant term is added.®'*° The LS model in
the fourth column adds the lagged level of »•( to the GARCH specification, which appears
an important improvement in terms of the likelihood function." The inclusion of r,_i
also lowers the persistence of the variance shocks. The proposed KNSW specification is
reported in the last column of table 7.2. It attains the highest value for the log-likelihood
function. The GARCH and CKLS models are both nested within this specification, and
can both be rejected at the 5% level. As in the LS model, the inclusion of the lagged
interest rate lowers the persistence of the volatility shocks. Similar to the CKLS model we
also find a large value for 7.
It has been illustrated by Drost and Nijman (1993) that GARCH effects are particulary
dominant at high frequency data. We replicate, therefore, the estimates of Panel A using
weekly observations. The parameter estimates for the weekly data are reported in Panel B.
The higher frequency of the observation shows up in the parameters of the GARCH(1,1)
model, where the point estimates #2 and /?3 even add up to 1.03, although we can never
The initial condition for /io is the unconditional variance.
' For example, in the CIR model (7=5) the exactly aggregated conditional volatility takes the form
/ij = /?o +/?4r,_i, with /?o > 0 and ,84 / 1 (see DeMunnik and Schotman (1994)). Pagan, Hall and Martin
(1994) focus on temporal aggregation problems of the CKLS model.
'" The estimate of 7 is lower than in CKLS . We have not been able to exactly replicate their results
due to some differences between their data and ours. For the overlapping sample period we have some
different data points in 1987.
" In order to ensure that estimates are comparable across models we set the GARCH-M parameter
in LS to zero. If this parameter is included it is not significantly different from zero. When ^ is a free
parameter it attains a negative value. Therefore we also impose /?i = 0.
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TABLE 7.2: Unrestricted Parameter Estimates
A: Monthly
ao x 10
a i x 10
aj x 10'
A> x 10
ft x 10'
A
A x 10'
7
Loglik
B: Weekly
ao x 10
Ql X 10
aj x 10'
A, x 10
/», x 10 '
A
A x 10'
7
Loglik
GARCH
-0.25
(0.15)
0.37
(0.53)
-0.58
(0.78)
-
-
0.77
(0.96)
0.26
(3.89)
0.75
(12.03)
-
-
-
-
-214
0.12
(0.26)
0.01
(0.04)
-0.01
(0.26)
-
-
0.01
(1.62)
0.22
(2.96)
0.81
(14.05)
-
-
-
-
83
CKLS1
0.01
(0.07)
0.20
(0.71)
-0.26
(0.88)
-
-
0.13
(2.18)
-
-
-
-
-
-
1.40
(10.13)
-217
0.10
(0.26)
0.01
(0.28)
-0.01
(0.62)
-
-
0.08
(2.82)
-
-
-
-
-
-
1.21
(13.59)
-76
CKLS2
0.45
(0.73)
0.00
(0.01)
-0.10
(0.20)
0.70
(349)
0.001
(0.53)
-
-
-
-
-
-
2.51
(5.25)
-209
0.11
(0.26)
0.01
(0.18)
-0.01
(0.48)
0.10
(1.83)
0.01
(0.78)
-
-
-
-
-
-
1.67
(6.03)
-71
LS
-0.26
(0.09)
0.34
(0.25)
-0.42
(0.34)
-
-
-
-
0.25
(2.31)
0.70
(5.11)
0.31
(1.70)
-
-
-208
0.07
(0.12)
0.03
(0.13)
-0.07
(0.30)
-
-
-
-
0.23
(3.70)
0.77
(13.79)
0.04
(2.29)
-
-
94
KNSW
-0.30
(0.30)
0.36
(0.81)
-0.44
(0.94)
-
-
0.02
(1.15)
0.18
(3.08)
0.74
(8.90)
-
-
1.24
(4.90)
-198
0.11
(0.32)
0.01
(0.09)
-0.03
(0.25)
-
-
0.01
(1.81)
0.31
(3.40)
0.60
(3.81)
-
-
1.31
(6.33)
101
Loglik denotes the log-likelihood value. Robust (-values are
given in parentheses. CKLS, LS and KNSW denote Chan, Karolyi,
Longstaff and Sanders (1992), Longstaff and Schwartz (1992) and
Koedijk, Nissen, Schotman and Wolff respectively.
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FIGURE 7.2: Mean Reversion
JVo<e: The figure contains the drift of the unrestricted (nonlinear) KNSW model
and the (restricted) linear KNSW model. Se denotes the one-standard-error band
for the nonlinear model.
reject the hypothesis that they add up to a number smaller than one. The interest rate
sensitivity 7 of the CKLS model is identical to the estimate from monthly data. Inclusion
of the nonlinearity term Q2 has no influence on the estimated values of the parameters in
the volatility specification. But the negative point estimates ensure stationarity even if
Figure 7.2 plots the lagged interest rate level against the drift, E<_i[Arf], for the nonlinear
KNSW model as well as for the linear KNSW model with Q2 = 0." For moderate interest
rate levels there is very slight mean reversion, however at interest rates higher than 15%
the drift sharply decreases. Note however that the standard error of the drift term is quite
large. Alt-Sahalia (1996a,b), Andersen and Lund (1996b), Conley, Hansen, Luttmer and
Scheinkman (1995), Pfann, Schotman and Tschernig (1996) and Stanton (1995) report
similar nonlinearities in the dynamics of the short-term interest rate.
** Table 7.5 contains parameter estimates for the conditional mean of the linear KNSW model.
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7.2.3 Diagnostic Tests
In order to investigate the adequacy of the conditional variance model we employ a series
of Lagrange multiplier (LM) tests as suggested by Bollerslev, Engle and Nelson (1994).
With the LM tests we search for directions in which the model could be improved. Let
Zi be a vector of explanatory variables that we like to test for inclusion in the volatility
equation: '
.. - A? = /(*„*) + «*„ (7.13)
where /( i ( ,0) is the volatility specification under the null hypothesis. Given the fat-
tailedness of the data the conventional LM tests, described in Engle (1984) are no longer
applicable. However, from Wooldridge (1994) and Bollerslev and Wooldridge (1992) a
robust LM test may be computed from a simple set of auxiliary regressions. First, run
the regression from ^£*- on ^ i . = 2(/A? both evaluated at the QML estimates under the
null hypothesis. Next, calculate the score that is orthogonal to the scores under the null
hypothesis as s$, = (e?//ij — l)i>«( where e*t, the prediction errors, and fcj are evaluated at the
QML estimates under the null hypothesis and £{( are the residuals of the first regression.
An asymptotically valid LM statistic is then calculated as the Tfl* from a regression of a
vector of ones on s«i with T the number of observations and /?* the uncentered multiple
correlation coefficient. The test statistic is asymptotically distributed as x^(^)> with fc the
number of elements in 2,. The directions of misspecification that we consider are:
1. Additional level effects: z< = r<_i.
2. Outliers between 79:10 and 81:12: Z( = Z>i<, a dummy variable that takes the value
one in the period 79:10 - 81:12 and is zero elsewhere.
3. A permanent variance shift after 79:10: Z( = Z^i, a dummy variable that takes the
value one after 79:10. and zero elsewhere. This test can be interpreted as a test for
the stability of the model over subperiods. '
4. Sign bias (see Engle and Ng (1993)): z< = 5,*, a dummy variable that takes the value
one if ei_i > 0 and zero elsewhere.
5. Size bias (see Engle and Ng (1993)): ZM = 5j*"ct_i, Z2< = •?,"*"e^ _i, Z3< = 5,~e<_i and
z«« = S,~e?_, where 5," = 1 - S,+.
All these tests indicate directions in which to search for improved specifications. Some of
the tests have been proposed with specific alternatives in mind. The last two tests were
suggested by Engle and Ng (1993) as powerful diagnostics for possible asymmetries in the
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TABLE 7.3: Diagnostics
A: Monthly
Skewness
Excess Kurtosis
Jarque-Bera
LM(level)
LM(level')
LM(ARCH(4))
LM(79:10)
LM(79:10-81:12)
LM(sign)
LM(size)
B: Weekly
Skewness
Excess Kurtosis
Jarque-Bera
LM(level)
LM(level*)
LM(ARCH(16))
LM(79:10)
LM(79:10-81:12)
L-M(agn)
LM(size)
GARCH
0.10
2.13*
65.27*
11.21*
13.94*
0.56
4.23*
7.97*
0.06
0.83
-0.10'
4.79*
1379.73*
11.27*
14.09*
6.75
0.01
4.85*
0.01
9.71*
CKLS2
-0.03
0.89*
11.54*
0.78
0.44
42.20*
3.11*
9.69*
7.22*
30.74*
0.25
7.13*
3062*
1.41
0.24
176.97*
10.69*
54.79*
0.01
143.74*
LS
0.01
2.05*
60.05*
0.01
6.85*
2.00
4.99*
17.23*
2.78*
2.89
-0.13*
4.92*
1456.03*
1.99
8.85*
5.58
0.17
9.87*
0.79
4.45
KNSW
-0.08
1.08*
17.15*
0.10
0.85
1.54
1.19
5.36*
2.19
7.90*
-0.14*
4.40*
1168.17*
0.22
2.12
6.54
0.67
5.77*
0.22
9.13*
M)<es: Skewness is defined as m3/s^, with r?»3 the centred third mo-
ment of the data and s the sample standard deviation. Kurtosis is
defined as nj4/s* — 3, with m^ the centred fourth moment of the
data. Both are computed on the scaled residuals e,/A(. LM(ievel),
LM(ARCH(p)), LM(79:10), LM(79:I0-81:12), LM{sign), denote LM
test statistics for the squared interest rate level, ARCH effects with p
lags, a shift dummy after October 1979, a shift dummy for 79:10-81:12,
a sign effect, and a combined size effect respectively. The s i « effect
combines: a positive size effect, a negative size effect, a positive size
square effect and a negative size square effect. * ( * ) [ * ] denote
rejection at the 10% (5%) [1%] level.
conditional variance. The negative size bias for example would suggest the leverage effect
of Nelson's (1989) Exponential-GARCH model. Tests 2 and 3 would point at instability
of the parameter estimates.
Table 7.3 shows the diagnostics for the different volatility specifications. The diagnostics
for the monthly and weekly data show that the pure GARCH model fails on the level
test and the 79-82 dummy. The CKLS model has severe problems on the ARCH test.
The KNSW and LS models both capture the level effect as well as the GARCH effects.
The difference between the LS model and the KNSW specification is in the interest rate
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TABLE 7.4: Period 79-82 excluded
c
Monthly
Mrtea: Loglik
to x 10
0.20
(0.20)
denotes
Ql X 10
0.13
(0.32)
Q2 X 10*
-0.21
(0.50)
the log-likelihood value.
0i x 10*
0.18
(0.14)
0
(0
Robust i-values,
&
.16
.47)
, are
03
0.56
(0.30)
7
0.88
(2.06)
given in parentheses.
elasticity of volatility. This elasticity is restricted to 7 = | in the LS model, while it is
estimated as 1.24 in the monthly KNSW model.
The diagnostics indicate that none of the models can cope with the 79-82 high volatility
episode. To see the impact of this period on the parameter estimates of the volatility
equation, we re-estimate the KNSW model where we exclude the high volatility period.
The estimate of 7 now drops to 0.88 for the monthly frequency. This result shows that
the high sensitivity of volatility with respect to the level can partially be explained by this
period.^
Normality is strongly rejected for all models. While this implies that we must be cautious in
interpreting distributional implications of the models, it does not invalidate the parameter
estimates, since QML is robust to departures from normality. Following Bollerslev (1987)
we also considered the standardized ^-distribution, but do not include the tables in this
chapter. The degrees of freedom parameter ranges from three to five, thereby reflecting
substantial fat-tailedness. However, the adjustment for fat-tailedness has no significant
impact on the other parameters.
7.2.4 Unconditional Distribution „ . - • • • • • • •
The parameter estimates have implications for the unconditional moments of the interest
rate. The unconditional moments also provide a test of the specification of the model,
when the implied moments are compared to the sample moments of the interest rate
level. For the unconditional distributions we would also have to take into account possible
'* These results also hold for the CKLS model. Ait-Sahalia (1996a,b) shows that the value of the 7
parameter is a nonlinear function of the interest rate level. The value of 7 decreases for high interest rate
levels.
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FIGURE 7.3: Unconditional Distributions
AToie: The shaded area is the sample histogram at the weekly frequency.
nonlinearities in the conditional mean (see section 7.1). In this chapter, however, we
compare the implications of interest models that have a linear conditional mean.
In section 7.2 we discussed that this linear specification is nonstationary if 7 > 1. For
the KNSW and the CKLS model we, therefore, impose the restriction 7 = 1 to obtain
stationary distributions. Furthermore we consider the KNSW model with 7 = | . Finally
we investigate the GARCH model. For the GARCH specification it follows from panel
B of table 7.2 that the sum of the parameter estimates /?2 and /?3 is larger than unity.
This restriction implies that the interest rate is not a covariance-stationary process. We,
therefore, impose the restriction ft-fA < 1. Table 7.5 contains weekly parameter estimates
of the restricted models.
Then we use the algorithm in appendix A to compute the implied unconditional distrib-
utions for the GARCH model, the CKLS model and the KNSW model for the parameter
estimates of the restricted models in appendix A. Figure 7.3 shows the unconditional dis-
tribution of the monthly data together with a histogram of the actual distribution of the
one-month spot rate. The implied distribution of the KNSW model captures much of the
skewness of the actual data. The skewness of the CKLS model is small and the GARCH
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TABLE 7.5: Parameter Estimates of Restricted Models
r< — r<_i = c*o + +
« 1
A x 10*
A
A
7
Loglik
GARCH
0.03
(1.62)
-0.01
(1.27)
0.01
(2.05)
0.17
(3.43)
0.82
(15.97)
0
83
JVole*: Loglik denotes
conditional
CKLS
0.03
(1.77)
-0.01
(1.31)
0.17
(2.05)
-
-
-
-
1
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KNSW1
0.02
(1.55)
-0.01
(0.95)
0.01
(2.59)
0.26
(4.62)
0.68
(9.37)
1
100
the log-likelihood value
on T are given in parentheses.
KNSW2
0.02
(1.63)
-0.01
(1.12)
0.03
(2.14)
0.23
(3.36)
0.76 ' .
(11.99) ' .
0.5
94
. Robust ^-values,
model is symmetric. Note that we obtain this reasonable good fit despite the nonnormality
of the errors. It appears that the rejection of the normality test is mainly due to a few large
outliers in the 79-82 period, which have little impact on the unconditional distribution.
7.2.5 News Impact Curves
An insightful way to graphically illustrate the differences between the various volatility
specifications is the news impact curve introduced in Engle and Ng (1993). The news
impact curve shows the effect of the last shock, e<, on the conditional volatility ft?. Writing
r, explicitly as a function of ej and r,_i, the general volatility specification (7.7) becomes
a function of ej given values of the other state variables (r(_i, ft?_i):
A? = /(e, | r,_, = r, ft?_, = ft'). (7.14)
Since the mean reversion is negligible over a one period horizon, we approximate rj «
r,_i + e( and thus obtain ft? as a function of e, and the other state variables. We write the
function as:
/(e | r, ft') = /?,(r + e )* + (1 + ^ ( & e * + &A»). (7.15)
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Equation (7.15) is quadratic for the GARCH specification (7=0), but can be very asym-
metric for the KNSW specification. For example, in the special case 7 = | the news impact
curve is a cubic polynomial in e. The shape is also very different for different levels of the
interest rate. A negative shock has two effects on the volatility. The first, the GARCH
type volatility clustering, increases the volatility; the second effect is the decrease of the
level and decreases the volatility. Eventually, for very large negative shocks, the level effect
dominates.
The news impact curve of the KNSW model depends on the interest rate level, the last
period's innovation and the last period's conditional variance. The news impact curve of
the GARCH model depends on both last period's innovation and last period's conditional
variance. The news impact curve of the CKLS model only depends on last period's interest
rate level.
We will construct the news impact curves at different levels: the low level (r=4%), the
moderate level (r= 8%), and the high level (r=12%).*'* Figure 7.4 contains the news impact
curves at three interest rate levels based on the parameter estimates in table 7.5. In the
first panel a negative shock does not have large impact on volatility for the KNSW model,
while it increases volatility for the GARCH model. The curve for the low level clearly
displays the asymmetry of the KNSW model. At the intermediate level the GARCH and
KNSW models are very close with respect to upward shocks. Again, for a negative shock
the level effect and the GARCH effect almost cancel in the KNSW model so that volatility
is not affected by downward shocks in the interest rate, while the CKLS model remains
very asymmetric with a negative shock lowering volatility. The figures show the flexibility
of the KNSW model: GARCH effects dominate at 'normal' levels while the asymmetry
implied by the level effect is very strong at low levels. The KNSW model thus combines the
features of the CKLS and GARCH models, shifting smoothly from one to the other as the
level of interest rate varies. At high levels the three models diverge most in their volatility
estimates. The CKLS model, which has the highest interest rate elasticity implies the
highest conditional variance. The GARCH model which has no level dependence in the
volatility does not show any big increase after a positive or negative shock. The figure
is the same as the previous panels. The KNSW model is less asymmetric at high levels.
Figure 7.5 combines the news impact curves of the previous figures. The surface gives the
news impact curves of the KNSW model.
'•* The conditional variance is specified as fc* = (y £ ,_ i e*/r'2j)
r=127.
— KNSW
— GARCH
CKLS
— KNSW
— GARCH
CKLS
— KNSW
— GARCH
CKLS
0 - 0 . 7 —O.2 O.2 O.6
C h a n g e (Ar ) 0^077 -O.2 OT2 O76Change (Ar)
0-0.7 —O.2' O. 2 O. B
Chang* (Ar)
Figure 7.4: News Impact Curves
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FIGURE 7.5: News Impact Surface
«: The surface are the news impact curves of the KNSW model. The parabola
is the news impact curve of the GARCH model. The other two curves are the news
impact curves of the CKLS model at the low level (4%) and at the high level (12%).
;.•-•• - . " , _ ' ' • • .
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7.3 Bond Option Implications
The economic differences between the various volatility specifications can best be illustrated
by considering the valuation of bond options under each of the models of the conditional
heteroskedasticity. The models will have different option implications, because they imply
different conditional densities for future spot rates. Figure 7.3 already highlighted the
different unconditional densities of the short-term interest rate. These densities have similar
unconditional first and second moments, but very different higher order moments. The
higher the value of 7, the more right-tail skewness is introduced. The stronger the ARCH
effects, the higher the fourth moments of the conditional densities. These distributional
properties carry over to option prices. Options that pay off if interest rates are high, will
be more valuable, ceteris paribus, the fatter the right hand tail. In this section we consider
the differences in short horizon predictive densities.
We consider option implications, because option values will be much more sensitive to the
distributional assumption than prices of long term bonds, which depend predominantly on
conditional first and second moments. We will concentrate on options on long term bonds,
but with a short expiration period. Over longer expiration horizons the option value will
depend on both the volatility dynamics as well as the degree of mean reversion of the
short-term interest rate. It will then be impossible to identify the sources of the differences
between the various models.
Since the volatility specifications have been developed in discrete time, we will also develop
the option implications in discrete time. Let / , be the price of an n-period discount bond
at the time <. A European call option on this bond with strike price A" and expiration date
< + m is defined as the risk neutral expected present value of the payoff at the expiration
date:
C,(m, n, AT) = E, [*,+„ [p&-™> - A'] +] , (7.16)
where A»+m = exp f— 2I^o* '"I-MJ is the discount factor, and the operator [Z]+ is defined
as max(Z, 0).
7.3.1 T h e P r i c e of Risk
The expectation in equation (7.16) has to be taken with respect to the risk neutral proba-
bility measure associated with the interest rate process. We therefore need an assumption
about the price of risk. We assume that the risk adjustment takes the form of a change of
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the conditional mean of the interest rate process to:
E,[r,+i] = /i + p(r, - ^) + A/i,+i, (7.17)
where A is a constant parameter, representing the price of risk. If 7 = 1 the volatility
specification is /t(+i = OT( and equation (7.17) can now be written as:
E,[r,+,] = /i« + p , ( r , - / i , ) . (7.18)
This equation (7.17) defines the risk neutral conditional mean parameters: p( = /»+ Aot+i,
and £( = T£^-£«- Since A > 0, the adjustment has the effect of increasing the mean of
the interest rate (/2< > //), and reducing the amount of mean reversion (p< > p) thereby
increasing the unconditional variance.
The CKLS model belongs to the class of one factor models, with the spot rate as the only
state variable. The KNSW model is a two factor model with volatility as a second factor.
For comparability across models we assume that the price of volatility risk is equal to zero,
so that we use a single risk price A.
7.3.2 The Term Structure
The main obstacle in computing the option values is that the payoff at the expiration date
< + m depends on the value of a discount bond with maturity (n — m), which is itself a
function of all state variables, and not available in closed form. The value of a bond with
some maturity fc is a function of all state variables. In the KNSW model there are three
state variables: the level of the short-term rate r, the volatility /»*, and the latest shock e:
/><*>= p(r,/i*,e). (7.19)
In simulating the payoff of the option we must be able to compute the bond any value
that the state variables can attain at time < + m. Since the function p(-) is not known
analytically it must be computed numerically. Using a naive Monte Carlo method this
would require a simulation for each particular combination of state variables. This naive
simulation procedure is illustrated in figure 7.6. To obtain the distribution of the state
variables, (r^, em, /im), for the starting values, (ro,eo, /to), we have to sample /„, paths of
length m. Next, we have to sample /„ paths of length (n — m) to compute the bond price
^/+m'"' at any value ( r ^ , e ^ , ^ ) .
In practice, one could define a three dimensional grid for the state variables, compute the
bond price only at the grid points and use interpolation for points in between. This is
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FIGURE 7.6: Naive Simulation
IVO(M: m, n, 'm, 'n denote the maturity of the option, the maturity of the bond, the
number of combinations (rm,em,/ij,) and the number of combinations (r,,,e,,, h')
respectively.
still computationally very costly. We therefore opted for a different approach based on
the same sampling idea as for the computation of the unconditional density described in
appendix A. Figure 7.7 shows how this simulation reduces the number of sample paths.
Again we first have to obtain the distribution of the state variables, (*•„,, Cm, A^J, ** *be
expiration date of the option.
Let r,, (t = 1 , . . . , ./V) be a single long realization from the risk neutral interest rate process.
At each < we store the state variables r,, ft' and ej, and also the quantities:
(7.20)
= exp -
for different values of fc. We approximate the bond price function by a polynomial correc-
tion to the expectations hypothesis:
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FIGURE 7.7: Efficient Simulation
iVoies: m, n, /„,, Af denote the maturity of the option, the maturity of the bond, the
number of combinations (r^, em, />„) and the length of a single long realization.
(7.21)
where a ,^ (i = 1 , . . . , 3), are the state variables (r^, e^ and /i^,), and /?, a,, a,j and a^y are
parameters. The leading term in equation (7.21) is an approximation to the bond price
according to the linearized expectations hypothesis under the risk neutral conditional mean
in equation (7.17), which would set the price at time < equal to exp(-E,[£jjT(J r,+,]). The
constant parameters p and /i are fixed at the time series average of <^ and /i< from the
simulation. The other parameters are estimated by OLS from the linear regression:
•«,. (7.22)
i=i 1=1 ,=i i=i j=i <=i
If the simulated sample size A^  —• oo the regression function converges to an approximation
of the true bond price function." We now use the regression function to calculate the bond
'* A consistent estimator of the true implied bond price can be obtained through a nonparametric kernel
price for each combination of (r^, e^, AJ,).
In the discrete time process negative interest rates can occur during the simulations. We
handle negative interest rates by introducing a reflecting barrier at r, = 0. This means
that negative draws of r, are rejected (see Black (1995) for a motivation introducing such
a reflecting barrier).
For the different specifications the risk price A was calibrated such that the estimated
ten year discount bond price implies an average yield equal to the average ten year yield
observed in the data. Using CRSP data for the period 1970-1995 the ten year discount
yield is 8.5%. For example, for the model with 7 = 1 this gives A = 0.05. The average
autocorrelation parameter of the risk neutral process then comes out at p = p + ACT =
0.990 + 0.05 x 0.052 = 0.993.** Figure 7.8 shows the unconditional density of the short
rate and the risk neutral density of the short rate. The mean of the risk neutral density
is about 8.5% and the standard deviation is larger than that of its empirical counterpart.
We checked whether the approximation in equation (7.21) gives admissible bond prices
0 < P^"'(r, e, /i*) < 1. This appears true at all points realized in the simulation.
7.3.3 Option Simulation
Although all three specifications are univariate time series models, the conditional distri-
bution of next period's spot rate for the KNSW model depends on three state variables:
the spot rate, the innovation to the spot rate and the conditional variance. For a full
comparison of the different models, we must compare the implications at different levels
of all the state variables. In order to keep things manageable we present our results in
a two-way table, distinguishing three different levels of the spot rate (ro = 4%, 8%, and
12%), and three different shocks.
The size of the typical shock at these different interest rates is calculated from the data as:
led = ^ H (7.23)
method using the output of the simulation. But it would be computationally expensive to run the kernel
estimator for every iteration in the subsequent Monte Carlo simulation of the option price.
" The parameter estimates p and a are based on the results in table 7.5. The autocorrelation parameter
is calculated as: p = 1 — ai = 1 — 0.010 = 0.990 and the average uncertainty is calculated as tr =
fe* = (,°-SY*&»= 0052.
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FIGURE 7.8: Risk Neutral Unconditional Distribution
TVoie: The risk neutral density assumes that the price of risk A = 0.05.
with iU( a weight function based on a simple normal kernel:
(7.24)
where a is a bandwidth parameter and of is the sample variance of the interest rate.'* At
each of these initial conditions we set the initial conditions of the third state variable /i*
at its conditional expectation given the other state variables:
The conditional expectation is computed from the same simulation as used for the con-
struction of the yield curve:
(7.26)
where u>( is obtained from the multivariate kernel:
UJ» = exp I (x» — In) fi (x» — Xn) I ,
V 2s /
(7.27)
The bandwidth parameter s is chosen as * = 1.06<T-T-° * (see Silverman (1986)).
1 4 0 : • • . : • • > • . • • • • . . . « ' • , : • . - -.. C 7 » a p < e r 7
where Xi is the subvector of state variables (ft,e<) and ft is the sample covariance matrix
of Zt from the simulation of size ./V.
The future bond price P|"n, '^ equation (7.16) is replaced by its approximate functional
form p(r-(+,n, /!*+„,, ej+m) in equation (7.21). With this approximation we use a conventional
Monte Carlo simulation to estimate the option value for various initial conditions (ro, Ag, eo)
and strike prices A". The option prices in table 7.6 are computed for at-the-money options.
The strike price for an at-the-money option is defined as the initial forward price:
A- = pM/Pjj™', • (7-28)
where the bond prices are consistent with the implied term structure, i.e.:
for fc = m,n and where u>« is obtained from the kernel in equation (7.27) with z< the
subvector (rt,ei). Each sample path for the spot rate depends on m drawings for the
random variables e<, (< = l , . . . ,m) . Using the sequence t( a sample path for r» (< =
0 , . . . , m) is constructed based on the parameter estimates. The option value C(m, n, X)
is estimated by averaging over /V simulated paths.
7.3.4 Results
In table 7.6 we report option values as a percentage of the underlying long-term discount
bond, i.e. Ct(m,n, A")/.P<. The table consists of seven rows and three columns. The
columns refer to the three different levels of the spot rate; the rows represent the three
different values for last period's shock to the spot rate. The upper panel and the middle
panel report option values according to the KNSW model, with different restrictions on
the parameters. The CKLS option values in the lower panel, only depend on the level of
the spot rate. Appendix B describes how standard errors are computed.
From the table we draw several conclusions. The standard errors of the option values of
the KNSW model are small, meaning that small differences with other models will lead to
statistically significant differences in option valuation. Parameter uncertainty is not a big
issue here.
Both dimensions, level and shock, are important for valuing options in the KNSW model.
The effect of a shock is to increase volatility which will lead to higher option values. At
low and moderate interest rates the effect of a positive shock on the option value is larger
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TABLE 7.6: Percentage Option Value
KNSW1
zero shock
positive shock
negative shock
KNSW2
zero shock
positive shock
negative shock
CKLS
4%
0.42
(0.01)
0.59
(0.01)
0.56
(0.01)
0.40
(0.01)
0.53
(0.01)
0.52
(0.01)
0.42
(0.01)
8%
«2= 0,7 = 1
0.47
(0.01)
0.63
(0.02)
0.61
(0.02)
QJ = 0,7 = i
0.40
(0.01)
0.49
(0.01)
0.50
(0.01)
<*2 = 0, /?2 = A = 0
0.55
(0.01)
12%
0.60
(0.02)
0.79
(0.03)
' 1.03
(0.04)
0.42
(0.01)
0.55
(0.01)
0.76
(0.02)
0.70
(0.02)
./Voles: Option prices are based on the weekly parameter estimates. The
standard errors are in parentheses. The size of the shocks at the 4%, 8%
and 12% interest rate level are (-0.2%, 0%, 0.2%), (-0.3%, 0%, 0.3%) and
(-0.6%, 0%, 0.6%) respectively.
than the effect of a negative shock. At high interest rates, however, the effect of a negative
shock is higher.
For all specifications differences along a column in the table depend on the value of 7. At
low and moderate values of r the option values when 7 = 1 are close to the option values
when 7 = 5 . At the high level the implied option value is positively related to the interest
rate elasticity of the model.
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7.4 Conclusions ,
In this chapter we presented and estimated a model for the short-term interest rate volatil-
ity, that encompasses both the level effect in the CKLS model and the conditional het-
eroskedasticity effect of the GARCH class of models. The flexible specification of the
conditional variance equation allows different effects to dominate as the level of the inter-
est rate varies. The different models were estimated for monthly as well as for weekly data.
We find that both GARCH effects and level effect are important determinants of interest
volatility.
The parameter that measures the sensitivity of interest rate volatility with respect to the
interest rate level, 7, is highly significant. The important empirical difference of the KNSW
model and the CKLS type specifications is the smaller estimate of 7. For the estimation
of the interest rate sensitivity in the variance specification one cannot ignore the strong
GARCH effects in monthly and weekly data. Ignoring GARCH creates an omitted variables
problem for the estimate of the level effect in the volatility.
The most precise estimates of the volatility specification are obtained at the weekly fre-
quency. The estimated value of 7 ranges from 1.40 for the CKLS model for the monthly
frequency to 1.21 for the CKLS model for the weekly frequency. The parameter estimate
of 7 is not significantly different from unity for the CKLS and KNSW models.
As the volatility of the short-term interest rate is one of the determinants for the pricing
of interest rate contingent claims, we investigate the implications of the dynamics of short-
term interest rate volatility for the pricing of discount bond options. Our results suggest
that the inclusion of a GARCH effect in addition to a level effect in the model specification
is relevant for the pricing of short-term discount bond options. This result is related to the
lower estimated value of 7 when volatility effects are included. We show that at interest
rate levels of 12% a change in the value of 7 results in a large change of the relative option
value.
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Appendix 7A: The Unconditional Distribution of the
Spot Rate
To compute the unconditional density we follow Geweke (1994). Let /(x|y) denote the
conditional density of r, given rt_i. The unconditional density of the spot rate is the
solution, if it exists, to the integral equation:
/(z|y)s(y)dy. (7.30)
Since the spot rates are highly correlated, a Monte Carlo simulation is highly inefficient for
obtaining the unconditional density. The accuracy can be improved by drawing a sequence
of conditional densities and averaging the densities. Define a grid of points (i = 1, . . . , TV)
at which to estimate the density g(y). Now draw a time series sample of spot rates r<
(J = 1, . . . ,T), and for each n evaluate the conditional density /(yi|r<) at each of the grid
points. The unconditional density at a point y< is finally estimated as:
Whenever a negative value of r( is drawn, the draw is rejected and the value of r< is set to
zero, this way truncating the distribution to positive interest rates. The number of Monte
Carlo draws was set to 1x10^ and the number of negative interest rate drawings was zero
for the weekly data. The starting value for the Monte Carlo runs was set to the sample
mean.
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Appendix 7B: Computation of Standard Errors
The standard errors of the implied option values reflect the uncertainty about the parame-
ter estimates but are conditional on an exogenously given initial term structure. Option
standard errors are computed using the asymptotic formula:
where V(0) denotes the covariance matrix of the parameter estimates, and —§5 denotes the
partial derivatives of the option price with respect to the parameters of the volatility process
evaluated at 0 = 0, where $ are the parameters of the restricted volatility specification in
Table 7.5.
We calculate derivatives numerically. Using the same sequence e< as for the estimation of
the option value a new sample path r< (< = 1, • • •, m) is constructed with parameter vector
0j = 0 + £j, where £j is a vector with zeros apart from a small number <5j at position j
corresponding with the j " " element of 0. The new value for 5 is used to compute a new
option value at the expiration date. Using the same random numbers the procedure is
repeated using 0j = 0 — f,-. The numerical central derivative of the option with respect to
0j is then estimated as the average over ./V simulations:
• . . . - • < • • • ! - * • .
Chapter 8
Summary and Suggestions for
Further Research
8.1 Summary
The present thesis describes an empirical study of the dynamics of exchange rates, interest
rates and stock returns. The innovative character of the thesis resides not so much in the
choice of the subjects but rather in the use of alternative techniques and data.
Many studies that deal with the concept of international integration compare prices of
commodities and financial assets across countries. The basic idea is that in the absence of
any barriers to trade, arbitrage ensures that identical tradable goods and assets in different
countries have identical prices when denominated in the same currency.
When commodity prices as well as financial prices are examined across countries three
fundamental parities play an important role, i.e. purchasing power parity (PPP), uncovered
interest rate parity (UIP) and the Fisher parity. As the thesis deals with international
financial market dynamics, PPP, UIP and the Fisher parity have been discussed in detail.
The first of the fundamental relations, PPP, occurs in the market of goods and services
as a result of goods market arbitrage. According to PPP, the exchange rate between two
countries is determined by the two countries' relative price levels. The two other parities
occur in financial markets. The first, UIP, points out that as a result of uncovered arbi-
trage, the difference between interest rates on securities that are denominated in different
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currencies, equals the expected change in the exchange rate between the two countries.
The Fisher parity, the second financial relationship, states that the nominal interest rate
is equal to the real interest rate plus the markets' expected rate of inflation.
Chapter 2 establishes the theoretical foundation of the three parities. The parities are
not new; they were already formulated at the beginning of this century. Subsequently,
they were subjected to empirical tests by many researchers. The general conclusion that
emerges from this research is that there are substantial short-run deviations from all three
parities.
The traditional derivation of PPP is based on goods market arbitrage. Roll (1979) argues
that alternatively an efficient markets version of PPP may be derived when combining UIP
and the Fisher parity. It is not surprisingly, therefore, that explanations to deviations from
these three fundamental parities share a common theoretical foundation.
The most commonly suggested explanation is that deviations from these parities are due
to risk premiums. Furthermore, it is said that systematic (rational) forecast errors that
may arise as a result of discrete changes in regimes that are expected but not realized in a
particular period, may also cause these deviations. Third, the presence of transaction costs
may lead to inactivity bands where no arbitrage takes place and price differences across
countries are not equalized.
Chapters 3 to 5 empirically investigate each of these three parities.
Recently, the debate on PPP received a new stimulus through a theoretical contribution
by Sercu, Uppal and Van Hulle (1995). Sercu and Uppal (1995), who generalize this study,
show that in the presence of transaction costs the exchange rate change will be equal to the
risk-aversion weighted differential of growth in nominal spending deflated with the total-
consumption weighted inflation rate plus a 'marginal' inflation differential. In chapter 3
we use panel techniques to test both absolute as well as relative versions of Sercu and
Uppal's (1995) model for sixteen countries over the period 1973-1993. In the empirical
tests we impose restrictions that make parameter estimates invariant to the choice of the
numeraire currency. Surprisingly, our results show that PPP holds very strongly at horizons
of approximately three years. We fail to find any evidence, however, for the theoretical
effect of real expenditure on nominal exchange rate changes. We conclude that rejections
of PPP parity in the seventies and eighties were not so much related to shortcomings of
the underlying theoretical model, but much more to the empirical tests that were used.
Chapter 4 deals with the second parity, which is the so-called UIP. This parity implies
that the forward rate is an unbiased prediction of the future spot rate. In this chapter
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we test the unbiasedness hypothesis using a panel approach for fifteen countries during
the period 1979-1996. We distinguish time effects models and random effects models. Our
results indicate that the rejection of UIP is not as severe as is commonly found. Traditional
single-country times series tests of the unbiasedness hypothesis usually find negative slope
coefficients in a regression of the forward premium on the future exchange rate. Our panel
estimates, however, show a pooled slope coefficient that is equal to 0.5. Moreover, we show
that the slope coefficient is even very close to unity if only the largest five to ten percent of
the observations are taken into account. These findings point to the potential importance
of peso-problems and/or inactivity bands as explanation for the rejection of UIP.
The last parity that we consider, the so-called Fisher parity, is addressed in chapter 5.
This parity relates the nominal interest rate and the future expected inflation. The puzzle
to be explained is why nominal interest rates do not move proportionally with the level of
expected inflation. In this chapter, we try to explain this puzzle by the incorporation of
macroeconomic risk in the Fisher equation. From an intertemporal consumption capital
asset pricing model, we derive a generalized Fisher equation in which the nominal interest
rate is a function of inflation and the conditional second moments of money and production
growth.
The conditional second moments of these macroeconomic variables are computed along
two independent methods that both allow for stochastic volatility: a recursive Bayesian
forecasting method - the multi state Kalman filter - and the so-called multivariate stochastic
volatility model.
Since both the short-term interest rate and inflation are potentially nonstationary we use
the Johansen (1988) test for cointegration and find that the nominal interest rate, the
inflation and the conditional volatility of money growth are cointegrated. Our results
suggest that the common rejection of the Fisher parity in the literature could at least
partly be due to a misspecification bias. Incorporating macroeconomic risk by means of
the conditional variance of money growth into the Fisher equation is important. Moreover,
it is relevant that the econometric techniques used to estimate the conditional second
moments allow for the possibility of permanent shocks to the risk premium and hence for
a potential unit root.
Research on the price implication of financial integration is not only restricted to interna-
tional bond markets, but also looks at international stock markets. To investigate stock
returns in an integrated world, an international capital asset pricing model (ICAPM) is
called for. Deviations from PPP play an important role in the ICAPM.
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Chapter 6 investigates an ICAPM that allows for deviations from PPP. One of the key
assumptions of this model is that financial markets are integrated internationally. In other
words, the model assumes that there are no barriers to international financial transactions.
This assumption has important implications for the calculation of the cost of capital. In an
integrated world the cost of capital should therefore be determined using the international
capital asset pricing model (ICAPM) rather than the domestic capital asset pricing model
(CAPM). - - • • . . • - *
In this chapter we look at the domestic pricing error using an international asset pricing
model that explicitly allows for deviations from PPP. The pricing error when using the
CAPM rather than an ICAPM is zero if diversifiable domestic risk is orthogonal to the
global market portfolio return and foreign currency changes. We use Hansen's (1982)
generalized method of moments to test for orthogonality and implement this test for more
than three thousand individual stocks from ten different countries. We cannot reject the
hypothesis that the local market portfolio contains all the information relevant to price
domestic assets. We find that the global market portfolio and the foreign currencies affect
the cost of capital of an individual firm only through the effect of the global market on the
risk premium of the local market and not through the global beta of the firm.
The final chapter has a somewhat isolated position within the framework of this thesis, as
it does not examine an equilibrium model for financial prices but focuses on the volatility
dynamics of the short-term interest rate.
Generally, a distinction between two types of volatility specifications is made. On the one
hand, there are the econometric specifications of financial markets' volatility - like G ARCH
models - which concentrate on volatility persistence and clustering. Term structure models,
on the other hand, relate volatility directly to the interest rate level. In this chapter both
approaches are integrated as we present a model for the short-term interest rate volatility
that encompasses both the level effect and the conditional heteroskedasticity effect of the
GARCH class of models. The flexible specification of the conditional variance equation
allows different effects to dominate as the level of the interest rate varies.
The different models are estimated for monthly as well as for weekly data. We find that
both GARCH effects and level effect are important determinants of interest volatility. The
empirical results show that under all volatility specifications, the interest rate innovations
exhibit fatter tails than the normal distribution.
Ignoring GARCH effects creates an omitted variables problem for the estimate of the level
effect in the volatility. The parameter that measures the sensitivity of the interest rate
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volatility with respect to the interest rate level turns out to be highly significant. U •
As the volatility of the short-term interest rate is one of the determinants for the pricing
of interest rate contingent claims, we investigate the implications of the dynamics of short-
term interest rate volatility for the pricing of discount bond options. The main problem
is that a closed-form solution for the term structure is not available for the KNSW-model.
We propose, therefore, an efficient simulation algorithm to obtain an approximation of the
term structure, which is a crucial input in the option price formula.
Our results suggest that the inclusion of a GARCH effect in addition to a level effect in
the model specification is relevant for the pricing of short-term discount bond options.
8.2 Suggestions for Further Research
The motivation for the ICAPM of Adler and Dumas (1983) was the observation that PPP
is violated instantaneously and could be expected to be violated for any forecast horizon.
The empirical evidence in this thesis regarding PPP, UIP and the Fisher parity shows,
however, that in some periods the parities do hold and in other periods they do not. These
findings challenge the appropriateness of the specification of the ICAPM as the model
does not take into account this feature of the data. Future research could be directed at
ICAPMs that explicitly account for these empirical findings. A starting point may be the
model of Dumas (1992) that assumes that international shipment is costly. One important
implication is that PPP deviations are slowly mean-reverting.
Peso-problems, transaction costs and risk premiums can explain deviations from PPP, UIP
and the Fisher parity. We subscribe the viewpoint of Lewis, who states that to obtain use-
ful results in future research, the individual explanations of parity deviations should be
integrated. It might be interesting to investigate the implications for ICAPMs that arise
from the integration of risk premiums, transaction costs and peso-problems. The integra-
tion of these three elements might possibly solve the home bias puzzle in international
equity holdings.
A final suggestion for future research arises from chapter 7. In this chapter we propose an
efficient simulation method to approximate a two factor term structure model. The reason
that we use this simulation is that there is no closed form solution for the term structure
available. It might be interesting to investigate the accuracy of the proposed simulation
method. One way to get an idea about this is to compare the precision of this simulation
1 5 0 •- ' ' • " - ' • • • ' • • « • - ' ' • • • < ••
method to a multifactor term structure model that has a closed form solution, like the
Longstaff and Schwartz (1992) model.
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Nederlandse Samenvatting
De afgelopen tien jaar zijn beleggers zich bij de samenstelling van hun beleggingsporte-
feuille steeds meer op het buitenland gaan richten. Om een evenwichtige internationale
beleggingsportefeuille te kunnen samenstellen, is een goed begrip van de dynamiek op in-
ternationale aandelenmarkten en maxkten voor vastrentende waarden van cruciaal belang.
Bovendien dienen beleggers rekening te houden met het feit dat de rendementen op hun
buitenlandse beleggingen door wisselkoersschommelingen worden beinvloed.
Dit proefschrift bevat een aantal empirische studies naar de dynamiek op internationale
financiele markten. Het vernieuwende karakter van dit proefschrift is niet zo zeer gelegen in
de gekozen onderwerpen maar meer in de keuze van de data en de gebruikte econometrische
technieken. In tegenstelling tot eerdere studies, die de marktdynamiek van afzonderlijke
landen tot onderwerp hebben, worden in dit proefschrift panels van landen onderzocht.
Bij een dergelijke onderzoeksopzet zijn traditionele econometrische technieken niet langer
bruikbaar en dient een beroep te worden gedaan op zogenaamde paneldatatechnieken.
Op internationale financiele markten spelen een drietal pariteiten een belangrijke rol: de
koopkrachtpariteit, de ongedekte rentepariteit en de Fisher-pariteit.
De eerste pariteit, de koopkrachtpariteit, ontstaat door arbitrage in goederen- en diensten-
markten en stelt dat de wisselkoers tussen twee landen wordt bepaald door het relatieve
prijsniveau van deze landen. De andere twee pariteiten hebben betrekking op financiele
markten. Volgens de rentepariteit zal als gevolg van ongedekte arbitrage het verschil tussen
de korte rente op titels die zijn uitgedrukt in verschillende wisselkoersen, gelijk zijn aan de
verwachte verandering van de wisselkoers tussen de landen. De laatste pariteit, de zoge-
naamde Fisher-pariteit, stelt dat de nominale korte rente gelijk is aan de reele korte rente
plus de verwachte inflatie.
In hoofdstuk 2 komt de theoretische achtergrond van de drie pariteiten aan de orde. De
pariteiten zijn niet nieuw maar werden reeds aan het begin van deze eeuw geformuleerd,
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waarna zij door veel onderzoekers aan empirische toetsen werden onderworpen. De al-
gemene conclusie die uit dit eerdere onderzoek kan worden getrokken, is dat er zich op
korte termijn substantiate afwijkingen van ieder van de pariteiten kunnen voordoen.
Verklaringen voor afwijkingen van de drie pariteiten zijn gebaseerd op dezelfde theoretische
modellen. Dit impliceert dat de pariteiten een zekere samenhang moeten vertonen. Op
het eerste gezicht lijkt dat misschien onlogisch omdat de rentepariteit en de Fisher-pariteit
zijn gebaseerd op arbitrage op financiele markten, terwijl de koopkrachtpariteit voorvloeit
uit arbitrage op goederenmarkten. Roll (1979) toont echter aan dat de koopkrachtpariteit
tevens kan worden afgeleid door de twee pariteiten uit de financiele markt te combineren.
De drie pariteiten hangen dan ook nauw met elkaar samen. Het zal niemand verbazen
dat de verklaringen voor afwijkingen van de drie pariteiten gebaseerd zijn op dezelfde
theoretische grondslagen.
i
Een belangrijke veronderstelling voor de onderbouwing van de drie pariteiten is dat be-
leggers geen extra vergoeding eisen voor het wisselkoersrisico dat zij lopen. Indien deze
veronderstelling wordt losgelaten, kan worden aangetoond dat de pariteiten onder bepaalde
omstandigheden niet langer houden. De afwijking van de pariteiten kan dan worden
opgevat als een risicopremie die de beleggers eisen voor het risico dat zij lopen op hun
internationale beleggingen. Een tweede belangrijke veronderstelling is dat beleggers geen
systematische fouten maken als zij de omvang van toekomstige rendementen proberen te
voorspellen. Indien beleggers echter wel systematische voorspelfouten maken - bijvoor-
beeld als de verwachte veranderingen in het economisch klimaat zich niet blijken voor te
doen gedurende de looptijd van hun beleggingen - kunnen afwijkingen van de pariteiten
ontstaan. Ten slotte kunnen transactiekosten afwijkingen veroorzaken.
In de hoofdstukken 3 tot en met 5 worden de koopkrachtpariteit, de rentepariteit en de
Fisher-pariteit empirisch getoetst.
De afgelopen tien jaar werd er relatief weinig empirisch onderzoek verricht naar de koop-
krachtpariteit. Recentelijk is deze pariteit echter opnieuw in de belangstelling komen te
staan, ondermeer door een theoretische bijdrage van Sercu, Uppal en Van Hulle (1995).
In een vervolgstudie tonen Sercu en Uppal (1995) aan dat als gevolg van transactiekosten
de wisselkoersveranderingen worden bepaald door een tweetal componenten. De eerste
component is het gewogen verschil in de groeivoeten van nominate bestedingen tussen
twee landen gedefleerd met het prijsindexcijfer voor consumptieve bestedingen. De ge-
bruikte wegingsfactor weerspiegelt de risicohouding van investeerders in de twee landen.
De tweede component is het zogenaamde marginale inflatieverschil. In hoofdstuk 3 wor-
den paneldatatechnieken gebruikt om zowel een absolute als een relatieve versie van het
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'Sercu en Uppal'-model te testen voor een panel dat bestaat uit data voor zestien landen
over de periode 1973-1993. In deze analyse leggen we restricties op die ervoor zorgen dat
de schattingen van de modelparameters niet afhankelijk zijn van de keuze van de valuta
waarin we de resultaten uitdrukken. In tegenstelling tot veel andere studies, die alleen
afzonderlijke landen bestuderen, vinden we bij onze simultane bestudering van meerdere
landen bewijs dat de koopkrachtpariteit houdt. Aan de andere kant kunnen we niet aanto-
nen, zoals het 'Sercu en Uppal'-model voorspelt, dat wisselkoersen worden gestuurd door
verschillen in bestedingen tussen landen. We concluderen dan ook dat de verwerping van
de koopkrachtpariteit in studies uit de jaren zeventig en tachtig niet zozeer is gelegen in de
tekortkomingen van het theoretische model maar meer in de empirische toetsen die werden
gebruikt.
In hoofdstuk 4 komt de rentepariteit aan de orde. Deze pariteit impliceert dat een wis-
selkoers op de termijnmarkt een zuivere voorspeller is van de toekomstige wisselkoers in
de spotmarkt. Dit betekent dat de coefficient van een regressie van de termijnpremie
op de wisselkoersverandering gelijk is aan een. In dit hoofdstuk wordt deze hypothese
getoetst voor een panel van vijftien landen voor de periode 1979-1996. Daarbij maken
we gebruik van twee soorten modellen: modellen die tijdseffecten onderscheiden, en mod-
ellen die random-effecten meenemen. De resultaten van ons onderzoek geven aan dat de
rentepariteit minder sterk wordt verworpen dan in traditionele toetsen die alleen een enkel
land beschouwen. Deze traditionele toetsen vinden een negatieve regressiecoefficient. Met
behulp van het panelmodel vinden we daarentegen een coefficient die significant positief is.
Een verklaring hiervoor is het feit dat in een panelcontext tijdelijke verstoringen minder
van invloed zijn op de uiteindelijke resultaten. Daarnaast tonen we aan dat indien we ons
alleen beperken tot hoge termijnpremies, de regressiecoefficient zelfs zeer dicht in de buurt
van een ligt. Dit laatste resultaat wijst erop dat als gevolg van transactiekosten, arbitrage
alleen lonend is indien de termijnpremie voldoende hoog is.
In hoofdstuk 5 gaan we uitgebreid in op de Fisher-pariteit. Bij deze pariteit wordt er-
van uitgegaan dat de nominale korte rente proportioneel verandert met de verwachte in-
flatie. In dit hoofdstuk proberen we te achterhalen waarom deze relatie in de praktijk
niet opgaat. Onze verklaring is gelegen in het feit dat economische agenten een premie
eisen voor het inflatierisico dat zij lopen als zij obligaties aanhouden. In dit hoofdstuk
leiden we een model af voor de risicopremie waarin de intertemporele consumptiebeslissin-
gen van economische agenten in beschouwing worden genomen. In dit model is de risi-
copremie gerelateerd aan de conditionele volatiliteit van macro-economische variabelen
zoals geldgroei en produktiegroei. Bovendien vergelijken we twee methoden om de condi-
tionele volatiliteit te bepalen: het 'multi state Kalman filter'-model en een multivariaat
stochastisch volatiliteitsmodel. Omdat zowel de nominale korte rente en inflatie mogelijker-
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wijs niet stationair zijn, maken we gebruik van de 'Johanssen (1988)'-test voor colntegratie.
Deze analyse toont aan dat er een lange-termijnrelatie bestaat tussen de nominale korte
rente, de inflatie en de conditionele volatiliteit van de geldgroei. Dit resultaat suggereert
dat de Fisher-pariteit in traditionele toetsen wordt verworpen omdat in deze toetsen geen
rekening wordt gehouden met macro-economisch risico.
In hoofdstuk 6 bestuderen we de dynamiek in internationale aandelenmarkten met be-
hulp van een zogenaamd international capital asset pricing model (ICAPM). Dit model
veronderstelt dat er geen restricties zijn op internationale beleggingen. Daarnaast zijn de
beleggers in verschillende landen heterogeen omdat zijn hun reele beleggingsrendementen
berekenen op basis van de inflatie in hun eigen land. Deze zal afwijken van die in andere
landen als de koopkrachtpariteit niet houdt. Indien landen internationaal zijn geintegreerd,
dient de kapitaalvoet voor een investering te worden bepaald op basis van het ICAPM en
niet met behulp van het traditionele capital asset pricing model (CAPM). We bestuderen
de fout die wordt gemaakt als de kapitaalvoet in een gelntegreerde wereld wordt berek-
end op basis van het CAPM in plaats van het ICAPM. Deze fout is gelijk aan nul indien
het nationale diversifieerbare risico loodrecht staat op de wereldmarktportefeuille en alle
wisselkoersveranderingen. We maken gebruik van een door Hansen (1982) ontwikkeJde
testmethode om voor meer dan drieduizend individuele aandelen uit tien verschillende lan-
den expliciet te toetsen of de fout van het CAPM significant afwijkt van nul. De hypothese
dat de lokale marktportefeuille alle informatie bevat waarmee de kapitaalvoet kan worden
bepaald, kan niet worden verworpen. Dit impliceert dat de premie voor het mondiale
marktrisico en het wisselkoersrisico al is verwerkt in het lokale marktrisico.
Het laatste hoofdstuk neemt een bijzondere positie in binnen dit proefschrift omdat we
daarin niet het verband tussen diverse financiele variabelen analyseren, maar ingaan op de
tijdreekseigenschappen van de korte rente, en in het bijzonder op de volatiliteit daarvan.
De korte rente is een cruciale variabele in de financiele modellen die in dit proefschrift aan
de orde komen. . . .
Er bestaan twee verschillende modellen voor de beschrijving van de volatiliteit van de korte
rente. Allereerst de 'generalized autoregressive conditional heteroskedasticity (GARCH)'-
modellen waarbij persistentie en clustering van volatiliteit een belangrijke rol spelen. Daar-
naast onderscheiden we termijnstructuurmodellen die de volatiliteit van de rente relateren
aan de rentestand. In dit hoofdstuk trachten we deze twee benaderingswijzen in een model
te integreren. Vervolgens worden de parameters van dit nieuwe model bepaald met maand-
data en weekdata van de rente. Hierbij vinden we dat zowel de GARCH-effecten als de
rentestand van invloed zijn op de volatiliteit van de rente. De parameter die de gevoeligheid
van de volatiliteit voor renteveranderingen meet, is zeer significant. Dit betekent dat bij
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een hoge rente de volatiliteit van de rente ook hoog zal zijn. De volatiliteit van de korte
rente speelt een belangrijke rol bij de prijsbepaling van derivaten zoals opties, omdat bij
een hoge volatiliteit de kans groot is dat de optie bij expiratie 'in the money' is. Daarom
bestuderen we de invloed die verschillende specificaties van de rentevolatiliteit hebben op
de prijsbepaling van een optie op een obligatie. Een belangrijk probleem dat zich hierbij
voordoet, is dat er voor het model dat zowel de GARCH-effecten als de rentevoet combi-
neert, geen gesloten uitdrukking bestaat om de optieprijs direct te bepalen. Daarom maken
we gebruik van een simulatiemethode. De resultaten tonen aan dat de specificatie van de
conditionele volatiliteit van de rente uiterst belangrijk is bij het bepalen van optieprijzen.
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