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Abst ract - -An  approach based on successive application of the mean value theorem or, equiva- 
lently, a successive linear interpolation that excludes extrapolation, is described for two-point bound- 
ary value problem (BVP) associated with nonlinear ordinary differential equations (ODEs). The 
approach is applied to solve numerically a two-point singular BVP associated with a second-order 
nonlinear ODE which is a mathematical model in membrane response of a spherical cap that arises 
in nonlinear mechanics. The upper and lower bounds on solution for the foregoing second-order ODE 
are assumed known analytically. Other possible methods uch as the successive bisection for the 
BVP associated with second-order nonlinear ODE and a multivariable Taylor series for the second or 
higher-order nonlinear ODEs are also discussed to solve two-point BVP. The scope/limitation of the 
later methods and other possible higher-order methods in the present context are stressed. (~) 2005 
Elsevier Ltd. All rights reserved. 
Keywords - -Boundary  value problem, Lower solution, Mean value theorem, Ordinary differential 
equation, Taylor series, Upper solution. 
1. INTRODUCTION 
For numerical computation, a general two-point boundary value problem associated with ordinary 
differential equations (ODEs)--linear or nonlinear, coupled or noncoupled--is usually expressed 
in terms of a system of n first-order ODEs with n conditions. When these n conditions are 
specified numerically at an initial point (or simply a point) of the independent variable, say t, then 
the problem is an initial value problem (IVP) which can be solved noniteratively or iteratively. 
On the other hand, if 1 < k < n of the n conditions are specified at an initial point of t and 
the rest n - k conditions axe given at the end (other) point of t, then the problem is a two-point 
boundary value problem (BVP). If the ODEs are linear then the two-point BVP can be solved 
noniteratively. If the ODES are not linear then these have to be solved iteratively. 
0898-1221/05/$ - see front matter (~ 2005 Elsevier Ltd. All rights reserved. Typeset by ~4A4.q-~_tX 
doi: 10.1016/j.camwa.2004.09.010 
1500 S.K. SEN AND H. AGAI~WAL 
Unlike the partial differential equations (PDEs), it is always possible to define any form of 
ODEs--linear or nonlinear, coupled or noncoupled--as a system of n first-order ODEs and one 
can have a general routine (computer program) to solve them [1]. However, this general routine 
should have the provision for stiff (sensitive) ODEs. 
The boundary conditions (that include initial conditions) may not be always specified explicitly 
numerically. These may occur as a linear or nonlinear combination of two or more boundary 
conditions in an analytical form. In such a situation, a preprocessing of the boundary conditions 
may be carried out or, depending on the context he necessary equation(s), may be solved along 
with a general computer routine or before a general computer routine is used. This preprocessing 
is problem-specific and the concerned user should take care of the preprocessing as no general 
routine for preprocessing can be provided due to numerous possible forms of a problem. 
If we know reasonably good (narrow) upper and lower bounds of a solution then we could make 
use of the knowledge of the bounds to compute the actual solution. This computation could be 
achieved most easily through bisection that needs computation of function only in each iteration. 
As our target problem area does not usually involve extensive computation, the computational 
complexity issue is nonexistent. However, the bisection as well as the mean-value theorem (linear 
interpolation) based method/Taylor series based method or a combination of these methods are 
all polynomial-time and need very little processing time for most real-world problems. 
A popular approach for ODEs is the step-by-step integration which may be started from one of 
the two possible nds of two-point boundary value problems. If the singularity lies at the initial 
point, one could start the step-by-step integration at the other end and proceed backward (i.e., 
the step-size would be negative). Otherwise the integration could start at the initial point with 
positive step size. 
However, the number of unknown conditions/parameters which are assumed with arbitrary but 
reasonable numerical values at the initial point may be more or may be less than those at the end 
(other) point. Although this fact of more or less number of unknown parameters does not cause 
any problem of starting the step-by-step integration from any one of the two ends, we usually 
would like to start from that end which needs less number of integrations and possibly smaller 
linear system solution. In any case singularity, whenever present, might decide which end should 
be the better starting end so that the error in solution could be kept low. However, one could 
also integrate the ODEs both ways for cross-checking of the quality of the results. Sometimes 
results in both ways may remain numerically the same. 
In Section 2, we describe conversion of BVP to IVP and the consequent solution. For the 
conversion, we present wo fast-converging methods for two-point BVP associated with nonlinear 
ODEs. The first method is based on the mean-value theorem or, equivalently, linear interpola- 
tion while the second approach is based on multivariable Taylor series neglecting the second and 
higher-order terms. Higher-order methods may be devised, but these do not achieve any signif- 
icant advantage ither in terms of computational complexity or in terms of accuracy (quality of 
the solution). In nonlinear cases, all the methods are mathematically iterative. Even in sensitive 
nonlinear ODEs (two-point BVP) the higher-order methods may be undesirable because of more 
computation per iteration and consequent enhanced error and also due to the fact that these may 
tend to diverge. However, in most real-world ODE problems, computational complexity is never 
an issue when we are having enormous computing power compared to that in yesteryears, and 
most of it is unutilized prompting a relatively new area of grid computing. 
In this section, we present yet another method--the simplest one called the successive bi- 
sect ion-when the lower and upper solutions are given analytically or otherwise. Although the 
approach is used for only one unknown condition at the initial point, this can be generalized 
for two unknown conditions [2] or possibly even more. Since the bisection depends on the sign 
change of a parameter/quantity and not on the two computed parameter (positive and negative) 
values, roughly 3.3 bisections are needed to obtain one digit accuracy in the trim value in the 
unknown condition. Consequently, the number of bisections required for a specified accuracy in 
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the solution will be much more than the number of successive linear interpolations or the number 
of iterations based on Taylor series method to get the same accuracy. Once again we stress 
that bisection is an excellent competitor in accuracy as well as in simplicity when computational 
complexity is not a significant issue. 
A combination of bisection and linear interpolation (not extrapolation) which could be also an 
effective faster method to deal with nonlinear two-point BVP may also be employed. We will not 
discuss this combination here. 
An application of the nonextrapolatory 1 linear interpolation to solve a problem, viz., that in 
membrane response of a spherical cap that arises naturally in nonlinear mechanics is included 
in Section 3. The mathematical model of the problem is a two-point singular boundary value 
problem associated with a second-order nonlinear ordinary differential equation where the upper 
and lower bounds on solution are assumed known analytically [3] while the nonlinearity is allowed 
to change sign. Section 4 includes conclusions. 
2. CONVERSION OF  BVP TO IVP  
2.1. Linear Interpolation/Mean Value Theorem-Based Method 
We describe a fast converging iterative procedure based on successive linear interpolation to 
convert a two-point BVP associated with ODEs to an IVP in order to solve the ODEs. Consider, 
as a particular case, the nonlinear second-order ODE 
D2y + ADy + By = C. 
Boundary conditions (BC) at t = a, y = Ya; at t = b, y = Yb, where the symbol D - d the 
parameters A, B, and C may each be any function of t, y, and Dy. The steps for conversion of 
the BVP to the IVP is as follows. 
STEP S.1. Set 
Dy = 81 (some numerical value) at t = a, 
Dy = 02 (another (different) numerical value) at t = a, 
so that the computed (through a step-by-step integration) numerical values 
F l=(y - -yb) ,  a t t=b,  w i thDy=01,  
F2----(y--yb), at t - -b ,  with Dy- -  02, 
are of opposite signs--a requirement by the mean value theorem (MVT) but not a requirement 
by the linear interpolation that includes extrapolation too. 
STEP S.2. Compute the refined value of 0, by MVT or, equivalently, the linear interpolation, 
( (01-02) ~ F1. er = e ,  - \ 
STEP 8.3. Compute, through the step-by-step integration, 
Fr=(y - -yb) ,  at t=b,  w i thDy=0~,  a t t=a,  
and note the sign of F~. If Fr happens to be a numerical zero then Dy = 0r is the correct 
condition at the initial point t = a, the two-point BVP is converted to IVP, and the foregoing 
step-by-step integration gives the required result. 
STEP S.4. Else. Set 01 = 0r if F1 > F2, otherwise set 02 = 0r and repeat Steps S.l-S.3. In MVT 
based approach, however, we consider 0r and one of two 0s, viz., 01 and 02 so that Fr and one of 
two Fs, viz., F1 and F2 are of opposite signs and repeat Steps S.1-S.3. 
1Here by the term nonextrapolatory weimply "not used for extrapolation" or, in other words, the linear interpo- 
lation will be limited to only reading between two lines and not outside the lines. 
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Quadrat i c  interpolation 
If we wish to have quadratic interpolation then we will integrate the ODE three times with 
(i) Dy=01 at t=a,  
(ii) Dy = 0 2 at t = a, and 
(iii) Dy = 03 at t -- a, 
so that 
F l=(y -yb) ,  a t t=b,  whenDy=01,  
F2 = (y - yb), at t = b, when Dy = Ou, 
F3=(y -yD) ,  at t=b,  whenDy=03.  
In other words, given the pairs of values (F[, 0i), i = 1(1)3, compute the refined 0, called 0r, 
using the quadratic interpolation. In table form, we have 
F 0 
F1 01 
F2 0~ 
F3 03 
0 0~ =?  
The quadratic interpolation [4] gives 0~ in terms of 01, 02, 03, and F1, F2, F3, 
or = LI ((F1 F2F301 F1F30 F1F203 
- - F1)(F  - - - " 
By integrating the ODE four times we have cubic interpolation and so on. All these interpolations 
are essentially iterative. The question is: which is optimal interpolation in terms of accuracy and 
computational complexity? The numerical experiment over a variety of problems indicates that 
the linear interpolation which is nonextrapolatory is optimal and fail-proof. In sensitive cases, 
higher-order interpolations may tend to produce values out of the table (range), and thus, may 
result in failure. 
2.2. General Taylor Series Based Iterative Method 
For the sake of easy comprehension, we consider the BVP associated with the four first-order 
ODEs 
dY--!i = f~(t;yl ,y2,y3,Y4),  i = 1(1)4. (1) 
dt 
BC: at t -- 0, yl = y10, Y2 -- y20 at t --- b, yl -- Ylb, Y2 = Y2b. 
Take, for example, 30 intervals between 0 and b, i.e., h -- (b - 0)/30. Obtain Yl, Y2, Y3, Y4 at 
all these 30 points. Obtain the solution of equation (1) with the initial conditions IC: at t -- 0, 
Yl = yl0, Y2 = Y20, y3 = a, Y4 = fl (a, /3 are nonzero trial values) and with h = (b - 0)/30 (this 
will give 30 steps, using the Gill method [4,5], as shown in Table 1. 
Table 1. 
t Yl Y2 Y3 Y4 
0 Ylo Y20 ~ /~ 
0+h 
0+ 2h 
b yl (b; c~, f~) y2(b;a,~) y3(b;~,fi) y4(b;c~, fl) 
Mean Value Theorem 1503 
At t = b, y~ -- yi(b;a, 8) ~ Y~b and Y2 = y2(b;a,~3) ~ Y2b since s and ~ are not correctly 
chosen. Let c~ = s + H,  fl = fl + K. We obtain H and K,  such that 
Ylb ~--- Yl (b; s + H, j3 + K) = Yl (b; o~, 8) -[- (Hyl(x (b; o~, 8) + Kyl,o (b; o~, ~) -[- O (H  2, K2) ) ,  
Y2b = y2(b; a + H, Z + K)  = y2(b; s, j3) + (Hy2~(b; s, 8) + Ky2~(b; s, 8) + 0 (H 2, K2)) .  
Neglecting the terms O(H 2, K2), we have 
Hyl,~(b; s, 8) + Kyl~(b; s, fl) = Yl~, - y~(b; s, 8), 
Hy2,~ (b; s,  8) + Ky2~ (b; c~, fl) = Y2b -- Y2 (b; s,  ~3). 
(2) 
Est imat ion  of Yl~ (b; ~, ~), ylZ (b; a,  t3), Y2~ (b; c~,/~), Y2~ (b; a, 8) 
To estimate Yla (b; s,  8) and y2~(b; s, ~), we repeat the aforesaid integration with the initial 
conditions, where Aa  is small compared to s,  
IC: at t = 0, yl = ylo, y2 = y20, ya = s + Ao~, y4 = 8, 
and obtain yl(b; a + Ac~, ~) and y2(b; s + As ,  ~). 
Hence, 
yl~(b; s,  8) = (yl(b; ~ + ~,  Z) - yl(b; s,  Z)) 
As  
y2~(b; a, 8) = (y2(b; a + Aa,  t3) - y2(b; s,  fl)) 
As  
To estimate yl~(b; a, ~), y2z(b; a, fl), we repeat he foregoing integration with the initial conditions 
IC: at t = 0, Yl = Ylo, Y2 = Y20, Y3 ~- S, Y4 = 8 -t- AS,  
and obtain yl(b; s ,~  + A~3) and y2(b; a ,8  + A~3). 
Hence, 
ylz(b; a, ~) = (yl(b; a,/~ + A~) - yl(b; a, 8)) 
AZ 
y~(b; s ,  ~) = (y~(b; s ,  8 + AS) - y2(b; s ,  ~)) 
The only unknown quantities now in equation (2) are H and K.  We solve equation (2) and 
obtain H and K. Thus, the new initial conditions in the first iteration are 
IC: at t = 0, yl -- Yl0, y2 = Y20, Y3 = ~ + H, Y4 = ~ + K. 
Repeat the process for the second, third, . . .  iterations till lyl(b; a,~3) -Y lb l  <- 0.5 x 10 -4 x m, 
say, and ly2(b;a,~) - Y2bl ~-- 0.5 x 10 -4 × m, say, where m is a quantity comparable with the 
magnitude of a, ft. If a, ~ are comparable to unity then rn can be taken as 1. 
While it is not necessary to know the upper and lower solutions or, equivalently, the bounds on 
the solution of the ODEs by the Taylor series method or even the interpolation, the knowledge 
of bounds is useful specifically for a sensitive region of the solution, i.e., the region where a small 
change in the independent variable t causes large change in one or more dependent variables. 
Bisection, on the other hand, is significantly benefited from the knowledge of the bounds that 
include the solution. The only drawback of the bisection (unlike MVT) is that it does not make 
use of the proportion of function values that it has already found out around the solution. 
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A general (noniterative) numerical procedure and hence a general computer program for solving 
an arbitrary system of ODEs--linear or nonlinear, coupled or noncoupled--is available for an IVP. 
The nonlinearity of an ODE and its coupled form, in fact, do not pose additional difficulties over 
its linearity and noncoupled form. However, this is not true for a system of ODEs under two- 
point boundary conditions. First, the linearity of the system makes the problem much simpler 
and, in general, it (the system) can be noniteratively (directly) solved; a nonlinear system, on 
the other hand, has to be solved iteratively, in general. Secondly, the two-point BVP cannot be 
easily/readily posed in a general form as an IVP due to the fact that the conditions on the two- 
boundaries may have many possible combinations instead of a single form as in an IVP. However, 
Chanda and Sen [1] described a general algorithm into which a wide variety of two-point BVPs 
(linear or nonlinear, coupled or noncoupled) can be fitted. An iterative scheme such as the one 
based on Taylor series suited to this general form can be employed. 
2.3. Successive Bisection Based Method  
When reasonably close upper and lower solutions are known, a successive bisection to obtain 
a true solution is possibly the simplest approach which could provide accuracy no worse than 
any other method. In view of the availability of enormous computing power, most of which are 
unutilized, the bisection is, in addition, an attractive method which does not diverge in sensitive 
regions of the solution. In fact, scanning of the unstable solution space/region for an accurate 
solution is possibly best done by the successive bisection. 
We discuss the bisection to convert a two-point BVP associated with a second-order nonlinear 
ODE to an IVP. The problem will always have only one condition at the initial point t = 0 or 
t = a and only one condition at the end point t = b. 
Consider the second-order nonlinear ODE 
D2y + ADy + By = C. 
Boundary conditions (BC) at t = a, y = Ya; at t = b, y = Yb, where the parameters A, B, and C 
may each be any function of t, y, and Dy. The steps for conversion of the BVP to the IVP are 
as follows. 
STEP S.1. Set ~ = al  (some numerical value) at t -- a. Solve the resulting IVP using a step- 
by-step integration method, say, Gill method. Let the value of y at t = b be vl ~ yb (for, if it 
is yb then the BVP is correctly converted to IVP). Also, set ~ = a2 (another numerical value) 
at t = a. Similarly solve the resulting IVP. Let the value of y now at t = b be v2 ¢ Yb ( for  the 
same foregoil}g reason). 
STEP S.2. If a l  and a2 are so chosen that Yb - Vl and Yb - v2 are of opposite signs, then choose 
a new value of a, called c~r = (al + a2)/2. Set dd-}t = ar at t = a and solve the resulting IVP. Let 
the value of y at t = b be v~. 
STEP  8.3. If Yb - vr has the same sign as Yb - -  Vl then set al = ar else set a2 = an and continue 
the bisection, i.e., go to Step S.1 till the relative difference Av = IVl --v2]/((vl +v2)/2) between Vl 
and v2 is sufficiently small, say, 0.5 × 10 -4. 
3. APPL ICAT ION OF  L INEAR 
INTERPOLAT ION TO MEMBRANE PROBLEM 
The problem of membrane response of a spherical cap that arises naturally in nonlinear me- 
chanics gives rise to a mathematical model which is a singular BVP where the nonlinearities are 
allowed to change sign. The model is a two-point BVP associated with the second-order ODE as 
follows. 
D2y + = 0, 0 < t < 1, (3a) 
y(0) = 0, 2Dy(1) - (1 + v)y(1) = 0, (35) 
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where the load geometry parameter A is positive real and the Poisson ratio v is also real and lies 
in the open interval (0, 1). 
The upper and lower solutions of the foregoing model are given as follows [3]. Let 
a= A 2+(s /A) )  ' 
Then, the bounds on solution are 
a - v )  
c= (2A), b=cll3_v). (4) 
t t(c- bt) <_ y(t) < (2A)' for 0 < t < 1. (5) 
The lower and upper solutions using the MATLAB program 
function [] = ibubsol 
n=l ;  
v = . 001 : .  1997 : .  9999 ; lmda=. 001 : .  1997 : .  9999 ; t=.  001 : .  1997 : .  9999 ; 
fo r  i - -1:6 
for j=1:6  
ha=lmda ( j )  ; has q= ha A 2 ; vv=v ( i )  ; 
a=sqrz  (hasq / (hasq+ (8 /ha) )  ) ; 
b=a/(2* lm)  * ( ( 1-v ( i ) )  / (3 -vv) )  ; 
fo r  k=l :6  
t t=t  (k) ; 
lbso l=t t*  ( (a / (2* lm)  ) -b* t t )  ; 
ubso l - - t  (k) / (2*lm) ; 
v lmZlbub(n,  :) = [vv ha t t  lbso l  ubso l ] ;  n=n+l; 
end; 
end; 
end; 
Y.V imda t lower bound of solution upper bound of solution 
vlmtlbub, n 
>> ibubsol 
would be as given partially (to conserve space) below. However~ one may quickly view the 
complete bounds of solution by simply copying the foregoing program (all the lines except the 
last line) and pasting it in the edit window of MATLAB and then issuing the command lbubso l  
in its command window. To view 15 digit output,  one should use the command 
>> format  long 
in the command window. 
Cho ice  o f  Dy at  t = 0+ 
It may be observed that  for small A (when t is not small), the difference between the lower 
and upper solutions is very large as expected from inequalities (5). Otherwise, i.e., when A is not 
small, the difference is reasonably small. Consequently, a reasonable approximation for the first 
derivative at the initial point t = 0+, where 0+ is a numerical zero positive, 2 could be obtained 
from the bounds for k not small. This approximation will enable us to treat the BVP as the IVP 
and carry out the step-by-step integration to obtain approximate y ( l _ )  as well as approximate 
Dy( l _ ) ,  where 1_ is a numerical one negative. 3 
2A numerical zero positive is a positive real quantity ~ which is a relative term. If the relative rror in a quantity is 
less than or equal to e then we consider that the quantity is numerically sufficiently accurate, and thus, acceptable 
for all practical purposes. 
3A numerical one negative is a positive real quantity in [1 - e, 1) and is a relative term. 
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Solution 
v A t Lower Upper 
0.0010 0.0010 0.0010 0.0000 0.5000 
0.0010 0.0010 0.2007 0.0010 100.3500 
0.0010 0.0010 0.4004 0.0019 200.2000 
0.0010 0.0010 0.6001 0.0027 300.0500 
0.0010 0.6001 0.2007 0.0253 0.1672 
0.0010 0,6001 0.4004 0.0469 0.3336 
0.0010 0,6001 0.6001 0.0649 0.5000 
0.0010 0.6001 0.7998 0.0793 0.6664 
0.2007 0,0010 0.9995 0.0040 499.7500 
0.2007 0.2007 0.0010 0.0001 0.0025 
0.4004 0.0010 0.0010 0.0000 0.5000 
0.4004 0.0010 0.2007 0.0011 100.3500 
0.4004 0.2007 0.0010 0.0001 0.0025 
0.4004 0.2007 0.2007 0.0152 0.5000 
0.9995 0.0010 0.2007 0.0011 100.3500 
0.9995 0.0010 0.4004 0.0022 200.2000 
0.9995 0.9995 0.7998 0.1333 0.4001 
0.9995 0.9995 0.9995 0.1665 0.5000 
We call Dy(O+) the value of Dy at t = 0+. If e > 0.001 then we may choose 
(y (0 .001)  - y (0 ) )  
Dy (0+) = 0.001 ' 
where 
y(0 .0001)  = 
(lower solution at t ---- 0.0001 q- upper solution at t = 0.0001) d > 1. 
d 
The denominator d -- 2 will imply the average of the upper and lower solutions at t -- 0.0001 
(unbiased, i.e., an equal importance is assigned to both lower and upper solutions). The bound 
1 < d < 2 implies a solution biased towards upper solution while d > 2 implies a solution biased 
towards lower solution. 
In the nonsensitive (stable) case, i.e., when the interval [upper solution-lower solution] is 
reasonably small compared to the magnitude of the lower solution, d could be chosen as 2. In 
the sensitive (not-so-stable) case that would happen when the load geometry parameter A is 
small while t is not small, d could be chosen a real number greater than 2 so that y (0.0001) is 
biased towards the lower solution. However, if the interval is significantly large compared to the 
magnitude of the lower solution, we may choose d significantly larger than 2 (could be 3 or 4 or 5 
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or ... ). The choice of d is somewhat arbitrary. The step-by-step integration provides us a better 
insight into the value of d. 
However, in the present application, the solution is so sensitive on the choice of Dy(O+) that 
the integration cannot be carried out even with a stiff ODE solver over all the t steps for a 
slight change in the choice. Also it is not known a priori the appropriate lower bound of the 
interval in which Dy(O+) lies. Under these circumstances, we simply consider for Dy(O+) the 
approximations (equispaced points in the whole interval [upper solution-lower solution])/At at 
t = 0.001, where At is taken here as 0.001. It can be seen that Dy(O+) = (y(0.001) -y(0))/0.001 
could be a good approximation where y(0) = 0 (given). We could have taken any other small 
positive value for At. The value 0.001, however, is a reasonable one. Some of the values in the 
foregoing interval, specifically those near the lower solution, when substituted for Dy(O+) for 
integrating the ODE will fail to carry out the integration throughout all the steps for t in (0, 1). 
These failures can be viewed from the example that we considered below. These failures do not 
pose any problem as MATLAB continues uccessively substituting other values in the interval. 
Out of all the methods described in Section 2, we find that MVT or, equivalently, the nonex- 
trapolatory linear interpolation based method is most appropriate in this application. The higher- 
order methods in sensitive cases may tend to produce an approximation for Dy(O+), which may 
be far away from the true initial value of Dy and may go out of the specified interval. The 
bisection, on the other hand, will need many more iterations as it only depends on sign change 
and not on the concerned function values. 
We include here a MATLAB program for solving the two-point BVP arising out of the membrane 
response problem and the consequent output. To conserve space we only provide the final output 
that includes conversion of the BVP to IVP for v = 0.4004 and A = 0.2007. Several initial failures 
in completing the step-by-step integration are also recorded by MATLAB. These failures do not 
have any impact on the required solution. 
function[] =intrapolation(v, imda, lowersol, uppersol) ; 
Y, NOTE: IN THE LAST LINE 0F FUNCTIDN ydashravi, REPLACE 
~,.xxxx^2/8 BY ~Cthe value of imda' ''2/8. 
'/~{ere intrapolation implies reading strictly between two lines in a table 
Y, and not outside the lines. That is "extrapolation is completely excluded. 
Y, Usually interpolation implies both intrapolation as well as extrapolation. 
tspan=0.0001 :. 0333 :. 9995 ; 
tspansize=size (tspan) ; nt step=t spansize ( I, 2) ; 
interval_of_s ol=upper sol-lower sol; 
if interval_of_sol<=3, 
step=interval-of-sol/51; i=l; 
for Dy0= (lowersol : step:uppersol)/. 001, 
y0= [. 001,DyO] ; 
Y.Here y at t = .0001 is taken as y0 = .001 and 
Y.Dy at t = .0001 is assumed as (y(.001)-y(0))/(.001-0) somewhat arbitrarily. 
[t, y] =ode 15s ( ' ydashravi ', t span, y0) ; soln= [t, y] ; 
Y, The Matlab command odel5s is to integrate stiff ordinary differential 
Y, equations (Issue Matlab command "help ode15s" to view the details). 
tsize=size(t) ;nt=tsize(l, i) ; 
if ntstep=--nt, 
DyOp(i) =Dy0 ; ylm(i) =y(nt, i) ;Dylm(i) =y(nt, 2) ; 
F(i)= 2*Dylm(i)-(l+v)*ylm(i) ; i=i+l; 
end; 
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end; 
count=i-i; 
%Check F(i) for sign change and then apply intrapolation or bisection. 
%Because of nonlinearity, extrapolation is not advisable as it may fail in 
%this application. 
for i=l:(count-1), 
while F(i)*F(i+1)<O 
DyO=DyOp(i)-((DyOp(i)-DyOp(i+l))/(F(i)-F(i+1)))*F(i); 
yO= [.O01,DyO] ; 
[t, y] =ode 15s ( ' ydashravi ', t span, yO) ; soln= [t, y] ; 
Fr=2*y(nt,2)-(1 + v)*y(nt,1) ; 
if abs(Fr)<=0.5*lO'-4 
v, lmda, required_sol=soln, Fr, break, 
end; 
if Fr*F(i)<O 
F(i+1)=Fr;DyOp(i+l)=DyO; 
else F(i)=Fr;DyOp(i)=DyO; 
end; 
end; 
end; 
end; 
function ydashravi=f(t,y); 
%lmda is taken as .2007. For any other value of lmda, say 
%lmda = .5 replace .2007 by .5 in the line just below. 
ydashravi=[y(2); -t'2/(32*y(1)'2)+.2007"2/8]; 
The MATLAB command in the command window 
>> intrapolation(.4004,.2007,.O001,.O025) 
provides the ~llowing output. 
Warning: Failure at t=8.129024e-O02. Unable to meet integration tolerances 
without reducing the step size below the smallest value allowed (2.888010e- 
016) at time t. 
(Type "warning off MATLAB:odelSs:IntegrationTolNotMet" to suppress this 
warning.) 
> In C:\MATLAB6pS\toolbox\matlab\funfun\odelSs.m at line 743 
In C:\MATLAB6pS\work\intrapolation.m at line 24 
Warning: Failure at t=l.565999e-O01. Unable to meet integration tolerances 
without reducing the step size below the smallest value allowed (5.563546e- 
016) at time t. 
(Type "warning off MATLAB:ode15s:IntegrationTolNotMet" to suppress this 
warning.) 
> In C:\MATeAB6pS\toolbox\matlab\funfun\odel5s.m at line 743 
In C:\MATLAB6p5\work\intrapolation.m at line 24 
Warning: Failure at t=2.866653e-001. Unable to meet integration tolerances 
without reducing the step size below the smallest value allowed (i.018440e- 
015) at time t. 
(Type "warning off MATLAB:ode15s:IntegrationTolNotMet" to suppress this 
warning.) 
> In C:\MATLAB6pS\toolbox\matlab\funfun\odelSs.m at line 743 
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In  C: \MATLAB6p5\work\ int rapo lat ion.m at  l ine  24 
Warning: Fa i lu re  at  t=4.927831e-O01.  Unable to  meet in tegrat ion  to le rances  
without reducing the step size below the smallest value allowed (1.750717e- 
015) at time t. 
(Type "warning off MATLAB:odel5s:IntegrationTolNotMet" to suppress this 
warning.) 
> In C:\MATLAB6p5\toolbox\matlab\funfun\odelSs.m at line 743 
In C:\MATLAB6p5\work\intrapolation.m at line 24 
Warning: Failure at t=7.955173e-O01. Unable to meet integration tolerances 
without reducing the step size below the smallest value allowed (2.826245e- 
015) a t  t ime t .  
(Type "warning o f f  MATLAB:ode15s: Integrat ionTolNotMet" to  suppress  th i s  
warn ing . )  
> In  C: \MATLAB6p5\too lbox\mat lab\ funfun\ode15s.m at  l ine  743 
In  C: \MATLAB6p5\work\ int rapolat ion.m at  l ine  24 
V ~ 
O. 4004 
imda = 
O. 2007 
required_sol = 
0 O001 0.0010 
0 0334 0.0155 
0 0667 0.0298 
0 1000 0.0440 
0 1333 0.0580 
0 1666 0.0719 
0 1999 0.0855 
0 2332 0.0990 
0 2665 0.1122 
0 2998 0.1253 
0.3331 0.1382 
0.3664 0.1509 
0.3997 0.1634 
0.4330 0.1757 
0.4663 0.1878 
0.4996 0.1997 
0.5329 0.2114 
0.5662 0 2229 
0.5995 0 2341 
0.6328 0 2451 
0.6661 0 2559 
0.6994 0 2665 
0.7327 0 2768 
0.7660 0 2869 
0.7993 0.2967 
0.8326 0.3064 
0.8659 0.3157 
0.8992 0.3248 
0.9325 0.3337 
0.9658 0.3422 
0.4372 
0.4333 
0.4284 
0.4233 
0.4181 
0.4127 
0.4073 
0.4017 
0.3960 
0.3903 
0.3845 
0.3785 
0.3725 
0.3664 
0.3602 
0.3539 
0.3475 
0.3410 
0.3344 
0.3277 
0.3209 
0.3139 
0.3069 
0.2997 
0.2924 
0.2849 
0.2773 
0.2696 
0.2617 
0.2537 
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0.9991 0.3506 0.2455 
Fr = 
4. 2308e-006 
In the foregoing required solution, the first column consists of the values of the independent 
variable t while the second and third columns those of y and Dy. The quantity Fr denotes the 
accuracy of the value of Dy(O+) which is in this case 0.4372 in the IVP (converted from BVP). 
The reader may try the following data and observe the output. 
v A Lower Solution Upper Solution 
I 0.6001 0.2007 0.0001 0.0090 
II 0.9995 0.7998 0.0001 0.0100 
4.  CONCLUSIONS 
How Do Lower  and  Upper  So lut ions  He lp  in Membrane  Prob lem 
Given the data point (t~, y~)i = 0(1)n, the interpolation formulas uch as the Lagrange formula 
can be used for both interpolation and extrapolation [4]. Just by interchanging the role of t 
and y, these can be employed for inverse interpolation as well as inverse extrapolation. Although 
in well-conditioned BVPs, viz., those in which the function is not violently fluctuating, we may 
not bother whether the value of 8r, the refined value of 8 (see Section 2), lies in (81,82) or not, 
in the ill-conditioned BVPs we do need to ascertain that 8~ lies in (81,82). In this context he 
knowledge of lower and upper solutions derived by Agarwal and O'Regan [3] for the membrane 
response problem is useful. 
Consider the Poisson ratio v = 0.4004 and the load geometry parameter A = 0.2007. If we 
take, for the membrane problem, arbitrarily (i.e., without caring the lower and upper solutions) 
a value 81 = 4 for Dy(O+) and solve the BVP as an IVP, and use the MATLAB commands 
>>v = .4004; Imda = .2007; tspan--0.0001: .0333: .9995; yO = [.001; 4]; 
>> It, y] = odel5s('ydashravi', tspan,yO); sol = [t, y] 
then we obtain F1 = 2Dy( l_ )  - (1 + v)y( l_)  = 2Dy(0.9991) - (1 + 0.4004)y(0.9991) = 2 x 
4.0031 - 1.4004 × 3.9986 = 2.4066. 
If we now choose 82 = 6 for Dy(O+) keeping all the other parameters unchanged then we obtain 
F2 = 2Dy( l_ )  - (1 + v)y( l_)  = 2Dy(0.9991) - (1 + 0.4004)y(0.9991) = 2 x 6.0042 - 1.4004 x 
5.9972 = 3.6099. Hence, the linear interpolation produces 8r -- 81 - ((81 - 82)/(F1 - F2))F1 = 
4 - ((4 - 6)/(2.4066 - 3.6099)) x 2.4066 = 0.0 which is outside the interval (82, 81) = (4,6). 
Allowing Dy(O+) = 0r = 0.0 and integrating using the foregoing MATLAB commands replacing 
[0.001; 4] by [0.001,0.0], i.e., using 
>> v = .4004; lmda = .2007; tspan = 0.0001: .0333: .9995; y0 -- [ .001; 0 .0 ] ;  
>> [ t ,  y] =odel5s ( ' ydashrav i  ' ,  t span, y0) ; sol= [ t ,  y] 
we obtain the output 
Warning: Failure at t=2.159522e-O02. Unable to meet integration tolerances 
without reducing the step size below the smallest value allowed (7.672164e- 
017) at time t. 
(Type "warning off MATLAB:odel5s:IntegrationTolNotMet" to suppress this 
warning. ) 
> In C:\MATLAB6pS\toolbox\matlab\funfun\odsl5s.m at line 743 
sol = 
0.0001 0.0010 0 
Clearly the integration could not proceed beyond the first t step. This situation implies that 
the refined value of 8, viz., 8r is of no use for solving the membrane problem. Instead of better 
initial value of Dy(O+), we get a completely unusable one. 
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However, for well-conditioned BVPs such a situation will not arise. In other words, whether 
the refined value of 8, viz., 8r is inside the interval (81,82) or not, we still get an accurate solution 
using this 8r which is better and very useful. 
Consider the nonlinear ODE, where D = d ,  
D2y = y3 BCs: at t = 0, y = 0; at t = 1, y = 1. 
Sett ing yl = y and y2 -- Dy,  and rewriting the foregoing ODE as a system of two first-order 
ODEs, we obtain 
Dyl  = f l ( t ,  y l ,  y2) = y2; Dy2 = f~( t ,  y l ,  Y2) = y3. 
BCs: a t t=0,  yl = 0; at t -= l, y l= l .  
Choosing arbitrar i ly Y2 = 81 = 4 at t = 0 and solving the resulting IVP, we obtain using the 
MATLAB function in the edit window 
function ydas=f(t, y) ; ydas=[y(2) ; y(1)^3] ; 
and MATLAB commands 
tspan=0:.l:l; y0=[0; 4]; [t, y]=odel5s('ydas',tspan,y0);soln=[t, y] 
in the command window 
soln = 
0 0 4.0000 
0.1000 0.4005 4.0054 
0.2000 0.8028 4.0381 
0.3000 1.2126 4.1572 
0.4000 1.6431 4.4652 
0.5000 2.1205 5.1444 
0.6000 2.6987 6.5558 
0.7000 3.4852 9.5104 
0.8000 4.7303 16.3651 
0.9000 7.1824 36.7702 
1.0000 14.6895 152.8502 
where the leftmost column consists of the values of t, the middle column those of y, and the 
rightmost column those of Dy.  
If we now choose Y2 -- 82 = 2 arbitrari ly at t -- 0 and solve the IVP, we get using the foregoing 
MATLAB function and the MATLAB commands 
tspan=O :. i : i ; yO= [0 ; 2] ; [t, y] =odelSs ( ' ydas', tspan, yO) ; soln= [t, y] 
so ln  = 
0 0 2. 0000 
0.1000 0.2001 2. 0007 
0.9000 2.0877 3.6923 
1.0000 2.5128 4.9091 
Thus we have the ~l lowing l inear interpo lat ion  problem. 
8 F 
~I = 4 FI = y -  Yb = 14.6895-- i = 13.6895 
82 = 2 F2 = y- -  Yb = 2.5128-- 1 = 1.5128 
8r = ? y - -yb  ----O 
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Hence, 0~ = 01 - ((01 - 02)/(F1 - F2))F1 = 4 - ( (4 -  2)/(13.6895 - 1.5128)) x 13.6895 = 1.7515 
which is outside the interval (01, 02) = (4, 2). 
Set Y2 = 0~ = 1.7515 at t = 0 and solve the IVP we get using the foregoing MATLAB function 
and the MATLAB commands 
tspan=0: . l : l ;  y0=[0; 1.7515];  I t ,  y]=ode lSs ( 'ydas ' , t span ,yO) ;so ln=[ t ,  y] 
so ln  = 
0 0 i .7515 
0.1000 0.1752 1.7520 
0.9000 1.7655 2.8300 
1.0000 2.0817 3.5430 
Now we have the Mlowing interpolation problem. 
0 F 
0t = 2.0000 F1 = y - yb = 2.5128 - 1 = 1.5128 
02 = 1.7515 F2 = y - Yb = 2.0817 -- 1 = 1.0817 
Or = ? Y --Yb ~-0 
Hence the next 0r is 
[ (01-  02).'~ F1= 2 _ ( (2 =1.7515)  "~ 
0~ -= 01 - \ (F1  F2) )  \ (1 .5128-  1.0817).] x 1.5128 = 1.1280. 
Set Y2 -- Or -- 1.1280 at t = 0 and solve the IVP we get using the foregoing MATLAB function 
and the MATLAB commands 
tspan=0: .  1:1;  y0=[0; 1. 1280] ; [ t ,  y ]=ode lSs ( 'ydas '  , t span ,y0)  ; so ln - - [ t ,  y] 
soln = 
0 0 1. 1280 
0.1000 0.1128 1. 1281 
0.9000 1. 0634 1. 3876 
1.0000 1.2093 1.5351 
Hence, similarly the subsequent Or is 
\ (F1  ( 81- -82) )  F ) [ (1.7515 - 1.1280) 0~=01-  F1 =1.7515-  \ ~ - -  0.2093) × 1.0817=0.9784. 
Set Y2 = 0r -- 0.9784 at t = 0 and solve the IVP we get using the foregoing MATLAB function 
and the MATLAB commands 
tspan=0 :.  1 : 1 ; y0= [0 ; 0. 9784] ; [ t ,  y] =ode15s ( ' ydas ' ,  t span ,y0)  ;so ln= [ t ,  y] 
so ln  = 
0 0 O. 9784 
0.i000 0.0978 0.9785 
0.9000 0.9117 1.1446 
1.0000 1.0306 1.2367 
Hence, the next Or = 1.1280 - ((1.1280 - 0.9784)/(0.2093 - 0.0306)) x 0.2093 = 0.9528. 
Mean Value Theorem 1513 
Set Y2 = 8r  ---- 0.9528 at t = 0 and solve the IVP we get using the foregoing MATLAB function 
and the MATLAB commands 
tspan=O :. 1 : I ; yO= [0 ; O. 9528] ; [t, y] =ode15s ( 'ydas ', tspan,yO) ; soln= [t, y] 
so ln  = 
0 0 O. 9528 
O.iO00 0.0953 0.9529 
0.9000 0.8862 1.1059 
1.0000 1.0009 1.1903 
We maycontinue the iteration ~rmore  accurate result. However, at th is  ~age the ICs ofthe 
IVP which is the converted BVP becomes 
ICs: a t t=0,  y = O, Dy=0.9528.  
Consequently y becomes 1.0009 (approximately equal to 1) at t -- 1. 
Limitation of Lower and Upper Solutions 
The large interval between the lower and upper solutions is not very useful. For a small 
parameter A (and for a reasonable value of t), the upper solution is much larger than the lower 
one. For A = 0.001, the lower solution is y(t) = y(0.2007) = 0.0010 and the upper solution is 
y(0.2007) -- 100.3500 (see Section 3). The interval (100.3500 - 0.0010) = 100.3490 is very large. 
To consider such a large interval we need to have too many subdivisions in the interval and 
consequently too many integrations, ome of which may not be carried out over all the t steps in 
(0, 1) because of sensitive nature of the membrane response problem. 
However, we may simply avoid such lower and upper solutions without encountering any serious 
problem. Our numerical experiment in Section 3 shows that for small A, the true solution is closer 
(but not too close) to lower solutions than to upper solutions. Accordingly, our search should be 
more intense near lower solutions. 
Harmless Failures Encountered by MATLAB Program 
From the output of the MATLAB program, we observe that the step-by-step integration could 
not proceed for all the time steps when closer to lower solutions. This situation is due to the 
sensitive nature of the considered BVP. However, as we proceed towards upper solutions, this 
problem vanishes and we get the desired solution reasonably accurately. Observe that MATLAB 
computations are carried out with 15 significant digit accuracy. 
Limited Scope of Higher-Order Methods 
Higher-order methods can always be developed using multivariable Taylor series with any 
desired number of terms. The higher the order is, the faster should be the convergence or, 
in other words, fewer should be the number of iterations. The amount of computation per 
iteration would be significantly larger in higher-order convergence. Moreover, in sensitive cases, 
the rounding errors will be also dominant. Thus there is a danger of using a higher-order method 
to convert a BVP to an IVP when the BVP is sensitive as the error under a fixed precision may 
simply dominate resulting in divergence. 
Complexity/Error 
All the methods o far talked about are polynomial-time, i.e., fast. The computational com- 
plexities for most real-world problems are never an issue. This is particularly so when we are 
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currently having at our disposal huge unutil ized computing resources that  have prompted a rel- 
atively new area called grid computing. However, our numerical experiment shows that  linear 
interpolat ion/MVT based approach is relatively simple, reasonably moderate,  less computat ion 
per iteration, and less prone to errors/divergence. Bisection, on the other hand, though simple, 
may need to scan the whole interval to search for a sign change in F values and would need much 
more iterations than linear interpolat ion/MVT based approach. 
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