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Abstract
Different types of syntactic information (word category, grammatical gender) are processed at different times during word
recognition. However, it is an open issue which brain systems support these processes. In the present event-related fMRI study,
subjects performed either a syntactic gender decision task on German nouns (GEN), a word category decision task (WC, nouns vs.
prepositions), or a physical baseline task (BASE). Reaction times in WC were faster than in GEN, supporting earlier electro-
physiological results. Relative to BASE, both syntactic tasks activated the inferior tip of BA 44. In addition, BA 45 showed acti-
vation in GEN, whereas BA 47 was activated in WC. The imaging data indicate that the inferior portion of BA 44 together with
type-specific prefrontal areas supports both initial word category related and later syntactic processes.
 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
Syntax is the backbone of every language: it comprises
all types of information that assign functions to each
component of an utterance and that define the relation-
ship among these components. But there is not ‘‘syntax’’
per se. Rather, there are several types of syntactic infor-
mation such as syntactic word category information,
verb argument structure information, and syntactic
gender information which may be processed differently.
According to the so-called syntax-first models of com-
prehension only word category information such as
noun, verb, article is processed during an initial phase of
phrase structure building while lexically bound verb ar-
gument structure information and syntactic gender in-
formation are processed in a second phase (Frazier, 1987;
Friederici, 1995; cf. Friederici, 2002, for a review).
Word category information is an essential part of
every language. However, this is not true of grammatical
gender: while some languages (like German and French)
make use of gender information, others (like English or
Japanese) do not. Within the group of languages that
implement grammatical gender, the gender of the same
word may differ among the languages (e.g., the car: elmask
coche [Spanish] vs. lafem voiture [French] vs. dasneut Auto
[German]). This indicates that syntactic gender, in con-
trast to natural gender (s/he) is an idiosyncratic part of
the lexical entry for a given noun in a given language.
There is electrophysiological evidence that word cat-
egory information is indeed processed prior to syntactic
gender information. It has been shown that the pro-
cessing of a word category violation is indeed by an
early left anterior negativity present around 150–200ms
(Hahne & Friederici, 2002) whereas the processing of a
syntactic gender violation is indicated by a somewhat
later appearing left anterior negativity (300–400ms)
(Gunter, Friederici, & Schriefers, 2000). It is an open
question of whether these two types of syntactic pro-
cesses are supported by the same neural systems or not.
The electrophysiological data though providing evi-
dence for these temporal separation do not offer the
spatial resolution to answer this question. The goal of
the present study is to investigate whether there is one
central module controlling all syntactic processes or
are there distinct networks for the functionally and
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temporally separable syntactic processes? Since Brocas
(1861) findings on an aphasic patient with a lesion in the
left inferior frontal gyrus (IFG) in Brodmanns area (BA)
44 and 45, the function of this site (also called ‘‘Brocas
area’’) has been discussed. Although BA 45 and BA 44
are considered to constitute ‘‘Brocas area’’ neuromor-
phometric analysis have suggested a separation between
the two areas (Amunts et al., 1999; Brodmann, 1909).
These two areas also seem to be functionally separable as
indicated by recent fMRI studies. While BA 45 as fre-
quently been reported to be involved in semantic pro-
cesses (e.g., Desmond et al., 1995; Friederici, Opitz, &
von Cramon, 2000b; Gabrieli et al., 1996; Thompson-
Schill, DEsposito, Aguirre, & Farah, 1997), BA 44 has
been found active in syntactic tasks (e.g., Friederici,
Meyer, & von Cramon, 2000a, Friederici et al., 2000b).
The notion that Brocas area supports syntactic opera-
tions was put forward on the basis of neuropsychological
studies (cf. Grodzinsky, 2000) and experiments on heal-
thy subjects using neuroimaging methods. On the sen-
tence level, there is a positive relationship between an
increase in syntactic complexity of a sentence and the
amount of regional cerebral blood flow in Brocas area
including BA 44, 45, and even 47 (Caplan, Alpert, &
Waters, 1998, 1999; Caplan, Alpert, Waters, & Olivieri,
2000; Just, Carpenter, Keller, Eddy, & Thulborn, 1996;
Stromswold, Caplan, Alpert, & Rauch, 1996). The mid
portion of BA 44 was shown to be activated, in partic-
ular, as a function of syntactic memory required to
process syntactically complex sentences rather than as a
function of syntactic complexity as such (Fiebach,
Schlesewsky, & Friederici, 2001; Grossman et al., 2002).
Friederici et al. (2000a) varied the semantic and syntactic
content of sentences independently and found the oper-
cular part of Brocas area (i.e., BA 44) to be activated
only in the condition in which the syntactic structure of
the sentence was preserved but all content words had
been replaced by pseudo-words. A similar region in the
deep BA 44 was observed for pseudo-word sentences
containing syntactic and morphosyntactic information
(Moro et al., 2001). In the domain of single word syntax,
Brocas area was involved in the processing of verbs but
not nouns in a lexical decision task (Perani et al., 1999).
The left BA 44/6 was activated for function words
(prepositions) but not for content words (nouns) when
subjects performed a detection task on subsequent syn-
onyms (Nobre, Price, Turner, & Friston, 1997). Since
function words tend to be more abstract than content
words, the authors concluded that abstract entries are
harder to access and need an extra ‘‘motor’’ representa-
tion in the premotor cortex. However, this difference
between processing function words and content words
disappears if concreteness is counterbalanced between
the word categories (Friederici et al., 2000b). In this
latter study, subjects were presented with nouns and
prepositions. One half of the items of either category was
concrete, the other half abstract. In a syntactic task,
subjects made a word category decision, in the semantic
task they judged the words concreteness. The result in-
dicated that task requirements rather than word class
determined activation differences in the inferior frontal
cortex as a function of task: the semantic task (abstract
vs. concrete) activated BA 45 whereas the syntactic task
(noun vs. preposition) activated BA 44. This finding has
two important implications: first, Brocas area is not the
cortical localisation site of a particular word class (i.e.,
function words) but rather supports the underlying
processes of word category decision and assignment.
Second, the relatively large region called ‘‘Brocas area’’
can be further subdivided in functional distinct parts. It
appears that the mid portion of BA 44 supports syntactic
memory and the inferior portion processing of word
category information and local structure building.
If it is syntactic task or processing requirements that
characterises the role of the inferior tip of BA 44, one
may further speculate that not only word category in-
formation but any kind of syntactic information is pro-
cessed here. A language like German that offers different
types of syntactic information (namely, word category
and gender) is an ideal testing ground for this hypothesis.
We therefore conducted an event-related fMRI study
with native German speakers who had to differentiate
between both kinds of information in German words.
2. Materials and Methods
2.1. Participants
Eighteen healthy right-handed subjects (age 21–29
years, nine females) participated in the experiment. They
all were native German speakers and had normal or
corrected to normal vision. No subject had a known
history of neurological, major medical, or psychiatric
disorders; none were taking medication at the time of
measurement. Informed consent was obtained from all
participants.
2.2. Materials
160 German nouns, 80 German prepositions, and 80
consonant letter strings served as experimental stimuli.
Half of the nouns were of masculine or neuter gender.
Forty letter strings were written with wide and 40 with
narrow spacing between the letters.
2.3. Procedure
Subjects were randomly assigned to two experimental
groups, with sex being balanced within and between the
groups. Subjects in one group performed a word cate-
gory decision task (WC) together with a baseline (BASE)
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task. The other group completed a gender decision task
(GEN) and BASE. In WC, subjects were presented with
the prepositions and the masculine nouns, and made a
word category decision via button press. In GEN, sub-
jects decided whether the gender of the 160 nouns was
masculine or neuter. In BASE, all subjects decided
whether the consonant letter strings were written with
wide or narrow spacing. All items and tasks were applied
in pseudo-randomised order. In each trial, subjects were
precued for 500ms which task to perform. After a fixa-
tion period of 500ms, the written stimulus appeared in
the centre of a computer screen for 500ms, followed by a
fixation period of 8.5 s in which the response was made.
To ensure subjects were attentive during fixation, in 10%
of the trials evenly distributed across items, the fixation
cross changed its colour randomly during the inter-
stimulus-interval. Participants were instructed to re-
spond as quickly as possible to these changes. Because of
possible interferences of this additional task with the
experimental tasks, these trials were excluded from fur-
ther analyses (cf. Friederici et al., 2000b).
3. Data acquisition and analysis
3.1. Behavioural data
Reaction times (RT) and response accuracy (error
rates, ER) were registered during the experiment. RT
and ER were analysed separately using repeated mea-
sures ANOVAs with ‘‘Group’’ (WC vs. GEN) as be-
tween subject factor and ‘‘Condition’’ (experimental
trials vs. BASE) as within-subject factor. The direct
contrast between WC and GEN was assessed using a
two-sample t test.
3.2. Imaging data
The experiment was carried out on a 3T scanner
(Medspec 30/100, Bruker, Ettlingen). A standard bird-
cage head coil was used. Visual stimuli were presented
on a screen positioned at the head end of the magnet
bore. Subjects viewed the screen through mirror glasses.
Cushions and stereotactic fixation were used to reduce
head motion. T1-weighted MDEFT (Ugurbil et al.,
1993) images (data matrix 256 256, TR 1.3 s, TE
10ms) were obtained with a non-slice-selective inversion
pulse followed by a single excitation of each slice
(Norris, 2000). For registration purposes, a set of T1-
weighted EPI images were taken with a TE 30ms, flip
angle 90, acquisition bandwidth 100 kHz. The inversion
time was 1200ms, with a TR of 45 s and four averages.
The functional data were recorded using a gradient-echo
EPI sequence with a TE 30ms, flip angle 90, TR 1 s,
acquisition bandwidth 100 kHz. The matrix acquired
was 64 64 with a FOV of 19.2 cm, resulting in an in-
plane resolution of 3mm 3mm. Eight axial slices were
recorded (5mm thickness, 2mm skip). The data pro-
cessing was performed using the software package
LIPSIA (Lohmann et al., 2001). Functional data were
corrected for motion using a matching metric based on
linear correlation. To correct for the temporal offset
between the slices acquired in one scan, a sinc-inter-
polation based on the Nyquist–Shannon-Theorem
was applied. A temporal high-pass filter with a cut-off
frequency of 1/60Hz was used for baseline correction of
the signal and a spatial Gaussian filter with FWHM¼ 5
.64mm was applied. The increased auto-correlation due
to filtering was taken into account during statistical
evaluation. To align the functional data slices with a 3D
stereotactic co-ordinate reference system, a rigid linear
registration with six degrees of freedom (3 rotational
and 3 translational) was performed.
The transformation parameters were estimated on the
basis of the MDEFT and EPI-T1 images with respect to
an individual 3D reference data set. This 3D data set
was acquired for each subject during a separate session.
Subsequently, the transformation matrix was linearly
scaled to standard size. Using these parameters the in-
dividual 2D data sets were transformed into a 3D ste-
reotactic space (Talairach & Tournoux, 1988).
The statistical evaluation was based on a least-squares
estimation using the general linear model for serially
auto-correlated observations (Friston, 1994; Friston
et al., 1995a, 1995b;Worsley&Friston, 1995). The design
matrix was generated with a synthetic haemodynamic
response function (Friston et al., 1998; Josephs, Turner,
& Friston, 1997). The model equation, including the
observation data, the design matrix, and the error term,
was convolved with a Gaussian kernel of 4s FWHM
dispersion. The model includes an estimate of temporal
auto-correlation that is used to estimate the effective
degrees of freedom. One basic function for each subset of
items (WC: nouns vs. prepositions; GEN: masculine vs.
neuter; BASE) was specified in the design matrix.
For each subject the direct contrast ‘‘WC–BASE’’ or
‘‘GEN–BASE’’ was computed. Group analyses were
performed applying a Gaussian test for the 3D contrast
images (Bosch, 2000). A two-sample t test was adminis-
tered to detect differences between the two syntactic
tasks. Moreover, a conjunction analysis (Price & Friston,
1997; Price, Moore, & Friston, 1997) using the contrast
‘‘(WC–BASE)+ (GEN–BASE)’’ was carried out to as-
sess common brain structures active in both processes.
4. Results
4.1. Behavioural data
For the reaction time data (RT), an ANOVA yielded
a significant main effect for group (WC vs. GEN:
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F1;16 ¼ 10:35, p ¼ :005) and condition (syntactic vs.
BASE: F1;16 ¼ 14:58, p ¼ :002), and a significant inter-
action (F1;16 ¼ 14:58, p ¼ :006). The subsequent two-
sample t test for the syntactic tasks revealed significantly
faster responses for WC than GEN (t16 ¼ 4:32,
p ¼ :001). For the error rates, there were no significant
effects in the ANOVA (Table 1).
4.2. Imaging data
In the direct contrast WC–BASE, the inferior tip of
BA 44 as well as the left BA 47 were activated in the left
inferior frontal gyrus (IFG). In the right IFG, there was
activation in the superior BA 44. Further activation foci
were located in the left superior frontal gyrus (SFG),
cingulate gyrus (GC), and in the head of the left caudate
nucleus (Z > 3:09, p < :001, uncorrected; Fig. 1a and
Table 2). The contrast GEN–BASE revealed only acti-
vation of the left SFG, but no activations in the left IFG
at threshold of Z > 3:09 (p < :001, uncorrected). At a
more lenient threshold (Z ¼ 2:48, p < :007, uncor-
rected), activation was also observed in the inferior tip
of BA 44 and the left BA 45 (Fig. 1b and Table 2). In the
two-sample t test, however, none of these regions dif-
fered significantly between the tasks. In a conjunction
analysis conducted to reveal common brain areas active
in both tasks, the main focus of activation was located in
the inferior tip of BA 44 (Z > 3:09, p < :001, uncor-
rected; Fig. 1c and Table 2). In addition, there were two
local maxima in the left BA 45 and BA 47 (corre-
sponding to the activation foci in each syntactic condi-
tion) and in the left SFG and GC (Table 2).
5. Discussion
The behavioural and neural correlates of two differ-
ent types of syntactic information (word category [WC]
vs. gender [GEN]) were investigated. In accordance with
the syntax-first models of language comprehension
(Frazier, 1987; Friederici, 1995) which assume primacy
of WC information processing, it was shown that the
reaction times for WC decision are faster that for GEN
decision. A similar difference was also observed for the
Table 1
Mean reaction times, error rates, and SD (in parentheses) as a function
of syntactic task (GEN, gender decision and WC, word category
decision)
Reaction times (ms) Error rates (%)


















Mean Z-scores of regions of interest (ROI) in the left hemisphere for the contrast of each syntactic task vs. baseline and the conjunction analysis of
both syntactic tasks
Talairach-coordinates
Structure Brodmanns area x y z Mean Z-score
Word category decision minus baseline
L IFG 44 50 17 8 4.1
44 47 11 17 3.3
47 44 20 2 3.7
47 34 29 5 4.2
R IFG 44/6 46 11 23 3.9
44 36 14 26 3.3
L SFG 10 8 55 11 3.1
L GC 32 8 41 5 3.8
30 2 50 17 3.6
L CH 5 11 8 3.8
Gender decision minus baseline
L IFG 44 47 20 8 2.5
45 47 23 2 2.6
L SFG 10 5 58 14 3.4
Conjunction analysis
L IFG 44 50 17 8 6.1
44 44 11 20 3.8
45 47 26 2 4.7
47 44 23 0 5.0
L SFG 9/10 8 58 11 4.9
L GC 25 5 17 5 4.3
Abbreviations used: L, left; R, right; IFG, inferior frontal gyrus; SFG, superior frontal gyrus; GC, gyrus cingulate; CH, caudate head.
S. Heim et al. / Brain and Language 85 (2003) 402–408 405
baseline task which indicates that the experimental task
affected the baseline task in latency. However, no dif-
ference was observed for the error rates which suggests
that both syntactic decisions are equally difficult.
The pattern found for the imaging data is very
straightforward. The inferior tip of BA 44 is activated in
both syntactic tasks and in the conjunction analysis.
One might argue that this effect represents phonological
or semantic processes in addition to syntactic processes
since none of these processes had been controlled for in
a separate baseline task. However, neither phonological
nor semantic processes are likely to evoke the observed
pattern, as suggested by previous studies (Demonet et al.,
1992; Gabrieli, Poldrack, & Desmond, 1998; Poldrack et
al., 1999; Thompson-Schill et al., 1997; Zatorre, Evans,
Meyer, & Gjedde, 1992; Zatorre, Meyer, Gjedde, &
Evans, 1996). First, Friederici et al. (2000b) were able to
differentiate between semantic and syntactic processing
(using the same WC task that was used here), and the
activations presented in the present study are a precise
replication of the former WC data. Second, as several
imaging studies have shown, phonological processing is
supported by the superior portion of Brocas area rather
than its inferior tip (Demonet et al., 1992; Heim, Opitz,
Jescheniak, & Friederici, 2001; Zatorre et al., 1992,
1996). Therefore, the present effect is likely to be at-
tributed to syntactic processing.
In the task-specific analyses, an additional focus of
activation was found for each of the different tasks in the
left IFG. Activation in addition to BA 44 was found in
BA 45 for GEN while an additional focus was observed
in BA 47 for WC. These regions have been reported in a
number of studies for semantic processes (Beauregard et
al., 1997; Poldrack et al., 1999; Vandenberghe, Price,
Wise, Josephs, & Frackowiak, 1996). The data available
in the literature on semantic processing do not allow any
conclusion to be drawn about a further functional sub-
division of the anterior IFG with respect to different
aspects of semantic processes.
Interestingly, it is certain that the two syntactic pro-
cesses that activated those different spots in BA 45 and
BA 47 are clearly functionally distinct in the scope of
psycholinguistic theory. Although both word category
information and gender information are part of the
lemma (Levelt, Roelofs, & Meyer, 1999), the two in-
formation types serve different functions during lan-
guage comprehension. Word category is formal
information that allows the listener to build up the local
Fig. 1. Statistical parametric maps (SPM{z}) of the activations in the experimental contrasts, superimposed onto a high-resolution 3D MDEFT scan
of a representative individual brain. The co-ordinates of each particular section in the sagittal slices (top row) and the transaxial slices (bottom row) is
indicated by the corresponding x- and z-values in Talairach co-ordinate space. The coloured scale bars indicate the activation strength. (For a
complete list of activations cf. Table 2.) (a) Word category decision minus baseline; (b) gender decision minus baseline; (c) conjunction analysis:
common activation in both syntactic tasks minus baseline. (Note that for optimal display of the activation maxima, different thresholds have been
chosen for the Z-values in each contrast.)
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syntactic structure when hearing or reading a sentence
(Frazier, 1987). Gender information, in contrast, is rel-
evant in establishing antecedent relations (e.g., between
a pronoun and an antecedent noun) as for example in
Spanish, French, Italian, or German (De Vincenzi,
1999), or agreement between different constituents (e.g.,
subject and verb as for example in Hebrew: Deutsch &
Bentin, 2001). Moreover, in the domain of gender in-
formation, there is at least a partial overlap between
grammatical and natural gender. In so far, gender in-
formation may be closer connected to lexical-semantic
content while word category information is linked to
formal aspects. Along these lines, one might assume that
WC and GEN co-activate different structures in the
lexical-semantic network in the more anterior IFG ac-
tivations in addition to BA 44.
6. Conclusion
The present results show that the inferior tip of BA 44
as part of Brocas area is a module responsible for the
processing of different types of syntactic information
during language comprehension. However, it is known
that Brocas area also contributes to the processing of
musical sequences (Maess, K€olsch, Gunter, & Friederici,
2001), the perception of the rhythm of motion (Schubotz
& von Cramon, 2001), and the imagery of motion
(Binkofski et al., 2000) in different contexts. The present
data may thus suggest that BA 44 as part of Brocas area
receives its functional specification by its particular in-
teraction within different neural networks. Here, we
have identified two such networks for distinct aspects of
syntactic processing.
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