Four verification test problems are presented for checking the conceptual development and computational implementation of calculations to determine the probability of loss of assured safety (PLOAS) in temperaturedependent systems with multiple weak links (WLs) and strong links (SLs). The problems are designed to test results obtained with the following definitions of loss of assured safety: (i) Failure of all SLs before failure of any WL, (ii) Failure of any SL before failure of any WL, (iii) Failure of all SLs before failure of all WLs, and (iv) Failure of any SL before failure of all WLs. The test problems are based on assuming the same failure properties for all links, which results in problems that have the desirable properties of fully exercising the numerical integration procedures required in the evaluation of PLOAS and also possessing simple algebraic representations for PLOAS that can be used for verification of the analysis.
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The notation F(t) is retained from Sect. 7.1 of Ref.
[ 111 because, depending on the definition of CDFwLj and CDFsL,k, F(t) could be an expected value over epistemic uncertainty or possibly over both epistemic uncertainty and aleatory uncertainty. As a reminder, epistemic uncertainty derives from a lack of knowledge about a quantity that is assumed to have a fixed value in the context of the particular analysis under consideration. The complementary concept is aleatory uncertainty, which is an uncertainty that derives from an inherent randomness in the values that a quantity can take on. * [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] The integrals defining S(t) in Eq. (2.1) are obtained from the approximations
for 0 = zo < zl < ... < z , = t and Azi = q -zi-]. Specifically, {-}1 is the probability that all SLs except SL k fail before time zi-l; {-}2 is the probability that all WLs fail after time 7;; {-}3 is the probability that SL k fails between zi -l and zi; and {-}4 is an approximation to dCDFsL,k(z)/dz. The integrals in Eq. (2.1) then result in the limit as Azi goes to zero.
As already indicated, the failure times for the links are assumed to be independent. This assumption is unlikely to be satisfied in a real analysis as the links would be experiencing heating in the same fire. However, the objective is to derive a verification test problem rather than a model of high conceptual fidelity. 
In turn,
The crucial third equality in the preceding expression follows from the identity Table 1 indicates that there must be an error somewhere in the analysis.
As an example, the results in Table 1 can be used to verify representations for PLOAS obtained in Ref. [27] and explicitly stated in Table 2 . As examination of Table 2 shows, the representations for PLOAS are fairly complex and certainly too complex for closed form evaluation. Two quadrature-based procedures (Le., trapezoidal method and Simpson's method) and two sampling-based procedures (i.e., simple random sampling and importance sampling) are developed in Ref. [27] for the evaluation of the integrals in Table 2 To have a specific example, the time-temperature curve for the WL in Fig. 4 of Ref. [27] and the associated density function for failure temperature are used for illustration. Specifically, this results in temperature curves defined by The CPLOAS program was then used to determine PLOAS with the indicated temperature curves and density functions for all combinations of WLs and SLs indicated in Table 1 . Further, calculations were carried out with each of the previously indicated integration procedures (Le., trapezoidal method, Simpson's method, simple random sampling, and importance sampling). The outcome was that the two quadrature methods produced results for all WLISL combinations that agreed identically with the decimal representations for PLOAS in Table 1 . The two sampling-based methods produced results that were close to the decimal values in Table 1 but, as would be expected,
were not in complete agreement (Table 3) . 
flLk ( T~L )
= density function ("C-I) for failure temperature of SL k,
For perspective, the importance sampling calculations were implemented with two different importance sampling distributions for failure temperature: (i) uniform on [cg -4 9 , c8 + 4 q ] = [272, 342 "C], which emphasizes the tails of the failure temperature distribution, and (ii) normal with p = cg = 3 10 "C and (T = 4 2 = 4 "C, which emphasizes the central part of the failure temperature distribution. In this example, emphasizing the central part of the failure temperature distribution produced more accurate results than emphasizing the tails of the failure temperature distribution (Table 3) . However, no attempt was made to optimize the importance sampling strategy in use. As a reminder, importance sampling has the potential to either enhance or retard convergence relative to results obtained with simple random sampling depending on the specific sampling strategy selected for use. Additional information on importance sampling is available in a number of reference^.^*-^^ As a reminder, the PLOAS calculations being carried out by the CPLOAS program involve the full numerical evaluation of the defining integrals in Table 2 . Thus, even though the PLOAS values under consideration have simple algebraic representations, full numerical integrations are being carried out in the CPLOAS program. As a result, agreement between the results calculated with CPLOAS and the analytically derived results in Table 1 helps provide assurance that both the derived representations for PLOAS in Table 2 (2.1) and (2.9) avoids the indicated underestimation for PLOAS through the inclusion of the factor {-}2 in Eq.
(2.2). 
A zi 2 for 0 = zo < z1 < ... < zn = t and Azi = zi -zip1. Specifically, is the probability that all SLs except SL k fail after time zi; {-}2 is the probability that all WLs fail after time zi; {-}3 is the probability that SL k fails between ziPl and zi; and { -f 4 is an approximation to dCDFsL,k(z)/d(z). The integrals in Eq. (3.1) then result in the limit as Azi goes to zero. 
where the third equality follows from Eq. (2.6).
The relationship in Eq. (3.4) results in very simple and easily determined representations for PLOAS with different numbers of WLs and SLs when an analysis is carried out to the time at which all links have failed ( Table 4) .
As an example, the results in Table 4 can be used to verify representations for PLOAS obtained in Ref. [27] and explicitly stated in Table 5 . For this verification, all links are assumed to have the temperature curve and failure temperature density function defined in Eqs. (2.7) and (2.8).
The CPLOAS program was used to determine PLOAS with the indicated temperature curves and density functions for all combinations of WLs and SLs indicated in Table 4 . Further, calculations were carried out with each of the integration procedures implemented in CPLOAS (Le., trapezoidal method, Simpson's method, simple random sampling, and importance sampling). The outcome was that the two quadrature methods produced results for all WL/SL combinations that agreed identically with the decimal representations for PLOAS in Table 4 . The two sampling-based methods produced results that were close to the decimal values in Table 4 but, as would be expected,
were not in complete agreement (Table 6 ). The observed agreement with the verification test problem provides a strong indication that the derivation of the results in Table 5 and the numerical evaluation of the associated integrals in CPLOAS are correct. with same notation as in Table 2 . The integrals defining F(t) in Eq. (4.1) are obtained from the approximations for 0 = zo < z1 < ... < zn = t and Azi = zi -zj-l. Specifically, {-}1 is the probability that all SLs except SL k fail before time ziP1; {-}* is the probability that at least one WL has not failed by time zj-l; {-}3 is the probability that In turn,
where the fourth equality follows from Eq. (2.6).
(4.4)
The relationship in Eq. (4.4) results in very simple and easily determined representations for PLOAS with different numbers of WLs and SLs when an analysis is carried out to the time at which all links have failed ( Table 7) .
As an example, the results in Table 7 can be used to verify the representations for PLOAS shown in Table 8 . The results in Table 8 are not included in the PLOAS representations given in Ref. [27] but can be derived in a similar manner. For this verification, all links are assumed to have the temperature curve and failure temperature density function defined in Eqs. (2.7) and (2.8).
The CPLOAS program was used to determine PLOAS with the indicated temperature curves and density functions for all combinations of WLs and SLs in Table 7 . Further, calculations were carried out with each of the integration procedures implemented in CPLOAS (Le., trapezoidal method, Simpson's method, simple random sampling, and importance sampling). The outcome was that the two quadrature methods produced results for all WL/SL combinations that agreed identically with the decimal representations for PLOAS in Table 7 . The two sampling-based methods produced results that were close to the decimal values in Table 7 but, as would be expected, were not in complete agreement ( Table 9 ). 
with same notation as in Table 2 . is the probability that all SLs except SL k have not failed before time zi-l; {-}2 is the probability that at least one WL has not failed by time zi-l; {-}3 is the probability that SL k fails between zi-l and zl; and {-}4 is an approximation to dCDFsL,k(z)/dz
Similarly to previous results and withp( z) defined the same as in Eq. (2.3),
where the fourth equality follows from Eq. (2.6). (Table 10) .
As an example, the results in Table 10 can be used to verify the representation for PLOAS shown of Table 1 1. The results of Table 11 are not included in the PLOAS representations given in Ref. [27] but can be derived in a similar manner. For this verification, all links are assumed to have the temperature curve and failure temperature density function defined in Eqs. (2.7) and (2.8).
The CPLOAS program was used to determine PLOAS with the indicated temperature curves and density functions for all combinations of WLs and SLs in Table 10 . Further, calculations were carried out with each of the integration procedures implemented in CPLOAS (Le., trapezoidal method, Simpson's method, simple random sampling, and importance sampling). The outcome was that the two quadrature methods produced results for all WL/SL combinations that agreed identically with the decimal representations for PLOAS in Table 10 . The two sampling based methods produced results that were close to the decimal values in Table 10 but, as would be expected, were not in complete agreement (Table 12) . with same notation as in Table 2 . Table 12 . Deviations from Decimal Results in Table 10 
Alternate Derivations of Verification Test Problems
The derivations of Verification Test Problems 1 -4 in Eqs. The cardinality C(S) of S is
and corresponds to the total number of orderings of WL/SL failures. As shown in Sects. 6.1 -6.4, the individual verification test problems can be derived using the cardinality C(S) of S. Further, as shown in Sect. 6.5, the test problems can also be derived from the hypergeometric probability distribution. In turn, the cardinality of C(Sl) of 3 1 is C ( S , ) = nWL! nSL!.
As a result, PLOAS is given by
which is the same as the representation in Eq. (2.5). In turn, the cardinality C(S2) of 3 2 is
Problem
which is the same as the representation in Eq. (3.4). In turn, the cardinality C(S3) of S 3 is c (3, 
As a result, PLOAS is given by 
which is the same as the representation in Eq. (5.4).
Derivation of Verification Test Problems Based on Hypergeometric Probability Distribution
The four verification test problems can also be derived from the hypergeometric probability distribution (Sect.
4.2, Ref. [37] ). This distribution characterizes the probabilities of the different possible outcomes of randomly drawing nS objects without replacement from a collection of two different types of objects. Specifically, if the collection of objects contains no1 objects of Type 1 (e.g., white balls) and no2 objects of Type 2 (e.g., black balls), then the probabilityp(n0) of drawing a sample of size nS that contains exactly nO objects of Type 1 is
The basic assumption underlying the derivation of p ( n 0 ) is that each object in the collection is equally likely to be picked in the generation of the indicated sample of size nS.
Verification Test Problem 1 is predicated on the assumption that loss of assured safety corresponds to the f dure of all SLs before the failure of any WL. In this case, F ( m ) is the probability that all SLs fail before any WL fails and conceptually corresponds to drawing a sample of size nSL from the collection of n WL + nSL links that con- 
which is the same as the representation for 2 ( c a ) in Eqs. (5.4) and (6.17).
Discussion
The determination of PLOAS in a temperature dependent system with multiple WLs and SLs involves a conceptually and computationally complex calculation. At the core of this calculation is the evaluation of an iterated integral, where the number of individual integrals is equal to the total number of WLs and SLs. As a result of its complexity, this integral must be evaluated numerically, which makes a direct verification of its evaluation (e.g., by comparing with hand calculations) infeasible. Yet, without adequate verification, little confidence can be placed in the results of a calculation of this complexity.
One approach to verification is to compare results obtained with different numerical solution procedures. As an example, the PLOAS development in Ref. [27] describes and illustrates two quadrature-based approaches (Le., No single verification procedure can ever establish that a complex analysis has been developed and implemented correctly. Therefore, it is recommended that analysis verification be carried out with multiple procedures whenever possible. 
