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1. Introducción 
 
En este tema se analiza como se pueden linealizar las ecuaciones más comunes que podemos encontrar 
en el campo de la ingeniería, para poder aplicar las técnicas de ajuste mediante regresiones lineales que 
permitan encontrar los parámetros de estas ecuaciones que representen correctamente al proceso 
estudiado.  
 
A continuación se analiza como seleccionar la mejor aproximación lineal para un conjunto de datos 
(regresión lineal). Este último caso se extiende a la posibilidad de dos o más variables estudiando las 
regresiones lineales múltiples. Más adelante se analiza el caso de regresiones no lineales para 
ecuaciones que no permiten ser linealizadas. 
 
2. Nomenclatura 
 
y variable dependiente / eje de ordenadas 
x variable independiente / eje de abscisas 
S función objetivo a minimizar 
a0, a1, 
a2… 
coeficientes del ajuste lineal 
a0 ordenada en el origen 
a1 pendiente de un ajuste lineal simple 
i 
(subíndice) 
variable 
j 
(subíndice) 
dato 
  
 
3. Linealización de ecuaciones 
 
En este apartado, tal y como hemos dicho, se pretende analizar algunos métodos de transformación para 
las ecuaciones no lineales en ecuaciones lineales, adoptando la forma dada en la ecuación 1: 
 
01 axay +=     (1) 
 
Debemos señalar, aunque sea obvio, que en esta ecuación la constante 1a  es la pendiente de la recta y la 
constante 0a  la intersección con el eje y (el valor de y para la ordenada 0, es decir, la ordenada en el origen). 
 
Si la relación x-y que estamos analizando adopta la forma de ecuación exponencial: 
 
nxay 0=      (2) 
 
la linealización es sencilla (y ya ampliamente vista): 
 
( ) ( ) ( )xnay logloglog 0 +=   (3) 
 
De esta forma, representa el logaritmo de y frente al logaritmo de x, la ordenada en el origen será log( 0a ) y n 
la pendiente de la recta.  
 
 
 
3. Linealización de ecuaciones (cont.) 
Debe indicarse que aunque en este caso se ha utilizado el logaritmo decimal, estas relaciones se cumplen 
igualmente si hubiéramos utilizado el logaritmo neperiano, puesto que entre ellos la única diferencia es una 
constante: 
 
( )
e
xlog)xln( =
   (4) 
 
Otro ejemplo que podemos considerar es el caso de la ecuación: 
 
01 axa
xy
+
=
     (5) 
En este caso, dividiendo ambos términos por x e invirtiendo la relación obtendríamos: 
 
01 axay
x
+=
     (6) 
 
Así, representando (x/y) frente a x tendríamos que la constante 1a  seria la pendiente de la recta que 
obtendríamos y la constante 0a  la ordenada en el origen de esta recta. 
 
Las formas existentes de linealizar ecuaciones que se resumen en la Tabla 1. 
  
  
Tabla 1. Métodos de linealizar ciertas ecuaciones. 
 
Tipo de 
ecuación 
Eje y Eje 
x 
Pendien
te 
Ordenada en 
el origen 
baxy +=  y x a b 
bxaey =
 ln (y) x b ln (a) 
( )baxxy +=  x/y x a b 
b
x
ay +=
 
y 1/x a b 
caxy b +=  ln (y-
c) 
ln x b ln a 
 
 
 
Ejercicio. Busca una representación lineal de la ecuación:  =  +
	


 
 
 
 
 
  
 4. Ajuste lineal 
 
Consideremos un conjunto de datos x/y, que queremos aproximar mediante una ecuación lineal. 
 
( ) ( ) ( ) i10tinn2211 xaayy,x.,..........,y,x,y,x +=  
 
De esta forma, la suma de los cuadrados entre los errores de los datos y la aproximación lineal vendría 
dada por: 
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−+=−=
n
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donde yt representa el valor predicho de y para un punto determinado. 
 
Si como hemos dicho buscamos los valores de estos coeficientes que hacen mínimo el valor de S, podemos 
aplicar el criterio más general de búsqueda de máximos y mínimos, igualando la derivada parcial a cero. 
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Si usamos la propiedad conmutativa de la suma, estas ecuaciones quedan: 
 
 
4. Ajuste lineal (cont.) 
 
∑∑∑
∑∑
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Si resolvemos este sistema de 2 ecuaciones con dos incógnitas, podemos hallar los valores de la pendiente 
y la intersección con el origen de la mejor aproximación lineal posible de acuerdo con el criterio 
seleccionado. 
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Con ello, obtenemos los coeficientes de la mejor aproximación lineal para nuestros puntos.  
 
 
  
Estimación del error cometido: 
 
1. Error estándar normalizado: si se considera que el error esta normalmente distribuido alrededor de la 
línea de regresión, el error estándar de esta vendrá dado por: 
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Una buena medida del ajuste lineal es este error estándar normalizado por el rango del eje y y
S xy
∆  
2. Coeficiente de correlación: se puede definir por: 
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donde S es la función objetivo a minimizar que viene dada por la ecuación (7). 
 
Puesto que como ya hemos comentado, la regresión lineal se usa para determinar constantes desconocidas 
por medio de la pendiente y la intersección en el origen, la estimación del error estándar en la determinación 
de estas constantes es también útil. El error estándar en la pendiente y ordenada vienen dados por: 
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5. Regresiones no lineales 
 
En este apartado únicamente se exponen los pasos que se deberían seguir para estimar los parámetros de 
una regresión no lineal. 
 
Los pasos serian los equivalentes a los dados en el apartado anterior suponiendo que aceptamos el criterio 
de minimizar el cuadrado de la diferencia entre los valores reales de los puntos y los valores de la 
estimación de la función. Estos pasos serían: 
 
• Obtener la función S de acuerdo con el criterio de ajuste seleccionado. 
• Calcular las derivadas parciales de esta función con respecto a los parámetros que estudiamos. 
• Resolver el sistema de ecuaciones (en este caso no lineales) que se obtendrán. 
 
5.1. Ajustes en MATLAB 
 
En MATLAB se usa la función polyfit. El formato de esta función es el siguiente: 
 
[p,S] = polyfit(x,y,n) 
 
donde: 
 
p es el vector que contiene los coeficientes ordenados de mayor a menor grado, S es una estructura para 
usar con polyval con la finalidad de estimar el error de la estimación, x es el vector que contiene la variable 
independiente, y es el vector que contiene la variable dependiente y n es el grado del polinomio al que 
queremos ajustar los puntos experimentales. 
 
6. Regresión lineal múltiple 
 
Las regresiones lineales pueden ser fácilmente extendidas al caso de 2 o más variables. Consideremos el 
caso de una función lineal de 2 variables definidas por: 
 
( ) 2211021t xaxaax,xy ++=     (16) 
 
En este caso el problema es elegir el plano (ya no la recta) que mejor ajuste los datos dados por nuestro 
conjunto de puntos. Si elegimos el criterio dado anteriormente, tendríamos: 
 
( )∑
=
−−−=
n
1i
2
22110i xaxaayS
    (17) 
 
De igual forma que en el apartado anterior, si tomamos derivadas parciales de esta función con respecto a 
cada uno de los coeficientes e igualamos estas derivadas parciales a cero, al resolver el sistema de 
ecuaciones tendremos los coeficientes para la aproximación lineal que mejor representa nuestro conjunto 
de datos. 
 
En el caso de la función que nos ocupa con dos variables independientes, el sistema de ecuaciones queda 
como se indica en (18). 
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6. Regresión lineal múltiple (cont.) 
 
∑ ∑ ∑∑
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  (18)    (2 variables indep. forman un sistema de 3 ecs.) 
 
Este sistema de ecuaciones puede ser escrito de forma matricial: 
 
   C·a = b 
 
Donde C es la matriz de los coeficientes, a es el vector correspondiente a las constantes del ajuste y b es el 
vector de los términos independientes del sistema (18). 
 
Si consideramos el problema de una función lineal de m variables: 
 
∑
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=
m
j
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1
,
      (19) 
 
y tomamos el criterio de minimizar los cuadrados de la diferencia entre los valores de la función y los 
correspondientes a la aproximación lineal, los términos correspondientes a las dos matrices que resultarían 
del sistema de (m+1) ecuaciones lineales: 
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O de su forma equivalente:   C·a = b 
 
El término general de la matriz C y del vector b se podrían obtener mediante: 
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y donde el sumatorio se extiende a todos los n datos experimentales. 
 
La resolución del sistema de ecuaciones resultante (sistema matricial) daría lugar a la obtención de los 
coeficientes buscados. 
 
El error estándar de la estimación puede ser aproximado por: ( )1mn
SS
m21 x,....,x,xy +−
=
 
 
6.1. Planteamiento alternativo en forma matricial de las regresiones lineales múltiples 
 
El sistema de ecuaciones (18) puede obtenerse fácilmente a partir de los datos experimentales. 
Consideremos que nuestros datos experimentales están dados de la forma: 
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donde tenemos ‘m’ variables dependientes y ‘n’ conjuntos de datos experimentales. En la matriz anterior un 
subíndice ‘i,j’ indica el dato j de la variable i. 
 
A partir de la matriz anterior, eliminado la última columna (quedaría matriz de dimensiones n x m), 
transponiendo la matriz resultante (sería matriz de dimensiones m x n) e insertando una fila de unos, es fácil 
construir la siguiente matriz R: 
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Al multiplicar R por su traspuesta, obtenemos la matriz C definida anteriormente: 
 
6.1. Planteamiento alternativo en forma matricial de las regresiones lineales múltiples (cont.) 
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De igual forma podemos calcular el vector b como producto de R por el vector que contiene las variables 
independientes: 
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7. Resumen 
 
La linealización de una ecuación es un paso previo a la optimización de los parámetros que mejor ajustan 
un conjunto de datos experimentales. 
 
Dado un conjunto de variables independientes x1, x2, x3… y una función ‘y’, es posible calcular los valores 
a0, a1, a2… que mejor se ajustan a los datos experimentales según la ecuación: 
 
...22110 +++= xaxaay  
 
para ello se debe minimizar el error de la aproximación respecto a cada uno de los valores a0, a1, a2…. Este 
error se define como el cuadrado de las diferencias entre los valores predichos y los reales,  
 
 
 
 
 
 
  
 8. Programación en Matlab® 
 
Regresión lineal múltiple (según el planteamiento alternativo en forma matricial) 
 
function a=relimu(X) 
% REGRESION LINEAL MULTIPLE 
% Entrada =X es una matriz 
% las distintas filas son distintos datos experimentales 
% las columnas representan distintas variables 
% la ultima columna es la variable independiente y 
% El vector a contendrá los parámetros optimizados a0, a1, a2… 
[ndatos,nvar]=size(X); 
m=nvar-1;% Numero de variables dependientes (x1, x2,....) 
valoresx=X(1:ndatos,1:m); 
unos=ones(1,ndatos); 
R=[unos;valoresx']; % Se introduce una fila de unos 
C=R*R'; % Construimos la matriz C 
y=X(:,nvar); % la última columna es la variable independiente 
b=R*y; % Vector 
[L,U,P]=lu(C); % Factorización de la matriz C 
% A partir de aquí se resuelve el sistema lineal a=C*b 
zeta=P*b; 
ygr=inv(L)*zeta; 
a=inv(U)*ygr 
