Abstract Picard's iteration has been used to prove the existence and uniqueness of the solution for stochastic integral equations, here we use Schauder's fixed point theorem to give a new existence theorem about the solution of a stochastic integral equation, our theorem can weak some conditions gotten by applying Banach's fixed point theorem.
Introduction and Main Results
Many mathematical models of phenomena occuring in sociology, physics, biology and engineering involve random differential and integral equations. Theoretical and applied treatments of problems concerning random differential and integral equations can be found in many papers and monographs: Bharucha-Reid ( [4] ); Doob ([5] ); Padgeett and Tsokos ([6] ); Tsokos and Padgett ( [7] ); Rao and Tsokos ([8] ).
For stochastic differential equations, firstly we should prove the existence for the solutions. In filtering problem we know the system X t satisfying dX t = b(t, X t )dt + σ(t, X t )dB(t), the observations Z s satisfying dZ s = c(s, X s )ds + d(s, X s )dV (s), Z 0 = 0 for 0 ≤ s ≤ t, where V(s) is Brownian motion, we want to find the best estimateX t of the state X t of the system based on these observations, before we find the estimateX t , we should give some assumptions for the existence of the corresponding stochastic integral equations.
Some mathematicians have used Picard's iteration or Banach's contraction mapping principle to prove the existence and uniqueness of some stochastic integral equations. The goal of this paper is to give a new existence theorem about stochastic integral equations using Schauder's fixed point theorem, in order to apply Schauder's fixed point theorem we need to construct a compact operator A and a convex bounded and closed nonempty subset M. Furthermore, comparing with Banach's fixed point theorem we weak some conditions. (a) M is a closed nonempty subset in the Banach space X over field K, and (b) the operator A : M −→ M is k-contractive, i.e., there is 0 ≤ k < 1 such that:
Then, the operator A has exactly one fixed point u on the set M.
Schauder's Fixed Point Theorem can be applied to many fields in mathematics, especially to the integral equation:
where −∞ < a < b < +∞ and λ ∈ R. Let Then the original integral equation (1) has at least one solution u ∈ M.
It well known that Banach's Fixed Point Theorem can be used to prove the existence and uniqueness of the solution for the integral equation (1). 
There is a number L such that
(c) Let the real number λ be given such that
Then the original equation (1) has a unique solution u ∈ M.
From Theorem 1.1 and Theorem 1.2 we know that Schauder's fixed point theorem is a existence principle, while Banach's fixed point theorem is a existence and uniqueness theorem. It seems that the conditions in Theorem 1.3 are weaker comparing with Theorem 1.4, that is, (2) is easier to reach than (3).
Here, a nature question is whether Schauder's and Banach's fixed point theorems can be applied to stochastic integral equations. Furthermore, whether the conditions coming from Banach's fixed point theorem are stronger than the conditions from Schauder's fixed point theorem. × Ω) to denote the space of all stochastic process f (t, ω), a ≤ t ≤ b, ω ∈ Ω satisfying the following conditions:
Now we want to solve the stochastic integral equation:
where:
(1)ω ∈ Ω , where Ω is the supporting set of the probability measure space (Ω, F , P ) with F being the σ -algebra and P the probability measure; (4)B(t) be a Brownian motion and {F t ; a ≤ t ≤ b} be a filtration so there B(t) is F t -measurable for each t and B(t) − B(s) is independent of F s for any s < t.
, and X t ≤ r f or f ixed r > 0}. Theorem 1.5 Assume the following conditions:
and let the real number a, b, d and random variable h be given that
× Ω) (see Notation 2.1) and M := {X t ∈ X; X t ≤ r}.
Then the stochastic integral equation (4) has at least one solution X t ∈ M. Theorem 1.6 Assume the following conditions:
(c) Let the real number a, b, c = {k 1 , k 2 } be given such that
Then the stochastic integral equation (4) has a unique solution X t ∈ M.
Some Lemmas
We require the following Lemmas for proving the existence of the stochastic integral equation. 
2 and −∞ < a < b < +∞. Suppose that we are given a set M in X such that (1)M is bounded , i.e., X t ≤ r for all X t ∈ M and fixed r ≥ 0.
(2)M is equicontinuous, i.e., for each ε > 0, there is a δ > 0 such that
Then, M is a relatively compact subset of X. 
3 The Proof of Theorem 1.5
Proof: We divide the proof into three steps:
Step 1:
If X (n) t −→ X t as n −→ +∞, then X t ≤ r, and hence X t ∈ M.
(B) We prove M is convex.
If X t , Y t ∈ M and 0 ≤ α ≤ 1, then
Step 2: We prove that A : M −→ M is a compact operator.
Then (a) A : M −→ M is a continuous operator.
By Lemma 2.1, we know f (s, X s ), σ(s, X s ) are uniformly continuous on the compact set Q. This implies that, for each ε > 0, there is a number δ > 0 such that
For each X t , Y t ∈ M, we have
Using the inequality (a + b)
Applying the Itô Isometry to E( Therefore for each X t , Y t ∈ M, there exists δ > 0, when X t − Y t ≤ δ, we have AX t − AY t < ε.
That is: A is a continuous operator. 
