In the literature there exist analytical expressions for the probability of a receiver decoding a transmitted source message that has been encoded using random linear network coding. In this work, we look into the probability that the receiver will decode at least a fraction of the source message. Invoking the principle of inclusion and exclusion, we present an exact solution to this problem for both non-systematic and systematic network coding. Based on the derived expressions, we investigate the potential of these two implementations of network coding for information-theoretic secure communication and progressive recovery of data.
Introduction
Random linear network coding is the process of constructing coded packets, which are random linear combinations of source packets over a finite field [1] . If k source packets are considered, decoding at a receiving node starts after k linearly independent coded packets have been collected. The probability of recovering all of the k source packets when at least k coded packets have been received has been derived in [2] . However, the requirement of decoders for the reception of a large number of coded packets could introduce undesirable delays at the receiving nodes.
In an effort to alleviate this problem, rank-deficient decoding was proposed in [3] for the recovery of a subset of source packets when fewer than k coded packets have been obtained. Whereas the literature on network coding defines decoding success as the recovery of 100% of the source packets with a certain probability, the authors of [3] presented numerical simulation results that measured the fraction of decoding success, that is, the recovery of a percentage of the source packets with a certain probability. Nevertheless, analytical expressions for the probability of partially decoding the source information were not derived.
The fundamental problem that has motivated our work is the characterization of the probability of recovering some of the k source packets when n coded packets have been retrieved, where n can be smaller than, equal to or greater than k. This problem has been explored in the literature in the context of secure network coding, for example [4] and [5] . Strict informationtheoretic security can be achieved if and only if the mutual information between the packets available to an eavesdropper and the source packets is zero [6] . When network coding is used, as explained in [4] , weak security can be achieved if the eavesdropper cannot obtain k linearly independent coded packets and, therefore, cannot recover any meaningful information about the k source packets. The authors obtained bounds on the probability of random linear network coding being weakly secure and showed that the adoption of large finite fields greatly improves security. A different setting but a similar problem was investigated in [5] . Intermediate relay nodes between transmitting nodes and receiving nodes were treated as potentially malicious, and criteria for characterizing the algebraic security of random linear network coding were defined. The authors demonstrated that the probability of an intermediate node recovering a strictly positive number of source packets tends to zero as the field size and the number of source packets go to infinity.
In this paper, we revisit the aforementioned problem and make two key contributions:
• We consider a random linear system of r linearly independent equations over a finite field and use the principle of inclusion and exclusion [7, Ch. 5] in order to derive the probability of determining the values of at least x of the k unknowns for x ≤ r ≤ k.
• We draw parallels between systems of random linear equations and random linear network coding, and we obtain exact analytical expressions for the probability that a receiving node shall recover at least x of the k source packets if n random linear combinations of the k source packets are collected.
In addition to these contributions, the paper investigates the impact of transmitting source packets along with coded packets, known as systematic network coding, as opposed to transmitting only coded packets, which is referred to as non-systematic network coding. The asymptotic behavior of network coding over large finite fields is also studied. The rest of the paper has been organized as follows. Section 2 introduces the notation and derives the probability that the rows of a random matrix over a finite field define a subspace containing a particular number of unit vectors. After the analogy between unit vectors and source packets is explained, Section 3 focuses on both non-systematic and systematic network coding, and obtains the probability of recovering a fraction of a network-coded message. Results and trends are discussed in Section 4, while conclusions are summarized in Section 5.
The elementary unit vectors in a row space
In this section we find the probability that the rowspace of a random matrix contains some fixed number of unit vectors. We begin by defining notation that will be adopted throughout the paper. We then present the problem solution and conclude the section by noting the equivalence to the probability of partially solving a random linear system, which is related to the probability of a receiver decoding a fraction of a source message that has been encoded using random linear network coding.
Let q be a prime power and F q be the finite field of q elements. For non-negative integers m and d, let , is defined to be the number of d-dimensional subspaces of an m-dimensional space over F q . It is given by [7, p. 125 ]
We use F n×k q to denote the set of all n × k matrices over F q , and write F k q to denote the vector space composed of all k-tuples over F q .
Let M be a random n×k matrix. We define the random variable R to give the rank of the matrix M. For i = 1, . . . , k, we write e i = (0, . . . , 0, 1, 0, . . . , 0) to denote the i-th unit vector of length k. Let the random variable X be the set of indices that correspond to the unit vectors that are contained in the rowspace of M, denoted by Row(M), so that X = {i : e i ∈ Row(M)}. We write |X| to denote the cardinality of the set X.
Given the matrix M has rank r, let P (|X| = x | R = r) denote the probability of Row(M) containing exactly x ≤ r unit vectors, and P (|X| ≥ x | R = r) denote the probability of Row(M) containing at least x ≤ r unit vectors. Expressions for the probabilities P (|X| = x | R = r) and P (|X| ≥ x | R = r) are derived in the remainder of this section. Theorem 1. Given a random n × k matrix M of rank r, the probability that the rowspace of M contains exactly x ≤ r unit vectors is given by
Proof. Let X be the set of indices that correspond to the unit vectors that are contained in the rowspace of M. For S ⊆ {1, . . . k}, let g(S) be the probability that {e i : i ∈ S} ⊆ Row(M), that is the probability that S ⊆ X. This is just the probability that Row(M) contains a fixed |S|-dimensional subspace, namely the space V = Span{e i : i ∈ S}. By considering the quotient space F k q /V , we see there is a direct correspondence between r-dimensional subspaces of F k q containing V , and (r − |S|)-dimensional subspaces of a (k − |S|)-dimensional space. Hence, there are
r-dimensional subspaces of F k q containing V . Therefore, the probability that Row(M) contains the space V is equal to (3) divided by the number of rdimensional subspaces of
Now let f (S) be the probability that S = X, that is the probability that {e i : i ∈ S} ⊆ Row(M) and {e i : i / ∈ S} Row(M). It follows that 
Substituting (4) into (5) gives
where (6) follows by setting J = J \ S, and (7) follows since there are
Then since f (S) is the probability that X = S,
where S is any subset of {1, . . . , k} of size x, and (8) holds since there are k x sets S ⊆ {1, . . . , k} of size x. Substituting (7) in (8) gives the result.
Corollary 1. Given a random n × k matrix M of rank r, the probability that the rowspace of M contains at least x ≤ r unit vectors is given by
Proof. By definition
Substituting (2) into (10) gives the result.
Note that, although M is defined to be an n × m matrix, the probabilities P (|X| = x | R = r) and P (|X| ≥ x | R = r) are independent of n since they depend only on the row space of M. Thus the expressions given in (2) and (9) hold for any value of n ≥ r.
Remark. Our results also address the equivalent problem of finding the probability of partially solving random underdetermined linear systems over finite fields. Suppose a random linear system of r equations in k ≥ r unknowns, v 1 , . . . , v k , is expressed in the matrix form
where M is a random full rank r × k matrix, v = (v 1 , . . . , v k ), and u is a constant vector of length r. Given that (11) is consistent, it is possible to determine the i-th unknown v i if and only if e i is contained in the rowspace of M. Hence, P (|X| = x | R = r) gives the probability of determining exactly x of the unknowns and P (|X| ≥ x | R = r) gives the probability of determining at least x of the unknowns.
implying that rk(M) = k for n ≥ k. The probability that the n × k random matrix M has rank k and, thus, the receiving node can reconstruct the entire message is given by the well-known expression 2 [11]
The probability in (12) is conditioned on N , the random variable giving the number of received packets. If the distribution of the successfully delivered packets over a packet erasure channel is known, the marginal probability P ns (R = k) can be obtained from P ns (R = k | N = n) by averaging over all possible values of n.
In the case of systematic network coding, a sequence of n T transmitted packets consists of the k source packets followed by n T − k coded packets, which have been generated as in the non-systematic case. If the receiving node collects n ≥ k packets, let h of them be source packets and the remaining n − h be coded packets. Elementary row and column operations can split the n × k matrix M into four sub-matrices, with the top left being the h × h identity matrix, the bottom right being an (n−h)×(k−h) random matrix and the remaining entries being zero. The probability that rk(M) = k is [12, 13] 
where h min = max (0, n − n T + k) [14] . Again, N is the random variable for the number of received packets. Note that for k − h − 1 < 0, the product in the right-hand side of (13) becomes an empty product and is equal to 1. Both (12) and (13) provide the probability that the receiving node will recover the entire message from the n delivered packets in the non-systematic and systematic implementations of network coding, respectively. The following propositions consider both network coding schemes and derive the probability that the receiving node will reconstruct a fraction of the source message.
2 Expression (12) assumes that any of the q k coding vectors can be transmitted but practical implementations of network coding consider only the q k − 1 non-zero vectors. For coding vectors in F k q \0, the probability of recovering the whole message has been derived in [2, 10] but (12) converges to it even for small values of k and q. For example, for n = k = 10 and q = 2, the probability given by (12) is within 2.8 × 10 −3 of the exact probability and is significantly closer for larger values of k or q. For this reason and owing to its simplicity, (12) is often used regardless of whether coding vectors take values in F k q or F k q \0. Proposition 1. If a receiving node collects n random linear combinations of k source packets, the probability that at least x ≤ k source packets will be recovered is
Proof. In accordance with Section 2, let X be the set of indices that correspond to the unit vectors in Row(M), or equivalently the recoverable source packets, and let |X| be the cardinality of that set. Provided that matrix M has rank r, the probability that X contains the indices of at least x of the k source packets, denoted by P (|X| ≥ x | R = r), is given by (9) . Let P (R = r) denote the probability that the n × k matrix M has rank r. This is equivalent to the probability that the receiving node has collected r linearly independent random linear combinations of the k source packets, given that n random linear combinations have been received in total. The average probability that at least x of the k source packets will be recovered can be obtained as follows:
The probability P (R = r) is equal to [11, p. 338 ]
but can be further reduced to [15, Theorem 4 ]
Substituting (9) and (17) into (15) and taking into account that n r q k r q r−1
which follows from the definition of the Gaussian binomial coefficient in (1), we obtain (14) .
Remark. The factor 1/q nk in (17) implies that the realizations of all n × k random matrices over F q are uniformly distributed. If random matrices having the same rank follow a rank distribution P (R = r) other than that in (17) , the general expression (15) can be used instead.
Proposition 2. If k source packets and n T − k random linear combinations of those k source packets are transmitted, the probability that a receiving node will recover at least x ≤ k source packets from n ≤ n T received packets is
where h min = max (0, n − n T + k) and x min = max(0, x − h).
Proof. Let us assume that some or none of the k transmitted source packets have been received and let X ⊆ X be the set of indices of the remaining source packets that can be recovered from the received coded packets. If n coded packets have been received and k source packets remain to be recovered, the respective coding vectors will form an n × k random matrix M . The probability that r ≤ min(k , n ) coding vectors are linearly independent and at least x ≤ r source packets can be recovered is given by
where the two terms of the product can be obtained from (17) and (9), respectively. Here the random variables N and R denote the number of coded packets received and the rank of the matrix M respectively. If n of the n T transmitted packets are received, the probability that h of them are source packets and the remaining n − h are coded packets is
The coding vectors of the n received packets compose a matrix of rank r, based on which x or more source packets can be recovered when h of the n received packets are source packets. Parameters x , r , k and n , which are concerned with the received coded packets only, can be written as x − h, r − h, k − h and n − h, respectively. Therefore, the probability of recovering at least x source packets for all valid values of r and h is
which can be expanded into (19). Note that max(0, x − h) ensures that the first input to the second term of the product in (22) is a non-negative integer when h > x.
Remark. Proposition 2 assumes that the receiving node attempts to recover a part of or the entire source message after the k source packets have been transmitted, i.e., n T > k. If the objective of the receiving node is to identify recoverable source packets as soon as the transmission is initiated, i.e., n T ≤ k, at least x source packets will certainly be recovered if n ≥ x source packets are received. Thus, for n T > k we can use (19) but for n T ≤ k we can write
As is well-established [16] , random linear network coding over large finite fields can deliver optimal rate, that is, the k source packets can be recovered as soon as n = k packets are received. Rewriting the probability expressions in Section 2 for large values of q, as explained in the Appendix, and taking the limit of (14) as q approaches infinity gives
In other words, if non-systematic network coding is used, the entire source message can indeed be decoded if k or more coded packets are received. However, if fewer than k coded packets are collected, not even a single source packet of the original message can be recovered, provided that q → ∞. This result is in accordance with [5, Theorem 1] but without the requirement for k → ∞. It also confirms the conclusions of [4] about the potential of non-systematic network coding for weak information-theoretic security when large finite fields are used. On the other hand, if systematic network coding is employed, the limit of (19) and (23) as q → ∞ is
(25) where h x = max (x, n − n T + k) and x ≤ min(n, k). In this case, as the top and middle branches of (25) dictate, x or more source packets can be recovered when fewer than k packets are received if and only if they are among the k transmitted source packets. As in the previous case, the complete set of k source packets will be recovered if k or more transmitted packets are collected. The asymptotic behavior of non-systematic and systematic network coding will be further discussed in the following section.
Results and discussion
Section 3 derived closed-form expressions for the probability that a receiving node will recover some or all of the source packets that compose a message and, consequently, will be able to reconstruct part of or the entire source message. To demonstrate the accuracy of the derived expressions, Monte Carlo simulations for random linear combinations of k = 20 source packets using arithmetic operations in F 2 were carried out. The probability that a receiving node using Gaussian elimination will recover at least x source packets, given that n packets are received, was measured for x ∈ {2, 4, . . . , 20} and x ≤ n ≤ 25. Fig. 1(a) and Fig. 1(b) compare probability measurements obtained through simulations to probability calculations obtained from (14) and (19) for non-systematic and systematic network coding, respectively. In the case of systematic network coding, the length of the transmitted sequence of source and coded packets also needs to be considered and is taken to be n T = 30. The plots clearly show that the simulations and the exact expressions (14) and (19) are in agreement. They also confirm the intuitive expectation that the number of received packets has a more pronounced effect on the probability of partly recovering the source message (x < 20) when systematic network coding is employed as opposed to non-systematic network coding. Fig. 2 and Fig. 3 consider the simple case of network-coded transmission over a broadcast erasure channel. If the transmission of n T packets is modeled as a sequence of n T Bernoulli trials whereby ε signifies the probability that a transmitted packet will be erased, the probability that a receiving node shall recover at least x of the k source packets can be expressed as
The conditional probability P (|X| ≥ x | N = n) is equal to (14) for nonsystematic network coding or (19) and (23), depending on the value of n T , for systematic network coding. Fig. 2 focuses on non-systematic network coding and uses a color map to depict P (|X| ≥ x) in terms of parameters n T and x, which have been normalized by the considered value of k. Results have been obtained for k ∈ {20, 30}, q ∈ {2, 8} and ε ∈ {0.05, 0.2}. For q = 2, we observe in Figs. 2(a)-2(d) that fractions of the transmitted message can be recovered with different probabilities when fewer than k coded packets have been transmitted (n T /k < 1). However, non-systematic network coding starts to exhibit the asymptotic behavior reported in Section 3 for values of q as low as 8. As shown in Fig. 2(e) and Fig. 2(f) , only a very small number of source packets can be recovered with low probability for a small number of transmitted coded packets. The long single-colored vertical stripes for n T /k ≥ 1 imply that a receiving node will recover the entire message (x/k = 1) with a certain probability but will be unable to recover large fractions of the message with a higher probability. Bear in mind that if P (|X| ≥ x 1 ) = P (|X| ≥ x 2 ) for x 1 < x 2 , the probability of recovering exactly x ∈ {x 1 , x 1 + 1, . . . , x 2 − 1} source packets is zero. A comparison between the plots on the left-hand and right-hand sides of Fig. 2 confirms that an increase in the erasure probability significantly affects the gradient of P (|X| ≥ x), as is evident by the sharp transition from low to high values of P (|X| ≥ x) for an increasing value of n T /k on the left-hand side plots and the smoother transition on the right-hand side plots. The effect that the number of source packets, which constitute the message to be delivered, has on P (|X| ≥ x) can be noticed in Fig. 2(b) and Fig. 2(d) .
For small values of n T /k, dividing the message into k = 20 source packets permits the receiving node to recover a higher fraction of the message (x/k) with a non-zero probability than dividing the same message into k = 30 source packets. On the other hand, if n T /k takes values in the high regime of (0, 1.4], segmentation into k = 30 packets offers a small improvement in the probability of recovering a fraction of the message over segmentation into k = 20 packets.
The same settings as in Fig. 2 are used in Fig. 3 but systematic network coding is considered. Besides the reduced decoding complexity reported in [16] , we observe that the systematic implementation of network coding enables the receiving node to reveal an increasingly larger portion of the message as the number of transmitted packets grows. For ε = 0.2, the plots on the right-hand side of Fig. 3 show that a small finite field (e.g., q = 2) and even a small number of source packets can be used to progressively recover the message. The adoption of high-order finite fields (e.g., q ≥ 8) impairs the progressive recovery of the message for n T /k ≥ 1 but enables the recovery of the entire message for a smaller number of transmitted packets.
Both Fig. 2 and Fig. 3 illustrate that the choice of the network coding scheme and the corresponding design parameters are strongly dependent on the system requirements. If secrecy is of importance and legitimate nodes experience better average channel conditions than eavesdroppers, nonsystematic network coding over large finite fields can be used to segment each secret message into a large number of source packets. The number of transmitted coded packets can then be tuned to the average channel conditions to achieve a balance between the probability that legitimate nodes can reconstruct the entire message and the probability that eavesdroppers cannot decode even a small portion of the message. On the other hand, if the objective of the communication system is to maximize the number of nodes that will recover at least a large part of a transmitted message, systematic network coding over small finite fields can be used to segment data into a relatively small number of packets. If the receiving nodes do not suffer from limited computational capabilities or energy constraints, the size of the finite field used in systematic network coding can be increased in order to improve the probability of recovering the entire transmitted message.
Conclusions
Previous work had shown that the probability of decoding a fraction of a network-coded source message can be made infinitesimal by coding over large finite fields. However, exact probability expressions for fields of any size and network parameters of any value were not available in the literature. This paper derived the probability of recovering a fraction of the source message, conditioned on the reception of a specific number of linearly independent coded packets. The obtained conditional probability laid the foundation for the derivation of the probability of decoding a fraction of the source message upon reception of an arbitrary number of packets, when non-systematic or systematic random linear coding is used. Results confirmed that nonsystematic network coding offers weak information-theoretic security because it does not allow for the decoding of sizeable portions of the source message with high probability, unless the number of collected coded packets is sufficiently large, even when operations are over finite fields of small size. By contrast, systematic network coding allows for the progressive recovery of the source message as the number of received packets increases, especially when the size of the finite field is small.
The derived exact expressions can prove useful in network design and system-level optimization. For example, the objective of a system could be the minimization of the probability of malicious nodes recovering one or more source packets, without resorting to unnecessarily large field sizes that would impose a prohibitive computational cost on legitimate receiving nodes. On the other hand, the objective of a broadcast system could be the provision of a guaranteed service quality, which could be translated as the recovery of either an entire set of data with a certain probability or a fraction of the data with a higher probability.
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Observe that for q → ∞, the reception of fewer than k linearly independent coded packets does not help in the recovery of any of the source packets, i.e., P (|X| = 0, | R = r) = 1 if r < k. Substituting (29) into (9) and then into both (14) and (19) leads to expressions (24) and (25), respectively, after the limit is taken as q → ∞. Color-coded depiction of the probability of recovering at least x source packets when n T coded packets have been transmitted over a packet erasure channel. Nonsystematic network coding has been assumed and various values for the number of source packets k, the field size q and the erasure probability ε have been used. Color-coded depiction of the probability of recovering at least x source packets when n T packets have been transmitted over a packet erasure channel. Systematic network coding has been assumed and various values for the number of source packets k, the field size q and the erasure probability ε have been used.
