Permanence criteria for general delayed discrete nonautonomous n-species Kolmogorov systems and its applications  by Teng, Zhidong et al.
Computers and Mathematics with Applications 59 (2010) 812–828
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Permanence criteria for general delayed discrete nonautonomous
n-species Kolmogorov systems and its applicationsI
Zhidong Teng a,∗, Yu Zhang a, Shujing Gao b
a College of Mathematics and System Sciences, Xinjiang University, Urumqi 830046, PR China
b College of Mathematics and Computer Science, Gannan Normal University, Ganzhou 341000, PR China
a r t i c l e i n f o
Article history:
Received 26 September 2008
Received in revised form 13 May 2009
Accepted 2 September 2009
Keywords:
Discrete Kolmogorov system
Permanence
Discrete Lyapunov functional
Discrete Lotka–Volterra system
Delay
a b s t r a c t
In this paper, the permanence for the general nonautonomous n-species discrete Kol-
mogorov systems with delays is studied. By using the method of multiple discrete
Lyapunov-like functionals, a quite general sufficient condition is established. As application
of this result, new sufficient conditions are obtained to ensure the permanence of all species
for the discrete nonautonomous pure-delayed n-species Lotka–Volterra competitive sys-
tems and food chain systems. Particularly, as special cases, a series of new sufficient con-
ditions on the permanence for the discrete nonautonomous pure-delayed Lotka–Volterra
two-species competitive systems, predator–prey systems and three-species food chain sys-
tems, and the discrete autonomous pure-delayed Lotka–Volterra competition systems and
food chain systems are obtained.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, the dynamical behaviors, such as, the local and global stability of the equilibrium point, persistence,
permanence and extinction of species and the existence of positive periodic solutions and positive almost periodic solutions,
etc., for the discrete population models have been extensively studied. Many important results can be found in [1–25] and
the references cited therein. Particularly, the permanence, global stability and the existence of positive periodic solutions
for discrete Lotka–Volterra competitive systems, predator–prey systems and food chain systems are studied in articles [2,4,
5,9,12–19,22,23,25].
From [2,4,5,9,12,13,15–17] we easily find that in all obtained results on the permanence and persistence, themain condi-
tions include theultimate above boundof all positive solutions of the systems and theultimate above bound in the conditions
brings a negative influence for the permanence and persistence. For example, see Theorem 1 in [4], Proposition 2.3 and 2.4
in [5], Lemma 2.2 in [9], Proposition 2.4 in [12], Proposition 2.5 in [13], Theorem 1.2 in [15] and Theorem 1.1 in [16,17]. On
the other hand, from [14,18,19,22,25] we can find that for discrete time two-species Lotka–Volterra competitive systems
and predator–prey systems by constructing the two discrete Lyapunov-like functions the authors established the sufficient
and necessary conditions on the permanence and in these conditions the ultimate above bound of all positive solutions is
not employed. From example, see Theorem 2 in [14], Theorem 1 and 2 in [18], Corollary 1.1 in [19], Lemma 5 in [22] and
Theorem 3.1 in [25].
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However, from above works we easily see that the research works on the dynamical behaviors for general discrete
Kolmogorov systems up to now is still few. A natural problem namely is whether the results obtained in [14,18,19,22,25]
can be extended to general discrete nonautonomous Kolmogorov systems, particularly, the general nonautonomous discrete
pure-delayed n-species Lotka–Volterra competitive systems and food chain systems. Therefore, motivated by above works,
in this paper we study the permanence for the following general nonautonomous discrete n-species Kolmogorov systems
with delays
xi(k+ 1) = fi(k, Xk), i = 1, 2, . . . , n, (1)
where xi(k) expresses the density of species xi in kth stage, Xk = x(k + s) = (x1(k + s), x2(k + s), . . . , xn(k + s)) for all
s = −τ ,−τ + 1, . . . , 0 and τ is a nonnegative integer.
We see that the permanence has been studied for the continuous time general nonautonomous delayed Kolmogorov
systems. In [26], the authors studied the following continuous time n-species Kolmogorov systems of nonautonomous
functional differential equations
x˙i(t) = xi(t)fi(t, xt), i = 1, 2, . . . , n,
where xt = x(t + s) for all s ∈ [−τ , 0] and τ is a nonnegative constant. By using the method of multiple Lyapunov-like
functions, the authors established a general theorem for the permanence of the system (see Theorem 2.2 and 2.3 in [26]).
In addition, as applications of this general theorem, the authors discussed the general continuous pure-delayed nonau-
tonomous Lotka–Volterra n-species competitive systems and two-species predator–prey systems. The sufficient conditions
of the permanence are established (see Theorem 3.1 and 3.3 in [26]).
In [11], the authors studied the following more general continuous n-species nonautonomous population dynamical
systems of functional differential equations
x˙i(t) = fi(t, xt), i = 1, 2, . . . , n.
By improving the research method given in [26], the authors established a new general theorem for the permanence of the
system (see Theorem 1 in [11]). Furthermore, as applications of this general theorem, the authors discussed the general
continuous pure-delayed nonautonomous Lotka–Volterra n-species food chain systems. The sufficient conditions of the
permanence are established (see Theorem 2 in [11]).
In this paper, our main purpose is to extend the research methods and results given in [11,14,18,19,26,22,25] to the
general discrete n-species Kolmogorov systems with delays. By introducing the method of the multiple discrete Lyapunov
functionals, wewill establish a general criterion on the permanence of all species for discrete system (1).Wewill see that this
criterion is just a very identical extension of Theorem 1 given in [11] in general nonautonomous delayed discrete n-species
Kolmogorov systems.
Furthermore, as applications of the general criterion we will discuss the permanence for the following nonautonomous
discrete pure-delayed n-species Lotka–Volterra competitive systems
xi(k+ 1) = xi(k) exp
(
ri(k)−
n∑
j=1
m∑
l=0
aijl(k)xj(k− τijl)
)
, i = 1, 2, . . . , n (2)
and the following nonautonomous discrete pure-delayed n-species Lotka–Volterra food chain systems
x1(k+ 1) = x1(k) exp
{
r1(k)−
m∑
l=0
a11l(k)x1(k− τ11l)−
m∑
l=0
a12l(k)x2(k− τ12l)
}
,
xi(k+ 1) = xi(k) exp
{
ri(k)+
m∑
l=0
aii−1l(k)xi−1(k− τii−1l)
−
m∑
l=0
aiil(k)xi(k− τiil)−
m∑
l=0
aii+1l(k)xi+1(k− τii+1l)
}
, i = 2, 3, . . . , n− 1, (3)
xn(k+ 1) = xn(k) exp
{
rn(k)+
m∑
l=0
ann−1l(k)xn−1(k− τnn−1l)−
m∑
l=0
annl(k)xn(k− τnnl)
}
.
Obviously, systems (2) and (3) are the special cases of system (1). We will establish a series of new sufficient conditions
for the permanence of all species for systems (2) and (3). We will see that these sufficient conditions will just be the very
identical extension of the corresponding results given in [14,18,19,22,25].
The organization of this paper is the following. Firstly, in the next section, wewill give some preliminaries. Several useful
definitions and lemmas are introduced. In Section 3, a general criterion on the permanence of all species for system (1) is
stated and proved. In Sections 4 and 5, as applications of the general criterion, the permanence for competitive system (2)
and food chain system (3) is studied. New sufficient conditions are obtained. Particularly, as special cases of systems (2) and
(3), in Sections 4 and 5, we will give a series of new sufficient conditions on the permanence of all species for the discrete
nonautonomous pure-delayed Lotka–Volterra two-species competitive systems, predator–prey systems and three-species
food chain systems, and the discrete autonomous pure-delayed Lotka–Volterra competition systems and food chain systems.
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2. Preliminaries
In this section, we present some notations and establish several useful definitions and lemmas which will be used in the
following sections.
Let R+ = [0,∞), Rn+ = {x = (x1, x2, . . . , xn) ∈ Rn : xi ≥ 0, i = 1, 2, . . . , n} and N denote the set of all nonnegative
integers. The interior of Rn+ is denoted by int Rn+. Further, for any integers a and b with a ≤ b, let [a, b] denote the set of all
integers in the interval [a, b]. For some integer τ ≥ 0, we denote by D+[−τ , 0] the space of all nonnegative discrete time
functions φ = (φ1, φ2, . . . , φn) : [−τ , 0] → Rn+ with the norm ‖φ‖ = sup{|φ(s)| : s ∈ [−τ , 0]}.
Give any function u(k) : N → R, we denote
uM = sup
k∈N
u(k), uL = inf
k∈N u(k)
and
[u]ω = lim sup
k→∞
k+ω−1∑
s=k
u(s), [u]ω = lim inf
k→∞
k+ω−1∑
s=k
u(s),
where ω > 0 is an integer.
For system (1) we always assume that fi(k, φ) (i = 1, 2, . . . , n) is a real value function defined on N×D+[−τ , 0]. Due to
the biological background of system (1), we assume that any solution of system (1) satisfies the following initial condition
xi(s) = φi(s) ≥ 0, φi(0) > 0, s ∈ [−τ , 0], i = 1, 2, . . . , n (4)
where φ = (φ1, φ2, . . . , φn) ∈ D+[−τ , 0].
For system (1), in order to ensure the nonnegativity of the solutions which satisfy initial condition (4), in this paper
we always assume that fi(k, φ) ≥ 0 for all (k, φ) ∈ N × D+[−τ , 0] and i = 1, 2, . . . , n. Thus, any solution x(k) =
(x1(k), x2(k), . . . , xn(k)) of system (1) which satisfies initial condition (4) is nonnegative for all k ∈ N .
We have the following definition on the permanence of species for system (1).
Definition 1. System (1) is said to be permanent, if there are positive constants M and m such that each positive solution
x(k) = (x1(k), x2(k), . . . , xn(k)) of system (1) satisfies
m ≤ lim inf
k→∞ xi(k) ≤ lim supk→∞ xi(k) ≤ M, i = 1, 2, . . . , n.
For convenience of statement, we define the following three useful sets S1, S2 and S3 of functions or functionals.
Definition 2. Let M0 > 0 be a constant and B = (B1, B2, . . . , Bn) : int Rn+ → int Rn+ be a continuous function. B is said
to belong to set S1, denote B ∈ S1, if for any positive constants  and αi (i = 1, 2, . . . , n), there are positive constants
γ = γ (α1, α2, . . . , αn) and βi = βi (α1, α2, . . . , αi−1, ) such that
(i) for any i ∈ 1, 2, . . . , n, if x ∈ int Rn+, |x| ≤ M0, Bj(x) ≥ αj for j = 1, 2, . . . , i− 1, and Bi(x) ≤ βi, then xi ≤ ;
(ii) if x ∈ int Rn+, |x| ≤ M0 and Bi(x) ≥ αi for all i = 1, 2, . . . , n, then xi ≥ γ for all i = 1, 2, . . . , n.
On the set S1 we have the following two lemmas.
Lemma 1. Let constants αij > 0 (i, j = 1, 2, . . . , n) and functions
Bi(x) = xαiii
n∏
j6=i
x
−αij
j , i = 1, 2, . . . , n.
If there are nonnegative constants ηi (i = 1, 2, . . . , n) such that
ηiαii −
n∑
j6=i
ηjαij > 0, i = 1, 2, . . . , n,
then B(x) = (B1(x), B2(x), . . . , Bn(x)) belong to set S1.
Lemma 2. Let constants αij > 0 (i, j = 1, 2, . . . , n) and functions B1(x) = xα111 x−α122 , B2(x) = xα211 xα222 x−α233 , . . ., Bn−1(x) =
xαn−111 x
αn−12
2 · · · xαn−1n−1n−1 x−αn−1nn and Bn(x) = xαn11 xαn22 · · · xαnn−1n−1 xαnnn . Then B(x) = (B1(x), B2(x), . . . , Bn(x)) : int R3+ → int R3+
belong to set S1.
Lemmas 1 and 2 and their proofs can be found in [11,26], respectively.
Definition 3. LetM0 > 0 be a constant. A real functional G = (G1,G2, . . . ,Gn) : N × D+[−τ , 0] → int Rn+ is said to belong
to set S2, denote G ∈ S2, if for each i = 1, 2, . . . , n
inf{Gi(k, φ) : k ∈ N, φ ∈ Dn+[−τ , 0], ‖φ‖ ≤ M0} > 0
and
sup{Gi(k, φ)|k ∈ N, φ ∈ Dn+[−τ , 0], ‖φ‖ ≤ M0} <∞.
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Definition 4. Let M0 > 0 be a constant and P = (P1, P2, . . . , Pn) with each Pi = Pi(k, u) be a function defined on N × R+.
We say that P belong to set S3, denote P ∈ S3, if
sup{|P(k, u)| : k ∈ N, u ∈ [0,M0]} <∞
and there are constants u0 ∈ (0,M0] and ε0 > 0, integers ω > 0 and K0 > 0 such that for any function u(k) defined on N
with u(k) ∈ [0, u0] for all k ∈ N we have
k+ω−1∑
s=k
Pi(s, u(s)) ≥ ε0 for all k ≥ K0, i = 1, 2, . . . , n.
3. General criterion
For system (1), we first introduce the following assumption on the ultimate boundedness of solutions.
(H) There is a positive constant M0 such that for any solution x(k) = (x1(k), x2(k), . . . , xn(k)) of system (1) with initial
condition (4) one has
lim sup
k→∞
xi(k) < M0, i = 1, 2, . . . , n.
Now, we state and prove the following main result of this section.
Theorem 1. Suppose that assumption (H) holds. Let B = (B1, B2, . . . , Bn) ∈ S1, G = (G1,G2, . . . ,Gn) ∈ S2 and P =
(P1, P2, . . . , Pn) ∈ S3. Further let
Vi(k, φ) = Bi(φ(0))Gi(k, φ) for all (k, φ) ∈ N × D+[−τ , 0], i = 1, 2, . . . , n.
If for any positive solution x(k) = (x1(k), x2(k), . . . , xn(k)) of system (1) we have
Vi(k+ 1, Xk+1)
Vi(k, Xk)
≥ exp[Pi(k, xi(k))], i = 1, 2, . . . , n (5)
for all k ≥ K1, where K1 > 0 is some integer, then system (1) is permanent.
Proof. Firstly, from inequality (5), for any integers k2 ≥ k1 ≥ K1, we easily obtain
Vi(k2, Xk2) ≥ Vi(k2 − 1, Xk2−1) exp[Pi(k2 − 1, xi(k2 − 1))]
≥ Vi(k2 − 2, Xk2−2) exp[Pi(k2 − 1, xi(k2 − 1))+ Pi(k2 − 2, xi(k2 − 2))]
≥ Vi(k1, Xk1) exp
[
k2−1∑
s=k1
Pi(s, xi(s))
]
. (6)
It is easy to see from assumption (H) that we only need to prove that there are constants mi > 0 such that
lim infk→∞ xi(k) ≥ m for each i = 1, 2, . . . , n.
Let the constants
Ri1 = inf{Gi(k, φ) : k ∈ N, φ ∈ D+[−τ , 0], ‖φ‖ ≤ M0}
and
Ri2 = sup{Gi(k, φ) : k ∈ N, φ ∈ D+[−τ , 0], ‖φ‖ ≤ M0}.
From G = (G1,G2, . . . ,Gn) ∈ S2, we obtain 0 < Ri1 ≤ Ri2 <∞ and
Ri1Bi(φ(0)) ≤ Vi(k, φ) ≤ Ri2Bi(φ(0)), i = 1, 2, . . . , n (7)
for all (k, φ) ∈ N × D+[−τ , 0] and ‖φ‖ ≤ M0.
Given any positive solution x(k) = (x1(k), x2(k), . . . , xn(k)) of system (1), by assumption (H), there exists an integer
K2 ≥ max{K0, K1}, where K0 is given in Definition 4, such that 0 < ‖Xk‖ ≤ M0 for all k ≥ K2, where Xk(s) = x(k+ s) for all
s = −τ ,−τ + 1, . . . , 0. Hence, from (7) we obtain for any k ≥ K2
Ri1Bi(x(k)) ≤ Vi(k, Xk) ≤ Ri2Bi(x(k)), i = 1, 2, . . . , n. (8)
We first consider coordinate x1(k). For the constant u0 given in Definition 4, from B ∈ S1, we obtain that there exists a
constant β1 = β1(u0) > 0 such that when x(k) ∈ int Rn+, |x(k)| ≤ M0 and B1(x(k)) ≤ β1 we have x1(k) ≤ u0.
If V1(k, Xk) ≤ R11β1 for all k ≥ K2, then from (8) we have B1(x(k)) ≤ β1. Hence, we further have x1(k) ≤ u0 for all k ≥ K2.
From (6), we obtain
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V1(k+ 1, Xk+1) ≥ V1(K2, XK2) exp
{
k∑
s=K2
P1(s, x1(s))
}
(9)
for all k ≥ K2. In view of P = (P1, P2, . . . , Pn) ∈ S3, from Definition 4 we have
lim
k→∞
k∑
s=K2
P1(s, x1(s)) = ∞.
From this and by (9)we obtain V1(k, Xk)→+∞ as k→∞which leads to a contradiction. Therefore, there exists an integer
k1 ≥ K2 such that V1(k1, Xk1) > R11β1.
Further, we prove
V1(k, Xk) ≥ R11β1 exp(−M1ω) for all k ≥ k1, (10)
where M1 = sup{|P1(k, x1(k))| : k ≥ 0 and 0 ≤ x1 ≤ M0} and ω is the number from Definition 4. Suppose that inequality
(10) is not true, then there is an integer k′ > k1 such that
V1(k′, Xk′) < R11β1 exp(−M1ω),
then further there is also an integer k′′ ∈ [k1, k′] such that Vi(k′′, Xk′′) ≥ R11β1 and V1(k, Xk) < R11β1 for all k ∈ [k′′ + 1, k′].
Hence, we further have x1(k) ≤ u0 for all k ∈ [k′′ + 1, k′].
If 0 < k′ − k′′ ≤ ω, then from (6) we have
R11β1 exp(−M1ω) > V1(k′, Xk′)
≥ V1(k′′, Xk′′) exp
[
k′−1∑
s=k′′
P1(s, x1(s))
]
≥ R11β1 exp[−M1(k′ − k′′)] ≥ R11β1 exp(−M1ω).
This leads to a contradiction.
If k′ − k′′ ≥ ω + 1, then there is an integer p ∈ N such that k′ − 1 ∈ [k′′ + pω, k′′ + (p + 1)ω). Hence, from (6) and
Definition 4 we have
R11β1 exp(−M1ω) > V1(k′, Xk′)
≥ V1(k′′, Xk′′) exp
[
k′−1∑
s=k′′
P1(s, x1(s))
]
= V1(k′′, Xk′′) exp
[
P1(k′′, x1(k′′))+
(
k′′+ω∑
s=k′′+1
+ · · · +
k′−1∑
s=k′′+pω+1
)
P1(s, x1(s))
]
≥ V1(k′′, Xk′′) exp
[
P1(k′′, x1(k′′))+
k′−1∑
k′′+pω+1
P1(s, x1(s))
]
≥ V1(k′′, Xk′′) exp[−M1(k′ − (k′′ + pω))]
≥ R11β1 exp(−M1ω).
This also leads to a contradiction. Therefore, we obtain
V1(k, Xk) ≥ R11δ1 exp(−M1ω) for all k ≥ k1.
Further, from (8) it follows
B1(x(k)) ≥ V1(k, Xk)R12 ≥
R11
R12
β1 exp(−M1ω) := α1 for all k ≥ k1.
Next, we consider coordinate x2(k). For constant u0 in Definition 4, from B ∈ S1 there is a constant β2 = β2(α1, u0) > 0
such that, when x ∈ int Rn+, |x| ≤ M0 and B1(x(k)) ≥ α1 and B2(x(k)) ≤ β2, then we have x2(k) ≤ u0.
Consider function V2(k, Xk), by using the similar argument as in above for function V1(k, Xk), we can obtain that there is
an integer k2 ≥ k1 such that
V2(k, Xk) ≥ R21β2 exp(−M2ω) for all k ≥ k2,
whereM2 = sup{|P2(k, x2)| : k ≥ 0 and 0 ≤ x2 ≤ M0}. Further, from (8) we have
B2(x(k)) ≥ R21R22 β2 exp(−M2ω) := α2 for all k ≥ k2.
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Further consider coordinate xi(k) (i = 3, 4, . . . , n). Repeating the above argument as for x1(k) and x2(k), we can further
obtain that there is a series of positive integers k1, k2, . . . , kn and positive constants β1, α1, β2, α2, . . . , βn, αn, which satisfy
k1 ≤ k2 ≤ · · · ≤ kn, βi = βi(α1, α2, . . . , αi−1, u0)
and
αi = Ri1Ri2 βi exp(−Miω), i = 1, 2, . . . , n
whereMi = sup{|Pi(k, xi)| : k ≥ 0 and 0 ≤ xi ≤ M0}, such that
Bi(x(k)) ≥ αi for all k ≥ kn, i = 1, 2, . . . , n.
Finally, from B ∈ S1 and Definition 2, we obtain that there is a positive constant γ = γ (α1, α2, . . . , αn) such that
xi(k) ≥ γ for all k ≥ kn, i = 1, 2, . . . , n.
This shows that system (1) is permanent. This completes the proof of Theorem 1. 
Remark 1. By comparing Theorem 1 with Theorem 1 given in [11], we can see that Theorem 1 just is a directly extension
of Theorem 1 in [11] in general nonautonomous delayed discrete time n-species Kolmogorov systems.
4. Permanence in competitive systems
In this section, as applications of Theorem 1, we study the permanence for system (2). In system (2), xi(k) expresses
the density of species xi in kth stage; ri(k) and aiil(k) express respectively the intrinsic growth rate and density-dependent
coefficient of species xi in kth stage; aijl(k) (i 6= j) expresses the competitive coefficient of species xj competing species xi in
kth stage; τijl denotes the time delay.
Let integer τ = max{τijl : i, j = 1, 2, . . . , n, l = 0, 1, . . . ,m}. For each i, j = 1, 2, . . . , n, let sequences
bij(k) =
m∑
l=0
aijl(k), Aij(k) =
m∑
l=0
aijl(k+ τijl) for all k ∈ N.
Further, let constants
Mij = lim sup
k→∞
Aij(k)
Ajj(k)
, i, j = 1, 2, . . . , n.
We introduce the following assumptions for system (2).
(A1) ri(k) and aijl(k) (i, j = 1, 2, . . . , n; l = 0, 1, . . . ,m) are bounded sequences on N and aijl(k) ≥ 0 for all k ∈ N .
(A2) τijl (i, j = 1, 2, . . . , n, l = 0, 1, . . . ,m) are nonnegative integers.
(A3) bLii > 0 for each i = 1, 2, . . . , n.
(A4) lim infk→∞ Aii(k) > 0 for each i = 1, 2, . . . , n.
Due to the biological background of system (2), we always assume that any solution of system (2) satisfies initial condition
(4).
Firstly, on the ultimate boundedness of all nonnegative solutions of system (2) we have the following result.
Theorem 2. Suppose that (A1)–(A3) hold. Then any solution x(k) = (x1(k), x2(k), . . . , xn(k)) of system (2) is positive for any
positive integer k and ultimate bounded, that is,
lim sup
k→∞
xi(k) ≤ 1bLii
exp[(τ + 1)rMi − 1], i = 1, 2, . . . , n.
Proof. The exponential form of the right terms of system (2) assures that each coordinate xi(k) of solution x(k) of system
(2) with initial conditions (4) remains positive for all k ∈ N . From assumption (A1), for each i = 1, 2, . . . , nwe obtain
xi(k+ 1) ≤ xi(k) exp(ri(k)) ≤ xi(k) exp(rMi ) for all k ∈ N.
Hence, when k− τiil ≥ 0 we have
xi(k− τiil) ≥ xi(k) exp(−τiilrMi ).
Thus, for any k ≥ τ we can obtain
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xi(k+ 1) ≤ xi(k) exp
[
ri(k)−
m∑
l=0
aiil(k)xi(k− τiil)
]
≤ xi(k) exp
[
rMi − bLii exp(−τ rMi )xi(k)
]
. (11)
Let function f (x) = x exp(r − ax). When a > 0, it is easy to see that there is a maximum value of f (x) on [0,∞), and
max{f (x) : x ∈ [0,∞)} = 1
a
exp(r − 1). (12)
Therefore, from (11) we can obtain
xi(k+ 1) ≤ 1bLii
exp[(τ + 1)rMi − 1] for all k ≥ τ .
Consequently,
lim sup
k→+∞
xi(k) ≤ 1bLii
exp[(τ + 1)rMi − 1], i = 1, 2, . . . , n.
This completes the proof of Theorem 2. 
Remark 2. From Theorem 2, we easily see that, under assumptions (A1)–(A3), assumption (H) given in Section 3 holds for
system (2).
Next, on the permanence of all species of system (2) we can obtain the following result.
Theorem 3. Suppose that (A1)–(A4) hold. Further assume that
(A5) There is an integer ω > 0 such that for each i = 1, 2, . . . , n
[ri]ω > 0, [αi]ω > 0,
where αi(k) = ri(k)−∑nj=1,j6=iMijrj(k).
(A6) There exist constants ηi ≥ 0 such that
n∑
j=1,j6=i
ηjMij < ηi, i = 1, 2, . . . , n.
Then system (2) is permanent.
Proof. Firstly, from assumption (A4) we have that Mij (i, j = 1, 2, . . . , n) are finite constants. From assumptions (A5) and
(A6), there exist constants αij (i, j = 1, 2, . . . , n), where αii > 0 and αij < 0 (i 6= j), such that for each i, j = 1, 2, . . . , n and
i 6= j
Mij < −αij
αii
,
n∑
j6=i
ηj
(
−αij
αii
)
< ηi (13)
and
lim inf
k→∞
k+ω−1∑
s=k
[
ri(s)+
n∑
j6=i
(
αij
αii
)
rj(s)
]
> 0.
From the definition ofMij, we further obtain that there are constant 0 > 0 and integer K0 > 0 such that for all k ≥ K0 and
each i, j = 1, 2, . . . , n and i 6= j
Aij(k)
Ajj(k)
+ 0 < −αij
αii
,
k+ω−1∑
s=k
[
ri(s)+
n∑
j=1,j6=i
(
αij
αii
)
rj(s)
]
> 0.
Therefore, we have
αiiAij(k)+ αijAjj(k) < 0 (14)
and
k+ω−1∑
s=k
n∑
j=1
αijrj(s) > αii0 (15)
for all k ≥ K0.
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Now, we choose functions B = (B1, B2, . . . , Bn) : int Rn+ → int Rn+ as follows
Bi(x) =
n∏
j=1
x
αij
j , i = 1, 2, . . . , n.
From (13), we easily obtain the following inequality
n∑
j=1
ηjαij > 0, i = 1, 2, . . . , n.
Therefore, by Lemma 1, we see that function B = (B1, B2, . . . , Bn) belong to set S1.
Further, we choose functionals G = (G1,G2, . . . ,Gn) : N × D+[−τ , 0] → int Rn+ as follows.
Gi(k, φ) = exp
− n∑
t=1
αit
n∑
j=1
m∑
l=1
k−1∑
s=k−τtjl
atjl(s+ τtjl)φj(s− k)
 , i = 1, 2, . . . , n,
where φ = (φ1, φ2, . . . , φn) and we prescribe that if τtjl = 0, then
k−1∑
s=k−τtjl
atjl(s+ τtjl)φj(s− k) = 0.
It is not difficult to prove that functionals G = (G1,G2, . . . ,Gn) for any constants αij belong to set S2.
Let x(k) = (x1(k), x2(k), . . . , xn(k)) be any positive solution of system (2). We consider the following Lyapunov
functionals
Vi(k, Xk) = Bi(x(k))Gi(k, Xk), i = 1, 2, . . . , n,
where
Gi(k, Xk) = exp
− n∑
t=1
αit
n∑
j=1
m∑
l=1
k−1∑
s=k−τtjl
atjl(s+ τtjl)xj(s)
 .
Then, by directly calculating we can obtain
Vi(k+ 1, Xk+1)
Vi(k, Xk)
= exp
{
n∑
t=1
αit rt(k)−
n∑
t=1
αit
n∑
j=1
Atj(k)xj(k)
}
= exp
{
n∑
t=1
αit rt(k)−
n∑
t=1
αitAtixi(k)−
n∑
j=1,j6=i
(
αijAjj(k)+ αiiAij(k)+
n∑
t=1,t 6=i,j
αitAtj(k)
)
xj(k)
}
for all k ∈ N and i = 1, 2, . . . , n. Further, from (14) we have
Vi(k+ 1, Xk+1)
Vi(k, Xk)
≥ exp
{
n∑
t=1
αit rt(k)−
n∑
t=1
αitAti(k)xi(k)
}
for all k ≥ K0 and i = 1, 2, . . . , n. Let
Pi(k, xi(k)) =
n∑
j=1
αijrj(k)−
n∑
j=1
αijAji(k)xi(k), i = 1, 2, . . . , n.
Therefore,
Vi(k+ 1, Xk+1)
Vi(k, Xk)
≥ exp[Pi(k, xi(k))]
for all k ≥ K0 and i = 1, 2, . . . , n.
From Theorem 2, we know that there exists constantM0 > 0 and integer K1 > K0 such that 0 < xi(k) ≤ M0 for all k ≥ K1
and i = 1, 2, . . . , n, whereM0 is independent of any positive solution x(k) = (x1(k), x2(k), . . . , xn(k)) of system (2).
Define constants
Mi = sup
k≥0
{
n∑
t=1
|αit rt(k)| +M0
n∑
t=1
|αit |Ati(k)
}
, i = 1, 2, . . . , n.
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It is easy to see thatMi > 0 for i = 1, 2, . . . , n, andMi is independent of any positive solution x(k) of system (2). Hence, we
have−Mi ≤ Pi(k, xi) ≤ Mi for all k ≥ 0, 0 ≤ xi ≤ M0 and i = 1, 2, . . . , n.
Further, from (15) it is easy to show that there is a constant 0 ≤ u0 ≤ M0 such that for any function u(k) defined on N
with u(k) ∈ [0, u0] for all k ∈ N we have
k+ω−1∑
s=k
Pi(s, u(s)) ≥ 12αii0 for all k ≥ K1, i = 1, 2, . . . , n.
Hence, by Definition 4, we obtain function P = (P1, P2, . . . , Pn) ∈ S3.
Finally, from Theorem 1, we obtain that system (2) is permanent. This completes the proof of Theorem 3. 
Remark 3. In assumption (A5), it is easily see that αi(k) depicts the net increasing rate of species xi(i = 1, 2, . . . , n) derived
from competing with all other species in kth stage in system (2). Therefore, assumption (A5) means that the average value
of the net increasing rate αi(k) of species xi in a ω-length interval is ultimately strictly positive, that is, [αi]ω > 0.
In the following, we will consider some special cases of system (2). As a special case of system (2), we consider the
following discrete nonautonomous delayed two-species Lotka–Volterra competitive system.
x1(k+ 1) = x1(k) exp
{
r1(k)−
m∑
l=0
a11l(k)x1(k− τ11l)−
m∑
l=0
a12l(k)x2(k− τ12l)
}
,
x2(k+ 1) = x2(k) exp
{
r2(k)−
m∑
l=0
a21l(k)x1(k− τ21l)−
m∑
l=0
a22l(k)x2(k− τ22l)
}
,
(16)
where ri(k) and aijl(k) (i, j = 1, 2, l = 0, 1, . . . ,m) are bounded sequences on N and aijl(k) ≥ 0 for all k ∈ N .
As a consequence of Theorem 3, we have the following corollary.
Corollary 1. Suppose that bLii > 0, lim infk→∞ Aii(k) > 0 (i = 1, 2) and there exists an integer ω > 0 such that
[r1]ω −M12[r2]ω > 0, [r2]ω −M21[r1]ω > 0, (17)
Then system (16) is permanent.
In fact, from condition (17) we directly see that assumption (A5) of Theorem 3 holds and M12M21 < 1. Choose η1 = 1
andM21 < η2 < 1M12 ifM12 > 0 or η2 = 1 andM12 < η1 < 1M21 ifM21 > 0, then we see that assumption (A6) of Theorem 4
holds. Therefore, from Theorem 3, system (16) is permanent.
Next, when system (2) degenerates into the autonomous case, then from Theorem 3 we have the following corollary.
Corollary 2. Suppose that in system (2) ri(k) = ri and aijl(k) = aijl (i, j = 1, 2, . . . , n, l = 0, 1, . . . ,m) are positive constants.
Further assume that
(a)
ri −
n∑
j6=i

m∑
l=0
aijl
m∑
l=0
ajjl
 rj > 0, i = 1, 2, . . . , n;
(b) There exist constants ηi ≥ 0 such that
n∑
j6=i
ηj

m∑
l=0
aijl
m∑
l=0
ajjl
 < ηi, i = 1, 2, . . . , n.
Then system (2) is permanent.
When system (16) degenerates into the autonomous case, then from Corollary 1 we further have the following corollary.
Corollary 3. Suppose that in system (16) ri(k) = ri and aijl(k) = aijl (i, j = 1, 2, l = 0, 1, . . . ,m) are positive constants. Further
assume that( m∑
l=0
a22l
)
r1 −
( m∑
l=0
a12l
)
r2 > 0,
( m∑
l=0
a11l
)
r2 −
( m∑
l=0
a21l
)
r1 > 0.
Then system (16) is permanent.
Remark 4. If systems (2) and (16) areω-periodic, that is, all coefficients ri(k) and aijl(k) (i, j = 1, 2, . . . , n, l = 0, 1, . . . ,m)
are ω-periodic sequences, then in Theorem 3 and Corollary 1 we have
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[ri]ω = [ri]ω =
ω∑
s=1
ri(s), Mij = max
1≤k≤ω
Aij(k)
Ajj(k)
, i, j = 1, 2, . . . , n
and
[αi]ω =
ω∑
s=1
ri(s)−
n∑
j=1,j6=i
(Mij
ω∑
s=1
rj(s)), i = 1, 2, . . . , n.
Remark 5. Applying Corollary 1 given by Yang in [24] on the existence of positive periodic solutions for general discrete
delayed periodic population systems, we can obtain that when systems (2) and (16) are ω-periodic systems then from
Theorem 3 and Corollary 1 systems (2) and (16) have at least an ω-periodic solution.
Remark 6. In [25], the authors studied the following two-species discrete time periodic Lotka–Volterra competitive system
with delays
x(n+ 1) = x(n) exp
[
b(n)−
q∑
i=1
ai(n)x(n− τi)−
m∑
j=1
cj(n)y(n− lj)
]
y(n+ 1) = y(n) exp
[
r(n)−
q∑
i=1
di(n)x(n− ki)−
m∑
j=1
ej(n)y(n− sj)
]
and obtained the sufficient conditions of which the system is permanent (see Theorem 3.1 in [25]). By comparing, we
easily see that the results obtained in this paper extend and improve the corresponding results given in [25] to the general
nonautonomous discrete n-species Lotka–Volterra competitive systems with delays.
Remark 7. In [9], the authors studied the following nonautonomous discrete two-species competitive model of plankton
allelopathy
x1(k+ 1) = x1(k) exp[r1(k)− a11(k)x1(k)− a12(k)x2(k)− b1(k)x1(k)x2(k)]
x2(k+ 1) = x2(k) exp[r2(k)− a21(k)x1(k)− a22(k)x2(k)− b2(k)x1(k)x2(k)]
and obtained the sufficient conditions of the permanence of species x1 and x2 (see Theorem 2.1 in [9]). By comparison with
Corollary 1, we easily find that when b1(k) = b2(k) = 0, Theorem 2.1 is the special case of Corollary 1.
Remark 8. In [19], the authors considered a discrete autonomous two-species Lotka–Volterra competitive system with
delays and obtained the necessary and sufficient conditions of the permanence of all species (see Theorem 1.1 and Corollary
1.1 in [19]). By comparison with Corollary 3, we find that the results obtained in this paper are an extension of those results
in general delayed nonautonomous case.
Remark 9. In [4], the authors discussed a class of discrete periodic two-species Lotka–Volterra competition systems and
obtained the sufficient conditions of the permanence for all species (see Theorem 1 in [4]). By comparison with Corollary 1,
we can find that Corollary 1 and Theorem 1 in [4] are different with each other.
Remark 10. In [2], the author studied the following discrete nonautonomous two-species Lotka–Volterra competitive
system with infinite delays
x1(n+ 1) = x1(n) exp
[
r1(n)
(
1− x1(n)
K1(n)
− µ2(n)
n∑
s=−∞
H1(n− s)x2(s)
)]
x2(n+ 1) = x2(n) exp
[
r2(n)
(
1− µ1(n)
n∑
s=−∞
H2(n− s)x1(s)− x2(n)K2(n)
)]
and obtained the sufficient conditions of the permanence of all species (see Theorem B in [2]). However, in our discussion
only bounded delay case is considered. Therefore, an interesting open problem is whether the results obtained in this paper
can be extended to the case of nonautonomous infinite delay.
5. Permanence in food chain systems
In this section, as applications of Theorem 1, we study the permanence for system (3). In system (3), xi(k) expresses
the density of species xi in kth stage; ri(k) and aiil(k) express respectively the intrinsic growth rate and density-dependent
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coefficient of species xi in kth stage; aii+1l(k) denotes the rate of the species xi+1 preying on the species xi in kth stage;
aii−1l(k) denotes the rate of conversion of nutrients into the reproduction of species xi in kth stage.
Let integer τ = max{τii−1l, τiil, τii+1l : i = 1, 2, . . . , n, l = 0, 1, . . . ,m}. For each i = 1, 2, . . . , n and j = i − 1, i, i + 1,
we define the sequences
bij(k) =
m∑
l=0
aijl(k), Aij(k) =
m∑
l=0
aijl(k+ τijl) for all k ∈ N.
Further, let constants
Mpij = lim sup
k→∞
Aip(k)
Ajp(k)
, i, j, p = 1, 2, . . . , n and i ≤ p ≤ j.
We introduce the following assumptions for system (3).
(B1) ri(k) and aijl(k) (i = 1, 2, . . . , n; j = i− 1, i, i+ 1; l = 0, 1, . . . ,m) are bounded sequences on N and aijl(k) ≥ 0 for all
k ∈ N .
(B2) τijl (i = 1, 2, . . . , n, j = i− 1, i, i+ 1, l = 0, 1, . . . ,m) are nonnegative integers.
(B3) bLii−1 > 0 and b
L
ii > 0 for each i = 1, 2, . . . , n.
(B4) lim infk→∞ Aii−1(k) > 0 and lim infk→∞ Aii(k) > 0 for each i = 1, 2, . . . , n.
Based on the biological background of system (3), we always assume that any solution of system (3) satisfies initial
condition (4).
Firstly, on the ultimate boundedness of all nonnegative solutions of system (3) we have the following result.
Theorem 4. Suppose that (B1)–(B3) hold. Then any solution x(k) = (x1(k), x2(k), . . . , xn(k)) of system (3) is positive on N and
there is a constant M0 > 0 such that
lim sup
k→∞
xi(k) ≤ M0, i = 1, 2, . . . , n.
Proof. The exponential form of the right terms of system (3) assures that each coordinate xi(k) of solution x(k) of system (3)
with initial conditions (4) remains positive for all k ∈ N . Consider the component x1(k). From system (3) and assumption
(B1), we have
x1(k+ 1) ≤ x1(k) exp r1(k) for all k ∈ N.
Therefore, for any integers k > 0 and θ > 0 with k− θ ≥ 0, we have
x1(k− θ) ≥ x1(k) exp(−rM1 θ).
Thus, for any k ≥ τ we can obtain
x1(k+ 1) ≤ x1(k) exp
[
r1(k)−
m∑
l=0
a11l(k)x1(k− τ11l)
]
≤ x1(k) exp
[
r1(k)−
m∑
l=0
a11l(k) exp(−rM1 τ)x1(k)
]
≤ x1(k) exp
[
rM1 − bL11 exp(−rM1 τ)x1(k)
]
. (18)
Therefore, from (11) and (18) we obtain
xi(k+ 1) ≤ 1bL11
exp[(τ + 1)rM1 − 1] := U1 (19)
for all k ≥ τ . From (19) we further obtain that lim supk→∞ x1(k) ≤ U1.
Suppose that for some i ∈ {1, 2, 3, . . . , n} there is an integer Ki−1 > 0 and a positive constant Ui−1 such that
xi−1(k) ≤ Ui−1 for all k ≥ Ki−1. Then, similar to the above arguments, for k ≥ Ki−1 + τ we have
xi(k+ 1) ≤ xi(k) exp
[
ri(k)+
m∑
l=0
aii−1l(k)Ui−1
]
.
Let r∗i (k) = ri(k)+
∑m
l=0 aii−1l(k)Ui−1. Then, for any positive integers k and θ with k− θ ≥ Ki−1 + τ , we have
xi(k− θ) ≥ xi(k) exp(−r∗Mi θ).
Then
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xi(k+ 1) ≤ xi(k) exp
[
r∗i (k)−
m∑
l=0
aiil(k) exp(−r∗Mi τ)xi(k)
]
≤ xi(k) exp[r∗Mi − Q Li xi(k)]
≤ 1
Q Li
exp[r∗Mi − 1] := Ui (20)
for all k ≥ Ki−1 + 2τ , where Q Li = bLii exp(−r∗Mi τ). From (20) we further obtain that lim supk→∞ xi(k) ≤ Ui.
By induction, we finally obtain lim supk→∞ xi(k) ≤ M0 for each i = 1, 2, . . . , n, whereM0 = max1≤i≤n Ui. This completes
this proof of Theorem 4. 
Remark 11. From Theorem 4, we easily see that, under assumptions (B1)–(B3), assumption (H) given in Section 3 holds for
system (3).
Let the constants
δ1 = M112, δ2 = M213 + δ1M223
and
δi = δi−2M ii−1i+1 + δi−1M iii+1 for each i = 3, 4, . . . , n− 1.
On the permanence of all species of system (3), we can obtain the following result.
Theorem 5. Suppose that (B1)–(B4) hold. Further suppose that
(B5) There is an integer ω > 0 such that [ri]ω ≤ 0 for each i = 2, 3, . . . , n and [αn]ω > 0, where
αn(k) = r1(k)+ δ1r2(k)+ · · · + δn−1rn(k).
Then system (3) is permanent.
Proof. For convenience of statement and without loss of generality, we will give the proof only for n = 3. When n = 3,
assumption (B5) becomes
lim inf
k→∞
k+ω−1∑
s=k
[r1(s)+M112r2(s)+ (M213 +M112M223)r3(s)] > 0. (21)
Further from (21) we have
lim inf
k→∞
k+ω−1∑
s=k
[r1(s)+M112r2(s)] > 0. (22)
Choose function B(x) = (B1(x), B2(x), B3(x)) : int R3+ → int R3+ as follows,
B1(x) = xα111 x−α122 , B2(x) = xα211 xα222 x−α233 , B3(x) = xα311 xα322 xα333 ,
where αij (i, j = 1, 2, 3) are positive constants and they will be determined in the following. From Lemma 2, we obtain that
function B = (B1, B2, B3) for any constants αij belong to set S1.
We further choose functional G = (G1,G2,G3) : N × D+[−τ , 0] → int R3+ as follows,
G1(k, φ) = exp
[
−α11
2∑
i=1
m∑
l=0
k−1∑
s=k−τ1il
a1il(s+ τ1il)φi(s− k)− α12
m∑
l=0
k−1∑
s=k−τ21l
a21l(s+ τ21l)φ1(s− k)
+α12
m∑
l=0
k−1∑
s=k−τ22l
a22l(s+ τ22l)φ2(s− k)+ α12
m∑
l=0
k−1∑
s=k−τ23l
a23l(s+ τ23l)φ3(s− k)
]
G2(k, φ) = exp
[
−α21
2∑
i=1
m∑
l=0
k−1∑
s=k−τ1il
a1il(s+ τ1il)φi(s− k)+ α22
m∑
l=0
k−1∑
s=k−τ21l
a21l(s+ τ21l)φ1(s− k)
−α22
m∑
l=0
k−1∑
s=k−τ22l
a22l(s+ τ22l)φ2(s− k)− α22
m∑
l=0
k−1∑
s=k−τ23l
a23l(s+ τ23l)φ3(s− k)
−α23
m∑
l=0
k−1∑
s=k−τ32l
a32l(s+ τ32l)φ2(s− k)+ α23
m∑
l=0
k−1∑
s=k−τ33l
a33l(s+ τ33l)φ3(s− k)
]
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and
G3(k, x) = exp
[
−α31
2∑
i=1
m∑
l=0
k−1∑
s=k−τ1il
a1il(s+ τ1il)φi(s− k)+ α32
m∑
l=0
k−1∑
s=k−τ21l
a21l(s+ τ21l)φ1(s− k)
−α32
m∑
l=0
k−1∑
s=k−τ22l
a22l(s+ τ22l)φ2(s− k)− α32
m∑
l=0
k−1∑
s=k−τ23l
a23l(s+ τ23l)φ3(s− k)
+α33
m∑
l=0
k−1∑
s=k−τ32l
a32l(s+ τ32l)φ2(s− k)− α33
m∑
l=0
k−1∑
s=k−τ33l
a33l(s+ τ33l)φ3(s− k)
]
,
where φ = (φ1, φ2, φ3). From assumptions (B1) and (B2), we obtain that functional G = (G1,G2,G3) for any constants αij
belong to set S2.
Let x(k) = (x1(k), x2(k), x3(k)) be any positive solution of system (3). Consider the following functionals
Vi(k, Xk) = Bi(x(k))Gi(k, Xk), i = 1, 2, 3.
Then, by directly calculating we obtain
V1(k+ 1, Xk+1)
V1(k, Xk)
= exp[α11r1(k)− α12r2(k)− (α11A11(k)+ α12A21(k))x1(k)
− (α11A12(k)− α12A22(k))x2(k)+ α12A23(k)x3(k)]
V2(k+ 1, Xk+1)
V2(k, Xk)
= exp[α21r1(k)+ α22r2(k)− α23r3(k)− (α21A11(k)− α22A21(k))x1(k)
− (α21A12(k)+ α22A22(k)+ α23A32(k))x2(k)− (α22A23(k)− α23A33(k))x3(k)]
V3(k+ 1, Xk+1)
V3(k, Xk)
= exp[α31r1(k)+ α32r2(k)+ α33r3(k)− (α31A11(k)− α32A21(k))x1(k)
− (α31A12(k)+ α32A22(k)− α33A32(k))x2(k)− (α32A23(k)+ α33A33(k))x3(k)].
(23)
From (21), (22) and assumption (B4), we can choose positive constants α11, α12, α21, α22, α23, α31, α32 and α33 such that the
following inequalities hold
M212 <
α12
α11
, M112 <
α22
α21
, M323 <
α23
α22
,
M112 <
α32
α31
, M213 +
α32
α31
M223 <
α33
α31
,
lim inf
k→∞
k+ω−1∑
s=k
[
r1(s)+ α22
α21
r2(s)
]
> 0
and
lim inf
k→∞
k+ω−1∑
s=k
[
r1(s)+ α32
α31
r2(s)+ α33
α31
r3(s)
]
> 0.
From these inequalities, (22), [ri]ω ≤ 0 for i ≥ 2 and definition ofMpij , we can further obtain that there are positive constants
ε and K , and K is large enough, such that for all k ≥ K
α11A12(k)− α12A22(k) < −ε, (24)
α21A11(k)− α22A21(k) < −ε, (25)
α22A23(k)− α23A33(k) < −ε, (26)
α31A11(k)− α32A21(k) < −ε, (27)
α31A12(k)+ α32A22(k)− α33A32(k) < −ε, (28)
k+ω−1∑
s=k
(α11r1(s)− α12r2(s)) > ε, (29)
k+ω−1∑
s=k
(α21r1(s)+ α22r2(s)− α23r3(s)) > ε (30)
Z. Teng et al. / Computers and Mathematics with Applications 59 (2010) 812–828 825
and
k+ω−1∑
s=k
(α31r1(s)+ α32r2(s)+ α33r3(s)) > ε. (31)
Let
P1(k, x1) = α11r1(k)− α12r2(k)− (α11A11(k)+ α12A21(k))x1,
P2(k, x2) = α21r1(k)+ α22r2(k)− α23r3(k)− (α21A12(k)+ α22A22(k)+ α23A32(k))x2 (32)
and
P3(k, x3) = α31r1(k)+ α32r2(k)+ α33r3(k)− (α32A23(k)+ α33A33(k))x3. (33)
For any k ≥ K , from (23)-(28) we obtain
Vi(k+ 1, Xk+1)
Vi(k, Xk)
≥ exp[Pi(k, xi(k))], i = 1, 2, 3.
Further from (29)–(33), we obtain that there are positive constants u0 and 0 such that for any function u(k) defined on N
with u(k) ∈ [0, u0] for all k ∈ N
k+ω−1∑
s=k
Pi(s, u(s)) ≥ 0, i = 1, 2, 3
for all k ≥ K . Hence, functions Pi(k, xi) (i = 1, 2, 3) belong to set S3.
Finally, from Theorem 1, we obtain that system (3) is permanent. This completes the proof of Theorem 5. 
Remark 12. Let α1(k) = r1(k) and αi(k) = r1(k) + δ1r2(k) + · · · + δi−1ri(k) for each i = 2, 3, . . . , n − 1. It is easily seen
that αi(k) depicts the net increasing rate of species xi in kth stage based on the interactional effects with all other species
in system (3). It is obvious that, in assumption (B5), [αn]ω > 0 implies [αi]ω > 0 for all i = 1, 2, . . . , n − 1. Therefore,
assumption (B5) means that the average value of net increasing rate αi(k) of species xi in a ω-length interval is ultimately
strictly positive.
In the following, we will consider some special cases of system (3). As a special case of system (3), we consider the
following discrete nonautonomous delayed Lotka–Volterra predator–prey system
x1(k+ 1) = x1(k) exp
{
r1(k)−
m∑
l=0
a11l(k)x1(k− τ11l)−
m∑
l=0
a12l(k)x2(k− τ12l)
}
,
x2(k+ 1) = x2(k) exp
{
r2(k)+
m∑
l=0
a21l(k)x1(k− τ21l)−
m∑
l=0
a22l(k)x2(k− τ22l)
}
,
(34)
where ri(k) and aijl(k) (i, j = 1, 2, l = 0, 1, . . . ,m) are bounded sequences on N and aijl(k) ≥ 0 for all k ∈ N .
As a consequence of Theorem 5, we have the following corollary.
Corollary 4. Suppose that bLii > 0 (i = 1, 2), lim infk→∞ A21(k) > 0 and there exists an integer ω > 0 such that
[r2]ω ≤ 0, [r1]ω +M112[r2]ω > 0.
Then system (34) is permanent.
In fact, from [r2]ω ≤ 0 and δ1 = M112 we directly obtain
lim inf
k→∞
k+ω−1∑
s=k
[r1(s)+ δ1r2(s)] ≥ lim inf
k→∞
k+ω−1∑
s=k
r1(s)+M112 lim infk→∞
k+ω−1∑
s=k
r2(s)
= [r1]ω +M112[r2]ω > 0.
This shows that assumption (B5) of Theorem 5 for n = 2 holds. Therefore, from Theorem 5, system (34) is permanent.
As another special case of system (3), we consider the following discrete nonautonomous delayed three-species
Lotka–Volterra food chain system
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x1(k+ 1) = x1(k) exp
{
r1(k)−
m∑
l=0
a11l(k)x1(k− τ11l)−
m∑
l=0
a12l(k)x2(k− τ12l)
}
,
x2(k+ 1) = x2(k) exp
{
r2(k)+
m∑
l=0
a21l(k)x1(k− τ21l)−
m∑
l=0
a22l(k)x2(k− τ22l)−
m∑
l=0
a23l(k)x3(k− τ23l)
}
,
x3(k+ 1) = x3(k) exp
{
r3(k)+
m∑
l=0
a32l(k)x2(k− τ32l)−
m∑
l=0
a33l(k)x3(k− τ33l)
}
,
(35)
where ri(k) and aijl(k) (i, j = 1, 2, 3, l = 0, 1, . . . ,m) are bounded sequences on N and aijl(k) ≥ 0 for all k ∈ N .
As a consequence of Theorem 5, we have the following corollary.
Corollary 5. Suppose that bLii > 0, b
L
ii−1 > 0, A
L
ii > 0 and A
L
ii−1 > 0 (i = 1, 2, 3) and there exists an integer ω > 0 such that[r2]ω ≤ 0, [r3]ω ≤ 0 and
AL21A
L
32[r1]ω + AM11AL32[r2]ω + (AM12AL21 + AM11AM22)[r3]ω > 0.
Then system (35) is permanent.
In fact, from the definition ofMpij we can easily obtain
M112 ≤
AM11
AL21
, M213 ≤
AM12
AL32
, M223 ≤
AM22
AL32
.
Since [ri]ω ≤ 0 (i = 2, 3), δ1 = M112 and δ2 = M213 +M112M223, we directly obtain
lim inf
k→∞
k+ω−1∑
s=k
[r1(s)+ δ1r2(s)+ δ2r3(s)] ≥ [r1]ω + A
M
11
AL21
[r2]ω +
(
AM12
AL32
+ A
M
11
AL21
AM22
AL32
)
[r3]ω
= 1
AL21A
L
32
{AL21AL32[r1]ω + AM11AL32[r2]ω + (AM12AL21 + AM11AM22)[r3]ω}
> 0.
This shows that assumption (B5) of Theorem 5 for n = 3 holds. Therefore, from Theorem 5, system (35) is permanent.
Furthermore, as a consequence of Corollary 5, we also have the following corollary.
Corollary 6. Suppose that bLii > 0, b
L
ii−1 > 0, A
L
ii > 0 and A
L
ii−1 > 0 (i = 1, 2, 3) and there exists an integer ω > 0 such that[r2]ω ≤ 0, [r3]ω ≤ 0 and( m∑
l=0
aL21l
m∑
l=0
aL32l
)
[r1]ω +
( m∑
l=0
aM11l
m∑
l=0
aL32l
)
[r2]ω +
( m∑
l=0
aM12l
m∑
l=0
aL21l +
m∑
l=0
aM11l
m∑
l=0
aM22l
)
[r3]ω > 0.
Then system (35) is permanent.
In fact, from
AMij ≤
m∑
l=0
aMijl , A
L
ij ≥
m∑
l=0
aLijl, i, j = 1, 2, 3,
we immediately obtain that Corollary 6 is true from Corollary 5.
When system (3) degenerates into the autonomous case, then from Theorem 5 we have the following corollary.
Corollary 7. Suppose that in system (3) ri(k) = ri and aijl(k) = aijl (i, j = 1, 2, . . . , n, l = 0, 1, . . . ,m) are positive constants.
Further assume that
ri ≤ 0 (i = 2, 3, . . . , n), r1 + δ1r2 + · · · + δn−1rn > 0,
where δ1 = M112, δ2 = M213 + δ1M223 and δi = δi−2M ii−1i+1 + δi−1M iii+1 for all i = 3, 4, . . . , n− 1, where
Mpij =
m∑
l=0
aipl
m∑
l=0
ajpl
, i, j, p = 1, 2, . . . , n and i ≤ p ≤ j.
Then system (3) is permanent.
When system (34) degenerates into the autonomous case, then from Corollary 4 we further have the following corollary.
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Corollary 8. Suppose that in system (34) ri(k) = ri and aijl(k) = aijl (i, j = 1, 2, l = 0, 1, . . . ,m) are positive constants. Further
assume that
r2 ≤ 0,
( m∑
l=0
a21l
)
r1 +
( m∑
l=0
a11l
)
r2 > 0.
Then system (34) is permanent.
Corollary 9. Suppose that in system (35) ri(k) = ri and aijl(k) = aijl (i, j = 1, 2, 3, l = 0, 1, . . . ,m) are positive constants.
Further assume that
r2 ≤ 0, r3 ≤ 0
and ( m∑
l=0
a21l
m∑
l=0
a32l
)
r1 +
( m∑
l=0
a11l
m∑
l=0
a32l
)
r2 +
( m∑
l=0
a12l
m∑
l=0
a21l +
m∑
l=0
a11l
m∑
l=0
a22l
)
r3 > 0.
Then system (35) is permanent.
Remark 13. If systems (3), (34) and (35) are ω-periodic, that is, all coefficients ri(k) and aijl(k) (i = 1, 2, . . . , n, j =
i− 1, i, i+ 1, l = 0, 1, . . . ,m) are ω-periodic sequences, then in Theorem 5, Corollary 4 and 5 we have
[ri]ω = [ri]ω =
ω∑
s=1
ri(s), i = 1, 2, . . . , n,
Mpij = max1≤k≤ω
Aip(k)
Ajp(k)
, i, j, p = 1, 2, . . . , n and i ≤ p ≤ j
and
[αn]ω =
ω∑
s=1
r1(s)+ δ1
ω∑
s=1
r2(s)+ · · · + δn−1
ω∑
s=1
rn(s).
Remark 14. Applying Corollary 1 given by Yang in [24] on the existence of positive periodic solutions for general discrete
delayed periodic population systems, we can obtain that when systems (3), (34) and (35) are ω-periodic systems then from
Theorem 5, Corollaries 4 and 5, systems (3), (34) and (35) have at least an ω-periodic solution.
Remark 15. In [23], the authors discussed the following discrete periodic delayed Lotka–Volterra three-species food chain
system
x1(k+ 1) = x1(k) exp
{
r1(k)−
m∑
l=0
a11l(k)x1(k− l)−
m∑
l=0
a12l(k)x2(k− l)
}
,
x2(k+ 1) = x2(k) exp
{
−r2(k)+
m∑
l=0
a21l(k)x1(k− l)−
m∑
l=0
a22l(k)x2(k− l)−
m∑
l=0
a23l(k)x3(k− l)
}
,
x3(k+ 1) = x3(k) exp
{
−r3(k)+
m∑
l=0
a32l(k)x2(k− l)−
m∑
l=0
a33l(k)x3(k− l)
}
,
(36)
where ri(k) and aijl(k) (i, j = 1, 2, 3, l = 0, 1, . . . ,m) are positive ω-periodic sequences on N . Obviously, system (36) is
a special case of system (35) when system (35) degenerates into ω-periodic system. By using the continuation theorem of
coincidence degree theory, the authors established the sufficient conditions for the existence of positiveω-periodic solutions
of system (36) (see Theorem 2.1 in [23]). By comparing Theorem 2.1 with Corollary 6 given in above, from Remarks 13 and
14 we directly see that Corollary 6 is a extension and improvement of Theorem 2.1.
Remark 16. In [12], the authors discussed general nonautonomous system (36) and established the sufficient conditions
for the permanence of all species (see Theorem 2.5 in [12]). By comparing, we can see that the results given in this paper
and in [12] are different with each other.
Remark 17. In [18], the authors studied an autonomous discrete Lotka–Volterra predator–prey system and established the
sufficient and necessary conditions for the permanence of species (see Theorem 1 and Corollary 1 in [18]). By comparing
Corollaries 4 and 7 with Theorem 1 in [18], we find that the sufficient conditions of the permanence given in Theorem 1
in [18] with case r2 ≤ 0 are extended to the nonautonomous discrete Lotka–Volterra predator–prey system.
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Remark 18. In [15,16], the author studied the general nonautonomous discrete delayed Lotka–Volterra n-species systems.
By extending the average condition offered by Ahmad and Lazer in [27], the author established the sufficient conditions
for the persistence and global asymptotic stability of the system (see Theorem 1.2 in [15] and Theorem 1.1 in [16]). By
comparing, we can see that the results on the persistence and permanence given in this paper and in [15,16] are different
with each other.
Remark 19. In this paper, we only apply Theorem 1 to a class of the discrete Lotka–Volterra type systems and establish a
series of new results on the permanence of species. An important and interesting open problem is whether similar results
can be established for the discrete population systems with functional responses, ratio dependence or feedback controls.
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