ABSTRACT. A set A is MSTD (more-sum-than-difference) if |A + A| > |A − A|. Though MSTD sets are rare, Martin and O'Bryant proved that there exists a positive constant lower bound for the proportion of MSTD subsets of {1, 2, . . . , r} as r → ∞. Asada et al. showed that there exists a positive constant lower bound for the proportion of decompositions of {1, 2, . . . , r} into two MSTD subsets as r → ∞, which implies the result of Martin and O'Bryant. However, the method is probabilistic and does not give explicit decompositions.
1. INTRODUCTION 1.1. Background. Given a set A of natural numbers, define A + A = {a i + a j |a i , a j ∈ A} and A − A = {a i − a j |a i , a j ∈ A}. Then A is said to be sum-dominant or MSTD (more-sums-than-differences) if |A + A| > |A − A|, balanced if |A + A| = |A − A| and difference-dominated if |A + A| < |A − A|; see [He, Ma, Na1, Na2, Ru1, Ru2, Ru3] for some history and early results in the subject. Research on MSTD sets has made great progress in the last twenty years. In particular, Martin and O'Bryant [MO] showed that with the uniform model, where each element is chosen with probability 1/2, the proportion of MSTD subsets of {1, 2, . . . , r} is uniformly bounded below by a positive constant for large enough r. Zhao [Zh2] showed that the proportion converges as r → ∞ and improved the lower bound to 4.28 · 10 . On the other hand, Hegarty and Miller [HM] proved that with a sparse model, where each element is chosen with probability p(r) such that r −1 = o(p(r)) and p(r) → 0 as r → ∞, almost all sets are differencedominated. These two results do not contradict each other since the probability of being MSTD subsets depends on which model we are using. In proving a lower bound for the proportion of MSTD subsets, Martin and O'Bryant used the probabilistic method and did not give explicit constructions of MSTD sets. Later works gave explicit construction of large families of MSTD sets: Miller et al. [MOS] gave a family of MSTD subsets of {1, 2, . . . , r} with density Θ(1/r 4 ) 1 , while Zhao [Zh1] gave a denser family with density Θ(1/r), the current record.
In [AMMS] , the authors used a technique introduced by Zhao [Zh2] to show that the proportion of 2-decompositions (i.e., parititons into two sets) of {1, 2, . . . , r} that gives two MSTD subsets is bounded below by a positive constant. This result is surprising in view of the conventional method of constructing MSTD sets, which is to fix a fringe pair (L, R) of two sets containing elements to be used in the fringe of the interval and argue that all the middle elements appear with some positive probability. (The fringe pair ensures that some of the largest and smallest differences are missed and that our set is MSTD.) However, the result in [AMMS] seems to suggest that we can find two (or more) disjoint fringe pairs (L 1 , R 1 ) and (L 2 , R 2 ) such that L 1 ∪ L 2 and R 1 ∪ R 2 cover a full set of left and right elements of {1, 2, . . . , r} and (L 1 , R 1 ), (L 2 , R 2 ) are two fringe pairs for two disjoint MSTD sets. Previous research has focused on each fringe pair independently, so it is interesting to see that two (or more) fringe pairs can complement each other nicely on both sides of {1, 2, . . . , r}. Motivated by that, we provide a method to construct these fringe pairs and study partitions of {1, 2, . . . , r} into MSTD subsets more thoroughly. 1 [ILMZ2] showed that with slightly more work, the density is improved to Θ(1/r 2 ).
Notation and Main Results
We use the idea of P n sets described in [MOS] . A set A is said to be P n if the following conditions are met. Let a = min A and b = max A. Then,
A set A is P n with respect to sums (SP n ) if condition (1.1) is satisfied, and P n with respect to differences (DP n ) if condition (1.2) is satisfied. Next, let [a, b] 2 denote {ℓ ∈ Z|a ≤ ℓ ≤ b and ℓ − a is even}. Finally, a 2−decomposition of a set S is A 1 ∪ A 2 = S, where A 1 ∩ A 2 = ∅. We use the word decomposition and partition interchangeably. Our main result is:
Theorem 1.1. Let A 1 and A 2 be chosen such that both are MSTD and P n for some n ∈ N, and also
(See Remark 1.2 for an example of such sets A 1 and A 2 ). Pick k ≥ n/2 + 2 and m ∈ N 0 . Set [He, MO, MOS, MPR, PW] in the sense that we need a good fringe to start with. A random search yielded 2, 3, 4, 8, 9, 11, 13, 14, 15, 20, 21, 26, 27, 28, 31, 33, 37, 38, 39, 40} , , 6, 7, 10, 12, 16, 17, 18, 19, 22, 23, 24, 25, 29, 30, 32, 34, 35, 36} . Next, we answer positively question (3) in [AMMS] , where the authors ask: Can we decompose {1, 2, . . . , r} into three sets which are MSTD? For any finite number k, is there a sufficiently large r for which there is a k-decomposition into MSTD sets? Theorem 1.4. Let k ∈ N ≥2 be chosen. There exists the smallest R ∈ N such that for all r ≥ R, [1, r] can be k-decomposed into MSTD subsets, while I R−1 cannot be k-decomposed into MSTD subsets.
We have
In particular, we find some rough bounds
We prove Theorem 1.4 using sets constructed by the base expansion method 3 that helps generate an infinite family of MSTD sets from a given MSTD sets. The method is a very powerful tool and has been used extensively in literature including [He] , [ILMZ1] and [ILMZ2] . However, the base expansion method turns out to be inefficient in terms of our MSTD sets' cardinality. Hence, we present a second, more efficient approach by using a particular family of MSTD sets. We present both proofs since they are of independent interest: the first proof is less technical but less efficient. Also, the second proof cannot resolve the case k = 3 while the first can. 2 We make no attempt to optimize these bounds. Finer analysis may give us better bounds. 3 We can generate an infinite family of MSTD sets from a given MSTD set through the base expansion method. Let A be an MSTD set, and let
Lastly, we give a sufficient condition on when there exists a positive constant lower bound for the proportion of k-decompositions of [1, r] into MSTD subsets. The condition offers an alternative proof of Theorem 1.4 in [AMMS] (k = 2). Due to the condition, we make the following conjecture. Conjecture 1.5. For any finite k ≥ 2, the proportion of k-decompositions into MSTD subsets is bounded below by a positive constant.
The outline of the paper is as follows. In section 2, we provide an efficient method to decompose [1, r] into two MSTD subsets; section 3 presents two method to decompose [1, r] into k ≥ 3 MSTD subsets; Appendix B is devoted to establishing the bounds mentioned in Theorem 1.4 and the sufficient condition for a positive constant lower bound of the proportion of k−decompositions into MSTD subsets in Appendix A. Appendix D contains many examples illustrating our lemmas and theorems.
EXPLICIT 2-DECOMPOSITION INTO MSTD SUBSETS
In this section, we show how we can decompose [1, r] into two MSTD subsets. We believe that the method can be applied to the case of k-decompositions, but the proof will be much more technical. However, for k ≥ 4, we have a way to decompose [1, r] into k MSTD subsets by simply using 2−decompositions, which will be discussed later.
Explicit Construction of Infinite Families of MSTD sets.
The following lemma is useful in proving many of our results.
Proof. We prove that A ′ is MSTD by showing that the increase in the number of differences is at most the increase in the number of sums. As shown in the proof of Lemma 2.1 in [MOS] , the number of new added sums is 2m.
In the worst scenario (in terms of the increase in the number of differences),
Additionally, L and R must satisfy the following conditions: 
In the worst scenario (in terms of getting necessary sums), the two smallest elements of M are n + 4k and n + 4k + 1, while the two largest elements of M are n + m + 4 and n + m + 5.
We have:
′ is S − P n and thus, MSTD by Lemma 1.1.
Proof. Similar as above, it suffices to prove that [n + 2, 2n
We have . Consider M + O 1 . In the worst scenario (in terms of getting sums), the smallest elements in M are n + 4k + 3, n + 4k + 4 and n + 4k + 5, while the largest elements in M are n + m, n + m + 1 and n + m + 2.
We only need to show that [2n + m + 2k + 8, 2n
. This completes our proof that A ′ is MSTD.
Remark 2.4. In order that our families of MSTD sets are nonempty, we must first find such a set A satisfying the conditions mentioned in each of the lemmas. For Lemma 2.2, an example of our set A is A 1 = {1, 2, 3, 4, 7, 10, 12, 13, 14, 15, 20, 21, 23, 24} . We have {5, 6, 7, 9, 11, 16, 17, 18, 19, 22, 23, 24, 25, 29, 31, 33, 34, 35, 36} . We have:
Clearly, A 2 is P 20 and A 2 satisfies all conditions required by Lemma 2.3.
Explicit Partitions into Two MSTD Sets.
We are now ready to prove Theorem 1.1. The proof follows from Lemmas 2.2 and 2.3.
Proof. As indicated in Remark 1.2, there exists pairs of sets A 1 and A 2 such that all conditions in Theorem 1.1 are satisfied. Pick k ≥ n/2 + 2 and m ∈ N 0 . Set R 
given that three following conditions are satisfied:
(1) M 1 ⊆ [n+2k+6, n+m+2k−1] such that within M 1 , there exists a sequence of pairs of consecutive elements, where consecutive pairs in the sequence are not more than 2k−1 apart and the sequence starts with a pair in [n+2k+6, n+4k+1] and ends with a pair in [n + m + 4, n + m + 2k − 1], (2) M 2 ⊆ [n + 2k + 6, n + m + 2k − 1] such that within M 2 , there exists a sequence of triplets of consecutive elements, where consecutive triplets in the sequence are not more than 2k apart and the sequence starts with a triplet in [n + 2k + 6, n + 4k + 5] and ends with a triplet in [n + m, n + m + 2k − 1], and 
subsets (because each I j can be partitioned into two MSTD subsets). This is the central idea in both methods we use to k-decompose I r into MSTD subsets presented later.
3.2. Base Expansion Method (k ≥ 3). We explicitly provide a way to k-decompose [1, r] into MSTD subsets. First, we need to define a "strong MSTD" set. We call a set S a 10−strong MSTD set if |S + S| − |S − S| ≥ 10|S|. Proof. We want to show that S ∪{a 1 , a 2 , a 3 , a 4 } is MSTD. Adding one more element to a set S produces at least 0 new sums and at most 2|S| new differences. So,
Repeating this argument, we can show that S 4 = S ∪{a 1 , a 2 , a 3 , a 4 } is a MSTD set. The proof is similar for S ∪ {b 1 , b 2 , b 3 , b 4 }. With the above remark, we are ready to prove the following. Proof. We use a pair of fringe elements described in [MO] : L = {1, 3, 4, 8, 9, 10, 11} and R = {r − 10, r − 9, r − 8, r − 7, r − 5, r − 2, r − 1, r}. We see that I r \(L ∪ R) = {2, 5, 6, 7} ∪ [12, r − 11] ∪ {r − 3, r − 4, r − 6}. We have
It is not hard to see that adding numbers in [12, r − 11]\K to L ∪ K ∪ R still gives a MSTD set. Now, [12, r − 11]\K contains an arithmetic progression of consecutive odd integers. We can make this arithmetic progression arbitrarily large by increasing r. By Remark 3.2, this arithmetic progression can contain two disjoint 10−strong MSTD sets, called S 1 and S 2 . We write [12, r − 11]\K = S 1 ∪ S 2 ∪ M. By Lemma 3.1, S * 1 = S 1 ∪ {2, 5, 6, 7} and S * 2 = S 2 ∪ {r − 6, r − 4, r − 3} are both MSTD. By what we say above,
we have completed the proof.
Proof of Theorem 1.4. Let k ≥ 2 be chosen. Write k = 2m 1 + 3m 2 for some m 1 and m 2 ∈ N 0 . We can find N ∈ N such that
Each of the first m 1 intervals are large enough to be partitioned into two MSTD sets while the next m 2 intervals are large enough to be partitioned into three MSTD sets. So, I N can be partitioned in exactly k MSTD sets. This completes our proof.
Efficient Methods (k ≥ 4).

Notations and Preliminary Results.
We introduce a notation to write a set; this notation was first used by Spohn [Sp] . Given a set S = {a 1 , a 2 , . . . , a n }, we arrange its elements in increasing order and find the differences between two consecutive numbers to form a sequence. Suppose that a 1 < a 2 < · · · < a n , then our sequence is a 2 − a 1 , a 3 − a 2 , a 4 − a 3 , . . . , a n − a n−1 . Then we represent S = (a 1 |a 2 − a 1 , a 3 − a 2 , a 4 − a 3 , . . . , a n − a n−1 ).
Take S = {3, 2, 5, 10, 9}, for example. We arrange the elements in the increasing order to have 2, 3, 5, 9, 10 and form a sequence by looking at the difference between two consecutive numbers: 1, 2, 4, 1. So, we write S = (2|1, 2, 4, 1). All information about a set is preserved in this notation. We present the proof in Appendix C.
Efficient Methods (k ≥ 4).
In our decomposition of I r into k MSTD subsets for k ≥ 3, we use the base expansion method. However, the base expansion method is inefficient in terms of cardinalities of our sets. Is there a more efficient way to decompose? In answering this question, we present a method of decomposing I r into k MSTD subsets (k ≥ 4) that helps reduce the cardinalities of sets. We use the infinite family of MSTD sets in Lemma 3.4 to achieve this.
We want to decompose I r for sufficiently large r into k (k ≥ 4) MSTD subsets. If k is even, we can simply write I r as the union of k/2 arithmetic progressions, each of which, by Theorem 1.1, can be decomposed into two MSTD subsets in an efficient way. If k ≥ 5 is odd, then we consider r mod 4. If r ≡ 1 mod 4, write r = 4m + 13 for some m ∈ N and consider (1|1, 1, 2, 1, 4 . . . , 4 m-times , 3, 1, 1, 2). We have 2, 3, 5, 6, 10, 14, 18, 22, 26, . . . , 6 + 4m, 9 + 4m, 10 + 4m, 11 + 4m, 13 + 4m} = {4, 8, 12, 16, 20, . . . , 8 + 4m , 12 + 4m} ∪ {7, 9, 11, 13, . . . , 7 + 4m}.
Notice that both {4, 8, 12, 16, 20, . . . , 8 + 4m, 12 + 4m} and {7, 9, 11, 13 , . . . , 7 + 4m} are arithmetic progressions and each of these sets can be decomposed into an even number of MSTD sets. So, our original sets I r = [1, 13 + 4m] can be decomposed into exactly k MSTD sets. If r ≡ 2 mod 4, write r = 4m+14 and consider (1|1, 1, 2, 1 , 3, 1, 1). Using the same argument as above, we can show that I r can be decomposed into exactly k MSTD sets. We prove the upper and lower bounds for R in Appendix B.
FUTURE WORK
We end with several additional questions to pursue.
(1) In [AMMS] , the authors show that there is a positive constant lower bound for the percentage of decompositions into two MSTD sets? Is there a positive constant lower bound for the percentage of decompositions into k MSTD sets for k ≥ 3? In other words, is Conjecture 1.5 true? A method is to find a family of sets (A i ) k i=1 that satisfies the condition in Theorem A.4.
(2) Is there a method of k-decomposition that is of high density, for example Θ(1/r c ) for small c? (3) For the 3−decomposition, we use the base expansion method, which is inefficient. Can we find an efficient way to decompose [1, r] into three MSTD subsets. (4) Can we find some better bounds for R in Theorem 1.4? There is a yawning gap between our upper and lower bounds. (5) Suppose that I r can be decomposed into k MSTD subsets. Can we conclude that I r+1 can be decomposed into k MSTD subsets?
. Then for any ε > 0, there exists sufficiently large r such that
Proof. We write
By Proposition 8 in [MO] ,
We find a upper bound for
. Use the change of variable N = r − 2ℓ. We have:
. Lemma 7 in [MO] shows that the last quantity tend to 0 as N goes to infinity. So, for any ε > 0, there exists sufficiently large r such that P([r − ℓ, r + ℓ − 2] ⊆ S + S) < ε. This completes our proof.
Then, for all ε > 0, there exists sufficiently large r such that
where τ (L) = {i ∈ L|i ≤ ℓ − a + 1} and τ (R) = {i ∈ R|i ≥ r − ℓ + a − 2}.
Proof. We have:
, in order that k / ∈ S + S, all pairs of numbers that sum up to k must not be both in S. Take k = 2ℓ − a + 1, for example. For a number x ≤ ℓ − a + 1, the number y that when added to x gives 2ℓ − a + 1 is at least ℓ and y / ∈ S. So,
We have shown that
This completes our proof.
Then for all ε > 0, there exists sufficiently large m such that
where τ (L) = {i ∈ L|i ≤ n − a + 1} and τ (R) = {i ∈ R|i ≥ n + a − 2}.
Proof. The corollary follows immediately by setting r = 2n + m and ℓ = n in the theorem. Also, notice that R ′ is a linear shift of R.
For conciseness, we denote
Then for a positive percentage of the time, all S i = L i ∪ M i ∪ R i are MSTD given the following condition: Proof. Let a i be the corresponding a value (defined in Lemma A.2) for L i and R i . By Corollary A.3, the probability
The first inequality is because [2n − a i + 1, 2n + 2m + a i − 3] ⊆ S i + S i guarantees that S i is SP n and thus, MSTD. By Lemma 2.1, S i is MSTD. Now, we prove Theorem 1.4 in [AMMS] easily. Proof. Let 1, 2, 3, 7, 8, 10, 12, 13, 14, 19} , {20, 25, 26, 27, 30, 32, 36, 37, 38, 39} , , 5, 6, 9, 11, 15, 16, 17, 18} , 22, 23, 24, 28, 29, 31, 33, 34, 35} .
Notice that n = 20. We find that a 1 = 12 and a 2 = 4. From that we calculate Given k ≥ 2, the lower bound is obvious since by [He] , the smallest cardinality of an MSTD sets is 8. In [AMMS] , it is shown that for all r ≥ 20, I r can be partitioned into two MSTD subsets. To decompose I r = [1, r] into k ≥ 2 (even) MSTD subsets, we write I r to be the union of k/2 arithmetic progressions and require each to be of length at least 20. So, for all r ≥ 10k, I r can be decomposed into k MSTD subsets. Hence, R ≤ 10k. These sets have the property that I max A i \A i , i ∈ [1, 4] is the union of two arithmetic progressions. Given m, I max A 3 \S 3 gives a pair of arithmetic progressions of shortest length, m + 2 and 2m + 1, while max A 2 = 4m + 14 = max{max A i |i ∈ [1, 4]}. We consider two cases.
(1) k = 4j + 1 (j ≥ 1). We require that all arithmetic progressions of length at least m + 2 can be partitioned into 2j MSTD sets. Then m + 2 ≥ 20j and so, m ≥ 20j − 2, which also guarantees that all arithmetic progressions of length at least 2m + 1 can be partitioned into 2j MSTD sets. So, we find out that for r ≥ 4(20j − 2) + 14 = 20k − 14, I r can be partitioned into k MSTD subsets. Hence, R ≤ 20k − 14. (2) k = 4j + 3 (j ≥ 1). We require that all arithmetic progressions of length at least m + 2 can be partitioned into 2j MSTD sets. Then m + 2 ≥ 20j and so, m ≥ 20j − 2, which also guarantees that all arithmetic progressions of length at least 2m + 1 can be partitioned into 2j + 2 MSTD sets. So, we find out that for r ≥ 4(20j − 2) + 14 = 20k − 14, I r can be partitioned into k MSTD subsets. Hence, R ≤ 20k − 14.
Finally, for 3−decomposition, we use the base expansion method, where we require a run of consecutive odd numbers (an arithmetic progression) to contain two disjoint 10−strong MSTD sets. The length of the arithmetic progression is at least r−26 2 + 1. Let T be min{max A : A is 10 − strong }. Then we require We prove that for a fixed m ∈ N, S = (0|1, 1, 2, 1, 4 . . . , 4 m-times , 3, 1, 1, 2) is MSTD. The proof for other sets in the lemma follows similarly.
Note that max S = 12 + 4m. We will prove that |S + S| ≥ 26 + 6m. Since S contains 1 and 2, if the difference between two numbers, say x < y, in S is less than or equal to 3, then S + S contains [x, y] . If a, b ∈ S and a − b = 4, then in the worst case (in term of cardinality of the sum set), S + S does not contain a − 1. So, for the interval [0, 12 + 4m], S + S misses at most m − 1 sums because there are m differences of 4 and 8 = 4 + 4 ∈ S + S. Next, consider [13 + 4m, 24 + 8m] and observe that S 1 = {ℓ|1 ≤ ℓ ≤ 9 + 4m and ℓ ≡ 1 mod 4} ⊆ S + S. We have (12 + 4m) + S 1 = {ℓ|13 + 4m ≤ ℓ ≤ 21 + 8m and ℓ ≡ 1 mod 4}, (10 + 4m) + S 1 = {ℓ|11 + 4m ≤ ℓ ≤ 19 + 8m and ℓ ≡ 3 mod 4}, (9 + 4m) + S 1 = {ℓ|10 + 4m ≤ ℓ ≤ 18 + 8m and ℓ ≡ 2 mod 4}.
Note that
16 + 4m = (12 + 4m) + 4 ∈ S + S, 16 + 8m = (8 + 4m) + (8 + 4m) ∈ S + S, 20 + 8m = (10 + 4m) + (10 + 4m) ∈ S + S, 22 + 8m = (10 + 4m) + (12 + 4m) ∈ S + S, 24 + 8m = (12 + 4m) + (12 + 4m) ∈ S + S.
On the interval [13 + 4m, 24 + 8m], S + S misses at most the whole set {ℓ|20 + 4m ≤ ℓ ≤ 12 + 8m and ℓ ≡ 0 mod 4} ∪ {23 + 8m}, which has m numbers. Therefore, in total, S + S misses at most 2m − 1 numbers.
Next, we show that the difference set S − S misses at least 2m numbers by proving that S − S contains none of the elements in {6 + 4ℓ|0 ≤ ℓ ≤ m − 1}. We use proof by contradiction. Suppose that there exists 0 ≤ ℓ ≤ m − 1 such that 6 + 4ℓ is in S − S. Then, there must exists a run within 1, 1, 2, 1, 4 . . . , 4 m-times , 3, 1, 1, 2 that sums up to 6 + 4ℓ.
Because 6 + 4ℓ ≡ 2 mod 4, the run must either starts within 1, 1, 2, 1 or ends within 3, 1, 1, 2. Consider two following cases:
(1) Case I: the run starts within 1, 1, 2, 1. Because 1 + 1 + 2 + 1 = 5 < 6, the run must end within 3, 1, 1, 2. Therefore, the run sums up to a number of the form a + 4m + b, where the value of a and b depend on where the run starts and where it ends, respectively. Since a + 4m + b = 6 + 4ℓ ≤ 6 + 4(m − 1), a + b ≤ 2. This is a contradiction because b ≥ 3. (2) Case II: the run ends within 3, 1, 1, 2. Because there is no runs within 4 . . . , 4 m-times , 3, 1, 1, 2 that sum up to 6 + 4ℓ, the runs must start within 1, 1, 2, 1. Repeating the argument used in Case I and we have a contradiction. Therefore, (S − S) ∩ {6 + 4ℓ|0 ≤ ℓ ≤ m − 1} = ∅ and so, S − S misses at least 2m elements. This completes our proof that S is MSTD. ✷ APPENDIX D. EXAMPLES D.1. Lemma 2.2. We use the set A 1 mentioned in Remark 2.4. As n = 12, we have k ≥ 8. We have |A D.4. 5-decompositions. We do not give an example of a 3-decomposition because our method is inefficient and involves a large set arising from the base expansion method. Neither do we give an example of a 4-decomposition because the method is straightforward. We use the efficient method to have a 5-decomposition into MSTD sets. Set M 1 = (1|1, 1, 2, 1, 
