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The effects of partial premixing on locally rich, near-stoichiometric, and lean ﬂame regions were investigated
in stratiﬁed, iso-octane/air turbulent V-ﬂames by varying the mean equivalence ratio gradient along the exit
plane of a rectangular slot burner. Instantaneous heat release rate (HRR) images were obtained from the
product of spatially registered, near-simultaneously acquired OH and CH2O planar laser induced ﬂuorescence
(PLIF) images. HRR data were analyzed within a region of interest (ROI) that was determined from separate 3-
pentanone tracer PLIF measurements. The ROI was unique to each gradient ﬂame setting, and was conﬁgured
to ensure the mean range of equivalence ratios being analyzed was constant among gradient conditions. This
allowed distinction of the effects of mean equivalence ratio gradient at the ﬂame front from effects associated
with having different ranges of equivalence ratios within the ﬂame zone.
Individual ﬂame realizations were studied for differences in the local peak HRR and instantaneous ﬂame
thickness δt as they varied with curvature among gradient conditions. While general trends for the fully-
premixed cases were consistent with Lewis number theory, subtle changes in the normalized distribution of
local peak HRR vs. curvature were observed for locally rich and locally lean ﬂames propagating in different
mean φ gradients. Negligible changes were observed for near-stoichiometric ﬂames, suggesting that gradient
effects may inﬂuence the local thermodiffusive stability of off-stoichiometric mixtures more signiﬁcantly.
Ensemble averages of individual peak HRR and δt values within each ROI were separately evaluated,
and differences among gradient conditions were greater than those observed for the normalized distribu-
tions with curvature. For all ﬂame settings considered, an increase in either of the peak HRR or δt led to
a decrease in the other. Gradient effects were observed when comparing back- and front-supported locally
rich ﬂames, which experienced opposite changes in peak HRR of +10.1% and −5.2% for gradient settings
∂φ/∂y = −0.014 mm−1 and ∂φ/∂y = 0.012 mm−1 respectively, coupled with a thinning and thickening
of δt of −7.2% and +2.4%. Similar but weaker trends were observed for near-stoichiometric ﬂame regions,
with a decrease in peak HRR of up to −3.5% and a thickening up to +2.8% for the steepest gradient
∂φ/∂y = 0.029 mm−1. Locally lean ﬂames showed small increases in peak HRR of up to +3.8%, and decreases
in δt of up to −2.1% for back-supported gradient case ∂φ/∂y = 0.024 mm−1, however, variations were not as
signiﬁcant as those observed for back-supported rich ﬂame regions of equivalent gradients. The presented
results show that mean gradients of equivalence ratio can alter the local characteristics of partially premixed
ﬂames. Through subtle differences in the local distribution of peak HRR with curvature, more pronounced
variations in the magnitude of the mean local peak HRR and δt, and opposing effects in both peak HRR and δt
for back- and front-supported rich ﬂames, the data reveal the speciﬁc inﬂuence of equivalence ratio gradients
in experiments where the mean range of equivalence ratios in the analysis region is ﬁxed.
© 2015 The Authors. Published by Elsevier Inc. on behalf of The Combustion Institute.
This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
1
m
i
i
t
h
0
(. Introduction
Several modern internal combustion devices operate in an inter-
ediate regime in which reactants are partially premixed, or strat-∗ Corresponding author.
E-mail address:Matthew.Johnson@carleton.ca (M.R. Johnson).
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010-2180/© 2015 The Authors. Published by Elsevier Inc. on behalf of The Combustion Instit
http://creativecommons.org/licenses/by-nc-nd/4.0/).ﬁed. In this case, the ﬂame propagates through spatial variations
n stoichiometry, altering both the global behaviour of the combus-
ion system (due to a broader range of equivalence ratios within
he overall reactant mixture), and the local properties of the reac-
ion zone (due to the presence of a gradient in equivalence ratio at
he ﬂame front). As recent experiments [1–7] have shown, both ef-
ects may yield different results, and must therefore be approachedute. This is an open access article under the CC BY-NC-ND license
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2differently. Consideration of the effects of partial premixing on lo-
cal ﬂame properties involves quantifying the interaction between
neighbouring ﬂame regions of differing equivalence ratio. Flame con-
ﬁgurations in which the local variation in air-to-fuel ratio (A/F) (ei-
ther normal or tangential to the reaction zone) is precisely controlled
have shed light on the underlying physical mechanisms that govern
stratiﬁed ﬂames. Several authors have approached this problem by
devising experiments [8–12] and simulations [13–16] in which an
equivalence ratio gradient can be imposed normal to laminar ﬂames
propagating in a channel [8–11,14], to spherically-expanding lami-
nar ﬂames [12], or to laminar stagnation ﬂames [13,15,16]. Results
of these works have shown that diffusive ﬂuxes of heat/mass from
downstreamproductsmay back-supportweaker ﬂames. Additionally,
numerical simulations have demonstrated that tangential variations
in mixture composition along the ﬂame front [17–22] can affect lo-
cal combustion intensity, inducing differences in local ﬂame speed
So
L
. These ﬂame speed variations may further wrinkle the ﬂame front
for u′/So
L
< 1 [17,20,22], although this effect is less signiﬁcant as tur-
bulence increases u′/So
L
> 1 [17–21].
Isolating general effects of stratiﬁcation from speciﬁc effects of
equivalence ratio gradients on local ﬂame properties in fully turbu-
lent experimental conﬁgurations is inherently more complex. How-
ever, recent advances in multi-component optical diagnostics are
enabling investigation of the physical mechanisms that may al-
ter stratiﬁed, turbulent ﬂame behaviour, as well as acquisition of
validation data for numerical models. Working on a co-annular
weak-swirl burner, Bonaldo and Kelman [23] separately acquired 3-
D velocity data using stereoscopic particle image velocimetry (SPIV),
instantaneous temperature data from Rayleigh scattering, and mean
local equivalence ratio data using acetone planar laser induced ﬂuo-
rescence (PLIF). They observed a broadening of ﬂame curvature PDFs
coupled with a shift towards more positive curvatures with strati-
ﬁcation, in addition to a decrease in instantaneous thermal ﬂame
thickness. Seffrin et al. [24] introduced a novel axisymmetric strat-
iﬁed burner and fully characterized its turbulent ﬂow ﬁeld with laser
Doppler velocimetry (LDV) and high-speed PIV. In subsequent work,
Böhm et al. [25] used Rayleigh scattering and simultaneous OH and
acetone PLIF to investigate variations in ﬂame front thickness, curva-
ture, and length with stratiﬁcation. Kuenne et al. [26] then performed
one dimensional Raman/Rayleigh scattering measurements of local
temperature and species concentrations to validate large eddy simu-
lations (LES).
Barlow et al. [1] developed a system in which Raman/Rayleigh
scattering and CO LIF were used for instantaneous line measure-
ments of temperature and species concentration through the ﬂame.
Cross-planar OH PLIF was simultaneously acquired for 3D topology
information. They successfully applied their approach to locally lean
methane/air turbulent V-ﬂames [1,2] and swirl-burners [3–5], and
provided data conditioned on local instantaneous equivalence ratio
[2–5] and equivalence ratio gradient [5], reporting instantaneous and
mean values of local species concentration, temperature, and three-
dimensional ﬂame topology. Among other ﬁndings, their results sug-
gest that stratiﬁcation may lead to differences in local ﬂame struc-
ture, which include observed gradients in equivalence ratio within
the thermal ramp of the reaction zone.
In our previous work [6,7], we developed a different but com-
plementary approach in which 3-pentanone tracer PLIF is used to
identify ensemble-averaged conditioned iso-contours of equivalence
ratio (φ) up to the mean position of the ﬂame-front at 〈c〉 = 0.5.
Subsequent near-simultaneous OH and CH2O PLIF measurements
were used to probe ﬂame topology and heat release rates (HRR)
within similar φ iso-contours for ﬂame cases of differing mean φ
gradient. By choosing an analysis region of interest (ROI) such that
a constant mean range of φ is evaluated as the φ gradient is varied,
it is possible to isolate speciﬁc gradient effects on local ﬂame proper-
ties from those of varying equivalence ratio on the global ﬂame sys-em. This ROI approach has been applied to turbulent iso-octane/air
-ﬂames in locally near-stoichiometric [6,7] ﬂame regions. Results
howed small but discernible variations in mean heat release rates
mong gradient conditions, and implied that thermal “back-support”
rom the heated productswithin the V-ﬂame decreasedwith gradient
7], in line with the back-support noted in ﬂames subjected to gradi-
nts normal to the ﬂame front in experiments [8–12] and simulations
13–16].
The objectives of this study were to compare the local HRR of
ich, near-stoichiometric, and lean V-ﬂames stabilized in progres-
ively steeper equivalence ratio gradients. In addition, differences in
ehaviour of rich ﬂames propagating in positive, ∂φ/∂y > 0, and neg-
tive, ∂φ/∂y < 0, gradients of comparable magnitude were specif-
cally investigated. This allowed separate consideration of the cou-
led effects of back- or front-support (i.e. inﬂuence of gradients in
quivalence ratio normal to the ﬂame front, where enhanced heat
nd/or mass transfer from stronger, more stoichiometric mixtures
ownstream of the ﬂame is commonly termed “back-support”, and
nhanced heat and/or mass transfer from upstream of the ﬂame is
ommonly termed “front-support”) and effects of transverse equiva-
ence ratio gradients along the ﬂame. The online Supplemental Ma-
erial includes a brief discussion and diagram further explaining the
eﬁnition of the terms front- and back-support in the speciﬁc context
f V-ﬂames.
Local peak HRR intensities and instantaneous ﬂame thicknesses
t along individual ﬂame contours were compared among reference-
remixed and gradient ﬂame conditions. The thermodiffusive sta-
ility of equivalent ﬂame regions was evaluated by plotting relative
ariations in peak HRR and instantaneous δt with local curvature.
easurement uncertainties of the local peak HRR, δt, and curvature
long the instantaneous ﬂame contours were considered in a Monte
arlo analysis. In addition, relative variations in the ensemble aver-
ge of the local peak HRR and instantaneous ﬂame thicknesses δt (ir-
espective of curvature) were analyzed. Using the ROI technique to
nsure unbiased comparison among reference-premixed and in-
reasingly stratiﬁed ﬂame conditions, these experiments provide
ew insight into the effects of partial premixing on turbulent ﬂames.
he results reveal that the local HRR along a stratiﬁed ﬂame is mod-
ﬁed by gradients in equivalence ratio, that these effects are stronger
n off-stoichiometric ﬂames, that front- and back-supported rich
ames show opposite effects, and suggest that mechanisms of back-
upport may differ between rich and lean ﬂames.
. Methodology
Turbulent stratiﬁed iso-octane/air V-ﬂames were stabilized with
1.5-mm diameter rod above a slot burner described in [6,7]. The
urner generates a smooth, transverse gradient in equivalence ratio
long the 63 mm × 15 mm rectangular exit by independently ma-
ipulating two premixed reactant streams, φ1 and φ2, that enter the
ase of the burner. Reactant air was pre-heated to 80 °C to aid pre-
vaporation of the liquid iso-octane fuel, resulting in a temperature of
5 °C at the exit plane of the burner. The exit nozzle was surrounded
y a 4 mm air co-ﬂow.
Instantaneous ﬂame realizations were obtained from the near-
imultaneous acquisition of OH and CH2O PLIF images (subsequently
sed to obtain HRR images), while tracer PLIF of 3-pentanone (used
o characterize the reactant mixture) and biacetyl (used in conﬁgu-
ation experiments) were separately acquired. The optical PLIF setup
hown in Fig. 1 consisted of a dual head Quanta Ray PIV400 Nd:YAG
aser coupled with a Sirah Precision Scan Rhodamine B dye laser. Flu-
rescence images were acquired using a pair of Princeton Instrument
IMAX 1340 × 1300 pixel intensiﬁed CCDs with ST-133 controllers.
mages had a projected spatial resolution of 67 μm/pixel. The line
pread function of the optical system was 3.91 pixels (equivalent to
63 μm), as determined from the scanning knife edge method [27]
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Fig. 1. PLIF setup for simultaneous OH and CH2O acquisition.
Table 1
Summary of test conditions.
Iso-contours of φ deﬁning
the ROI
Lewis numbera (Le) along
iso-contours of φ deﬁning
the ROI
Equivalence ratio
gradientb, ∂φ/∂y
(φ mm−1)
Width of ROI
(mm)
Mean φ of
instantaneous images
within leaner and
richer iso-contours and
estimated standard
deviation of φ
Mean and
(standard deviation
σφ ) of φ along
leaner iso-contour
in instantaneous
images
Mean and (standard
deviation σφ ) of φ
along richer
iso-contour in
instantaneous images
1.15 ± 0.023 to 1.25 ± 0.023 Leφ=1 = 0.70Leφ=1.25 = 0.69 −0.001 – 1.204 (–) – –
0.005 19.3 1.202 (0.007) 1.150 (0.024) 1.248 (0.029)
0.012 8.5 1.203 (0.020) 1.151 (0.039) 1.250 (0.044)
−0.007 14.1 1.196 (0.007) 1.148 (0.029) 1.148 (0.025)
−0.014 7.3 1.201 (0.023) 1.149 (0.042) 1.249 (0.040)
0.95 ± 0.022 to 1.05 ± 0.023 Leφ=0 = 2.25Leφ=1.05 = 0.71 −0.001 12.5 1.012 (–) – –
0.008 12.5 0.999 (0.008) 0.951 (0.029) 1.050 (0.031)
0.015 6.7 1.000 (0.018) 0.949 (0.043) 1.049 (0.044)
0.021 4.8 1.000 (0.024) 0.950 (0.061) 1.051 (0.061)
0.029 3.5 1.001 (0.029) 0.952 (0.081) 1.051 (0.080)
0.85 ± 0.022 to 0.95 ± 0.022 Leφ=0 = 2.27Leφ=0.95 = 2.25 −0.001 – 0.907 (–) – –
0.013 7.8 0.898 (0.019) 0.852 (0.038) 0.948 (0.044)
0.024 4.3 0.899 (0.028) 0.851 (0.064) 0.953 (0.075)
a Lewis numbers calculated from the ratio of thermal to mass diffusivities of the deﬁcient reactant at 55 °C using simulation data from [7].
b The mean equivalence ratio gradient, ∂φ/∂y (φ mm−1), refers to the time averaged, spatial gradient in the transverse direction along the exit nozzle of the burner, character-
ized from the ensemble average of instantaneous 3-pentanone PLIF images.
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tnd detailed in the Supplementary Material. Detailed descriptions of
he burner and optical setup are provided in [6,7].
Three main ﬂame conditions corresponding to three different
ean equivalence ratios (φ¯ = 1.2, φ¯ = 1.0, φ¯ = 0.9) were inves-
igated by comparing reference premixed ﬂames to partially pre-
ixed ﬂames propagating in imposed φ gradients. Table 1 outlines
hese experimental ﬂame settings, where the near-stoichiometric
ame conditions were identical to those in [6,7]. For rich ﬂames
nder negative φ gradients (∂φ/∂y < 0), the products within the
-ﬂame are from progressively leaner ﬂame regions, such that the
ame in the ROI is back-supported. Conversely, rich ﬂames with pos-
tive φ gradients (∂φ/∂y > 0) are front-supported, as the products
re from richer mixtures. Lean ﬂames mirror the behaviour of rich
ames, such that lean ﬂames with positive φ gradients (∂φ/∂y > 0)
re back-supported, as the products are from progressively richer
egions. A schematic and further description of front- and back-
upported V-ﬂames are included with the online Supplemental
aterial.Scalar reactant properties were obtained by seeding iso-
ctane with 3-pentanone at 7% by volume. The associated
-pentanone PLIF images were processed following the ap-
roach outlined in [6,7] and had a signal-to-noise ratio
SNR = (μﬂuorescence − μbackground)/σ ﬂuorescence as deﬁned in [28])
etween 5.0–5.4 for 0.95 ≤ φ ≤ 1.05, and 4.4–6.0 for 0.8 ≤ φ ≤ 1.2.
hoton shot noise was characterized by imaging the exit plane of a
′′ integrating sphere (SphereOptics LLC) connected to a controllable
ntensity light source, and ranged between 30.9% and 14.7% at 95%
onﬁdence (calculated using photon transfer theory [29]) for pixel
ounts corresponding to reactant equivalence ratios ranging from
.4 ≤ φ ≤ 1.6 respectively. The location and bounds of the analysis
egion, or region of interest (ROI), were determined from one thou-
and instantaneous images acquired along the left-branch of the
-ﬂame (shown in Fig. 1) at axial positions x = 0–40, 40–80, and
0–120 mm above the burner for each ﬂame condition. Individual
mages were ensemble averaged and conditioned on the reactants
o obtain reconstructed equivalence ratio maps from x = 0–120 mm.
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sMean iso-contours of equivalence ratio were then traced to the mean
position of the ﬂame front at 〈c〉 = 0.5 to deﬁne the location and
width of the ROI.
Following the approach detailed in [7], the range of local equiva-
lence ratio ﬂuctuations within the ROI was estimated separate from
apparent ﬂuctuations due to photon shot noise of the intensiﬁed
cameras. Standard deviations of φ within each ROI (σφ) were char-
acterized from σφ =
√
σ 2
PLIF
− σ 2
Ref, premixed
, where σ 2
Ref, premixed
is the
statistical variance at equivalent spatial locations for the fully pre-
mixed reference case, and σ 2PLIF is the observed variance in the raw
ﬂuorescence data for each of the stratiﬁed cases. The results pre-
sented in Table 1 show that σφ increases modestly with ∂φ/∂y due
to turbulent mixing in the presence of stronger imposedmixture gra-
dients at the exit of the burner. The effects of the varying range of φ
within the ROI of different gradient cases on the ensemble average of
the peak HRR and instantaneous ﬂame thickness δt are further dis-
cussed in Section 3.2.
Turbulent ﬂow properties were characterized at an axial position
x = 5 mm above the burner exit plane between transverse positions
y = ±20 mm. Measurements were taken under non-reacting condi-
tions with a Dantec LDV system with olive oil seeding. At the mean
ﬂow velocity U¯ = 5.2 m/s, the Reynolds number based on the hy-
draulic diameter of the exit plane was 6120. The turbulence intensity
ranged between u′/U¯ = 3.7 – 7.7%. Ratios of u′/So
L
were calculated
based on So
L,φ=1.2 = 36.4 cm/s, SoL,φ=1.0 = 37.8 cm/s, and SoL,φ=0.9 =
33.7 cm/s, estimated from [30–34] at a reactant temperature of
55 °C, and varied from 0.53–1.10, to 0.51–1.06, and 0.57–1.19 for lo-
cally rich, near-stoichiometric, and lean ﬂame regions respectively.
Using Taylor’s hypothesis, the integral length scale and associated
Re were calculated as  = 5.1 mm and Re = 82. The Kolmogorov
length scale was calculated to be η = 0.19 mm.
2.1. OH and CH2O PLIF images
For each ﬂame condition and gradient setting, one thousand pairs
of OH and CH2O PLIF images were acquired. Raw ﬂuorescence im-
ages were corrected for background intensity and dark current shot
noise using standard procedures detailed in [27], as well as shot-to-
shot variations in laser intensity and mean laser proﬁle [6,7]. Pho-
ton shot noise was reduced using 3 × 3 median and 7 pixel diameter
circular averaging ﬁlters for the OH and CH2O images respectively,
with typical values ranging between 3.1–4.4% (SNR = 14.3, where
SNR= (μﬂuorescence − μbackground)/σ ﬂuorescence) and 11.4–20.7% (SNR=
5.4, where SNR = (μﬂuorescence,peak − μbackground)/σ ﬂuorescence,peak) at
95% conﬁdence.
2.2. Local peak heat release rate, ﬂame thickness, and curvature
Measurements of the local heat release rate within the reaction
zone of the ﬂame were obtained following the approach developed
by Paul and Najm [35] by taking the product of the spatially regis-
tered, near-simultaneously acquired, OH and CH2O PLIF images, i.e.
(OH LIF)(CH2O LIF). Detailed numerical simulations of 1D laminar
premixed iso-octane/air ﬂames were conducted in [7] to validate the
(OH LIF)(CH2O LIF) HRR approach for iso-octane/air ﬂames over a
broad range of equivalence ratios (where additional simulation runs
were performed as part of the present work to extend this range to
φ = 0.65–1.45). Local variations in peak HRR and instantaneous ﬂame
thickness δt were investigated by analyzing individual HRR proﬁles
locally normal to the instantaneous ﬂame front, extracted at 4 pixel
intervals (∼0.27 mm) along the ﬂame. As detailed in [7], the instan-
taneous position of the ﬂame was precisely deﬁned using a combi-
nation of OH and CH2O signals. This approach accounts for the pres-
ence of local extinctions (i.e. discontinuities along the individual HRR
contours) resulting in a tightly-deﬁned, continuous, instantaneousame position contour that clearly delimits products from reactants.
locally-weighted linear regression ﬁlter, or “loess” ﬁlter, was ap-
lied to the HRR proﬁle data to limit the inﬂuence of photon shot
oise. A sample of HRR proﬁle data, loess ﬁltered data, and corre-
ponding peak HRR and δt (measured at full width half maximum,
WHM) are shown in Fig. 4. Instantaneous measurements of δt were
xcluded in cases where the SNR was low (11–18% of data), leaving
etween 123,104 and 26,433 individual proﬁles for analysis for each
radient case. No attempts were made to correct δt for 3D effects
nduced by the orientation of the imaging plane relative the ﬂame
ormal in 3D space, which can lead to an overestimation of the lo-
al ﬂame thickness by up to 15% [36]. Instead, measured values were
eported relative to the reference-premixed ﬂame values. Estimated
ncertainties in peak HRR and δt are discussed in Section 3.2.
Equivalence ratio gradient effects on the peak HRR and δt were
valuated as a function of the local curvature at the same locations
long the instantaneous ﬂame contours. Curvature measurements
ere obtained by ﬁtting a cubic spline composed of 12 neighbour-
ng points to the instantaneous position of the ﬂame front. The lo-
al curvature κ was calculated from κ = (x˙y¨ − y˙x¨)/(x˙2 + x˙2)3/2, and
y convention, positive curvatures are convex towards the reactants
nd negative curvatures concave towards the reactants. Uncertainties
n curvature measurements are discussed in Section 3.1. In addition,
ariations in the ensemble average of all local peak HRR and retained
nstantaneous ﬂame thicknesses δt were separately considered using
ethods developed in [7]. This approach speciﬁcally accounts for the
ifferent ranges of φ within the ROI of each gradient case (shown in
able 1) as well as the temperature induced bias errors on the (OH
IF)(CH2O LIF) signals, as further discussed in Section 3.2.2.
. Measurement uncertainty
.1. Local curvature
Elemental errors in the measurement of two-dimensional curva-
ure κ (i.e. uncertainties in input parameters affecting the ﬁnal calcu-
ated curvature results) are dominated by the effective spatial res-
lution of the optical system and the uncertainty in deﬁning the
osition of a 3D instantaneous ﬂame front of ﬁnite thickness within
2D image. Additional errors can be induced by planar image distor-
ion and magniﬁcation. Because the operations involved in the image
apture and processing are highly nonlinear and diﬃcult to deﬁne
sing explicit equations, standard approaches to uncertainty estima-
ion using ﬁrst-order propagation of errors are not suitable. Instead,
Monte Carlo (MC) analysis was used evaluate the contributions of
lemental errors to the measurement of local ﬂame curvature.
A MC analysis was performed in which ten instantaneous ﬂame
ealizations were each processed 5000 times using randomly se-
ected parameters for each required input to the image processing
lgorithms. Inputs were drawn from pre-determined probability dis-
ributions describing the uncertainty or potential variation of that pa-
ameter. This process produced 5000 distinct candidate ﬂame con-
ours for each of the 10 ﬂame realizations, which were analyzed to
uantify measurement uncertainties. During the MC analysis, the lo-
al position of the ﬂame front was altered by randomly varying the
hosen threshold values and dimensions of the ﬁltering kernel for
oth the OH and CH2O individual images. This produced variations
n local ﬂame position of between 1 and 3 pixels among the candi-
ate ﬂame contours. The leading edge of each candidate contour was
hen detected. The Cartesian coordinates xi and yi of each data point
ere then perturbed following a normal distribution (σ = 44 μm),
here this prescribed amount of displacement was chosen based
n the effective in-plane resolution of the optical system. Figure 2a
hows three sample sets of ﬂame coordinates (indicated by red, blue,
nd green circles), from the 5000 sets obtained in the analysis of a
ample image. The 12-point cubic spline ﬁt (also shown in Fig. 2a)
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Fig. 2. Quantiﬁcation of curvature uncertainty. (a) Open circles show spatially repositioned ﬂame positions for three sample runs of the Monte Carlo analysis, while sample
histograms show distributions of local curvature and 95% conﬁdence intervals (CI) evaluated at three different sample positions along the ﬂame. (b) Final computed 95% conﬁdence
intervals (open circles) and robust loess ﬁts (rloess, solid lines) for total and relative curvature uncertainty. (For interpretation of the references to colour in this ﬁgure legend, the
reader is referred to the web version of this article.)
Table 2
Summary of input distributions used for the Monte Carlo simulations of the uncertainty of local curvature, peak HRR, and FWHM ﬂames thickness along an instantaneous ﬂame
realization.
Variable Distribution Parameters Units
Variables used for curvature
OH ﬁltering kernel Random μ: 3 × 3 min/max = 2 × 2/4 × 4 pixels
OH threshold Random μ = 0.085 min/max = 0.045/0.125 a.u.
CH2O ﬁltering kernel Random μ:D = 7 min/max = 5/9 pixels
CH2O threshold Random μ = 0.0010 min/max = 0.0008/0.0012 a.u.
Uncertainty of spatial coordinates based on effective in-plane spatial resolution of optical system Normal μ = 0 σ = 44 μm
Image magniﬁcation Normal μ = 1 σ = 0.007 (–)
Image distortion Normal μ = 1 σ = 0.006 (–)
Additional variables used for HRR proﬁle peak and FWHM thickness
283 nm laser sheet proﬁle Normal μ = 1 σ = 0.032 a.u.
355 nm laser sheet proﬁle Normal μ = 1 σ = 0.042 a.u.
OH photon shot noise Normal μ = 1 σmin = 0.015, σmax = 0.143 a.u.
CH2O photon shot noise Normal μ = 1 σmin = 0.056, σmax = 0.219 a.u.
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uas then applied to the repositioned coordinates, and local curvature
ata were calculated at 4 pixel intervals (∼0.27 mm) along each MC
ealization at coordinates xi ,MC and yi ,MC. Bias errors induced by the
urvature algorithm were evaluated following the approach of Haq
t al. [37], by comparing the theoretical and measured curvature of
igitized circles. Results showed that any errors from the algorithm
ere entirely negligible relative to other error sources for the range
f curvatures typically observed in experiments. Finally, potential un-
ertainty in imagemagniﬁcation (normal distribution σ = 0.007) and
mage distortion (normal distribution σ = 0.006) were considered in
he MC analysis when the outputted local curvature values were con-
erted from pixels−1 to mm−1. Table 2 shows a summary of inputs
nd associated uncertainties used in the MC analysis.
Uncertainties in local curvaturemeasurements were quantiﬁed by
nalyzing the distribution of curvature data from theMC calculations.
ecause the absolute position of the ﬂame varied among the different
C draws, the curvature measurements at locations along the ﬂame
ront of each MC realization (xi ,MC and yi ,MC) were associated with
he nearest location on a reference ﬂame front (xi ,ref and yi ,ref), de-
ned as the median location of the ﬂame fronts for all 5000 MC re-
lizations. Curvature distributions could then be calculated at eachosition along the reference ﬂame front, where the 95% conﬁdence
ntervals (CI) in each distribution deﬁne the uncertainty in making a
ocal curvature measurement in that image. Figure 2a shows sample
urvature distributions and associated 95% conﬁdence intervals cal-
ulated at three positions along the ﬂame front.
The local curvature data from all of MC draws were aggregated
s a function of the local curvature in the reference image. This al-
ows the results of the uncertainty analysis to be generalized such
hat overall measurement uncertainty (based on 95% conﬁdence in-
ervals of the MC data) could be expressed as a function of measured
urvature. Figure 2b shows that total measurement uncertainties are
ery good through the range of curvatures encountered in the present
xperiments, but grow towards the largest negative curvature values
near −4mm−1). However, uncertainties at these large curvature val-
es are dominated by potential bias errors associated with choice
f parameters in the image processing algorithms. By repeating the
C analysis and ﬁxing parameters that remained constant through
ll experiments (i.e. the threshold, ﬁlter kernel, planar image distor-
ion, and magniﬁcation terms), it was possible to separately estimate
he relative uncertainty in making comparative measurements (i.e.
ncertainty when comparing curvature variations among different
4236 P.C. Vena et al. / Combustion and Flame 162 (2015) 4231–4240
s
a
a
i
t
e
e
t
e
g
b
s
a
M
a
e
F
s
w
t
p
t
o
l
3
δ
B
o
t
b
p
w
s
a
c
a
c
p
[
l
(
p
i
A
i
p
m
i
t
t
4
s
i
H
a
c
s
a
s
∂
iequivalence ratio gradient cases). Figure 2b also shows that the rela-
tive uncertainties are much tighter, especially at the largest negative
curvature values, and provide quantitative support for the compar-
isons presented with the results.
3.2. Local peak heat release rate and ﬂame thickness
The uncertainty of the local heat release rate along a stratiﬁed
ﬂame front is primarily dependent on the uncertainty in the OH and
CH2O ﬂuorescence signals. These are a function of the temperature
induced variations in Boltzmann population fractions and collisional
quenching factors speciﬁc to the excitation transitions being used for
each species, as well as the systematic errors of the apparatus (i.e.
photon shot noise of the intensiﬁed CCDs, pulse-to-pulse variations
in local laser ﬂuence, and ﬂuorescence trapping). These sources of er-
ror are discussed in the context of estimating the uncertainty of rel-
ative variations in local peak HRR and instantaneous δt among ﬂame
conditions in Sections 3.2.1 and 3.2.2.
3.2.1. Relative variations in peak HRR and ﬂame thickness with
curvature
In Fig. 5, local measurements of peak HRR and instantaneous
ﬂame thickness are plotted as a function of local curvature. Data are
binned in intervals of curvature κ = 0.1 mm−1, and the ensemble av-
erage of each parameter is determinedwithin each curvature bin. The
resulting mean data are then normalized by the corresponding mean
HRR value at curvature κ = 0 mm−1 for each ﬂame setting to empha-
size their relative variation with curvature.
The contribution of systematic errors to the relative uncertain-
ties of the local peak HRR and instantaneous ﬂame thickness δt were
evaluated via MC simulation similar to that of relative curvature. The
same 10 images were processed 5000 times by ﬁxing inputs to the
image processing routine that remained constant among ﬂame set-
tings (threshold, ﬁlter kernel, and image distortion and magniﬁca-
tion). The spatial coordinates of the ﬂame front were then reposi-
tioned before individual OH and CH2O proﬁles were extracted normal
to the resulting instantaneous ﬂame front. The individual pixel values
of both species were then varied based on the expected photon shot
noise at the corresponding pixel count speciﬁc to each ICCD (deter-
mined fromwhite ﬁeld images acquired using a 4′′ integrating sphere
(SphereOptics LLC) and calculated using photon transfer theory [29]).
Gaussian distributions were generated based on the local pixel count
and ICCD gain such that uncertainties ranged from 28% to 3% in
OH and 43% to 11% in CH2O (corresponding to the minimum and
maximum observed ﬂuorescence intensities respectively) at 95%
conﬁdence. The resulting “noisy” OH and CH2O proﬁles were then
multiplied to obtain individual HRR proﬁles. Potential effects of
pulse-to-pulse laser ﬂuctuations were considered by multiplying the
individual HRR proﬁles by values drawn from a normal distribution
based on the associated uncertainties in each laser sheet. Uncertain-
ties due to pulse-to-pulse variations in laser proﬁle were 6.3% and
8.2% at 95% conﬁdence for the 283 nm and 355 nm beams respec-
tively. Laser energy correctionswere accurate towithin 0.05% for both
beams and therefore omitted from the MC analysis. A loess ﬁlter was
then applied to the adjusted HRR proﬁles and the outputted peak
and FWHM thickness calculated. Additional contributions to the un-
certainty such as image registration, laser absorption and scattering,
background signal, ﬂuorescence trapping, line shape, and measure-
ment volume were either corrected for during measurements or as-
sumed constant among experiments, and therefore not expected to
contribute to the uncertainty of relative HRR measurements.
In our previous work [7], an analysis of potential bias errors af-
fecting the OH and CH2O PLIF measurements conﬁrmed that for
the excitation transitions used, the pixel-by-pixel product of raw
(OH LIF)(CH2O LIF) signals is an excellent marker for relative HRR
measurements in premixed iso-octane/air ﬂames. Results of ﬂameimulations showed that this was true over a broad range of equiv-
lence ratios. Although local measurements of instantaneous HRR
long a stratiﬁed ﬂame would require spatially resolved temperature
nformation (to account for variations in Boltzmann population frac-
ions and collisional quenching rates), bias errors in the ensemble av-
raged HRR could still be corrected, given information on the range of
quivalence ratios within the ROI. This result can be directly applied
o the data presented in Fig. 5, since it is expected that the range of
quivalence ratios within each curvature bin remains constant for a
iven ﬂame setting. This implies that the potential bias error of each
in would be consistent, and therefore would not affect the relative
hape of the normalized curves shown in Fig. 5.
To estimate the ﬁnal conﬁdence intervals of a given peak HRR
nd FWHM ﬂame thickness (δt) measurement, local data from each
C draw were binned as a function of the nearest data point (xi ,ref
nd yi ,ref) along the reference image. The 95% conﬁdence intervals at
ach reference location were then determined for both the peak and
WHM of the HRR proﬁles as plotted in Fig. 3. Empty circles repre-
ent the relative error for values of peak HRR and ﬂame thickness δt,
hile the lines represent the corresponding robust loess (rloess) ﬁt
o these data. Figure 3a reveals that the 95% conﬁdence limits are ap-
roximately level over the range of peak HRR values expected for a
ypical data set, with the upper and lower bounds generally on the
rder of ∼+12% and −7%. The conﬁdence limits of δt in Fig. 3b oscil-
ate slightly, but remain within ∼+11% and −8%.
.2.2. Ensemble average of peak HRR and ﬂame thickness
Table 3 shows potential bias errors on the mean peak HRR and
t which were quantiﬁed following the approach described in [7].
rieﬂy, a MC analysis was used to consider variations in the range
f equivalence ratios within each ROI among gradient settings due
o turbulent mixing of the imposed φ gradient at the exit of the
urner. These variations are characterized from the σφ values re-
orted in Table 1. Twenty thousand synthetic distributions of φ
ithin the ROI were generated for each gradient condition by taking
patially resolved σφ data along φ iso-contours between the leaner
nd richer iso-contours in steps of φ = 0.01. These data were then
oupled with the results of simulated HRR data for premixed ﬂames,
nd the expected temperature dependence of OH and CH2O ﬂuores-
ence signals (calculated from [38–41] and based on the Boltzmann
opulation fractions and collisional quenching rates of both species
38–41]). By deriving correlation functions relating the local equiva-
ence ratio to the expected peak and FWHM thickness of simulated
OH LIF)(CH2O LIF) proﬁles, corresponding synthetic distributions of
eak HRR and ﬂame thickness δt could be calculated, and the result-
ng bias error relative to the reference-premixed case determined.
nticipated error values are summarized in Table 3 and are expressed
n terms of the ratio of the stratiﬁed to the corresponding reference-
remixed case. This extended analysis allows the potential effects of
ean gradients in equivalence ratio on local ﬂame properties to be
solated from effects attributable to variations in local equivalence ra-
io and temperature induced bias errors of (OH LIF)(CH2O LIF) within
he ROI.
. Results and discussion
The effects of equivalence ratio gradient on locally rich, near-
toichiometric, and lean ﬂame regions were quantiﬁed by analyz-
ng HRR proﬁles taken normal to the leading edge of instantaneous
RR contours. The proﬁles were smoothed with a loess ﬁlter and
nalyzed for variations in local peak HRR and δt among φ gradient
onditions for each of the three global equivalence ratios. Figure 4
hows a set of sample normalized proﬁles of (OH LIF), (CH2O LIF),
nd (OH LIF)(CH2O LIF) HRR at a single position along a single in-
tantaneous ﬂame front for globally rich, stratiﬁed ﬂame setting
φ/∂y = 0.012 mm−1. Data are centered about the location of max-
mum HRR, which roughly corresponds with the intersection of the
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Fig. 3. 95% conﬁdence intervals for the relative uncertainty of (a) the local peak HRR and (b) the local ﬂame thickness δt .
Table 3
Bias error of ensemble average of local peak HRR and instantaneous ﬂame thickness δt due to combined effects of the differing range of φ within the ROI and the temperature
dependence of the OH and CH2O ﬂuorescence signals.
Iso-contours of φ 1.15 ≤ φ ≤ 1.25 0.95 ≤ φ ≤ 1.05 0.85 ≤ φ ≤ 0.95
deﬁning the ROI
Equivalence ratio gradient, −0.014 −0.007 0.005 0.012 0.008 0.015 0.021 0.029 0.013 0.024
∂φ/∂y (φ mm−1)
HRRpeak bias error (%)
a +1.2 to +0.9 +1.8 to +1.6 +1.8 to +1.7 +1.3 to +1.1 −1.0 to −1.1 −1.8 to −2.0 −3.2 to −3.4 −5.3 to −5.5 −2.6 to −2.6 −4.5 to −4.5
δt bias error (%)
a +1.0 to +1.1 +0.3 to +0.3 +0.2 to +0.3 +1.0 to +1.1 +0.5 to +0.5 +0.8 to +0.8 +1.4 to +1.4 +2.2 to +2.3 +0.8 to +0.9 +1.7 to +1.8
a Ranges result from choice of CH2O quenching model.
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Fig. 4. Example normalized proﬁles of (OH LIF) and (CH2O LIF) ﬂuorescence intensity
and (OH LIF)(CH2O LIF) HRR at a position along an instantaneous realization of the
globally rich, stratiﬁed ﬂame condition at ∂φ/∂y = 0.012 mm−1.OH LIF) and (CH2O LIF) plots. The proﬁles in Fig. 4 are comparable
o the experimental results of [42,43], and simulations of [7,44], with
he Gaussian-like CH2O proﬁle positioned slightly upstream of the
rror-function-like OH proﬁle. The HRR proﬁles resemble a Gaussian,
ith a slightly elevated tail on the product side, as discernible in the
ample case shown in Fig. 4. This is caused by the low signal to noise
atio of the (CH2O LIF) images relative to that of (OH LIF), as the resid-
al background noise in the (CH2O LIF) images was multiplied by the
igniﬁcantly higher (OH LIF) signal within the products.
The effects of equivalence ratio gradient were ﬁrst evaluated by
lotting the local instantaneous peak HRR obtained from the loess-
moothed proﬁles as a function of curvature. Data were binned at in-
ervals of curvature κ = 0.1 mm−1, and the mean peak HRR value
ithin each bin was normalized by the mean peak HRR value at cur-
ature κ = 0 mm−1. The resulting curves emphasize variations in
he distribution of peak HRR with curvature among gradient condi-
ions and are shown in Fig. 5(a), (b), and (c) for locally rich, near-
toichiometric, and lean ﬂame regions respectively.
Initial comparison of fully premixed reference cases (∂φ/∂y =
0.001 mm−1) in (a), (b), and (c) showed signiﬁcant differences in
he distribution of peak HRR with curvature, and the results were
onsistent with that expected based on visual inspection of individ-
al ﬂame images. As anticipated by thermodiffusive theory [45,46],
he general distributions of the reference-premixed cases reﬂect the
nﬂuence of competing effects of mass and thermal diffusion. For
ocally rich ﬂame regions with Le < 1, in negatively curved (con-
ave towards the reactants) ﬂame regions the lower diffusive ﬂux
f the deﬁcient reactant leads to relatively lower HRR, while HRR is
elatively higher in positively curved regions where the diffusive ﬂux
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Fig. 5. Mean HRR and instantaneous ﬂame thickness δt vs. curvature for (a, d) rich front- and back-supported, (b, e) near-stoichiometric, and (c, f) lean back-supported premixed
and stratiﬁed ﬂame conditions.
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tis enhanced. Conversely, the distributions of near-stoichiometric and
lean (Le > 1) ﬂame regions show a gradual, relative increase in peak
HRR in negative curvature areas, as the incoming reactants to concave
ﬂame regions are further pre-heated by the ﬂame front due to greater
thermal diffusion. The lean premixed proﬁles in Fig. 5c are similar to
those reported for lean ethylene/air ﬂames with Le> 1 [42,47], where
the authors observed greater HRR in negatively curved ﬂame regions.
For the locally rich, near-stoichiometric, and lean cases shown in
Fig. 5(a), (b), and (c), the differences among gradient conditions were
generally small. Although slightly more evident for the locally rich
and lean ﬂames than for the near-stoichiometric ﬂames at compara-
ble gradients, these changes are much less pronounced than the vari-
ations in ensemble averaged peak HRR (i.e. the mean peak HRR for all
curvatures) with gradient presented in Table 4.
The peak HRR of locally rich, back-supported ﬂames (negative
φ gradients ∂φ/∂y = −0.007 mm−1 and ∂φ/∂y = −0.014 mm−1)
gradually increased in regions of negative curvature, while negli-
gible variation occurred in positive curvatures. Conversely, locally
rich, front-supported ﬂames (positive gradients ∂φ/∂y= 0.005mm−1
and ∂φ/∂y = 0.012 mm−1) resulted in a negligible change in neg-
ative curvatures, while a small decrease was observed in pos-
itive curvatures. Though negligible variations were observed in
the near-stoichiometric ﬂame regions in (b), back-supported, lean
ﬂame regions in (c) (positive gradients ∂φ/∂y = 0.013 mm−1 and
∂φ/∂y = 0.024 mm−1) showed a slight decrease in the peak HRR in
areas of negative curvature, coupled with an increase in peak HRR in
areas of positive curvature. These observed small differences among
ﬂame settings suggest that stratiﬁcationmay inﬂuence the local ther-
modiffusive stability of the wrinkled structures along a turbulent
ﬂame front. This would also explain the comparatively negligible
changes observed for near-stoichiometric ﬂames in Fig. 5b, where
thermodiffusive effects are irrelevant.
Figure 5(d), (e), and (f) plot the distribution in local instanta-
neous ﬂame thickness δt with curvature for all ﬂame conditions. Data
were binned at intervals of curvature of κ = 0.1 mm−1 as with the
peak HRR data. General distributions were very similar for the three
main ﬂame categories, and results were comparable to those of Robin
et al. [48] for turbulent methane/air premixed and stratiﬁed-ﬂames, who reported a signiﬁcant increase in local thermal ﬂame
hickness in areas of positive and negative curvature. No discernible
hanges were observed between premixed and stratiﬁed ﬂames in
ig. 5(d), (e), and (f) despite the small changes in peak HRR with cur-
ature in Fig. 5(a) and (c).
Table 4 summarizes the ensemble average of all local peak HRR
alues and instantaneous ﬂame thicknesses δt of the smoothed pro-
les considered in Fig. 5. The measured values of gradient cases are
xpressed in terms of their ratio to the corresponding reference-
remixed ﬂame condition. Estimated standard deviations, σ est, are
lso included and were calculated as the square root of the difference
etween themeasured variances of the reference premixed and strat-
ﬁed ﬂame settings. Initial observations revealed that peak HRR and
t had generally opposing trends, such that an increase in peak HRR
as correlated with a thinning of the proﬁles and vice versa. This was
bserved for all ﬂame settings.
Differences in magnitude reported in Table 4 were signiﬁcantly
ore pronounced than the relative changes in distribution in Fig. 5.
ntriguingly, locally rich ﬂame regions showed opposite effects be-
ween front- and back-supported gradient conditions, as decreases in
eak HRR and corresponding increases in δt were observed for front-
upported ﬂame regions, whereas increases in peak HRR and cor-
esponding decreases in δt were observed in back-supported ﬂame
egions. These trends lead to relative differences of up to ∼15% in
eak HRR and ∼10% in δt between front- and back-supported ﬂame
egions of the same mean equivalence ratio (φ¯ = 1.2), despite being
tabilized in gradients of similar magnitudes (i.e. |∂φ/∂y| = 0.012 vs.
.014). This demonstrates the important inﬂuence of heated products
n back-supporting stratiﬁed ﬂames and further suggests that HRR in
artially premixed ﬂames is much more inﬂuenced by the φ gradient
ormal to the ﬂame (i.e. front- and back-support) than by the trans-
erse φ gradient along the ﬂame.
Near-stoichiometric ﬂame regions showed a general decrease in
eak HRR and increase in δt as the positive (∂φ/∂y> 0)meanφ gradi-
nt steepened, though the effect was less pronounced for equivalent
radient levels. Back-supported, locally lean ﬂame regions showed
n increase in peak HRR and decrease in δt with gradient, consis-
ent with the simulations of Richardson et al. [15] on lean CH4/air
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Table 4
Peak HRR ﬂuorescence intensity and FWHM proﬁle thickness δt .
Iso-contours of φ
deﬁning the ROI
Equivalence ratio gradient,
∂φ/∂y (φ mm-1)
HRRpeak,strat
HRRpeak,ref
∗
[±σest] δt,stratδt,ref
∗
[± σest]
1.15 ≤ φ ≤ 1.25 –0.014 1.099–1.102 [±0.060] 0.928–0.929 [±0.058]
–0.007 1.060–1.062 [±0.043] 0.938–0.938 [±0.046]
0.005 0.954–0.955 [±0.055] 1.014–1.015 [±0.042]
0.012 0.947–0.949 [±0.065] 1.023–1.024 [±0.065]
0.95 ≤ φ ≤ 1.05 0.008 0.982–0.983 [±0.053] 1.009–1.009 [±0.041]
0.015 0.993–0.995 [±0.066] 1.012–1.012 [±0.051]
0.021 0.968–0.970 [±0.074] 1.019–1.019 [±0.069]
0.029 0.965–0.967 [±0.088] 1.027–1.028 [±0.074]
0.85 ≤ φ ≤ 0.95 0.013 1.027–1.027 [±0.068] 0.988–0.989 [±0.054]
0.024 1.038–1.038 [±0.083] 0.979–0.980 [±0.075]
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(ounterﬂow ﬂames. Trends were generally analogous to those of
ack-supported rich ﬂame regions, though differences were sig-
iﬁcantly less pronounced at equivalent gradient levels, as only
light increases in mean peak HRR were observed. This difference
n effect may simply be because the locally lean ﬂame regions
φ¯ = 0.9) are closer to stoichiometric (φ¯ = 1.0), where the effects
ppear least signiﬁcant. However, because the combustion intensity
eaks at φ¯ ≈ 1.07, the lean reactant mixtures are actually weaker
So
L,φ=0.9 = 33.7 cm/s [30–34], HRRpeak,φ=0.9/HRRpeak,φ=1.0 ≈ 0.82)
han the comparison locally rich (φ¯ = 1.2) ﬂame regions (So
L,φ=1.2 =
36.4 cm/s [30–34], HRRpeak,φ=1.2/HRRpeak,φ=1.0 ≈ 0.85). In this con-
ext, the results further suggest that the primary physical mecha-
isms of back-support for rich ﬂames (species) and lean ﬂames (heat)
14,16] differ with local stoichiometry.
The normalized distributions of the local instantaneous peak HRR
nd ﬂame thickness δt in Fig. 5 and the corresponding ensemble av-
raged values in Table 4, suggest that mean gradients in equivalence
atio have an important inﬂuence on partially premixed ﬂames. Sub-
le changes in the distribution of peak HRR with curvature of locally
ich and lean ﬂames were observed among gradient cases, suggest-
ng that stratiﬁcation may impact the local thermodiffusive stability
f off-stoichiometric ﬂames. Differences were more pronounced for
he ensemble averaged HRR data over all curvatures in Table 4, im-
lying that φ gradients have a more signiﬁcant effect on the relative
agnitudes of peak HRR and δt than on their distribution with cur-
ature. Most interestingly, front- and back-supported rich ﬂames had
pposite effects on HRR, and these effects were much stronger than
or back-supported lean ﬂames. This suggests that front- and back-
upport is very inﬂuential in partially premixed combustion and, con-
istent with numerical ﬁndings of [14,16], that different mechanism
f back-support may occur based on stoichiometry.
. Conclusion
The effects of equivalence ratio gradients on the local properties
f rich, near-stoichiometric, and lean ﬂame regions were evaluated
n stratiﬁed iso-octane/air, turbulent V-ﬂames. Instantaneous heat
elease rate measurements were obtained from the pixel-by-pixel
roduct of spatially registered, near-simultaneously acquired OH and
H2O PLIF images. Individual HRR ﬂame contours were studied by ex-
racting intensity proﬁles normal to their leading edge and analyzing
or variations in local peak HRR and instantaneous ﬂame thickness δt.
radient ﬂame settings were compared to reference-premixed ﬂame
ettings by analyzing HRR data strictly within ROIs speciﬁc to each
radient. This ensured a constant mean range of equivalence ratios
as considered among ﬂame conditions, effectively isolating the ef-
ects ofmean equivalence ratio gradient from those of a broader range
f equivalence ratios.
Small yet repeatable variations in the ensemble average of all lo-
al peak HRR and instantaneous ﬂame thicknesses δt were observedhen comparing stratiﬁed and reference-premixed ﬂame conditions
n Table 4. Off-stoichiometric ﬂames were more strongly affected by
quivalence ratio gradients than stoichiometric ﬂames, suggesting
hat back-support becomes less important for ﬂames nearer to sto-
chiometric. Front- (∂φ/∂y > 0) and back- (∂φ/∂y < 0) supported rich
ames produced opposite effects in both peak HRR and δt, where
ack-supported ﬂames had increased peak HRR and narrowed δt,
hile front-supported ﬂames had decreased peak HRR and thick-
ned δt. The net differences of up to ∼15% in peak HRR and ∼10%
n δt for back- and front-supported rich ﬂames (despite being stabi-
ized in gradients of similarmagnitudes, i.e. |∂φ/∂y|= 0.012 vs. 0.014)
emonstrates the important inﬂuence of heated products in back-
upporting stratiﬁed ﬂames. Furthermore, this suggests that HRR in
artially premixed ﬂames is likely much more inﬂuenced by the
ormal gradient to the ﬂame (i.e. front- and back-support) than by
ransverse equivalence ratio gradients along the ﬂame. Trends for
ack-supported (∂φ/∂y > 0) lean ﬂame regions were generally
nalogous to those of back-supported rich ﬂame regions, how-
ver the increase in peak HRR with equivalence ratio gradient was
uch less for the lean ﬂames. In line with the numerical pre-
ictions of [14,16], these data imply that different mechanisms of
ack-support (species or heat) may occur between rich and lean
ames.
Overall, these results indicate that mean gradients of equiva-
ence ratio alter the local characteristics of partially premixed ﬂames.
hrough subtle differences in the local distribution of peak HRR
ith curvature, more pronounced variations in the magnitude of
he mean local peak HRR and instantaneous ﬂame thickness δt,
nd opposing effects in both peak HRR and δt for back- and front-
upported rich ﬂame regions, the present results reveal the speciﬁc
nﬂuence of equivalence ratio gradients in experiments where the
ean range of equivalence ratios in the analysis region is ﬁxed. Fur-
hermore, the current study was limited to relatively weak spatial
radients in equivalence ratio, such that steeperφ gradients observed
n stratiﬁed charge engines and gas turbines are expected to inﬂu-
nce ﬂame behaviour much more signiﬁcantly. Design and optimiza-
ion of highly stratiﬁed, internal combustion devices thus hinges on
he fundamental understanding of equivalence ratio gradient effects
s a prerequisite to improved performance and effective pollutant
itigation.
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