1. Introduction. Euler (6) in 1782 first studied orthogonal latin squares. He showed the existence of a pair of orthogonal latin squares for all odd n and conjectured their non-existence for n = 2{2k + 1). MacNeish (8) in 1921 gave a construction of n -1 mutually orthogonal latin squares for n = p with p prime and of n(v) mutually orthogonal squares of order v where MacNeish conjectured that n{v) was the maximum number of mutually orthogonal latin squares of order v. Both the Euler and MacNeish conjectures stood unbroken until 1959 when Parker, Shrikhande, and Bose in (2, 3, 9, 10, 11) showed that they were false. While progress in the construction of mutually orthogonal latin squares was slow between 1921 and 1959, their importance grew for other reasons. Statisticians used them in the design of experiments and a striking connection between orthogonal latin squares and finite affine (and projective) plane geometries was discovered by Bose and others.
It is a trivial fact that for any n, there are at most n -1 mutually orthogonal latin squares. When n -1 such squares exist we say that the set of squares is complete. There is an easily established 1-1 correspondence between complete sets of orthogonal latin squares and finite affine (and hence projective) plane geometries. With a partial set of mutually orthogonal latin squares a partial affine plane can be constructed. Two types of finite projective plane are of particular interest, namely, the Desarguesian plane and the Veblen-Wedderburn plane. These can always be represented by a complete set of squares as follows. The basic square is the group addition table of an elementary abelian group and the remainder of the squares are obtained by a set of permutations of the rows in each of which the first row is kept fixed. One of the results of this paper is to give an algebraic characterization of all geometries which correspond to complete sets of squares which are obtained by permuting the rows of the addition table of an abelian group. Whether any such geometries apart from the Desarguesian and VeblenWedderburn planes exist is an open question.
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In this paper the notion of an orthomorphism is introduced. This is a transformation which when applied to the addition table of an abelian group yields a square which is orthogonal to the original square. Criteria are obtained which enable one to say whether a given set of mutually orthogonal squares may be extended and properties are obtained which make hand computation rapid. By means of these properties the authors have obtained a set of 5 mutually orthogonal latin squares of order 12. This number exceeds the possible number given in the recent work of Parker, Shrikhande, and Bose since for n not a prime power their methods cannot yield more than y/n mutually orthogonal squares.
An algorithm suitable for machine computation has been obtained. This algorithm has been programmed by Parker and van Duren for the case n = 12 on the UN I VAC M 460. Exhaustive computation has shown that 5 is the maximum number of mutually orthogonal squares of order 12 obtainable by permutation of the rows of the non-cyclic abelian group of order 12. However, there are several non-isomorphic sets. Parker has also obtained the result that for n = 15 it is impossible to find a complete set of squares by permuting the rows of the group of order 15. This work is not yet published. As this paper is being written Bose has given the authors a report in which similar work on machine computation is being carried out at the Case Institute of Technology by two of his students.
Besides aiding in the construction of orthogonal latin squares, the theory of orthomorphisms sheds much light on finite projective planes. For instance, in the case n = 9 it is rapidly established that there are exactly 21 sets of 8 mutually orthogonal latin squares obtained from the elementary group of order 9, by permuting its rows. Three of the sets correspond to the Desarguesian plane, 9 to the Veblen-Wedderburn plane, and 9 to the dual of the Veblen-Wedderburn plane. The 5 possible multiplication tables of the coordinate systems are obtained as an automatic side result. One of the tables is GF (3 2 ), the other four being the four possible Veblen-Wedderburn multiplication tables of order 9, obtained first by Marshall Hall in (7).
Definitions and elementary properties.
A latin square of order n is an n by n matrix each of whose rows and columns is a permutation of a set 5 of n elements. Two n by n matrices A = (a i3 ) and B = (b^) are said to be orthogonal if the n 2 pairs (a^, b tJ ) (i = 1, 2, . . . , n\ j = 1, 2, . . . , n) are all distinct. Note that the entries of B need not be taken from the same set as those of A. Let T be the set of elements which occur as entries of B. In this paper the authors make the convention that any latin square is orthogonal to itself, although obviously the condition of orthogonality is violated. If one considers the set of all n pairs (a ijt b tj ) where a^ is a fixed element of 5, the elements b i3 are all the elements of T, and the set of cells (i,j) at which these b tj appear, occur one in each row and one in each column of B. These entries of B are said to form a transversal, and B can be dissected into n mutually exclusive transversals. Conversely, if the latin square B can be dissected into n mutually exclusive transversals, a square A orthogonal to B is obtained by assigning to all the cells of any transversal the same element of 5, and assigning to different transversals different elements of S. If the entries of an n by n square A are the elements of an additive group G, with 0 in the (1,1) position, and the first row and the first column are permutations of the elements of G, then A is said to be a group addition table provided that the entry in the (i,j) position of A is the sum of the entries in the (i,l) and (1 j) positions of A. A group addition table is said to be in standard form if the entries along the main diagonal are all 0. For an abelian group G of type &i X a 2 X #3. . • X a r the standard form may even be more specialized into computational standard form as follows: the elements of G are taken as r-tuples (ôi, b 2l • • • , b T ) with bi ranging from 0 to a t -1, and the first column of A is to consist of the elements of G arranged lexicographically in ascending order. For all theorems below referring to machine computations it is implied that the basic square will be in computational standard form. For a group addition table it is convenient to label the rows and columns of the square A using elements of G as labels. Any row of A will be labelled by its first entry, and the ith column of A will be given the same label as the ith row of A. Hence, if A is a group addition table in standard form and the ith column of A is given a label g, then the first entry in the ith column of A is -g. Each cell of A is given a double label, namely the pair (g,h) where g is the row label and h is the column label of the cell. The entry in the cell (g,h) is g -h whenever the square A is in standard form.
An important folk theorem in the theory of orthogonal latin squares is based on a type of Kronecker product. Let A be a square with entries a tj and for any symbol k define the square A k as the square whose entries are the pairs {a tj1 k). If A and B are squares of order n and m respectively the Kronecker product square is defined as the squares A X B given by: 3. Orthomorphisms. Let G be a group of order n written in additive form whether abelian or not, and let A be a group addition table of G in standard form, the entries in the first column of A being 0, g 2 , g3, . . . , gn> A one-one mapping 0 of G onto itself given by 0 : x -» x<j) is called an orthomorphism if x -x<j> = y -y4> implies x = y. There is a scanty literature on mappings of groups which are equivalent to orthomorphisms. If the mapping x -» x<f> is an orthomorphism, Paige and Hall in (12) and (13) call the mapping x -» -(x<t>) a complete mapping. Their work is concerned with the question as to whether complete mappings exist in a given group. Actually, this question can be answered completely as follows. A group G admits an orthomorphism except in the case where G is of even order and its Sylow 2-subgroup is cyclic. Under the name 1-permutations, Singer in (15) discusses orthomorphisms of cyclic groups of odd order.
With each orthomorphism </> we associate the square A$ which is obtained from A by permuting its rows in such a way that the first column of A& has entries 0<£, g20, g3</>, • . . , g n -i<f>, gn<i>-The entries in the ith row of A^ are gi<l>, gi<t> -g2, gi<l> ~ gZ, . . . , gi<t> -gn> By convention, we will call the identity mapping I given by I: x --> xl = x, an orthomorphism in order to conform to a previous convention which stated that any square is orthogonal to itself. The converse part of the theorem holds since the argument is reversible.
THEOREM 2. The squares A<f> and Af are orthogonal if and only if <t>~1^ is an orthomorphism, and this is equivalent to x<j> -x\f/ = y<j> -yyj/ implies x = y.
The proof is the same as that of Theorem 1.
We will say that the orthomorphisms <$> and \[/ are orthogonal if the corresponding squares A^ and A$ are orthogonal. In particular, if <j> is any orthomorphism then 4> is orthogonal to /; also 0 Let 4> be an orthomorphism and let g be any element of G. The mapping (j) (9) defined by x<f) {g) = -g + x4> for all x in G is an orthomorphism. It is an easy application of Theorem 2 to show that if g is any element of G, and if A^is orthogonal to Af, then A^ is orthogonal to Af. This allows us to consider only orthomorphisms $ such that 00 = 0. Alternatively, we need only consider permutations of the rows of A which keep the first row fixed. The transversals corresponding to such orthomorphisms are precisely those which contain the entry 0 in the cell in the upper left hand corner of A. In what follows, we will assume that the orthomorphisms </ > are of this type, that is, 00 = 0. THEOREM 
If a set of orthomorphisms form a group they are mutually orthogonal.
The proof is obvious.
Transformation of orthomorphisms.
In this section is discussed a group of mappings 0(G) which map orthomorphisms of G onto orthomorphisms.
Let 0 and \p be two orthomorphisms of G. We will say that 0 is isomorphic to ^ if they satisfy the following conditions. Let fa, 4> 2 , . . . , 4> T be the set of all orthomorphisms which are orthogonal to (/>, and ^1, \f/ 2 , . . • , ^s the corresponding set for \p. If r = s, and we can relabel the \f/ t in such a way that 4>i is orthogonal to 4>j if an d only if \pt is orthogonal to \f/j, we will say <f> is isomorphic to yp and write <j> = \p.
This concept of isomorphism is too loose for some purposes but is just right if our object is to compute a maximal set of mutually orthogonal latin squares.
The group 0(G) we are about to define is a group of mappings of the set of all orthomorphisms onto itself in such a way that for each element X of 0(G) if X: 0 -> $, then 0 ^ ^.
For each g £ G we define an element C^ of 0(G) where C 9 : 0 -» 0C^, 0Q being defined by x(cj>C g ) = -(g0) + (g + x)0 for all x in G. It is obvious that (j)C g is an orthomorphism which is isomorphic to 0. We will call C g a translation. Obviously C 0 = /, C g~1 = C-g and C g C h = C g+h . Thus the elements C g of 0(G) form a sub-group, the translation subgroup of 0(G).
Let a be an element of the automorphism group of G. We define B a as the mapping B a : <j) -> 0£ a = a~l<f>a. It is easily verified that a~1(f)a is an orthomorphism which is isomorphic to 0. In the case where 0 is also an automorphism the mapping B a performs an inner automorphism. Easily verified are the relations B a B$ = B a g, C g B a = B a C ga .
Finally we introduce the transformation R by R: 0 -*0i£ = <fr l . It is easily verified that <t>(RC g ) = 4>(C 0 4>-iR) and RB a = B a R. The fact that 0 ^ 0" 1 is not immediately obvious. It is not in general true that if 0 is orthogonal to \f/ then 0 _1 is orthogonal to ^_ 1 . However 0 -1 is orthogonal to 0~ V by Theorem 2. The isomorphism between 0 and 0 -1 is established as follows. If 0i, 0 2 , . . . , 0 r is the set of all orthomorphisms which are orthogonal to 0 then 0 _1 0i, 0 _1 02, .
• ., 0 _1 0 r is the set of all orthomorphisms which are orthogonal to 0 _1 , and 0 _1 0i is orthogonal to 0~10i if and only if <f> t is orthogonal to 0y.
The group 0(G) is now defined to be the group generated by all C g , B a and R.
Conjugacy of sets of orthomorphisms is now defined as follows. The set {/, 0i, 02, ... , 0r} is conjugate to the set {/, <f>iC g , §iC g , . . . , <j> r C g \ under the mapping C g . It is conjugate to the set {/, <t>\B a , 0 2 £«, . . . , <t> r B a } under the mapping B a . With regard to the mapping R, the set {/ = 0o, 0i, 02, ... , <t>r\ has a set of conjugates provided at least one of the 0 2 -, i ^ 0 is orthogonal to the remaining set of 0's. If <j>j is orthogonal to each member of the set then the set {0/" 1 , 0y~" 1 0i, 0y _1 02, ...,/,..., 0 ; _1 0r} is conjugate to the original set. It is clear that any orthogonality relationship holding amongst the orthomorphisms of one set also holds amongst the corresponding elements of a conjugate set.
With regard to a set of orthomorphisms /, 0 2 , 03, ... , 0r the R multiplication table is a useful concept. It is given in Fig. 2 . Each row of the table is a conjugate of the first row provided the set /, 02, 0 3 , . . . , <t> r consists of mutually orthogonal orthomorphisms. It can also be said that a necessary and sufficient condition for a set of orthomorphisms to be mutually orthogonal is that the entries of its R multiplication table are all orthomorphisms.
Complete sets of orthomorphisms.
If a set 5 of (n -1) mutually orthogonal orthomorphisms of an abelian group G of order n exists, a projective geometry can be constructed. In this section it is shown how to introduce a multiplication amongst the elements of G and how to set up a corresponding analytic geometry. Let the elements of G be ordered 0, g 2 , g 3 , . . . , g m where g2, gz, . . . , g n are an arbitrary ordering of the non-zero elements of G. We arbitrarily designate g2 as a unit element and denote it by 1. The orthomorphism 0 which maps 0-^0 and gi~^ gi<t> will be written down as a column 10 g30 £40 gn<t> Note that the element 0 = 00 is omitted from the list. If 0i and 0 2 are mutually orthogonal orthomorphisms, l0i ^ 10 2 , since in that case 0i -1 02 would map 0 -> 0, a --> a where a = l0i. Hence 0i _1 02 is not an orthomorphism, a contradiction. Hence, there are at most n -1 mutually orthogonal orthomorphisms. If a full set of such orthomorphisms exist, then for each x in G there is a unique orthomorphism of the set which maps 1 -» x. Denote this orthomorphism by 4> x . Hence 10 X = x. The identity orthomorphism is denoted by 0i. Now form a table whose columns are 0i, 0 ff3 , . . . , <f> gn , see Table I . The has two solutions namely x = a and x = b, a contradiction. Thus for a finite group G, any introduced system of multiplication satisfying the conditions xO = 0 and xa = c + xb with a j* b has a unique solution also satisfies the condition ay = by + c has a unique solution. Also the mapping xa -> xb where a and b are fixed and x ranges over G is an orthomorphism so that the columns of the multiplication table form a complete set of mutually orthogonal orthomorphisms. An analytic geometry can now be introduced. We assume that G has a unit element under multiplication and the equation xa = xb + c has a unique solution if a =^ b. For the points of the geometry we take the triplets (a, b, 1), (a, 1,0), and (1, 0, 0). For the lines we take the equations x + Ay + Bz = 0, y + Bz = 0, z = 0. It is readily verified that the points and lines form a projective plane. At present the only known finite planes of this type are the Desarguesian plane and the Veblen-Wedderburn plane.
We now interpret the distributive laws of multiplication: The left distributive law x-(y + z) = xy + xz becomes x<j> y + z = x4> y + X(t> z , which says that the sum of two columns of the multiplication table is a third column. Alternatively this law may be written (y + z)\f/ x = y\// x + z\// x , which shows that the mapping \p x is an automorphism. Hence, a left distributive law is equivalent to the condition that the mapping of the first row into any other row is an automorphism. Similarly, the right distributive law is equivalent to the statement that the mapping of the first column into any other column is an automorphism.
Conjugacy takes on some interesting properties here in the case where G is abelian. In general, if a complete set of orthomorphisms is replaced by a conjugate set under the group 0(G), then the multiplication table for the second set is left (right) distributive if and only if the same holds for the first set. We prove it for the case of conjugacy under C g only. Let <j> u 0^, <£<7 4 > • • • > 00»-1 be a complete set of orthomorphisms for which the left distributive law holds. This means that %4> y + x<j) z = x<j> y + z and also that the mapping A(x, y) : x0 2 -» y4> z , where z ranges over G, is an automorphism for each x, y in G. It is sufficient to show that x(4> z C g ) -» y(<j) z C g ) where z ranges over G with x, y, g fixed is an automorphism. Now
as required. For non-abelian groups, the distributive law may not be invariant under conjugacy.
The results of this section are summed up as follows: THEOREM 
Let A be the group addition table of a group G. A necessary and sufficient condition that a complete set of orthogonal latin squares obtainable from A by permutation of its rows exist is that it is possible to define a multiplication in G such that Ox = xO = 0 and such that the equation xa = c + xb has a unique solution in G provided a 9 e b. If G is abelian and the multiplication satisfies a left (right) distributive law, then so does the multiplication obtainable from a conjugate set of orthomorphisms.
6. A machine computation algorithm. The theory of orthomorphisms leads very readily to an algorithm for the computation of orthogonal latin squares, which is easy to program on a digital computer, and which takes a relatively short time to compute. We quote the result without proof. Let A be a group addition table in computational standard form of a group G. Let /, 02, . . . , <t>r be a set of mutually orthogonal orthomorphisms and A, A^2 J . . . , A$ r the corresponding squares. This set of squares except for A is transposed into the set A, A^/, A^,... , A^r T . A necessary and sufficient condition that a latin square exist and be orthogonal to A, A^, . . . , A$ r is that the transposed set of squares, together with A, have a common transversal passing through the cell in the upper left corner. The orthomorphism 0 r+i corresponding to this transversal is orthogonal to all preceding orthomorphisms. Some actual machine results will be quoted later on, but a systematic report on machine computation will appear in a subsequent paper.
7. Analysis of some cases. As applications of the previous theory some examples of systems of orthogonal latin squares for small n will be given. Throughout this section we will use the symbol {a} X {b} X ... X {r} to denote the direct product of cyclic groups of orders a, b, . . . , r. No examples of orthomorphisms of non-abelian groups are given here. The dihedral groups of orders 8 and 12, as well as the alternating group of order 12, are of interest, but our analysis is not yet complete.
For n = 3 or 5, complete systems of squares are obtained, and these correspond to automorphisms of {3} and {5}. For n = 4, the group {4} has no orthomorphisms while the group {2} X {2} has exactly 3, these being a complete set. The automorphism group of {2} X {2} is 5 3 and the elements of A 3 are all the orthomorphisms. For n = 6, the group {6} has no orthomorphisms.
The case n = 7 is the first value of n for which orthomorphisms which are not automorphisms exist. There is a complete set of 6 mutually orthogonal orthomorphisms corresponding to the automorphism group of {7}, together with a set of 14 maverick orthomorphisms each of which is orthogonal only to itself and the identity. This set of 14 is a complete set of conjugates of any one of them under the group 0({7}). Denoting by {a 0 ai...a 6 } the orthomorphism i-^a t the list is as follows, the first 6 being automorphisms: {0123456},  {0246135},  {0362514}  {0415263},  {0531642},  {0654321}  {0316524},  {0251643},  {0364215}  {0462531}, {0635142},  {0541362}  {0532614},  {0352164},  {0361542}  {0536241},  {0642513},  {0431625}  {0514632}, {0265314}.
The case m = 8. The group {8} has no orthomorphisms. The group {4} X {2} has no orthomorphisms which are automorphisms, but has 49 orthomorphisms. These separate into 24 sets of 3 mutually orthogonal orthomorphisms, the identity being included in each set. Each triplet is conjugate to any other triplet under 0({4} X {2}). They are listed below as pairs with the identity omitted. The elements of {4} X {2} will be denoted by 0, 1, 2, 3, 0', 1', 2', 3' and {a 0 ai a^az a 0 ' o>\ &<l ciz) will denote the orthomorphism i -> at, i r -> a/ The group {2}X{2}X{2} is the most interesting case of n = 8. No orthomorphisms which are not automorphisms exist. However, the automorphism group of {2} X {2} X {2} is the simple group of order 168. By Sylow's theorem, there are 8 subgroups of order 7, and each of these subgroups consists of elements which are orthomorphisms. Hence there are 8 complete sets of mutually orthogonal latin squares all of which are conjugate under the group generated by the B a . They all correspond to the Desarguesian plane of order 8.
The case n = 9. For the group {9} it is easily established that a complete set does not exist. An exhaustive classification can be readily carried out, and this leads to a totality of 226 orthomorphisms. It appears that no set of 3 mutually orthogonal latin squares exists, but the calculation has not been checked.
For the group {3} X {3} the results are extremely interesting. Represent the elements of this group by 0, 1,2, 0', 1', 2', 0", 1", 2" with addition being mod 3 with respect to both the integers and the superscripts. The automorphism group of {3} X {3} is of order 48. Of these automorphisms, 28 are orthomorphisms. These may be designated as /, a, a 2 There are four groups of orthomorphic automorphisms of order 8 as follows: each of a, /3, y generate a cyclic group of order 8, and the even powers of a, j3, 7 are the quaternion group. It is impossible to realize by a set of orthomorphisms the other possible groups of order eight, namely, the groups {2} X {2} X {2}, {4} X {2}, and the dihedral group, since it can be readily calculated that there are exactly three orthomorphisms of order 2, no two of which are orthogonal. The cyclic groups correspond to the Desarguesian plane, and the quaternion group to the Veblen-Wedderburn plane. If the automorphisms corresponding to the quaternion group are written as rows, the columns of the table are orthomorphisms which are not automorphisms. what the multiplication tables are in the various cases. In cases (1), (2), (3) the table is G7  7 (3  2 ) . In case (4) it is the near field of order 9. In case (5) it is the Veblen-Wedderburn-Hall system with equation x 2 = x + 1. In case (6) it is the Veblen-Wedderburn-Hall system with equation x 2 = 2x + 1 and in cases (7) to (12) it is the Veblen-Wedderburn system with 2 not in the centre. These multiplication tables were first obtained by Hall (7), from an entirely different viewpoint.
The 21 sets of 8 mutually orthogonal latin squares are all that there are. The following R multiplication table shows that cases (5) to (12) are conjugate under R. The four blocks of the square will be denoted by I, II, III, 1111 according to the pattern I II
in mi
Since there is a one-one correspondence between transversals and orthomorphisms, these terms will be used interchangeably throughout. Several properties of transversals will now be stated. It follows that if a set of mutually orthogonal transversals contains at least 3, then every pair has either [4, 2] or [2, 4] agreement modulo each of the subgroups, of order 6.
With the above properties alone, hand computation has yielded 5 mutually orthogonal latin squares of order 12.
The above properties are essentially modulo 2 properties. It is possible to give modulo 3 properties but these are omitted as they did not aid in the computations.
We state some computed results. As before the orthomorphism i-*a u i f -> a/ will be written {ao, a\, a<i, a%, a^ a b ; a<f, a± , a 2 r , a^, a 4 ', a$\. The identity orthomorphism has been omitted from all lists.
Examples. A detailed analysis of the non-isomorphic cases will appear in a subsequent paper.
Concluding remarks.
The problem of finding a complete set of squares for n not a prime power is still open. However, even in the case where n is a prime power there is a possibility of discovering planes of a new type. If Veblen-Wedderburn planes were the only type obtainable from orthomorphisms of a group, this would imply that a finite system which was a group under addition, and which had a multiplication for which the equation ax = bx + c had a unique solution if a ^ b, would of necessity satisfy at least one distributive law. This does not seem likely. In the infinite case, there are planes not of the Veblen-Wedderburn type which belong to such a system. An example is given in Pickert (14) .
For n = 4:p, with p an odd prime it is conjectured that using orthomorphisms at least 2p -1 mutually orthogonal latin squares can be constructed. A complete set is not ruled out. It may be noted that for n = 4:p, a pair of squares with [2p, 0] agreement does not have a third square orthogonal to it. For n = Spy no such criterion exists. Perhaps the search for a complete set of squares should be sought in these values of n. The smallest is n = 24 and this is just on the verge of impracticality for machine computation.
What appears to be the biggest lack is a positive construction for orthomorphisms which are not automorphisms. Bruck (4) has shown that using automorphisms only the MacNeish estimate cannot be exceeded. Our present results enable a rapid calculation of orthomorphisms by giving a number of criteria which enable us to reject cases early in the computation. For large n, these criteria are not enough and the calculation is impractical.
