ABSTRACT The present study integrated a discrete search equation to develop a discrete improved artificial bee colony (DiABC) algorithm. A random binary population was added in the initialization. The current optimal solution was then introduced into the search equations for worker and onlooker bees to effectively enhance the convergence accuracy of the algorithm. And a new selection method on scout bees was proposed. Eighteen benchmark knapsack problems (KPs) experiments were conducted, of which the results validated the effectiveness of the DiABC algorithm in optimizing the KPs.
I. INTRODUCTION
Researchers have been examining 0-1 knapsack problems (KPs) since Dantzig first introduced it in 1957 [1] . In the last few decades, KPs have been applied in many fields in the industry, such as in computing theory, and financial management, and it is still a classical combinatorial optimization problem. Classical 0-1 KPs can be described as follows: where w i and p i represent the weight and profit of each item i, respectively; the total weight capacity of each knapsack is less than c; and x i is the decision variable of each item i. The objective of KPs is to solve for the maximal total profit. If the item i is packed, x i is one; otherwise, it is zero. All of the profits and weights are assumed to be positive. In addition, all of the weights are less than the capacity of c, such that the sum of all weights is less than c.
KPs are mixed integer programs, and can be solved by exact algorithms, such as the linear reformulation technique, branch and bound algorithm, and the re-optimization technique. However, KPs are classical non-deterministic
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polynomial (NP)-hard problems. KPs with larger dimensions are more difficult to solve using exact algorithms. KPs are applied in various fields. So, how to slove KPs has become a hotspot.
In recent years, many intelligent algorithms have been proposed to solve KPs, such as GE, ACO, PSO, HS, SFL, and ABC. Intelligent algorithms have less parameters, simple structures, and more rapid convergences. Therefore, intelligent algorithms can be applied as suitable solution methods to solve non-differentiable problems with a high number of dimensions. Zhao et al. [2] produced an improved genetic algorithm to solve KPs. Shi [3] reported the applicability of ant colony optimization (ACO) in solving KPs. Bansal and Deep [4] proposed a new modified binary particle swarm optimization (MBPSO) algorithm to solve KPs and compared the MBPSO algorithm with the basic binary particle swarm optimization (BPSO) algorithm. Zou et al. [5] generated a novel global harmony search algorithm (NGHS) to solve KPs. Xiang et al. [6] developed a novel globalbest harmony search algorithm with binary coding named DGHS to better solve discrete 0-1 knapsack problems, and they tested the algorithm on 20 KPs with different scales. The results were compared with other three meta heuristics algorithms, of which the DGHS exhibited higher efficiency and effectiveness. Bhattacharjee and Sarmah [7] developed a modified discrete shuffled frog leaping algorithm (MDSFL) to solve 0-1 knapsack problems. Similarly, Azad et al. [8] reported a simplified binary version of the artificial fish swarm algorithm (S-bAFSA) to solve 0-1 knapsack problems.
Karaboga [9] take the artificial bee colony (ABC) algorithm to solve many applied optimization problems. Many researchers have applied the ABC algorithm on many practical problems given its easy application and lower parameter requirements. Pampará and Engelbrecht [10] presented three versions of the ABC algorithm and applied it to optimization problems with binary-valued domains. Kashan et al. [11] introduced a new version of the ABC algorithm, which was termed the DisABC, that was specifically designed for binary optimization. Sabet et al. [12] presented a binary version of the ABC algorithm for KPs. Thus far, the ABC algorithm is less applied to binary problems, specifically KPs. The present study proposes a new search solution for conditions with the worker and onlooker bees to improve the exploitation based on many of the previously improved ABC algorithms and KP solving methods. We named the newly designed initialization method and new search equations for KPs as ''DiABC'' for discrete artificial bee colony algorithm, which was specifically developed to solve 0-1 knapsack problems.
II. ABC ALGORITHM
In the natural bee swarm [9] , the artificial bee colony consists of worker, onlooker, and scout bees. Worker bees search for food by continuously circling food sources based on memory, and transmit food source information to onlooker bees. Onlookers find better food sources based on information provided by worker bees. Lastly, scout bees abandon their food sources and find new ones to replace the abandoned food sources once the current food source has been depleted after a certain number of cycles. The artificial bee colony algorithm is presented as follows:
Initialization: We use Eq.(1) to create an initial population:
where i ∈ (1, 2, . . . , SN ); x max and x min are the lower and upper bounds of x i , respectively. The worker bee search process: Wherein the standard ABC algorithm a new food position is produced from the old one as follows:
where k ∈ (1, 2, . . . , SN ) is a random index; k is different from i; and φ i is a random number within the range [−1,1]. The performance of the new position is compared with that of the old one, such that equal or better performance in the new position initiates the replacement of the old position with the new one. Otherwise, the old position is maintained. The onlooker bee search process: The onlooker bees select a food position based on the probability associated with that particular food position, which is described as follows:
where Fit i is the fitness of the solution, which is solved as follows:
where F i is the value of the objection. If the new position is equal or better than the old one, the old one is replaced by the new one. Otherwise, the old one is held. The search process of scout bees is described as follows: If a position is not further revised after a number of cycles, it is abandoned. A new position will be randomly replaced using Eq. (1).
III. IMPROVED ARTIFICIAL BEE COLONY ALGORITHM
Many researchers modified the search equations of the ABC algorithm to enhance its exploitation [13] - [15] , [23] , [24] .
The current search optimal solution is introduced into the respective search equations of the worker and onlooker bees. In addition, the neighborhood search centering on the current global optimal solution is used, which is defined as follows:
where the index k ∈ (1, 2, . . . , SN ) is random and k = i; x best is the current optimal solution; and φ i ∈ (−1, 1) is random. Eq. (5) replaces Eq. (2) in the ABC algorithm. The current optimal solution was applied to guide the search for the new solutions, thereby driving the new candidate solution directly towards the best solution of the previous iteration. As a result, the new search equation described by Eq. (5) greatly enhances the exploitation of the ABC algorithm. Eq. (5) can then replace Eq. (2) for the worker and onlooker bee stages. In addition, the improved artificial bee colony algorithm is proposed as the iABC algorithm, which allows the algorithm to search for the best solution based on the previous iteration, thereby enhancing the generation, significantly increasing the exploitation of the ABC algorithm, and greatly improving the search speed efficiency. iABC Algorithm:
Step Step 8. If the number of cycles is greater than the maximum number of cycles, stop the calculation and record the current optimal value, Otherwise, take the second step.
IV. DISCRETE IMPROVED ARTIFICIAL BEE COLONY ALGORITHM
KPs are binary optimization problems. However, the original ABC algorithm is designed to optimize continuous problems and cannot be used directly for KPs. The present study aimed to enhance the applicability of the iABC algorithm for solving KPs. The discrete improved artificial bee colony (DiABC) algorithm is specifically designed to solve KPs to overcome the discretization of the improved artificial bee colony algorithm. We proposed some modifications on the iABC algorithm to improve the convergence performance of the iABC algorithm as well as to enhance the performance of the DiABC algorithm. An improved binary initialization, modified discrete search equations for worker and onlooker bees, and a new selection method on scout bees produced by the DiABC algorithm are proposed in detail as follows. A uniform distribution process was first applied to randomly generate an initial bee population for the DiABC algorithm. Specifically, the decision variable for the initial population is a randomly generated number within the range of {0, 1}. In other words, each decision variable is either the number 0 or 1.
All of the adjusted variables by the search equation are real numbers. The search equation generally applies the most direct processing method by replace it with the nearest integer. Therefore, Eq. (2) can be redefined by the following equations:
where u i indicates the upper integral function, such that
is the integer function of u i . The decision variable only allows the numbers 0 or 1. Therefore,, the following equation can be applied to change solutions that are not equal to 0 or 1:
A new random position can replace a scout bee process position that cannot be further improved after a number of cycles using Eq. (8) in the DiABC algorithm as follows:
where the value of u i is 0 or 1, such that it is still 0 or 1 when u i is subtracted by 1. The present study designed the DiABC algorithm to solve KPs, the computational procedure of which is detailed as follows:
DiABC Algorithm
Step 1. Set the values of SN, Limit, Maxcycle.
Step 2. Random initialization: Select SN random individuals from the search space. The value of each variable can only be 0 or 1.
Step 3. Calculate the values of the SN individuals.
Step Step 8. If the number of cycles is greater than the maximum number of cycles, stop the calculation and record the current optimal value, Otherwise, take the second step. The whole flowchart of the DiABC algorithm presented in Figure. 1 depicts the DiABC algorithm with a simple structure and easy implementation, thereby the DiABC algorithm enhances the speed for solving KPs. In addition, the experimental results indicate better KP solutions using the DiABC algorithm as compared to using the ABC algorithm.
KPs are constrained combinatorial optimization problems that have hard to determine and difficult to measure global best solution vectors due balancing issues between the constraints and the objective function value. The present study applied a penalty function method to directly converse constrained 0-1 knapsack problems into unconstrained problems. The maximization of g(x) can be transformed into the minimization of −g(x), such that the corresponding penalty function of the 0-1 knapsack problem formulation in Eq. (1) can be redefined and described as:
where α is equal to 10 −20 , which is a penalty factor. 
V. EXPERIMENTAL RESULTS
We test six standard function optimization problems (Table 1) to verify the performance of the iABC algorithm. The improved artificial bee colony(iABC) algorithm with numerical functions was applied to the six experimental benchmark functions under the following conditions: functions F 1 and F 2 are unimodal; F 3 is the Rosenbrock function; the F 4 , F 5 , F 6 functions are multimodal; the dimension D was set at 30; the maximum number of generations equals 1500; the population size equals 100, SN = 50; and the Limit equals 200. Figure. 2 presents the convergence curves of F 1 − F 6 , wherein the iABC algorithm exhibited more efficient convergence and better performance than the ABC algorithm under the same conditions. Under the guidance of the current optimal individual search, many individuals approach the optimal solution, which makes the iABC algorithm converge to the global optimal solution with a faster convergence rate. Especially in the later stage of iteration, the ABC algorithm enters a stagnation state, but the iABC algorithm keeps a better convergence speed in the later stage of iteration. In the process of solving, the convergence speed of the iABC algorithm is much faster than that of the ABC algorithm. Table 2 presents a comparison of the iABC algorithm results with those of the standard ABC algorithm, all of which were obtained from 30 independent runs for each algorithm. The ABC results were directly collected from paper [14] . The rate of convergence presented an obvious increase with the functions (Table 2 ). In particular, the iABC algorithm was able to generate optimal solutions using the functions and offered the higher accuracy on almost all of the functions except for the function F 3 . In the case of function F 3 , the simulation results indicated a worse convergence rate with the iABC algorithm as compared to the ABC algorithm when D = 100. The ABC algorithm did not present very obvious superiority given that the ABC algorithm simulation results were the same order of magnitude as the ABC algorithm results using function F 3 . The iABC algorithm was able to generate better and closer-to-optimal solutions for the functions listed in Table 2 as compared to the ABC algorithm. In other words, the superiority of the iABC algorithm should be attributed to an appropriate balance between exploration and exploitation. Unlike in the ABC algorithm, the global best solution helps the iABC algorithm in rapidly converging the problem to global optimum. Specifically, following initialization, bees in the ABC algorithm begin to search for the best solution, whereas the iABC algorithm pulls many bees together to swarm towards the optimal region, thus allowing efficient convergence towards the global optimum.
In Table 3 , iABC algorithm is further compared with the gbest-guided artificial bee colony (GABC) algorithm [13] , the enhanced artificial bee colony (EABC) algorithm [14] and the novel artificial bee colony (NABC) algorithm [15] . The GABC and EABC results were directly gathered from paper [14] . The NABC were directly gathered from paper [15] . Clearly, more smaller is more better. The iABC algorithm worked better in almost all of the cases and achieved better performance than the GABC and EABC NABC algorithms, especially based on the enhanced rate of convergence in functions F 1 , F 2 ( Table 3 ). The EABC and NABC algorithms only surpassed the iABC algorithm on the Rosenbrock function, although its efficiency was not obvious.
Lastly, the iABC algorithm was compared with DE (DE [17] , jDE [18] , JADE [19] , and SaDE [20] ) and five variants of PSO ((FIPS) [21] , HPSO-TVAC [22] , CLPSO [23] , FPSO [24] , and OLPSO-G [25] ). The FIPS, HPSO-TVAC, CLPSO, and APSO results were all directly collected from paper [14] , and the DE (DE, jDE, JADE, and SaDE) results were directly gathered from paper [14] . The optimal values are shown in Tables 4 and 5 , wherein the iABC algorithm exhibited superiority in almost all of the test functions except for Ackley in the OLPSO-G [25] . In summary, the iABC algorithm prevented the bees from falling into the local minimum, significantly enhanced the evolution process (i.e., faster convergence) and computation times, and presented a more efficient population convergence to the global optimum.
Ten standard benchmark 0-1 knapsack problems were chosen from [5] to evaluate the performance of the DiABC algorithm, of which the detailed information of the 10 test problems are listed in Tables 6 and 7 . In addition, eight randomly generated large-scale test knapsack problems were also employed to further examine the performance of the DiABC algorithm. As in Table 8 , the weight of w i (i = 1, 2, . . . , N ) was randomly generated within the range of [5] , [20] , and the profit of p i (i = 1, 2, . . . , N ) was randomly produced between [50, 100]. The detailed settings of the knapsack capacity c are presented in Table 6 . All of the computational experiments were conducted using MATLAB 7.0. Briefly, 18 test knapsack problems were employed to thoroughly examine the performance of the DiABC algorithm based on the performance of different algorithms previously reported in literature.
Problems 1 and 2 in Table 6 examined the performance of an improved ant colony algorithm by Shi [3] . An and Fu [26] proposed a sequential combination tree algorithm to solve problem 3. You [27] applied the greedy policy based algorithm to solve problem 4. Yoshizawa and Hashimoto [28] employed search-space landscape information to search for the optimum in problem 5. Fayard and Plateau [29] employed a method derived from the shrinking boundary method to solve problem 6. Zhao [30] applied nonlinear dimensionality reduction in problems 7 and 8. Problem 9 was from [31] , wherein a DNA algorithm was applied to solve 0-1 knapsack problems. Three algorithms were applied to problem 10 to solve 0-1 knapsack problems [32] . Detailed information on the best solutions are presented in Table 3 , wherein the parameters were set based on information gathered from literature [5] . Table 9 presents a comparison on the performance of the discrete improved artificial bee colony (DiABC) algorithm with that of the standard ABC algorithm in solving 10 benchmarks 0-1 knapsack problems based on the following conditions: a maximum number of generations equals 2000; a population size of 100, SN=50; and a limit of 10. Every experiment was independently replicated 50 times. The DiABC algorithm required less time to the solve 0-1 knapsack problems than the ABC algorithm ( Table 9 ), indicating that the DiABC algorithm has a faster convergence than the ABC algorithm. The ''mean'' of the 10 problems was much smaller than the maximum number of generations (2000), which suggests the strong performance of the DiABC algorithm. Table 10 indicates that the DiABC algorithm has a better convergence than the ABC algorithm as the former easily produced the optimal solutions for most cases, except g 5 and g 8 . The ABC algorithm was not able to find the optimal solutions for g 2 , g 5 , g 8 , and g 10 , which indicates the applicability of the DiABC algorithm in solving the 10 standard KPs as compared to the ABC algorithm.
In addition, the DiABC algorithm exhibited better performance in solving large-scale KPs as compared to the ABC algorithm (Table 11 ). The best solutions found by the DiABC algorithm are better than those obtained by ABC in most cases. In short, the DiABC algorithm demonstrated better performance and provided a more efficient method in solving the KPs than the ABC algorithm.
VI. CONCLUSION
The present study developed an improved ABC algorithm with modified search equations termed the iABC algorithm. The current search optimal solution was introduced into the search equations of the worker and onlooker bees. In addition, the neighborhood search centers on the current global optimal solution was applied to drive the new solution directly toward the global best solution. The experimental results of 6 benchmark functions indicated more efficient convergence with the iABC algorithm than with the ABC algorithm. In addition, the search equations of the iABC algorithm were more discrete in solving the KPs as the DiABC algorithm. The experimental results indicated that the DiABC algorithm enhanced the performance and the convergence using the new search equations to solving 0-1 knapsack problems. The DiABC algorithm presented a new method for solving KPs, and it may be applied to search for the global optimal in complicated and complex problems and applications due to its fewer control parameters, simplicity, and quick convergence.
