Abstract. In this paper we first show a blow-up criterion for solutions to the NavierStokes equations with a time-independent force by using the profile decomposition method. Based on the orthogonal properties related to the profiles, we give some examples of global solutions to the Navier-Stokes equations with a time-independent force, whose initial data are large.
Introduction
We consider the incompressible Navier-Stokes equations with a time independent external force in R 3 ,
for (t, x) ∈ (0, T ) × R 3 , where u f is the velocity vector field, f (x) is the given external force defined in R 3 and p(t, x) is the associated pressure function. In this paper, we study the blow-up criterion for (NSf ).
1.1.
Blow-up problem in critical spaces. To put our results in perspective, we first recall the Navier-Stokes equations (without external force) blow-up problem in critical spaces. Consider the Navier-Stokes system:
where u(t, ·) : R 3 → R 3 is the unknown velocity field. The spaces X appearing in the chain of continuous embeddingṡ
are all critical with respect to the Navier-Stokes scaling in that u 0,λ X ≡ u X for all λ > 0, where u 0,λ := λu(λx) is the initial data which evolves as u λ := λu(λ 2 t, λx), as long as u 0 is the initial data for the solution u(t, x). While the larger spacesḂ −1+
3 p e (t−s)∆ P∇ · (u(s) ⊗ u(s))ds = e t∆ u 0 + B(u, u), which results from applying the projection onto divergence-free vector fields operator P on (NS) and solving the resulting nonlinear heat equation. Moreover, X T is such that any u ∈ X T satisfying (NS) belongs to C([0, T ], X). Setting u(t, ·) X < ∞ imply that T * X T (u 0 ) = ∞?
In the important work [10] of Escauriaza-Seregin-Šverák, it was established that for X = L 3 (R 3 ), the answer is yes. This extended a result in the foundational work of Leray [22] regarding the blow-up of L p (R 3 ) norms at a singularity with p > 3, and of the "LadyzhenskayaProdi-Serrin" type mixed norms L = 1, p > 3, establishing a difficult "end-point" case of those results. In [16] , based on the work [19] , I. Gallagher, G. S. Koch, F. Planchon gave an alternative proof this result in the setting of strong solutions using the method of "critical elements" of C. Kenig and F. Merle. In [15] , I. Gallagher, G. S. Koch, F. Planchon extended the method in [16] to give a positive answer to the above question for X =Ḃ −1+ 3 p p,q (R 3 ) for all 3 < p, q < ∞ (see Definition 2.1). Also in [1] , D. Albritton proved a stronger blow-up criterion inḂ sp p,q for 3 < p, q < ∞ and his proof is based on elementary splitting arguments and energy estimates.
We recall the main steps of the method of "critical elements": assume the above question's answer is no for some X and define ∞ > A c := inf{ sup
where NS(u 0 ) is a solution to (NS) belonging to C([0, T
In this paper, we consider the blow-up problem for the Navier-Stokes equation with a time-independent external force f , where ∆ −1 f is small in L 3 and the initial data belongs to L 3 (R 3 ). According to Theorem 6.2, we know that there exists a universal constant c > 0 such that, if the given external force satisfies ∆ −1 f L 3 < c, then for any initial data u 0 ∈ L 3 , there exists a unique maximal time T * (u 0 , f ) > 0 and a unique solution to (NSf ) u f belonging to C([0, T ]; L 3 ((R 3 )) for any T < T * with initial data u 0 . Again by Theorem 6.2, we have
, and if T * (u 0 ) < ∞, we have for any p > 3 and 2 < r <
where U f ∈ L 3 is the unique small steady-state solution to (NSf ) (for existence and uniqueness of small steady-state solution, see [2] ) and the function space L r t (Ḃ sp+ 2 r p,p ) is defined in Definition 2.2. However, the above criterion is on the corresponding perturbation solution instead of solution u f .
In this paper, we give the following blow-up criterion for (NSf ):
We use a profile decomposition for the solutions to (NSf ) to prove the above result. Precisely, the decomposition enables us to construct a connection between the forced and the unforced equation, which provides the blow-up information from the unforced solution to the forced solution. More precisely, we can decompose u f in a form consisting of the sum of profiles of solutions to (NS), a solution to (NSf ) and a remainder. We show that the blowup information of u f is determined by the blow-up information of the profiles of solutions to (NS) by an argument using the scaling property of those solutions. Compared with the "critical element" roadmap, we avoid using backward uniqueness of the heat equation (which is only true for the unforced case). We also mention that the method used in [1] can not be applied to our forced case, because the proof of [1] relies on the following scaling property: if u is solution to (NS) with initial data u 0 , then λu(λ 2 t, λx) is also a solution to (NS) with initial data λu 0 (λ·). However the above scaling property is not true for the Navier-Stokes equation with a time-independent force f satisfying ∆ −1 f ∈ L 3 . In fact, for any solution u f to (NSf ) with initial data u 0 , λu f (λ 2 t, λx) is no longer a solution to (NSf ), unless f is self-similar (which means f (t, x) ≡ λ 3 f (λ 2 t, λx)), hence does not satisfy
(And his proof still relies on the backwards uniqueness of heat equation.)
We also point out that one can obtain a profile decomposition of solutions to the forced Navier-Stokes equation with an external force f ∈ L r (R + ,Ḃ
> 0 and initial data bounded inḂ sp p,p for any 3 < p < ∞ with a similar proof as in [16] . And by the same argument as the proof of Theorem 2.4, one can show the blow-up criterion as (BC) by replacing L 3 byḂ sp p,p . 1.2. Global Solutions to the Forced Navier-Stokes Equations. The second topic of this paper is about the global solution to the incompressible Navier-Stokes equation with a small external force.
As we mention before, (NS) has a global solution if the initial data is small enough in the critical initial data space
∞,∞ and the fact thatḂ
∞,∞ is the critical initial data space for (NS), 3
we mention that all of these global wellposedness results require the initial data small enough inḂ −1 ∞,∞ . Let us point out that none of the results mentioned are specific to (NS), as they do not use the special structure of the nonlinear term in (NS). In [8] J.-Y Chemin and I. Gallagher proved the global wellposedness result of (NS) under a nonlinear smallness assumption on the initial, which may hold despite the fact that the data is large inḂ
Our purpose is different. Once an initial u 0 ∈ L 3 generates a global solution to (NS), we want to construct a global solution to (NSf ) with a scaled enough initial data λ −1 u 0 (λ·). This is done by using the perturbation equation of (NSf ) and the orthogonal property of scales/cores. Hence we prove that for any initial data u 0 ∈ L 3 (could be large inḂ The rest of this article is structured as follows. In Section 3, we give the proofs Theorem 2.4 and Theorem 2.6. Section 4 is devoted to showing the profile decomposition of solutions to (NSf ). In Section 5, a perturbation result for (NS) is stated in an appropriate functional setting which provides the key estimate of Section 4. Finally in the Appendixs, we recall some well-posedness results for (NSf ) and the corresponding steady-state equation. Also we collect standard Besov space estimates used throughout the paper in it.
Notation and Statement of the Result
Let us first recall the definition of Besov spaces, in dimension d ≥ 1.
Then the frequency localization operators are defined by
We say f belongs toḂ 
We refer to [9] for the introduction of the following type of space in the context of the Navier-Stokes equations. 
, where T * (u 0 , f ) is the maximal life span of u f , be the unique strong solution of (NSf ) with initial data u 0 . If
Remark 2.5. Our profile decomposition method is not only valid for a time-independent force, but also can be extended to more general time-dependent external force. For example: our method is valid for solutions belonging to
, where the external force f can be written as f = ∇ · V and
is small enough for some 3 < p ≤ 6. Actually our method only depends on the smallness of U f and the continuity in time of solutions in space L 3 , which are similar (U f can by replaced by some small solution with small initial data in L 3 constructed in [6] ) with the solutions in [6] 
, whose associated force is time-dependent. After that we can obtain (BC) for any fixed small external force as above by a similar argument of the case that f is time independent.
Under the smallness assumption on the given external force, the following result is an example for the existence of global solution to (NSf ) whose initial data is large. 
Then there exist λ > 0 depending on u 0 and f such that
Proof of the two main results

3.1.
The blow-up criterion.
Note that A c is well-defined by small-data results. If A c is finite, then A c can be rewritten as
In the case when A c < ∞, we introduce the (possibly empty) set of initial data generating a critical element as follows:
Before proving Theorem 2.4, we prove the above set is empty.
Proof. We prove the proposition by contradiction. Assume D c = ∅, we take a u 0,c ∈ D c and denote
We choose a sequence
By Theorem 4.3 with the same notation, for any t ≤ τ n , u n has the following profile decomposition , for any J ≥ J 0 and n ≥ n(J 0 ),
where τ n = min j∈I {λ 2 j,n T j }. After reordering, we can write
with Λ j 0 ,n ≡ Id for some 1 ≤ j 0 ≤ J 0 and for j ≤ J and n large enough,
which implies that
Hence j 0 > 1, which implies that with the new ordering U 1 = NS(φ 1 ), and T * 1 < ∞. Now we take s ∈ (0, T * 1 ) and let t n = λ 2 1,n s. According to Proposition 4.4, we have A
, where lim n→∞ ε(n, s) = 0 for any fixed s. By the blow-up criterion for the Navier-Stokes equation (see [16] )
And we can take a corresponding n 0 := n(s 0 ) such that |ε(n 0 , s 0 )| ≤ A Proof of Theorem 2.4. We suppose that A c < ∞ which means (3) fails. Let us consider a sequence u 0,n bounded in the space L 3 such that the life span of NSf (u 0,n ) satisfies T * (u 0,n , f ) < ∞ for each n ∈ N and such that
Then by Theorem 4.3 and after reordering as above, we have for any J ≥ J 0 and n ≥ n(J 0 )
and for any n ≥ n 0 (J 0 ), recalling that T * j is the life span of
< ∞ (if not we would have τ n ≡ ∞ and hence T * (u 0,n , f ) ≡ ∞, contrary to our assumption). On the other hand, we recall that U j 0 := NSf (φ j 0 ) with 1 ≤ j 0 ≤ J 0 , where φ j 0 is a weak limit of (u 0,n ) n≥1 . Therefore by the above re-ordering, two different cases need to be considered:
• j 0 = 1: the lower-bound of the life span of u n is controlled by the life span of
, which generates a critical element.
• j 0 > 1: the lower-bound of the life span of u n is controlled by the life span of Λ 1,n NS(φ 1 ).
Case 1: j 0 = 1. In this case, by definition of A c , we have
According to (6) and the fact that A n → A c as n → ∞, we infer that
which means φ 1 ∈ D c . This fact contradicts Proposition 3.1. Case 2 j 0 > 1:. In this case, U 1 = NS(φ 1 ) and U 1 satisfies that lim sup
and Λ 1,n = Id. 7
Profile Decomposition
On the other hand for any s ∈ (0, T *
Thanks to (7), one can take s 0 such that
and choose
, which contradicts the fact that A c < ∞. Then we prove that for any u 0 , if
Theorem 2.4 is proved.
The global solutions to (NSf ).
In this part we focus on the existence of global solutions to (NSf ). In this paragraph we assume that the given external force f satisfies ∆ −1 f L 3 < c 1 , where c 1 is the small constant given in Proposition 5.1.
The proof of Theorem 2.6. Suppose that f is the given external force and ∆ −1 f L 3 < c 1 . According to Theorem 6.2, there exists a unique solution
It is easy to check that Λ λ u is a solution to (NS) with the initial data λ −1 u 0 (λ·) denoted by u 0,λ . By Theorem 6.2, for any fixed λ > 0 there exist a unique T * (u 0,λ , f ) > 0 and a unique solution
We define r λ = u f,λ − u λ − U f , which is a solution to the following perturbation equation
where Q(a, b) = P(a · ∇b + b · ∇a). Hence to prove that there exists a λ 0 > 0 such that
) it is enough to prove there exists a λ 0 such that r λ 0 ∈ L p:∞ p (∞) for some 3 < p < 5. In fact if r λ 0 ∈ L p:∞ p (∞), we notice that r λ 0 has the following integral form
where B is defined in (1) . By the smooth effect of heat kernel and the product law of Besov space introduced in Proposition 6.3, we have that
and there exists some 2 < q < 3 such that
According to the fact that for any 1 ≤p < 3,
) and the smooth effect of heat kernel, we prove r ∈ C(R +
Hence there exists a λ 0 > 0 such that
Profile decomposition
In [16] a profile decomposition of solutions to the Navier-Stokes equations associated with data inḂ sp p,p is proved for d < p < 2d + 3, thus extending the result of [19] . In this section we use the idea of [16] to give a decomposition of solutions to the Navier-Stokes equations with a small external force and associated with initial data in L 3 .
4.1.
Profile decomposition of bounded sequence in L 3 . Before stating the main result of this section, let us recall the following definition.
Definition 4.1. We say that two sequences (λ j,n , x j,n ) n∈N ∈ ((0, ∞) × R 3 ) N for j ∈ {1, 2} are orthogonal, and we write (λ 1,n ,
Similarly we say that a set of (λ j,n ,
Next let us define, for any set of sequences (λ j,n , x j,n ) n∈N (for j ≥ 1), the scaling operator
It is proved in [20] that any bounded (time-independent) sequence inḂ sp p,p (R 3 ) may be decomposed into a sum of rescaled functions Λ j,n φ j , where the set of sequences (λ j,n , x j,n ) n∈N is orthogonal, up to a small remainder term inḂ sq q,q , for any q > p. Since in this paper we only consider the initial data in L 3 , we only state the profile decomposition result of bounded sequences in L 3 in [20] . The precise statement is in the spirit of the pioneering work [17] .
Theorem 4.2. Let (ϕ n ) n≥1 be a bounded sequence of functions in L 3 (R 3 ) and let φ 1 be any weak limit point of (ϕ n ) n∈N . Then, after possibly replacing (ϕ n ) n∈N by a subsequence which we relabel (ϕ n ) n≥1 , there exists a subsequence of profiles
, and a set of 9 sequences (λ j,n , x j,n ) n∈N for j ∈ N with (λ 1,n , x 1,n ) ≡ (1, 0) which are orthogonal in the sense of Definition 4.1 such that, for all n, J ∈ N, if we define ψ J n by
the following properties hold:
• the function ψ J n is a remainder in the sense that for any p > 3, lim
and, for any interger J,
as n goes to infinity.
We mention that, in particular, for any j ≥ 2, either lim n→∞ |x j,n | = ∞ or lim n→∞ λ j,n ∈ {0, ∞} due to the orthogonality of scales/cores with (λ 1,n , x 1,n ) ≡ (1, 0), and also that
4.2. Profile decomposition of solutions to (NSf ). Let (u 0,n ) n∈N be a bounded sequence of divergence-free vector fields in L 3 (R 3 ), and φ 1 be any weak limit point of {u 0,n }. Then, after possibly relabeling the sequence due to the extraction of a subsequence following an application of Theorem 4.2 with ϕ n := u 0,n , defining 
Moreover setting τ n := min j∈I λ 2 j,n T j if I is nonempty and τ n = ∞ otherwise, we have We recall the following important orthogonality result without proof. Its proof is the same as the proof of Claim 3.3 of [16] , as it just depends on orthogonality property on scales/core. To state the result, note first that an application of Theorem 4.3 yields a non-empty blow-up set I ⊂ {1, . . . , J 0 }. Then we can re-order those first J 0 profiles, thanks to the orthogonality (8) of the scales λ j,n so that for n 0 = n 0 (J 0 ) sufficiently large, we have
(some of these terms may equal infinity). 
where ε(n, s) → 0 as n → ∞ for each fixed s ∈ [0, T * 1 ). Proof of Theorem 4.3 . Let (u 0,n ) n≥1 be a bounded sequence in L 3 . We first use Theorem 4.2 to decompose the above sequence. Then with the notation of Theorem 4.3
We define
) and w J n := e t∆ (ψ J n ). By (10) and standard linear heat estimates we have
According to (11), we have for any p > 3
which implies that, for any j ≥ 2,
Hence, I will be a subset of {1, . . . , J 0 } which proves the first part of the first statement in Theorem 4.3. 11
From now on, we restrict p ∈ (3, 5). By the local Cauchy theory we can solve (NSf ) with initial data u 0,n for each integer n, and produce a unique solution u n ∈ C([0, T * n ), L 3 (R 3 )), where T * n is the life span of u n . Now we define, for any J ≥ 1,
where we recall that Λ 1,n U 1 = U 1 . We mention that the life span of Λ j,n U j is λ 2 j,n T * j . Therefore, the function r J n (t, x) is defined a priori for t ∈ [0, t n ), where t n := min(T * n ; τ n ) with the notation of Theorem 4.3. Our main goal is to prove that r J n is actually defined on [0, τ n ] (at least if J and n are large enough), which will be a consequence of perturbation theory for the Navier-Stokes equations, see Proposition 5.1. In the process, we shall obtain the uniform limiting property, namely,
Let us write the equation satisfied by r J n . We adapt the same method as [15] and [16] . It turns out to be easier to write that equation after a re-scaling in space-time. For convenience, let use re-order the functions Λ j,n U j , for 1 ≤ j ≤ J 0 , in such a way that, for some n 0 = n 0 (J 0 ) sufficiently large, we have as in [16] ,
2). We note that λ 2 j,n T * j is the life span of Λ j,n U j . The inverse of our dilation/translation operator Λ j,n is
Then we define, for any integer J,
n is a divergence free vector field, solving the following system:
where we recall that P := Id − ∇∆ −1 (∇·) is the projection onto divergence free vector fields, and where
for two vector fields a, b. Finally we have defined 
In order to use perturbative bounds on this system, we need a uniform control on the drift term G J,1 n and smallness of the forcing term F J,1 n . The results are the following.
The proof of the above lemma is the same as the proof of Lemma 2.5 in [16] , as it just depends on orthogonality property on scales/core. 
Assuming these lemmas to be true, the end of the proof of the theorem is a direct consequence of Proposition 5.1.
Now let us prove Lemma 4.6.
Proof of Lemma 4.6. We first notice that
And we note that the structure of
is the same as the G J,0 n of Lemma 2.7 in [16] . As a consequence of Lemma 2.7 in [16] , we obtain 
By product laws and scaling invariance, we first have
Now we are left with proving that
We can write
n ) as the following way:
by Proposition 4.7. By the above two relations, we have
Lemma 4.6 is proved. 4.3. Orthogonality Property. In this paragraph, we show the orthogonality properties used in the proof of Lemma 4.6. The first statement of Proposition 4.7 is just a particular case of orthogonality property given in [15] (see the proof Lemma 3.3 in [14] ). By the same idea in [15] , we give a orthogonality property in the case that one of the element in the product is time-independent. Proposition 4.7. We assume that (λ 1,n , x 1,n ) n∈N and (λ 2,n , x 2,n ) n∈N are orthogonal. Let T ∈ R + ∪ {+∞}. Then the following properties hold:
where
where T ′ n := λ 2.n T .
14 Proof. As we mentioned above, (21) is a particular case of orthogonality property given in [15] , we only need to prove the second statement of the proposition. For any given ε > 0 one can find two compactly supported (in space and time) functions v ε and U ε such that
Product rules (along with the scale invariance of the scaling operators) gives that
Then it is enough to prove that for fixed ε > 0
Again by Proposition 6.3, we have for some 3 < q < 3p p−3 and small enough δ > 0,
According to the fact that
→ 0. Hence we prove (22).
Estimates on perturbation equations
Now we consider the following perturbation equation,
Let us state the following perturbation result.
).
Suppose that for any
, where c 1 > 0 is a universal small constant. Then there exists a constant C independent of T and ε 0 such that the following is true. If
The proof the proposition follows the estimates of [14] (see in particular Proposition 4.1 and Theorem 3.1 of [14] ). The main difference is the absence of an exterior force and a small time-independent drift term in [14] , but those terms are added with no difficulty to the estimates.
Proof. By Proposition 4.1 of [14] , for any α, β ∈ [0, T ] , we have the following estimates
We recall that c 1 is a small enough number such that
And we claim that there exist N real numbers (T i ) 1≤i≤N such that T 1 = 0 and
Suppose that
By time continuity we can define a maximal timeT ∈ R + ∪ {∞} such that
IfT ≥ T then the proposition is proved. Indeed, by (24), we have ,
Hence according to (24) ,
Hence,
, we have
And by (24) , we have
Thus the proposition is proved in the caseT ≥ T . Now we turn to the proof in the case ofT < T . We define an integer K ∈ {1, . . . , N − 1} such that
and
The same arguments as above also apply on the interval [T k , T ] and yield,
Therefore we have
which contradicts to the maximality ofT .
6. Appendix 6.1. Some results on the steady-state Navier-Stokes equations. In this part, we recall some existence results on the steady state Navier-Stokes equations, and the NavierStokes equations equipped with the same time-independent external force. The steady state Navier-Stokes system is defined as follows,
where f (x) is the external force defined on R 3 . Since we only care about the case of U ∈ L 3 , we state the following result for ∆ −1 f ∈ L 3 without proof, which is a consequence of Theorem 2.2 in [2] . Proposition 6.1. There exists an absolute constant δ > 0 with the following property. If
then there exists a unique solution to (SNS) such that
(2) let p > 3 and 2 < r < 2p p−3
. Then for any ε ∈ R such that 1 and C(p) → ∞ as p → ∞.
Since the first three results in the proposition are standard and well-known, which can be found in [7, 14] , we only give the proof of the last of the proposition.
Proof. For simplicity, we treat w and v as functions. We have ∆ j wv = ∆ j T w v + ∆ j T v w + ∆ j R(u, v).
We first take q 1 such that About ∆ j T w v, we have
And we notice that . We notice that
and Now we turn to the remainder ∆ j R(w, v). We denote that . Since And we recall that B is a bounded operator from
3,∞ ) for any T ∈ R + ∪ {+∞} (see [2] )
