The problem of numerical modeling electromagnetic induction (EMI) responses by metallic objects is complicated by the fact that transmitted fields may penetrate the target, but will often only do so slightly.
Abstract
The problem of numerical modeling electromagnetic induction (EMI) responses by metallic objects is complicated by the fact that transmitted fields may penetrate the target, but will often only do so slightly.
The effect cannot be ignored, yet it is often grossly impractical to discretize the entire surface or volume of a target in space increments only on the order of a fraction of the skin depth. To deal with this problem, we retain a simple integral equation formulation in scalar potential for the region outside the target, where magnetic fields are quasi-static and irrotational. Within the target we apply only the divergence relation, . When the skin depth is small relative to the radius of curvature of the target (e.g. < 0.1 ) we use the thin skin depth approximation (TSA), ∂H n /∂n as ~ -ik H n , just inside the target's surface, where k is the electromagnetic wave number inside the metal and is the normal direction on the surface and pointing inside of metallic object. Examination of analytical solutions for the sphere suggests the parameter range in which this approximation might perform well and suggests ways of improving accuracy over an extended range. The fundamental TSA formulation appears to be relatively robust.
Analysis indicates that it is insensitive to variation over the target's surface of primary field orientation relative to that surface, and that it is only dependent on the target's magnetic permeability through induction number. Implementing the TSA numerically, within the above divergence relation, allows us to express all quantities in terms of tangential magnetic field components and their tangential derivatives over the target surface. In principle, this closes the system completely in terms of the exterior scalar potential. Broadband numerical simulations based on the TSA compare favorably with analytical and other numerical solutions. Test cases involving negligible skin depth show some fundamental induction scattering sensitivities, or lack thereof, for spheroidal and ellipsoidal target geometries and deformations of them. Tests are also performed for prolate spheroidal targets, over a wide range of magnetic permeabilities, for frequencies spanning the orders of magnitude characteristic of current broadband EMI measurement systems.
INTRODUCTION
In the urgent quest for adequate discrimination of metallic targets such as unexploded ordnance (UXO), significant progress has been made in the radar realm, e.g. [1] . However the difficulties of subsurface radar discrimination remain considerable. Recently, substantial success in detection and discrimination of UXOs has been achieved by moving out of the radar realm altogether, into the electromagnetic induction (EMI) frequency range. We take the current state of the art technology to operate between about 25 Hz and 25 kHz, with work underway to push the upper frequency limit to about 300 kHz [2, 3] . In this frequency range, in shallow surveying, the soil and geophysical clutter are typically transparent. Pursuit of discrimination technologies such as EMI, or successful combination of EMI and radar processing, is particularly pressing because the UXO problem is both so widespread and so expensive to remediate. Either from past conflicts or military practice the possible dangers from UXO have closed or endangered vast areas [4, 5] . Cleanup is extremely expensive, particularly because, in the US, about three-quarters of the costs go to excavation of "dry holes" [6] . That is, sensor and processing discrimination is insufficient to separate clutter or inexplicable false alarms from signals due to actual UXO. Along with the promise that broadband EMI sensing has shown for this application in the lab and field [7] , related work in EMI analysis and simulation is now also appearing [e.g. 8, 9, 11, 12] .
To clarify the basis of EMI sensing and analysis, we combine Maxwell equations for constant coefficients to produce one waveform equation: 
This means that, if we impose wavelike behavior through oscillations of a boundary value or a forcing function, the signal will decay rapidly through space. In particular, it declines by e -1 over one skin depth δ = 1/β, before it has completed a single spatial period over the distance 2π/β.
Modeling of EMI responses is complicated by this rapid internal decay of the magnetic field changes that are imposed from outside the target. While penetration of the target can be complete, near the magnetostatic limit, penetration of the target will typically be slight or extremely slight over by far most of the EMI band and relevant parameter space. And though slight, the effect of this penetration also typically has a non-negligible effect on the scattered field, as explained below. Consider the requirements of modeling the crucial internal fields using a domain method, e.g. finite difference or finite element method applied to differential equations. This means having to discretize the scatterer volume using numerical intervals below the target surface that are some fraction of the diffusion length or skin depth, while that scale is also frequency dependent. For the relevant order of magnitude σ ~10 7 S/m, the skin depth δ is on the order of 0.1/ r f µ where r o µ =µ µ . Thus for a typical steel µ r on the order of 100 or more, the skin depth will range from about 1 mm at 100 Hz down to an extremely small fraction of that near the top of the EMI band. Targets of interest are typically on the order of 0.1 m to 1 m. This would impose very stringent mesh requirements indeed.
Resorting to established integral equation formulations will not free us from this resolution problem.
As has been noted for Method of Moments (MoM) and hybrid MoM formulations applied to this problem ( [9] , , one must use sufficient mesh refinement over the target surface to resolve the Green function for the target's interior material. Because the Green function applied at a point on the scatterer surface decays as exp{ikR}, where R is distance from the point on the surface, mesh resolution must be tighter than the skin depth. In general this imposes an enormous computational burden. For example, for the basic case of a sphere with radius a, responses approach high frequency asymptotic limits in the parameter region greater than about χ ∼ 20 µ r [13, 14] , where the dimensionless induction number χ is defined as 2 a a
The parameter χ plays more or less the same role as ka, as used at higher (e.g. radar) frequencies, for expressing behavior in dimensionless or scaled terms. It has been suggested [9] that when penetration is only a small fraction of the target's characteristic dimensions, this resolution problem does not arise because the scatterer may be treated simply as a perfect reflector, with appropriate boundary condition on the external field. Unfortunately this is not so. Examination of the aforementioned analytical solutions for the sphere shows very significant (non-asymptotic) signal activity essentially all the way up to the χ ∼ 20 µ r domain. That is, the effects of volume currents and imperfectly the conducting material are quite significant up to that induction number range. For steel with µ r ~ 100, a ratio of target size to skin depth of 10, 100, or even 1000 in (4) still does not take one into the induction number range above χ ∼ 20 µ r where the limiting, i.e. perfectly reflecting behavior occurs. The overall point is that, though the skin depth may be quite small in relative terms, its effect can still be quite significant, particularly for magnetic materials (µ r >1). In the most recent numerical EMI work, using MoM or finite elementboundary element hybrid formulations, simulations are avoided over this problematical domain [10] . For full simulation capability we must in some way include the electromagnetic activity below the surface of the target in our model, over all regions of significant signal activity.
In most cases we are primarily interested in the scattered field outside of the metallic object. Thus we seek to deal with the abovementioned challenges by devising some simplifying treatment of the field inside the object or on its surface. In the high induction number range, tangential gradients of the internal field near the surface of the object are much less than gradients normal to the surface. This suggests that the field structure inside of the object might be approximated locally as a 1-D field variation in the direction normal to the surface. From this assumption, combined with Maxwell's equations, relationships between the surface electric field and magnetic field (or between the virtual electric current and magnetic current ) can be derived, which are commonly termed as Surface Impedance Boundary
Conditions (SIBCs). One of the simplest formulations can be written as [15] ( ) J r
When the field configuration is most basic -i.e. at least locally one dimensional, with no reflections -Z r may just equal the intrinsic impedance of the scatterer's material [see e.g. 16] . For the EMI problem, a formulation has been presented using the simplest approximation of Z r [15] , but it is only tested against solutions for the sphere. Different ways of estimating surface impedance Z r have been developed in many applications, especially for the MoM [17] [18] [19] [20] [21] [22] , where SIBCs are employed to reduce two surface unknowns to one. In more complex, higher order versions of SIBCs, the value of Z r is adjusted through consideration of local geometry and perturbation of the fields. This results in different ratios between tangential magnetic fields or currents on the one hand and tangential electric fields or currents on the other, in general with different impedance applied to different tangential component directions (anisotropic impedance).
We pursue a related approach here for treatment of the low penetration problem, proceeding directly in terms of the normal magnetic field and its gradients. In particular, motivation of the fundamental approximation comes from considering the rapid decay of inside fields along the normal direction. If the penetration is small enough, the field within the thin penetration layer will decay exponentially inwards from the surface [23, 24] . For this situation, we advance here an integral equation formulation that exploits the particular nature of the target's internal layer of activity when that layer is thin relative to overall target dimensions. Generally speaking, we build the formulation so that the most demanding variations we must resolve numerically are the first and second tangential derivatives of an external scalar potential.
Relative to skin depth, these are typically much milder gradients. There is no upper limit on thinness of skin depth the method will treat. Specialization to the limiting case of EMI perfect reflection (PEC, infinitesimal skin depth) is explored specifically, showing fundamental shape dependencies in scattering from variations on canonical geometries.
In what follows we first present the basic formulation, based on Thin Skin Depth Approximation (TSA). In the next section the analytical solution for a conducting permeable sphere is used to estimate the domain of TSA validity. Thereafter the high frequency limit of the formulation is employed to study perfectly reflecting (PEC) scattering by variations on canonical geometries. The observed aspect ratio and morphology dependent effects depend only on the exterior shape of the target, not its internal electrical properties or constituents. Cases with significant target penetration are examined next.
Comparisons with the analytical sphere solution suggest which implementations of the method are superior. Guided by this, we obtain quite good agreement between our simulations for prolate spheroids and corresponding analytical and numerical solutions by other methods, from moderate induction numbers up to those pertaining to asymptotic limits of EMI scattering.
FORMULATION
We begin with Ampere's law, applied to the region exterior to the target, Gauss's magnetic divergence law, and the jump condition on the normal magnetic field across the surface, 
Here H is the magnetic field (A/m), i is the square root of minus one, and E is the electric field (V/m).
The superscript e indicates quantities pertaining to the environment exterior to the target; quantities without superscript pertain to the target interior. We will rely on continuity of tangential fields across the target surface and, in keeping with the divergence equation (7), we connect internal and external normal H fields by the jump condition. The exterior (soil) environment is assumed to have the magnetic permeability of free space.
As in essentially all EMI modeling, we may assume that magnetic effects in the external region are quasi-static, with the consequence that the last term on the right of (6) is eliminated. Further, because E fields are small and electrical conductivity in the soil is negligible compared to that in the metallic target, we also drop the first term on the right hand side of (6 (9) which, together with the divergence law provides a Laplace equation for ψ
The integral equation equivalent of this, which we will actually work with numerically, is respectively. S is the surface of the object, n is the normal direction over S, positive inwards, and the parameter α, as will be explained, depends on the observation point location. This classical result [e.g. 25] can be obtained easily by integrating (10) over the volume exterior to the scatterer and applying Green's second identity to convert volume integration into surface integration. In doing so we exclude the singularity in g(r, r ) at the observation point, which is located either within or on S, by surrounding it with a small exclusion volume and integrating over the surface of that volume separately. The remaining integral is the second term in (11) , equal in particular to the principal value of the original integral. The value of the integral over the exclusion volume, as that volume shrinks to zero, produces the first term in (11) .
′
Because of the nature of the integrand and the fact that we have not interchanged the order of any integration and differentiation in this limiting process, the form of (11) does not depend on the particular geometry of the exclusion volume chosen, and the result is general. Altogether, this means that α equals the solid angle subtended by the surface over the required exclusion volume divided by 4π. Thus for observation points strictly within the space exterior to the scatterer, α is equal to 1. For observation points located on smooth portions of S itself, an exclusion volume subtending only 2π radians is required, thus α equals ½. When r is located at irreducibly sharp points on S (e.g. node points on a piecewise linear, faceted mesh) then α equals the solid angle exterior to the object that is required to exclude the singularity, divided by 4π, producing a value in general different from 1/ . While the numerical shape may be intended ultimately to represent a smooth shape, on which 2 α is uniformly 1/ , we find (below)
that strict adherence to the implications of the finite mesh geometry produces superior results. For discussion of matters concerning related integral equations, exclusion volumes, and associated limiting processes, the reader is referred to [26] . We note that as an observation point within the external space approaches but does not contact S, challenges will arise in the evaluation of the expressions in (11).
Ultimately we must obtain the same result as is produced by α equal to ½ as the observation point becomes infinitesimally close to S. From our computational standpoint, we do not attempt evaluation in this region, but instead either consider points directly on S or sufficiently far from it that the two distinct values of α can be used without difficulty. 2 Overall, the formulation will proceed simply in terms of a numerical, i.e. discretized equivalent of (1) PEC model
If the skin depth is very small, we can neglect all penetration of the object. The object behaves essentially like a perfect electric conductor (PEC). With right hand side of (8) To proceed we set up linear triangular elements on the surface of the object, with any function f interpolated over the surface as (12) where is the value of
ϕ is a basis function equal to unity at the k th node, declining linearly to zero at element edges connecting adjacent nodes, and equal to zero everywhere else. Applying (11) at each nodal point r i , with H n neglected, yields
Solving these nbn equations for ψ at each node completes the solution. H at any observation point r, is obtained from the gradient of (11), with
(2) Thin Skin Depth Approximation (TSA)
For lower frequencies in the EMI range than those producing PEC behavior, the transmitted field penetrates the target slightly. The skin depth is typically small but finite and fields within it must be treated in some way. Logically we would expect that this might be accomplished, above some (χ, µ r ) parameter limits, by simply relaxing the final assumptions that led to the PEC idealization. In particular, finite but slight existence of near surface currents would support the existence of some slightly non-zero H n value. Thus we proceed by putting back into the integral equation and devising a way to treat it. 
H
The key to re-expressing in tractable form lies in 1) assuming a form for the internal solution suggested by the thinness of the layer, that is, by the tendency of the layer to follow the surface geometry, and 2) by applying the divergence relation (7) within the layer. By implication we also draw on all of Maxwell's equations in that region, assuming a particular form of solution for the normal magnetic field component:
Relations of this form have been suggested for use in the EMI domain, in [23] , though no results or tests were presented. Most important for our formulation, we use (15) as motivation for a relation to be applied only on the surface,
where s and t are tangential coordinates on the target surface. We will structure our computational procedures so that these tangential coordinates never need be defined explicitly, in contrast to the form presented in [23] . When α n is taken to be exactly 1, equations (15) and (16) treat field variations across the layer as locally one-dimensional, normal to the surface. To the extent that α n is approximately 1, we are assuming that the principal gradients in H within the subsurface layer are normal to the surface. In general, the "correction factor" α n is close to 1 when the frequency is high enough so that the layer is in some sense thin relative to the target's characteristic dimensions. The factor n α is introduced here simply to quantify the ratio of the derivative on the left hand side of (16) to the product ikH n . As such, it serves to relate normal magnetic field and its normal derivative in a way analogous to the manner in which surface impedance relates tangential electrical field and tangential magnetic field in SIBC approach. Note that the SIBC approach also produces the relation (16), with α n equal to 1, for the simplest case of a onedimensional field structure in the special case when the impedance is equal to the medium's intrinsic impedance. Here we justify the approximating assumption (16) by referring to the intensely lossy, diffusive nature of the interior fields near the surface. This tends to produce thin layers of activity which therefore tend to be locally 1-D in distribution, normal to the surface. It also produces the equivalent of an impedance formulation with effective impedance equal to intrinsic impedance because there can be no internal reflections complicating the relations between E and H. In contrast to typical SBIC procedures, we consider higher order approximations by working directly with α n , i.e. directly with the relations between the normal field component and its normal derivative, instead of considering possibly different ratios for the different tangential components. Analytical solutions for quasi-magnetostatic scattering from spheroids have been obtained using in effect hybrid formulations [28, 29, 30] . That is, those analytical approaches begin by assuming that variation of tangential fields normal to the surface is of the general form (15) , with a factors in the exponent that take into account the geometry of the spheroidal coordinate systems and the interrelation between components. This implies an anisotropic, space dependent impedance on the scatterer surface, without explicitly restricting the form of variation needed for a consistent normal field component.
We will proceed by tying H n and its steep normal gradient to the much gentler tangential variation of the tangential field components. This is accomplished by combining (11) and (16), and applying a weighted integral expression of the divergence relation (7),
where is the integral weight to be defined below, U i is a small volume just below the surface elements adjacent to node i, with a depth d smaller than the skin depth δ, and we have assumed that µ r is constant will not be strictly normal to the contiguous surface elements outside A i (dashed lines). As we will see in the numerical results (i.e. figure 10), this inconsistency causes a little inaccuracy, especially for method 1.
However, this inaccuracy has been greatly minimized in method 2 by applying a weighting function, which is zero at the region of inconsistent. One reason for applying this integrated version of (7) is to obtain relations for ∂ ∂ H n n that are consonant with numerical mesh geometry and its piecewise varying , and that do not require explicit expression in any particular curvilinear coordinates. The weight w i may be chosen for numerical advantage or computational convenience, and we experiment here with two alternatives.
n Method 1 This is the simplest choice for w i , namely
Thus the divergence relation (7) is simply integrated over the subdomain U i about point i, as shown in the figure. Re-expressing the volume integral in surface integrals provides
Note that over A i and A the unit normal to U i equals -n and n , respectively. By constructing, each portion of A s is perpendicular to the contiguous element on the object's outer surface within A i .
Therefore the normal ˆi −ν along each portion of A s is the tangent to surface element above it, and that tangent, , is also perpendicular to L i . Thus the right hand side of (19) can be re-expressed as (20) where the lines run around the edges of U i and A i , as illustrated in Figure 1b . 
Aside from ψ, all quantities in equations (17) through (21) pertain to the interior of the target. To connect interior to exterior quantities, we combine the basic TSA assumption (16) with the jump condition (8), producing n j e nj r H ik H n µ ∂ = − ∂ (22) at each (j th ) node. Using these last two equations, we can now produce a formulation that incorporates the jump condition for normal components and continuity of tangential magnetic field components, to link the external variable ψ e to essential activity below the target surface. The third integral on the right hand side of (21) provides a difference expression tantamount to the contribution to divergence by components tangential to the surface, and thus by tangential (second) derivatives of ψ e . The first two integrals on the right side of (21) treat normal derivatives. All these expressions include curvature effects, and in both normal and tangential cases this is done in such a way that no explicit curvilinear coordinate system need be defined, either locally or globally.
Expressing H n and ψ e in terms of their nodal values, in the manner of (12), we rewrite the first integral on the right side of (21) as
where we have considered that the linear basis functions are constant in value as a function of distance normal to the surface, within U i . Combining this with (21) and (22) yields the ultimate result for Method
The second integral above is just one third of the sum of the areas of the elements adjacent to node i. 
Method 2
By using the basis function φ i as the testing function w i in (17) one obtains an alternative numerical implementation of (7), without the line integral around A i and thus without the approximation issues surrounding it. Rearranging (17) and applying the divergence theorem yields
As d is reduced, the second surface integral collapses to a line integral, 
All of these integrals may easily be evaluated in closed form. Once again, the formulation includes both tangential and normal contributions to the interior divergence, strictly in terms of surface quantities applicable on the exterior of the object. What are effectively tangential (second) derivative and normal derivative difference expressions are obtained based on details of surface geometry, without reference to any coordinate system, but derived entirely from the numerical mesh. ultimately the complete system of equations consisting of (11) and either (24) or (26) can be written in the
A A (27) where the coefficient matrices , For example, one can recast (27) as
The matrix depends only on geometry. Thus its inverse need only be calculated once for a given mesh, for all electrical properties and all frequencies treated. (24) and (26) 
ANALYTICAL SOLUTION FOR SPHERE; DOMAIN OF TSA VALIDITY
To assess the TSA and our implementations of it, we explore its domain of validity in application to the fundamental case of a homogeneous spherical scatterer, for which we have an analytical solution (e.g. [11, 12] ). If the primary field is H pr = , then the magnetic field will be of the form 
where k is the wave number inside the object. The correction factor α n can then be written as n 2
As shown in Figure 2 , the accuracy of the TSA approximation increases (α n -> 1) when the induction number is greater than about 20 ~ 40. This result is quite striking in that it depends only on ka; that is, equivalently, only on the ratio of the radius of curvature to the skin depth (see (4) ). Interestingly, it is independent of position on the target, applying equally well regardless of the local orientation of the surface and the impinging primary field.
Further, unlike the solution itself for the sphere (33), the expression in (34) does not depend on µ r separately. We note that the picture presented here applies to the accuracy of the TSA per se, which pertains to the fields internal to and near the scatterer's surface. It does not necessarily indicate the accuracy of the resulting exterior secondary field. Nevertheless, it supports some notion of the domain of validity of the TSA's use and provides a framework for the testing of it. Considerations of the independent influence of r µ aside, the tests below suggest that the result above provides a reasonable basis for evaluating the applicability of the method, provided that one restricts it according to the most relevant or restrictive equivalent a, i.e. radius of curvature, in the expression for χ. A more complete analysis of the scattered field accuracy, including the influence of r µ , has been developed [31] and will be reported subsequently. Perhaps most important, the results above suggest an explicit expression for α n, based only on local curvature relative to skin depth. This might be applied in (16) in an attempt to expand the region over which the method will produce accurate results. This possibility is pursued in the sections below.
RESULTS: PEC CASE AND SHAPE SENSITIVITY
As illustrated in the following sections, in the EMI realm scattered fields from metallic objects reach asymptotic limits at both low and high frequencies (induction numbers), where volume currents become insignificant. On the low end, the imaginary part vanishes and the real part of the response becomes flat, at a value equal to that of the magnetostatic case. At the high end, the imaginary part again vanishes and the real part of the response stabilizes at a value corresponding to inductive perfect reflection from the object. From the point of view of sensing, this latter condition has both the advantage and disadvantage that the secondary field depends only on the outer shape of the object and not on any of the target's other parameters, e.g. metal type. In this section we explore some ways in which variations and deformations of some canonical shapes produce identifiable scattering trends. Confidence in these PEC results was Results for secondary field scaled by r 3 at observation points along the z axis (x=y=0) are shown as Figure 4 . Beyond some differences quite near the scatterer, all three cases produce the same result.
Considering the quasi-static field produced by a current loop (infinitesimally thin wire) in free space, we expect the radiated far field normal to the loop to be proportional only to the area of the loop, not its shape, for a given current (e.g. [24] ). However here the object constitutes a volume, not a loop. The induced circumferential currents vary as a function of z, and may influence one another. Nevertheless, we see a fundamental behavior similar to that expected for the idealized loop. Remaining with monostatic observation and the same set of shapes but changing orientation, we consider transverse excitation. Figure 5 shows results for illumination and observation transverse to the broad side of the targets ( H ), while Figure 6 shows results for the equivalent case transverse to the narrow side ( H ). The ranking of the magnitude of the target responses is directly proportional to the area of the side facing the sensor. In radar scattering we might expect this to be due simply to the magnitude of cross section normal to incidence direction, that is, due to currents stimulated over the area of the target facing the sensor. However here the currents over most of the surface facing the excitation orientation are quite small; it is the currents around the circumference of the cross section that have the greatest moment and the greatest effect on the received response. Evidently, for a given volume of metal target, a shallower, more broadly flattened aspect causes the greatest radius of induced current loops, and this outweighs the fact that those currents loops are spread over a much shallower depth along the viewing axis. Note that, to produce strongest scattering, broad flattening of the shape in all directions transverse to the primary field is essential. By contrast, consider scattering strength from the narrower side view (Figure 6 ). Relative to the Z-axis view (Figure 4) , the object presents a more "flattened" cross section, with greater distribution of the volume transverse to the viewing axis. However from this Finally, note that aspect ratio evidence also resides in a single bistatic observation, though more weakly. Figure 7 shows results for the same three ellipsoids and for a sphere with the same dipole moment as a reference, with illumination from the Z direction but observation along the X and Y direction at different Z levels. Given the fixed target length and cross sections facing the sensor, the primary field produces a given dipole moment, as evident in Figure 4 , for monostatic, Z-axial observation. Thus observations along the X and Y directions gradually converge to the same values as a function of distance from the target; this is, they ultimately converge to the same dipole field distribution for points sufficiently far from the target. At high Z level (Z = 0.8 m), we only see very slight differences in the near field (X and Y points close to zero). However at Z = 0.15 m the differences are much larger, which means that details of the objects might be detected only if the targets are shallow enough. Pursuing this, we note that at near field bistatic observation points the response is smaller in the views towards which the target presents the broadest aspect (observation points along X axis). This cannot be explained by the same logic as before (above), for the tri-axial monostatic views: Here we are viewing effects of the same set of currents, merely from different vantage points. An explanation of this reversal in ranking of the bistatic curves is offered by an examination of the geometry of the scattered field emerging from the end of the target, and by the observation that we are observing a single component, H z . The "beam" of scattered H field fans out more broadly transverse to the narrow target dimension while it remains more "focused" transverse to the broader dimension, much like a radar beam emerging from an aperture. The more vertical trajectory of the field transverse to the wider dimension brings with it a stronger H z component. Taken together, these results have implications for inference of multi-axis aspect ratio. Many types of UXO have more or less cylindrically symmetrical shapes, like the prolate spheroidal shape, whereas bits of scrap from exploded shells are often thin-walled sections. Varying the sensor location and comparing readings could thus suggest the overall shape of such metal targets.
Most items of scrap are likely to be more irregular, or at least more curved than the canonical shapes above. Therefore we consider next three degrees of bending of the shape in Figure 3b . Each new shape is produced by bending this most flattened ellipsoid about its long axis, such that the original longitudinal center (X, Z) plane is bent into a circular cylindrical arc, with a given radius of curvature in a each case: ρ 1 = 0.1, ρ 2 = 0.06 or ρ 3 = 0.035. The Z-directed cross-sectional area at each Z value remains the same during bending. Figure 8 shows the three cases, ranging from slight bending in the first to near touching of the opposite sides in the third case. A primary field p r = H produces the secondary fields shown in Figure 9 at observation points along the Z axis (Transverse positions of the objects were shifted so that the Z axis remains at the target's "center of mass" in the (X, Y) plane). Clearly, except very near the targets, for the class of geometries considered here, the transverse cross section determines the scattering consequences of the induced currents for different bending radii. This occurs even though the secondary field from some positions on the more bent shapes impinges directly on other portions of the surface.
Parenthetically we note that the fields do in fact show influence of the shape if observed quite near the target, even changing sign as the bending increases from an open to a nearly closed form. z Figure 8 . The three bent ellipsoids, with shading added only to illustrate shapes. (11), (24) and (31).
2. Same as #1 but based on the alternative divergence equation implementation (Method 2), using equation (26) instead of (24) 1 dA A dn directly from the mesh instead of using the value for the analytical shape.
4. Same as #3, but correcting with the analytical α n calculated from equation (34) . Implementation #1 is the most idealized. It assumes that the mesh is functionally smooth like the analytical shape, even at its nodes; that the normal derivative of the area can be approximated simply, using the uniform value pertaining to the analytical shape; and that the simplest numerical formulation of the divergence relation is employed (Method 1). In the fourth approach we apply a non-unity correction factor, α n , as a function of induction number, based on the analytical solution for the sphere. We approximate the small area around one nodal point as a small patch of sphere surface in the sense that we calculate the normal gradient of area dA/dn, and estimate the radius of an equivalent sphere from
, which is exact for a spherical surface. Results from these approaches are shown relative to the analytical solution in Figure 10 . Coincident results from both "fine" and "medium" mesh discretizations indicate that the results are generally at numerical convergence, so that is not a factor in the comparisons. The biggest effect on the results is produced by using Method 2 instead of Method 1.
Comparing Method 1 and Method 2 supports the view that equation (26) provides a better approximation of the tangential second derivatives of ψ than (26) . Using the numerical value of ( )( Application of the analytical α n correction factor here provides an interesting demonstration, though a somewhat flawed one. It is reassuring in that it shows that, when everything else is done in the optimal manner, the corrected TSA approximation gives virtually exact results. However, because the correction is based on the sphere and we are simulating the sphere, this is a bit like giving the method the correct answer. The real utility of this α n factor may lie in its potential application to non-spherical geometries, based on local curvature, as considered below. Figure   11 and Figure 12 show plots of scattered far field values of H z *z 3 (axial excitation) and H x *x 3 (transverse excitation), respectively, versus induction number. The cubic distance scaling means that we compare magnetic dipole moments, essentially. To show the effect of the correction factor α n , we also show results with assumption α n =1. The analytical results are restricted to a certain induction number range, and we only consider this case of µ r = 10, because of numerical difficulties in their evaluation [29, 30] . Error from the thin skin approximation is greatest at very low induction numbers. Other numerical results to which we compare ours in the figures are obtained using the Method of Auxiliary Sources [32-Error! Reference source not found.]. Slight digression of the MAS curves at the highest induction numbers may be due to its numerical difficulties in that domain. The induction number on the horizontal axes is based here on the transverse semi-axis dimension of the spheroid, which may overestimate the effective induction number. Thus, the TSA system appears to perform somewhat better than expected. In the axial case, the fact that good results appear at somewhat lower induction numbers than 20, as opposed to somewhat higher ones, may reflect lesser current activity near the object ends in this orientation, with most significant circulation around the mid-section.
In the transverse case (Figure 12 ), we might expect more influence of the greater end curvature, and diminished performance range, as the currents presumably circulate over the sharper ends. However the reverse is true: the transverse case shows better agreement. Results from both of these orientations together suggest that the response is dominated by the curvature over the majority of the object, namely around its midsection, and not by the "worst" curvature. The correction factor helps a little but in many cases it seems to "over correct." Presumably this is due to our assumption of a doubly curved spherical surface in applying the factor, whereas the spheroids have are more singly curved on the sides.
It can be shown that the difference near the static limit between the TSA simulations and analytical or MAS results is not due to the TSA itself but only to limitations of some of the geometrical approximations used. Given that the TSA was devised specifically to rely on the character of high frequency cases, it seems surprising that the formulation should provide virtually exact results near the static limit. This is explained in analysis to be reported subsequently. Overall, in both near and far field, the TSA performs quite well except at the combination of lowest frequencies and lowest permeabilities. For the highest permeability it performs extremely well over the entire frequency range. In interpreting these results, we are limited in how wide ranging our inferences might be here because only three frequencies are considered. Nevertheless, it appears that for a fixed frequency range spanning the orders of magnitude in current EMI capabilities, increases in µ r work to the advantage of our method. This may deserve some comment, given the fact noted above that α n for the sphere does not depend separately on µ r . Overall, note that the TSA pertains only to quantities interior to the target, while µ r plays a strong role in the relation between interior and exterior field values. Further, µ r influences the induction number range and frequency range in which the signal activity of interest occurs. For the axial case for our an elongated object, the EMI response is pushed into lower frequencies when µ r is increased. Thus our chosen frequencies tend to encounter a regime in which deep volume currents are less important. In the transverse case, when µ r is increased the bulk of the response shifts into higher frequencies. The chosen frequencies encounter more of the shape of the overall response without, as it happens, stressing the induction number limits on our technique. Note in the lower right plot in Figure 15 that the highest magnitudes in the quadrature component have now shifted from the lowest frequency to the middle one. That is, we are now achieving accurate results across the quadrature peak, instead of just on the high frequency side of it.
At a given frequency, we might expect better agreement in the axial than in the transverse case. In the latter the induced currents presumably pass over the greatest curvature at the tip, engaging an effectively lower induction number there than when the currents pass predominantly around the midsection in the axial case. However we see no significant difference in accuracy between the axial and transverse cases. 
SUMMARY AND CONCLUDING DISCUSSION
The formulations introduced here are designed to succeed in attacking broadband electromagnetic induction problems numerically when primary magnetic fields penetrate a metallic object negligibly to moderately. Analytical arguments and computational experiments suggest that the methods apply well when the skin depth of the target material is no greater than about an order of magnitude less than a characteristic radius of the object. Electromagnetic activity imposed from outside penetrates significantly to about 3 skin depths. Thus the general TSA method applies down to low enough frequencies so that the induced interior activity occupies most of the object's volume,
given that most of the volume resides over the outer fraction of the effective radius.
At the high frequency (high induction number) end of the spectrum, results of the method converge without difficulty to the scattering regime in which the object functions as an inductive perfect reflector (PEC). At that limit, solutions can be obtained in terms of a single scalar unknown, the potential exterior to the target. As the target becomes more penetrable, only one other unknown need be added. Also, in principle this additional degree of freedom can be condensed out of the formulation so that solutions might again be obtained in terms of a single scalar potential.
Pursuing PEC simulations of a prolate spheroidal target, we find that when its length is maintained but it is deformed laterally into ellipsoidal shapes or ellipsoids bent about their long axis, monostatic axial responses are invariant. By contrast, transverse monostatic observations of the same geometries show shape dependent variations of response. Overall, PEC monostatic responses of a set of ellipsoids with a given volume are notably greater when the targets present shallow, broadly flattened aspects to a sensor, than when they present narrower profiles running deeper in the direction of the primary field. Bistatic observations under axial excitation also show some basic contrasts to the invariant responses in the monostatic axial case. Shape dependent differences in the bistatic response patterns only appear in the near field, and relate to variation of the target's aspect ratio as seen from the observation point.
Broadband tests on prolate spheroids with non-negligible penetration verify the accuracy of the general TSA method, relative to analytical solutions and other numerical methods, in both near and far field. The method performs best in cases with combinations of high frequencies and high magnetic permeability. Thus it shows its greatest strength and utility where other methods are often most stressed. For a relative permeability of 100 and a target about 10 cm by 30 cm in size, it provides excellent results over frequencies spanning the practicable orders of magnitude of current EMI measurements (~100 Hz to ~ 10kHz). In the very least, this system might serve as an asymptotic "fix" for other approaches if they founder at high induction numbers.
Like other methods, ours might also be stressed by very elongated geometries when those geometries entail influential features with high curvature, e.g. very sharp tips. However it is not yet clear how physically significant such features are, particularly when they constitute isolated regions of extreme curvature, such as sharp edges or points on otherwise smooth forms. In the numerical tests performed here, the method did not appear to suffer when tip curvatures implied troublesomely low induction numbers locally. This may be due in part to our application of a correction factor in the basic equation expressing the thin skin depth assumption, calculated from local curvature of the target surface. Based on the analytical solution for a spherical target, this correction factor has a logical, if not wholly rigorous basis. While the factor did not prove very influential in the cases considered here, it is designed to extend the range of applicability of the method into lower frequencies than would otherwise be possible to treat. In future work we will pursue refinements of this factor, to optimally address more varied surface curvature types. 
