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PREFACE 
The original objective of this research was to derive 
necessary conditions which would enable us to determine the 
nature of the intermediate - thrust arcs of optimal rocket 
traj~ctories, whioh Lawden had obtained in closed form. From 
th~ calculus of variations point of v~ew these arcs are known 
as singular extremals. Such extrema.ls can satisfy the classical 
Clebsch-L,egendre oondi ti on marginally (equality). In such a 
case, it is necessary to discover further in,equali ty conditions 
by reference to which the nature of these extremals can be 
decided. Several authors have previously obtained such 
generalized Clebsch conditions, which are however limited to 
the variation of one control variable at the time. Here the 
., 
complete generalized Cl~bsch condition is presented and this is 
stated as theorem 2 in chapter 4. In section 4.8 it is shown 
that the positive definiteness of this generalized Clebsch 
condition plays a role in the derivation of the singular 
extremals similar to that of the positive definiteness of the 
classical Clebsch condition in the derivation of regular 
extremals. The theory is applied mostly to problems from the 
theory of optimal control. 
I wish to express my thanks to my research supervisor 
Professor P.F. Lawqen for his many invaluable suggestions and 
in particular the original problem. 
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CHAPTER 1 • THE BOLZA PROBLEM 
1.1. INTRODUCTION 
The Calculus of Variations is in a sense an extension 
of the Differential Oalc~lus. It is mainly concerned with 
the theory of maxima and minima. However, the quantities to 
1 
be extremized belong to a class of functionals, i.e. functions 
of functions. One of the most important problems of the 
Calculus of Variations is·the Bolza problem, which was first 
formulated in 1913. Theoretica,l'ly this problem is equivalent 
to the Lagrange problem which was formulated in 1770 and the 
Mayer problem which was formulated in 1878. An interesting 
short history of these problems can be found in iss [ 1 ]. 
In the nomenclature of Bliss [2], the Bolza problem 
can be formulated thus: y. ( x) , i == 1 , 2, .•• , n is a set of 
l. . 
' functions de ned over an interval a < x < b and satisfying 
diffetential constraint~ 
¢l (x , y , y 1 ) == 0 , f3 == 1 , 2 , • • • • , m < n , (1.1.1) 
where y,y' denote the whole set of.functions and their 
derivatives. The derivatives y! (x) are assumed to be 
i 1 
c0ntinuous except for a finite *umber of finite scon-
tinuities. x 1 ,x2 are endpoints satisfying a < x 1 < x 2 <b. 
The values of the functions y.'(x)·at these endpoints are 
. l. 
required to satisfy end c.ondi tfons 
2 
0, J.,t = 1 ,2, ••• p~ 2n+ 2. (1.1 .. 2) 
The problem is to determine the set of functions (if 
it exists) and endpoints satisfying these end conditions 
and the differential constraints, which minimizes a 
functional J given by 
J g[x1,y(x1),x2,y(x2)] + .f2f(x,y,y')dx, J Xi 
where g and f are known functions. 
1 .2. NOTATIONS AND ASSUMPTIONS 
The notation which will be employed is simi 
(1 .1 .3) 
to 
used by iss in [2]. Thus partial derivatives will be 
t 
indicated by subscripts. The repeated indices summation 
convention will be used unless otherwise stated. We say that 
f(x,y,z) e en an open connected region r of the 
(x,y,z)-space, if all parti derivatives of order n st 
and are continuous. Again we say that y(x) e. Dn in an open 
connected subset r of the Euclidean l if y(x) € cn-i 
in r and the nth derivative yn(x) is continuous except for 
a fi te number of fini discontinuities at which left-
and right-hand limits exist. 
Let r 1 be an open region of (2n+1)-dimensional points 
(x,y,y 1 ) in which ¢f3(x,y,y 1 ) € 0 3 and f(x,y,y') 6 0 3 • Then 
matrix 
will be assumed to have rank m everywhere in r 1 • 
Similarly let r2 be an open region of 
(2n+2)-dimensional points (x1 ,y. ,x2 ,y. ) in which 11 J.ld 
(1.2.1) 
~(x1 ,y. 1 ,~2 ,y. ) e 03 and g(x1 ,y1. ,x2 ,y. ) e 0 3 • Then the 1 12 ~ 12 
matrix 
will be assumed to be of rank p in rs. Here 
(1.2.3) 
with similar notations for other derivatives. 
Given functions y.(x) define an arc E in an ( ) 1 . 
dimensional space in which (x,y1 ,y2 , ••• ,y) are coordinates. n 
An arc E is s.aid to be admissible if its elements (x,y ,y 1 ) 
and (x1 ,y. ,x2 ,y. ) belong to there ons r1 and r2 defined 1·1 12 
above and furthermore satisfy the differential constraints 
(1 .1 .2) and the end conditions (1 .1 .3). This definition of 
admissibility is more restrictive than that of Bliss [2] 
because the arc E is required to satisfy the differential 
constraints and the end conditions. 
1 .3. THE CLASSICAL NECESSARY CONDITIONS 
The standard approach in the Calculus of Variations 
3 
is to assume that a certain admissible arc E with elements 
(x,y,y') and end conditions (x1 ,yi 1 ,X:;;pYi2 ).is the 
minimizing arc. Four sets of necessary conditions are then 
deduced which must be satisfied by any minimizing arc. 
Nermally, it is expected that these four sets of necessary 
conditions provide sufficient information to characterize 
4 
uniquely the minimizing arc. These four sets of necessary 
conditions are known as the Multiplier Rule, the Weierstrass 
condition, the Clebsch (Legendre) condition and the Jacobi 
condition. 
The Multiplier Rule: For a minimizing arc E, it is necessary 
that there exists a non-negative constant Ao and constants 
eM,ci together with functions A~(x) such that the function 
F(x,y,y' ,A) (1 .3.1) 
satisfies the du Bois-Reyrnond equations 
Fy!(x,y,y' ,A)= Jx Ny.(x,y,y' ,A)dx + ci 
l xi l (1.3.2) 
along arc E, and furthermore, the Transversality condition 
for all arbitrary differentials dx 1 ,dy. ,dx2 and dy. , must li 12 
be satisfied at the ends of the a:rc E. 
The first impo'rtant consequence of the Multiplier Rule 
is that at each point of the arc E which is not a corner 
(i.e. Yi(x) are continuous) the duBois- Reyrnond equations 
can be differentiated and this leads to the Euler-Lagrange 
equations 
d F· I = dx Yi = .L'1Yi • (1 .3.4) 
The second set of important consequences are the 
Weierstrass-Erdmann corner conditions which state that the 
functions Fyi and (F- YiFyl) have at a corner well defined 
right and left limits which are equal. 
Definition: A smooth arc satisfying the Euler-Lagrange 
equations is known as an extremal. 
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Normality Assumptiops: H~reafter it will be assumed that the 
minimizing arc E is normal, i.e. it satisfies the Multiplier 
Rule with a unique set of multipliers of the form Ao = 1 and 
A13(x) (see Bliss [2, p.214]). 
The Weierstrass Condition: Each element (x,y,y') belonging 
to a normal minimizing arc E, satisfying the Multiplier 
Ru1e, must satisfy the inequality 
E(x,y,y' ,Y' ,A) ~ 0 
for all admissible sets (x,y,Y') where 
E(x,y,y' ,Y' ,A) :;: F(x,y,Y' ,A) - F(x,y,y' ,A) 
- (Y~- y! )Fy' (x,y,y' ,A). 
1 1 i 
(1 .3.6) 
The Clebsch Condition: Each element (x,y,y') belonging to 
a normal minimizing.arc E, satisfying the Multiplier Rule, 
must sati~fy the inequality 
for all sets of numbers w. satisfying the equations 
l 
¢{3 ( . I ) , x,y,y ,A w. ~ 0. yi l 
6 
(1.3.7) 
(1 .3.8) 
For a Bolza problem without any differential constraint, 
this condition is better known as the Legendre condition 
because, in 1786, Legendre obtained such a condition for the 
simplest problem of the Calculus of Variations by means of 
the second variation. The Olebsch condition in the above 
form was first proved for the Lagrange problem by Olebsch in 
1858 by means of a transformation of the second variation. 
The Olebsch condition deduced in this manner is limited in 
applicability because the transformation is valid o:p.ly at 
points of the minimizing arc for which the determinant 
Fy!y'. ¢Y I 
l J yi 
!::::, 
- {3 (1 ·3·9) 
¢y'. 0 
J 
does not vanish. By means of continuity arguments, it is 
then possible to extend the applicability of this Clebsch 
condition to minimizing arcs along which f::::. vanishes at only 
a finite number of points. However, the Clebsch condition 
can also be deduced as a direct consequence of the 
Weierstrass condition, Bliss [2, p.224], and is then 
applicable even to a minimizing arc along which the 
determinant 4 vanishes identically. 
The Jacobi Condition: Let E be a normal non-sinSHlar 
extremal satisfying the Multiplier Rule and the Clebsch 
condition. Then the second variation of the functional J 
7 
along arc E must be non-negative for all admissi£le variations. 
Arc E is non-singular if the determinant 6 displayed 
in (1 .3.9) does not vanish along E. A set of admissible 
variations along E, is a set of two parameters ~1 ,~2 and n 
functions ~· (x) satisfying the J. . equations of variation 
it!f3 a¢!3 , 
- ay!~i 
J. 
o, 
(1 .3.10) 
(1.3~11) 
where y. = y. (x1 ), y. = y. (x2 ) and tne partial derivatives 11 J. 12 l 
in (1 .3.10) and (1.3.11) are to be calculated along·,E •. It 
is demonstrated by Bliss [2] that for a normal arc E, 
variations satisfying the equations of variation (1 .3.10) 
and (1 .3.11) certainly exist. 
Given such a set of variations along an extremal arc 
E for which the second order derivatives yl(x) are 
continuous, the second variation J, is given by 
J2 = 2y[~1,~(x~),~2,~(x2)] + j~2w(x,~,ry')dx, 
x1 
(1.3.12) 
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where 2¥ is a certain homogenous quadratic form in its 
arguments and 
2W::: R .. 77!77'. + 2Q .. ry!77. + p~J·77if)J· • ~J ~ J ~J ~ J ~ (1.3.13) 
The coefficients R .. , Q .. , P .. are evaluated along the arc E 
J.J lJ lJ 
from the equations 
(1 .3.14) 
where 
F = f + "rlPf3, (1.3.15) 
the 'A{3(x) being multipliers occurring in the Multiplier Rule. 
1.4. THE ACCESSORY MINIMUM PROBLEM~ 
Historically the Clebsch condition and the Jacobi 
condition were first deduced from the second variation by 
means of the so called transformation theory which flourished 
into an elaborate theory in the second half of the nineteenth 
century. A summary of these transformations can.be found in 
Bolza [3]. The most important of these transformations is 
that due to Clebsch, a version of which can be found in 
Reid [4]. The transformation theory of the second variation 
has. been largely superseded by other methods especially by 
the accessory minimum Rroblem approach, which was first 
proposed by Bliss [5] and extended. by Smith [6]. The 
background to the introduction of this accessory minimum 
problem can be found in au' interesting paper by Bliss [ 7]. 
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The accessory minimum problem arises in the following 
manner. Let E be a normal extremal along which the second 
order derivatives y'.' (x) are continuous and which satisfies 
1 
the Multiplier RuJ.e. Then the second variation.J2 , display~d 
in (1 .3.12) is well-defined irrespective of whether or not 
the determinant 6 of (1 .3.9) is singular along E. Furthermore, 
without first requiring that the Olebsch condition/be satis-
fied along E, the second variation J2 (~,~) must always be 
non-negative for all admissible variations i.e. 
(1.4.1) 
. 
Hence any set of admissible variations f1 ,g2 ,~i(x) for which 
the second variation is zero, must minimize J 2 or else, there 
exists other sets of admissible variations, for which J 2 is 
\ 
negative. Thus, we are led to an auxiliary minimum problem 
which issimilar to the standard Bolza -problem (see equations 
(1.1 .1) to (1.1.3)), except for the appearance of the para-
meters f1,g2. By a simple transformation, Bliss [2, p.232], 
this minimum problem can be transformed into the standard 
! 
Bolza problem. However, this is unnecessary and instead, we 
shall use the modified forms of the necessary condi t i.ons when 
applying them to acce£s.ory extremals. 
For the accessory minimum problem let the function 
corresponding to F of the Multiplier Rule be 
10 
A particular set of admissible variations satisfying the 
.conditions (1 .3.10) and (1 .3.11) is given by 
and for this set the second variation J 2 vanishes. The 
Multiplier Rule, which requires that there exists constants 
c. and e and multipliers t 13 (x) such that J. f.1, 
nn;_ ~ [ ll'li tb< + c 1 (1.4.4) 
for arbitrary differentials df1 ,df2 ,d~1 (x1 ) and d~i(x2 ), is 
satisfied with the unique set of multipliers ep = O, ci = 0 
and .e13 (x) :::; o. The uniqueness of this. set of multipliers is 
a consequence of the assumption that arc E is normal. 
Applying the Weierstrass condition to this accessory 
extremal we deduce that 
I* I* 
= 2F 1y•~· ~· > 0 yi j l J 
for all admissible sets (x,O,~~*) satisfying 
l 
(1 .4.6) 
(1.4.7) 
The inequaltiy condition (1 .4.6) subjected to condition 
1 1 
(1 .4.7) is the Clebsch condition for extremal arc E in the 
primary (original) Bolza problem. This is in fact one method 
of proving the C1ebsc;h condi t;lon which is general enough to 
be applicable to extremals, along which the determinant 6 of 
(1 .3.9) may vanish identically. This proof of the Clebsch 
condition can be found in Smith [6]. 
On the other hand if the Clebsch condition is considered 
as a consequence of the Weierstrass condition, (e.g. Bliss 
[2, p.224]) it would then be of sqme interest to examine what 
happens when the Clebsch condition is applied to the 
accessory extremal displayed in (1 .4.3). As 
and = (H/l 
ay! ' 1 
(1.4.8) 
(1 .4.9) 
we are again led to the Clebsch condition in the primary 
Bolza problem. 
The second and more important use of the accessory 
min~mum problem is to test the Jacobi condition. This is 
discussed in Bliss [2]. Analytically this is a very 
difficult test to carry out. 
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CHAPTER 2. SINGULAR EXTREMALS 
Definition: A minimizing arc E is said to be singular if the 
determinant 6 of (1 .3.9) vanishes at any point on it. We shall 
study only the case where 6 vanishes at every point of E. The 
case where 6 vanishes at only a finite number of points of E 
has been examined by Morse and Leighton [ 8] . 
2.1. HISIORICAL BACKGROUND 
Little research was done on singular extremals until 
the last few years. In Bolz~ [ 9 ,p. 29], the case when the 
Euler equation degenerates into an algebraic identity, is 
examined. The functional to be minimized is then independent 
of the path of integration. Hereafter, such degenerate 
problems will not be examined. 
The mo~e interesting type of singular extremals appears 
' to have been rst examined in detail, by Mancill [10], who 
studied the minimization of the Linear Integral in the plane. 
The first and higher order variations were examined and 
necessary conditions were deduced. With the help of the Green's 
theorem on line integrals, the st~engthened form,of these 
necessarY conditions provide a set of sufficient conditions 
fo11 a strong proper relative minimum. This· Green's theorem 
technique was independently developed and popularized by Mie~e 
[11], who used it extensively to study optimum flight paths. 
Recently, Haynes [ 12] has generalized the Green's theorem 
technique to higher dimensional singular problems of the 
13 
calculus of vartations. 
Since 1950 there has been a tremendous interest in the 
applications of the calculus of variations tm the_stu~y of 
optimal rocket trajectories and optimal control, see Lawden 
~-[13], Leitmann [14] an~ Paiewonsky [15]. Singular extremals 
were found to occur in several of these problems for which 
the Green's theorem technique was not applicable. Two major 
difficulties were encountered. Firstly, there was no general 
procedure by which the equations of the singular extremals 
could be derived. Secondl.Y, the classical necessary conditions 
were found to be inadequate to decide the optimality of some 
of these singular extremals. 
Important contributions towards the solution of the 
first difficulty were made by Lawden [ 13], Kelley [16] and 
Johnson [17]. In the theory of optimal rocket trajectories, 
Lawden derived the equations of the intermediate~thrust arcs 
which are now known as the Lawden's sptrals and which are 
singular extvemals. Kelley 1 d down a general transformation 
procedure which is unfortunately limited by the requirement 
that "closed form" solut;i.on of a system of non linear 
differential equations is required for the synthe s of the 
transformation. Johnson s·tudied in great detail a class of 
singular extremals and 1 d down a rule for the derivation 
of these singular extremals. This rule involves the 
successive differentiations, with respect to the inde~~dent 
variable, the condition of singularity. 
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With respect to the second difficulty a breakthrough 
was made by Kelley [18] when he deduced a new necessary 
cond~tion for a class of s~ngular extremals. However, this 
necessary condition proved to be ineffective when applied to 
the Lawden's spirals. Several authors, Kopp and Moyer [19], 
Robbins [20], Gurley [21], and Tait [22], independently 
generalized Kelley's method and proved that the Lawden's 
spirals are non-optimal in the time-open case. Independently 
of these authors and by a different approach this writer 
Gqh [23] arrived at the same conclusions concerning the 
Lawden's spirals. The method of this writer has been 
elaborated in Goh [24] and new results have been obtained for 
singular extremaJ.s involv;Lng multiple control variables. 
2.2. MINIMIZATION OF LINEAR INTEGRALS IN THE PLANE 
Consider the minimization of the functional 
J
X:z 
J ;::: [P(x,y) + Q(x,y)y' ]dx , 
x1 
(2.2.1) 
in the class of admissible arcs j6lltlng two fixed points and 
lying in the interior of a region r of the (x,y,y') space 
and where P(x,y), Q(x,y) are known functions of x andy. 
There are no differential constraints so that 
(2.2.2) 
identically: the problem is accordingly singuiar. 
The Euler-Lagrange e~uation for this problem is 
15 
sL Q = aP + yl ~ (2.2.3) dx ay ay ' 
,_==> a(x,y) 
-
py Q - 0 X - . (2.2.4) 
This is an algeb~aic equation which in gene~al, denotes a 
finite number of curves in the plan~. Assuming that there 
exists an extremal satisfying this equation and also the given 
end conditions, it: remains to be decided whether this extremal 
does, in fact, minimize J. 
The Weierstrass condition requires that 
I* I ( I* I ) y Q .... yQ- y .... y Q~O' (2.2.5) 
which is t~ivially satisfied. The Legendre (Clebsch) 
condition ~equires that 
a2 
ayl2 (P+yiQ) ~ o' (2.2.6) 
which is also trivially satisfied. 
The second variation f.or an admissible variation ~(x) 
I 
J 2 = t[2 ~ rm' + (~;~ + y' ~;~}<f 
x1 
(2.2.7) 
Application of the Legendre condition to the accessory 
extremal ~(x) ::: 0, yields no fu~t:he~ informati.on as, expected. 
Howeve~, integrating the first term in the integ~and (22.7) 
by parts and employing the conqition ~(x 1 ) = 0 = ~(x2 ), J 2 
can be put in the form 
16 
J• = tl~.;~- ~;§x}•dx 
'Xi . 
(2.2.8) 
j;x2..Qg 2 = ay r; dx , 
X:!,. 
(2,2.9) 
where a is given by (2.2.4). Application of the ~egendre 
condition to this new form of J 2 still yields no new 
condition. However, if we put 
r;(x) = ~~ (x) , (2.2.10) 
so that J 2 takes the form 
J 2 = t ~~ ~' 2 dx 
Xi , 
(2.2.11) 
and now consider the accessory minimum problem with regard to 
the unknown function ~(x) it is easily seen that the Legendre 
condition requires that 
00: ay ~ o . (2.2.12) 
This could be considered as the generalized Legendre 
condition and has already been obtained by Mancill [10], who 
deduced it from the non-negativeness of the second variation 
in the form (2.2.8). 
It should be noted that the end conditions 
r;(xi) = 0 ~ r;(x 2 ) can be disregarded after J 2 has been 
expressed in the form (2.2.9), since any function r;(x) not 
satisfying these conditions, can be replaced by a modified 
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f'unction ?j{x), dif'f'ering from r;(x) only in arbitrary small 
neighbourhoods of the endpoints and such that 
~(x1) ~ 0 ?7(42); such a replacement will result in a 
change in J 2 which is also arbitrarily small and hence can be 
disregarded for the purpose of the cond;i. tion J 2 ::::= 0. It 
follows that ~(x) is not required to satisfy end conditions 
on its derivative. 
The transformation (2.2.10) is in fact a well known 
device, see Miele [25,p.110], Hestenes [26,p.74] and 
Berkovitz [27], which can be used to transform variational 
problems in which the derivative of the dependent variable 
does not occur, into the standard form of the Bolza problem. 
However, there is a valid objection to the use of this device 
here, arising from the fact that in the standard proof of the 
Weierstrass condition and hence the Legendre condition, it is 
assumed that the class ~(x) E. D' whereas ~~ (x) = fJ(X) 6 0° and 
hence ~(x) € C'. This objection may be removed by means of a 
"rounding argument", see Pars [28,p.10], which extends the 
applicability of the Weierstrass and Legendre conditions to 
variational problems for wh;i.ch the class of admissible curves 
belong to class 0 1 instead of D'. 
If the inequality (2.2.12) is satisfied marginally 
(equality) along an extremal, Mancill [10] has showp that the 
higher order variations yield the necessary conditions 
and 
ekcx 
::::: 0, k = 2 , 3, ••• , 2n - 2 , 
ayk 
18 
(2.2.13) 
(2.2.14) 
ass~ming that the functions P(x,y) and Q(x,y) belong to the 
class C:<m in the region r. Note that acx/oy = 0 implies 
acx/ax:::; 0 and that (2.2.13) implies 
·ekcx 
0 (2.2.15) ~ :::; 
ax 
and 
akcx 
0 (2.2,16) 
aylaxm 
:::; 
' 
for all l , m S\].Ch that t+m=k. Fo;r: differentiating ex = 0 
with respect to x, it is easily seen that aa/ay 0 implies 
acx/ax = 0. Then differentiating acx/ay = 0 and acx/ax = 0 with 
respect to x the above conditions are proved for k = 2 and in 
this manner these conditions can be proved for all admissible 
values of k. 
Let us now consider the problem of the derivation of 
the equations of the singular extremal. By the implicit 
function theorem, equation (2.2.4) can be solved for y(x) if 
acx/ay ~ o. Thus if equality (2.2.12) is satisfied in the 
·strengthened form, (2.2.4) can be used to derive the equation 
of the extremal. 
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Alternative,ly differentiating (2.2.4) with respect to 
x we obtain 
(aa/ay)y' + (aa/ax) ~ o . (2.2.17) 
If aa/ay does not vanish this differential equation has a one 
parameter general solution. The parameter is determined by 
subsituting the solution into (2.2.4) at a point x*e [x 1 , ]. 
If this parameter is not uniquely determined at a certain point 
x* a different value of .'.lC* should be chosen. 
If aa/ay vanishes identically for a certain set (x,y) 
then we have shown that aa/ax must also vanish unless the 
extremal is a straight line parallel to the y-axis in which 
case the variable y should be considered as the independent 
variable, Suppose that for a certain set (x,y), a(x), aa/ay 
and aa/ax vanish. Then the third order vari~tion implies that 
a2 a/ay2 must vanish and hence a2 a/axay and a2 a/ax2 must also 
vanish, from ( 2. 2 .1 5) ~n<l;: · ( 2. 2 .1 6) • 
Again assuming that a, aa/ay, aajax, a2 a/ay2 , a2 a/axay 
and a2 a/ax2 all vanish for a certain set (x,y) the differen-
tiation of o2 a/ay2 ~ 0 leads to 
(2.2.18) 
and if o3 a/8y 3 does not vanish this first order differential 
equation has a one parameter family general solution. This 
parameter must then be consisting determined from the vanishing 
of a and its first and second order partial derivatives at any 
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Finally it is obvious from this discussion that the 
t . t' a 2 P- 1~/ay2p-i for quan 1 les ~ p = 1 ,2, ••. ,n now play a role 
similar to f · ~ in the Hilbert's di~ferentiability condition. y,'y' ,L 
Example 1. Let P(x,y) = y4 , Q(x,y) = xy3 and let the fixed 
end points be (o,o) and (1 ,o). Then 
cx(x,y) = 3Y 3 
aa/ay = 9y2 
a2a/ay2 = 18y 
o3 cx/ay 3 = 18 
> D . 
The singular minimizing arc is given by 
y(x) ;:: 0 
(2.2.19) 
(2.2.20) 
(2.2.21) 
(2.2.22) 
(2.2.23) 
(2.2.24) 
and with the help of the Green's Theorem on line integral, 
this extremal may be shown to give a proper absolute minimum. 
Note that cx(x,y) is positive above the x-axis and negative 
below the x-axis. 
CHAPTER 3· SINGULAR EXTBEMA1S IN THE (n+1)-DIMENSIONAL 
SPACE 
3.1. A LEMMA 
The following lemma will be of service: 
Lemma 1 . Let R(x) be an nx n order symmetric matrix whose 
elements are well-defined real functions of x in [x1 ,x2 ]. 
Let R be of the form 
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(3.1.1) 
where R1 is a mx m order (1 :;;; m < n) mat;r>ix. If R is 
positive semidefinite in the interval [x1 ,x2 ], then 
(3.1 .2) 
Proof: At a point x e [x1 ,x2 ], consider a typicai 2x 2 order 
determinant 
R .. 
111 
R . 
srl 
R . 0 
sr1 
, (i,r not summed), (3 .• 1.3) 
where R .. is an element from R1 and R . is an element of 
111 srl 
R3 • As matrix R is positive semidefinite hence 
R ..• 0 - (R . ) 2 
112 ar2 
~ 0' 
=> R . = 0. 
ar1 
(3.1 .4) 
(3.1 .5) 
This is true for all admissib values of i and r and hence 
the matrix 
R3 = 0. 
As xis an arbitrary point of [x~,x2 ], the matrix R3 must 
be identically equal to the zero matrix. Q.m.D. 
3.2. PRELIMINARY REMARKS 
Consider the minimization of the functional 
in the class of arcs y. (x), i = 1 ,2, ••• ,n, whose endpoints 
l 
satisfy the equations 
22 
(3.2.2) 
This var.iational problem is in the form of the standard Bolza 
pro')::>lem but for the absence of differential constraints. The 
analytical assumptions of section 1 .2. will be assumed to be 
valid for this problem. 
Along an extremal arc E, satisfying the Multiplier 
Rule and along which y'.' (x) are assumed to be continuous, the 
l 
second variation is well defined and is of the form 
J2 " 2Y[£'1 ,1)1 (xi) ,,;2 •771 (x.) J + [" 2w(x,1),1)' )dX, 
x1 
where 2y is a certain quadratic form in its arguments and 
where 
(3.2.4) 
(3.2.5) 
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(3.2.6) 
It is quite possible that the matrices R, Q, Pare not given 
by (3.2.5) to (3.2.7) as rearrangements may have been made on 
the quadratic form 2W. Finally any set of admissible 
variations ~1 ,~2 , r;i(x) must satisfy the equations of variation 
which are certain linear forms in their arguments. 
Along a singular extremal 
· 6(x) = IHI 
0 • 
(3.2.8) 
(3.2.9) 
(3.2.10) 
It will now be shown that if the classical Legendre condition 
is satisfied, then without any loss of generality, the matrix 
R, along a singular extremal, may be assumed to be of the form 
(
R
0
1 o
0
\ 
R(x) - '/ (3.2.11) 
where R1 is a m x m order matrix (m < n) and where partition 
lines run between the mth and (m+1)th rows/columns. 
Firstly, an important class of singular extremals 
consists of problems where the integrands f(x,y,y') are 
expressions linear in y'+. ,y' , .••.• ,yn'. Employing the 
m 1 m+:a 
indices r,s = 1 ,2, •.• ,m; p,v = m+ 1, m+ 2, ••. ,n, the matrix 
R is of the form 
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a2f' 
ay'ay' 
:
3T)' 
r s 
( R, R = == (3.2.12) 
a2f' 
0 Rs ay' ay' p s 
where partition lines run between the mth and (m+1)th rows/ 
columns. As the cal Legendre condition requires that 
R must be positive semidef'inite, by Lemma 1 we are led to 
conclude that Rs must vanish identically and hence R is of' 
the f'o~m (3.2.11). 
In t~e general case we know f'rom matrix theory that, 
as R is symmetric and real there exists a nonsingular matrix 
such that VTRV is of' the f'orm (3.2.11). Using such a matrix 
V consider the nonsingular linear transf'ormation 
Diff'erentiating, 
vr;,' + v'r;, 
and the last two equations lead to 
ry'TRry' = 't;,'TVTRV~' + 27;,'TVTRV'~ + ~TV,TRV'~, 
2ry'TQry = 2~ 1 TVTQV~ +~2~TV,TQV't;,, 
= 2't;,'TVTQV't;, + ~TV,TQV~ + 't;,TVTQTV'r;,, 
ryTPry = ~TVTPV~. 
(3.2.13) 
(3.2.14) 
(3.2.15) 
(3.2.16) 
(3.2.17) 
(3.2.18) 
(3.2.19) 
where 
:g* T = V RV, 
Q* = VTQV 
* = VTPV p 
+ VTRV', 
+ V'TQV + VTQTV' + V'TRV'. 
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(3.2.20) 
(3.2.21) 
(3.2.22) 
Similarly, it can be shown that 2y and wf.t remain as quadratic 
and linear forms respectively. Th~s it involves no loss of 
generality if it is assumed that R is of the form (3.2.11). 
By the use of such nonsingular linear transformations we may 
furthermore assume that the submatrix R1 is nonsingular or 
does not occur. 
3.3. THE GENERALIZED LEGENDRE CONDITION 
Suppose the matrix R of the second variation of a given 
singular extremal E is of the form (3.2.11). Then we partition 
the matrices Q, P and ~ such that 
( Q1 Q~ ), (3.3.1) Q - Q3 Q2 
p1 T ( Ps )' (3.3.2) p - P3 P:a 
and ~T :: (crT KT) , (3.3.3) 
where partition lines run between the mth and (m+1 )th 
rows/columns. 
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Theorem 1 . Along such a singular extremal E the following 
conditions are necessary: 
(i) the (n-m) x (n-lll) order matrix Q2 must be identically 
symmetric, 
(ii) if Q2 ~s identically symmetric, then the matrix 
( R1 
T 
R4 
-
R8 ) 
. ·Ra R2 
(3.3.4) 
must be positive semidefinite where 
Ra - Q; Qa, (3.3.5) 
and R2 - p2 QJ. (3.3.6) 
Proof: We shall first prove condition ( ii). In the second 
variation the derivated functions 1<: 1 (x), p = m+ 1 ,m+ 2, ••• ,n, p 
occur only in the bilinear forms 
(3.3.7) 
(3.3.8) 
and in general, 
Using equations (3.3.8) and (3.3.9) the K:'(x) terms are p 
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completely eliminated from the second variation and we have 
2W i'TR1,cr 1 + 2cr 1 TQ1,cr + crTP1cr 
2 T I 2 T I TQ' - K Q3 CT - K Q3 CT - K 2 K 
(3.3.10) 
Thus the status of the K (x) terms can be raised to p 
that of derivatives and this step is taken by replacing 
K (x) by K'*(x) and after rearrangements p p . 
where 
and 
2w CT 1 TR1 CT 1 + 2cr'TQ1 CT + CTTP 1 cr 
... 2K 1 *TQ3 CT 1 + 2K 1 *TQ!cr' 
This is of the same form as (3.2.4) but with 
( Ri R;) R = 
Rs R2 
( Q1 0 ) Q -
Q5 0 
( pi 0 ) p - 0 0 
T (crT K*T) 7} 
-
Rs T Q3' - Q4 -
R2 - p2 Q2'' 
Q5 - Ps Q3'' 
(3.3.11) 
(3.3.12) 
(3.3.15) 
(3.3.16) 
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Following this it is observed that the terms K~*(x 1 ) 
and K 1 * (x2) appear in p 
2y[~1 ,~ (x1),K'*(x1),~2,~ (x2) K'*(x2)] r p r , p (3.3.17) 
and '¥M[~1'~r(x1),K~*(:x;i),~2'~r(x2),K~*(x2)]. (3.3.18) 
However, any restrictions placed upon these two sets or end 
values, K'*(x1 ) and K'*(x2 ), do not reduce the class or sets p p 
of admissible functions, for any such set can be made to 
satisfy such restrictions by infinitesimal adjustments over 
small neighbourhoods of the endpoints and se adjustments 
will only affect the integral in J 2 infinitesimally. As a 
consequence the quantities K~*(xt) and K~*(x2 ) can be treat 
as parameters playing roles similar to those of ~1 and ~2 • 
For convenience ~ will be used to denote all these parame rs. 
Finally the application of the cla cal Legendre 
condition to the accessory extremal 
~ := 0' 1]. (x) =: 0 J. . (3.3.19) 
of the transformed accessory minimum problem, arrived in 
the preceding paragraphs, ads to the condition that along 
the singular extremal E of the primary problem, matrix 
R4 of (3.3.12) must be positive semidefinite. Q.E.D. 
Let us now prove condition (i). If Q2 is not 
symmetric we introduce new partition lines running between 
the m*th and (m*+1)th rows/columns where m < m* ~ (n-1 ). 
R -
Q -
p 
0 '0 0 
0 0 
** Qs Q7 Qa 
· *T tt4*T Ps Ps 
* T P'l3 P5 P7 
** Ps P7 P€7'~· 
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(3.3.20) 
sa.y, ( 3. 3. 21 ) 
say, (3.3.22) 
Furthermore, m* is chosen such that the (n-m*) x (n-m*) 
order matrix Q6 is symmetric and ~s of the highest possible 
order. With m* chosen in this manner, t.he non-symmetry of 
Q2 implies that 
This is easily seen on examining 
If QJ- Q7 = o, then the order of the s,ymmetric matrix Q6 
can be increased by at least one. This is because the 
(n-m*+1) x (n-m*+1) matrix consisting of Q6 , the 
column of Q7 , the last row of Q8 and the last diagonal 
element of Q5 would then be symmetric. In the extreme case 
~6 is an one x one order matrix which is then trivi 
symmetric. This accounts form* ~ n-1. 
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As Q6 is symmetric, condition (ii) is aDplicable to 
the accessory minimum problem wit~ matrices R, Q, P displayed 
in (3.3.20) to (3.3.22). Thus we are led to the condition 
that the matrix 
R1 0 *T· Rs 
14 - 0 0 R:*T 
Rtt Rtt* R~~ 
must be positive semidefinite where 
( Rs* I R:r *) ~ ( Q.i *T I QJ) - ( Q: * I Q7 ) 
= ( Q,t*T - Q:* I Ql - Q7) ' 
=> 
and 
(3.3.25) 
( . 3.27) 
(3.3.28) 
Since R4 must be positive semidef~nite along the 
singular extremal E, hence the (n- m) x (n- m) order submatrix 
( ' 0 ** 
Rs 
must be positive semi f·ini te. Hence by Lemma 1 , the rna trix 
R** 8 0 . 
From (3.3.23) and (3.3.21~ this condition is not satisfied. 
Hence we conclude that Q2 must be symmetric. Q.E.D. 
Corollary 1 .1. Along a singular extremal satisfying Theorem 
1 and along which the. matrices 
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and R8 - 0, 
( 3. 3. 31 ) 
(3.3.32) 
the matrix Q5 = P3 - Q3' must be equal to the zero matrix 
identically. 
Proof: For such an extremal E the transformed second variation 
is in the same form as that displayed in (3.2.3) but with 
R, Q, P and TJ in the forms displayed in (3.2.11) and (3.3.13) to 
(3.3.15) respectively. As R is in the form (3.2.11) the same 
method as that used to prove Theorem 1 may be used to prove that 
T 
-Q5 ) ' 
0 . 
(;3.3.33) 
must be positive semidefinite. This is easily seen on comparing 
the matrices R, Q, P, TJ displayed in (3.3.11) and (3.3.13) to 
(3.3.15) with the corresponding matrices displayed (3.2.11) 
.. 
and (3.3.1) to (3.3.3). Furthermore, note that in the trans-
formed second variation the matrix corresponding to Q2 of I 
Theorem 1 is the zero matrix and is therefore trivially 
symmetric. Finally by Lemma 1 we are d to conclude that 
QQ = o. Q.E.D. (3.3-34) 
Remarks: If a given singular extremal satisfies Theorem 1 
Corollary 1.1, the .matrices of the R, P, TJ are then in the 
forms displayed in (3.3.11), (3.3.14) and (3.3.15). Further-
more 
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( 
Q. 1 Q E: 
.0 
(3.3. ) 
and hence the variations K*(x) do not occur in the integrand p 
of the second variation. T~erefore further necessary conditions 
must be deduced from an ~xamination of 2y and the end conditions 
and subsequently a mixture of the second variation and higher 
order variations must be studied. The latter would undoubtedly 
be very difficult. This was the difficulty that was expected 
by earlie::r researchers on singular extremals, It corresponds 
to the difficulties encountered in the semidefinite case in 
the problem of the minimization of a function of several 
variables in differential calculus, Hancock [29], Chaundy [30]. 
3.4. THE JACOBI CONDITION 
Here we will propose ways by' which necessary condi ons 
of the Jacobi type may be imposed on a singular extremal E, 
which satisfies Theorem 1 above. Consider a fixed endpoin~s 
variational problem similar to that formulated inJ the preceding 
sections. Assuming that yi(x) of E are continuous, the second 
variation is well defined and is of the form 
JX2 J2 = 2w(x,7],1J 1 )dx, (3.4.1) 
Xi 
where 2W 'rJ'TR'!]' + 27]'TQ'!] + T (3.4.2) = '!] PT}, 
'!]i(x1) = 0 = '!]. ( x2 ) , (3.4.3) ]. 
and TJ. (x) e D' in [x1 ,x2]. (3.4.4) ]. 
Consider the case where R is of the form (3.2.11), and 
where R1 (x) is am x m order (0 < m < n) nonsingular matrix 
which is positive definite. Next assume that the matrices 
Q, P, n are partitioned as shown in (3.3.1) to (3.3.3) 
respectively. Letting 
K(X) ::: 0, 
the second variation is reduced to 
(3.4.5) 
Definition: Let U(x) be am x m order matrix solution of the 
differential system 
where U(x) is not identically singular in [x1 ,x2 ]. Then x 3 
is said to be conjugate to x 1 relative to this differential 
system if the determinants 
(3.4.7) 
By means of the accessory minimum problem involving the 
second variation (3.4.5), we can impose the necessary condition, 
that there must not be a conjugate point of , relative to 
the differential system (3.4.6) in the interior of [x1 ,x2 ]. 
The geometrical interpretation is quite simple. 
general we must first assume the stence of singular 
extremal E, after which if 0 < m we may expect E to be 
imbedded in a family of extremals passing through the point 
onE where x = xi• This family of extremals generates a 
hypersurface in contrast to the case when E is a regular 
extremal f.or 1Which such a family of extremals fills the whole 
neighbourhood of E. When there exists a conjugate point the 
above reduced sense it appears very plausible that there exists 
a one parameter family of extremals lying in this hypersurface 
and touching an envelope at the conjugate point. These obser-
vations remain an interesting research topic. 
The complete Jacobi condition for this problem involves 
the transformed second variation with matrices R, Q, P, n 
displayed in (3.3.12) to (3.3.16) and where K~*(xi) and 
K~*(x2 ) are treated like parameter~ fi,f2 • This is an 
accessory minimum problem with variable endpoints. 
3.5. MINIMIZATION OF A SINGULAR QUADRATIC FUNCTIONAL 
Consider the following variational problem with fixed 
end points: 
r· T ·T T . min. y 1 Ry' + 2y' Qy + y Pydx, Xi (3.5.1) 
( Ri 0 ) ' where R(x) 
0 0 
(3.5.2) 
( Qi Q4. ) ' Q(x) - Qs Q2 (3.5.3) 
P(x) := ( p1 PoT) p3 p2 ' 
YT 
-
( UT VT ) (3.5.5) 
Y i (x:~.) = a. ' ]. y i (:x:2) bi ' (3.5.6) 
i 1,2, •.•• ,n: j 1,2, .•••• ,m (O<m<n): p = m+1,m+2, ••• ,n; 
Q2 - Ql (i.e. Q2 is symmet~ic), 
and 
is positive derinite in [x1 ,x2 ]. 
In matrix notation, the Euler e tion is 
. 
. . 
(d/dx) (Ry' + Qy) = QTy' + Py, 
Ry" + R'y + Qy' + Q'y = QTy' + Py, 
Ry If + ( Q - Q T ) y ' + ( R I + Q ' - p ) y 0 • 
Using (3.5.2) to (3.5.8) we have 
( R o)(u") 
0
1 
0 v'·' 
+ ( R:~_1 +Q:~.'-P1 
Q3' - p(3 = 
o. 
. 
. . R1u" + (Q:~.- Q{)u' + (R:t'+ Q:t'-P:~.)u 
+ ('k- QJ)v' + (Q.i- Pl)v = O, 
( Qs - ~)u' + ( Qfl- P3 )u + ( Q21 - P2 )v = 0. 
(3.5.7) 
(3.5.9) 
(3.5.11) 
(3.5.12) 
Introducing the notations, 
R3 (x) 
we have 
and 
R1 u" + ( Q1 - Q{)u' + (R1' + Q1'- P1 )u 
+ Rtv' + (Q4 - P:f)v :::: O, 
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(3.5.43) 
(3.5.44) 
(3.5.45) 
The assumption that B4 is positive definite implies that 
R2 is also positive definite and consequently is nonsingular. 
Hence (3.5.15) yields 
(3.5.46) 
Differentiating, we have 
(3.5.47) 
Substituting (3.5.16) and (3.5.17) into (3.5.14) and 
rearranging, we get 
:::: o. (3.5.48) 
The positive definiteness of R4 of (3.5.9) implies that 
the m x m rna trix (R1- RiR.21R0 ) is also positive definite, 
Gantmacher [31, p.46], and consequently is nonsingular. Hence 
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(3.5.18) is a regular differential system whose general 
solution has 2m arbitrary constants. The procedure for the 
derivation of the singular extremals is now clear. Firstly 
solve (3.5.18) for them-order vector u subjected to the end 
conditions y. (x::~.) and y. (x2 ). Then v is obtained from J J 
(3.5.16). In general, this vector v will not satisfy the end 
conditions imposed on y (x 1 ) andy (x2 ). p p 
A different approach involves differentiating (3.5.15) 
which gives after rearrangements, 
o. 
This equation and equation (3.5.14) form a regular differ-
ential system and the matrix coefficient of u" is (v,) 
(3.5. ) 
which is R4. By hypothesis R4 is positive definite and 
consequently is nonsingular. Hence the general solution of 
this differential system contains (2m+ n- m) arbitrary 
constants, (n- m) of which must subse ntly be determined 
from (3.5.16). 
3. 6. EXTREMI ZATION OF THE GENERAL LINEAR INTEGRAL. 
Consider the variational problem with fixed end 
points: 
where 
min.Jx
2
L0 (x,y) + y.'L. (x,y)dx, l l Xi 
y. (x2) = b. , l . l 
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(3.6.1) 
(3.6.2) 
and L0 (x,y), L. (x,y) are known functions of (x,y). We will l 
employ the indices 
i,j,r = 1,2, .•• ,n. 
The Euler equations are 
. 
. . 
iL - '~ CJLo ~ L. - Y·a + , ~x 1 J yi ayi 
(3.6.3) 
(3.6.5) 
Assuming th~t there exists a smooth arc E satisfying 
(3.6.5), the Weierstrass condition requires that 
(3.6.6) 
and this is trivially satisfied along E. It can also be shown 
that the classical Legendre condition is also trivially 
satisfied. 
Under the further assumption that along E the functions 
y'.' (x) exist and are continuous, the second variation is well 
l 
defined and is of the form 
where R(x) - 0, (3.6.8) 
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Q(x) 
-
(aL./ay.), (3.6.9) 
l J 
P(x) - (321 0 /ay.ay.+ y'a2L /ay.ay.), (3.6.10) 1 J r r 1 ~ 
r;. (xi) = 0 = r;.(x2). (3.6.11) l 1 
Hence Theorem 1 is applicable with R1 = 0, Q2 = Q and 
P2 = P. Therefore Q of (3.6.9) must be symmetric i.e. 
aLi aLj 
ay j - ay i = o • 
Substituting these equations into (3.6.5), we get 
310 31. 
___ l_o 
ay. ax - • 
l 
(3.6.12) 
(3.6.13) 
Thus we have n(n- 1Y2 tn.:::::;n(n+ 1 )/2 finite equations in (x,y) 
and ip general there is no solution. Equations (3.6.12) and 
and (3.6.13) are also the well known necessary and sufficient 
conditions that the integral (3.6.1) be independent of the 
path of integration in a simply connected region of the 
(x,y) space. 
From Theorem 1, along an extremal E satisfying (3.6.12) 
and (3.6.13) the matrix 
(3.6.14) 
must be positive semidefinite. It can also be written thus: 
321 0 321. 321 321. ) R - ( 1 , r , 1 2 = ay.ay.- axay. + Yray.ay.- Yray.ayr · 
1 J J 1 J J 
(3.6.15) 
A procedure for the derivation of the singular 
extremals is to examine firstly the n(n- 1 )/2 equations (3.6.12) 
for functions yi(x). For n > 3 there are more equations 
than variables t;J.Ud hence, in general, solutions y. (x) do 
l 
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not exist. Assuming that solutions yi(x) to these equations 
exist we next examine then equations of (3.6.13). From the 
implicit functions theorem, the condition that the fUnctions 
y. (x) can be uniquely determined from (3.6.13) is that the 
. l 
n >< n matrix 
(3.6.16) 
must be nonsingular. 
We will now demonstrate the relationship between this 
I 
matrix and the matrix R2 of (3.6.15). Multiplying (3.6.12) 
by n undetermined functions Ai(x) and summing, we get n 
equations 
(3.6.17) 
Later on we will equate the Ai(x) to yj_(x). Adding these n 
equations to (3.6.13) we get 
oL0 aL. aL aL. 
-
__J, 
+ A _.1: Ar __J, = o. (3.6.18) ayj ax r ()yj ayr 
From the implicit functions theorem, the condition that these 
n equations can be solved for yi(x,A) is that the matrix 
( ()2Lo a2L. a2L a2L. ), R* = + Ar r - A (3.6.19) 2 - -ayiayj ayiax ayiayj r ayiayr 
must be nonsingular. However because of (3.6.12), these n 
equations can be made to be devoid of the functions A.(x) and 
l 
consequently it must be possible to simpliry the solutions 
yi(x,A) of (3.6.18) so that they are also devoid of the 
functions A. (x). Ir we let 
l 
the matrix R: or (3.6.19) becomes R2 or (3.6.15). Hence if 
R2 is positive derinite and consequently is nonsingular and 
ir rurthermore the equations (3.6.12) and (3.6.13) are 
consistent then we are assured of unique solutions of y. (x) 
l 
from then equations (3.6.13). 
3.7, HAMILTON'S PRINCIPLE. 
Consider the Hamilton's principle in analytical 
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mechanics. For a conservative system it requires that the 
system moves so as to minimize (over short interval of time) 
the integral 
Jt2 • I = L(q,q)dt, t1 (3.7.1) 
. 
where L(q,q) is the Lagrangian or the system. Consequently 
the equations of motion are the well known Lagrange equations 
d aL 
dt a(i. 
l 
= 
at 
aq. ' 
l 
(i,j = 1,2, .. ,,n). 
Canonical variables are introduced by derining 
aL P· = ..,.,...--a l q. 
l 
'(3.7.2) 
(3.7.3) 
and if the problem is nonsingular the matrix (a 2 L/aq.ag.) is 
l J 
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nonsingular and (3.7.3) can be solved for q. = ~.(q,p), say. 
l l 
The Hamiltonian function is then well defined and it is 
given as 
H(q,p) = p.q. - L(q,q), 
l l 
L(q,~) • 
The equations of motion may then be written thus: 
(3.7.4) 
(3.7.5) 
(3.7.6) 
These equations may also be obtained by requiring that 
the integral 
I= Jt
2
p.q. - H(q,p)dt, 
t l l 
- 1 
Jt2 • = F(q,q,p)dt, t1 
is stationary in the (2n+1)-dimensional space (t,q,p). 
(3.7.7) 
In 
fact (3.7.6) are the Euler equations of (3.7.7). However 
this latter variational problem is singular for 
- 0, (r,s = 1,2, ••• ,n). (3.7.9) 
.Therefore it is not surprising tnat the general solution of 
the differential system (3. 7.6) has only 2n instead of 4n 
arbitrary constants. 
In the notation of Theorem 1, the matrix R1 is 
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nonexisting and 
o2 F 
ag_. ap 
;I. s 0 0is ( ) Q2 - = ' a2 F (3.7.10) o2 F 0 0 
a:Qrag_j · a:Praps 
where 6'. are the Kronecker deltas. Now condition (i) of 
J,S 
Theorem 1 requires that along any of these singular extremals 
(3. 7 .6), the matrix Q2 is symmetric a:p.d this is obviously not 
satisfied. Thus we conclude that the latter variational 
principle, sometimes know~ as the modified Hamilton's 
principle, is non-minimal, which is in agreement with the 
conclusions of Hestenes [26, sec. 4.8] and Block [32], who 
employed different methods. 
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CHAPTER 4. OPTIMAL CONTROL PROBLEMS 
4.1. A REVIEW OF THE CLASSICAL NECESSARY CONDITIONS 
In this chapter the following set of indices will be 
employed unless otherwise stated: 
i,j = 1 ,2, ••• ,n; r,s = 1 ,2, ••• ,m; 
a, fJ = 1 , 2 , ••• , m* < m; p, v = m* + 1 , m* + 2, ••• m; (4.1.1) 
f)= 1,2, ••• ,N~n+1. 
In current optimal control problems the following Bolza 
problem is of fundamental importance: Find the control 
functions ur(t) which minimizes the performance index 
J 
where the functions xi(t), ur(t) are subjected to the conditions 
• x. ;::: 
1 
f.(x,u,t), 
1 
x. (constants), 10 
a ~ u ~ b ( , b., are constants) • r r r J. 
(4.1 .5) 
(4.1 .6) 
However, unless otherwise stated we will assume that 
the control vector (ur) belongs to an open region U i.e. 
a < u < b • After deri vi r r r the main results we will outl 
the necessary modifications to include cases when some of 
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the ur's are equal to the corresponding ar's and br's along 
the reference extremal. 
This problem becomes an equivalent Bolza problem as 
formulated in chapter 1 above if we introduc~ m auxiliary 
variables zr ( t) and transform the problem by eliminating the u~ s 
using the equations 
(4.1.7) 
and assuming that the fUnctions (t1 ) are unconstrained. The 
initial values of z (t) have been put equal to zero for 
r 
definiteness and this step is of no consequence. 
From experience it has been found that the necessary 
conditions can be stated more simply in terms of a Hamiltonian 
function H (pseudo-Hamiltonian function, Lagrange expression). 
Assuming that the problem is normal the Hamiltonian function 
may be defined by 
or H('A,x,u,t) - /\.f. (x,u,t) J. l f(x,u,t). 
(4.1 .8) 
(4.1.9) 
To translate the necessary conditions of the standard Bolza 
problem into conditions involving the function H('A,x,u,t) the 
function F('A,x,u,t) of the Multiplier Rule is defined thus: 
(4.1 e10) 
(4.1.11) 
or 
= A.i. - H , l l 
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(4.1.12) 
(4.1.13) 
depending on whether His defined by (4.1 .8) or (4.1 .9). In 
this dissertation we will employ the Hamiltonian function H 
defined by (4. 1 • 9). This definition conforms with the manner 
in which the Hamil toni an function has been tra.di tionally 
def~ned. For Mayer problems the difference between these 
alternative Hamiltonian functions becomes apparent only on 
examination of the transversality conditions or the Weierstrass 
condition or the Clebsch condition. 
It is readily snown that the necessary conditions for 
a smooth arc to be minimizing, are: 
(i) The Euler-Lagrange equations 
. aH )\. = 
- ox.i l 
aH 0 
Our -
(ii) The Transversality condition 
I 
dg + e~fr'P - H dt + 1\. d:x;. = 0 
'!-'' 1 1 l1 l1 
(4.1 .14) 
(4.1.15) 
(4.1.16) 
for all arbitrary values of dx. and dt • The constants e~ 
l1 1 
are Lagrange multipliers. 
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(iii) The Weierstrass condition 
H('A,x,u, t) ;;.;. H('A,x,u*, t) (4.1.17) 
for all admissible u* i.e. (u*)€U and f'or·every element 
r r 
('A,x,u,t) of' the reference extremal. 
(iv) The classical Clebsch condition 
(4.1.18) 
for all arbitrary values of' rrr. 
Hereafter we will take the point of' view that the 
Clebsch condition is a direct consequence of' the Weierstrass 
condition, Bliss [2,p.224]. The Clebsch condition is then 
applicable to singular extremals. Fina~ly we observe that 
corner (junction) conditions do not occur because of the 
assumption that the ref'e~ence arc is smooth. 
4.2. THE SINGULAR SECOND VARIATION 
Let the (n+m) functions y. (t), v (t) be the variations 
l· r 
of' xi(t) and zr(t) along the minimizing arc E and let ~1 be the 
variation of' t 1 • Assuming that the second derivatives x. (t) l 
zr(t) exist and are continuous along E, the second variation 
of' the functional J is well defined and is expressible in the 
form, Bliss [2,p.227], 
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(4.2.1) 
in which 2y[f1 ,y(t1)] is a homogenous quadratic form in its 
arguments and 
The e~ations of variation are 
a fl. af. 
• l • 
Yi = ax- YJ· + au vr j r 
yi(t0 ) = O, vr(t0 ) = 0 
'IJ!f.l [f1,y(t1)] = o, 
(4.2.2) 
(4.2.3) 
(4.2.4) 
(4,2.5) 
where vr(t1 ) are unconstrained and 'IJ!f.1[f1 ,y(t1 )] stand for N 
sets,of linear homogeiTDus forms in its arguments. 
where 
In matrix notation 2w and the constraints have the form 
•T • ·T T 2w = v Rv + 2v Qy + y Py , 
y = Ay + Bv, 
R = (- o2 H ) au au ' r s 
Q (- a2 H ) - au ax. ' r l 
p 
- ( a2 H ) 
- axiaxj ' 
A - (afi) ox. ' 
J 
(4.2.6) 
(4. 2 .7) 
(4.2.8) 
(4.2.9) 
(4.2.10) 
(4.2.11) 
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(af.) B = au: · (4.2.12) 
From (1.3.9) an extremal E is said to be singular if 
the (2n+m)x (2n+m) order determinant 
0 0 I 
6 - 0 R BT 
I B 0 
(4.2.13) 
vanishes identically along E. Expanding this determinant by 
the first n columns followed by the first n rows we get 
6 = ( -1 ) ( n+ m + 2 ) n x ( ~ 1 ) ( m + 2 ) n I R I 
2 
= ( -1 )n I R I • 
Hence for this class of Bolza problems we,can say that an 
extremal is singular if the determinant 
(4.2.14) 
along the extremal. 
We will now show that, without loss of generality, we 
may assume that along a singular extremal E, the matrix R has 
the f0rm 
(4.2.15) 
where R1 is a m*x m* order nonsingular submatrix and where 
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0 ~ m* < m • (4.2.16) 
When m* = 0, R1 does not occur. 
Firstly an important class of ngular Bolza problems 
consists of problems in which one or more control variables 
appear linearly in (4.1 .2) and (4.1 .3) and which the 
classical Clebsch condition is satisfied. Thus if the control 
variable urn' say, appears linearly we have 
(4.2.17) 
and the matrix R is of the form 
a2H EJ2H 
au:raus Ouraum 
R 
-
a:;JH 
0 au au s m 
(4.2.18) 
for r,s = 1 ,2, .•• ,m-1. The classical Clebsch condition requires 
the matrix R to be positive semidefinite and hence by Lemma 1 
1 x (m-1 ) order matrix 
(4.2.19) 
Therefore R is of the form (4.2.15). 
In a simil manner when (m-m*) control variables 
ar linearly in both (4.1 .2) and (4 .. 1 .3) and when the 
classical Clebsch condition is satisfied the mx m matrix R is 
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expressible in the form displayed in (4.2.15) along the 
reference extremal, where R1 is a m*x m* order matrix. Most 
of the singular Bolza problems of optimal control theory 
belong to this class. 
For other singular extremals it may be necessary to 
subject the accessory minimum problem to a certain linear 
transformation before we can assume that the matrix R is of 
the form (4.2.15). From matrix theory we know that, as R is 
symmetric and singular, then there exists a nonsingular square 
matrix V such that 
where R1 is nonsingular or nonexisting. Employing such a 
matrix V we subject the vector v to the regular transformation 
. 
v Vw, say • 
Under such a transformation 
and 
2w(t,y,w) = wTVTRVw + 2wTVTQy + yTPy 
y = Ay + BVw 
(4.2.22) 
(4.2o ) 
and these are of the same form as (4.2.6) (4.2.7). There-
fore, without loss of generality, we can assume that along a 
smooth singular extremal E the matrix R is of the form 
(4.2 .. 15). 
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4.3. THE GENERALISED CLEBSCH CONDITION 
Suppose that along a singular extremal E, the mat~ix R 
of the second variation is of the form 
where R1 is a m* x m* nonsingular matrix (0~ m* < m). Then we 
partition the matrices Q,B and v in a similar manner, that is, 
Q - (Qi) Q2 (4.3.2) 
B 
-
(B1 B:a) (4.3. 3) 
v - (:) (4.3-4) 
where Q1 is a m*x n matrix, Q:a is a (m~m*)x n matrix, B1 is a 
nx m* matrix, B2 is a nx (m-m*) matrix, a- is a m* x 1 matrix and 
K is a (m-m*)x 1 matrix. 
Theorem 2 
If along a singular minimizing arc E the matrices R,~Q,B 
are partitioned in the manner displayed in (4.3.1) to (4.3.3) 
then along arc E the following conditions are necessary: 
(i) The (m-m*) x (m-.m*) order matrix Q2 B2 must be identically 
symmetric. 
(ii) If Q2 B2 is identically symmetric then the matrix 
14 say, (4.3-5) 
must be ~ositive semidefinite where 
R2 - B TQ T 2 1 Q2B:1,' (4.3.6) 
R3 T d ( Q2B2) . - Q2B3 T T (4.3-7) :::; B2 PB:<:) -- - B3 Q2 ' dt 
and B3 - AB2 • (4.3.8) .... B2 
Proof 
We shall first ~rove condition (ii); tnat is we assume 
that Q2 B2 is symmetric. Before the method used to ~rove 
theorem 1 above can be em~loyed, we must first eliminate the 
derivated vector K from the equation of variation (4.2.7), 
which can also be written ~hus, 
(4.3.9) 
A transformation that does this is 
(4.3.10) 
where ~ is a nx 1 matrix. The inverse of this transformation 
is obviously, 
Therefore the transformation (4.3.10) is a one-to~one ma~~ing 
of the (y,v)-s~ace into the (~,v)-s~ace. Another motivation 
for the transformation (4.3.10) is that it leaves 2w of (4.2.6) 
in a form in which K; may ~ossibly be eliminated from the second 
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variation by me~ns of an integration·by parts. 
Differentiating (4.3.10) we get 
(4.3.12) 
Using (4.3.10) and (4.3.12), w~ nave 
(4.3.13) 
•T • 2crTQirt •.T T :J> . KTB:fFrt = r:r Rir:r + + 2r:r QiB2K + K B2 B2K + 
T + rtP'l;' •T •T (4.3.14) + 't l?B 2K + 2K Q2't + 2K Q2 B2K, 
. . 
AB 2 K + Bier + B2K and rt + B2K + B2K = A,'l;' + 
. . • (4.3.15) • Art + (AB2 - B2 )K, . . "C' = Bi\T + 
= Art + 
• Bier + B3 K • (4.3.16) 
. 
Hence we have successfully eliminated K from the equation of 
variation. 
On ex~mination of (4.3.14), it is s~en that K occurs ih 
2w only in the bilinear forms 
and (4.3.17) 
The assumption that Q2B2 is symmetric 1e~ds to 
and in general 
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(4.3.19) 
Emplpying the equation of variat~on (4.3.16h we have 
-2KT (d/dt) (Q2 't") :::: - 2KTQ2 rc-- 2KTQ2 i 
;;:: - 2KTQ2 't",... 2KTQ2 B1 cr- 2KTQ2Arc-- 2KTQ2 BsK• (4.3.20) 
Substituting (4.3.18) to (4.3.20) into '(4.3.14) we get 
2 .TQ,. . TB . + a- 1't" + K. 2 
Employing the notations (4.3.6) and (4.3.7) and 
and after simplifications we have 
Hence the vector k is completely eliminated from the second 
variation and the equation of variation. Therefore the status 
of the vector K, in the transformed accessory minimum.problem, 
can be raised to that of a de~ivated vector and this step 
. 
taken by replacing K with K*, say. 
Following this, it is observed that the· vector K* 
appears in 
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However, any restrictions placed upon the vector k*(t1) do 
not :reduce the class of sets of admissible vector functions 
~(t), v(t), ~~(t), satisfying the matrix equation of variation, 
tor any such set can be made to satisfy such :restrictions by 
infinitesimal adjustments over small neighbourhoods of the 
endpoints and these a~justments Will only affect the integral 
in J2 infinitesimally. As a consequence~ the quantities 
kp(t1) can be treated as parameters playing roles similar to 
that of ~1 • Hereafter we will let ~denote the set ~1 and 
~ ( ti). 
Employing the transformation 
K (4.3. ) 
the equation ot· variation becomes 
(4.3.26) 
and 2W ·T • ·• T • • T • ·T v R1v+ 2K:* R2v+ K* RsK* + 2v Q1~ 
• T T + 21<::* Qs ~ + ~ p~ • (4.3.27) 
In this transformed accessory minimum problem the application 
of the classical Clebsch condition to the accessory extremal 
g = 0, ~ = 0, ~ = b, K* = 0, (4.3.28) 
leads to the necessary condition that, along the minimizing 
arc E of the primary Bolza problem, 
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1{~ 0' (4.3.29) 
for all (n+m) x 1 matrices 1T satisfying 
Taking 1T ,1T , ••• ,7Tn to be arbitrary, condition (4.3.29) m+1 m+2 +m 
subjected to (4.3.30) is seen to im:ply that the mx n matrix 
must be :positive semidefinite. Hence we have :proved condition 
(ii). Q.E.D. 
We will now :prove condition (i). If Q2B2 is not 
symmetric we introduce new :partition lines running between the 
m** and (m**+1) rows/cd;Rumns where m* < m** ~ n-1 • Then 
.. , 
0 0 
R 
-
0 0 (4.3.32) 
0 0 
Q 
- (::.) ' say, (4.3.33) 
B 
- (Bi B~ B~*), say. 
Furthermore m** is chosen such that the (m-m**)x (m-m**) 
order matrix Q~*B~* is symmetric and is of the highest 
:possible order. With m** chosen in this manner, the non-
symmetry of Q2 B2 implies that 
B**T~*T Q**B* d O 2 ~2 - 2 2 F • 
This is easily seen on examining 
(Q*B* 2 2 Q**B* 2 2 
Q*B** ) 2 2 • 
Q**B** 2 2 
58 
(4.3.35) 
(4.3.36) 
0, then the orqer of the symmetric matrix 
Q~*B~* can be increased by at least one. This is because the 
(m-m**+1 ) x (m-m**+1 ) rna trix consisting of Q~*B~* and the t 
column of' Q**B* ' and the last row of Q~B~* and the last 
. 2 2 "' "' 
diagonal element of Q~B~ is ~ymmetric. In the most extreme 
case Q**B** is a one x one order rna trix which is ::\:trivially 2 2 
symmetric. This accounts for m** ~ n- 1 • 
"~ Q**B** is symmetric, condition (ii) of this theorem 2 2 
is ap:r;>licable to the accessory minimum problem with matrices 
R1Q and, B :r;>artitioned in the manner displayed in (4.3.32) to 
(4.3.34). Thus we are 1 to the condition that the matrix 
R1 0 R*r;r 2 
R4 - 0 0 R**T 2 
R* 2 R** 2 R* 3 
must be positive semidefinite, where 
(R~ R~*) B~*T(Q~ Q~T) -Q~*(B 1 B~) ,) 
= (B**TQT-Q**B IB**TQ*T-Q**B*), 1 2 1 2 2 2 2 
(4.3-37) 
(4.3.38) 
Theref'ore, 
R* B**TQT - Q**B 2 ~ 2 1 2 1' 
R** - B**TQ*T - Q**B*. 2 2 2 2 2 
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(4.3.39) 
(4.3.40) 
The vositive semidef'initeness of' R4 of' (4.3.37) implies 
that the submatri4 
(4.3.41) 
must be positive semidef'inite and by Lemma 1 we are ~ed to the 
condit:i,on 
R** = B**TQ*T - Q**B* = 0 (4 3 42) 2 2 2 2 2 • • • 
But f'rom (4.3.35) this condition :i,s not satisf'ied. Hence 
matrix Q2B2 must be symmetric. Q.E.D. 
Corollary 2.1. 
Suppose that the control variable ~ appears linearly 
in (4.1 .2) and (4.1 .3). Let us equate to zero the variations 
of' all the other control variables, that is, let 
vr(t) = o, r = 1,2, ••• ,m-1. (4.3.43) 
Then the matrices R,Q,P,A,B of' this reduced accessory minimum 
problem are 
R = 0· 
' 
Q 
- ( a
2
H ) 
- oumoxi ; p = - . 
- I . o2H ) 
. \ oxi axj ' (4.3.44) 
A (af'i)· B (of'i) (4.3.45) - ox. ' ,.... au • 
J m 
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Assuming that this reduced accessory minimum problem 
remains normal, the metl;l.od used to prove condition (ii) of 
Theorem 2 can be used to prove the necessary condition 
B 'I' P!B - ~ t ( QB) - 2 Q ( AB - B ) ~ . 0 ' (4.3.46) 
along a singular minimizing arc E of the primary Bolza problem. 
Therefore we have 
(4.3.47) 
where m is not summed and this condition is equivalent to the 
test first obtained by Kelley [19]. Note that Kelley used the 
other Hamiltonian function and this accounts for the difference 
in signs between the above result and that of Kelley. 
Corollary 2.2. 
If Q:aB:a is identically symmetric and R:a = 0 and Ra = 0 
along a singular extremal E then a new set of conditione is 
necessary at each element of E, namely: 
(1) The (m-m*) x (m-m*) order matrix Q8 B8 must be identically 
symmetric. The matrices Q8 and B8 are displayed in 
(4 •. 3.22) and (4.3.8). 
(ii) If QsBa is identically symmetric, the matrix 
must be positive semidefinite where 
R2, 1 - BTQT 3 1 .,.. QsB1 
' 
R3,1 T .. tt(QsB~) - ~ Bo;~, - B~PB:ll 
3 3 
B4 - ABs 
. 
- B3 
BTQT 
- 4 3 
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(4.3.48) 
(4.3.49) 
(4.3.50) 
(4.3.51) 
In the same manner there exists a series of ne~~ssary 
conditions involving the symmetry of QkBk (k not summe'd, k > 2), 
and the positive semidefiniteness of 
(4.3.52) 
where (4.3.53) 
Rs,k-2::: B0'Bk - ~t(QkBk) - QkBk+1 - B~+1 Q~ • (4.3.54) 
Qk ::: ~:[- Qk- 1 A - Qk- 1 ' ( 4 • 3 • 55) 
I 
assuming th~t for h = 3,4, ••• ,k-1, the matrices R h and 
2' -2 
R vanish identically and QhBh is symmetric. 
3 ,h-2 
Proof 
If R2 = 0 and R3 = 0 then from (4.3.27) we have 
(4.3.57) 
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and the equation of va~iation ~emains as 
(4.3.58) 
These ar.e in the standa~d fo~ms displayed in (4.2.6) and 
(4.2.7) but with 
(4.3-59) 
(4.3 .. 60) 
(4.3.61) 
Moreover the end variations appear in the transformed 
accessory minimum problem in the same manner as they appeared 
in the original accessory minimum p~oblem. Hence this 
corolla~y may be proved by employing the same arguments as 
those used to prove theorem 2. Repeating in this manne~ the 
series of necessary conditions may be obtained. 
Notes. 1. In corollary 2.2. we have limited ourselves to the 
cial cases when the mat~ices R2 and Rs vanish identically. 
The more gen~ral case when only ce~tain submatrices of R2 and 
R3 vanish identically could have been considered. However, 
this requi~es.mtroducing many new mat~ices and we will lose 
sight of the main features of such singular problems. 
2. Theorem 2 and corollaries remain valid but slightly 
modified when the control functions are subjected to the 
inequalities displayed in (4.1 .6). The simplest method to 
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deal with such complications is to let the variation of any 
control variable fUnction ur(t) attaining its bounds be zero. 
A more rigorous but tedious method is to employ the Valentine's 
device, Lawden [13], Berkovitz [27] and absorb tne new 
multipliers into the matrix R1 • 
3. In practice the series of necessary conditions in 
corollary 2.2. will either be effective or else it will 
indicate that a combination of the second and higher order 
variation of the functional J of (4.1 .2) must be examined. 
"Effective" means that the conditions will either be violated 
or else strict inequalities are eventually imposed (except 
possibly at a finite number of points in the interval [x1,x2J). 
4. On examining the matrices R2 ,R 3 and B3 displayed 
in (4.3.6) to (4.3.8) it is easily seen that the matrices B2 and 
Q2 occur mostfrequently. Therefore the calculations for the 
matrices R2,R3 and B3 can be reduced if there are zero elements 
in B2 and Q2 • From experience this is a common occurrence. 
5. We will now make a note of other useful forms of 
the matrix R3 of (4.3.7). Firstly, in obtaining (4.3.23) from 
(4.3.21) we have employed the quadratic form property 
This enables R3 of (4.3.7) to be a symmetric matrix. It is 
perfectly legitimate not to use this quadratic form property 
at this stage in which case we have instead of R
3 
of (4.3.7), 
64 
B;FB 2 (4.3.63) 
By (4.3.8) this is again exp~essible as 
B;:FB 2 
• . 
2Q2.AB2 
. 
R* - Q2B2 Q2B2 + 2Q2B2, 2 
BiFB2 
• • 
- + Q2B2 - Q2B2 - 2Q2.AB2, (4.3.64) 
= (BJp- Q2 - Q2A)B2 - Q2.AB + Q2B2, 
= QsB2 - Q2Bs, (4.3.65) 
by means of (4.3.22) and (4.3.8). This mat;rix R~ is howeve~ not 
necessa~ily symmet~ic. 
Secondly, we have f~om (4.3.7), 
T_ • • • T T 
= B2--:t>B2 - Q2B2 - Q2B2 - Q2.AB2 + Q2B2 - B3.Q2 ' 
= (B;:F- Q2 - Q2 A)B2 - B;Q; 
. T T 
= QsB2 - B2Qs 
by means of (4.3.22). 
(4.3.66) 
4.4. VARIABLE THRUST ARCS: FOR ROCKET FLIGHT IN A RESISTING MEDIUM 
We will examine the ext~emal va~iable th~ust arcs of a 
rocket moving in a re sting medium and in a vertical plane of 
a flat ea~th. This p~oblem has been studi in detai~ by Miele 
[25]. We shall consider the simplified case when the thrust 
direction is always tangential to the velocity vector and when 
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there are two degrees of freedom, namely, the lift program and 
the mass flow program. The case of one further degree of 
fre~dom, namely, the thrust direction program, becomes 
unmanageable analytically. 
If X denotes a horizontal coor~inate, h a vertical 
coordinate, V the magnitude of velocity, y the angle between the 
velocity vector and horizontal direction, in the mass, g the 
acceleration of gravity, c the eq~ivalent exit velocity of the 
rocket engine, ~ the mass flow, D the drag and L the lift, the 
equations of motion of the rocket are 
x ;:::! v cosy 
' . 
h = v siny 
v = -g siny - (D- c~)/m , 
. 
-(g cosy)/V + L/(mV), y = 
• 
m ::::; ,... ~ 
and 0 ~ ~ ~ ~max 
where D = D(h,V,L) and g = canst. 
(4.4.1) 
(4.4.2) 
(4.4.3) 
(4.4.4) 
(4.4.5) 
(4.4.6) 
The problem is to minimize a certain terminal 
performance index G(X,h,V,y,m,t) subjected to conditions (4.4.1) 
to (4.4.6) and prescribed end conditions. As only extremal 
variable thrust arcs are·being examined the constraint (4.4.6) 
is ignored. The control variables are L and~. 
The Hamiltonian function is 
H = 1\1 V cosy+ 'A2 V siny -As [ g ~iny+ (D-cf]/m] 
- 'A4 [ (g cosy)/V- L/(mV)] - 'A5j3. 
The Euler-Lagrange equations are 
~1 0 ' 
~2 = ('As/m)(oD/ob), 
~a=- 'A1cosy- 'A2siny + (As/m)(oD/oV) 
- (~g/V2 )cosy + ~L/(mV2 ), 
~ A1 V siny - A2 V cosy + As g cosy 
- (A4 g/V) siny , 
~5 - As (D- cfJ)/m2 + ~L/(m2V), 
- (As/m)an/aL + ~/(mV) = 0 , 
0 • 
Differentiating (4.4.15) we get 
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(4.4.8) 
(4.4.9) 
(4.4.10) 
(4.4.11) 
(4.4.12) 
(4.4.13) 
(4.4.14) 
(4.4.15) 
(4.4.16) 
Using equations (4.4.5), (4.4.11), (4.4.12) and (4.4.14) this 
equation gives 
1\s (D 2].) . ' ~(1 1 ) m.g J m c + oV - mV~ c- V L + V cosy ' (4.4.17) 
:::;: - -+ -- --- L+=cosv . As(D fv1) As ~D (1 1) mO' ]· m c · a m aL c v v o • 
We will show that the Euler-Lagrange equations and (4.4.18) 
imply that the matrices R1 ,R2 ,R3 of theorem 2 are given by 
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R1. (- a2 H) As o2 D (4.4.19) = w =mar? 
R2 ::;: S'As [o 2 D 1 an] T aLav +v oL (4.4.20) 
Calculations: The equations (4.4.5) and (4.4.14) will be 
. . frequently used to eliminate m and /\4 respectlvely. We will use 
xi to denote the set of state variables X,h,V,y,m respectively. 
The symbols fi will be used to denote the right hand de of the 
equations of motion. We have 
B; ~ (:~) ~ (o,o,~,o.-1), (4.4.22) 
Q2 = (- a~;~i) = (o,o,o,o,::3 )· (4.4.23) 
It follows that 
AJJ 2 (:~~)(o,o,~,o,-1)T 
(
af. af.) l c l ( ) 
= av iii - am = 0 i ' say • 
(4.4.25) 
It follows that 
• 
-2Q2Bs = -2Q2C + 2Q2B2 
::;: 
-2Q2505 + 2Q25::825' 
= 
CAs(ofs c ofs) 
- T 1JV iii- am + o, 
= o. (4.4.26) 
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Now 
It follows that 
2cf\3 {3 
' ' ' 
c ( ) c~a an c f\4g 
= ~ 1\1 cosy+ 1\2 siny - 7 av + ~ -y,r- cosy 
cA4 2cf\3 {3 
- msv2L - ms (4.4.28) 
(4.4.29) 
(4.4.30) 
2c 32 H 2of\3 an 2cA L m avam = m3 av + m3V'$§3 , 
~:~ = ~~3 (D- cf3) - ~~tL • 
It follows that 
(4.4.33) 
Then using (4.4.17) and (4.4.14) we get R3 as dis:played in 
(4.4.21). 
T T l32Q1 - Q2B1 , 
c CAs 
= m Q1s - Q1o - m2 B1o• 
a2 H "As o2 D A. Q13 := 
- 8L8V m oLaV + m~2 
As a2 D As an 
m eLav + mV aL • 
Q15 a
2 H ~ oD A. 
== - ar:am == - m2 8L + m~V 
B1a := ~ ::::; 0 aL . 
It follows that 
R:a 
= ~ ar:av + v aL ' cA. [o
2 D 1 aD] 
as displayed in (4.4. 20). Q.E.D. 
Theorem 2 implies that 
Rs ~ 0 , 
R1 Rs - R~ ~ 0 . 
0 • 
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(4.4.35) 
(4.4.36) 
(4.4.37) 
(4.4.38) 
(4.4.39) 
(4.4.40) 
The inequality condition (4.4.38) is contained in the clas al 
Clebsch condition. From it we may deduce the sign of "As• The 
inequality (4.4.39) can so be obtained by Kelley 1 s test [ 1 8] • 
Inequality (4.4.40) is a new optimality condition. Note that 
the matrix corresponding to Q2 B2 is trivially symmetric because 
it is a. one x one order rna trix. gene 
' if ngularity is 
due to only one control.variable appearing linearly, the matrix 
corresponding to Q2 B2 is trivially symmetric. 
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4•5· A CLASS OF IDENTICALLY SINGULAR OPTIMAL CONTROL PROBLEMS 
Employing the indices displayed in (4.1 .1 ), the statement 
of the problem is: Find control functions ur(t) which minimize 
the performance index 
J s g[x(t 1 ),t1 ] + !t1L0 (x,t) + urLr(x,t)dt , 
0 
with state variables xi(t) satisfying 
xi= Ci(x,t) + Dir(x,t)ur 
xi(t 0 ) = xio , (constants), 
(4.5.1) 
(4.5.2) 
(4.5.3) 
(4.5.4) 
and vector (ur) € U which is an open region. Here L0 ,Lr' Ci, 
Dir are known functions of xj and t. This problem is a 
generalization of the extremization of the general linear 
integ~al studied in the previous chapter. 
·The Euler-Lagrange equations are 
. 
- 1\. 
acj aDjs aL 0 aLs (4.5.5) /\i = - )\. ax. us +- + us J ax. J oxi a xi ' l l 
/\.D. 
- L = o. (4.5.6) 1 1r r 
In the notation of theorem 2 the matrix R along a singular 
extremal E, satisfying these Euler-Lagrange equations, is zero 
and hence theorem 2 is applicable. The matrices 
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(4.5-7) 
It f'ollows that 
Condition (i) of' theorem 2 requires that this mx m order matrix 
(~rs) must be symmetric along the minimizing arc. 
An ~xample of' such a problem was formulated by 
Breakwell [ 33] in connection with optimal guidance. The 
statement of the problem is: Find control variables u(t) and r(t) 
so as to minimize the performance index 
J [ 2uif p + cxr] d t , !.
T 
0 
with state variables p(t), g(t) satisfying 
p :=- 2"Lup+ rag 2 , 
. 
g - 2 - rag , 
(4.5.10;) 
(4.5.11) 
(4.5.12) 
where 'L = T- t with T predetermined, a is a specif'ied constant 
and.a(t) is a known function. We will assume that the end 
conditions are of the f'orm (4.5.4) and that singular extremals 
involving intermediate levels of both r(t) and u(t) exist. 
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As displayed in (4.1.9) we define the Hamiltonian 
function 
H :::: 'A ( r a g~ - 2r u p) - p,r a g2 - 2wf p .,.,. cxr. 
~he Euler~Lagrange eQuations are 
• 2/\rru - u/ifp, 'A= 
. 2 (p, - 'A) r a g , fJ, :::; 
-2/\'qJ 
-
2ifp :::; 0 
=> 'ArN"p + 1 :::; 0 
'A a g 2 - p, a g 2 - ex = 0 
= > ex + ( p, - 'A) a g2 :::: 0 • 
In the notation of theorem 2 we have 
by means of (4.5.16) and (4.5.17). Hence 
-ag•;.f~' 
2acxg } 
In order that Q2~ 2 is identically symmetric 
(4.5.13) 
(4.5.14) 
(4.5.15) 
(4.5.16) 
(4.5.18) 
(4.5.19) 
(4.5.20) 
=> 
a,go/t/p ~ 0 
g - 0 
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(4.5.21) 
Th:ls rules out the doubly singular extremals involving inter-
mediate levels of both r(t) and u(t). 
4.6. SINGULAR EXTREMALS IN LAWDEN'S PROBLEM 
We will now apply theorem 2 to the problem of deciding 
the status of the intermediate-thrust arcs which arise in 
optimal rocket trajec.tory problems, Lawden [ 13], [ 34]. The 
conclusions to which we shall be led to, are in agreement with 
those obtained by Kopp and Moyer [19], Robbins [20], Kelley 
[16], Tait [22] and Gurley [21], employing different methods. 
In this sect~on we will use the following set of indices: 
i,j,k = 1 ,2,3. 
The optimal rocket trajectory problem may be formulated 
tnus: Ox1 x 2 x 3 is an inertial frame. At time t a rocket has 
coordinates x1 and velocity components vi: its motor thrust· 
acts in a direct~on having direction cosines ti and the mass 
rate of propellant consumption ~sm. Then if gi(x1 ,x2 ,x3 ,t) 
are the components of the gravitational field in the frame, M 
is the rocket mass and c the exhaust velocity, the equations 
of motion are 
(4.6 .. 1) 
(4.6.2) 
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M = ..... m. (4.6.3) 
Employing the usual spherical polar angles 0,¢ the direction 
cosines can be ex~ressed thus: 
t 1 = sinO cos¢, t 2 = sinO sin¢, l 3 = cosO. 
The general problem is to transfer the rocket from a 
given set of initial conditions 
v. = vi , J,. 0 x. , M = M0 J..o 
to a given set of terminal conditions 
such that a certain terminal function 
is minimized. 
(4.6.5) 
(4 .. 6.7) 
A speci fie example is the problem of achieving a docking 
rendezvous with an orbiting satellite when (4.6.6) becomes 
(4.6.8) 
where vi(~) and xi(t 1 ) are the equations of motion of the 
satellite. We may want the transit time to be minimized in 
which case 
A further equation of the type (4.6.6) may arise from fuel 
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requirements. Alternatively we may want the propellant 
expenditure to be minimized in which case 
(4.6.10) 
Another example is the problem o~ transferring the rocket 
to another given point at which it is to have a speci~ic 
velocity and such that propellant expenditure is to be 
minimized. This leadsto the terminal conditions 
(4.6.11) 
and 
In the now standard terminology the ~nctions vi(t), 
xi(t), M(t) are the state variables and e(t), ¢(t) and m(t) 
are the control variables. From (4.1 .9) we de~ine the 
Hamiltonian function 
H = A. ( c m e . /M + ~i ) + A. v1. - ~ m. l l 1+3 (4.6.12) 
Lawden [13],[34], has shown that there exists certain extremals 
known as the intermediate-thrust arcs (I-T arcs), which 
satisfy the multiplier rule and the Weierstrass condition. 
It may be verified that the determinant 6 of (4.2.14) vanishes 
identically along such extremals. This is because the control 
variable m occurs linearly in the Hamiltonian function. 
The Euler-Lagrange equations are 
• 
A. = - A. ' l 1+3 ( 4. 6.1 3) 
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. agj (4.6.14) 
'Ai+$ == - 'Aj ax1 ' 
• em 'A (4.6.15) /\7 = w .t. 
' l l 
... .9.!!!)\ M j 
at . 
___J_ == 
ae 0 ' (4.6.16) 
em at. 
__J_ - 0 (4. 6 .1 7) 
... M 'Aj a¢ - ' 
~ + A7 0 ( 4. 6 .1 8) ... e M = . 
By means of (4.6.4), the equation (4.6.16) and (4.6.17) imply 
(4.6.19) 
Differentiating (4.6.18) and employing (4.6.3) and (4.6.15) we 
have 
(4.6.20) 
by means of (4.6.19) and t.t. = 1. l l • 
Denoting the variations of the state variables vi,xi,M 
by ~i'~G+i'~7 respectively and the variations of the control 
variables e,¢,m by ~ 8 ,~ 9 ,~ 10 respectively,_ the equations of 
of variation prove to be 
• em (ati ati ) 1 ogi em ~i =M ae~a+a¢~9 +M cti~io+axj ~3+j-M2 ti~7' (4.6· 21 ) 
. 
~3+i = ~i 
' 
(4.6.22) 
. 
~7 = - ~id (4.6.23) 
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The integrand of the second variation is 
(4.6.24) 
By employing (4.6.23) this can be simplified thus: 
t t 
= - [~ n~l1 + 1 12:~c n~dt, 
o to 
(4.6.25) 
where use has been made of (4.6.3) after integration by parts. 
Absorbing the terms involving end values in the form 2r,, the 
integrand 2w reduces to the form 
(4.6.26) 
It is clear that 2w and the equations of variation are 
in the forms (4.2.6) and (4.2.7). The motivation of the above 
simplification is to reduce the matrix Q2 , in the notation of 
theorem 2, to zero. This reduces considerably the necessary 
calculations. Again we have 
BT 
lil - (ct1/M,0,0,0,-1), (4.6.27) 
Q s. = 0 ' (4.6.38) 
R1 = (pc:/M (pcm:M)sin•~' (4.6.29) 
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Q1 = 0 , (4.6.30) 
:£!11~ o, o, o, 
BT-
M ae ' 
1 - £ill~ o, o, 0, M a¢ ' 
(4.6.31) 
agi 
axj 
A= 0 0 (4.6.32) 
0 0 
0 0 0 
p 0 
-1\k 
a2gk 0 = ax. ax. ]. J 
0 0 0 
The or-ders of the matrices B1 ,B 2 and A ar-e 7 x 2, 7 x 1 and 7 x 7 
respectively. 
Wrom (4.3.6) and (4.3.7) we have 
T B2 .o - o.B 1 = o, 
B;FB 2 = 0. 
(4.6.34) 
(4.6.35) 
Therefor-e it is necessary to apply cor-ollary 2.2. Fr-om 
(4.3.55) and (4.3.56) we have 
= B~ - Q2A . (4.6.36) Qs - Q2 0 
' 
Bl • T = (AB2 -B2) 
(cmli _ .!L eli eli o). (4.6.37) = 
·M2 dt M ' T ' 
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From (4.3.53) and (4.3.54) we get 
R 
2 '1 
(4.6.38) 
(4.6.39) 
The: positive semidefiniteness of the matrix displayed in 
(4,3.52) requires that 
It follows that p must be positive and together with (4.6.19) 
we have 
(4.6.41) 
In the special case when the gravitational field is an 
inverse square law of attraction towards the origin, we have 
where r 2 ~ x.x., and it follows that 
l l 
Hence, 
ax. ax. 
l J 
~ (4.6.43) 
(4.6.44) 
But 'Ai'Ai:::: p 2 and 'Aixi = prcofEH/f, where 1ft is the angle between 
the radius vector from 0 to the rocket and the direction of 
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thrust. Condition (4.6.41) is accordingly 
(4.6.45) 
where s = cost and hence 
either (4.6.46) 
We will now show that all the I-T arcs satisfy the 
further inequality 
(4.6.47) 
This requires differentiating twice the condition of singularity 
Employing (4.6.13) and (4.6.14) we have 
. /\.~ . and 1\.1\ . + :;: 0 J. s+J. J. s+J. 
ag· (4.6.50) ==> 1\s+i/\s+i + "i"j ..::.:.::..J. 0 • a xi 
With g1 displayed in (4.6.42), 
(4.6.51) 
and as 1\ . is real, 1\ 1/\ . must be non-negative~ s+J. s+ s+J. Hence 
from (4.6.50) and (4.6.51) we get 
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3ttp 2 cos 2 '1/J - !J-P 2 ~ 0 
=> 3s2 ~ 1. Q.E.D. 
The inequalities (4.6.46) and (4.6.48) rule out those 
I-T arcs satisfying the condition 
a ~ s ~ (t/3)' • 
Lawden has shown that all the two-dimensional I-T arcs where 
the transit time is ~ot predetermined satisfy the inequality 
(4.6.52). Hence they are non-optimal, The I-Tarcs that 
require further examination ar~ those satisfying the second 
inequality of (4.6,46). Along such arcs the thrust direction 
are directed towards the centre of attraction. At the present 
moment it is felt that such arcs occur in the two-dimensional 
case where the transit time is given and in the three 
dimensional problem. 
4.7. SINGULAR CONTROL FOR LINEAR SYSTEMS 
In this section the indices (4.1 .1) will be employed. 
The statement of the problem is: Find control functions ur(t) 
which minimizes the perf:ormance index 
with state variables xi(t) satisfying 
::: x. , 
;LO (constants) , 
and vector (ur)€ u, which is an open region. Moreover 
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(4.7.2) 
(4.7.3) 
where R1 is a m* x m* positive definite mat:r;i.x. Matrices Q, 
B and u are partitioned similarly: 
Q(t) = ~:) B = (B1 B.), u ~ (:) (4.7.6) 
In order that theorem 2 ~s satisfied we assume the further 
hypotheses: 
( i) Q2 B2 is idEmtically symmetric, 
( ii) the rna trix 
is positive definite, whe:re 
R2(t) T T B2Q1 ... Q2B1' 
R3 (t) BJpB2 d (Q2B2) = - dt 
and Bs AB2 - • B2 . 
T T 
- BaQ2 - Q2Bs, 
(4.7.7) 
(4.7.8) 
(4.7.9) 
(4.7.10) 
83 
This class of problems is important because the dynamical 
equations of many engineering systems are linear. 
The motivation of this section is to demonstrate the 
existence of singular extremals and to lay down a procedure 
for their derivation. In matrix notation the scalar 
Hamiltonian function 
H( ~ t) ~TA.. ~TB TR 2 T xTPx. t\,x,u, = 1\ nA + 1\ u ~ v 1v - u Qx -
The Euler-Lagrange equation is 
~ = - AT/\ + 2QTu + 2Px 
= ... AT/\ + 2Q{v + 2QJw + 2Px 
B~ - 2R1v - 2Q1x = O, 
:sJ'A - 2Q2 x = o. 
Also it will be useful to write (4.7.2) as 
Differentiating (4.7.14) we nave 
ana employing (4.7.12) and (4.7.15) we get 
rr.. T T T T T T T_ ··· • B2~/\ - B2A 'A + 2:S2Q1 v + 2B2Q2W + 2B2-.Px- 2Q2x 
- 2Q2Ax. ... 2Q:aB1v- 2Q2B:aw = 0. 
(4.7.11) 
(4.7.12) 
(4.7.13) 
(4.7.14) 
(4.7.15) 
( 4. 7.1 7) 
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By hypothesis Q2 B.a is symmetric. Hence 
(4.7.18) 
Therefore (4.7.17) becomes 
Introducing the notation 
and employing (4.7.8) and (4.7.10) we have 
(4.7.20) 
Differentiating, we are led to 
and by means' of (4.7.12) and (4.7.15) this equation becomes 
2R:qv- 2B]Qtv + 2QsB:~, v + 2R2v· + 2QsB2w- 2B]Q;Fw- B]l\ + B]A T/\ 
- 2Btpx + 2Q3 x + 2Q3 Ax :::: 0, 
It follows that 
where 
• 
B4 ::::: ABs - Bs 
Q4 = BJ.P - QsA- Qs. 
(4.7.21) 
(4.7.22) 
(4.7.23) 
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From (4.3.66) the matrix R3 of' (4.7.9) may also be 
written thus 
(4. 7. ) 
By hypothesis, R~, of' ( 4. 7. 7) is positive def'ini te. Hence 
Rs is positive definite and consequently it is nonsingular. 
Therefore (4.7.21) may be solved for the vector win terms 
We 
of' v, v, A, x, t. Unless R2 ~ 0 this solution of' w 
invariably contaips v. 
• A more complete approach is to eliminate v by means 
of' (4.7.13). Differentiating (4.7.13) we have 
(4.7.25) 
Employing (4.7.12) and (4.7.15) this equation becomes 
2R1~ = (Bt-BtAT)A + 2(BtQJ-Q1B2)w + 2(BtQ~--Q1B1-R1)v 
+ 2(Bb- Q1A- Q1)x = O, 
It follows that 
2v R1 1 (Bt- BtAT)A - 2R11RJW + 2R1 1 (BtQt- Q1B1- Ri)v 
(4.7.26) 
Substituting this into (4.7.21) and by (4.7.24) we 
have 
2Rsw- 2R2Ri:~.:aJw+ 2R2R1 1 (BJ- BtAT)A - B-2\ 
T T • T T • 
+ 2R2R1 1 (B:~.Q1-Q1B1-R1)v+2(QsB1.-BsQ1+R2)v- Q4X 
+ 2R2R'1 1 (Btp- Q1A- Q1 )x 0. (4.7.27) 
The coefficient of w is 
2(Rs- R2R'1 1Rl). 
From Gantamacher [31, p.46], the determinant of R4 of 
(4.7.7) may be expressed as 
I R4 I t:; I R1 I IRs - R2R'1 1RJI • 
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(4.7.28) 
(4.7.29) 
Since R4 and R:t are positive definite and consequently non-
singular therefore we have 
I R:t I IRs- R2R'1 1 Rtl > 0 
=> I RG- R2R1 1Ril > 0 • 
(4.7.30) 
(4.7-31) 
Hence (4.7.27) can be solved f0r win terms of A, x, v, t. 
The procedure for the derivation of the singular 
extremals is now clear. Firstly (4.7f13) is solved for the 
vector v in terms of A, x, t. This is possible as R1 is 
nonsingular. Then this vector v is substituted into ·.the 
solution w of (4.7.27). The vector functions v and w of 
A, x, tare tnen substituted into (4.7.2) and (4.7.12) and 
we are led to a system of 2n first order differential 
equations in A, x, t, which in principle can be solved. 
Subsequently the imposition of the constraint (4.7.14) 
reduces the dimension of the solution space to a lower order. 
4.8. ON THE DERIVATION OF SINGULAR EXTREMALS 
In .this. section we will examine how singular extremals 
may pe derived. It will be assumed that the independent 
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variable t does not occur explicitly in (4.1 .2) to (4.1 .5) 
If otherwise, t is eliminated by means of xn+i = t and the 
equation 
(4.8.1) 
is adjoined to (4.1 .3) and xn+i is considered as a state 
variable. 
In the special case in which the problem involves only 
a single control variable appearing linearly in the Hamiltonian 
function it may be shown, Tait [22], that corollary 2.2. is 
equivalent to 
(4.8.2) 
with dk (aH) ---k -- = 0 for k = 1 ,2, ••• ,2m. dt au (4.8.3) 
Note that our Hamiltonian is defined by (4.1 .9) whereas that 
of Tait and Kelley is defined by (4.1 .8). If the inequality 
(4.8.2) is satisfied strictly it means that the equation 
(4.8.4) 
can be solved for the control variable u in terms of Ai and 
The procedure for deriving the singular extremals is 
then clear. It consists of solving (4.8i4) for the control 
variable u as a function of Ai and xi and substituting it 
into the eQuations 
xi:;:: fi(x,u) 
and 1--. :;:: - aa~. ('A,x,u) 
l l 
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(4.8.5) 
(4.8.6) 
The general solution of this system of differential eQuations 
contains 2n arbitrary constants. However, (4.8.3) must be 
satisfied and the final solution space is of a lower 
dimension, which depends on how many of (4.8.3) are 
independent eQuations. 
We will now generalize these remarks to the problem 
when the control variables ur for r :;:: m* + 1 , m* + 2, ••• ,m 
appear linearly. in (4.1 .2) and (4.1 .3). The indices (4.1 .1) 
will be employed. The notation of theorem 2 will be used. 
We will assume that the matrix Q~B 2 is identically symmetric 
and R4 of (4.3.5) is positive definite. We will firstly show 
that 
R:t :;:: ( a
2
H ) 
- aucxau,B ' (4.8.7) 
R -2 - (a d aH ) au,B dt aup .' (4.8.8) 
Rs - -:t T R2 R1 R2 :;:: ( :uv [~ (~~p)J) • (4.8.9) 
Calculations: With the Hamiltonian function H('A,x,u) defined 
by (4.1 .9) the matrix R1 is obtained by definition. The 
positive definiteness of R4 implies that R1 is positive 
·definite and is consequently nonsingular. 
It is convenient to rewrite 
The Euler-Lagrange equations are 
. aH 
"i :::: - ax:- ' ]. 
aH = 
oucx 
0 
and BH 0 Bup ::;: 
We have, by definition, 
A :::: (B2H/B/\iaxj) 
B1 (B 2H/a/\iaucx) 
' 
B2 = (a 2H/B/\iaup) 
Ch :::: (-8 2H/aucxa~i) 
' 
Q2 (-a2 H/aupaxi) 
' 
p 
= (-o 2H/axiaxj) 
It follows that 
R2 = BJ'Ql - Q2B1 = (R2 , pf3) ' 
( ... a
2H a2 H + a2 H a2H ) 
a/\.au au13ax. au ax. a/\1.au13 • l p ]. p ]. 
Bs = AB 2 - B2 = (Bs,ip) , 
( a
2H a2H d a2 H ) 
= axja'/\i a/\jaup~dt a/\iaup 
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(4.8.10) 
(4.8.11) 
(4.8.12) 
(4.8.13) 
(4.8.14) 
(4.8.15) 
(4 .. 8.16) 
(4.8.17) 
(4.8.18) 
(4.8.19) 
(4.8.20) 
(4.8.21) 
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BJP - QzA . Qs = .... Q2 = ( Q3, pi) 
(- a2 H a2 H a2 H a2 H d a2 H ) (4.8.22) ~ a5\j auP + . +- au ax. • ax . ax . au ax . a'Ajaxi dt J J. p J p l 
From (4.3.66) we have 
:R 3 = Q~B2 - B~QJz (R3 ,pv) 
( 
a2 H a2 H a2 H a2 H a2 H a2 H 
= - a/\. i§u' qX. ax. a/\. o\l + a1,1, ax. 81\J. ax
2
. ol\
2
. au v J p J l l v p J 
(4.8.23) 
We will now consider the consequences of differentiating 
(4.8.13). We recall, section 4.2., that the assumption that 
the control variables u appear linearly in H and the further p 
ass1,1mption that the classical Olebsch condition is satisfied 
imply 
a2H 
au au p (X. 
- 0 ' - 0 • 
It is useful to note that H is linear in /\i • 
Employing (4.8.10) and (4.8.11) we have 
d aH a2 H aH a2H aH 
dt aup = - a'A1aup a+ aupaui a'Ai = xi 
It follows that 
(4.8.24) 
0 • (4.8.25) 
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( a d aH ) auv dt aup = ( - a
2 H a2 H + a2 H a2 H ) 
a'Ai aup auvaxi aupaxi a/\1 auv ' 
= (BJQJ.., Q2 B2 ) 
:;:: 0 ' (4.8. ) 
as Q2B2 is assumed to be identically symmetric. Again, we nave 
(4.8.27) 
from (4.8.20). Therefore we have proved (4.8.8). The otJJ,er 
parti~l derivatives of (4~8.25) are 
a d aH a2 H a2 H a2 H a2 H ax:- dt au = - a/\jauP axJaxi + aupaxj a/\jaxi l p 
asH oH + asH aH (4.8.28) a'A.au ox. ~ au ax.ax. a/\.' J p l J p J l. J 
a d aH a2 H :3 2 H asH aH (4.8.29) 
a/\i dt aup ::::: - 8'\.lpa'Aj ax .(3/\. au ax .a/\. 8/\j J l p ~ l 
Next we note that 
(4.8.30) 
Employing these, (4.8.28) and (4.8.29) become 
d 8H 
dt au ~ 
p 
a2 H 
au ax.. ' p l 
(4. 8. ) 
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(4.8.33) 
We will now examine the second time-derivative of 
(4.8.13): we have 
r: 0 • (4.8.34) 
Employing (4.8.26), we have 
(4.8.35) 
Again emplo¥ing (4.8.26), we have 
• 
_QI.· a d aH J aua a d aH • a a d aH 
au}_ Uaau dt "iJU :::: au au '(i't" au + Uaau au dt au. 
v ex p v a p a v p 
gives 
aua __Q__fd aH ] 
::::au ~dt au.·. v a p 
To evaluate aU.cx/auv' we differentiate (4.8.12), which 
(4.8.37) 
As matrix R1 is nonsingular this equation can be solved for 
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. 
ucx. Hence 
• -1 [ a
2 H aH a2 H oHJ 
ucx = R1 ,{3cx ... auf3a/'i axi + auf3axi a'Ai ' (4.8.38) 
It f'ollows that 
(4.8.39) 
We note that R1 ,B1 and Q1 a~e independent of' uv because of' 
(4.8.24). Theref'ore f'rom (4.8.36), (4.8.39) and (4.8.8) we 
have 
(4.8.40) 
Employing (4.8.32) and (4.8.33) the other terms of 
(4,8.35) are 
a2 H a2 H a2 H o. [ a2H J a2 H 
= + o/\j aup ax. a/\. auvax. - dt a/\.au au ox. J l l l p v l 
a2 H a2 H a2 H 
+ 
a2H a2 H a2 H 
a/\jaup axjax1 a'A.au. au ax. a/\. ax. a/\. au l v p J J l l v 
d [ a2 H J a2 H + crt au. ax. a/\iauv 
.p l 
= R (4.8.41) :3,pv 
from (4.8.23). Therefore (4.8.35), (3.8.40) and (4.8.41) imply 
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which is wnat we set out to prove, see (4.8.9). 
We recall that the matrix R4 , in the notation of theorem 
2, is assumed,. to be positive definite, Therefore R1 is non-
singular. From Gantamacher [31 ,p.46] 
> 0 • (4.8.42) 
The procedure for deriving the singular extremals is 
thus: 
(1) Differentiate (4,8.12) with respect to time and solve 
for uex('A,x). From (4,8.37) this is poss·ible as R1 is non-
singular. 
(2) Compute the eguations 
(4.8.43) 
which will involve u ,u ,u ,'A. ,x.. The variables uex occur ex ex p J. J. 
only linearly and are eliminated,. by means Of Uex('A,X) Obtained 
in the previous step. We are ~hus led to an eguation 
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(4) The equation (4.8.12) is solved for ua in terms of 1\i 
~nd xi. ~his solution ua('A,x) does not contain up explicitly as 
o2 H/ouaaup = 0. Substituting into up(ua,'A,x) of the previous 
step we obtain solutions ur('A,x). 
(8) These functions ur('A,x) are substituted into (4.8.10) and 
(4.8.11). The general solution of this s~em of differential 
equations ~n 'Ai and xi contains 2n arbitra;r>y constants. 
However, the imposition of the conditions 
and aH 
aup 
d aH 
= 0 ., __,. ......,._..,. ;:: 0 ' dt aup 
reduces the number of these arbitrary constants. 
(4.8.44) 
(4.8.45) 
CHAPTER 5. SINGULAR EXTREMALS IN THE GENERAL BOLZA PROBLEM. 
5.1. A PRELIMINARY TRANSFORMATION. 
We will now consider tne accessory minimum problem of 
the Bolza proplem as formulated ip section 1.1 .1. We will 
assume that the integers m,m*,n satisfy the inequalities 
0 ~ m ~ m* < n. 
The problem is supposed to be singular, that is, the 
determinant 6 of (1 .3.9) vanishes identically along the 
reference minimizing arc E. 
(5.1 .1) 
Employing matrix notation, the iptegrand of the second 
' 
variation can be written thus: 
(5.1.2) 
and them differential cons~raints (1 .3.10), become 
¢77' + 67J ::; o. 
We will show that we can always reduce the accessory 
minimum problem into a for~ in which the matrices R,Q,¢ have 
the forms 
0 ) 
' R* 
(5.1 .4) 
(5.1 .5) 
¢ = (I I -B*)' n 
where partition lines run between the mth and (m+1)th 
rows/columns and Im is the mx m identity matrix. 
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(5.1 .6) 
In general, the matrices R,Q,~ of (5.1 .2) and (5.1 .3) 
are of the form 
R = ( R2 Rl) (5.1.7) Rs R1 
Q = (t) (5.1 .8) 
¢=(NjM), (5.1 .9) 
where partition lines run between the mth and (m+1)th 
rows/columns. According to the hypothesis of section 1.2, 
¢must be of rank m everywhere in r1. Hence we can arrange 
the nomenclature so that N is nonsingular. Thus N- 1 exists 
and premultiplying (5.1 .3) by this matrix, we obtain 
where 
( rm I A) TJ ' + Br; = 0 ' 
A = N-1 M, 
B = N-1 a. 
Partitioning r; tb.us: 
(5.1.10) 
·(5.1.11) 
(5.1.12) 
(5.1.13) 
where p is a m x 1 rna trix and 1T i~:~ a (n- m) x 1 matrix, we have, 
employing (5.1 .7) and (5~1 .8), 
Equation ( 5.1 .1 o) may be written as 
p ' + A1r' + Br] = 0 • 
(38 
(5.1 .14) 
(5.1.15) 
(5.1 .16) 
Eliminating p' f:r:om (5.1.14) and (5.1.15) by means of 
(5,1 .16) we find that 
w;here 
r] 1TRf)' = 1r 1TR*1r' + 27r 1TKr] + r]TLr], 
2r] 1 TQr] = 277''TGr] + fJTHr], 
L = BTL2 IB , 
K = ATR2 B - RsB,, 
R* = ATR2 A- R3 A- ATRl + R1, 
G = Q2 - ATQ1 
H = -BQ1 - QJ:sT • 
It is convenient to introduce the notation 
P* = H, + L + P, 
B* = -A, A* = -B. 
Clearly R* and P* are symmetric. 
(5.1.17) 
(5.1.18) 
(5.1.19) 
(5.1 .20) 
(5.1.21) 
(5.1 .22) 
(5.1 .23) 
( 5 ,1 • 24) 
( 5.1 • 25) 
( 5. 1 • 26) 
Substituting (5.1.17) and (5.1 ~18) into (5.1.2) we· are 
led to 
(5.1 .27) 
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Employing (5.1 .26), (5.1.16) becomes 
p' - B*~' - A*~ = O. (5.1 .28) 
Comparing (5.1 .27) with (5.1 .2) and (5.1 .28) with (5.1 .3) the 
matrices R, Q, ¢ are in the forms displayed in (5.1 .4) to 
(5.1.6). 
We will now prove that the reduced fovm of the 
accessory minimum problem with matrices R, Q, ¢displayed in 
(5.1 .4) to (5.1 .6), is singular if and only if the original 
accesso:ry minimum prob;:tem is singular. We define an 
(n+m)x (n+m) matrix C in the partitioned form 
c = 
D -A 
o _rn-m 
0 0 
(5.1 .29) 
where D = N- 1 • Taking determinants and expanding by minors 
in the lower n rows we find that 
Thus, C 
ICI = IDI = INI- 1 1- o. 
is regular. 
CT ( R ¢T ) 
¢ 0 
Also 
R:a R:f 
c = CT Rs R1 
N M 
::: 
TriE LIBRARY 
UNIVERSITY OF CANTERBURY 
CHRISTCHURCH, N.Z. 
NT 
MT C, 
0 
(5.1.31) 
where E1 T = D R2D, 
E:a DTR:f- T = D R2A, 
E3 = DTNT = (ND)T ::::: Im' 
E4 (R3- ATR:a )D T = = E:a ' 
Eo T T T R1 * = A R:aA - A R3 - R3A + = R ' 
Es :::; -ATNT + MT = (-NA+ M)T 
= (-NN- 1 M+ M)'r ;;: 0, 
E7 ::;: ND :::; I m' 
Ee = M - NA = o, 
by (5.1.11). Thus (5.1.31) ca,n be writ ten 
¢T 
EI 
cT ( 
R 
) c = E4 R* 
¢ 0 
I 0 0 
m 
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( 5 .1 • 32) 
( 5 .1 . 33) 
( 5.1 • 34) 
(5.1 .35) 
( 5.1 • 36) 
(5.1 .37) 
( 5.1 . 38) 
( 5 .1 • 39) 
( 5.1 • 40) 
Taking determinants of both members of this e~uation an~ 
expanding the right-nand determinant by the last m rows followed 
by the last m columns we find that 
INI-26 = (-1)(n+2)m+ (n-m+2)miR*I 
= (-1)miR*I· (5.1 .41) 
It follows that IR*I vanishes if, and only if, 6 of (1 .3.9) 
vanishes, that is if the minimizing arc is sip~lar. 
But the reduced accessory minimum problem is singular 
if th~ determinant 
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0 0 I 
m 
0 R* -B*T ::= ( -1 )m I R* I , ( 5.1 • 42) 
Im -B* 0 
vanishes identically and we have accordingly proved that the 
reduced accessory minimum problem is singular , and only if, 
the original accessory minimum problem is singular. 
5.2. THE GENERALIZED CLEBSCH CONDITION. 
In this section we will not deduce the generalized 
Clebsch condition in an cit form but lay down a procedure 
by which it can be deduced in any particular problem. The 
procedure consists of three steps in the following sequence: 
(i) reduction of the accessory minimum problem into the form 
where the matrices R, Q, ¢are in the forms displayed.in 
( 5. 1 • 4) to ( 5 .1 . 6) , 
(ii) translation of the reduced accessory minimum problem into 
the state-control variables form,ulati·on, 
(iii) application of theorem 2 to the transformed acces~ory 
minimum problem. 
The first has already been discussed in the 
previous section. The second step is c d out by adjoining 
to (5.1.28) 
1T 1 ::= u, (5.2.1)· 
where u is defined to be the (n- m) control vector. The n order 
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state vector is given by 
T T T 77 ~ (p I 'lT ). (5.2.2) 
Eliminating 'TT 1 from (5.1 o27) and (5.1 .28) by means of (5.2.1) we 
have 
and 
which together with (5.2.1) becomes 
(5.2.5) 
which is in the form (4.2.7) and 2w of (5.2.3) is in the form 
(4.2.6). Hence theorem 2 and corollaries are applicable. 
We will demonstrate this procedure by applying it to 
the problem studied in Chapter 3 above. This·will then be an 
alternative proof of theorem 1. For convenience, we will 
employ a notation different from that of theorem 1 above. 
this problem there are no de constraints in the primary 
variational problem and hence the equations of variation of 
type (5.1.3) are absent. Step (i) of the procedure is there-. 
fore redundant. 
From ( 3. 2 "4) , ( 3. 2 .11 ) and ( 3" 3.1 ) to ( 3. 3. 3) we have 
(5.2.6) 
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where R = ( 
0 
(5.2.7) 
( Q11 Q12 ) ' Q = (5.2.8) Q21 Q:a2 
( 
( p11 ·T ) ' p21 p = (5.2.9) p21 p22 
r? ( (TT I kT ) 
' 
(5.2.10) 
with partition lines running between the mth and (m+1)th · 
rows/columns, (0 ~ m < n). 
Step (ii) consists of defining the n order control 
vector thus: 
77 1 = u, (5.2.11) 
which is then used to eliminate 77' from (5.2.6). We are thus 
led to 
(5.2.12) 
Before applying theorem 2 we first note tnat in its notation 
B :::::: In' B1 = Cm), B2 
Q ;:: Q, Q:l, = (Q11 I Q12)' Q2 
R = R, R1 R11, 
p = ( P11 
T ) ' P21 p ;::: p21 P22 
= ( 0 ) 
In-m 
-
( Q21 I Q22)' 
(5.2.13) 
(5.2.14) 
(5.2.15) 
(5.2.16) 
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A = 0. (5.2.17) 
Hence the ap~lication o~ theorem 2 to this accessory 
minimum problem leads us to conclude that along a singular 
minimizing arc: 
(i) (5.2.18) 
must be identically symmetric, 
(ii) ir Q~ 2 is identically sym~etric, the matrix 
(5.2.19) 
must be positive semidefinite where 
T 
:::;: Q12 - Q21, (5.2.20) 
and since 
BG =; AB2 - B2' = 0 - 0 = o, ( 5. 2. 21 ) 
T ( o I In-m)(P11 T B2PB2 = p21)(~) 
f n-rn p21 ::)2 
= p22' (5.2.22) 
Q2B2 = Q22' from (5.2.18), 
henqe Rs :::;: p22 .,.,. Q212 (5.2.23) 
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Thus, we have proved theorem 1. 
We will now prove corollary 1 .1. Suppose 
(5.2.24) 
where R2 and Rs are displayed in (5,2.20) and (,5.2.23). We 
will now apply corollary 2.2 to this accessory minimum 
:problem. F!lom (4.3.22) we haye 
Qs ~ (0 I In-m)(P11 
p21 
With Bs given by (5.2.21), 
T . 
P21) .... (Q~1 
p22 
(5.2.25) 
QsBs =' Qs. 0 = 0 , (5.2.26) 
which is identically symmetric. From (4.3.49) to (4.3,51) we 
have 
R2§1 0 ... Q3B1 
= p21 - Q:;l1 .. (5.2. ) 
' 
Rs?1 0 ' (5.2.28) 
because Bs = 0 f'rom ( 5. 2. 21 ) • Therefore we conclude that 
( R11 p T Q ,T 21; 21 ) 
' 
(5.2.29) 
P:a1- Qg1 
must be :positive semidef'inite. By Lemma 1, we deduce that 
Hence we have proved corollary 1 .1. 
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