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Abstract. Distributions with a heavy tail are difficult to estimate. If the design of an optimal
scheduling policy is sensitive to the details of heavy tail distributions of the service times, an
approximately optimal solution is difficult to obtain. This paper shows that the mean optimal
scheduling of an M/G/1 queue with heavy tailed service times does not present this difficulty
and that an approximately optimal strategy can be derived by truncating the distributions.
1 Introduction
Consider the classical stochastic setting of a single server queue with a single service class and
the objective of finding a policy that minimizes the mean sojourn time of a job in the system.
For this objective, when the service times of the jobs are known at the time of the arrival
and when preemption is allowed, the policy of serving the job with the shortest remaining
processing time (SRPT) is sample-path optimal irrespective of the distribution of the service
times (see [17]). But when the server cannot anticipate the residual service times of the jobs
in the system, an age-based optimal policy depends on the service time distribution and is
generally difficult to obtain.
In the case of a G/G/1 queue, if the service time distribution has a decreasing hazard rate
(DHR), then the policy of serving the job with the least attained service (LAS) is known to be
optimal, while if the distribution satisfies the ‘new-better-than-used-in-expectation’ (NBUE)
property1, which contains the class of distributions with an increasing hazard rate (IHR),
then the optimal policy is the non-preemptive first-come-first-served (FCFS) (see [14,15,16]
and also [3]). For classes of distributions between these two extremes, little is known about
the optimal policy. In the specific cases of poisson arrivals (i.e. M/G/1) and no arrivals, as a
consequence of his seminal result on multi-armed bandit problems, Gittins [9] showed that
the optimal policy is ‘index’ based. Under this policy, a number that depends on the state
of a job, called the Gittins’ index, is computed for every job in the system, and the job with
the highest index is served at any given time2. Unfortunately, this index is defined implicitly
and it depends on the entire service time distribution of a job. In [2], the authors consider
the class of distributions that have a NBUE head and a DHR tail (e.g. Pareto distribution),
and by analyzing the Gittins’ indices, they show that the optimal policy is a combination of
the FCFS and LAS service disciplines. Barring these few special cases, there have been no
simple characterizations of this optimal policy for the M/G/1 queue3.
The sensitivity of the mean optimal policy to the characteristics of the distributions
of the service times is undesirable. Even though in principle it is possible to estimate the
distribution and calculate the corresponding Gittins’ indices, this estimation is difficult for a
1 If X denotes the service time, then the distribution satisfies NBUE if E(X) > E[X − s | X > s] for any
s > 0.
2 An analogous index based optimal policy was derived for the more general case of a multi-class M/G/1
queue, but considering only non-preemptive policies, in the seminal work by Klimov, see [10] and [11].
3 Recently, [4] gave a remarkable characterization of the Gittins index policy for the queue with no arrivals,
where they showed that the optimal policy belongs to the class of multi-level processor sharing disciplines,
see [1].
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heavy-tail distribution because of the slow convergence time of the estimates. If the optimal
policy is too sensitive to the details of the distribution, inaccuracy in its estimation can
potentially have serious consequences. For instance, in the extreme case, although FCFS is
optimal for NBUE service distributions, it is known to maximize the mean sojourn time
for DHR distributions (see again [14,15,16]). Indeed one can show (see [5]) that when the
service times have an infinite variance, the mean sojourn time of a job is infinite under any
non-preemptive scheduling policy (e.g. FCFS), although simple preemptive policies are able
to keep it finite.
Given this sensitivity, how bad is the consequence of our inability to estimate the tail of
the distribution accurately? Can the loss be unbounded? These are the central questions that
we try to answer in this paper. Our result is positive: for the specific case of an M/G/1 queue,
in which the service times have a finite mean, we show that an approximately optimal policy
can be found to the desired magnitude of diminishing error by appropriately truncating
the distribution. Finding the truncation size that corresponds to a desired approximation
is simpler than estimating the details of the tail of the distribution of X, so this result has
practical significance.
This tendency that policies that perform well for light tailed job service time distributions,
perform poorly for heavy tailed distributions and vice versa, has also been observed in the
context of a related objective of optimizing the tail of the sojourn time of a job. Here, a
scheduling policy needs to asymptotically minimize the probability of facing a long sojourn
time and it is assumed that the job sizes are known at arrival. For this objective, on the
one hand FCFS is asymptotically optimal for jobs with light tailed service times (see [18]),
where as it performs arbitrarily poorly for heavy tailed jobs (see [5] and [19]). On the other
hand SRPT, LAS, and a recently defined class of policies that appropriately formalize the
notion of ‘prioritizing small jobs’ called ‘SMART’ scheduling policies (see [20]) perform very
well for heavy tailed jobs (i.e. they result in a sojourn time tail that is similar to the service
time) but perform poorly if the jobs are light tailed (see [13] and [12]). A survey of some of
these results can be found in [7] and [8]. In fact, it was recently proved in [21] that there can
be no scheduling policy in a broadly defined class, which uniformly optimizes the tail of the
sojourn time under every distribution of the service time of jobs. Proposing good scheduling
policies in the face of this sensitivity is thus important in practice.
1.1 An overview of the result
We consider the scheduling of jobs in an M/G/1 queue with a service time distribution F
that has a finite mean. At any given time, the server remembers how long he has worked on
each job in the queue i.e. the age of the job, and chooses which job to work on. Preemption
is allowed. We will focus on work-conserving scheduling policies, which means that as long
as there are jobs in the system, the server works at full capacity. The objective of the server
is to find a work-conserving, non-anticipative and possibly preemptive scheduling policy that
minimizes the mean sojourn time of the jobs in the system.
Let X be a service time of a typical job and let the rate of arrival be λ. We show that
we can derive an approximately optimal policy from the optimal policy for a related queue
with truncated jobs. This truncation is defined as follows.
Definition 1. Let X be the random variable denoting the service time of a typical job with
a c.d.f. F . Then for any s ∈ R+, we define a random variable Xs with a c.d.f. F s defined as
F s(a) = P (Xs ≤ a) =
{
F (a) if a ∈ [−∞, s)
1 if a ≥ s
This implies that
P (Xs = s) = F s(s)− lim
a→s−
F s(a) = P (X ≥ s).
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We show that the following policy is approximately optimal. Fix a truncation duration s and
compute the optimal policy for scheduling jobs with these truncated service times. Use this
policy for scheduling all the jobs that have been served for a duration less than s. For any job
longer than s, after working on it for a duration s, place it in a secondary low priority queue.
Finally, use the preemptive last-come-first-serve (LCFS) policy to serve this secondary queue
as long as there are no jobs left in the primary queue. For this policy, which we call priority
optimal-LCFS (PO-LCFS), we show that as the truncation threshold s goes to infinity, the
expected contribution to the delay cost from the secondary queue goes to zero. Finding the
value of s that corresponds to a desired approximation is easier than estimating the details
of the tail of the distribution of X.
Note that the choice of the preemptive LCFS policy to serve the low priority queue was
influenced by its ease of analysis. It is possible and quite likely that other preemptive policies
(e.g. LAS or processor sharing (PS)) would work equally well4.
2 Model and Result
Consider the optimal scheduling problem of an M/G/1 queue in which the service durations
of the jobs have a c.d.f. F and the rate of arrival of these jobs is λ. Since the process
describing the total workload in the system is a renewal process that does not depend on the
scheduling policy, we consider a single busy period and our aim is to find a work-conserving,
non-anticipating, possibly preemptive scheduling strategy u, which minimizes the expected
value of the sum of sojourn times of all jobs in the busy period. Formally, for a busy period
labeled B, we want to minimize E(C(u)) where
C(u) =
NB∑
i=1
Si(u) (1)
where NB is a random variable denoting the number of jobs that arrive in the busy period
B, and Si(u) is a random variable denoting the sojourn time of job i when policy u is used
to schedule the jobs. Let u∗ be the optimal policy when the service times are distributed
according to F , and V ∗ be the corresponding optimal expected cost. We want to define an
approximately optimal policy for this scheduling problem, which is derived from the optimal
policy for a related problem where the distribution of the job sizes are truncated according
to the truncation operation defined in (1).
Consider those jobs arriving in a busy period B whose service times are larger than s.
Let N sB be the number of these jobs. We can consider each such job to be composed of two
smaller jobs, one of length s that arrives when the original job arrives and a second job
of the residual length that arrives when the first job of length s is finished. For any fixed
scheduling policy, the sojourn time of the original job is exactly the sum of sojourn times of
the two smaller jobs. Preserving the label of each original large job for the first small job of
service time s that it is composed of and defining new labels for the residual small jobs, we
can express the objective in (1) as minimizing E(Cs(u)) where
Cs(u) =
NB∑
i=1
Si(u) +
Ns
B∑
j=1
S′j(u). (2)
The first term of this cost is the contribution by all the jobs whose service times are smaller
than or equal to s. The distribution of the service time of each of these jobs is F s. This term
4 Using arguments similar to those in [5] it is easy to show that this result would not hold for non-preemptive
policies (where preemption is only allowed when a high priority job arrives).
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can be minimized by using the optimal scheduling policy for the M/G/1 queue in which the
service times of the jobs are distributed as F s. In the implementation, the server uses this
optimal policy to schedule the jobs and whenever the service time of any job reaches s, he
stops serving that job and places it in a low priority queue. This event is equivalent to the
arrival of the smaller residual job. The low priority queue is thus composed of all the residual
jobs and it is served only when there is no job left that has been served for a duration less
than s. Thus the residual jobs that contribute to the second term in the cost do not interfere
with the first term. Define the following policy for the original scheduling problem.
Definition 2. Priority Optimal + LCFS (PO-LCFS): A ‘priority optimal + LCFS’
policy for a truncation parameter s ∈ R+
1. gives a high priority to jobs that have been served for a duration less than or equal to s,
while using the optimal scheduling policy for the M/G/1 queue in which the service times
of the jobs are distributed as F s for these jobs, and
2. uses the LCFS policy on jobs that have been served for a duration greater than s only
when no high priority jobs remain.
We will show that under the PO-LCFS policy, denoted by us, the expected contribution
to the total cost in (2) from the residual jobs diminishes to 0 as the truncation parameter
s grows to infinity. This implies that an approximately optimal policy can the found for
the original problem to the desired degree of approximation by choosing an appropriate
truncation parameter. Let V s be the corresponding expected sum of sojourn times of the
jobs in a busy period under this policy.
Theorem 1. Let X be the service time of a typical job. Suppose that E(X) < ∞ and
λE(X) < 1. Then under the PO-LCFS policy,
lim sup
s→∞
V s − V ∗ ≤ lim sup
s→∞
E(
Ns
B∑
j=1
S′j(u
s)) = 0 (3)
Proof. First observe that
V s − V ∗ ≤ E

NB∑
i=1
Si(u
s)−
NB∑
i=1
Si(u
∗) +
Ns
B∑
j=1
S′j(u
s)−
Ns
B∑
j=1
S′j(u
∗)


≤ E(
Ns
B∑
j=1
S′j(u
s)), (4)
where the inequality follows since the PO-LCFS policy is optimal for jobs with service times
smaller than or equal to s and moreover we can ignore the negative term at the end. Now let
the sum of sojourn times of all the residual files under the PO − LCFS policy be denoted
by R i.e. R =
∑Ns
B
j=1 S
′
j(u
s). We will compute a bound on R using a first step decomposition.
To do so, we define a few random variables.
Under the PO-LCFS policy, every time the service duration of a job exceeds s, it is placed
in a low priority queue and the server continues to work on other smaller jobs (jobs that
have been served for a duration less than s) in the primary queue. Let L be the first time
in the busy period when there are no small jobs left in the primary queue. At L, the server
starts working on the jobs in the low priority queue for the first time in the busy period.
Let M be the number of residual jobs that have accumulated in the low priority queue up
until time L and let Q be the total workload, i.e. the sum of the residual service durations,
of these M jobs.
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While the server is working on the low priority queue, an arrival of a job in the system
causes a digression, since the server switches to work on the new job as dictated by the PO-
LCFS policy. This arrival marks the beginning of a small busy period that is stochastically
identical to the original busy period. During this busy period, the server does not work on
theM jobs that were present in the low priority queue prior to the arrival of this busy period.
Once this period ends, the server continues to work on the M jobs until another digression
occurs. Let K(Q) be the number of digressions of such complete small busy periods that
interrupt the service of the M jobs. Let Wi denote the length of the ith small busy period
and let Ri be the sum of the sojourn times of all the residual files in the low priority queue
under the PO-LCFS policy in the small busy period i. Then R is bounded by the first step
decomposition
R ≤ML+MQ+M
K(Q)∑
i=1
Wi +
K(Q)∑
i=1
Ri. (5)
The first term in the R.H.S. is the contribution of the delay faced by the M jobs while
they wait in the low priority queue before it is served for the first time. This term results
from the fact that this delay is no longer than L for each of the jobs. The next term is the
contribution by the delay faced by each of the M jobs , while the remaining M − 1 jobs are
being processed. This delay is no larger than the total workload Q of the M jobs, resulting
in the second term. Further, each of the M jobs faces a delay due to the digressions, which is
no longer than the sum of the durations of all the small busy periods. Finally, the last term
is the total delay of all the low priority jobs in the small busy periods. Taking expectations,
we get
E(R) ≤ E(ML) + E(MQ) + E(M
K(Q)∑
i=1
Wi) +E(
K(Q)∑
i=1
Ri). (6)
We find upper bounds for each of these terms separately. First, let us consider E(ML).
Observe that the random variables M and L do not depend on the particular policy used
to schedule the high priority (small) jobs as long as this policy is work conserving. Thus
to compute moments of these random variables, we can assume that the preemptive LCFS
policy is used for the high priority jobs. Let Xs be the random variable denoting the duration
of the first job that arrives in the busy period B. Then M can be expressed as
M = 1{Xs=s} +
K(Xs)∑
i=1
Mi, (7)
where K(Xs) is the number of high priority busy periods that interrupt the service of the
first job due to the LCFS policy. These ‘micro’ busy periods are not stochastically identical
to the original busy period since during these busy periods, the server only works on the new
high priority jobs and returns to serve the original job as soon as there are no high priority
jobs left. Thus the duration of this micro busy period Li has the same distribution as L.
This also implies that if Mi is the number of residual jobs brought in by the ith micro busy
period, then Mi has the same distribution as M . Thus
E(M) = P (Xs = s) +E(E[
K(Xs)∑
i=1
Mi | X
s])
= P (X > s) + E(λXsE(M)).
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Here the second equality holds becauseMi and X
s are mutually independent and conditional
on Xs, K(Xs) is a poisson random variable with mean λXs. And hence,
E(M) =
P (X > s)
1− λE(Xs)
. (8)
Similarly, L can be expressed as
L = Xs +
K(Xs)∑
i=1
Li, (9)
where Li is the duration of the ith high-priority micro busy period. We can again derive
E(L) =
E(Xs)
1− λE(Xs)
, (10)
which is finite by our assumptions. Further, we have
E(ML) = E[(1{Xs=s} +
K(Xs)∑
i=1
Mi)(X
s +
K(Xs)∑
i=1
Li)]
= sP (Xs = s) + E[
K(Xs)∑
i=1
Li | X
s = s]P (Xs = s)
+ E(Xs
K(Xs)∑
i=1
Mi) + E((
K(Xs)∑
i=1
Mi)(
K(Xs)∑
i=1
Li))
= sP (X > s) + sλE(L)P (X > s) + E(XsK(Xs))E(M)
+ E(
K(Xs)∑
i=1
MiLi) + E(
K(Xs)∑
i=1
Mi
K(Xs)∑
j=1;j 6=i
Lj)
= sP (X > s) + sλE(L)P (X > s) + λE((Xs)2)E(M)
+ λE(Xs)E(ML) + E(K(Xs)2 −K(Xs))E(M)E(L)
= sP (X > s) + sλE(L)P (X > s) + λE((Xs)2)E(M)
+ λE(Xs)E(ML) + λ2E((Xs)2)E(M)E(L)
where the last equality holds because conditional on Xs, K(Xs) is a poisson random variable
with mean and variance λXs. We thus have
E(ML) =
(
sP (X > s) + λE((Xs)2)E(M)
)
(1 + λE(L))
1− λE(Xs)
(11)
Let us now consider E(MQ). Notice that we can express Q as,
Q =
M∑
i=1
X i, (12)
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where Xi is the (residual) service time of ith job in the low priority queue. Thus we have
E(MQ) = E(M
M∑
i=1
Xi)
= E(E[M
M∑
i=1
X i |M ])
= E(M2)E(X). (13)
Now from (7), we can compute E(M2) as
E(M2) = E[(1{Xs=s} +
K(Xs)∑
i=1
Mi)
2]
= P (X > s) + 2sP (X > s)λE(M)
+ E(
K(Xs)∑
i=1
M2i ) + 2E(
∑
1≤i<j≤K(Xs)
MiMj)
= P (X > s) + 2sP (X > s)λE(M)
+ λE(Xs)E(M2) +E(K(Xs)2 −K(Xs))E(M)2
= P (X > s) + 2sP (X > s)λE(M)
+ λE(Xs)E(M2) + λ2E((Xs)2)E(M)2.
where the last equality again results from the fact that conditional on Xs, K(Xs) is a poisson
random variable with mean and variance λXs. And thus we have
E(MQ) = E(M2)E(X)
=
E(X)P (X > s)(1 + 2sλE(M)) + E(X)λ2E((Xs)2)E(M)2
1− λE(Xs)
. (14)
We will next find a bound for the term E(M
∑K(Q)
i=1 Wi). We have
E(M
K(Q)∑
i=1
Wi) = E(E[M
K(Q)∑
i=1
Wi |M,Q])
= E(λMQE(W ))
= λE(MQ)
E(X)
1 − λE(X)
(15)
again because Wi are i.i.d. and conditional on Q, K(Q) is a poisson random variable with
mean λQ. The second equality follows since E(W ), which is the expected duration of the
busy period B, does not depend on the scheduling policy and it is well known, again using
first step arguments for the LCFS policy to be E(W ) = E(X)1−λE(X) , which is finite by our
assumptions. Similarly for the last term we have
E(
K(Q)∑
i=1
Ri) ≤ E(E[
K(Q)∑
i=1
Ri) | Q])
= E(λQE(R))
= λE(M)E(X)E(R). (16)
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Here the second equality follows from (12).
Thus from (15) and (16) and the expression for E(R) in (6), we finally have
E(R) ≤
E(ML) + E(MQ)(1 + λE(X)1−λE(X))
1− λE(M)E(X)
(17)
where E(ML) and E(MQ) is bounded by the expressions in (11) and (14) respectively. The
convergence of this upper bound for increasing threshold s is governed by the following terms.
1. E(M)E(X) = O(P (X > s)E[X − s | X > s]) = O(P (X > s)E[X | X > s] from (8).
2. E(M)E(Xs) = O(P (X > s)(E[X | X < s] + sP (X > s)) = O(sP (X > s)).
3. E(M)E((Xs)2) = O(P (X > s)(E(X21{X<s}) + s
2P (X > s))
= O(P (X > s)E(X21{X<s}) + s
2P (X > s)2).
Now since E(X) < ∞ by our assumption, lims→∞ P (X > s)E(X | X > s) = 0. This also
implies that lims→∞ sP (X > s) = 0. Further, E(X
21{X<s}) ≤ sE(X1{X<s}) ≤ E(X)s since
E(X) <∞ and thus lims→∞ P (X > s)E(X
21{X<s}) = 0.
3 Conclusion
We considered the problem of optimal scheduling of an M/G/1 queue with preemption, when
the service durations of the jobs are not known at arrival. The goal is to minimize the mean
sojourn time of the job in the system. Even though the optimal scheduling policy depends
on the entire distribution of the service duration, we proved that an approximately optimal
policy can be constructed from an optimal policy for a truncated distribution. Any desired
level of approximation error can be achieved by choosing the appropriate truncation size.
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