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Optimal Economic Planning and Control for the Management of
Ecosystems
Kevin John Macksamie
Supervising Professor: Dr. Juan Cockburn
In recent years the interest on sustainable systems has increased significantly. Among
the many interested problems, creating and restoring sustainable ecosystems is a chal-
lenging and complex problem. One of the fundamental problems within this area is
the imbalance between species that have a predator-prey relationship. Solutions in-
volving management have become an integral player in many environments. Manage-
ment systems typically use ad hoc methods to develop harvesting policies to control
the populations of species to desired numbers. In order to amalgamate intelligence
and structure, ecological systems require a diverse research effort from three primary
fields: ecology, economics, and control theory.
In this thesis, all three primary fields aforementioned are researched to develop
a theoretical framework that includes an optimal trajectory planning system that
exploits an ecosystem to maximize profits for the supporting community, and a ro-
bust control system design to track the optimal trajectories subjected to exogenous
disturbances. Population ecology is used to select a model that identifies the key
characteristics a management system needs to understand the behavior of the natu-
ral environment. A bioeconomic model is developed to relate the species populations
to revenue. The nonlinear ecosystem is transformed into a linear parameter-varying
(LPV) system that is then controlled using H∞ synthesis and the gain scheduling
methodology.
The consequences of the results in this thesis are that optimal trajectories of an
ecosystem can be obtained by constructing and solving a nonlinear programming
problem (NLP), and the LPV based gain scheduling approach produces a robust con-
troller that rejects disturbances and advises quality control policies to the manager an
ecosystem. The LPV controller achieves comparable profits with satisfactory tracking
performance while minding the induced costs of its high frequency output. Implica-
tions of constraining the control effort when designing for robustness are observed.
Overall, the theoretical framework provides a solid foundation for future research on
the understanding and improvement of ecosystem management.
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Much of engineering research today is both inter- and multidisciplinary with the focus
of expanding and enlightening the use of techniques to an array of non-conventional
problem sets. In the last half-century, sustainability has been sifting into numerous
fields of study. What started off as an investigation of the limits of global natural
resources in the 1970s has now grown into academia where universities are providing
new courses in industrial ecology and economics as well as degrees in sustainability.
Although intuitive, the example of maintaining the environment while the world’s
population and industries grow formulates a prominent argument for directing re-
search efforts towards problems of sustainability. However, there is much to consider
when approaching these types of challenges. Primarily, the welfare of natural re-
sources and the economic welfare of the human population are no longer, and have
not been, mutually exclusive for many years. The research in this thesis focuses on
the ecological economic modeling and robust control of an ecosystem.
1.1.1 Wildlife Management
Creating a sustainable ecosystem means creating a system that consists of living and
non-living parts, which interact, and is able to survive and be renewed over time.
With the human population expanding and altering habitats, creating sustainable
ecosystems is not a trivial task. Many animals’ natural ways of life are disrupted,
and in order to ensure that their habitats stay intact, research has been directed
towards discovering new and advanced techniques for ecosystem sustainability.
One of the most challenging problems today in affected ecosystems is not only
the physical alteration by introducing humans, but is also that the natural balance
between predator and prey species is now considered to be virtually nonexistent in
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some major areas of the world. Wildlife has become dependent on people to avoid
extinction, and people all the while have developed an attachment to the benefits
of having the wildlife accessible. Therefore, the duty of wildlife management is to
balance the needs of the wildlife with the needs of people.
1.1.1.1 Management Strategies
Understanding meta-populations (that is, a generalization that considers several dis-
tinct populations together in habitable regions) has helped the discovery of new ways
to manage natural populations. This discovery was the product of investigating the
use of dispersed ecological reserves in wildlife conservation and the recommendation
for special reserves in the exploitation of fish species [4]. However, a more common
approach consists of removing individuals from a population separately from, or in
conjunction with, removing specified types of individuals as a mean to try to control
management. Below is a list from [4] of some control strategies that may be used in
managing populations:
1. Limiting the total number or total weight harvested of a species.
2. Limiting or restricting the removal of certain individuals within a harvested
species.
3. Limiting where individuals can be harvested.
4. Limiting when individual members of a species can be harvested.
5. Culling predator populations to enhance prey populations.
6. Culling competitive species to enhance the population of specific species.
7. Supporting changes in the environment to enhance the harvest of desired species.
8. Limiting the number and/or gear and equipment that can be used by humans
when exploiting species.
These strategies have different impacts depending on the ecosystem they are ap-
plied to. This approach of analyzing populations is very general and ad hoc, but gives
a daunting illustration when considering how much effort and perspective goes into
managing wildlife populations.
3
1.1.1.2 Case Study: Northern Rocky Mountain Wolf & Elk Populations
The concern for sustainable ecosystems is studied world-wide for many different types
of environments. Aquatic environments are well suited for research because the same
complex problems occur in many different areas. For example, the transmission of
chemical information is commonly found in many different bodies of water surround-
ing industrial areas. The growth of coral reefs and its implications are also a commonly
studied issue among marine biologists. Lastly, the effects of human fishers are ana-
lyzed to improve not only the ecological welfare but also the welfare of the economies
that depend on the fish supply. Terrestrial environments are studied to preserve the
animal populations within national parks, reservations, and in areas where the public
finds benefit in its wildlife.
The controversy over the terrestrial predator the wolf is an exceptional example
of why sustainable ecosystems are studied. This example includes complexities that
cause debate among hunters, environmentalists, local politicians, and the interests
of the general public. The hunters desire the adrenaline thrill of dominating a wolf
hunt, the environmentalists want to see the positive effects of the restoration efforts
that aim to protect the animal, local politicians ultimately are looking for revenue,
and the general population wants sustainable ecosystems [5].
In a variety of areas around the United States the problem of balancing elk and wolf
populations continues to arise. Wolf populations have been reported to be increasing
over the last decade, which has lead experts to be believe this increase is causing a
decrease in the elk population. In 2010, the Idaho Department of Fish and Game
surveyed the elk population in the Lolo region, which is a large, wild region where
wolves also inhabit, and concluded that the number of elk have decreased about 60
percent during the last four years [6]. These data resulted in the implementation
of various techniques to remedy the fallen elk population. Such remedies included
policies that restricted hunters to hunt only male elk, preserved the elk’s habitat,
and permitted the hunting of black bears, which are one of the elk’s main predators
within that area [6]. Regardless of the implemented strategies that were enforced to
protect the elk, the population still declined.
One compelling argument for the protection of wolves in areas with elk is to keep
these regions from experiencing the cascading effects of eliminating the proper bal-
ance between the two species. Eliminating wolves, experts say, creates an ecologi-
cal trophic cascade, which in turn reflects economically as well. Ecologically, with
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the wolves removed from these areas, the population of elk will increase. Eventu-
ally the elk population will become large enough where they will overgraze, leading
to the decimation of leaf-bearing trees, shrubs, and other certain deciduous woody
species. If trees and shrubs around the banks of streams decrease, then the natural
sun protection for the stream is eliminated, and the stream water will then increase
in temperature. The heated stream water not only will affect the organisms living
in the stream, but will also travel to civilized areas and other ecosystems. Thus, an
ecological and economic disaster will form. This illustrates the cascading effect of one
consequence leading to another.
Trophic cascades involve studying the effects of predators across successively lower
trophic levels [7]. Observations in marine systems have indicated that trophic cascades
do exist and have lead researchers to study terrestrial ecosystems, where evidence is
growing on how the removal of top predators results in disruptions in vegetative
communities. If one accepts a three-level trophic cascade, involving wolves and elk at
the uppermost two levels, then predator-prey interactions could potentially influence
vegetation growth and spatial distributions at the lowermost level [7].
Photographs from [7] in the following figure show a comparison from 1991 and
2002 illustrating cottonwood growth on a point bar along Soda Butte Creek, a long
major tributary of the Lamar River in Yellowstone National Park. In 1991, the plants
were suppressed due to high levels of elk grazing. In 2002, cottonwoods increased in
height after wolf reintroductions that began in the winter of 1995–1996. The pole in
the center of the lower photo is 2 m tall; the photo was taken from on top of a 6.5–7.5
m high terrace [7].
The problem is not strictly limited to wolves and elk. With human interference,
the increase in the wolf population has lead to Idaho farmers’ losing cattle and sheep
livestock to the nocturnal hunting behaviors of the wolves. Wolves are attracted to
these new sources of food for survival. Since the elk population is decreasing, wolves
are being resourceful and taking advantage of what they can in the surrounding areas,
which includes farmland. Wolves may then prey instinctively on farmer livestock to
sustain themselves. The Idaho Fish and Game state wildlife management wishes to
control the wolf population to about 500; however with the optimal situation being
impossible (where elk and wolves live in a naturally balanced environment) control is
needed to balance the wolf population [8].
In the past hunting tags, a popular and common control strategy, were suggested
to be sold for both wolves as well as elk. One idea previously was to have the majority
5
Figure 1.1: Soda Butte Creek in 1991 (top) and 2002 (bottom) [7]
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of the tags be sold to those who have lost livestock or are in an area where they might
(continue to) lose livestock due to wolf sightings. With hunting tag policies associated
with wolves, another problem arises: the wolf population decreases. The decline of
wolves becomes a problem when the wolf population declines dramatically, and the
animal is then put on the endangered species list. If this extreme occurs, then the
farmer livestock would still be at risk of wolf attacks, and farmers would be unable
to lawfully protect their cattle and sheep [8].
In addition to the wolf and elk population problem occurring in Idaho, studies from
Yellowstone National Park show that a similar situation is occurring in Montana and
Wyoming. In 2002, state biologists were beginning to collect more data on elk and
wolf populations as the federal delisting of the wolf started to near. It was concluded
that researchers would need to consider the wolf population when they would decide
how to manage the elk and other ungulate populations [9]. Solving this problem stood
to be no minor achievement as there was a great deal of uncertainty on how to deal
with wolves and elk living together from a managerial standpoint.
At the time Montana was getting ready to deal with this uncertain situation,
researchers released counts in the Greater Yellowstone Ecosystem showing there were
218 wolves, a substantial increase from the 31 that were introduced in the national
park in 1995–96 [9]. Of the recorded wolf population, at least 100 wolves were located
in Montana. Hunters had reported that the greatest concern was the decline in elk
calves, which was blamed on the wolf predation. This reasoning most likely explains
why the elk herd count decreased by over 1400 in a single year and indicated the elk
population had weakened and was unable to sustain itself like it once was able to.
University of Michigan conducted a study in 1997 of the northern Yellowstone elk
herd. This study showed a direct link between low elk calf populations and both
high wolf densities and expanding wolf populations. More conclusive data was found
by Yellowstone National Park biologists in the spring of 2002, which discovered an
average of 14 elk calves per 100 cows in the northern Yellowstone elk herd [9]. This
ratio, also called the “recruitment rate,” of calves to cows is the lowest it has been in
decades. Typically this ratio had been between 20 to 30 calves per 100 cows in the
previous years.
Although many blame the wolf for the decreasing elk population in the greater
region of National Yellowstone Park, there is another angle that points the finger at
the hunters. A small audience is convinced that hunters are responsible for both the
decreasing elk and wolf populations. However strong opinions may be, there is no
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evidence to support that hunters are source of the problem.
The dilemma of controlling the elk and wolf populations is complicated and has
much uncertainty. Determining a viable solution involves making assumptions and
trial and error tactics. Attempting to resolve this issue has brought conflict between
organizations as they try to determine the most effective and economic solution. In
early 2011, the Rocky Mountain Elk Foundation and the Montana Wildlife Federation
showed hostility as they insulted and made accusations about whose wolf management
strategy would best serve hunters in the Rocky Mountains [10]. Both contenders agree
that the debate is truly focused around what tactic will solve the wolf problem, but
there is no guide on how to use strategies effectively as a solution.
1.1.2 Feedback Control
Feedback control theory, a subset of control theory, is a deep and vast field of study
that is not limited to only one specific discipline. It is most commonly studied in
engineering because its generality can be applied to many different applications that
involve simple and complex systems. The basic understanding of feedback control is
that within a dynamical system there is a control law, a mathematical mechanism
formulated by components of the system, that uses information from measurements
about the system to manipulate a variable to achieve a desirable value, which is
known as the variable’s setpoint. When this technique is applied a loop forms, and
the system is then considered to be closed. Hence, systems of this structure are called
closed-loop systems. Without this structure a system is considered to be open.
In general, the dynamical system being controlled is known as the plant. Figure
1.2 illustrates the idea of a system being closed. The variable w is an exogenous input
to the plant G that may be a vector comprised of disturbances, reference signals, and
noise. The output z is the system’s output. Signal y is a vector of measured outputs
that may be coupled with noise from w. K is the controller and may be a either
a statically defined structure or a dynamical system. Finally, u is the control law
generated by the controller K from the measure signal y.
The mechanism of feedback is diverse and is not limited to a digital signal, mechan-
ical device, or some other man-made medium to retrieve information and produce a
control law. Ecosystems exhibit feedback where the control law is a function of the
environment’s natural resources. Consider a grassland ecosystem, for example, that
contains only herbivores. A fruitful grassland attracts many herbivores, and this at-






Figure 1.2: Feedback loop
their numbers. Over time the grassland becomes overgrazed, producing a negative
consequence for the herbivores surviving off the land. A decrease in food supply limits
the number of herbivores to the grassland, and they either migrate to a new ecosys-
tem or die. This example illustrates the idea of natural negative feedback. Negative
feedback is when an increase (decrease) in a variable results in a decrease (increase) of
another variable. Applied to the given example, an increase (decrease) in herbivores
results in a decrease (increase) in the grassland’s vegetation. This negative feedback





Figure 1.3: Negative feedback loop of herbivore population
Positive feedback is the opposite of negative feedback where an increase (decrease)
in a variable results in an increase (decrease) in an another variable. In the same
example positive feedback occurs within the herbivore population. The herbivore
population increases, which increases the herbivore birth rate and (in this case, coin-






Figure 1.4: Positive feedback loop of herbivore population
1.1.2.1 A Brief Historical Perspective
One of the most well-known examples of negative feedback control is the governor. In
1787, Thomas Mead used the idea of measuring the speed of a mill by the centrifugal
motion of a revolving pendulum to regulate the position of the sail. Within a few
years this idea was applied to steam engines to maintain the speed of a rotating engine
at a constant predetermined value regardless of changes in load and steam pressure.
Still, the history of feedback control goes farther and documentary evidence reveals
that the ancient Greeks used the concept to control a wide variety of mechanisms.
Water clocks were one of the ancient Greeks’ applications that maintained a steady
flow of water, which was used to measure time, similar to a sundial.
Modern day applications use feedback control theory in many sophisticated and
complex systems such as aircrafts, space shuttles, and mobile robots. The ability to
use feedback control with these systems comes with new advances in control theory
such as optimal, adaptive, and robust controls.
1.2 Research Goals
The ultimate goal of this research is to develop an ecological economic model of
an ecosystem that contains predator-prey dynamics, an optimal trajectory planning
system that accounts for the ecosystem’s social welfare, and a robust feedback tracking
controller to manage the ecosystem to follow an optimal trajectory. Two main topics
addressed here are optimization and robustness. The use of optimal control theory,
and optimization and robust software packages are necessary to realize the ultimate
goal of a complete optimal trajectory planning and robust tracking control system.
In order to realize the goal of turning an ecosystem into this type of control problem,
three research topics are investigated.
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First, differential equations are used to represent a system and describe its charac-
teristics over time. The predator-prey ecosystem needs to be modeled mathematically
to provide a general description of how the species interact and how they are con-
trolled, while also remaining relevant to the wolf-elk case study aforementioned. Fur-
thermore, population ecology is studied and a predator-prey relationship is adopted
and given a specific form to achieve an intuitive model of the ecosystem.
Second, an economic relationship of the ecosystem is necessary to fully develop an
approach to achieving optimality. The welfare of an ecosystem is considered to be a
function of not only the inhabiting species, but, also needs to incorporate the control
approach. After such an economic model is formed, optimal control theory is used
to maximize the ecosystem’s welfare to plan an optimal trajectory over the course of
some finite amount of time.
Third, a tracking control system needs to be constructed that has the capability
to guide the ecosystem’s trajectory to follow a desired path. The idea of having a
tracking control system follow an optimal path when the ecosystem is subjected to




Figure 1.5: Research focus
Although the research presented here produces a theoretical solution to the prob-
lem stated, this work is motivated to bring control theory to new applications and to
advance engineering tactics to forecast optimal policies for intelligent wildlife man-
agement.
1.2.1 Control Theory Over Alternatives
In traditional control applications, control theory is usually the means to achieve de-
sirable performance. However, there are other methods that can be used and perform
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well for specific applications. One of the most popular alternatives to control theory is
the use of advanced search techniques. Choosing between control theory and search
techniques requires the two approaches to be weighed against each other for what
they are and for what they can offer. This discussion focuses on genetic algorithms
as an alternative to control theory because of their credibility with optimization and
superior performance over other optimal search techniques.
Genetic Algorithms (GAs) are members of the broader class of Evolutionary Algo-
rithms (EAs), which are heuristic approaches to finding optimal solutions. GAs are
stochastic global search algorithms that operate on a population of current approxi-
mations initially drawn at random, from which improvement is sought. Individuals in
a population are encoded over some alphabet (e.g., the binary alphabet {0,1}), and
are called chromosomes. These algorithms have been frequently utilized as an alter-
native optimization tool to conventional methods. The application of GAs to control
can broadly be classified in two main areas: off-line design and on-line adaption,
learning, and optimization.
In general, GAs depend on six key developments: population, fitness assignment,
selection, genetic manipulation, iteration, and new operators. Researchers have found
that a population size between 20–100 is usually sufficient, but there is no formal
method for determining the best population size or if there is a best size. Assigning
a fitness function provides the GA with a performance metric as to how well its so-
lution is. The main aims of fitness assignment are to prevent premature convergence
and aimless searching. Selection methods need to be implemented to ensure that no
bias is produced (genetic drift) when mutations occur. Genetic manipulation requires
there to be genetic operators to manipulate the characters (genes) that constitute the
chromosomes directly to evolve fitter individuals. This is done by either recombina-
tion (pairs of individuals exchange genetic information with one another) or mutation
(individual genetic representations are changed according to some probabilistic rule).
Iterations are important for GAs because of their evolution nature; an initial popula-
tion evolves over a number of generations. The exact number depends on the speed
with which convergence can be achieved, and is dependent on the interplay between
the GA construction and the type of problem under consideration. Finally, various
new operators may have to be implemented to create good offspring when crossover
between largely different solutions produces poor offspring.
The unique Darwinian behavior of GAs offers a number of advantages and dis-
advantages. GAs are advantageous primarily because they are most effective in a
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solution space for which little is known. Also, initial proposals do not affect the end
solution since they discarded. The nature of GAs makes them useful for complex or
loosely defined problems because the algorithm does not have to know any rules of
the problems; GAs work by their own internal rules.
The main disadvantages are that GAs lack a strong theoretical foundation, their
applications are generally small-scale, and their evolutionary nature is inductive. In
nature, life does not evolve toward a necessarily good solution; it evolves away from
bad circumstances. This risks finding a suboptimal solution instead of the optimal.
The advantages of control theory, on the other hand, are that it has a strong
theoretical foundation, and its applications range from simple to complex and small to
large. There are many different techniques within control theory that allow designers
to choose what fits best for the particular system (e.g., adaptive, optimal, robust,
etc.). Control theory also provides solutions that have not been sought but have been
calculated based on a wealth of rigorous, accepted theory. The primary disadvantage
carried with control theory is that there may be no distinct method for determining
which control technique best suits a particular problem.
This thesis is striving to formulate a coherent, rigorous theoretical framework that
ecosystem managers and could give insight for improving ecological control strategies.
Although both GAs and control theory have a breadth of success, control theory is not
a heuristic approach, and the solutions obtained are subject to theoretical assessment.
This cannot be said for GAs. Performance, therefore, can be quantifiable throughout
the design process. Politicians who oversee the manager might advocate the use of
GAs, so this work, however, cannot completely discard the use of GAs. Although it is
not explored here, GAs could supplement the solutions obtained from control theory
by providing verification and second opinions.
For this thesis, the ecosystem dynamics and social welfare function are known.
Using optimal control theory, analytical observations can be made about the optimal
trajectories. Numerical solutions may be required to solve those optimal trajectories,
but an evolutionary global search is not necessary since Pontryagin’s maximum princi-
ple (see Appendix A.1) directly influences the optimal control effort (and provides an
economic interpretation). In the control system design, robust control theory synthe-
sizes a controller that computes the best control action by taking into account all the
other measurements (error, populations, etc.) in the system, and allows the designer
to tune the controller to meet performance specifications (creating more aggressive
or relaxed controllers).
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Control theory offers a solution that is less like a black box when compared to
GAs. With a GA implementation determining the control policies, the manager
and control designer have little to no intuition of what the GA will choose. Also,
GA stability is not guaranteed, which could cause catastrophic consequences if the
ecosystem dynamics become more complex in future work. Control theory offers a
wide range of mathematical formulations that reveal directly how a controller is going
to behave.
In summary, GAs are an excellent approach to solve a problem for which little
is known and should not be completely discarded from this type of research. How-
ever, GAs by nature do not contribute to an initial rigorous theoretical framework.
Control theory offers economic interpretations, intuition in the control strategy, and
guaranteed stability.
1.3 Thesis Organization
This thesis begins with preliminaries and background information that the work in
this thesis depends upon. Chapter 2 provides an overview of the supporting material
and research that form the foundational concepts needed to initiate the work in this
thesis. Ecology, economics, and control theory are discussed in a manner that leads to
the problem at hand with a basic understanding of how this work approaches its solu-
tion. Predator-prey relationships are discussed in conjunction with other population
modeling structures and the effects harvesting. The fundamentals of mathematical
bioeconomics are summarized and contemporary literature is reviewed to illustrate
current economic contributions. Robust control theory and linear parameter-varying
systems are finally introduced at the end of Chapter 2.
The focus in this work is to describe all three main components of the final solution.
In Chapter 3 the ecological model chosen is described and mathematically analyzed
with Lyapunov stability theory. The bioeconomic model is also introduced and op-
timized with Pontryagin’s maximum principle (see Appendix A.1). The case study
aforementioned is used to formulate three scenarios which describe an ecosystem in-
habited by wolves and elk. Each scenario is reformulated into an optimal control
problem and solved with optimization software.
Chapter 4 goes into the robust control system design process using the linear
parameter-varying approach. A controller is synthesized, that is, obtained in an
abstract way, and simulated using MATLAB and Simulink environments.
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In Chapter 5, concluding remarks are given to summarize this thesis, and sugges-




For many years research has attended to the concerns of sustainability and has tar-
geted various types of ecosystems. Previous research has primarily resided in two
main fields: environmental modeling and economics.
Environmental modeling is arguably the first field necessary to begin any type of
ecosystem sustainability research. Collecting real-world data and using it to develop a
mathematical model that approximates a general behavior is challenging. However, it
is a foundational contribution to the research driven in the direction of understanding
the current, and forecasting the future, state of an ecosystem. Including species
populations in a model requires the use of ecology. The sub-field of ecology that
focuses on modeling an ecosystem’s population dynamics is known as population
ecology. Research in this field has developed a breadth of well-rounded mathematical
formulations that represent many different types of interactions between species.
Economics is the second main field that has produced a considerable amount of
research in this type of work. From an economist’s perspective there is an overall
welfare of an ecosystem. The welfare can be a function consisting of any combination
of the variables and parameters that ultimately represent the benefits and costs of the
studied ecosystem. Concentrating on maximum revenues, bioeconomics is applied to
understand the optimal management of the renewable resources.
A third field is reviewed in this chapter that is tailored to the policy decision
process management systems use. The last section explains the foundations of robust
control theory. By designing a control system explicitly aiming toward disturbance
rejection, a system’s robustness can be classified and improved.
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2.1 Population Ecology
In a variety of different contexts it is significant to understand the dynamics of pop-
ulations of organisms. Understanding population dynamics and being able to predict
populations effectively are important when different management plans are being
developed. For example, wildlife managers are required to predict the density of
populations when they are deciding what policies to enforce.
Conceptually the idea of modeling populations can be both simple and complex.
In the simplest form the idea of a population may be a collection of individuals [11].
However, population ecologists intuitively see the idea of a population as complex
when considering the real world examples of food supply, disease, birth defects, nat-
ural disasters, and the area the populations live within as well as the population’s
density distribution within that area. The field within population ecology of interest
is the study of predator-prey interactions.
2.1.1 Population Structures
Models are always abstractions from nature, and there are many different ideas an
ecologist has to consider when starting to develop a model that may be a useful
construct for understanding. There must also be the acceptance that no model is
truly realistic. In management applications, the ecologists must pay attention to
their audience and how the final model is going to be applied. With each added
structure, a model becomes more complex and difficult to analyze. Four common
structures are briefly discussed to introduce some assumptions that may be made
when formulating an ecological model.
2.1.1.1 Age Structure
Reproduction and death rates may be closely examined through age structure. The
foundational research in this area was done by Anderson McKendrick [12], who gov-
erned the evolution of the age density of a population in age and time. If the fertility
and mortaility rates depend on both the age of an individual, as well as the popula-















F (a, P (t))ρ(a, t) da, t > 0.
Starting from an initial condition, equation (2.1) represents a system of equations
that determine the future time evolution of the age-specific population density. The
number of individuals of age a at time t is denoted as ρ(a, t). Death and fertility rates
are described by functions D and F . F specifically represents the average number of
offspring produced by an individual of age a per unit time. Finally, ρ(0, t) describes
an integral boundary condition for the governing equation and represents the number
of births at time t.
These equations are the McKendrick equations. Over the past recent decades much
literature has utilized this age structure and noted its implications concerned with
population dynamics [13], [14].
The effects of including age structure may be subtle if the system is not fully
understood. If the age of a species does not greatly affect its dynamics, then the
changes over time may be small. Therefore, adding age structure to a model may be
difficult to justify given the difficulty of estimating all of the additional parameters
[15].
2.1.1.2 Spatial Structure
A typical assumption made when modeling an ecosystem is that it is uniformly dense
with the species it contains. Models that do not conform to this assumption are known
to have different spatial structures. Population dynamics certainly change throughout
the year, and seasonally varying ecosystems generally take spatiality into account.
Forming a spatial structure helps management forecast the patterns of movement
throughout the year as temperatures and weather change. Spatial structures are
studied in [16], [17], [18] and [19].
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2.1.1.3 Functional Response
The rate at which prey are taken by predators is known as the functional response
and depends on the behavior of both species [15]. A number of functions have been
proposed to characterize the functional response. [20] lists 14 equations that focus
largely on killing rates as functions of density of prey. C.S. Holling’s classic type I,
II, III, and IV functional responses proposed by [21] are listed in [20] and are still
reliably used in contemporary literature [15]. Figure 2.1 illustrates Holling’s first




















Figure 2.1: Holling’s hypothetical functional responses; type I (solid), type II (dashed) and type III
(dashed-dot)
2.1.1.4 Food Supply
Food supply is a common structure that is implicit in most models. Usually in a
predator-prey system the prey species is assumed to be the primary resource of nu-
trients for the predator. However, some models may include parameters to represent
constant or time-varying food sources for the predator species that are available out-
side of the prey population.
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2.1.2 Predator-Prey Systems
Modeling predator-prey systems as a dynamical system was first proposed by Alfred
J. Lotka when studying autocatalytic reactions. Lotka continued to develop his work
to extend it to organic systems to model the interaction between a plant species and
a herbivorous predator. He eventually arrived at this set of simplified equations.
ẋ = x(a− by) (2.2a)
ẏ = y(−c+ dx). (2.2b)
The pair of differential equations represents a first-order, nonlinear system that
models two variables that are dependent on each other. Equation (2.2a) models the
evolution of the prey population, x, and (2.2b) models the predator population, y.
The prey’s growth rate is exponential if there is no predation and is represented
by the ax term, where a is the prey’s intrinsic growth rate. The byx term in the
prey equation represents the rate of predation on the prey. The constant b may be










(a) Volterra-Lotka predator-prey dynamics; predator








(b) Volterra-Lotka predator-prey phase portrait
Figure 2.2: The behavior of the Volterra-Lotka predator-prey model
The predator’s growth rate is represented as being strictly limited to the successful
interactions between the prey and predator. This type of growth rate is represented in
the predator equation as dxy. If no prey are available, then the predator population
decreases at an exponential rate of c. The constant d is not necessarily equal to the
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interaction coefficient b. This constant may be considered as the predator’s efficiency
coefficient, which supports the idea of successful interactions between the prey and
predator aforesaid above.
A number of assumptions are made in this model. First, prey population is as-
sumed to be the total food supply for the predators, and, without the existence of the
predator, the prey population grows at a rate proportional to the current population
[1]. From observation, it can be said that these equations represent predation as the
only factor that determines an organism’s population growth.
Figures 2.2a and 2.2b illustrate the predator-prey dynamics with parameters a, b,
c, and d equal to 1, 0.01, 1, and 0.02, respectively. It can be observed from Figure 2.2a
that the system’s dynamics are oscillatory. As the population of the prey increases,
the predator’s population increases at an exponential rate. This rapid growth of
the number of predators directly affects the population of the prey. Similarly, as
the prey population decreases, there is not enough prey to supply food to all the
predators. Therefore the predators experience starvation and die. This oscillatory
behavior describes the solution as a closed orbit. [1] proves that every solution of the
Volterra-Lotka predator-prey system is a closed orbit except the equilibrium point
Z = (c/d, a/b) and the coordinate axes.
The phase plane analysis in Figure 2.2b also illustrates the system’s dynamics. It
can be concluded that, for any given initial populations (x(0), y(0)), with x(0) 6= 0
and y(0) 6= 0 and other than the system’s equilibrium points, the populations of
predator and prey oscillate in a stable limit cycle [1]. Because both populations are
coupled, neither will become zero nor will grow indefinitely.
2.1.3 Predator-Prey with Harvesting Dynamics
Consider an ecosystem with two species where one or both species may be harvested.
Harvesting may be considered as emigration, hunting, or any other means by which
a population decreases independently from its naturally defined dynamics. This ad-
dition to the predator-prey system illustrates how a management harvesting policy
can be included in the dynamics of an ecosystem. Incorporating harvesting into the
simple Volterra-Lotka predator-prey model amounts to adding a term to each of the
predator and prey equations.
A practical interpretation of the harvesting terms depends on the context of the
model. If the predator-prey model describes an aquatic ecosystem, then harvesting
accounts for fishing with nets, pollution of water or deep sea hunting. In the context
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of an ecosystem with elk and wolves, the newly added terms account for the effects
of hunters, trapping, or pesticides in the populations.
2.1.3.1 Constant Harvesting
First, consider adding constant harvesting in the earlier defined predator-prey model.
ẋ = x(a− by)− q (2.3a)
ẏ = y(−c+ dx)− r. (2.3b)
Two new terms q and r are added to the previous model. The terms are considered to
be constants but certainly could vary with time in complex applications. In order to
capture the effect of harvesting, q and r need to be positive to represent a reduction
over time. The new term in the prey population equation q represents the harvesting
of the prey. Likewise, the r term in the predator equation represents the harvesting
of the predator. The effects of constant harvesting in equations (2.3a) and (2.3b) are










Figure 2.3: Volterra-Lotka predator-prey system with constant harvesting; predator (dashed) and
prey (solid)
In practical terms, no matter the number of organisms in the ecosystem, the same
number of fishing nets, traps, hunters, etc. is used.
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2.1.3.2 Proportional Harvesting
Alternatively, consider replacing constant harvesting with proportional harvesting in
the predator-prey model by modifying equations (2.4a) and (2.4b) to have the form
ẋ = x(a− by − q) (2.4a)
ẏ = y(−c+ dx− r). (2.4b)
Now harvesting is proportional to the population; more specimens will be harvested













Figure 2.4: Volterra-Lotka predator-prey system with proportional harvesting; without harvesting
(dashed) and with q = r as harvesting (solid)
2.2 Bioeconomics
Managing species populations is not a new concept and, thus, much research has been
done in learning how to manage ecosystems effectively. However, most of this research
has been conducted in the field of environmental modeling to develop dynamical sys-
tems that represent the natural growth and development of the populations. Models
may include many parameters that capture the details of how nature evolves over
time. Additional terms have been included to model food supply, habitat area, direct
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and indirect disease transmission, competition, and mutualism (see the previous sec-
tion for more information on modeling ecosystems). The research done in this field
leads to models that are not useful for developing a control strategy to manage the
ecosystems.
An ecosystem cannot be considered to be isolated from the welfare of the hu-
man population. Moreover, humans continually harvest the environment to collect
resources for economic benefits. Economists observe an ecosystem and see a funda-
mental issue: how do economic forces affect the harvesting of renewable resources?
Economists develop descriptive and normative theories to answer this question; that
is, they separate the question of what does happen from what should happen [22].
Managing a single species is a classic problem in bioeconomics; however, the prob-
lem of managing two or more interacting species has not been studied as extensively
and is far more complex [23]. Many authors have extended single species analysis to
include multi-species interactions with harvesting. The most referenced, and the most
recommended, source for a complete understanding of mathematical bioeconomics is
[22].
2.2.1 Optimal Harvest Policies
The result of having economists research environmental issues such as renewable
resources is that now optimal management harvesting policies have been developed
through the application of optimal control theory. In context, a control action is
interpreted as a policy that is to be enforced. Refer to Appendix A for an overview
of the relevant of optimal control theory used throughout this thesis. The appendix
also gives sources that explain optimal control theory in its entirety.
An objective function is constructed from the perspective of the owner of a re-
newable resource. The assumption is that the owner’s objective is to maximize the
total discounted net revenues derived from the exploitation of the resource [22]. The
economist typically refers to the objective function as the welfare function; however,
in this thesis the term “objective function” is used to conform with the terminol-
ogy used in the control literature and also for continuity throughout the upcoming






where PV is the present value in dollars, δ is the instantaneous rate of annual dis-
count, t is time, x is the resource, R is the function representing the objective of the
ecosystem, and E is the harvesting effort of x. The objective function’s time horizon
may be either finite or infinite, a criterion of convergence being required in the infinite
case. The conventional form in equation (2.5) uses an infinite time horizon that is
interpreted as an objective that uses an infinite planning period.
Incorporating the discount rate into equation (2.5) means that the objective R
at the current time is greater than the objective experienced in the future. If the
discount rate is zero, then there is a meaningless economic interpretation. In other
words, if there is no discounting, then the objective at the current time is no better
than the objective in the future, and thus any action taken is arbitrary. Conversely,
if the discount rate is infinity, then the all future actions are rendered as meaningless
because the benefits of the system are only viable at the current time. Therefore,
when the discount rate is greater than zero, the objective reflects societal preferences
such as inflation, time preference, and opportunity of cost capital.
The present value represented in equation (2.5) is a continuous time-stream of
revenues across an infinite time horizon. An optimal equilibrium x∗ and a control
policy E∗ are derived from equation (2.5) using optimal control theory and Pontrya-
gin’s maximum principle (see Appendix A.1). A bang-singular-bang control policy is
a general description of how the resource’s initial condition is directed to the optimal
equilibrium as fast as possible by manipulating harvesting. Using this control, the
harvesting effort may be represented as
E∗(t) =

Emax, x > x
∗
F (x∗), x = x∗
Emin, x < x
∗,
where Emax and Emin are the upper and lower bounds of the harvesting effort. F (x
∗)
is a function of singular points that forces the harvesting effort to vanish from the
Hamiltonian formed from equation (2.5).
2.2.1.1 Shadow Price
When determining optimality of a bioeconomic problem through the use of Pon-
tryagin’s maximum principle (see Appendix A.1), the Lagrange multipliers λ (see to
Appendix A) that are used to relate the imposed constraints in the Hamiltonian have
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a natural interpretation. In control applications λ is rarely given a physical interpre-
tation. In economics, however, λ is considered as the shadow price of its respective
resource. The shadow price is the marginal value of a resource [2] and is given a more
apprehensible definition in the following section.
2.2.2 Literature Survey
A copious amount of research has been done in the area of bioeconomics with predator-
prey applications. This section reviews the major publications that help lay the
foundation of this aspect of the thesis.
Significant pieces of literature have been written on the study of marine bioeco-
nomic models with harvesting. Many studies start with a model and then proceed to
define the economic objective of the system in abstract terms. Optimal policies are
then derived from the abstract form. The problem with keeping the formulation at
a higher level, in abstract terms, is that the solution is very difficult to interpret to
real functional forms. This problem is addressed in [24] where functional forms are
given based on empirical data. [24] describes an appropriate function for mapping a
value to a population. This effort makes [25] more reasonable by giving the objective
function a functional form versus an abstract form.
There are three main objectives observed throughout the literature that describe
the setup of the bioeconomic problem. Objectives include benefits or costs purely
from a harvesting perspective, a social-value perspective, or a mix of both harvesting
and social values. Alongside these objectives, uncertainty in these types of systems
has also been identified as an important issue and is briefly discussed.
2.2.2.1 Harvesting-based Objectives
The economics of harvesting is usually analyzed by approaching a bioeconomic model
with two species and looking at the dynamics with and without harvesting. [26]
models the case of two interacting species as a predator-prey relationship, and the
economics is explored through harvesting only one of the two species. Properties
of existence, uniqueness, and stability are examined and clarified before applying
optimal control theory. Ströbele and Wacker in [26] conclude that if the fishery under
study behaves close to the constant harvesting case they investigate, then a limit cycle
will not occur in the system. In practical terms, the conclusion drawn is plausible
if the fishing boats cannot be shifted between harvesting different types of fish and
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if there are no disturbances in the harvesting schedule. Thus, the implication is the
need of robustness in management policies.
Gardner Brown and David Ragozin in [27] develop a two-species ecological model
directed towards fishery management under the assumption that the harvesting of
the predator is a linear function of the control. It is also assumed that there is
no economic value in harvesting the prey. It is noted in the literature that for the
reason of being able to obtain relatively clear results age structure, time lags, and the
presence of other species has been disregarded. The bioeconomic model developed in
[27] is shown in equation (2.6).
ẋ = x(a− bx+ αy)− Ex






The predator and prey populations are represented by variables x and y, respec-
tively. The population dynamics in equation (2.6) is perhaps a suitable representation
of the type of natural situation in which a predator is not wholly dependent on one
species of prey for food, and in which factors other than predators may regulate prey
abundance. The constants a and c are the intrinsic growth rates for the predator and
prey species, respectively. The ecosystem “manages” each species with b and d, which
are the inverse of the ecosystem’s carrying capacities for each species. The predator
is managed by a governing body with a harvest rate that is a linear function of the
time varying harvest effort, E = E(t). Lastly, α and β represent the interaction
coefficients between the predator and prey populations.
Maximizing the discounted (ρ is the discount rate) revenues induced by the benefit
(P ) and cost (W ) of harvesting the predator leads to employing either bang-bang or
singular control.
This work also gives the shadow price in practical terms. In the context of [27],
when the figurative owner of the predator stock sells a single unit to be harvested at
the current moment, the shadow price of the predator is collected. Since the owner
of the predator is taken to be the ecosystem, the shadow price is equal to the value
of the predator in the ecosystem. Therefore, the predator should be harvested only if
its shadow price is less than its harvested value. Brown and Ragozin also clarify that
the shadow prices of the species must be nonnegative if the species are considered to
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be beneficial.
Brown in [28] additionally studies a predator-prey model applied to Lake Victoria
fisheries. Dagaa (prey) and perch (predator) dynamics are the constraints where the
objective is to maximize the total profit of the entire operation from both species
of fish. Remarks are made that natural scientists have studied multiple interacting
species, but there has been less study of multiple species in an economic optimization
framework, particularly from a bioeconomic perspective [28].
In contrast to [27], [28] focuses on profits coming strictly from the harvest of
both species. The objective does not take into account the cost of harvesting. The
















e−ρt(P1h1 + P2h2) dt
(2.7)
In equation (2.7) dagaa (D) is subject to predation from perch (R). Similar to
equation (2.6), r1 and r2 are the intrinsic growth rates for the predator and prey popu-
lations, respectively. The ecosystem’s carrying capacities R̄ and D̄ provide ecological
control over both populations, and α and β represent the interaction of biological
control between the two populations. The harvest terms h1 and h2 indicate the fish-
ing effort the manager is enforcing in the ecosystem. Finally, the benefit, P1 and P2,
from the harvest of each species is maximized in a continuous stream while being
discounted by ρ.
A tritrophic bioeconomic model is studied in [29]. The ecological system is of two
species of prey, which are in competition with each other, and one predator, which
feeds on both of the prey, a dimension higher than the previously mentioned systems.
The predator exemplifies a species of whale, and it is assumed that the predator
population is not harvested. This implies that the interaction between the harvesting
agency and the predator is through the prey.
Handling a tritrophic ecological model, [29] discusses the steady-states, local and
global stability, and the optimal harvesting policies of the system. The work provides
an interesting level of complexity and realism compared to other models studied. The
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objective to be maximized is concerned only with the benefit and cost of harvesting
both of the prey. The value of the predator species is not included. The present value
in equation (2.6) illustrates a similar present value objective function to the one found
in [29]; only [29] contains an additional prey stock.
2.2.2.2 Social-based Objective
Ecosystems home to species that have a competitive relationship with each other
instead of acting as those who have a predator-prey relationship are also studied.
Ola Flaaten in [23] uses a model of two competing species in conjunction with an
objective function that represents a stream of profits under costless harvesting. A
theorem is stated that concludes, for costless harvesting and a positive discount rate,
the stocks which give the maximum present value of harvesting are going to be inside
the region of maximum sustainable frontier stocks. This is shown to be of the same
importance for the two species analysis as maximum sustainable yield is in the single
species framework.
2.2.2.3 Social-Harvesting-based Objective
The economic value of a predator-prey system that was comprised of the social value of
a species and the harvesting of a species was elaborated by [25]. This work emphasizes
that the ecosystem offers more than the exploitation of a species. This emphasis is
expressed through a non-use value, which is indirectly influenced by harvesting [25].
The dynamics of the system are representative of birds B (predators), shellfish S




e−δt(v(B) + py − c(S)y) dt (2.8)
Equation (2.8) is the objective to be maximized in [25]. v(B) is the social value
assigned to the state of the ecosystem; p is the price of a unit of shellfish; c(S) is
the cost of harvesting a unit of shellfish; y is the harvesting effort from the fishers;
δ, as previously seen, is the discount rate. The drawback is that only one species is
accounted for in the objective function in terms of harvesting benefits and costs.
2.2.2.4 Uncertainty and Robustness
Robustness of a predator-prey-hunter system with respect to uncertainty in the model
parameters is studied by [30], where robust control techniques were used to manage
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conflicting economic and ecological goals in the presence of uncertainty in the ecosys-
tem dynamics and its environment. It was shown that the robust controller is able to
maintain the target populations close to its targets for a wide range of uncertainties
and disturbances. This work, however, does not address the issue of finding opti-
mal population trajectories that arise from maximizing the economic value of the
ecosystem.
Uncertainty in systems is also studied in [31], where robustness and optimality is
assessed in the traditional Gordon-Schaefer model of a fishery. The study concludes
with achieving increased robustness with respect to some parameters at the expense
of increased sensitivity with respect to other parameters [31]. The trade-offs and
limits to robust natural resource management are illustrated.
2.2.2.5 Remarks
The literature shows an array of approaches to handle the optimization of an ecosys-
tem. Each approach offers a different economic realization of the ecosystem. There is
not yet an approach that considers the utility and the cost of the harvest from both
populations as well as the social value from both populations.
This section introduced the conventional approach in realizing the welfare of an
ecosystem in an economic format using bioeconomics. However, an approach to man-
aging an ecosystem in a way that tracks the optimal trajectories while accounting for
parametric uncertainties and variations in the environment has not be discussed. In
the next section robust control theory is introduced to examine how control theory
can be used to manage an ecosystem.
2.3 Robust Control Theory
Robust control theory has been one of the most active areas of mainstream sys-
tems theory since the late 1970s. Research in this area has been at the junction
of dynamical systems theory, functional analysis, matrix analysis, numerical meth-
ods, complexity theory, and control engineering applications. Applications of robust
control theory have spread to diverse areas such as aerospace systems, chemical pro-
cesses, power networks, and control of fluids [32]. The H∞ control technique is one
of the most established approaches to robust control theory. This section introduces
the robust control problem, and discusses optimal synthesis with respect to the H∞
norm through the use of linear matrix inequalities (LMIs).
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2.3.1 The Robust Control Problem
Consider the system in lower linear fractional form in Figure 2.5. The input vector w
represents all exogenous inputs to the system, and the vector z represents the plant’s
outputs. G is a transfer function that represents the system dynamics, and K is the




Figure 2.5: Feedback form of the plant G and controller K
The vector of exogenous signals w and the output vector z belong to the L2 space,
where L2 denotes the vector space of functions that map R to C and are quadratically
integrable (i.e., have finite energy and all operators are linear time invariant). G,
therefore, is a linear operator such that G : L2(−∞,∞)→ L2(−∞,∞).
To quantify the performance of the closed-loop system in Figure 2.5 the nominal




that is to minimize the plant’s output energy where energy is measured by a vector’s
2-norm. For this kind of objective to be meaningful the arrangement of Figure 2.5
must be such that z now represents variables that must be “kept small.” In a tracking
problem, for example, the configuration should be set so that z contains the tracking
error, rather than the tracking output. Usually some penalty on the control effort u
is also included in z to make the problem meaningful [32].
In order to limit the problem to study the response of the plant to processes of
any known spectral density, “weights” are incorporated into Figure 2.5. In equation
(2.9) w belongs to some set W and w is confined to W by a weighting function such
that
||Ww||2 < 1. (2.10)
W is absorbed into G making it a generalized system that includes the system dy-
namics as well as performance weights used to penalize and restrict input and output
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signals. The signals are transformed into the unit ball since the unit ball is considered
to be “small.”







In other words, some stabilizing controller K results in the smallest induced norm
from Lp → Lp. Since the 2-norm was selected above as the measurement of energy,




where Tzw is the closed-loop transfer function of the system interconnection in Figure
2.5 that maps w to z. The closed-loop transfer function is the lower linear fractional
transformation of G and K, or, mathematically put,
Tzw = Fl(G,K) = G11 +G12K(I −G22K)−1G21. (2.13)
The above expression is a consequence of what is called the star product (e.g.,
Fl(G,K) = G ? K or Fu(G,K) = G22 + G21K(I −M11K)−1M12 = K ? G for the
upper linear fractional transform). (The star product is not commutative.) The ∞-
norm of Tzw is its maximum singular value evaluated on the imaginary axis (see the
next section for more on singular values). Nominal performance is more specifically
achieved if
||Tzw||∞ < 1. (2.14)
The nominal performance problem disregards uncertainty in the system, which is
not be acceptable in many systems. The robust performance problem, however, poses
the performance problem with uncertainty to quantify robust performance.
The robust control interconnect now includes the uncertainty operator ∆u and its
placement is shown in Figure 2.6. With the system interconnect including uncertainty,
the robust performance problem is reduced to a robust stability problem.
Transforming the performance problem into one of stability requires weighting
filters to be selected as was done for the nominal (∆u = 0) performance problem,
but the uncertainty space also needs to be defined. The magnitude, or “size,” of
the uncertain perturbations is typically less than one (i.e., ||∆u|| < 1). Bounding







Figure 2.6: Robust control interconnect with uncertainty [32]
set ∆.
The requirement of stability should be robust; that is it should hold for every ∆u
in the uncertainty set. Since there is always the assumption that this set contains
the element ∆u = 0, there is the requirement of achieving internal stability of the
interconnection of G and K. This is called nominal stability. From above, it was seen
that nominal stability leads to the star product of G and K. Therefore the system
interconnection in Figure 2.6 can be illustrated by the configuration in Figure 2.7,
where N = fl(G,K) and ||∆p|| < 1. The addition of ∆p reflects an “unknown” LTI
system represented by a norm bounded perturbation. This addition represents full








Figure 2.7: Robust analysis setup [32]





where z̃ = [y∆ z]











, and A is a
selected norm (e.g., A =∞). From Figure 2.7, robust performance is also considered
to be achieved when
||fu(N,∆u)|| < 1. (2.16)
2.3.2 The H∞ Norm
Consider the system G(s) in Figure 2.8 where G(s) is taken to be a proper linear stable
system, the input is r(s), and the output is y(s). Being in the frequency domain, the
Laplace variable s may be fixed such that s = s0 = jω so G(jω) represents the
response to a sinusoidal signal of frequency ω.
r yG
Figure 2.8: General system G block diagram
If G(s) is taken to be a multiple-input and multiple-output (MIMO) system and
r ∈ Rn and y ∈ Rm, the gain of G(s) depends on the frequency ω and direction of
the input r, where direction refers to r being normalized to unit length. If the vector
2-norm is selected to represent the vector magnitudes, then the maximum gain as the







||Gr||2 = σ(G) (2.17)







||Gr||2 = σ(G). (2.18)
Equations (2.17) and (2.18) hold because the gain of G(s) is independent of the input
magnitude ||r(ω)||2 [33].
The H∞ norm is identified as the peak singular value that is chosen as a function











From this definition, the H∞ norm is seen as the peak of the transfer function “mag-
nitude” and can be used to evaluate system performance. More precisely, given a
causal linear time invariant operator G : L2(−∞,∞) → L2(−∞,∞), the H∞ norm
is the largest induced norm or, in other words, the maximum factor G scales any
vector [32].
Motivation for minimizing this norm relates to the philosophy of minimizing error
signals. Minimizing the H∞ norm is minimizing the maximum “gain” of the system
in the energy sense [32]. If the excitation r is considered to be an arbitrary signal,
then it would be desirable to minimize its worst-case effect on the energy of y. If the
design knows little about the spectral characteristics of r, then minimizing the H∞
norm may be an appropriate method to achieving robust performance.
2.3.3 H∞ Synthesis
Synthesis should not be taken to be synonymous with design. By synthesis it is meant
the concepts and methods to obtain a controller in an abstract way. The most simple
form of the H∞ synthesis problem is to find a controller K for linear systems such
that the closed-loop system Tzw is asymptotically stable and where the H∞ norm of
Tzw is as small as possible (see Section 2.3.1). A procedure such as this guarantees
robust stability of the closed-loop system in Figure 2.9, as a result of the small gain






Figure 2.9: Robust control block diagram
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The state-space realizations that describe the systems in Figure 2.9 are
G(s) =
A B1 B2C1 D11 D12
C2 D21 0




Notice, without loss of generality, it is assumed that D22 = 0 [32]. By removing this
assumption the formulas become more complicated; however, the technique remains
the same. The state dimensions of the nominal system and controller are A ∈ Rn×n
and AK ∈ RnK×nK . The interconnection of G(s) and K(s) that describes the map







 A+B2DKC2 B2CK B1 +B2DKD21BKC2 AK BKD21
C1 +D12DKC2 D12CK D11 +D12DKD21
 . (2.20)
By collecting the representation for K into one matrix, the closed-loop relation in













































which are entirely in terms of the state-space matrices for G. The closed-loop state-
space matrices are now defined as
Acl = A+BJC Bcl = B +BJD21 (2.22)
Ccl = C +D12JC Dcl = D11 +D12JD21.
The crucial point made in these definitions is that the parameterization of the closed-
loop state-spaces matrices is affine in the controller matrix J [32].
The main tool used to determine the H∞ norm of the closed-loop system is the
bounded real lemma (see [35]), which states that Tzw is internally asymptotically
stable satisfying ||Tzw||∞ < γ if and only if the largest singular value of DK is less
than γ and there exists a symmetric positive definite matrix Xcl such thatA
T





 < 0. (2.23)
Riccati equations and linear matrix inequality (LMI) approaches can be used to solve
theH∞ synthesis problem. In this thesis the LMI approach is pursued. The inequality




























The unknown variables in equation (2.23) are the controller state-space represen-
tation found in the closed-loop state-space realization of equation (2.20), the matrix
Xcl, and the scalar γ. To get a convex optimization problem, equation (2.23) can be
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A controller can be calculated based on the solution of equation (2.33), X, Y , and γ








A solution to equation (2.24) may now be found, and any such solution, J , provides
the state-space realization for a feasible controller K. The solution of this LMI can
be accomplished using modern LMI solver software like that of MATLAB’s Robust
Control Toolbox [32], [36].
2.4 Linear Parameter-Varying Systems
Linear Parameter-Varying (LPV) systems are linear systems whose state-space ma-
trices depend on a time varying parameter. They were primarily motivated as a rigor-
ous alternative to gain-scheduling control techniques for nonlinear systems. Classical
gain-scheduling techniques rely on interpolating controller gains among a set of linear
time-invariant (LTI) controllers. These LTI controllers are designed for linearized
models of the system at different operating points. Classical techniques do not al-
ways work well in practice, and it is hard to determine precise performance statements
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that take into account the changes in the system dynamics. LPV systems account for
changes in the system dynamics by using parameter-varying system matrices [37].
The controller is scheduled by scheduling variables, which relate to the defined
parameters. The scheduling variables determine what region the system is in and
which controller is applied [37]. This section discusses the formulation of an LPV
description and the synthesis of the LPV controller.
Before continuing further, the robust LPV control problem requires the refinement
of the robust control problem posed in Section 2.3.1. The fundamental difference
between the two problems is parameter dependence in the LPV case. The generalized




Figure 2.10: LPV generalized system with the plant G(ρ) and controller K(ρ)
As the robust performance problem is formulated, as was done in Section 2.3.1, the
robust interconnection differs from before due to the parameter dependence. Figure
2.11 shows the full robust LPV interconnection.
In this formulation G and K are parameter dependent. Like the robust control
problem, the LPV approach reduces robust performance to a stabilization problem
because the parameters are bounded.
The parameters are assumed to be bounded, which allows the parameters to be
extracted from the plant G and controller K. The operators ∆(ρ(t)) and ∆c(ρ(t))
supplement the original problem’s interconnect in Figure 2.6 in that they represent
the bounded parameter’s effects on G and K in linear fractional feedback. Forming
the performance criteria then follows the same process. However, calculating the
maximum induced norm is much more difficult.
2.4.1 Formulation
An LPV description of a nonlinear system must have certain properties to be an











Figure 2.11: Robust LPV control interconnect with uncertainty
performance is dependent on the choice of the LPV description. Selecting the best
possible LPV description, from an LPV controller synthesis perspective, can reduce
the conservatism in the controller and improve the performance.
2.4.1.1 Properties of an LPV Description
There are four properties that an LPV description must have to be considered a
genuine description of the nonlinear model [34].
1. There exists a relation between the parameter and the states, ρ = φ(x) ∈ Γ,
such that the LPV description and the nonlinear system are equal
A(φ(x))x+B(φ(x))u = f(x, u).
2. The relation φ(x) depends only on measured signals.
3. The relation φ(x) is known.
4. The LPV description should be as close to the nonlinear system as possible for
all parameter values in the bounding box Γ.
The LPV description first needs to ensure that trajectories of the nonlinear system
are also trajectories of the LPV description. The second property requires that the
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parameters can be sensed online and the relation φ(x) can be computed in real-time.
The third property simply identifies that the calculation to compute the parameters
is known. Finally, the fourth property ensures the LPV description is not losing
information about the nonlinear system.
2.4.1.2 Non-uniqueness
A nonlinear system can be transformed into many different LPV descriptions. Differ-
ent LPV descriptions of the same nonlinear system may have different stability prop-
erties as the parameter changes. A common example to illustrate the non-uniqueness
property is considered from [34].
Example 2.4.1 Given the nonlinear system
ẋ1 = −x1 − x31
ẋ2 = −x2 − x21x2,
(2.26)







matches the nonlinear system when ρ = x21. The “parameter” ρ can be bounded by
0 ≤ ρ(t) ≤ M where M is any positive scalar, and the nonlinear system is included
in the domain
{
x ∈ R2| −
√





Another LPV description is formed as
ẋ =
[
−1− ρ21 + ρ2 −ρ1
ρ2 −1− ρ21 − ρ1
]
x. (2.28)
This description matches the nonlinear system when [ρ1 ρ2] = [x1 x2] . The parameter
can be bounded by −M ≤ ρi ≤ M , and the nonlinear system is included in the LPV
system in the domain {x ∈ R2| −M ≤ xi ≤M, i = 1, 2}.
The two LPV descriptions include the nonlinear system; however, they are not both
stable. It is easy to see that the first LPV description is LTI stable for all parameter
values. The second is LTI unstable if ρ1 = 0 and ρ2 > 1 [34].
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2.4.2 LPV Synthesis
After an LPV description is found from the nonlinear model, an LPV controller
is synthesized. The parameter’s relation to the states is ignored in the controller
synthesis procedure. This work uses the H∞ control technique to synthesize the LPV
controller.
There is much overlap in the H∞ synthesis discussed above and the H∞ for LPV
systems. The difference is the addition of the parameter in the formulation.
The LPV system,
ẋ = A(ρ)x+B1(ρ)w +B2u
z = C1(ρ) +D11(ρ)w +D12(ρ)u
y = C2(ρ)x+D21(ρ)w
(2.29)
in closed-loop with an LPV controller,
ẋK = AK(ρ)xK +BK(ρ)y
u = CK(ρ)xK +DK(ρ)y
(2.30)
has a H∞ norm less than γ for ρ ∈ Γ and ρ̇ ∈ Γ̃ if there exists a symmetric positive
definite matrix function P (ρ) such thatA
T
cl(ρ)P (ρ) + P (ρ)Acl(ρ) +
d
dt
P (ρ) P (ρ)Bcl(ρ) C
T
cl(ρ)
BTcl(ρ)P (ρ) −γI DTcl(ρ)
Ccl(ρ) Dcl(ρ) −γI
 < 0 (2.31)




















The synthesis uses the bounded real lemma as the H∞ synthesis does; however the
derivative of the parameter is introduced through the d
dt
P (ρ). If the bounding box Γ̃
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is unknown, then the matrix function P (ρ) can be replaced by a constant matrix P.
This makes the performance a more conservative calculation. Applying the bounded
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There are different formulations from the bounded real lemma, and they are dis-
cussed in [38]. The construction of the LPV controller from this synthesis can be
done a number of different ways. Since the constructions are complex and tedious,
they are not covered here, but may be found in [39], [40], and the references therein.
If the controller existence problem is solved using the above procedure, a state-
space realization of the controller can be computed. However, the controller formulas
will be dependent on the parameter derivative. This is not desirable because the
parameter derivatives are not measurable and difficult to estimate accurately in prac-
tice. Therefore, it is not a tractable approach to use the bounded real lemma and the
solution to the controller existence problem.
2.4.3 Remarks
Taking a nonlinear model, describing it as an LPV system, and then using the LPV
system for the synthesis of the controller, as done in this thesis, will always include
conservatism and does not necessarily mean there are no less conservative nonlinear
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approaches to synthesizing the controller. If successful, the result is a fixed self-
scheduled controller with guaranteed stability and nominal performance.
Another advantage and the main motivation for using LPV control, is that there




In this chapter an ecological economic model is introduced that includes important
characteristics wildlife management would find of interest when it is required to pri-
oritize the control of two selected species. This model is tailored to the case study of
wolves and elk.
The ecosystem’s dynamics are first introduced to illustrate the ecosystem’s eco-
logical and biological components. The equilibria are studied to identify how the
ecosystem will naturally evolve when uncontrolled. Using Lyapunov stability theory,
a Lyapunov function is constructed to analyze the stability about the ecosystem’s
equilibria, which results in forming a unique interpretation about the ecosystem from
the Lyapunov function’s behavior.
An economic realization of the ecosystem is then formulated to describe the benefits
and costs of managing the ecosystem. Profits from the harvest of both populations
as well as the social value are considered. The cost of spillover damage from the
predators is also discussed and is accounted in the social welfare. Optimal control
theory is then used to formulate the economic realization into an optimal control
problem in order to generate optimal population trajectories and control policies that
would result in collecting optimal profits.
The optimal trajectory planning system formed is then applied to three different
scenarios that replicate realistic problems for wildlife management.
3.1 Ecological Model
A model based on [28] was chosen for two reasons. First, the model is simple and
effective. It describes a predator-prey relationship between two species and has a
structure simple enough to derive results analytically. Second, the model is used
in respected literature which makes it credible in among ecologists and economists.
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The predator and prey populations are represented as x1 and x2, respectively.
(The dot notation is used to denote the derivative of the populations with respect to
time.) When equation (3.1) is integrated over time, the populations evolve, forming a
growth trajectory in the ecosystem. The parameters r1 and r2 give the intrinsic rate
of population growth; q1 and q2 are the carrying capacities of the predator and prey.
Alpha is considered to be the interaction coefficient between the two species, and β is
the efficiency of the predator. The directly proportional relationship between β and
the predator population indicates this model uses a type I functional response.
The parameters α and β are not assumed to be equivalent. Their equivalence
suggests that for each interaction between the two species there is an induced benefit
to the predator. However, this benefit does not directly imply that prey is killed.
Interactions that result in predators killing prey are reflected by β. These coefficients
are assumed to be very small since little research has been done in studying animal
interactions. [28] addresses the values of α and β in an application involving a fishery.
Both the predator x1 and prey x2 follow similar dynamics. The populations are








The parameters r and q are positive and represent the rate of population growth
when x is small, and the carrying capacity, respectively.
There are two assumptions that are made when using this type of growth model.
The first is that if the population is small; then the growth rate is nearly directly
proportional to the size of the populations. The second is that if the population grows
too large, the growth rate becomes negative—meaning the ecosystem cannot sustain
the population, and the natural death rate is greater than the natural birth rate. It
should be noted that there are many other differential equations that satisfy these
two assumptions; however, this model uses a relatively simple structure to convey the
idea of logistic growth.
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There are other assumptions made in the predator-prey dynamics. The prey are
the primary source of food for the predators. However, if the prey do not exist,
the predators will still grow logistically toward the carrying capacity, which leads to
the idea that the ecosystem can sustain the predators by containing other unmodeled
sources of food. The populations, also, are assumed to be uniformly dense throughout
the ecosystem as there are no time-varying or probabilistic spatial structures. Sim-
ilarly, age structure is ignored; all predators have the same growth rate, efficiency,
and interaction coefficients.
To further understand the system the equilibria are studied. The trivial equilib-
rium point is if both species are extinct. The only path to the origin is if the ecosystem





















reveal that there is a single intersection point between them. Therefore, there is a
single equilibrium point in the positive quadrant of the phase plane. The interior









To expound on the characteristics of the equilibrium, let
f = αq2r2 (3.3a)
g = r1r2 (3.3b)
w = αβq2 (3.3c)
c = βq1r1 (3.3d)










Observations can be made from equation (3.3) to gain intuition about the location
of the interior equilibrium. All the defined variables must be positive, but alpha and
beta are recognized to be very small in magnitude. Thus, w and z may be neglected
to show x1e = q1(f/g+ 1) > q1 and x2e = q2(1− c/g) < q2. This intuition shows that
the predator equilibrium will most likely be greater than its carrying capacity, while
the prey will evolve over time to an equilibrium less than its carrying capacity. This
supports the predator food supply structure that was discussed earlier.
3.1.1 Lyapunov Stability Analysis
Studying a predator-prey system using Lyapunov theory has two main contributions
to understanding the system’s dynamics. First, the global stability and a domain
of attraction can be examined and proved using a mathematical perspective instead
simulation data. Secondly, a Lyapunov function, in general, is interpreted as a storage
or energy function that provides a unique interpretation in the context of a predator-
prey system.
In general, if xe is an equilibrium point, a Lyapunov function V : D → R is a
continuously differentiable function, where D ⊂ Rn is a domain containing xe, such
that
V (xe) = 0 and V (x) > 0 ∀x ∈ D − {xe} (3.5)
V̇ (x) ≤ 0 ∀x ∈ D. (3.6)
For more information about Lyapunov functions refer to [41].
Consider the predator-prey system in equation (3.1) and define functions g(x1),
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f(x2) = βx2. (3.7d)
A very general form of equation (3.1) can now be written by substituting equations
(3.7a)-(3.7d) in for their respective dynamics to give
ẋ1 = x1g(x1) + p(x1)x2
ẋ2 = x2n(x2)− f(x2)x1.
(3.8)






























Equation (3.10) provides enough intuition to formulate a Lyapunov function. The
Lyapunov equation is constructed as











It is easy to see that V (x1e, x2e) = 0, and since the integrands in (3.11) have the same
signs as x1−x1e and x2−x2e, the integrals are positive and increasing as |x1 − x1e| and
|x2 − x2e| increase. Thus, the requirement of a positive definite Lyapunov function is
49
satisfied.
Substituting equation (3.10) into the time derivative of the Lyapunov function
yields















Consider the product of the first two terms. If x1 < q1, then g(x1) indicates x1
is going to continue to reproduce at some decaying rate towards its equilibrium. If
x1 > q1, x1 < x1e, and x2 6= 0, then g(x1) > g(x1e). As mentioned above, g(x1e) is
negative. Conversely, if x1 > x1e, then g(x1) < g(x1e) because x1 is farther from its
carrying capacity. Similar observations are done for x2 and x2e. If x2 < x2e, then
n(x2) > n(x2e) and vica versa. Therefore, V̇ ≤ 0.
To further investigate the stability, LaSalle’s theorem is recalled. Let Ω ⊂ D be a
compact set that is positively invariant with respect to equation (3.1). Let E be the
set of all points in Ω where V̇ (x) = 0. Finally, let M be the largest invariant set in
E—meaning M is the largest set that satisfies x(0) ∈M ⇒ x(t) ∈M, ∀t ∈ R. From
equation (3.12), it is seen that M only contains the equilibrium point. Therefore, the
largest invariant set is (x1e, x2e), and there are no trajectories other than (x1e, x2e).
Thus, from LaSalle’s theorem the equilibrium is proved to be asymptotically stable.
Additionally, equation (3.11) is radially unbounded (V (x)→∞ as ||x|| → ∞). Thus,
it is concluded that the equilibrium is globally asymptotically stable in the positive
quadrant.
The biological interpretation of the Lyapunov function measures the imbalance
that the prey would produce in the predator along with the imbalance the predator
would produce in the prey. The sign of the time derivative of the Lyapnuov function
indicates whether this imbalance is increasing or decreasing [42]. This interpreta-
tion is concluded by using mathematics in [42]. Being that the ecological model is
globally asymptotically stable, the ecosystem will always naturally be decreasing the




Human hunters are now introduced into equation (3.1) to incorporate harvesting.














The control harvesting functions u1 and u2 in equation (3.13) are interpreted as
the number of hunting tags issued for each population. The harvesting functions also
resemble the constant form seen in Section 2.1.3.1. Both species are available to be
harvested, but the wildlife manager is responsible for choosing the harvesting policy
(i.e., how many hunting tags may be issued). An assumption here is that there is
never a shortage of human hunters. The thrill of hunting is taken to be attractive
and all huntings tags issued are bought despite economic hardships. The parameters
k1 and k2 are the hunting success rates for the respective species.
3.2 Economic Model
The ecological model presented in the previous section is assumed to be governed by
some managing body through the use of u1 and u2. The objective is to optimally ex-
ploit the populations, while considering the social value of the state of the ecosystem.







e−rt [υ(x1, x2) + ρ(u1, u2)− σ(x1, x2, u1, u2)− ω(x1)] dt











− βx2x1 − k2u2
x1(0) = x10
x2(0) = x20
x1(tf ) = x1f
x2(tf ) = x2f
x1min ≤ x1 ≤ x1max
x2min ≤ x2 ≤ x2max
u1min ≤ u1 ≤ u1max
u2min ≤ u2 ≤ u2max
(3.14)
where
υ(x1, x2) = v
√
x1x2 (3.15a)
ρ(u1, u2) = p1u1 + p2u2 (3.15b)







ω(x1) = dx1. (3.15d)
The time horizon is finite in equation 3.14, but for analysis purposes tf is set to go
to infinity. The objective consists of the benefit from both populations (v) and the
flow of species harvested (p1, p2), the cost of harvesting efforts (c1, c2) and spillover
damage from predators (d), and the discount rate (r). Both species are taken to have
a value in the ecosystem, and both are considered to have harvesting benefits and
costs.
The price of a unit of predator and prey is set constant. This reflects the assump-
tion that the amount of predators and prey harvested in this particular ecosystem
will have a negligible influence on the overall supply of predators and prey on the
market. The cost of harvesting is assumed to decrease as a population increases, and
the value of the populations increases with their size at a decaying rate towards some
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maximum value. Another assumption is that the harvesting costs are linear in the
harvesting effort. The interpretation is that labor can be hired at constant costs and
is required proportionally to the harvest rate. These parameters are similar to those
in [25], however, in this work both populations have a quantifiable value. Finally, it
is assumed that there exists a maximum number of hunting tags u1max and u2max the
manager can sell.
Population size constraints are imposed on the species, and the control of the
ecosystem is also defined in a bounded region. Restricting the populations in a
bounded region allows management to consider effectively a management plan where,
for example, populations should not be allowed to approach endangered zones. Adding
constraints on the control not only allows the policies generated to be realistic, but it
is also advantageous in advanced optimal control theory to consider control variables
bounded in their own control regions.
3.3 Optimal Harvesting Policies
The current value Hamiltonian is constructed as
H(x1, x2, u1, u2, λ1, λ2, t) =υ(x1, x2) + ρ(u1, u2)− σ(x1, x2, u1, u2)
− ω(x1) + λ1ẋ1 + λ2ẋ2
(3.16)
with λ1 and λ2 as the shadow prices (also called costate variables) for the predator























ẋ1 = f(x1) + αx1x2 − k1u1 (3.18a)
ẋ2 = g(x2)− βx2x1 − k2u2. (3.18b)
The first-order conditions are known to be





















The transversality conditions for an infinite horizon dynamic optimization prob-
lem are the boundary conditions determining a solution to the problem’s first-order
conditions together with initial conditions. [25] and [27] provide insight by showing
if the species are beneficial, then the shadow prices are nonnegative and provide the
additional boundary conditions. The transversality conditions to be defined as
lim
t→∞
λ1(t) ≥ 0 (3.20)
lim
t→∞
λ2(t) ≥ 0. (3.21)
Since the harvesting rates are constrained to lie in an admissible region (see con-
straints in equation (3.14)), the stationary conditions (3.19e) and (3.19f) must be
replaced by the more general condition shown in (3.22), which is then resolved to
equation (3.23). This is optimality requirement is called Pontryagin’s maximum prin-

























The superscript asterisk denotes optimality. It is observed that the Hamiltonian
depends linearly on u1 and u2 with coefficients (p1− c1/x∗1− k1λ∗1) and (p2− c2/x∗2−
k2λ
∗
2), respectively. These coefficients are identified when solving for the stationary
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, i = 1, 2 (3.24)
The above equation for λi illustrates when the control vanishes from the Hamilto-
nian. When λi satisfies this condition, the control becomes singular. Thus, switching







− kiλi, i = 1, 2 (3.25)
The control can now be decided on the output of the switching functions. When
a switching function is negative, the respective minimum control effort should be
issued to avoid a significant decrease in the Hamiltonian. However, when a switch-
ing function is positive, the maximum control effort should be issued to increase the
Hamiltonian. Therefore, the Hamiltonian’s maximum value is reached for the ex-




u1max , sf1 > 0
ũ1, sf1 = 0




u2max , sf2 > 0
ũ2, sf2 = 0
u2min , sf2 < 0,
where ũ1 and ũ2 are singular values not yet known.
To study the steady-state interior equilibrium, the equations of motion for the
shadow prices are expanded from equations (3.19a) and (3.19b).
λ̇1 − rλ1 = −λ1 [f ′(x1) + αx2] + λ2βx2 − γ1(x1, x2) (3.26)





















Since the steady-state is being observed, λ̇i = 0, and it is assumed that equation
(3.24) stands. The equations above are simplified to














When equations (3.28) and (3.29) are solved (using sophisticated symbolic solvers
such as Maple) to get x1 and x2 in functional terms of each other, it is observed
that the steady-state populations depend on the controls. This observation is a
result of having the quantity (c1u1/x1 + c2u2/x2) in the objective function. Without
this quantity the steady-state optimal population values could be solved as in [28].
However, since the objective function is more complex and takes into account the
cost of harvesting, the optimal population values cannot be obtained analytically.
Therefore, the optimal control problem (3.14) is solved numerically.
3.3.1 GPOPS
Solving the optimization problem posed in equation (3.14) is nontrivial and requires
sophisticated numerical techniques. The problem is stated in the continuous time-
domain, which has to be discretized first before a numerical solution can be found.
After discretization is completed, the newly transformed problem has typically thou-
sands of variables and constraints, which could be either nonlinear or linear.
Instead of implementing optimization software, the open-source MATLAB opti-
mal control software package GPOPS is used ([43], [44], [45], [46], [47], [48], [49],
[50], [51], [52]), which stands for General Pseudospectral Optimal Control Software.
GPOPS implements the Radau hp-adaptive pseudospectral method that approxi-
mates the state using a basis of Lagrange polynomials and collocates the dynamics at
the Legendre-Gauss-Radau points. The continuous-time optimal control problem is
transformed to a finite-dimensional nonlinear programming problem (NLP) and the
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NLP is solved using well known software tools such as SNOPT. Refer to [43]–[52] for
detailed information regarding this software. GPOPS is the software foundation for
the optimal trajectory planning system.
3.4 Case Study: Wolves and Elk in Idaho
The case study of wolves and elk is considered to be the application of the bioeconomic
model. Let x1 and x2 represent the wolf and elk populations in the state of Idaho,
respectively. Using the predator-prey-hunter model (3.13), consider Table 3.1 for the
model’s parameter values. Equilibrium analysis is not repeated here; however, the
procedure in Section 3.1 can be applied.
Description Ecology Parameter Value
growth rate (wolf) r1 0.26
growth rate (elk) r2 0.20
carrying capacity (wolf) q1 1600
carrying capacity (elk) q2 400000
A,B , 20000C
interaction coefficient α 5e−7
efficiency of wolf β 5e−5
hunting success rate (wolf) k1 0.005
hunting success rate (elk) k2 0.50
Description Economic Parameter Value
cost of harvesting (wolf) c1 100
cost of harvesting (elk) c2 20
spillover damage of wolf d 20
price of harvesting (wolf) p1 250
price of harvesting (elk) p2 45
value of stocks v 1
discount rate r 0.05
Table 3.1: Nominal parameter values for simulations;A,B,C denote which scenario a value is associ-
ated with; parameters without a superscript hold for all scenarios.
The ecological parameter values in Table 3.1 are estimated by analyzing measured
data as was done in [30]. The economic parameters are chosen to reflect the signifi-
cance of what the parameters represent. In this work the cost of harvesting a single
wolf is said to be fives times as detrimental as harvesting a single elk. Similarly, wolves
are more expensive to hunt because they are more rare, so a hunter is expected to
pay more to be legally allowed to harvest a wolf.
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3.4.1 Scenarios
Three different scenarios are simulated with the bioeconomic model to study the
different optimal trajectories that result from the numerical solution of the optimal
control problem. Each scenario demonstrates a different goal with respect to how the
wolf and elk populations are desired to evolve to achieve optimal economic profits. The
initial and terminal conditions are fixed. The first two scenarios apply the bioeconomic
model to replicate realistic dilemmas, which have and continue to confront the state
of Idaho with regard to the wolf and elk populations. The third scenario demonstrates
scalability by considering a much smaller ecosystem. The simulations show a two-year
steady-state period beyond the final time in addition to the full trajectory from t0
to tf . The steady-state is shown to observe the steady-state harvesting effort that is
required to maintain the populations at their desired values.
It is worth noting that the constraints in the first phase (the first decade) of
each simulation are less binding than the constraints imposed on the second phase
(the two-year steady-state). As mentioned above, the first phase binds the initial
and final conditions to be fixed while the trajectories between the two endpoints
are constrained between the extrema bounds of the populations. The second phase
binds the populations to their final conditions of the first phase for the entirety of its
duration. Switching between an interval where the population constraint is relaxed to
an interval that is strict causes a discontinuity in the costate variable (shadow price).
This mathematical phenomenon is studied in [53], [54], [55]. Although the computed
shadow price may not be necessary to show, it is shown in this work to verify the
transversality conditions in equations (3.20) and (3.21).
Idaho’s Department of Fish and Game provided hunting tag data from 1993–2010.
The maximum number of elk hunting tags issued from the state of Idaho during that
time period was 107,233 in 1997. In 2009, Idaho sold 25,744 wolf hunting tags for its
first controlled wolf hunting season since wolves were removed from the protections of
the federal Endangered Species Act. In 2010, Idaho returned responsibility for wolf
management to the U.S. Fish and Wildlife Service, and only 5,475 wolf hunting tags
were sold in 2010.
Since there is no reliable historical data that supports how many wolf hunting
tags may be issued per season, estimating the constraints a manager may foresee
comes with speculation. The data from Idaho Fish and Game show that in recent
years the number of hunting tags sold for the mountain lion and black bear has been
between 20,000–30,000 and 30,000–40,000, respectively. These two species are big
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game predators like the wolf. If the state of Idaho had a stable wolf population, it
could then be speculated that the wolf would be just as attractive as the other big
game predators. Following this assumption and the data given, realistic maximum
constraints for the number of hunting tags a manager could possibly foresee selling
(due to popularity) is 110,000 for elk and 40,000 for wolves.
Scenario (A): Idaho 1974 The Idaho Department of Fish and Game has a limited
number of hunting tags u1max and u2max that it can issue per year for the whole state.
The minimum number of hunting tags it can consider is zero, while the maximum
it can expect to sell is 40,000 for wolves and 110,000 for elk. In 1974, Idaho had
approximately 40 wolves and 300,000 elk. The desirable number of wolves is 500.
The management must be sure to avoid killing off an entire population or allowing a
population to exceed its carrying capacity. The objective is to maximize the contin-
uous stream of revenues associated with the state’s hunting policies and wolf and elk
populations over a period of 10 years. The goal is to increase the wolf population to
500 and to have the same number of elk at the end of the 10-year management plan.
Formulation The maximization problem has the following constraints
x1(0) = 40
x2(0) = 300, 000
x1(10) = 500
x2(10) = 300, 000
0 < x1 ≤ q1
0 < x2 ≤ q2
0 ≤ u1 ≤ 40, 000
0 ≤ u2 ≤ 110, 000.
(3.30)
Analysis Solving this problem with GPOPS produces the results show in Figure 3.1.
In this scenario the wolf population is required to increase while the elk population
is to be maintained; however, the trajectory between endpoints is free.
In order to maximize revenues it is observed that the wolves are not to be hunted for
approximately seven years, then managment issues the maximum number of hunting
tags. This policy is enforced for about three years. The steady-state population is
held for two years by issuing 32,875 hunting tags.
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At first glance the optimal trajectory for the elk population looks to be extreme,
but it is important to translate the results through the bioeconomic model. From the
results it is seen that if collecting the maximum amount of revenues is the objective,
then Idaho should harvest the elk as much as possible for as long as possible before
the elk need to climb to the desired population. This corresponds to enforcing policies
which allow maximum harvesting for about two years. From about the second year
till the fifth, the control policy requires a number of singular values. Then harvesting
is prohibited for about five years (a state of emergency). In the steady-state, the
number of hunting tags is 15,000. The optimal profit produced from the optimal
trajectories is $27.681 million.
Scenario (B): Idaho 2011 The Idaho Department of Fish and Game has a limited
number of hunting tags u1max and u2max that it can issue per year for the whole state.
The minimum number of hunting tags it can consider is zero, while the maximum it
can expect to sell is 40,000 for wolves and 110,000 for elk. In 2011, Idaho recorded
approximately 1,000 wolves and 110,000 elk. The desirable number of wolves is 500.
The management must be sure to avoid killing off an entire population or allowing a
population to exceed its carrying capacity. The objective is to maximize the contin-
uous stream of revenues associated with the state’s hunting policies and wolf and elk
populations over a period of 10 years. The goal is to decrease the wolf population to
500 and increase the elk population to 200,000.
Formulation The maximization problem has the following constraints
x1(0) = 1, 000
x2(0) = 110, 000
x1(10) = 500
x2(10) = 200, 000
0 < x1 ≤ q1
0 < x2 ≤ q2
0 ≤ u1 ≤ 40, 000
0 ≤ u2 ≤ 110, 000.
(3.31)
Analysis Solving this problem with GPOPS produces the results show in Figure 3.2.
In this scenario the wolf population is required to decrease while the elk population
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is to be increased.
In order to maximize revenues it is observed that the wolves are to be hunted at
the maximum amount for the entire decade-long management plan. The steady-state
population is held by issuing 27,875 hunting tags.
The elk control policies go through a series of singular points until harvesting in
prohibited from about the fourth year till the last. The number of hunting tags to
be issued to maintain the desired elk after 10 years is 30,000. The optimal profit
generated from the optimal trajectories is $81.829 million.
Scenario (C): Small Ecosystem A small wolf-elk ecosystem is studied where both
species are considered to deficient. Currently there are 100 wolves and 2,500 elk,
and the governing body is requiring the populations both to be increased in a 10-year
long recovery management plan. Both species must not exceed their carrying capaci-
ties to prevent the small ecosystem from severely damaging the surrounding area. The
governor can expect a maximum of 20,000 hunting tags to be sold for the hunting of
wolves and 20,000 for the hunting of elk. The objective is to maximize the continuous
stream of revenues associated with the governor’s hunting policies and wolf and elk
populations over a period of 10 years. The goal is to increase the wolf population to
250 and the elk population to 5,000.
Formulation The maximization problem has the following constraints
x1(0) = 100
x2(0) = 2, 500
x1(10) = 250
x2(10) = 5, 000
0 < x1 ≤ q1
0 < x2 ≤ q2
0 ≤ u1 ≤ 20, 000
0 ≤ u2 ≤ 20, 000.
(3.32)
Analysis Solving this problem with GPOPS produces the results show in Figure 3.3.
In this scenario the wolf population is required to increase while the elk population
is to also increase.
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From the optimal trajectories generated, both populations are to follow similar
harvesting patterns. The governor is to recognize the current state of the ecosystem
as a state of emergency and to prohibit hunting of either species for the first five years
of the recovery plan. At the end of the 5 years of no hunting, hunters are to be able
to purchase the maximum number of hunting tags for the wolf. This extreme is to be
enforced for the elk around the ninth and tenth years of the recovery plan. In order
to maintain the steady-state populations the governor is to issue 11,084 and 1,375
hunting tags for wolves and elk, respectively. The optimal profit generated from this
10-year recovery plan is $14.031 million.
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(c) Predator harvesting; harvesting policy (solid),
switching function (dashed)




















(d) Prey harvesting; harvesting policy (solid), switching
function (dashed)





















(e) Predator shadow price




















(f) Prey shadow price
Figure 3.1: Scenario A simulation results
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(c) Predator harvesting; harvesting policy (solid),
switching function (dashed)






















(d) Prey harvesting; harvesting policy (solid), switching
function (dashed)






















(e) Predator shadow price





















(f) Prey shadow price
Figure 3.2: Scenario B simulation results
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(c) Predator harvesting; harvesting policy (solid),
switching function (dashed)






















(d) Prey harvesting; harvesting policy (solid), switching
function (dashed)

























(e) Predator shadow price
















(f) Prey shadow price
Figure 3.3: Scenario C simulation results
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3.5 Discussion
The bioeconomic model introduced incorporated an ecological description of an ecosys-
tem and an economic realization to illustrate its welfare. The uncontrolled ecosystem
showed to be globally asymptotically stable through Lyapunov’s stability analysis.
The resulting Lyapunov function verified the ecosystem as naturally sustainable. The
system was easily extended to represent a predator-prey-hunter system by introducing
a separate harvesting term for each species.
The economic realization combined supporting efforts to include the benefit and
cost of the harvest of both species and the non-use (social) value both species con-
tribute to the overall welfare of the ecosystem. An additional term was included in
the ecosystem’s social welfare function that represented spillover damage from the
predator. This captured the effects of predators killing livestock and threating the
public.
The social welfare was formulated into an objective function that was then max-
imized using optimal control theory. Three different scenarios were proposed and
solved numerically using the GPOPS optimal control software package. The optimal
profits collected are shown in Table 3.2.




Table 3.2: Optimal profits for each numerically solved scenario
Overall, the work in this section has resulted in an optimal economic planning
system that can consider an ecological model and its economic realization for a finite
time horizon and provide an optimal management plan to maximize profits. The next




In this chapter an extended ecological model is introduced explicitly to include exoge-
nous disturbances and measurement errors. Although the ecosystem’s dynamics have
already been defined (see Chapter 3), management cannot rely on the undisturbed
dynamics for accurate population estimation. With many difference disturbances and
uncertainties that can perturb population trajectories (e.g., winters, droughts, floods,
etc.), there needs to be a robust control strategy that can manage an ecosystem ef-
fectively.
LPV control offers a theoretically firm approach to designing a stabilizing con-
troller that can manage the ecosystem to track trajectories while it is subject to
disturbances. In addition, the main motivation for using LPV control is that there
are new results that extend the LPV approach into handling parametric uncertainties.
Using LPV control for the basis of the management strategy allows the framework
to use additional control theory that captures rigorous details about the ecological
economic system.
4.1 Control Oriented Model
The dynamic equations used to find the optimal trajectories did not include any
disturbances. In addition, for the management of the ecosystem it is necessary to
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estimate the current populations. To model exogenous disturbances in the predator-












− βx2(t)x1(t) + k2u2(t) + ψ2(t)
y1(t) = x1(t) + η1(t)
y2(t) = x2(t) + η2(t).
(4.1)
In the state equations ψ1 and ψ2 represent exogenous disturbances that affect the
predator and prey populations, such as floods, droughts, severe winters and summers,
poaching, pollution, etc. The output equations y1 and y2 include noises η1 and η2 to
model measurement errors. In the context of the case study, measurement noise mod-
els defects in radio collars, poor helicopter surveys, and other difficulties in measuring
the population of the species in an ecosystem.
4.2 LPV Control System Design
Designing a control system with the linear parameter-varying approach is a flexible
process. First, the nonlinear system needs to be parameterized into a non-unique
parameter-varying system, called the LPV description. Transforming the nonlinear
system into a LPV description constructs a new parameter dependent system. Once
the best LPV description has been found, the stability of the LPV description needs to
be examined. Also, since the resulting controller is parameter dependent, scheduling
variables need to be chosen that determine the controller’s region of operation.
Once the nonlinear system is parameterized into a suitable LPV description,
weighting filters are to be designed to ensure performance specifications are met.
By changing the weighting filters, performance is also changed.
The final process of the LPV control system design is to synthesize a stabilizing
parameter dependent controller. The parameter dependent controller is synthesized
in this work using the H∞ approach via LMIs.
After a controller has been designed and synthesized, the controllers are simulated
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using the results from the previous chapter. Two controllers are designed and syn-
thesized, an aggressive and a relaxed controller, to demonstrate the flexibility of the
LPV design process.
4.2.1 LPV Description
The relationship between the parameters and the states was chosen to be
ρ(t) = φ(x(t)) = x(t). (4.2)




ρ(t) ∈ R2+ | 0 ≤ ρi(t) ≤ qi, q ∈ N2+, i = 1, 2
}
.
The parameter space Γ restricts the parameters’ motion to their respective states’
carrying capacity. In practical terms, Γ represents the allowable values each state can
take. The convex hull of Γ, M = Co (Γ), is a strictly convex simple polygon with its






















Figure 4.1: M (black), the convex hull of the parameter set Γ
The LPV description with this relationship becomes
ẋ(t) =
[
r1 − r1ρ1(t)q1 + αρ2(t) 0

























The parameters “hide” the nonlinearities in the system, and with φ(x) being a
linear transformation of the states, the nonlinear system is fully described in the
LPV system in the convex set Γ. The state matrix A is parameter-varying, and,
because of the chosen φ(x), the A matrix has an affine parameter dependence,





















Since Γ is a box, the affine LPV system has a polytopic LPV system representation,







ci = 1, ci ≥ 0,
where Āi is given by evaluations of equation (4.4) in the vertices of Γ [34]. The






















With the parameters defined strictly as the states, the above is called a quasi
parameter-varying (QPV) system. Still, QPV systems are commonly treated as linear
parameter-varying systems with the assumption that the parameters are independent
and exogenous of the system.
4.2.2 Stability
Although there are many stability concepts of LPV systems in the literature, this work
utilizes global stability concepts for focusing along arbitrary varying parameters. A
sufficient condition for this is the existence of a Lyapunov function V (x) = xTPx,
P > 0. If such a P exists, then the system ẋ = Ax is quadratically stable [56].
A necessary and sufficient condition for quadratic stability is
ATP + PA < 0, P > 0 (4.5)
70
since the derivative of the quadratic Lyapunov function is
d
dt





For polytopic systems, condition (4.5) is written to account for the vertices of the
polytope such that
ĀTi P + PĀi < 0, P > 0, i = 1, . . . , 2
np . (4.6)
For polytopic systems the condition above is reduced to a finite linear semi-definite
programming problem, where the feasibility of the Lyapunov equations is checked only
at the vertices of the polytope [57]. This condition is used to find quadratic stability
for LPV systems. However, since P is taken to be a constant matrix, conservatism is
introduced into the Lyapunov theorem.
4.2.3 Scheduling
The scheduling variables place the controller in the proper region of operation. Since
the controller is being designed for a tracking problem, the reference trajectories are
to be the scheduling variables. If the controller is gain-scheduled by the measured
states, then the controller will be put into the wrong region of operation due to the
disturbances introduced into the system model. Because the parameters are defined
from a linear transformation of the states, the parameters can be redefined as the
reference trajectories. Nevertheless, since the parameter is a linear transform of the
states, the controller is “self-scheduled”, that is, automatically gain-scheduled with
respect to the parameter space.
The LPV description does not need to be changed with the scheduling defined
from the reference trajectories. The state-space realization is still considered to be
parameter-dependent in order to continue the H∞ synthesis via LMIs. It is stressed
at this point that there is no loss of continuity in the computation of the controller
based on the scheduling of the controller. The geometry of the parameter set Γ does
not change and still defines a vast region of points where the nonlinear controller can




The goal of LPV H∞ control is to find a parameter dependent controller that max-
imizes the disturbance attenuation from the input vector w to a weighted output
vector z in the closed-loop. The control design is continued by selecting weighting
filters for the robust control interconnection. Figure 4.2 illustrates the robust control
system augmented with filters. Refer to Section 2.3.3 for more information regarding

















Figure 4.2: Robust control interconnect; [w1 w2 w3] = [r ψ η]
When selecting filters it is important that the affine parameter dependence in the
LPV system is preserved. Preserving this keeps the computation of the controller
straightforward as previously seen. This restricts the filters to being LTI systems.
Since the quadratic stability is computed on the assumption of a constant Lya-
punov P matrix with the polytopic representation, the computation of the controller
can also be constructed from a finite number of LMIs using the polytope system
matrices. This is shown in equation (4.7).
Computing parameter dependent X and Y matrices is an intractable problem.
They are assumed to be constant matrices, which introduces conservatism in the
controller. This formulation of the existence of the controller is almost identical to
equation (2.33). The set of LMIs and the controller are computed with the help of
MATLAB’s Robust Control Toolbox [36].
Once the controller is computed and is in polytopic form, the controller’s state-
space matrices can be extracted. If this is done, the controller needs to be computed
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only once. Convex decomposition can then be applied to obtain the convex com-
bination of the controller for each parameter value. In doing this the controller is
comprised of static matrices, but they are dynamically scaled when they are interpo-





































for i = 1, . . . , 2np
(4.7)
4.4 Numerical Results
In this section, numerical results and simulations are presented that illustrate the ef-
fectiveness of the self-scheduled LPV controller applied to the nonlinear predator-prey
system. Table 3.1 provides the ecological parameter values used in this section. The








Figure 4.3: The self-scheduled LPV controller controls the nonlinear system
Two LPV controllers are designed. The first is more aggressive while the second is
more relaxed. The difference between the two controllers is how the control weighting
filter is defined. More than one controller is obtained to relate the controller back
to the context of the problem, which is designing a controller that produces policies
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that are reasonable and interpretable.
4.4.1 Quadratic Stability
MATLAB’s Robust Control Toolbox contains an interface to an LMI solver, which
is used to determine the quadratic stability of the system in equation (4.1) when it
is in polytopic form. The quadratic stability criterion in equation (4.6) is attempted
twice. Scenarios (A) and (B) use the same parameter values while scenario (C) uses
dramatically lower values for the carrying capacities.














Both Lyapunov P matrices computed are positive definite. However, the eigenval-
ues are incredibly small and should be taken as zero. Since all the eigenvalues are
considered zero, the system is classified as semi-stable.
As for the LMI constraints, although they are feasible, they cannot be taken to be
strictly feasible. Therefore, the P matrices clearly indicate that the system is by no
means not quadratically stable, but because of the assumed eigenvalues, a conclusive
answer to quadratic stability cannot be determined. This is due to the conservatism
introduced by this approach.
4.4.2 Weighting Filters
To ensure that the desired performance, γ < 1, is achieved it is important to design
the weighting filters properly. There is no formal way of determining the weighting
filters. In this work, knowledge and understanding of the system is used in a trial and
error method to arrive at the weighting filters. Figure 4.2 illustrates the placement
of each of the described filters.
The natural disturbances ψ are taken to be signals with high amplitudes. The
frequency of such signals however may be small or large. If disasters of high frequency
are occurring to the system, then the controller should reject them even more than
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if they were at low frequencies; otherwise the controller would be prone to tracking
the disasters. All the frequency ranges, therefore, are attenuated with more emphasis





The sensor noise η is associated with typical sensor noise in other systems. This
noise is to taken to be of high frequency and small amplitude. The same reasoning for
Wψ is applied to Wη except that the rejection is not as large because of the smaller





The weight on the output Wy should attenuate low frequency more than high






The error signal is critical in tracking problems. If the error signal is at a low
frequency, then the controller should not overlook its performance. However, if the
error has a high frequency, the controller may act wildly to correct the system’s






Aforementioned, two weighting filters were designed for the controller’s output.
The controller’s output filter differs from the other filters’ structure in that it filters
the predator and prey control efforts differently. All the other filters apply to both
states. The difference between the aggressive controller and the relaxed controller
is in how each weights the predator’s control effort. The filter associated with the
prey stays the same. The predator’s filter is variable because of the nature of the
system. The predator-prey dynamics already give the system a means of natural
control. The idea is to keep the filtering of one state the same while being able to
change the filtering of the other state. This work chooses to keep the constant filter
associated with the prey for two reasons. First, the predator is typically desired to
be controlled, and hence its maximum control effort is more variable then the prey’s.
Second, although the prey directly contribute to the predator’s growth, there are
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serious implications of devastating or over flourishing a species’ population just to
control another.
The weighting filter associated with the control effort related to the prey rejects





The aggressive control filter attenuates high frequency efforts related to the predator.






The more relaxed control filter acts the opposite of the aggressive filter. This filter





The reference trajectory is not filtered in this system, so Wr(s) is ignored.
The robust performance for each scenario is shown in Table 4.1.
Scenario Aggro. γ Relaxed γ
Scenario A 0.13568 0.22398
Scenario B 0.13568 0.22398
Scenario C 0.13062 0.21087
Table 4.1: Robust performance γ
4.4.3 Simulations
Each of the three scenarios from the previous chapter are applied to the LPV con-
trol system design and synthesis procedure. Each scenario is subjected to population
disturbances and sensor noise in the feedback loop. Scenarios (A) and (B) are both
on an equal sized ecosystem and experience the same disturbance signals. Scenario
(C) is a smaller ecosystem and experiences less harsh disturbances. All three sce-
narios experience the same sensor noise, which is simulated as white noise, because
they are assumed to use the same sensing techniques and are subjected to the same
defects. The goal of the LPV controller is to track the optimal population reference
trajectories.
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The generated optimal trajectories from the previous chapter run for 10 transient
years followed by two steady-state years. The simulations are run for 20 years to
observe how the controller would perform if it were to be used longer than projected.
This may be the case if a management system cannot afford further research efforts.
Figures 4.6–4.8 are the results obtained from using the aggressive control filter W u1 .
Figures 4.9–4.11 are the results associated with the more relaxed control filter Ŵu1 .
4.4.3.1 Disturbances
One identified disturbance has been severe winters. Under harsh winter conditions
elk are known to be slower at fleeing. This makes hunting for the wolf easier than
in the warmer months. From monthly snowfall data over recent years, it is observed
that from November through February Idaho experiences regular snowfalls. Average
snowfalls vary drastically from northern Idaho to its southern end, so the negative
consequence to the overall elk population is taken not to be overly detrimental. Less is
known about the relation between harsh winters and the wolf’s mortality. Wolves are
robust animals, but this work still considers severe winters to have a minor harmful
effect on the wolf’s population. The damage to the wolf population from winters is
particularly driven towards the very young and old wolves.
Droughts are another disturbance caused by weather that is known to affect both
species. Due to droughts, less food, water, and cover is available. The U.S. Drought
Monitor provides monthly data across the United States. From the data, it is ob-
served that Idaho typically experiences harsh dry conditions during the months Au-
gust through November. The data also reveal that approximately every three years
Idaho experiences extreme drought conditions.
The final disturbance considered is the general effects of diseases and species flour-
ishing. Again, no statistical data have been found to support a numerical gain or loss
these effects have on each population. Flourishing is represented as a low frequency,
and is explicitly defined in simulation as sin(1.25t) + 1. Disease is represented as a
higher frequently due to effects from pollution and natural parasites, and is explicitly
defined in simulation as − sin(4.4t) − 1. These two sinusoids are superimposed to
simulate natural flourishing and disease depredation.
All three of the mentioned disturbances are shown graphically in terms of their
severity in Figure 4.4. Superimposing and scaling all of them gives the exogenous
disturbances experienced by each population. This is shown in Figure 4.5.
The sensor noise is simulated as band-limited white noise. This is the injection of
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generated normally distributed random numbers into the actual populations. These
signals can represent a whole array of practical problems associated with the means
by which the populations are measured.














(a) Winters of the same severity occur every year














(b) The drought pattern repeats every three years










disease and flourishing pattern
(c) Disease and species flourish occur often
Figure 4.4: Disturbances over a decade
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(a) Superimposed wolf disturbances








(b) Superimposed elk disturbances










Figure 4.5: Exogenous disturbances and sensor noise
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(c) Predator harvesting; harvesting policy (solid),
optimal policy (dashed)




















(d) Prey harvesting; harvesting policy (solid), optimal
policy(dashed)


















(e) Predator percent error



















(f) Prey percent error
Figure 4.6: Scenario A LPV (aggressive) simulation results
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(c) Predator harvesting; harvesting policy (solid),
optimal policy (dashed)




















(d) Prey harvesting; harvesting policy (solid), optimal
policy(dashed)




















(e) Predator percent error

















(f) Prey percent error
Figure 4.7: Scenario B LPV (aggressive) simulation results
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(c) Predator harvesting; harvesting policy (solid),
optimal policy (dashed)




















(d) Prey harvesting; harvesting policy (solid), optimal
policy(dashed)





















(e) Predator percent error

















(f) Prey percent error
Figure 4.8: Scenario C LPV (aggressive) simulation results
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(c) Predator harvesting; harvesting policy (solid),
optimal policy (dashed)




















(d) Prey harvesting; harvesting policy (solid), optimal
policy(dashed)



















(e) Predator percent error





















(f) Prey percent error
Figure 4.9: Scenario A LPV (relaxed) simulation results
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(c) Predator harvesting; harvesting policy (solid),
optimal policy (dashed)




















(d) Prey harvesting; harvesting policy (solid), optimal
policy(dashed)




















(e) Predator percent error



















(f) Prey percent error
Figure 4.10: Scenario B LPV (relaxed) simulation results
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(c) Predator harvesting; harvesting policy (solid),
optimal policy (dashed)




















(d) Prey harvesting; harvesting policy (solid), optimal
policy(dashed)

















(e) Predator percent error

















(f) Prey percent error
Figure 4.11: Scenario C LPV (relaxed) simulation results
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4.5 Cost of LPV Control
Although the LPV controller may be observed as a viable solution to tracking optimal
trajectories in ecological systems, the controller itself is not costless. The social welfare
function should account for the cost of the controller when it is applied to the resulting
controller generated trajectories. Primarily, revenues should be penalized according
to the “hassle” of the controller. While the LPV controller informs management of
well-calculated policies, there may be a copious amount of abrupt changes in the
control policies throughout the management plan. This chatter frequently requires
the manager to update marketing schemes, inform hunters of policy changes, and tend
to other overhead mechanisms. The cost of the controller’s chatter is incorporated
into a new function C(u1, u2) that degrades the original social welfare function by




e−rt[υ(x1, x2) +ρ(u1, u2)−σ(x1, x2, u1, u2)−ω(x1)−C(u1, u2)] dt (4.15)
Smooth policy transitions should not be penalized for their low frequency nature,
which discourages an approximate derivative approach to extracting costly policies.
Since any signal can be decomposed into a summation of sinusoids, high frequency
chatter can be easily identified from control policy data. In order to extract chatter
from policy installments, policy data are conditioned by a high pass filter that elimi-
nates policies with frequencies less than two changes in a year. When policies have a
frequency greater than two (2 Hz in simulation) they are considered to be costly to the
manager and are passed through the filter. Once the high frequencies are identified
in the policy data, a peak detection algorithm is used on the magnitude of the data
to approximate the location of the policies associated with chatter. The number of
peaks is considered to be the number of penalties the controller causes the manager.
The assumption is made that a change in policy is assumed to have a constant cost
(e.g., the manager has to go through the same process each time a policy is changed).
The cost of the controller is equal to the number of penalties multiplied by the cost
of a penalty.
The penalty function takes in a control policy and outputs a one or zero if there is or
is not a penalty, respectively. Since the penalty function returns binary assignments,
the cost must be large to show any type of effect when integrated over time. (Without
getting into generalized function theory, it will suffice to consider a unit impulse
simply to be a pulse of unit area whose width is so small that any other functional
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variation under consideration changes a negligible amount over that width.) A large
weight of 1e6 is chosen to scale the cost of a penalty. The penalty system is described
in simple terms in equation (4.16). An example is illustrated in Figure 4.12.
C(u1, u2) = 1e6× [penalty(u1) + penalty(u2)] (4.16)




































high frequency chatter filtering
penalty
Figure 4.12: The control policy (top) contains enough chatter to exemplify the penalty system. The
magnitude of the high pass filter is then plotted (bottom) and the peaks are detected as the abrupt
changes in policy. Finding a peak is equivalent to the manager losing money to change the policy
during the year.
It should be noted that if the harvesting constraints are too binding on the con-
troller, then the profits gained from implementing the controller may be greater than
the optimal profits. This is because the controller will issue policies that provide more
hunting tags, and thus the manager will collect more profit from harvesting than col-
lected by the optimal policies. Although the results in this work do not demonstrate
the controller achieving profits greater than the optimal, it is an intuitive inference.
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4.6 Discussion
The LPV controllers were designed and synthesized with conservatism, but both
controllers perform well. Tables 4.2 and 4.3 show how well the controllers perform
economically. As expected, the aggressive controller produces profits closer to optimal
than the relaxed, but the economic cost of the controller much larger than the relaxed.
Scenario Optimal Profit Aggro. LPV LPV Cost
Scenario A $27.681e6 $23.050e6 $36.031e3
Scenario B $81.829e6 $80.554e6 $38.368e3
Scenario C $14.031e6 $12.615e6 $37.288e3
Table 4.2: Aggressive LPV profits and costs for the decade-long management plan
Scenario Optimal Profit Relaxed LPV LPV Cost
Scenario A $27.681e6 $23.563e6 $25.119e3
Scenario B $81.829e6 $79.120e6 $14.305e3
Scenario C $14.031e6 $12.519e6 $14.297e3
Table 4.3: Relaxed LPV profits and costs for the decade-long management plan
In the first scenario, scenario (A), the aggressive LPV controller is able to track
the transient trajectory of both species with tracking percent errors of less than 15%
for the predator and 4% for the prey. The harvesting policies generated for the
wolves include slight chatter. For the prey, however, the harvesting policies take on
a similar, though slightly delayed, trajectory for the transient years. The controller
outputs intense high frequency policy changes during the steady-state years for the
wolf.
At the end of the transient decade the wolf population is roughly 20% over its
optimal value. After the transient decade is over, however, the evolution of the wolf
population is controlled towards the optimal steady-state value but overshoots by
about 17%.
The more relaxed LPV controller offers similar consequences. The advantage of
the relaxed controller is that there is less chatter in the harvesting policies, which are
easier to interpret from a practical perspective. The tracking percent errors, however,
are expectedly worse than the aggressive controller.
In scenario (B) the LPV controller performs very well for the elk population but
overshoots the optimal wolf trajectory. The controller issues a maximum harvest
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policy longer than the optimal time and the wolf population overshoots the optimal
population.
The elk population evolves along the optimal trajectory with little tracking error
besides the exception of the sharp change at the first year. The controller issues a
no-harvesting policy in order to allow the population to grow naturally. The error
between the optimal and actual elk trajectories in the first nine years is strictly due
to the disturbances injected into the elk population dynamics.
The controller does very well in the steady-state for the elk population. The elk
harvesting policies during the steady-state years are of low frequency and transi-
tion smoothly. The wolf harvesting policy is more cumbersome because of its high
frequency and magnitude. Both populations do reach their optimal values.
The performance of the more relaxed LPV controller offers less performance, but
produces harvesting policies with less chatter. The relaxed controller has about double
the tracking error in the wolf population and a slightly larger tracking error in the
elk population trajectory.
Finally, in scenario (C) the LPV controller is able to control the wolf population,
but the controller is too constrained to direct the elk population. However, the
harvesting policies issued for the wolf population are extremely unpredictable. There
is no obvious tracking that one could infer without knowing the optimal harvesting
trajectory a priori. However, the harvesting policies for the elk follow the optimal
trajectory during the transient decade very well.
The relaxed LPV controller performs well against the more aggressive controller.
The evolution of the populations is fairly similar to the other controller. The excep-






The advancement of different fields has developed the motivation to progress toward
the idea of sustainable systems. Incorporating new technologies with problems that
require a broader perspective aims to incorporate optimality and robustness into
solutions. Identifying and understanding problems associated with ecosystems is a
difficult and multidisciplinary challenge. Managing ecosystems is one such problem
that includes ecology, economics, and control theory. Populations need to be under-
stood and modeled properly to fit the dynamics, which are most important to the
management system. Collecting and maximizing revenues is critical in ecosystems
that can be exploited by its management to increase the welfare of the supporting
community. Control strategies of such systems are required to be effective, predictive,
and robust. In this thesis, a theoretical framework targeting each of these concerns
was designed for managing ecosystems focused on predator-prey relationships.
The primary contributions of this thesis are the advancement in the efforts of un-
derstanding and designing a robust control system for a predator-prey ecosystem that
produces management policies that would maximize revenues for optimal conditions.
The first primary research effort was the examination of modeling a predator-prey
ecosystem properly through the use of population ecology. Understanding the various
techniques that describe the predator-prey relationship allowed an ecological model
to be selected that fully demonstrated what a management system would need to
know when trying to predict its natural behavior. The key aspects of the ecological
model were the logistical growth model and the interaction and efficiency coefficients.
Generating revenues from the ecological model inspired the second primary re-
search effort. A bioeconomic model was developed in order to encompass both species
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of the ecosystem. This thesis contributes to its supporting work by including the rev-
enues generated from both species’ values to the ecosystem, the benefits and costs
of harvesting both species, and damages from the predator. Using the sophisticated
optimization software package GPOPS, a trajectory planning system was developed
to produce the optimal paths along which the species would have to evolve in order
to maximize revenues.
The third primary research effort was the design and synthesis of a linear parameter-
varying controller to control the species in the ecological model to track the optimal
trajectories computed by the trajectory planning system while being subjected to dis-
turbances. The best LPV description of the nonlinear ecological model was found and
parameterized. Weighting filters were designed for the robust control interconnection
to provide the controller with the proper disturbance rejection scheme. The H∞
synthesis was performed on the description to obtain a robust parameter-dependent
controller. Two controllers were designed by changing the controller’s output weight-
ing filter. An aggressive controller showed better performance, but the policies it
produced were difficult to translate to a real-world application. The more relaxed
controller provides policies that are more realistic, but this controller degrades per-
formance when compared to the aggressive controller.
5.2 Future Work
Since this thesis is diverse in its research, there are many future directions and un-
solved issues. Each research effort in this thesis can be analyzed more effectively and
studied more in-depth to produce an overall system design that is more practical.
The ecological model is effective but basic. There are many different aspects of
population ecology that can be applied to the current model. The type II functional
response has been documented to be more accurate to terrestrial predator-prey in-
teractions. More structures could also be evaluated to try to develop a model that
resembles a specific ecosystem. However, as more characteristics go into the ecological
model, the complexity grows exponentially.
The bioeconomic model in this work has a large majority of what contemporary
economists consider to be relevant. Nevertheless, there could be many more parame-
ters that when added to the model give more insight and practicality to the optimal
solutions. This investigation may be worth exploring.
The control system design could be improved by adding parametric uncertainty
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into the design. At the time of this thesis the only known technique that included




[1] M. W. Hirsch, S. Smale, and R. L. Devaney, Differential Equations, Dynamical
Systems & An Introduction to Chaos, 2nd ed., ser. Pure and Applied Mathemat-
ics. San Diego, CA: Elsevier, 2004, vol. 60.
[2] R. Dorfman, “An economic interpretation of optimal control theory,” The Amer-
ican Economic Review, vol. 59, no. 5, pp. 817–831, December 1969.
[3] “Trophic Cascade,” Encyclopædia Britannica Online, 2011. [Online]. Available:
http://www.britannica.com/EBchecked/topic/1669736/trophic-cascade
[4] R. Q. Grafton and J. Silva-Echenique, “How to manage nature? strategies,
predator-prey models, and chaos,” Marine Resource Economics, vol. 12, pp. 127–
143, 1997.
[5] L. Heinberg, “Man as ‘Super-Predator’,” 2010. [Online]. Available: http:
//politicswildlife.blogspot.com/2010/03/man-as-super-predator.html
[6] D. Nadvornick, “Debate about wolves, elk in Idaho runs deep,” March 2011.
[Online]. Available: http://www.kuow.org/program.php?id=19780
[7] W. J. Ripple and R. L. Beschta, “Wolf reintroduction, predation risk and cotton-
wood recovery in yellowstone national park,” Forest Ecology and Management,
vol. 184, no. 1–3, pp. 299–313, 2003.
[8] C. Ritchie, “Hunters huff and puff: The big bad wolf no longer listed as
game,” September 2010. [Online]. Available: http://arbiteronline.com/2010/09/
20/wolves-predator-and-prey/
[9] T. Dickson, “Will wolves wipe out Montana’s elk?” August 2002. [Online].
Available: http://fwp.mt.gov/mtoutdoors/HTML/articles/2002/wolvesvselk.
htm
[10] R. Chaney, “Elk foundation, wildlife federation: Hunting groups clash over
wolves,” February 2011. [Online]. Available: http://missoulian.com/news/local/
article b26667a4-373a-11e0-8ece-001cc4c002e0.html
93
[11] J. H. Vandermeer and D. E. Goldberg, Population Ecology. Princeton, NJ:
Princeton University Press, 2003.
[12] A. G. Mckendrick, “Applications of mathematics to medical problems,” Proc.
Edinburgh Math. Soc., vol. 44, no. 1, pp. 98–130, 1926.
[13] J. M. Cushing, “Existence and stability of equilibria in age-structured population
dynamics,” Mathematical Biology, vol. 20, pp. 259–276, 1984.
[14] M.-Y. Kim and T. Selenge, “Age-time discontinuous Galerkin method for the
Lotka-McKendrick equation,” Communications of the Korean Mathematical So-
ciety, vol. 18, no. 3, pp. 569–580, 2003.
[15] L. Boitani, M. S. Boyce, F. Corsi, J. S. Elkinton, M. R. Fuller, T. K. Fuller,
D. L. Garshelis, J. P. Gibbs, C. J. Krebs, J. de Leeuw, J. A. Litvaitis, D. W.
Macdonald, D. L. Murray, R. A. Powell, A. Skidmore, P. D. Stewart, P. Stopka,
G. C. White, and N. Yamaguchi, Research Techniques in Animal Ecology, ser.
Perspectives in Biological Diversity Series, L. Boitani and T. K. Fuller, Eds.
Columbia University Press, 2000.
[16] C. A. Lugo and A. J. McKane, “Quasicycles in a spatial predator-prey
model,” Phys. Rev. E, vol. 78, p. 051911, November 2008. [Online]. Available:
http://link.aps.org/doi/10.1103/PhysRevE.78.051911
[17] M. Baurmann, T. Gross, and U. Feudel, “Instabilities in spatially extended
predatorprey systems: Spatio-temporal patterns in the neighborhood of
turinghopf bifurcations,” Journal of Theoretical Biology, vol. 245, no. 2,
pp. 220–229, 2007. [Online]. Available: http://www.sciencedirect.com/science/
article/pii/S0022519306004280
[18] D. J. Murrell, “Local spatial structure and predator-prey dynamics:
Counterintuitive effects of prey enrichment,” The American Naturalist,
vol. 166, no. 3, pp. 354–367, September 2005. [Online]. Available:
http://www.jstor.org/stable/3473314
[19] F. Bartumeus, D. Alonso, and J. Catalan, “Self-organized spatial structures in
a ratio-dependent predatorprey model,” Physica A: Statistical Mechanics and
its Applications, vol. 295, no. 1-2, pp. 53–57, 2001, proceedings of the IUPAP
International Conference on New Trends in the Fractal Aspects of Complex
Systems. [Online]. Available: http://www.sciencedirect.com/science/article/pii/
S0378437101000516
94
[20] A. P. Gutierrez, Applied population ecology: a supply-demand approach. John
Wiley & Sons, Inc., 1996.
[21] C. S. Holling, The functional response of invertebrate predators to prey density,
ser. Memoirs of the Entomological Society of Canada. Ottawa, Entomological
Society of Canada, 1966, no. 48.
[22] C. W. Clark, Mathematical bioeconomics : the optimal management of renewable
resources, ser. Pure and applied mathematics. Wiley, New York :, 1976.
[23] O. Flaaten, “Bioeconomics of sustainable harvest of competing species,” Journal
of Environmental Economics and Management, vol. 20, no. 2, pp. 163–180,
1991. [Online]. Available: http://www.sciencedirect.com/science/article/pii/
009506969190048N
[24] A. Hastings, J. Kellner, P. Mumby, and J. Sanchirico, “Optimizing for multi-
ple species and multiple values: tradeoffs inherent in ecosystem-based fisheries
management,” Conversation Letters, vol. 4, no. 1, pp. 21–30, 2011.
[25] J. Hoekstra and J. C. van den Bergh, “Harvesting and conservation in a predator-
prey system,” Economic Dynamics & Control, vol. 29, pp. 1097–1120, 2005.
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Appendix A
Optimal Control Theory Fundamentals
One of the main problems to approaching a control problem is optimality. In order
to find an optimal solution, either in a regulator or tracking problem, an objective
function is either minimized or maximized subject to specific constraints. The reader
is recommended to [59] and [60].
In a continuous-time optimal control problem the plant is described by the non-
linear time-varying dynamical equation
ẋ(t) = f(x, u, t), (A.1)
with state x(t) ∈ Rn and control input u(t) ∈ Rm. The objective function associated
with the above plant is
J(t0) = φ(x(T ), T ) +
∫ T
t0
L(x(t), u(t), t) dt, (A.2)
where [t0, T ] is the time interval of interest. The function φ(x(T ), T ) is a weighting
function of the final state and final time. The weighting function L(x, u, t) is a
function of the state and input at intermediate times in [t0, T ]. The objective function
is designed to make the plant adhere a desired performance.
The optimal control problem is to find a solution of the input u∗(t) on the set
time interval [t0, T ] that forces the plant (A.1) along an optimal trajectory x
∗(t) that
minimizes the objective function (A.2).
A Hamiltonian is constructed to constrain the system (A.1) to the objective func-
tion (A.2) of the form
H(x, u, t) = L(x, u, t) + λTf(x, u, t) (A.3)
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= f, t ≥ t0 (A.4)



















The costate equation (A.5) is the adjoint to the state equation (A.4). The costate
equation is a dynamical equation that develops backward in time. In the continuous
system, this amounts to making the rate of change (i.e., λ̇) negative [59].
The focus of optimal control is to find an optimal solution that also satisfies the
constraint equation (A.2). The objective function weighs the states and the control
inputs to allow the system’s dynamics perform a specific way. For example, an auto-
mobile may have an optimal control system as its cruise control system that weighs
the state pertaining to the fuel consumption heavily, drives the automobile as close as
it can to the desired speed while using the least amount of fuel. Hence, the example




subject to ẋ(t) = f(x, u, t), t ∈ [t0, tf ].
(A.7)
The control objectives for the plant determine the structure of the controller’s
derivation. If the final state vector is considered to be free, then the optimal control
is to be a feedback controller. Proceeding with the Hamiltonian approach, equations
(A.4), (A.5), (A.6) lead to give the following:
ẋ = Ax−BR−1BTλ, (A.8)
− λ̇ = Qx+ ATλ. (A.9)
The control input is solved from (A.6) as
u(t) = −R−1BTλ (A.10)
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Both the initial and final state are free (dx(T ) 6= 0 and dT = 0), so the costate






= S(T )x(T ). (A.11)
This is the terminal condition for the costate equation.
With this condition a two-point boundary-value problem is specified by the state
equation (A.4), which is solved forward in time, and the costate equation (A.5),
which is solved backward in time. Therefore, an assumption is made that x(t) and
λ(t) satisfy a linear relation like (A.11) for all t ∈ [t0, T ] for some as yet unknown
matrix function S(t) [59]:
λ(t) = S(t)x(t) (A.12)
The unknown matrix function S(t) is found by first substituting the state equation
into the derivative of (A.12) to get
λ̇ = Ṡx+ Sẋ = Ṡx+ S(Ax−BR−1BTSx), (A.13)
Continuing with the preceeding result and equating it to the derivative of the
costate equation the Hamiltonian derived to now get
− Ṡx = (ATS + SA− SBR−1BTS +Q)x (A.14)
for all t. Since this holds for all state trajectories given any x(t0), it is necessary
that [59]
− Ṡ = ATS + SA− SBR−1BTS +Q, t ≤ T. (A.15)
This is a matrix Riccati equation, and if S(t) is its solution with final condition
S(T ), then (A.12) holds for all t ≤ T . The assumption is shown to be valid [59].
With the Riccati-equation solution defined, the optimal control is formed from
(A.10) and (A.12) as
u(t) = −R−1BTSx(t). (A.16)
A gain term is defined, known as the Kalman gain, as
K(t) = R−1BTS(t), (A.17)
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to finally represent the optimal control law as
u(t) = −K(t)x(t). (A.18)
A.1 Pontryagin’s Maximum Principle [59]
Let the plant in equation (A.1) have the associated objective function in equation
(A.2), where the final state must satisfy
ψ(x(T ), T ) = 0 (A.19)
and x(t0) is given.
If the control is unconstrained, the optimal control problem is solved where the





H(x, u, λ, t) = L(x, u, t) + λTf(x, u, t). (A.21)
Now suppose the control u(t) is constrained to lie in an admissible region, which
might be defined by a requirement that its magnitude be less than a given value. It
was shown by [61] that in this case the stationary condition in equation (A.20) must
be replaced by the more general condition
H(x∗, u∗, λ∗, t) ≥ H(x∗, u∗ + δu, λ∗, t), for all admissible δu, (A.22)
where ∗ denotes optimal quantities. Any variation in the optimal control occurring
at time t while the state and costate maintain their optimal values at t will decrease
the value of the Hamiltonian. This condition can be rewritten as
H(x∗, u∗, λ∗, t) ≥ H(x∗, u, λ∗, t), for all admissible u, (A.23)
The optimality requirement in equation (A.23) is called Pontryagin’s maximum prin-
ciple: “the Hamiltonian must be maximized over all admissible u for optimal values
of the state and costate.”
