Purpose The augmented reality (AR) fluoroscope augments an X-ray image by video and provides the surgeon with a real-time in situ overlay of the anatomy. The overlay alignment is crucial for diagnostic and intra-operative guidance, so precise calibration of the AR fluoroscope is required. The first and most complex step of the calibration procedure is the determination of the X-ray source position. Currently, this is achieved using a biplane phantom with movable metallic rings on its top layer and fixed X-ray opaque markers on its bottom layer. The metallic rings must be moved to positions where at least two pairs of rings and markers are isocentric in the X-ray image. The current "trial and error" calibration process currently requires acquisition of many X-ray images, a task that is both time consuming and radiation intensive. An improved process was developed and tested for C-arm calibration. Methods Video guidance was used to drive the calibration procedure to minimize both X-ray exposure and the Electronic supplementary material The online version of this article (doi:10.1007/s11548-014-0995-y) contains supplementary material, which is available to authorized users. time involved. For this, a homography between X-ray and video images is estimated. This homography is valid for the plane at which the metallic rings are positioned and is employed to guide the calibration procedure. Eight users having varying calibration experience (i.e., 2 experts, 2 semi-experts, 4 novices) were asked to participate in the evaluation. Results The video-guided technique reduced the number of intra-operative X-ray calibration images by 89 % and decreased the total time required by 59 %. Conclusion A video-based C-arm calibration method has been developed that improves the usability of the AR fluoroscope with a friendlier interface, reduced calibration time and clinically acceptable radiation doses.
Introduction
Orthopedic and trauma interventions heavily rely on intraoperative X-ray images to visualize bone configuration and guide treatments, especially in minimally invasive surgery. Within the last two decades, mobile C-arm fluoroscopes have become the everyday tool for surgeons to navigate surgery. However, surgeons can only visualize the X-ray images on a monitor inside the operating room. Therefore, it becomes essential for the surgeon to mentally map X-ray information to the operation site in order to build a spatial relation between the bone anatomy, implants, surgical instruments, and patient. This introduces additional difficulties and can compromise the outcome quality of surgeries. Fig. 1 The augmented reality fluoroscope is conceived by a camera and mirror construction attached to the X-ray source housing of a mobile C-arm device
Prior art of IGS and AR technologies
To maximize successful patient outcomes, image-guided surgery (IGS) has been developed offering surgeons improved visual perception and guidance during surgery. IGS augments and complements the physician's ability to clearly and quickly perceive the different structures of anatomy and surgical instruments. It is achieved by fusing relevant information in a common coordinate system based on registration and tracking techniques. Today, medical augmented reality (AR) systems exist, which enhance the direct view of the surgical target with virtual data. Exemplary setups and applications for in situ visualization include augmented reality operating microscopes for neurosurgery [1, 2] , head-mounted operating binoculars for maxillofacial surgery [3] , augmentation of MRI data onto an external camera view for neurosurgery [4] , and systems based on head-mounted displays [5] [6] [7] [8] . A system based on a tracked semi-transparent display for in situ augmentation has also been proposed [9] . An extensive literature review on medical augmented reality can be found in [9] .
Most of the existing in situ visualization systems augment the view of a surgeon or optical video cameras with preoperative data. However, preoperative data cannot always represent the latest anatomical information specifically during the course of surgery since patient and organ movements are observed. For this, intra-operative imaging has been recently considered for medical augmented reality, since the images can be updated in real time during surgery. Some examples follow. First, Stetten et al. [10] present a real-time tomographic reflection augmenting ultrasound images of the anatomy with its surface based on a half silvered mirror and a flat panel miniature monitor. Fichtinger et al. [11] propose an intra-operative CT medical AR system for visualizing CT slice onto the patient in situ based on a half transparent mirror and a monitor setup rigidly attached to a CT scanner. A similar technique was proposed for the in situ visualization of a single MRI slice [12] . Feuerstein et al. [13] augments laparoscope video images with intra-operative 3D cone-beam CT by tracking a C-arm and laparoscope using the same external optical tracking system. Wendler et al. [14] fuses realtime ultrasound images with synchronized real-time functional nuclear information from a gamma probe by optical tracking. Other types of tracking exist and provide the realtime C-arm fluoroscopy pose via radiographic fiducials and intensity-based registration [15, 16] . However, these systems require external tracking hardware and algorithms, hindered by line of sight issues, which require a specific and complex arrangement of the imaging devices in order to align the different images or viewing geometries.
AR fluoroscopy
The camera augmented mobile C-arm is composed of a mobile C-arm enhanced by a camera and mirror unit [17, 18] . Both X-ray source and video centers are virtually aligned at the same position so that both can have the same view of the patient (Fig. 1) . From this, an intuitive in situ intra-operative overlay between X-ray and video images is achieved (Fig. 2) . With the X-ray augmented by live video, surgeons can perform operations more confidently with less radiation exposure, reduced rate of potential surgical mistakes, and increased reproducibility.
The effective use of this augmented reality fluoroscope in different clinical applications has been demonstrated recently. These include: parallax-free X-ray image stitching [19] , visual servoing for the C-arm down-the-beam positioning [20] , interlocking of intramedullary nailing [21] [22] [23] the six degree of freedom (DOF) kinematic modeling and inverse kinematics of a mobile C-arm fluoroscope [24] , calibration of the AR fluoroscope [25, 26] , robust pose estimation of a Carm via AR markers [27] , parallax-free panorama generation Fig. 2 In situ real-time intra-operative X-ray and optical images overlay provided by CamC. Top visualizing the structure of the distal radius, center defining the entry point on the skin on top of the implant locking hole, and bottom skin incision above an elbow fracture for total knee arthroplasty surgery [28] , and improved multimodal perceptual visualizations [29] [30] [31] .
In its current form, the major drawback of the AR fluoroscopy device lies in its time-consuming and radiation intensive calibration procedure. This limitation becomes apparent if the system becomes mis-calibrated prior to or during surgery.
Contributions
An inexperienced user may require more than a dozen Xray image acquisitions and significant time to calibrate the AR fluoroscope [27] . Thus, the objective of this paper is to describe an elegant and simple solution, which would decrease the amount of radiation and time required to complete the calibration. In this light, a novel method is introduced such that users rely solely on video guidance to complete the task. To evaluate the feasibility of our approach, eight participants contributed in the experimentation. Finally, to assess the precision of our video-guided method the following metrics were measured: (i) the total number of X-ray images and (ii) the total amount of time required to complete the calibration.
Existing calibration
In this section, a brief description of the existing calibration framework is presented.
Framework
The basic idea behind the AR fluoroscopy system is that the alignment of X-ray source and optical camera centers can guarantee the overlay homography to be valid for all points in the field of view. In this manner, a real-time in situ image overlay between X-ray and video images is achieved. From (1), H is the overlay homography that can be calculated by: K v (calibration matrix of video camera), K x (calibration matrix of X-ray fluoroscope), R (rotation matrix from X-ray to video camera), t (translation vector from X-ray to video camera), n (normal vector of the plane where the points locate), and d (distance between the plane and X-ray fluoroscope center). The homography can then be used to register the image points in X-ray images onto video images. However, it is the translation vector t that makes the homography plane dependent, which means that the homography is only effective to the image points on the same plane. If t is not zero, each plane should have a homography of its own instead of one homography for the entire field of view. This makes the AR fluoroscope less reliable. As such, a bi-plane phantom ( Fig. 3-bottom ) was designed and a calibration process was proposed to minimize the translation vector and calculate the homography.
Five X-ray and video visible spherical markers are fixed on the bottom layer of the bi-plane phantom, and five movable metallic rings are put on the top layer. Using these five pairs of markers and rings, the alignment of X-ray source and Fig. 3 Top the estimation of a homography is required to align X-ray and video centers. This is achieved using a Bi-plane calibration phantom (bottom). Through a series of "trial and error" processes, an X-ray image depicting the five pairs of iso-centric rings and markers needs to be acquired optical camera center is achieved. Readers are encouraged to view [25] for additional geometrical details characterizing the calibration.
Alignment of X-ray source and video optical centers
Having a geometrically correct overlay between the video and X-ray image requires both to be acquired from the exact same view point. The aim of the calibration is to position the AR fluoroscopy mirrors such that the optical camera center coincides with the X-ray source center (Fig. 3-top) . The X-ray source center is first determined by the intersection of at least two distinct linear rays, each of which is defined by two distinct points-the movable metallic ring on the top layer and the fixed X-ray visible marker on the bottom layer. The existing calibration method can only provide guidance based on X-ray images until all five metallic rings on the top layer are moved to the position where all five markers on the bottom layer can be seen through the five rings (isocentric), as shown in Fig. 3 -bottom. This step needs many X-ray acquisitions, is time consuming, and is considered a "trial and error" process (i.e., move metallic rings, acquire X-ray, repeat, etc.). Then, in the second calibration phase, the mirrors are moved to align the two centers. The X-ray source and the optical camera center are aligned if and only if the five markers on the bottom layer can also be seen through five rings (iso-centric) in the video image. Moving the mirrors requires only a few seconds.
Homography estimation for overlay
After successful alignment of X-ray source and optical camera center, a universal non-plane-dependent homography H ∈ R 3×3 can be calculated using either the calibration matrices of the X-ray fluoroscope and optical camera, together with rotation matrix between them, or points correspondence between X-ray and video images. However, the former method, which needs precise optical camera and X-ray fluoroscope calibration together with pose estimation, is complicated and error prone. Thus, the latter method is used and Fig. 4 Video-guided calibration workflow. Using the OpenCV segmentation tools, the phantom rings and markers visible in both the X-ray and video images need to be processed. The correct homography is attained once these are aligned via video guidance the direct linear transformation (DLT) can be employed to compute H with at least 4 corresponding points in the X-ray and video images [25] . The complete calibration workflow is described below.
Existing calibration workflow
WF1: Position randomly the five metallic rings on the top layer of the biplane phantom and acquire one X-ray image. WF2: Move the rings toward their destination according to the X-ray image on the screen. Acquire an X-ray image for confirmation. WF3: If any pair of 5 rings and markers is not isocentric, repeat WF2 until quasi-perfect superposition. Acquire a final X-ray for confirmation.
Video-guided calibration
Using the existing calibration method, once the first X-ray image is acquired, the user has to intuitively maneuver the five rings on the top plane to match the fixed markers on the lower plane with the guidance of only X-ray images. Hence, both the speed and the number of subsequent X-ray image acquisitions for ring/marker iso-centricity confirmation depend partly on the experience and partly on the luck of the user. In this light, we propose a new method exploiting video-based guidance, which marks the target destination of five movable rings in the video and provides real-time visual ring detection. This method consequently allows for calibration speed-up, reduction in X-ray image acquisitions, and real-time confirmation of overlap accuracy (Fig. 4) .
Novel calibration workflow
As it is shown in Fig. 4 , any point I x ∈ Img xray of plane π can be transferred to I v ∈ Img video and vice versa once the homography H is obtained. From this idea and the isocentric property of the rings and markers in the final X-ray image, the position of the rings in the final X-ray image can be determined if all the markers can be detected. If this is the case, the homography of the upper plane of the calibration phantom can be used to map the position of rings to their position in the video image. First, the homography (H xv ) of the top plane can easily be calculated through the center positions of the rings in both X-ray (R x ) and video images (R v ) (Fig. 5-left, center) such that any point on top plane of the calibration phantom, in X-ray image, can be transferred to the video image:
Second, the destinations of the rings in the X-ray image (M x ) are the centers of markers (P xy ) because of the isocentric property of the biplane phantom (Fig. 5-right) . The points (P xy ) in the X-ray image (M x ) are then transferred to the video image (M v ) by the homography (H xv ). The points are finally plotted on the graphical user interface (GUI) of the existing AR fluoroscopy system. This position will hold true if the phantom is not moved. Lastly, the user will manually guide the rings to position using the GUI and video augmentation. This in turn signifies that the rings have been correctly positioned in the X-ray image. After positioning the rings accurately using video guidance, an X-ray image is taken to confirm the alignment-but is not mandatory.
Video-guided calibration algorithm
The position of rings and markers in either X-ray or video images is detected using libraries provided by OpenCV [32] . The algorithmic sequence is presented in (Fig. 4) . Our new algorithm is implemented as an additional feature to the existing GUI framework of the AR fluoroscopy system. Video augmentation of the target position of rings is developed using OpenGL libraries [33] . The circular rings are colored black to enhance the contrast, thus simplifying the detection in the video images. Since the internal parameters (i.e., focus, brightness, etc.) of the attached camera to the C-arm do not change, the algorithm parameter values listed below were determined empirically and were considered robust for our system (all parameter units and thresholds in pixels).
Step 1: Detection of Rings in Video Image
Ring centers in the video image have to be detected. To simplify this process, a contour-detection algorithm is used. The contour-detection algorithm [34] uses a binary image obtained by thresholding (threshold = 10) the grayscale video image over a suitable intensity value. First, all detected contours are filtered based on their size (i.e., the sizes of the ring are known a priori). Then, those contours are processed with an ellipse fitting method to identify false positives and remove them from the true rings. Lastly, the approximate centers of the circular rings (R v ) are found. Figure 5 -left shows a white circle drawn inside the detected rings representing the center points.
The parameter values for the selection criteria in the contour identification follow: area > 150 pixels, eccentricity of contour < 1.5, and ellipse fitting accuracy < 3).
Step 2: Detection of Rings in the X-ray Image Using a similar method, but with a different threshold value (Threshold = 80), the center of rings in Xray images (R x ) is identified. Figure 5 -center shows the detected points.
Step 3: Detection of Markers in the X-ray Image Using the same algorithm as in Step 1, marker positions in X-ray images are identified. Markers are detected by modifying the filtering process of contour detection based on the fact that the marker sizes are considerably smaller than the circular rings. We obtain a new set of points which are displayed in Fig. 5 -right.
Step 4: Calculation of Homography In OpenCV, the origin of the image is defined as the top left corner of the image. The X-axis of the coordinates is defined by the top left and top right corners and the direction points from the top left corner to the top right corner. The Y-axis is defined in the same way by the vector that points from top left corner to bottom left corner together with the origin. The contours detection is performed following the top-down and left-right routine. Thus, when all five rings are detected in both X-ray and video images, the corresponding points are determined by the order of the ring detection. Using these point correspondences, the homography H xv in (2) is calculated.
Step 5: Ring positions for video-based augmentation Using the homography obtained in Step 4, points inside M x are transferred to video image M v . Points inside M v are augmented with a '+' sign in the GUI. There is a circle drawn surrounding the '+' to help the user manually position the rings. Note: the algorithm is initialized when all five markers are detected in the X-ray image and all five rings are detected in both X-ray and video images.
The graphical user interface (GUI)
The aim of our experiments is to help the user move the rings on the top layer, radiation free, to the position where the fixed X-ray visible markers are isocentric. The final position of the five rings in video images can be calculated as stated above. The target points for the user are defined by the intersection of two orthogonal white lines ('+') surrounded by red circles. The ring centers are detected in real time and defined by similar white crosses and surrounded by green circles in order to distinguish them from the target points (Fig. 6a) . Each target point is assigned a number (1-5) that is also displayed in the GUI. Each moving ring will also have the same number as the target point when it is moved into the neighborhood < 5 pixels away. When any one of the rings is moved into the neighborhood of a marker, the distance between the center of the ring and the corresponding point, which is defined as residual non-isocentric error, is displayed to the user in real time. The reprojection error in the X-ray image calculated by the homography is also displayed in real time (Fig. 6b) . The calibration is concluded once the residual non-isocentric error of all the five pairs of rings and target positions is at most 1 pixel (Fig. 6c) . A value of 1 pixel equals the required precision needed to translate the AR fluoroscope within the operating room setting [24] .
The video-guided workflow sequential steps follow.
Video-guided calibration workflow
WF1: Position the five metallic rings at the center of the top layer of the biplane phantom. Acquire one X-ray image. WF2: Start the video-guidance calibration program and GUI. Overlay rings accordingly as in Fig. 6c . where the distance between the ring and the target position is smaller than 5 pixels, the number of the green circle is set as the same as the number of the red circle. Both video overlay and reprojection error in X-ray (i.e., pixels) are shown in red and black, respectively. Right when the distance of each of the five rings in the video image is no more than 1pixel, the calibration process is considered completed WF3: When distance between each ring and its target destination in video is <1 pixel, calibration is complete.
Optional steps
WF4: User has the option of acquiring an additional X-ray image to confirm superposition. This step is not mandatory. WF5: If the user wants improved precision (∼0 pixel error)-move ring(s) accordingly and take additional X-ray image (s) until satisfied.
Experimentation protocol
As part of a preclinical evaluation, eight participants were asked to perform each calibration once. In total, four participants never performed the existing calibration previously (i.e., novice group), two participants performed the existing calibration once previously (i.e., semi-expert group), and two participants performed the traditional calibration multiple times previously (i.e., expert group). The participants did not undergo training prior to performing the new videoguided calibration technique. The metrics that were considered during the evaluation were: (i) total number of X-ray image acquisitions to complete calibration and (ii) total amount of time required to complete the two calibrations methods individually. Lastly, a one-way ANOVA analysis was performed to assess the statistical significance ( p < 0.05) between the calibration methods. Figure 7a , b depicts the experimental results of each participant when completing the first phase of the calibration. Using our proposed video-guided method, the time required to complete the calibration was 4.57 ± 0.65 min compared to 9.14 ± 6.08 min using the existing method. Similarly, the total number of X-ray acquisitions required by the participants using video-guidance was 1.38 ± 0.74 compared to 12.63 ± 7.73 using the existing calibration. The video-guided process showed statistical significance in time ( p = 0.026, F = 6.16) and number of X-ray shots ( p = 0.001, F = 16.8) compared to the existing calibration process. The isocentric pixel error using the traditional calibration was 1.33 pixels compared to 1.40 pixels using video guidance.
Results
Next, we present results based on the individual expertise of the participants. For the novice group, an average of 4.54 ± 0.83 min and 1.50 ± 1.00 X-rays was achieved using video-guidance compared to 11.08 ± 8.12 min and 15.25 ± 10.53 X-rays for the existing calibration method. For the semi-expert group, an average of 4.63 ± 0.42 min and 1.0 ± 0.0 X-rays was achieved using video-guidance compared to 9.24 ± 3.73 min and 12.50 ± 0.71 X-rays for the existing calibration method. Lastly, for the expert group, an average of 4.58 ± 0.35 min and 1.50 ± 0.71 X-rays was achieved using video-guidance compared to 5.18 ± 0.42 min and 7.50 ± 2.12 X-rays for the existing calibration method.
Discussion and conclusions
In this paper, we have proposed an elegant solution to calibrate accurately an augmented reality fluoroscope that is currently used to assist navigation and completion of orthopedic and trauma procedures. We exploit the video feedback of the AR fluoroscopy device by detecting rings in real time which assists the user in aligning accurately both the Xray and video camera centers. The GUI offers a real-time visual of the non-isocentric pixel errors between movable circular rings and their target destinations. During the exper-iments, we asked all participants to achieve at most 1 pixel error for each of the 5 rings. In the ideal scenario, a quasiperfect overlay error in video can be achieved (i.e., ∼0 pixels). The lower non-isocentric error in the video image yields a lower non-isocentric error in the X-ray image. From this, we believe it is better for any user to be patient and move the rings as close as possible to their targets in the video image. Via training, we anticipate a quicker video-guided calibration.
Ideally, this calibration process can be completed by one X-ray shot using our proposed video-guidance technique. Until now, the existing AR fluoroscopy system calibration was time consuming and radiation excessive. This is a problem if the AR fluoroscope was to become miscalibrated prior to or during surgery (i.e., due to mirrors being unintentionally moved, etc.). From the evaluation, our video augmented calibration reduces on average the number of X-ray images required by 89 % and decreases the total time required by 59 % for calibration confirmation and image overlay accuracy (Fig. 8 ). In conclusion, we showed that the existing calibration process of the AR fluoroscope is complex however by exploiting the video camera, we can assist any user by video guidance to achieve desired overlay results in less time with minimal exposure to X-ray.
