Abstract-A new Cramér-Rao lower bound for symbol timing recovery of linearly modulated (quadrature amplitude modulation) signals is presented. Contrary to some other works on the subject, the transmitted data is assumed to be unknown at the receiver. The bound is derived from a likelihood function that includes the symbol randomness. For large number of symbols, the bound is achievable at any signal-to-noise ratio. The separation of symbol timing recovery and phase recovery schemes is investigated using the new results. It is shown that the separation of these operations causes a degradation of less than 0.3 dB compared to joint phase and timing recovery. The bound is derived for symbol shaping limited to a single symbol length (i.e., no intersymbol interference.) Simulations for longer pulse shapes demonstrate that the new results provide better performance prediction than other known techniques.
I. INTRODUCTION

S
YMBOL timing recovery is an essential part of any digital communication system. The randomness of the received data not only complicates the synchronization subsystem but also complicates the prediction of the achievable performance.
Assuming that the timing estimation is unbiased, the variance of the timing error is often used as a measure of the system performance. The Cramér-Rao lower bound (CRB) is a fundamental lower bound on the variance of any unbiased estimate [4] , [5] , and is also known to be asymptotically achievable for a large enough number of observations, under mild regularity conditions.
The CRB formulation was used to derive several bounds for symbol timing recovery, each using different assumptions. Most of these derivations have assumed, at some stage of the derivation, that the receiver has full knowledge of the transmitted data. The first of these bounds is an application of the CRB to the reception of a known signal (e.g., [3] ). This is clearly a lower bound on the symbol timing recovery error for unknown data since the reception of unknown data is more demanding than the reception of known data. However, this bound is not tight at low signal-to-noise ratios (SNRs). Other performance predictions, including the modified CRB (MCRB) [1] , [7] , the analysis of practical synchronizers [9] - [11] , and the results in [8] , assume the transmission of random data. However, each of these derivations uses the assumption that the receiver has knowledge of the transmitted data (directly or as a consequence of another assumption). The only result known to us, which considers the data as random and unknown throughout the derivation, is the one derived by Stiffler [2] , which is not based on the CRB. Stiffler uses a division of the symbol time to segments, and calculates the synchronization error probability. Unfortunately, evaluating this expression is not as easy as calculating the CRB. Stiffler's result is a complex expression that connects the number of symbols, the number of segments in a symbol duration, the probability of error, and the SNR. Stiffler provides an approximation of a specific synchronizer performance. This approximation does have some resemblance to the bound that is derived below.
The bound derived in this paper is an application of the CRB to the timing symbol recovery problem when the transmitted symbols are unknown to the receiver. The derivation assumes that all of the received signal parameters, except the data symbols, are known (e.g., ,
), and any frequency or phase error in the received signal has been corrected by a previous system. Another assumption that is used is that the received signal has no intersymbol interference (ISI). This assumption is necessary for the derivation. Unfortunately, it excludes some cases of interest (e.g., the popular root-raised-cosine (RRC) pulse shaping). However, the bound is still applicable to many conventional systems and to the emerging technology of impulse radio [14] . For systems with ISI, the results herein provide better performance prediction than most other known results. The derivation has some resemblance to the method used by Cowley in [12] to obtain a bound on the phase estimation error of PSK packets.
II. PROBLEM FORMULATION
Let the complex envelope of the received signal be (1) where is a complex Gaussian white noise with two-sided spectral density and is the transmitted signal waveform given by (2) Here, is the number of transmitted symbols, is the symbol duration, and is the th transmitted symbol. We assume that (i.e., the symbol alphabet contains distinct complex values). Finally, is the symbol-shaping function, which determines the signal 0090-6778/03$17.00 © 2003 IEEE bandwidth, and has a significant impact on the bound to be derived shortly. For convenience, we assume
The noise properties are given by (4) Exploiting the assumption of no ISI, the likelihood function of can be written as the product , where is the likelihood function of based only on , the received signal during the th symbol otherwise.
Given that the th transmitted symbol modulation is , the waveform is a Gaussian random process. The likelihood function of this process cannot be defined in the regular sense, but only as a Radon-Nykodym derivative. Following [15] , the likelihood function is given by (6) where (7) We assume that the transmitted symbols can take any value from the alphabet with equal probability. Therefore, the loglikelihood function can be written as (8) where (9) Notice that is a normalized correlation of the received signal with the shaping function delayed by , and is a weighting function.
III. CRB DERIVATION
The CRB on the variance of timing estimation, , is given by (10) Prior to the bound derivation, we present the statistical properties of the correlation and its derivative with respect to (w.r.t.) . It follows from (1), (2), and (7) that (11) For a specific value of , the distribution of , given , is Gaussian. Therefore, its first moment is given by (12) Its second moments are given by (13) (14) The derivative of w.r.t. is given by (15) The first term vanishes due to the assumption that . The derivative is also a Gaussian random variable with first and second moments (16) (17) (18) Note the resemblance between the result in (18), and the CRB for known -ary phase-shift keying (MPSK) data [3] , [6] , [8] as well as the MCRB for QAM data [1] , [7] , which is (19) This resemblance will be useful later. Also note that (17) states that the real and imaginary parts of are uncorrelated, and therefore, statistically independent. For a specific value of , and given , and are jointly Gaussian random variables since both are obtained by a linear operation on the same Gaussian process. We still need the cross correlation of and which is shown in (20) and (21) at the bottom of the page. Therefore, and are statistically independent. This allows us to separate the terms in the bound derivation.
The derivative of the log-likelihood function with respect to can be obtained in few steps, as follows: (22) This equation can be simplified by using the complex derivative notation (e.g., [13] ), defined as (23) Equation (22) can be rewritten as (24) Substituting this in the bound expression (10), we get (25) The second term in the expectation vanishes due to the independence of the real and imaginary parts of . The remaining expectation can be expanded to yield (26) The separation of expectations is permissible due to the statistical independence between and . When is different than the second expectation can also be separated into (20) (21) two expectations (because the derivative does not exceed the duration of one symbol) and each of the expectations equals zero. Therefore, the summation can be performed only for , and since both expectations do not depend on , we get (27) Note that is a deterministic function, and therefore, its derivative is given by (28) Substituting (28) in (27), we get (29) Note that (29) indicates that the bound can be written as the MCRB multiplied by a ratio function which can be easily calculated, as shown in (30) at the bottom of the page.
In order to calculate the expectation in (31), shown at the bottom of the page, note that we have exact knowledge of the distribution of . The expectation will be calculated in two steps. First, we take the expectation w.r.t. the distribution of , as shown in (32) at the bottom of the page.
Note that , given , is a complex Gaussian random variable with expectation and variance . The expectation integral is too complicated for obtaining a closed-form analytical expression, but it can easily be evaluated numerically. A plot of versus is depicted in Fig. 1 for some common modulation schemes. The fact that the final evaluation of the bound is numerical does not limit its usefulness, since the ratio function can be evaluated only once for each modulation scheme. Testing the behavior of the ratio function for high SNR, using the approximation , it is easy to see that
This is expected since it is known that the MCRB is achievable for high enough SNR. Furthermore, it is easy to write a simple approximation for low SNR for any modulation having a square symmetry (i.e., if is in the alphabet, the values , , and are also in the alphabet). Square symmetry appears in most common modulations (except BPSK). Using the approximation , the ratio function for these modulations can be approximated by 
IV. NUMERICAL RESULTS
It is of interest to compare the bound derived in the previous section with the performance of a maximum-likelihood timing estimator (e.g., [3] ) given by (35) Using a half sine symbol shaping, which complies with the assumptions of this analysis, we performed Monte-Carlo simulations for BPSK and for 16-QAM. Each point of the simulation is based on 1000 experiments. Fig. 2 shows the results for estimating the time using BPSK symbols. The small crosses represent the simulation variance, the dashed line represents the CRB for known signals, and the solid line represent the CRB for unknown symbols, derived in this paper. Notice that the crosses fall on the solid line for dB. Fig. 2 also depicts the simulation results for blocks of BPSK symbols as small circles, the CRB for known symbols as a dashed line, and the CRB for unknown symbols as a dash-dot line. Notice that for blocks of 500 symbols, the circles coincide with the dashed line for dB. Thus, there is a remarkable agreement between the numerical results and the theoretical bound. Fig. 3 shows similar results for 16-QAM. The first set correspond to timing estimation based on only QAM symbols. The small crosses represent the simulation variance, the dashed line represents the CRB for known signals, and the solid line represents the CRB for unknown symbols. Here, the crosses almost coincide with the solid line for dB. The second set depicts the simulation results for blocks of QAM symbols as small circles, the CRB for known symbols as a dashed line, and the CRB for unknown symbols as a dash-dot line. Notice that for blocks of 500 symbols, the circles almost coincide with the dashed line for dB. Thus, there is a remarkable agreement between the numerical results and the theoretical bound. As expected, the bound is achieved at high or for a large number of symbols . These results demonstrate that the bound derived herein is achievable for all practical values of provided that is large enough. The bound derived in the previous section is based on the assumption of pulse shapes that do not exceed single-symbol duration. Nevertheless, we present here some observations related to longer pulse shapes. We focus on the popular RRC pulse shape. The Monte-Carlo experiments make use of (35) in order to obtain timing estimation. Since (35) was developed for cases with short pulse shapes, the performance obtained by using it can be viewed as an upper bound on the performance that can be achieved by an estimator that uses the correct model (i.e., a model that assumes long pulse shapes). Based on (30), we expect that a reasonable prediction of performance, in the presence of ISI, is (36) where is the modified CRB for long pulse shapes. Obviously, this is only a conjecture that should be verified. Some kind of a verification is obtained by comparing the prediction to simulation results. The simulation was performed with QPSK modulation, RRC pulse shape (rolloff of 0.5 and 0.2), and data blocks of 200 symbols. Each point of the simulation is obtained by 1000 experiments. The results are shown in Fig. 4 . The dashed line is the , the solid line represents the right-hand side of (36), the crosses are the simulation results for rolloff factor of 0.5, and the circles are the simulation results for rolloff factor of 0.2. Observe that the prediction obtained by (36) closes a large gap between the and the simulation results. Thus, (36) seems to provide a useful performance prediction for long pulses. It is not clear whether the small remaining gap between the simulation and the prediction can be closed by a better timing estimator or by better predictors.
V. TIME AND PHASE RECOVERY SEPARATION
Using the results of the previous sections, we investigate the performance of a synchronization system based on the suboptimal scheme of two separated operations: symbol timing recovery followed by phase recovery. Clearly, optimal synchronization is obtained by simultaneous time and phase synchronization. Our goal is to assess the performance degradation associated with the suboptimal scheme. Toward this end, we first obtain a lower bound on the performance of the optimal system. Next, we obtain an achievable bound for the separate systems. The difference between the optimal system lower bound and the achievable bound of the separate system is an upper bound on the performance degradation. In order to simplify the discussion, we limit the analysis to MPSK modulations.
The bound derived in Section III relies on the assumption of perfect phase knowledge. Therefore, it is a lower bound on the performance of the optimal system (i.e., joint time and phase estimation.) In the suboptimal case, timing recovery is performed without prior knowledge of the phase. For the purpose of obtaining a lower bound on symbol timing recovery, we assume that the phase is an unknown constant during each symbol but may change from symbol to symbol. This is worse than the actual case in which the phase is an unknown constant that is fixed throughout a block of symbols. Therefore, the actual system will be able to achieve or exceed the performance predicted by the bound.
A signal, for which the phase can obtain any value for each symbol, is equivalent to the phase-modulated signal investigated in previous sections, where for any symbol, the phase is selected at random in the range . The optimal timing performance for this signal can be found by evaluating the bound for MPSK modulation with . Fig. 5 shows the function for MPSK modulation as increases. Obviously, the function converges for high , and we can even take the function associated with (i.e., 64-PSK) as an approximation for continuous phase modulation (i.e., ). The bound for 64-PSK signals is achievable when each symbol has random phase. Furthermore, it is achievable when timing synchronization is performed before the phase synchronization. Fig. 6 shows a comparison between the lower bounds for the different modulation schemes to the achievable bound for the separated synchronization system (the bound for continuous random phase modulation). It can be seen that for any modulation with , the degradation in performance is less than 0.3 dB. Following the same line of reasoning for QAM modulations, it can be shown that the degradation of separate synchronization relative to optimal timing is under 0.1 dB for constellations of 16-QAM and higher.
In summary, we have shown that suboptimal time synchronization that is based on symbol synchronization followed by phase synchronization is not only simpler to implement, but its degradation relative to the optimal system (joint time and phase synchronization) is less than 0.3 dB for MPSK and less than 0.1 dB for large QAM constellations.
VI. CONCLUSION
The exact Cramér-Rao lower bound for symbol timing estimation has been presented. The derivation takes into account the symbol randomness and does not assume known data at the receiver. In addition to a general analytic expression of the bound, some examples of specific modulations schemes are discussed. Numerical evaluations and Monte-Carlo simulations are used for demonstration and verification of the results. The bound supports the common knowledge that for high SNR, the CRB for known data is achievable.
Although some of the assumptions do not hold for all communication systems, the bound is still applicable for a variety of systems, and provides a good performance prediction even in cases when the assumptions are violated. This was demonstrated for RRC symbol shaping, where the simulation results deviated by only 2.5 dB from the bound prediction.
We have also shown that for a large number of symbols, the performance of separate time and phase synchronization is within 0.3 dB of the results obtained by joint synchronization. Thus, a theoretical justification for separate synchronization is provided.
This paper has focused on the synchronization bound for linear modulation (QAM). Further research is required to find an equivalent bound for nonlinear modulation (e.g., CPM) and to extend the results to pulse shapes that are longer than the symbol duration.
