ABSTRACT An effective feature descriptor is important for the 3-D object recognition and reconstruction. This paper presents a novel 3-D Frame-signature of histograms of orientation (SHOT) descriptor which combines the global structural frame with local surface information. Global feature descriptors are more descriptive for surface representation, while sensitive to occlusion. In contrast, the local feature descriptors are more robust in scenes with occlusion, while less discriminative due to the limit scope of the local neighborhood. The proposed hybrid Frame-SHOT descriptor uses the SHOT feature to represent the local surface and uses the structural frame points to encode the global surface. Both local and global information for surface description are combined by the hybrid 3-D descriptor. We have compared the proposed Frame-SHOT descriptor with the existing global and local descriptors on four public data sets for descriptor matching, 3-D object recognition, and point cloud registration. The experimental results validate the effectiveness and the robustness of the proposed descriptor.
I. INTRODUCTION
Object recognition is a key topic in the field of computer vision and its applications, such as scene understanding, robot navigation, virtual reality, and tracking. 2D images have been used for object recognition [1] , [2] . With the commercial availability of depth sensors, the use of 3D information is becoming popular. Designing feature descriptor is one vital step for 3D object recognition. The descriptiveness and robustness of feature descriptors are significant for feature matching in object recognition.
Traditional feature descriptors can be classified into two categories: global and local [3] . Global descriptors encode the geometry of an entire 3D object into a single feature vector [4] , [5] . Global descriptors are more discriminative and more robust to noise under the condition that the entire geometry of the object can be observed. Viewpoint Feature Histogram (VFH) [6] further improves the descriptiveness by adding the view information and computing histograms of the normal angles between the centroid point and each point in the whole point clouds. However, global descriptors are difficult to deal with the missing parts caused by partial occlusions.
In order to improve the robustness to occlusions, Clustered Viewpoint Feature Histogram (CVFH) [7] clusters the stable regions with a smooth region growing algorithm [8] and encodes each of the stable regions instead of the whole geometry with VFH. However, this hybrid method does not really take advantage of the nature of local features.
Local descriptors which describe the local neighborhood of each feature point make object recognition more robust in scenes with occlusion. Spin Images (SI) [9] and 3D Shape Context (3DSC) [10] are used for 3D object recognition in cluttered point clouds with occlusion. However, they are sensitive to noise in the local neighborhoods of feature points. Point Feature Histogram (PFH) [11] builds a Local Reference Frame (LRF) to improve the robustness. Inspired by PFH, Fast Point Feature Histogram (FPFH) [12] is used for 3D object recognition with low computational complexity. Then, Signature of Histograms of Orientation (SHOT) descriptor [13] further improves the robustness of LRF by making the directions of axes unique. SHOT computes the histograms to incorporate the angles of points within a virtual spherical grid and combines the signature-based and histogram-based methods to improve the descriptiveness and robustness to noise. Later, texture information was added to SHOT [14] . Rotational Projection Statistics (RoPS) [15] calculates a set of statistics of the projected 2D images of the neighboring points around feature points. RoPS proves the importance of a robust LRF for 3D object recognition. For a comprehensive review on local 3D descriptors, please refer to [16] and [17] . However, local descriptors still can not discriminate the similar local neighborhoods of feature points of the same object or different objects.
In order to improve the descriptiveness and robustness to noise, Local-to-Global Signature (LGS) [18] segments the point clouds into multiple classes based on curvature.
LGS encodes the local neighborhoods of each feature point and each segmented part using Euclidean distance. However, a fixed number of classes can not adapt to all objects. The limitation of the hybrid LGS descriptor is the non-adaptive segmentation of points.
Deep learning methods using the convolutional neural networks (CNN) for 3D object recognition have emerged and are working well on synthetic data. 3D ShapeNets [19] uses the voxel grid CNN to learn volumetric shapes. DeepPano [20] uses CNN to learn the panoramas of models. FusionNet [21] combines voxels and projected 2D images of 3D models to learn features. The representations of 3D data for deep learning methods are voxel, panorama, and projected 2D image. They are transformed from synthetic CAD data. However, in most cases, CAD data is not available. PointNet [22] uses the 3D CNN to learn the synthetic 3D point clouds directly. However, this method can not handle clustered scenes because of the neglect of local features. And the data acquired from depth sensors are 2.5D point clouds. Therefore, this method can not be used for practical applications directly. These are the limitations of current deep learning methods.
To solve the above problems, this paper proposes a global feature based on the distribution of structural frame points, which are defined as high curvature points. Compared with the existing global features, our proposed feature only uses structural frame points instead of all the point clouds. Structural frame points can represent the global information well. Moreover, a highly descriptive and robust 3D Frame-SHOT hybrid descriptor is proposed by combining the global structural frame feature and the local SHOT feature [13] . First, the structural frame points are extracted and their Euclidean distances are integrated into a global sub-feature. Second, a local sub-feature is generated using the SHOT algorithm. Finally, the local and global sub-features are concatenated to generate a Frame-SHOT descriptor. To overcome occlusions and preserve high descriptiveness in practical applications, our method takes advantage of the nature of local feature and extracts global feature with an adaptive segmentation. We compared the proposed method with the widely used descriptors on public datasets. The experimental results show that our descriptor is more descriptive and robust in surface matching and 3D object recognition on non-synthetic 3D data.
The rest of this paper is organized as follows. Section II introduces our proposed Frame-SHOT descriptor in details. In Section III, we describe the experimental results of descriptor matching achieved on the Bologna Dataset. In Section IV, the experimental results of 3D object recognition on public datasets are discussed. Section V briefly shows the performance of registration using Frame-SHOT descriptor. Finally, Section VI concludes this paper.
II. THE PROPOSED FRAME-SHOT DESCRIPTOR
Symmetry and local similarity often occur in artificial objects, resulting in reduced descriptiveness of local descriptors. It is widely agreed that local descriptors are more robust to occlusion, while global descriptors are more descriptive. Therefore, a novel 3D Frame-SHOT hybrid descriptor is proposed in this section.
A. METHOD OVERVIEW
An illustration of the overall Frame-SHOT method is shown in Fig. 1 . First, we segment the point cloud into structural frame points and stable surface points according to the curvatures. Then, feature points are selected from stable surfaces and a robust LRF is created within each feature point's support region. A local sub-feature is generated using the SHOT method [13] , and a global sub-feature is established by counting the Euclidean distances between the structural frame points and the feature point into several bins according to their associated octants. Finally, the local and global subfeatures are concatenated to generate Frame-SHOT. In order to eliminate the boundary effect, trilinear interpolation is used by the global descriptor.
B. POINTS SEGMENTATION
In [4] - [6] , the global feature is extracted using the entire point clouds of an object. Consequently, their robustness to occlusion and clutters is poor. In order to address this problem, we extract the structural frame F from point cloud P to generate the global feature, and the remaining points form the stable surface S. We classify p i ∈ P as follows:
where c i represents the curvature of p i , and t is the curvature threshold. The curvature of each point can be calculated using the Point Cloud Library (PCL) [23] . The feature points on the stable surface are smoother and their curvatures contain less noise. These can help us build a robust LRF. Consequently, we select the points in the stable surface to describe the local information.
C. LOCAL SUB-FEATURE
We choose the SHOT descriptor to characterize the local surface. The LRF is obtained by performing Eigenvalue Decomposition (EVD) on the covariance matrix within the support of a feature point. Then, the signs of the z and x axes are disambiguated using the number of points in two hemispherical FIGURE 1. An illustration of the generation of a Frame-SHOT descriptor. The Dragon model in the Bologna dataset is segmented into the structural frame points (red) and the stable surface points (black). LRF is constructed on the selected feature point with the support region (blue sphere). The k-neighbor points within the support region are used to generate the local SHOT sub-feature. The structural frame points are used to generate the global sub-feature by trilinear interpolation. They are further concatenated to obtain the final Frame-SHOT descriptor.
space along the axis in the support. The direction with more points is considered as the positive direction. Finally, the y axis is obtained as z × x.
The support is divided into several sections along the radial, azimuth, and elevation axes using a spherical grid. In [13] , 32 spatial sections are used, i.e., there are 8 azimuth divisions, 2 elevation divisions, and 2 radial divisions. For each section, the points are accumulated into bins according to the cosine of the angle between the normal at each point and z axis at the feature point. Finally, the histograms of all sections are concatenated to form a SHOT feature.
D. GLOBAL SUB-FEATURE
The structural frame with points of high curvatures can represent the global information well and provides important information to distinguish objects. Common structural frames include 3D edges, corners, creases, and protrusions. The bag of these special points can represent the spatial scale and pose of the object. Moreover, structural frame is often less affected by occlusion than continuous surfaces. Unlike stable surfaces, the normals of structural frame points have more noise. Therefore, we characterize them with Euclidean distances.
In order to construct an efficient global sub-feature, we combine the signature-based and histogram-based methods [14] . The main steps are as follows:
(1) According to the LRF obtained in the local sub-feature, all the structural frame points are divided into 8 octants, as shown in Fig. 2a .
(2) For each structural frame point, trilinear interpolation is performed with its adjacent octants. In this step, we just consider the elevation and azimuth dimensions with a weight of 1-d, where d is the angular distance in respective dimensions between the points and the median planes of (5) Each bin is increased by the weights of all points belonging to this bin. Eight histograms generated in all octants are concatenated to produce the global descriptor.
(6) The final global descriptor is normalized to make the Euclidean norm equal to 1.
III. DESCRIPTOR MATCHING PERFORMANCE
In this section, we present two experiments on public datasets. The first experiment is conducted to choose the appropriate parameters. The second experiment is conducted to demonstrate the descriptiveness and robustness of the proposed descriptor.
A. DATASETS AND EVALUATION CRITERION
The Bologna Dataset [13] used in the first two experiments contains 6 models and 45 synthetic scenes. The scenes were built by randomly transforming different subsets of the models (i.e., ''Armadillo'', ''Asia Dragon'', ''Bunny'', ''Dragon'', ''Happy Buddha'', and ''Thai Statue''). In addition, the ground truth transformations between each object in the scene and its corresponding model are given. A sample scene is shown in Fig. 3 .
In the experiments, the performance of descriptors is tested using the Recall versus 1-Precision Curves (RPC). RPC is one of the most popular criteria used for the evaluation of local descriptors [24] . Given the ground truth, we extract 1000 feature points in each of the models and their corresponding points in the synthetic scenes. The distances between feature descriptors are calculated with k d-trees. A correspondence is considered a match if the ratio of feature distances between the scene point and the first two nearest model points is below a threshold. The threshold is varied from 0 to 1 to produce RPC. Further, a correct match is counted as a true positive, otherwise, it is considered as a false positive. Therefore, the recall and 1-precision are defined as: recall = the number of true positives total number of correspondences (2) 1 − precision = the number of false positives total number of matches (3)
B. EXPERIMENT 1 -PARAMETER SELECTION
For the local part of our Frame-SHOT descriptor, we use the default parameter values in SHOT [13] , i.e., we use 32 spatial section, 10 bins, and a support radius of 15 mesh resolutions (mr). The global part of our Frame-SHOT descriptor has two parameters: (1) the number of partition bins N, and (2) the curvature threshold t. The performance of the Frame-SHOT descriptor with different parameter settings was tested on the Bologna Dataset.
1) NUMBER OF PARTITION BINS
This parameter N is closely related to the descriptiveness and robustness of a descriptor. A proper number of partition bins for structural frame points gives a tradeoff between more details of global information and the robustness to noise. We tested the Frame-SHOT descriptor on the Bologna models with different number of partition bins. In these experiments, the other parameter was set to t = 1.5C(C represents the mean of the point cloud curvatures). The experimental results are shown in Fig. 4a-b , where Fig. 4b is a magnified version of the last section of the curves in Fig. 4a . These figures show that the performance of our proposed Frame-SHOT descriptor improves as the number of bins is increased from 2 to 10, but the improvement is very small. This is because that trilinear interpolation is performed on elevation, azimuth, and histogram bins. This reduces the impact of point changes on the stability of a Frame-SHOT descriptor. Considering the descriptiveness, we set N to 10 in the following experiments.
2) CURVATURE THRESHOLD
The parameter t is important for the extraction of structural frame points. A small threshold provides more structural details but increases the number of structural frame points and therefore consumes more time. For objects with different degrees of surface smoothness, a fixed threshold is unsuitable. Therefore, we set this parameter according to the average curvature. We tested our Frame-SHOT descriptor on the Bologna models with different parameter values. The results are shown in Fig. 4c-d , where Fig. 4d is a magnified version of the last section of the curves in Fig. 4c . The results show that, as the threshold increases, the performance deteriorates. To ensure high descriptiveness and low computational complexity, 1.5 is used in our method.
C. EXPERIMENT 2 -DESCRIPTOR MATCHING
The descriptiveness and robustness of the Frame-SHOT descriptor was evaluated on the Bologna Dataset with different levels of noise, mesh decimations, and their combinations. In this experiment, our proposed method was compared with Spin Image [9] , FPFH [12] , and SHOT [13] implemented in PCL. The parameter settings for all methods are presented in Table 1 . Given the ground truth, we extracted 1000 feature points in each of the models and the corresponding points in the scene. Finally, we calculated the RPC curves in the following cases.
1) GAUSSIAN NOISE
We added Gaussian noise with standard deviations of 0.2, 0.3, 0.4, and 0.5mr to the scene data. The RPC curves under different levels of Gaussian noise are presented in Fig. 5a-d . It can be inferred that Frame-SHOT is very robust to noise, particularly in the scenes with a high level of Gaussian noise (Fig. 5d) . That is because Euclidean distance is used in the global sub-feature of our Frame-SHOT descriptor, which is more stable than surface normal.
2) VARYING MESH RESOLUTIONS
We down-sampled the noise-free scene meshes to 1/2, 1/4, and 1/8 of their original point density. The RPC curves under different levels of resolution are presented in Fig. 5e-g . The results have clearly demonstrated the strong robustness of our proposed descriptor with respect to varying mesh resolutions, especially in the worse cases (Fig. 5g) . That is because both the global and local parts are normalized properly. Finally, we down-sampled the scenes to 1/2 of their original point density and added a Gaussian noise with a standard deviation of 0.5mr. The resulting RPC curves are presented in Fig. 5h . It is clear that our proposed descriptor outperforms the SHOT, FPFH, and Spin Image.
IV. 3D OBJECT RECOGNITION PERFORMANCE
In this section, we have done experiments to compare the proposed Frame-SHOT descriptor with several widely used descriptors on Kinect and Challenge datasets. The 2.5D point clouds obtained from different viewpoints for each scene are used to test the object recognition performance. Most of the traditional 3D object recognition algorithms are composed of four main steps, i.e., feature description, descriptor matching, Iterative Closest Point (ICP) [25] refinement, and hypothesis verification [3] . We also compare the proposed descriptor with deep learning methods for 3D object classification.
A. PUBLIC DATASETS
The Kinect dataset [14] used in the first experiment was acquired with a Microsoft Kinect sensor. This dataset VOLUME 6, 2018 comprises 15 real scenes and 6 models (i.e., ''Doll'', ''Duck'', ''Frog'', ''Mario'', ''Peter Rabbit'', and ''Squirrel''), and a series of 2.5D point clouds in different viewpoints are provided for each model. Examples of four views of a model are shown in Fig. 6a .
The Challenge dataset [26] is composed of 35 objects and 39 multi-view sequences. There are 176 RGB-D scenes with the ground truths. For each object, 37 2.5D raw point clouds obtained from different viewpoints are provided, and they are registered as a complete 3D point cloud. We first extract the 2.5D object models from the raw point clouds. A sample scene, a model, and four views of an object in the Challenge dataset are shown in Fig. 7 . All the models in the first two datasets are indoor objects with large featureless areas obtained by Microsoft Kinect sensors. The similarity in shape is higher and the surface is much smoother than the synthetic datasets. Therefore, it is more difficult to perform descriptor matching.
The ModelNet-40 dataset [19] contains 12311 CAD models which are classified into 40 categories. They are divided into training and test sets. This dataset is different from the point clouds obtained from Microsoft Kinect. CAD models contain more internal details and fewer points.
Therefore, up-sampling is required. ModelNet-40 is widely used for deep learning methods on classification as a synthetic dataset. Examples of the ModelNet-40 dataset are shown in Fig. 6b .
B. RECOGNITION ON THE KINECT DATASET
In this experiment, the Kinect Dataset [14] was used to evaluate the performance of our proposed Frame-SHOT descriptor. In Kinect dataset, 10 scenes of each model were randomly selected to form the descriptor library for recognition. The other 5 scenes were transformed by adding Gaussian noise with a standard deviation of 0.5mr and down-sampling to 1/2 of their original resolution. They were considered as the test data. The cross-validation method was used to achieve rigorous evaluation, and the ICP algorithm was not used in this experiment. We compared the proposed Frame-SHOT descriptor with Global Radius-based Surface Descriptor (GRSD) [5] and CVFH [7] descriptors.
For the Frame-SHOT descriptor, 1000 points are selected from each scene. For each feature point in a scene, its nearest feature point in the descriptor library is found out to vote for the model category. As for the CVFH descriptor, several stable surfaces and the corresponding descriptors are obtained to apply the above voting algorithm. The category that receives the largest votes is used to determine the identity of the scene. For the GRSD descriptor, the model with the smallest feature distance to the scene is used to determine the identity of the scene.
The experimental results are presented in Fig. 8 . We can see that the Frame-SHOT descriptor achieves a better performance. This is because the Euclidean distance was used to encode the global part of our proposed Frame-SHOT. It is more robust to noise than normal features. In addition, the Frame-SHOT descriptor was normalized properly.
C. RECOGNITION ON THE CHALLENGE DATASET
In this experiment, the Challenge Dataset was used to evaluate the 3D object recognition performance under different levels of noise and the combination of noise and mesh decimation. There are many objects with very high geometrical similarity in the Challenge Dataset. In our method, we only consider the geometry information. Therefore, the models with high geometrical similarity are clustered together as one category. In the experiments, we separately calculate the recognition rate with and without clustering of similar objects. A sample of clustered category is shown in Fig. 9 . The main clustering steps are described as follows: (1) The target model T and the source model M are registered using the ICP algorithm [25] .
(2) The number of inliers is computed by counting the number of points in T that have a neighbor on M within 5mm [3] . The ratios between the number of inliers and the total number of points in T are calculated. Then, we swap T and M to get the inliers ratios in pairs.
(3) If this pair of ratios are larger than 0.7, T and M are considered sufficiently similar in shape, and it is difficult to distinguish them by geometric features alone.
(4) For each target mode, the remaining models in the dataset are selected as the source model in turn. VOLUME 6, 2018 FIGURE 10. An illustration of the overall recognition algorithm. First, a sample scene is segmented to extract four objects. Second, a descriptors library is created using the models in the Challenge dataset. Third, descriptor matching are performed, and top 5 votes candidate models are shown in this figure. Finally, the ICP algorithm is used on the candidate models in turn for hypothesis verification to get the final recognition results.
We compared the proposed Frame-SHOT descriptor with Spin Image [9] , FPFH [12] , and SHOT [13] descriptors implemented in PCL [23] . The parameter settings for all methods are presented in Table 1 .
1) RECOGNITION METHOD OVERVIEW
An illustration of the overall recognition algorithm used in this experiment is shown in Fig. 10 . Because of the hybrid nature of our proposed descriptor, we used the hybrid recognition algorithm to combine the traditional local and global 3D object recognition methods.
First, the scene point clouds were segmented to extract the objects. Second, feature points were selected from point clouds of objects obtained from different viewpoints and a descriptors library was created with each feature descriptor. Then, descriptor matching were performed to find the nearest neighbor feature point correspondences to vote for the model category. Finally, the ICP algorithm [25] was used to refine the voting results and hypothesis verification was performed to get the final recognition results.
2) SEGMENTATION
Segmentation in itself is a key problem in 3D techniques [8] . The raw scenes are segmented to extract the 2.5D objects. In this experiment, we choose a widely used method. The main steps are described as follows:
(1) The outlier points are removed based on a statistical analysis of the distance distribution of points in a support region [27] .
(2) A pass-through filter is used to remove the points beyond 0.9m away from the origin along z axis. (3) A dominant scene plane is extracted using the Random Sample Consensus (RANSAC) algorithm [28] .
(4) The Euclidean clustering algorithm is performed on the remaining points. We set the distance threshold to 5mm, which indicates the largest distance between the points belonging to one object. Finally, the objects are extracted from several clusters.
3) DESCRIPTORS LIBRARY
The 2.5D objects are extracted from the raw scenes in 37 viewpoints for each object using the above method. They are considered as the training data to construct the descriptors library. 1000 feature points are selected from each 2.5D objects point cloud based on the resolution control strategy and the boundary checking strategy [29] . The resolution control strategy is performed to avoid selecting the closely located feature points with similar descriptors. The minimum distance between two feature points is set to 3mr. In addition, the boundary checking strategy is applied to discard the points close to the boundary, and the minimum distance to the boundary is set to 4mr. For each selected feature point, a descriptor is calculated and then stored in a library for 3D object recognition.
4) DESCRIPTORS MATCHING
For the scenes with multiple objects, the 2.5D point clouds of objects are extracted using the method described in the segmentation step. These 2.5D occluded objects are considered as the test data. Based on the resolution control strategy and the boundary checking strategy, we extract W feature points from each object. W is set to 1000 as the default in our experiments. However, if the number of feature points is limited by the above two strategies, especially in the cases of mesh decimation, we extract as many points as possible and set W to the actual number of selected points. In our experiments, the minimum value of W is 500. With different levels of noise and the combination of noise and mesh decimations, the descriptor is calculated for each feature point and matched against all the descriptors in our library using Euclidean distance. The nearest feature point in the descriptor library is obtained to set a correspondence and vote for the model category. According to the votes of each model, the candidate models are arranged in order.
5) ICP REGISTRATION AND HYPOTHESIS VERIFICATION
Registration is performed between each 2.5D test object and the 3D candidate models using the ICP algorithm [25] in turn according to their order. In this recognition experiment, all the models that received votes are registered with the 2.5D test object by the ICP algorithm to optimize the hypothesis. The number of inliers is computed by counting the number of points in the test 2.5D objects that have a neighbor on the candidate 3D models within 5mm [3] . Then, the percentage between the number of inliers and the total number of object points is calculated. If the test data is not down-sampled in experiments, a voxel grid filter is performed to reduce the computational complexity. This operation will not change the percentage of inliers. According to the percentage obtained from each model, the candidates are reordered to refine the hypothesis.
6) EXPERIMENT RESULTS
In this section, three experimental results are presented.
(1) Gaussian Noise: We added Gaussian noise with standard deviations of 0.1, 0.2, 0.3, 0.4, and 0.5mr to the scene data. The recognition rate curves under different levels of Gaussian noise are presented in Fig. 11. Fig. 11a shows the performance without clustering of similar objects. In this case, each model represents one category even with a slight difference between two models. In contrast, Fig. 11b shows the performance with clustering of similar objects. In this case, the models with very high geometrical similarity are clustered as one category. Obviously, the recognition rate is higher in the second case. In our experiments, no matter how many votes a model received, the ICP algorithm is applied on that model. This makes up for the shortage of descriptors matching, i.e., the mismatch with symmetry and local similarity in man-made objects. Therefore, the difference in performance achieved by different descriptors is small. However, we can still see that the Frame-SHOT descriptor achieves the best overall performance under 0.1, 0.2, and 0.4mr Gaussian noise.
(2) Gaussian Noise and Mesh Decimation: We downsampled the scenes to 1/2 of their original point density and added a Gaussian noise with a standard deviation of 0.5mr. The experimental results are presented in Table 2 . Regardless of with or without similar category clustering, our proposed Frame-SHOT descriptor outperforms Spin Image [9] , FPFH [12] , and SHOT [13] descriptors. It shows that the Frame-SHOT descriptor is more robust to resolution changes. The result is consistent with our conclusion in descriptor matching experiment (Section III). (3) According to the votes, we counted the number of appearances of the test model categories in top 5, 10, 15, 20, 25, and 30 candidate models, respectively. The scenes were down-sampled to 1/2 of their original point density and a Gaussian noise with a standard deviation of 0.5mr was added. In this experiment, in order to test the descriptiveness of our proposed descriptor, the ICP algorithm was not used. The results are presented in Fig. 12 . We can clearly see that there are 60 correct categories voted with Frame-SHOT descriptor in the top 5 candidate models. The results have clearly demonstrated the strong robustness and high descriptiveness of our proposed descriptor with respect to varying mesh resolutions and Gaussian noise. That is because the combination of the global and local sub-features, and both are normalized properly.
D. RECOGNITION ON THE MODELNET-40 DATASET
We perform this experiment on the ModelNet-40 dataset which is widely used for deep learning methods. As a synthetic dataset, the spatial sizes of these models are inconsistent and many models do not match the actual size of the object they represent. For example, the size of some desk models are more than 10 times bigger than others. We upsample each CAD model first. Then, the point clouds are processed by voxel filtering. The experiment results are shown in Table 3 . It can be seen that the accuracy of our method is lower than 3D ShapeNets [19] , DeepPano [20] , FusionNet [21] , and PointNet [22] . These deep learning methods use voxels, panoramas, projected 2D images, and 3D point clouds, respectively. They are transformed from the synthetic CAD models. However, in practical engineering applications, CAD models are not available and the data obtained directly are 2.5D point clouds. Our method can be used for both 3D and 2.5D point clouds.
Because of the internal structure details in CAD models, the calculation results of normal vectors and curvatures are inaccurate. This will lead to wrong structural frame points and further lower accuracy of Frame-SHOT descriptor. However, in engineering applications, the acquired dense point clouds only represent the approximation of the external surface of the object. Therefore, our method can be well used in practical applications. Because of the high computational complexity, the convolutional network based on original dense 3D point clouds is not suitable for the deployment in real-time mobile terminal with limited computing and storage capacity, while our proposed method can handle original 2.5D point clouds directly with lower time complexity. Therefore, our proposed method is more practical than deep learning methods.
V. POINT CLOUD REGISTRATION PERFORMANCE
3D object reconstruction is a practical application and a key problem in virtual reality [30] . In most cases, the 3D point clouds of objects are not directly available. Therefore, 3D acquisition devices are often used to obtain a series of 2.5D views for 3D modeling by point cloud registration. Accurate registration is a very important step to achieve good reconstruction. In this experiment, we use the 2.5D views of models in Kinect dataset to test the performance of our proposed descriptor on point clouds registration. For each model, we select 15 continuous views to register. All the 2.5D views of a sample model are presented in Fig. 13a . The main steps are described as follows: (1) For each 2.5D view, the outlier points are removed using Statistical Outlier Removal Filter [27] . Then, 2000 feature points are extracted and the Frame-SHOT descriptors are generated for each feature point.
(2) Correspondences are constructed by KNN with a ratio of feature distances mentioned in Section III. In addition, the correspondences are also removed if the Euclidean distance between feature points exceed a threshold. The ratio is set 0.8 and the distance threshold is set 0.1m in our experiments.
(3) Two adjacent views are registered by the ICP algorithm [25] with the selected correspondences. Then, the Moving Least Squares (MLS) algorithm [31] is used for data smoothing.
(4) According to the global transformation matrix obtained in the ICP step, the registered pair data are finally registered globally. The results are shown in Fig. 13b-c. This experiment reflects high efficiency and practicability of our proposed Frame-SHOT descriptor in point cloud registration. The global registration results fully restore the 3D texture structure of models without any optimization algorithm. This is an important prerequisite for good 3D reconstruction.
VI. CONCLUSION
In this paper, a novel hybrid Frame-SHOT descriptor is proposed to combine the global structural frame and local surface. In our algorithm, the points with high curvatures are used to characterize the global information. The local information is then encoded using the SHOT descriptor. A set of experiments on descriptor matching, 3D object recognition, and point clouds registration have been conducted to demonstrate the descriptiveness and robustness of our proposed method.
