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Dirección IP: La IP se traduce por Internet Protocolo, protocolo de Internet en español, 
y se trata de un protocolo utilizado para la comunicación de datos a través de una red 
de paquetes combinados. Una dirección IP es un número que identifica de forma única 
a una interfaz en red de cualquier dispositivo conectado a ella que utilice el protocolo 
IP (Internet Protocol), que corresponde al nivel de red del modelo TCP/IP. 
 
Configuración: Acción de modificar o parametrizar un dispositivo o un proceso. 
 
 
BGP: Protocolo mediante el cual se intercambia información de encaminamiento 
entre sistemas autónomos. Por ejemplo, los proveedores de servicio registrados en 
Internet suelen componerse de varios sistemas autónomos y para este caso es 
necesario un protocolo como BGP. 
 
 
Enrutamiento: Buscar un camino entre todos los posibles en una red de paquetes 
cuyas topologías poseen una gran conectividad. Dado que se trata de encontrar la 
mejor ruta posible, lo primero será definir qué se entiende por "mejor ruta" y en 
consecuencia cuál es la "métrica" que se debe utilizar para medirla. 
 
 
Protocolo: es un sistema de reglas que permiten que dos o más entidades 
(computadoras, teléfonos celulares, etc.) de un sistema de comunicación se 
comuniquen entre ellas para transmitir información por medio de cualquier tipo de 
variación de una magnitud física. 
 
Interfaz: Se utiliza para nombrar a la conexión funcional entre dos sistemas, 
programas, dispositivos o componentes de cualquier tipo, que proporciona una 
comunicación de distintos niveles permitiendo el intercambio de información. Su plural 
es interfaces. Esto es un ejemplo de la realidad virtual. 
 
 
Switch: Dispositivo analógico que permite interconectar redes operando en la capa 2 
o de nivel de enlace de datos del modelo OSI u Open Systems Interconnection. 
 
 
Router: Se trata de un producto de hardware que permite interconectar computadoras 








Para el presente trabajo se pretende mostrar el manejo de los módulos CCNP ROUTE, 
además se usan los protocolos de enrutamiento como lo son la versión 4 (IPv4) e IP 
versión 6 (IPv6), el Protocolo de ENRUTAMIENTO de Gateway interior mejorado 
(EIGRP), el protocolo Primer camino más corto (OSPF) y el protocolo de puerta de 
enlace de frontera (BGP). Así mismo el módulo CCNP switch que permite apropiar la 
implementación, monitoreo y administración de la CONMUTACIÓN en una 
arquitectura de red empresarial, la implementación de VLANs en REDES corporativas, 
y la configuración y optimización para una alta disponibilidad y redundancia en los 
switches de capa 2 y capa 3. 
 
En este trabajo se realiza el desarrollo de los dos escenarios prácticos, las cuales se 
indican en una breve guía, donde se dan todos los parámetros y configuraciones que 
estos escenarios deben llevar, el primer escenario se realiza con el simulador GNS3, 
para el segundo escenario se hace uso del simulador PAcket Tracer ya que resulta 
más fácil y hace parte de la marca CISCO. Este trabajo hace parte de una compilación 
de conocimientos puestos a lo largo del diplomado CCNP de CISCO, el cual es 
requisito para opción de grado del pregrado de ingeniería electrónica 


















For the present work it is intended to show the management of the CCNP ROUTE 
modules, in addition, the routing protocols are used such as version 4 (IPv4) and IP 
version 6 (IPv6), the improved interior gateway ROUTING Protocol (EIGRP ), Shortest 
Path First Protocol (OSPF), and Border Gateway Protocol (BGP). Likewise, the CCNP 
switch module that allows to appropriate the implementation, monitoring and 
administration of SWITCHING in an enterprise network architecture, the 
implementation of VLANs in corporate NETWORKS, and the configuration and 
optimization for high availability and redundancy in layer 2 switches. and layer 3. 
 
In this work, the development of the two practical scenarios is carried out, which are 
indicated in a brief guide, where all the parameters and configurations that these 
scenarios must carry are given, the first scenario is carried out with the GNS3 
simulator, for the second On the stage, the PAcket Tracer simulator is used since it is 
easier and is part of the CISCO brand. This work is part of a compilation of knowledge 
placed throughout the CISCO CCNP diploma, which is a requirement for the 
undergraduate degree option in electronic engineering 




















Para un ingeniero es de vital importancia el correcto manejo de los sistemas de redes 
de comunicación, hoy en día la industria demanda mucho de rápido y robustos 
sistemas de comunicación a internet y entre sistemas. Por ello en este trabajo del 
diplomado de CCNP de CICSO se tomará todo lo aprendido durante este tiempo, en 
base a esto se realizarán las configuraciones con protocolo OSPF el cual se 
caracteriza por trabajar sin clases, usa concepto de áreas para realizar la 
escalabilidad, cuenta con la versión 2 y 3 que funcionan con IPV4 e IPV6, usa el 
algoritmo SPF para buscar la mejor ruta, propaga rápidamente los cambios que se 
realizan en la red, trabaja bien en redes pequeñas y grandes; por otro lado el protocolo 
EIGRP a diferencia del protocolo OSPF trabaja en base a la métrica que hay entre 
cada router, usando la tecnología de vector de distancia. antes de esta tecnología 
existía el protocolo IGRP, el cual mejor su versión y paso a ser EIGRP. Las 
configuraciones se realizarán en GNS3 y Packet Tracer, aquí se tocarán los temas de 
protocolos de enrutamiento OSPF, EIGRP 10, interfaces, VLANs, BGP, VTP y DTP, 
los cuales se irán desarrollando, escribiendo en texto los comandos introducidos junto 
a pantallazos de resultados. 
El primero escenario consiste en una red de cinco router, donde los tres primeros se 
configuran según el protocolo OSPF y los dos restantes con el protocolo EIGRP según 
seis instrucciones dadas para el correcto funcionamiento de los equipos, la topología 
de esta red está dada en serie. 
El segundo y último escenario que se realizará consta de una topología de red de una 
empresa la cual está dada en una estructura Core, aquí se configuraran cada uno de 
los equipos según las especificaciones de direccionamiento IP, etherchannels, VLANs 
















De acuerdo con la siguiente imagen realizamos  
 
Figura 1 Escenario 1 
 
 





1.Aplique las configuraciones iniciales y los protocolos de enrutamiento para los 
routers R1, R2, R3, R4 y R5 según el diagrama. No asigne passwords en los routers. 
Configurar las interfaces con las direcciones que se muestran en la topología de red. 
Configuración de interfaces seriales y verificación de conectividad 
Host:R1 
R1#conf term 
R1(config)#no ip domain-lookup 
R1(config)#line con 0 
R1(config-line)#logging synchronous 
R1(config-line)#exec-timeout 0 0 
R1(config-line)#interface serial1/0 
R1(config-if)#ip address 10.113.12.1 255.255.255.0 







R2(config)#no ip domain-lookup 
R2(config)#line con 0 
R2(config)#interface serial1/0 
R2(config-if)#ip address 10.113.12.2 255.255.255.0 





R2(config-if)#ip address 10.113.13.1 255.255.255.0 






R3(config)#no ip domain-lookup 
R3(config)#line con 0 
R3(config-line)#logging synchronous 
R3(config-line)#exec-timeout 0 0 
R3(config-line)#interface serial1/0 
R3(config-if)#ip address 10.113.12.2 255.255.255.0 







R3(config-if)#ip address 172.19.34.1 255.255.255.0 






R4(config)#no ip domain-lookup 
R4(config)#line con 0 
R4(config-line)#logging synchronous 
R4(config-line)#exec-timeout 0 0 
R4(config-line)#interface serial1/0 
R4(config-if)#ip address 172.19.34.1 255.255.255.0 





R4(config-if)#ip address 172.19.45.1 255.255.255.0 






R5(config)#no ip domain-lookup 
R5(config)#line con 0 
R5(config-line)#logging synchronous 
R5(config-line)#exec-timeout 0 0 
R5(config-line)#interface serial1/0 
R5(config-if)#ip address 172.19.45.1 255.255.255.0 









Figura 3ping de R1 a R2 
 
Figura 4Ping de R2 a R1 y R2 a R3 
 
 
Figura 5 Ping de R3 a R2 y R3 a R4 
 
 









Configuramos protocolos de enrutamiento para cada host en la red, se tendrá en 




R1(config)#router ospf 1 
R1(config-router)#router-id 1.1.1.1 






R2(config)#router ospf 1 
R2(config-router)#router-id 2.2.2.2 
R2(config-router)#network 10.113.12.0 0.0.0.255 area 5 







R3(config)#router ospf 1 
R3(config-router)#router-id 3.3.3.3 
R3(config-router)#network 10.113.13.0 0.0.0.255 area 5 
R3(config-router)#exit 
R3(config)#router eigrp 15 









R4(config)#router eigrp 15 
R4(config-router)#eigrp router-id 4.4.4.4 
R4(config-router)#network 172.19.34.0 0.0.0.255 






R5(config)#router eigrp 15 
R5(config-router)#eigrp router-id 5.5.5.5 




2.Cree cuatro nuevas interfaces de Loopback en R1 utilizando la asignación de 
direcciones 10.1.0.0/22 y configure esas interfaces para participar en el área 5 de 
OSPF. 
 
Tabla 1 . Direccionamiento Loopback en R1 
 
 
iniciamos con la configuración de las interfaces Loopback en R1, se asigna la 




R1(config-if)#ip address 10.1.100.1 255.255.252.0 
R1(config-if)#exit 
R1(config)#interface Loopback2 
R1(config-if)#ip address 10.1.104.1 255.255.252.0 
R1(config-if)#exit 
R1(config)#interface Loopback3 









Procedemos a configurar las nuevas redes al área 5 en OSPF. 
 
R1#conf term 
R1(config)#router ospf 1 
R1(config-router)#network 10.1.100.0 0.0.3.255 area 5 
R1(config-router)#network 10.1.104.0 0.0.3.255 area 5 
R1(config-router)#network 10.1.108.0 0.0.3.255 area 5 








R1(config-if)#ip ospf network point-to-Point 
R1(config-if)#exit 
R1(config)#interface loopback2 
R1(config-if)#ip ospf network point-to-point 
R1(config-if)#exit 
R1(config)#interface loopback3 
R1(config-if)#ip ospf network point-to-point 
R1(config-if)#exit 
R1(config)#interface loopback4 






3. Cree cuatro nuevas interfaces de Loopback en R5 utilizando la asignación de 
direcciones 172.5.0.0/22 y configure esas interfaces para participar en el Sistema 
Autónomo EIGRP 15.  
 










R5(config-if)#ip address 172.5.0.1 255.255.252.0 
R5(config-if)#exit 
R5(config)#interface Loopback6 
R5(config-if)#ip address 172.5.4.1 255.255.252.0 
R5(config-if)#exit 
R5(config)#interface Loopback7 
R5(config-if)#ip address 172.5.8.2 255.255.252.0 
R5(config-if)#exit 
R5(config)#interface Loopback8 




Para observar cada red indicaremos no auto-summary. 
 
R5#conf term 
R5(config)#router eigrp 15 
R5(config-router)#no auto-summary 
R5(config-router)#network 172.5.0.0 0.0.3.255 
R5(config-router)#network 172.5.4.0 0.0.3.255 
R5(config-router)#network 172.5.8.0 0.0.3.255 




4. Analice la tabla de enrutamiento de R3 y verifique que R3 está aprendiendo las 












5. Configure R3 para redistribuir las rutas EIGRP en OSPF usando el costo de 50000 
y luego redistribuya las rutas OSPF en EIGRP usando un ancho de banda T1 y 20,000 
microsegundos de retardo.  
 
Tomamos el router R3 por ser el router que se encuentra en el límite de comunicación 
de las dos áreas que se han trazado: el área 5 OSFP y el área 15 EIGRP, las cuales 
se pueden ver. Aplicamos los siguientes comandos.  
 
R3#conf term 
R3(config)#router ospf 1 
R3(config-router)#redistribute eigrp 15 metric 50000 subnets 
R3(config-router)#exit 
R3(config)#router eigrp 15 
R3(config-router)#redistribute ospf 1 metric 1544 20000 255 1 1500 
R3(config-router)#exit 
6. Verifique en R1 y R5 que las rutas del sistema autónomo opuesto existen en su 








Figura 9 Tabla de redistribución en R1 
 
 
En la figura 9 podemos ver como se crearon las nuevas redes loopbacks, la letra O 
nos indica que este pertenece al protocolo OSPF y subyacente la letra E2 nos indica 


















Una empresa de comunicaciones presenta una estructura Core acorde a la topología 
de red, en donde el estudiante será el administrador de la red, el cual deberá 
configurar e interconectar entre sí cada uno de los dispositivos que forman parte del 
escenario, acorde con los lineamientos establecidos para el direccionamiento IP, 





Parte 1: Configurar la red de acuerdo con las especificaciones. 
Figura 10 Escenario 2 
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Figura 11 Escenario en Packet Tracer 
 
a. Apagar todas las interfaces en cada switch. 
 











        
 
 
Figura 12 Apagado Swicht 
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Figura 13 Apagado Switch 
 
 





Figura 15 Apagado Switch 
 
 
Figura 16 Todos los equipos apagados 
 
 
En la figura 16 podemos evidenciar que los colores de los triángulos pasaron de 
estar en color verde a estar en color rojo, lo cual evidencia el correcta apagado del 
terminal. 
 
B. Asignar un nombre a cada switch acorde con el escenario establecido. 
Asignamos los nombres según la configuración solicitada usando el comando 




Figura 17 Cambio de nombre Multilayer Switch 0 
 
 





Figura 19 Cambio de nombre switch 2960 0 
 
 






C. Configurar los puertos troncales y Port-channels tal como se muestra en el 
diagrama. 
1) La conexión entre DLS1 y DLS2 será un Etherchannels capa-3 utilizando LACP. 
Para DLS1 se utilizará la dirección IP 10.12.12.1/30 y para DLS2 utilizará 
10.12.12.2/30. 




DLS1(config)#interface port-channel 12  
DLS1(config-if)#no switchport 
DLS1(config-if)#ip address 10.12.12.1 255.255.255.252  
DLS1(config-if)#exit 
DLS1(config)#interface range fa0/11-12  
DLS1(config-if-range)#no switchport 








DLS2(config)#interface port-channel 12  
DLS2(config-if)#no switchport 
DLS2(config-if)#ip address 10.12.12.2 255.255.255.252  
DLS2(config-if)#exit 
DLS2(config)#interface range fa0/11-12  
DLS2(config-if-range)#no switchport 





Figura 21 Configuración DLS1 y DLS2. 
 
 
2) Los Port-channels en las interfaces Fa0/7 y Fa0/8 utilizarán LACP. 
DLS1#en 
DLS1#conf term  
DLS1(config)#int ran fa0/7-8 
DLS1(config-if-range)#switchport trunk encapsulation dot1q  
DLS1(config-if-range)#switchport mode trunk 










    
 
ALS1(config)#int ran fa0/7-8 
Figura 23 Port-channels en las interfaces Fa0/7 y Fa0/8 utilizarán LACP DLS1 
33 
 
ALS1(config-if-range)#switchport mode trunk  










Figura 25 Port-channels en las interfaces Fa0/7 y Fa0/8 utilizarán LACP ALS1 
 
 
DLS2(config)#int ran fa0/7-8 
DLS2(config-if-range)#switchport trunk encapsulation dot1q  
DLS2(config-if-range)#switchport mode trunk 
DLS2(config-if-range)#channel-group 2 mode active  
DLS2(config-if-range)#no shutdown 
 






Figura 27 Port-channels en las interfaces Fa0/7 y Fa0/8 utilizarán LACP DLS2 
 
 
ALS2(config)#int ran fa0/7-8 
ALS2(config-if-range)#switchport trunk encapsulation dot1q  
ALS2(config-if-range)#switchport mode trunk 


















3) Los Port-channels en las interfaces F0/9 y fa0/10 utilizará PAgP. 
A diferencia del modo LCPA, en este modo se encarga de agrupar los puertos pro 
características similares, puede estar en modo auto o desirable. Esta configuración 
funcionara de forma cruzada según la topología elaborada, dejando las conexiones 
laterales con el modo LCPA. 
DLS1(config)#int ran fa0/9-10 
DLS1(config-if-range)# switchport trunk encapsulation dot1q  
DLS1(config-if-range)# switchport mode trunk 
DLS1(config-if-range)#channel-group 4 mode desirable Creating a port-channel 













ALS2(config)#int ran fa0/9-10 
ALS2(config-if-range)# switchport trunk encapsulation dot1q  
ALS2(config-if-range)# switchport mode trunk 
ALS2(config-if-range)#channel-group 4 mode desirable Creating a port-channel 





Figura 32 Port-channels en las interfaces F0/9 y fa0/10 utilizará PAgP. ALS2 
 
 
Figura 33 Port-channels en las interfaces F0/9 y fa0/10 utilizará PAgP. ALS2 
 
 
DLS2(config)#int ran fa0/9-10 
DLS2(config-if-range)# switchport trunk encapsulation dot1q  
DLS2(config-if-range)# switchport mode trunk 
40 
 
DLS2(config-if-range)#channel-group 3 mode desirable Creating a port-channel 














ALS1(config)#int ran fa0/9-10 
ALS1(config-if-range)# switchport trunk encapsulation dot1q  
ALS1(config-if-range)# switchport mode trunk 
ALS1(config-if-range)#channel-group 3 mode desirable Creating a port-channel 















4) Todos los puertos troncales serán asignados a la VLAN 800 como la VLAN nativa. 
La VLAN nativa agrupara en una sola troncal todas las VLAN creadas con el fin ampliar 
su capacidad operativa, esto ayuda a que se propague todo el tráfico de VALN por 
todos los switches. 
DLS1#conf ter 
DLS1(config)#interface Po1 
DLS1(config-if)#switchport trunk native vlan 800  
DLS1(config-if)#exit 
DLS1(config)#interface Po4 




DLS2(config-if)#switchport trunk native vlan 800  
DLS2(config-if)#exit 
DLS2(config-if)#interface Po3 
DLS2(config-if)#switchport trunk native vlan 800  
DLS2(config-if)#exit 
 




ALS1(config-if)#switchport trunk native vlan 800  
ALS1(config-if)#exit 
ALS1(config)#interface Po3 






ALS2(config-if)#switchport trunk native vlan 800  
ALS2(config-if)#interface Po4 
ALS2(config-if)#switchport trunk native vlan 800 
 
 
Figura 39 VLAN 800 como la VLAN nativa ALS2 
 
 
d. Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3 
 
1. Utilizar el nombre de dominio CISCO con la contraseña ccnp321 
 
Configuramos el protocolo VTP para administras las VLANS que se van a crear en el 
siguiente paso. Este protocolo nos ayuda a programar nuevas vlans, permite su 
propagación, eliminación y modificación, podemos centralizar esta operación, la cual 
se le asignará a DSL1. 
DLS1>enable 
DLS1#conf term 
DLS1(config)#vtp domain CISCO  
DLS1(config)#vtp pass ccnp321 






ALS1(config)#vtp domain CISCO  
ALS1(config)#vtp pass ccnp321 




ALS2(config)#vtp domain CISCO  
ALS2(config)#vtp pass ccnp321 
ALS2(config)#vtp version 2 
ALS2(config)# 
 




2. Configurar DLS1 como servidor principal para las VLAN. 
 
Configuramos DSL1 con servidor principal, el cual será el encargado de propagar las 
vlans que se crearan a los que se configuraran en modo cliente. 
DLS1#enable 
DLS1#conf term 




Figura 41 Configurar DLS1 como servidor principal para las VLAN 
 
3. Configurar ALS1 y ALS2 como clientes VTP. 
 
Después de configurar DSL1 como servidor se asignan los clientes, estos solo se 



















e. Configurar en el servidor principal las siguientes VLAN: 
En DSL1 creamos las VLANs según la tabla 3. 
  
Tabla 3 Servidor principal VLAN  
Número de 
VLAN Nombre de VLAN 
Número de 
VLAN Nombre de VLAN 
800 NATIVA 434 PROVEEDORES 
12 ADMON 123 SEGUROS 
234 CLIENTES 10 VENTAS 
11 MULTIMEDIA 34 PERSONAL 
 
DLS1(config)# Vlan 500  
DLS1(config-vlan)#Name NATIVA  
DLS1(config-vlan)#Vlan 12  
DLS1(config-vlan)#Name ADMON  
DLS1(config-vlan)#Vlan 234  
DLS1(config-vlan)#Name CLIENTES  
DLS1(config-vlan)#Vlan 11  
DLS1(config-vlan)#Name MULTIMEDIA  
DLS1(config-vlan)#Vlan 434 
DLS1(config-vlan)#Name PROVEEDORES  
DLS1(config-vlan)#Vlan 123  
DLS1(config-vlan)#Name SEGUROS  
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DLS1(config-vlan)#Vlan 10  
DLS1(config-vlan)#Name VENTAS  
DLS1(config-vlan)#Vlan 34  
DLS1(config-vlan)#Name PERSONAL 
 




f. En DLS1, suspender la VLAN 434.  
 
Debido a problema en versión de software no se puede ejecutar este comando. 
 
g. Configurar DLS2 en modo VTP transparente VTP utilizando VTP versión 2, y 
configurar en DLS2 las mismas VLAN que en DLS1.  
Esta configuración nos permite que DSL2 no en el proceso de VTP, no guarda en su 
base de datos las VLANs recibidas por el servidor (DSL1), pero puede retransmitir a 
los demás switches, puede agregar VLANs localmente. 
DLS2>enable 
DLS2#conf term 







Figura 44 DLS2 en modo VTP transparente VTP 
 
 
h. Suspender VLAN 434 en DLS2.  
 
Debido a problema en versión de software no se puede ejecutar este comando. 
 
i. En DLS2, crear VLAN 567 con el nombre de PRODUCCION. La VLAN de 
PRODUCCION no podrá estar disponible en cualquier otro Switch de la red.  
Creamos la red local virtual 567 la cual se llamará PRODUCCION, por estar en un 
switch en modo transparente no se permitirá que esté disponible en otros switches  
DLS2#enable 
DLS2#conf term 
DLS2(config)#Interface port-channel 2 
DLS2(config-if)#Switchport trunk allowed vlan except 567 
DLS2(config-if)#Exit 
DLS2(config)#Interface port-channel 3 









Figura 45 VLAN 567 con el nombre de PRODUCCION 
 
 





j. Configurar DLS1 como Spanning tree root para las VLAN 1, 12, 434, 500, 1010, 
1111 y 3456 y como raíz secundaria para las VLAN 123 y 234.  
Esta configuración evita los saltos de bucles y la radiación de difusión, crea en laces 
de respaldo en caso de fallas y ayuda en estas configuraciones con varios nodos de 
conexión. Se asignará la raíz para las VLANs nombradas por ser también dispositivo 
s nombradas por ser también dispositivo servidor. 
DLS1#conf t 
DLS1(config)#spanning-tree vlan 1,12,434,500,10,11,34 Command rejected: Bad 
VLAN list 




Figura 47 DLS1 como Spanning tree root 
 
 
k. Configurar DLS2 como Spanning tree root para las VLAN 123 y 234 y como una 
raíz secundaria para las VLAN 12, 434, 500, 1010, 1111 y 3456 
DLS2>enable 
DLS2#conf term 
DLS2(config)#spanning-tree vlan 123,234 root primary 





Figura 48 DLS2 como Spanning tree root para las VLAN 123 y 234 
 
 
l. Configurar todos los puertos como troncales de tal forma que solamente las VLAN 
que se han creado se les permitirá circular a través de éstos puertos.  
 

























m. Configurar las siguientes interfaces como puertos de acceso, asignados a las 
VLAN de la siguiente manera:  
 
después de tener creadas las VLANs, asignamos puertos de acceso para cada una 
de las troncales mencionadas en la tabla 4. 
 







DLS2(config)#interface fastethernet 0/6  
DLS2(config-if)#switchport mode access  
DLS2(config-if)#switchport access vlan 12 
DLS2(config-if)#spanning-tree portfast 
 





ALS2(config)#interface fastethernet 0/6  
ALS2(config-if)#switchport mode access  
Interfaz DLS1 DLS2 ALS1 ALS2 
fa0/6 3456 12, 1010 123, 1010 234 
Fa0/15 1111 1111 1111 1111 
Fa0/16-18  567   
56 
 
ALS2(config-if)#switchport access vlan 123  
ALS2(config-if)#switchport access vlan 234 
ALS2(config-if)#spanning-tree portfast 
 




DLS1(config)#interface fastethernet 0/6 
DLS1(config-if)#switchport mode access 
DLS1(config-if)#switchport access vlan 345 










ALS1(config)#interface fastethernet 0/6 
ALS1(config-if)#switchport mode access 








Parte 2: conectividad de red de prueba y las opciones configuradas.  
 
 
a. Verificar la existencia de las VLAN correctas en todos los switches y la asignación 
de puertos troncales y de acceso  
  
 
Figura 56 puertos de acceso asignados a las VLAN ALS1 
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Figura 57 existencia de las VLAN correctas en todos los switches y la asignación de 




Figura 58 existencia de las VLAN correctas en todos los switches y la asignación de 






Figura 59 existencia de las VLAN correctas en todos los switches y la asignación de 






Figura 60 existencia de las VLAN correctas en todos los switches y la asignación de 




b. Verificar que el EtherChannel entre DLS1 y ALS1 está configurado correctamente  
 












C. Verificar la configuración de Spanning tree entre DLS1 o DLS2 para cada VLAN. 
 






























Las ventajas de tener este tipo de simuladores son de gran ayuda, con ellos se ahorra 
la inversión de comprarlos, se minimizan los daños por manipulación de aprendizaje, 
con los simuladores y estas prácticas se pueden realizar cualquier tipo de 
configuración, donde se puede observar el tráfico de información al igual que en 
equipos reales, a parte que la seguridad es un punto importante donde se salva 
guarda la integridad del personal por la parte eléctrica y equipos.  
Con esta práctica se comprendió como se implementan redes con protocolos OSPF, 
direccionamiento IP, etherchannels, VLANs y demás aspectos que forman parte de 
los dos escenarios propuestos en las prácticas, configuración de puertos troncales y 
Port-channels, la utilización de VTP versión 3, comandos para observar el correcto 
conexionamiento y direccionamiento de los equipos. 
Después de realizar la práctica del escenario 1 evidenciamos que el protocolo EIGRP 
converge rápidamente en redes que carecen de bucles (abiertas), su dualidad permite 
que se redistribuya la computación de routing en diferentes routers, dentro de sus 
características más importante esta que las actualizaciones son parciales y no 
periódicas lo cual no satura la información enviada; la utilización en este escenario de 
dos protocolos que se integran a través de la adyacencia dada en el router R3 así 
logrando comunicación desde R1 hasta R5 de una forma segura. Los usos de las 
tablas de enrutamiento son de gran ayuda, por medio de ella se logró observar el 
tráfico y por último se evidencia lo fácil y rápido que es configurar routers con este 
tipo de protocolos. 
A diferencia del escenario 1, el escenario 2 por medio de las configuraciones 
realizadas entre cada uno de los routers se resalta el uso de las configuraciones VTP 
en sus versiones 2 y 3 las cuales permitieron crear, modificar y eliminar VLAN 
dependiendo si era cliente, servidor o modo transparente, lo cual simplifica el trabajo 
para estas configuraciones, este tipo de configuraciones como es la Spanning tree 
root brinda enlaces de respaldo en la red, lo cual fortalece significativamente la 
respuesta rápida a falla o a cambios ya que existen varios nodos que versatilita las 
rutas de comunicación, como se por ejemplo con el DSL2 donde se usó con esta 
configuración para ciertas VLANs y siendo a su vez VTP transparente, aquí 
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