An empirical study was performed (ongoing) to compare the efficiencies of various, until now untried, computational optimisation techniques for optimising microstrip antennas. The goal was to produce a dual-band probe fed antenna with bands centered at 3.5 and 4 GHz, each with a -10 dB, or less, return loss bandwidth of 100 MHz. Exisiting theory and studies at The University of York showed that optimising for directivity and polarisation was not necessary, thus making the problem considerably simpler. Results so far indicate that steady-state genetic algorithms are the most efficient optimisation techniques.
Introduction
Microstrip antennas are becoming increasingly used in personal mobile communications devices such as mobile phones and personal digital assistants. The main reasons for this are their low profile and low cost. Modern mobile communications systems typically require that not only should the antennas be electrically small but also that they should be able to operate in several different frequency bands that are not necessarily harmonically related. There are several well documented conventional techniques for compacting, broadbanding and multi-banding microstrip antennas .
As well as conventional methods, techniques inspired by biological and physical processes have also been used to design antennas and solve other electromagnetic problems.
Microstrip Antenna Optimisation
An antenna's performance at a particular frequency depends upon its geometry. The process of antenna design is to find a geometry, within various given constraints, that meets the required specification. In other words, conventional antenna design is basically a search for an acceptable solution from amoungst the invariably huge collective range of geometry variables. As such, search techniques, quite different from conventional antenna design, can be used to find geometries that deliver desirable performance.
Grid:
Bit String:
1101011010100111 Figure 1 : 4 x 4 grid and its corresponding string.
The Boolean grid, as seen in Fig.1 , forms the top surface of a probe fed microstrip antenna. The corresponding bit string is how an optimisation algorithm would represent the grid. A '1' indicates that the particular cell should be metalised and a '0' that it should not. Meandered current paths and parasitic patches are some of the structures that result in one or more of the following beneficial features of microstrip antennas: electrically small size, broad-band and multi-band operation. The Boolean grid representation should enable various optimisation algorithms to generate structures that result in these desirable characteristics.
Computational Optimisation Techniques
Computational optimisation techniques typically aim to either maximise or minimise a real valued function. This can be xpressed formally:
where:
The goal (maximisation) is to find x 0 such that:
The function f is known as the fitness function. The 'surface' of the fitness function is referred to as the fitness landscape. It can be thought of as having 'peaks' that correspond to high fitness function values and 'valleys' that correspond to low values. The set X of all possible input argument vectors x is known as the search space.
In the case of maximisation, the goal is to reach the global maximun of the fitness function (i.e. the highest 'peak' in the fitness landscape) or a local maximum that meets the required specification. In minimisation the opposite is true, i.e., the global minimum or a sufficiently low local minima is the goal.
When optimising antennas, an antenna's geometry variables form the vector x. In this study, for the Genetic Algorithm (GA) based systems, x constitutes the Boolean bit string as in Fig.1 . For the Genetic Programming (GP) and Cartesian Genetic Programming (CGP) [1] based systems, x constitutes a collection of instructions, see below.
The fitness function (f ) for a particular input geometry (individual) is then numerically evaluated using a suitable electomagnetic solver program. When a certain pre-determined number of individuals (the population) have been evaluated, the optimisation algorithm then makes a new population of individuals from the previous ones and the process is repeated.
The most widely used and documented optimisation techniques are briefly discussd below.
Gradient methods and Particle Swarm Optimisation (PSO) require continuous input variables and so are not suitable for optimising problems with Boolean variables.
Simulated Annealing (SA) emulates the annealing of metals, in which they are allowed to cool down slowly resulting in a well ordered crystalline structure which gives strength to the metal. Previous work [2] has found that in order for SA to work efficiently, its control parameters need to be optimised first, which has proven to be time inefficent when compared to other techniques such as GAs.
Genetic Algorithms emulate biological evolution. An initial population is either created randomly or from a particular individual. At each iteration of the GA, the fitnesses of all the members of the population are evaluated and a new generation is created from the current one. Fitter individuals are more likely to pass on their characteristics to the next generation. GAs generally fall into one of two categories: steady-state and generational. In generational GAs, a large proportion (if not all) of the individuals in each new generation is completely new. Not many individuals survive from one generation to the next unchanged. For steady-state GAs, the opposite is true. Genetic Programming uses essentially the same concept as GAs. The main difference, however, is that sequences of instructions are used to code for objects rather than direct variables. The instructions are typically arranged in a list or a tree.
Cartesian Genetic Programming [1] is the same as GP except that the instructions are arranged in a graph, with each vertex having an instruction in it. Another important feature of many optimisation techniques is redundancy. In GP and CGP this refers to the fact that instructions can be either active or inactive. Inactive instructions are ignored when reading an objects' instructions. In a GP list representation, as shown in Fig.2 , each instruction has a boolean variable associated with it which can be explicitly switched on and off by the algorithm.
In CGP, a particular graph can have more than one start and end vertex, resulting in different active paths through the graph. However, in the simplest implementation of CGP, each graph only has one start and end vertex, resulting in only one active path through the graph, see Fig.3 . The graphs must also be directed and acyclic.
This means that implicitly there is redundancy in CGP. In Fig.3 , the active instruction sequence is 5-3-2. Instructions 1, 4 and 6 are inactive because they are not in the active instruction sequence path.
Active and inactive instructions can be altered by the optimisation algorithm. At a later point in time, previously altered inactive instructions can be re-activated. This can result in a far greater movement in the search space than if all the instructions were active all of the time.
Redundancy is beneficial beacuse, in the case of minisation, it effectively enables the solution to 'jump' out of local minima and thus avoid the algorithm becoming stagnated.
Microstrip Antenna Size, Bandwith, Directivity and Depolarisation
In general, the smaller an antenna is the lower the directivity is. Using a result from [3] and confirmed by simulation, an expression for the half power beamwidth (HPBW) as a function of the largest dimension (D) of the radiating patch of a microstrip antenna was obtained (λ 0 = free space wavelength):
Eq. 1 assumes that the antenna has a single main lobe that is approximately rotationally symmetrical. If the maximum dimension of the Boolean grid is kept between λ 0 \2 and λ 0 \5 then sufficiently omni-directional performance for mobile communications applications is guaranteed and fractional bandwidths of up to at least 5 % are possible.
Simulations have confirmed that in a resonant environment (e.g. city) where there are many metal objects of varying size and orientation, the cross-polar component of a linearly polarised plane wave will always be sufficiently large to be able to be received by a typical contemporary mobile communications reciever (∼ -100 dBm sensitivity).
As a result of these findings, it is only necessary to optimise for bandwidth. The fitness function used by all of the optimisation techniques in the study was:
where
In Eq. 2, N f is the number of frequencies and in Eq. 3, ρ is the voltage reflection coefficient. The best possible fitness is 1 and the worst is 0. The results (so far) presented here are from 10 independent runs of each system. Each run involved 1000 antenna evaluations. The antennas were evaluated using a finite difference time domian (FDTD) code. Each evaluation took approximately 20 minutes. At the time of publication, a CGP based system has not yet been run. Two slightly different sets of instructions, see table 1, were tried for the first GP system. The second set was considerably better and so was used for the other optimisation techniques.
Results
As can be seen from table 1, the steady-state GA had the highest average fitness. However, most of the techniques produced one or more antennas with a fitness of 0.95 or higher. Several of these antennas were built and measured, see Figs. 4 & 5, and in all cases their measured and simulated S11 were in close agreement.
Conclusion
There is a significantly limited number of conventional techniques for designing electrically small, multiresonant patch antennas. It is highly probable that many more acceptable solutions exist than conventional techniques alone can yield. It has been shown that computational optimisation techniques potentially offer efficient methods of achieving such solutions. 
