Abstract. The purpose of this paper is to analyse the error of the nite element method applied to the pressure equation arising in reservoir simulation. We study self-adjoint second order elliptic equations with discontinuous coe cients and of arbitrarily small (but uniformly positive) ellipticity. Under proper conditions on the permeability functions and the source term, we prove error estimates that are independent of the lower bound of the materiel coe cients. These results are based on an extensive regularity analysis of the interface problems of concern. More precisely, we show that the solution of our model problem is piecewise smooth, and that the associated Sobolev norms are bounded independently of . Finally, the error analysis is illustrated by numerical experiments.
1. Introduction. Consider the following prototypical elliptic boundary value problem r (Kru) = f in IR 2 ; u = 0 on @ ; (1.1) where K is a given uniformly positive and bounded function de ned on . Let u h denote an approximation of u computed by the nite element method. Given proper conditions on the nite element space V h , it is well-known that ku ? u h k H 1 ( ) p (1.2) where c is a constant only depending on the solution domain (the constant appearing in Poincar e's inequality), see for instance 4]. Hence, u h will be a good approximation of u provided that K has small variation and that the nite element space V h is su ciently large. In this paper we will consider elliptic problems of the form (1.1) arising in reservoir simulation. For these type of models, K typically has large jump discontinuities and varies from 1 10 ?6 ? 10 2 . Hence, in such cases inequality (1.2) indicates that some sort of problem may arise for the e cient, and accurate, numerical solution of (1.1). Consequently, it might be necessary to apply adaptive methods, cf. e.g. 14] and references therein, in order to obtain acceptable results. Typically, mesh re nements are needed close to the discontinuities of K and in regions where K is close to zero. However, under proper conditions on K and on the source term f we will prove an error bound of the form ku ? u h k H 1 ( ) c inf see for instance Ewing 15] or Peaceman 25] . In (2.1) is the mobility tensor representing the viscosity of the uid and the permeability of the reservoir. Source terms, such as injection and production wells located inside , are incorporated in the model (2.1) by the function q.
Throughout the paper we will assume that the domain is a union of two disjoint subdomains 1 , and a common boundary @ . Here, 0 < 1 is a small constant and represents a low-permeable zone in the reservoir. That is, = 1 and we assume that the mobility tensor has the form (x) = (x) for x 2 1 (x) for x 2 ; (2.2) where is a O(1) mobility tensor de ned on . Clearly, by (2.2) is a mobility tensor of order O(1) and O( ) in 1 and , respectively. A solution domain of this type is shown in Figure 2 .1.
In this paper we will assume that g and are constant over the domain . Then, by putting f = q= and p = P ? gD we can rephrase our model problem (2. 1. An example of a solution domain consisting of two subdomains 1 , and a common boundary @ . We assume that the mobility tensor is of order O(1) and O( ) in 1 and , respectively. with a homogeneous Dirichlet boundary condition p = 0 on @ : (2.4) Next, consider the source term f = q= and recall that q represents either injection or production wells located inside . Injecting water into low permeable regions, i.e. zones containing hard rocks, requires a very high pressure. Hence, it is not desirable to position injection wells at such locations. Furthermore, uids tend to ow around low permeable zones, and thus production wells should not be drilled in these regions.
Therefore, from a physical point of view, we nd it reasonable to assume that q = 0 in the area of low permeability. That is, we will assume that fj = 0 (2.5) throughout this paper. Now, the purpose of this paper can roughly be formulated as follows; Let p h be an approximation of the weak solution p of (2.2)-(2.5) computed by the nite element method. Then we want to prove error estimates for p?p h , measured in proper Sobolev norms, that are independent of the lower bound of the mobility . More precisely, there exists a constant c, independent of and the mesh parameter h, such that kp ? p h k H 1 ( ) c inf q h 2V h kp ? q h k H 1 ( ) ; (2.6) and kp ? p h k H 1 ( ) ch:
As we will see below, such estimates are obtainable because f is assumed to satisfy (2.5) .
Normally, problems of the form (2.2)-(2.4) involving discontinuous materiel coecients are referred to as interface problems. Interface problems of this kind have been analysed by several authors, cf. 11, 19, 20, 22, 26, 27] . However, to our knowledge error estimates independent of the lower bound of the mobility have not been established earlier.
Remarks.
1. For the sake of simplicity we will only consider homogeneous Dirichlet boundary conditions, see (2.4) . However, it should be noted that our results are also valid if more general boundary conditions are applied. 3 2. The analysis presented in this paper can be extended to the case of a nite number of subdomains i with order O( i ) mobility. In this case, condition (2.5) must be replaced by the assumption that f is equal to zero in each of these subdomains. 3. It is straight forward to prove similar results in the case of three space dimensions. 3. Weak formulation and discretization. To get a well-posed variational problem of (2.3)-(2.4) we assume that f 2 L 2 ( ) and that the mobility tensor (x) = ( i;j (x)) is a symmetric uniformly positive de nite matrix satisfying i;j 2 L 1 ( ) for i; j = 1; 2; M for all z 2 IR 2 n f0g and x 2 :
Here, m and M are nite constants independent of , and jzj denotes the Euclidean norm of z 2 IR 2 . 4] . Clearly, if is close to zero then the last term in (4.1) becomes very small. That is, the energy norm is very weak for small values of . Thus, a small error measured in the energy norm does not necessarily imply that p h is a good approximation of p. This observation is our main motivation for measuring the error in a norm not depending on , namely in the Sobolev norm k k H 1 ( ) .
Throughout That is, the functions in S 1 and S 1;h are so-called -harmonic and discrete -harmonic functions in , respectively. In particular, if q h 2 S 1;h then by the de nition (4. (4.9) where c is a constant independent of and h. Here p and p h are the solutions of (3.3) and (3.4), respectively.
Proof. First we prove that the error p ? p h on can be bounded by the best approximation error p ? h , measured in the k k 1 -norm, and by the error p ? p h on 1 It is well-known that this property of p is not su cient in order to prove an error estimate of the form (2.7). We need more information about the regularity of p, cf. e.g. Hackbusch 19] . Recall that has a jump discontinuity at the interface @ , cf. the rest of this paper we will simply write kT 1 k whenever we need to refer to the kT 1 k 1 -or the kT 1 k 2 -norm. Here, S 1 is the function space de ned in (4.7).
With this information at hand, we are ready to prove that p (n) converge to p in H 1 0 ( ). Therefore there exists a function q 2 f' 2 H 1 ( 1 ); ' = 0 on @ g such that p (n) j 1 converge to q in the k k 1 -norm. Clearly, Poincar e's inequality implies that p (n) j 1 also converge to q in the Sobolev norm k k H 1 ( 1) . 13 Next and since the solution p of the problem (3.3) is unique we conclude that q = p.
In 24] we analysed several mathematical properties of problems of the form (3.3).
In particular, we proved that the Sobolev norm kpk H 1 ( ) of p is bounded independently of , i.e. Since the boundary @ of is smooth and is assumed to satisfy (3.2) and (5. In this section we will assume that the nite element space V h consists of piecewise linear functions de ned in terms of a mesh T h on . Clearly, quantitative error estimates similar to (2.7) can be proved for other types of nite element spaces as well. However, in this paper we will concentrate on the piecewise linear case.
As mentioned above, for general nite element spaces V h an error estimate of the form (2.7) does not hold, we need two speci c assumptions on V h . A4. We assume that there exist two constants c 18 (k(x)p 0 (x)) 0 = f(x) for 0 < x < 3; p(0) = 0 and p(3) = 1:
Here, k and f are given functions de ned by (f(x); k(x)) = The table shows the numerical results for our 1D test problem studied in Case I, i.e. f (x) = 0 for all x 2 (1; 2). 2 for all x 2 (0; 3); and we observe that p 0 (3=2) ! 1 as ! 0, see Figure 7 .3. Thus, indicating that the error kp ? p h k H 1 ( ) might increase as tend towards zero, which is con rmed by The table shows the numerical results for our 1D test problem studied in Case III.
