Abstract. A loop is said to be automorphic if its inner mappings are automorphisms. For a prime p, denote by A p the class of all 2-generated commutative automorphic loops Q possessing a central subloop Z ∼ = Z p such that Q/Z ∼ = Z p × Z p . Upon describing the free 2-generated nilpotent class two commutative automorphic loop and the free 2-generated nilpotent class two commutative automorphic p-loop F p in the variety of loops whose elements have order dividing p 2 and whose associators have order dividing p, we show that every loop of A p is a quotient of F p by a central subloop of order p 3 . The automorphism group of F p induces an action of GL 2 (p) on the three-dimensional subspaces of Z(
Introduction
A loop is a set Q with a binary operation · and a neutral element 1 ∈ Q such that for every a, b ∈ Q the equations ax = b and ya = b have unique solutions x, y ∈ Q, respectively. The element x satisfying ax = b will be denoted by a\b. See [1] for an introduction to the theory of loops.
Let Q be a loop. For x ∈ Q, the left translation L x : Q → Q is defined by L x (y) = xy, and the right translation R x : Q → Q by R x (y) = yx. The inner mapping group Inn Q of Q is the permutation group L x,y , R x,y , T x ; x, y ∈ Q , where L x,y = L −1 yx L y L x , R x,y = R −1 xy R y R x , and T x = L −1
x R x . Let Aut Q be the automorphism group of Q. Denote by Z(Q), N(Q), N λ (Q) and N µ (Q) the center, nucleus, left nucleus and middle nucleus of Q, respectively. For x, y, z ∈ Q, define the associator (x, y, z) of x, y, z by (xy)z = (x(yz))(x, y, z). The associator subloop A(Q) of Q is the smallest normal subloop H of Q such that Q/H is a group. Thus A(Q) is the smallest normal subloop of Q containing all associators (x, y, z).
A loop Q is nilpotent if the series Q, Q/Z(Q), (Q/Z(Q))/Z(Q/Z(Q)), . . . terminates in 1 in finitely many steps. In particular, Q is of nilpotency class two if Q/Z(Q) = 1 is an abelian group.
A loop Q is said to be an automorphic loop (or A-loop) if Inn Q ≤ Aut Q. Note that a commutative loop is automorphic if and only if L x,y ∈ Aut Q for every x, y ∈ Q. This latter condition can be rewritten as (A) (yx)\(y(x(ab))) = [(yx)\(y(xa))][(yx)\(y(xb))], so a commutative loop is automorphic if and only if it satisfies the identity (A). Groups are certainly automorphic loops, but there are many other examples. The study of automorphic loops began with the paper [2] of Bruck and Paige. Among other results and constructions, they showed that automorphic loops are powerassociative (that is, every element generates a group) and satisfy the antiautomorphic inverse property (xy) −1 = y −1 x −1 . The implicit goal of [2] was to show that diassociative (that is, every two elements generate a group) automorphic loops are Moufang. This was eventually proved by Osborn [8] in the commutative case, and by Kinyon, Kunen and Phillips [7] in general.
Foundational results in the theory of commutative automorphic loops were obtained by Jedlička, Kinyon and Vojtěchovský in [4] , for instance the Odd Order Theorem, the Cauchy Theorem, and the Lagrange Theorem. In the companion paper [5] , the same authors noted that commutative automorphic loops of order p, 2p, 4p, p 2 , 2p 2 and 4p 2 are abelian groups for every odd prime p, and they also constructed examples of nonassociative commutative automorphic loops of order p 3 . For a prime p, denote by A p the class of all 2-generated commutative automorphic loops Q possessing a central subloop Z ∼ = Z p such that Q/Z ∼ = Z p × Z p . In this paper we classify the loops of A p (cf. Theorem 6.1), and also commutative automorphic loops of order p 3 (cf. Theorem 6.3) up to isomorphism. It turns out that all loops of Theorem 6.3 were constructed already in [5] , but the authors of [5] did not know whether their list was complete, and whether the constructed loops were pairwise nonisomorphic.
The classification of commutative automorphic loops of order p 3 is made possible by the fact that, when p is odd, commutative automorphic p-loops are nilpotent, cf. [6] . There is a unique commutative automorphic loop of order 8 that is not nilpotent, as can be seen quickly with a finite model builder (see [5, Section 3] for details and for a near-complete human classification of commutative automorphic loops of order 8).
In Section 2 we construct the free nilpotent class two commutative automorphic loop F on two generators. In Section 2 we find a normal subloop K p of F so that F p = F/K p is the free nilpotent class two commutative automorphic p-loop on two generators in the variety of loops whose elements have order dividing p 2 and whose associators have order dividing p.
In Section 4 we show that every loop of A p is a quotient of F p by a central subloop of order p 3 , and we show that Aut F p induces an action of GL 2 (p) on Z(F p ) ∼ = (Z p ) 4 . Moreover, by Theorem 4.2, the orbits of this action on the Grassmanian of the threedimensional subspaces of Z(F p ) correspond to the isomorphism classes of loops from A p . The orbits are described in detail in Section 5 (cf. Propositions 5.3 and 5.4), yielding the main results in Section 6.
2. The free 2-generated commutative automorphic loop of nilpotency class two
where θ : L×L → Z is a (loop) cocycle, that is, a mapping satisfying θ(x, 1) = θ(1, x) = 1 for every x ∈ L. Straightforward calculation with (2.1) shows that the associator in Q(Z, L, θ) is obtained by the formula
Lemma 2.1. Let Q be a commutative loop of nilpotency class two. Then: 
Proof. (i) The first equality is from Lemma 2.
(ii) We have
by (i) and Lemma 2.1(ii). Using this fact and Lemma 2.1(ii) again, we get (
ijk . (iv) Using parts (i), (ii) and (iii), we have 2 )(x
The loop F is the central extension of the free abelian group z 1 , z 2 by the free abelian group with free generators x 1 , x 2 via the cocycle
Finally, the associator in F is given by
Proof. Consider the mapping θ :
It follows that Z( F ) ≥ {(0, 0, a 3 , a 4 ); a i ∈ Z} and F is a commutative loop of nilpotency class at most two.
Hence Z( F ) = {(0, 0, a 3 , a 4 ); a i ∈ Z}. Another routine calculation gives the identity (ab, c, d) = (a, c, d)(b, c, d) in F , so, by Lemma 2.1(iii), F is an automorphic loop. With e 1 = (1, 0, 0, 0), e 2 = (0, 1, 0, 0), e 3 = (0, 0, 1, 0), e 4 = (0, 0, 0, 1), note that (e 1 , e 1 , e 2 ) = e 3 , (e 1 , e 2 , e 2 ) = e 4 , and e (a 1 , a 2 , a 3 , a 4 ) . (a 1 , a 2 , a 3 , a 4 ). This means that : F → F is in fact an isomorphism, and that every element of F can be written uniquely as x
Proof. Let c ∈ F and z ∈ Z(F ). Since (cz) 
is divisible by p, it follows that K p is the smallest normal subloop containing S = {(p 2 c 1 , p 2 c 2 , pc 3 , pc 4 ); c i ∈ Z}. We claim that S = K p . A short calculation with (2.3) shows that S is closed under multiplication and division. Recall that (ab)\(a(bc)) = c(a, b, c) −1 . Hence to prove that S is a normal subloop it suffices to show that (a, b, c) ∈ S for every a, b ∈ F and c ∈ S. By (2.5), the associator ((a 1 , a 2 , a 3 , a 4 
, which is an element of S.
As in [5] , for integers 0 ≤ a, b < p, define the modular overflow indicator by
Lemma 3.2. F p is isomorphic to the loop defined on (Z p )
6 with multiplication a 2 , a 3 , a 4 )(b 1 , b 2 , b 3 , b 4 ) = (a 1 +b 1 , a 2 +b 2 , a 3 +b 3 −a 1 b 1 (a 2 +b 2 ), a 4 +b 4 +a 2 b 2 (a 1 +b 1 ) ).
For n ∈ Z p 2 , write n = n ′ + pn ′′ , where 0 ≤ n ′ , n ′′ < p. Then the addition in Z p 2 can be expressed on
. If we split a 1 , a 2 , b 1 , b 2 in this way in the above multiplication formula, we obtain the multiplication formula
6 , since we can calculate modulo p in the last two coordinates. We clearly have 0 
Arguing similarly to the proof of Theorem 2.3, we see that F p is the free nilpotent class two p-loop on two generators in the variety of commutative automorphic loops satisfying the identities a p 2 = 1 and (a, b, c) p = 1. The following symbols will be useful in expressing powers of elements in F p . For 0 ≤ a < p and k ≥ 1 let
In particular, [1, a] 
We now show why the case p = 3 must be treated separately. 
In particular,
Proof. The general formula follows by a simple induction on k, using the multiplication of Lemma 3.2. Suppose that k = p. For 0 ≤ a < p we have
Since (a, i) p = 1 if and only if a + i ≥ p, we conclude that [p, a] p = a. Finally, let
If p > 3, we obviously have t p ≡ 0 (mod p). Also, t 2 = 1 + 1 2 = 2 ≡ 0 (mod 2) and 
for every (a 1 , a 2 , a 3 , a 4 , a 5 , a 6 ) ∈ F p .
Proof. We have x p = (0, 0, 1, 0, 0, 0), y p = (0, 0, 0, 1, 0, 0) by Lemma 3.3. A quick calculation yields (xx)y = (2, 1, (1, 1) p , 0, 0, 0), x(xy) = (2, 1, (1, 1) p , 0, −1, 0) , so (x, x, y) = (0, 0, 0, 0, 1, 0). The equality (x, y, y) = (0, 0, 0, 0, 0, 1) follows by a similar argument. The structure of Z(F p ) and A(F p ) is now clear.
For
, y) and (xz, yz ′ , yz ′ ) = (x, y, y), Lemma 3.4 implies Z(F p ) ≤ H. But then also x, y ∈ H and H = F p .
The induced action
where x, y are the free generators (3.1) of F p . Moreover, if λ ∈ Aut F p then there are ρ ∈ GL 2 (p) and σ ∈ Aut F p such that λ = ρσ and σ(z) = z for every z ∈ Z(F p ).
Proof. Let ρ ∈ GL 2 (p). Since x, y are free generators of F p , the formula (4.1) correctly defines ρ as an endomorphism of F p . We claim that ρ is an automorphism of F p . Indeed, by Lemma 3.3 we have
Thus xz, yz ′ ∈ ρ(x), ρ(y) for some z, z ′ ∈ Z(F p ), and ρ is onto F p by Lemma 3.5. Now let λ ∈ Aut F p , where λ(x) = x α 1 y α 2 z x , λ(y) = x β 1 y β 2 z y for some 0 ≤ α 1 , α 2 , β 1 , β 2 < p and z x , z y ∈ Z(F p ). Then λ induces an automorphism of
belongs to GL 2 (p), and we can consider the induced automorphism ρ ∈ Aut F p .
Let
Recall that A p is the class of all 2-generated commutative automorphic loops Q possessing a central subloop Proof. (i) Let a, b ∈ Q be such that a, b = Q. Since Q is 2-generated and of nilpotency class at most two, there is an epimorphism ψ : F → Q such that ψ(x 1 ) = a, ψ(x 2 ) = b, using the notation of Theorem 2.3. We have c p 2 = 1 for every c ∈ Q (else Q is cyclic), and c p = 1 for every c ∈ A(Q) (because Q/Z is a group and so A(Q) ≤ Z ∼ = Z p ). We have just shown that ψ(c) = 1 for every generator c of K p , and thus K p ≤ ker(ψ). Let ϕ : F p → Q be the epimorphism induced by ψ, that is, ϕ(cK p ) = ψ(c).
Suppose, for a contradiction, that ker ϕ is not contained in Z(F p ). Then there is x i y j z ∈ ker ϕ \ Z(F p ) for some 0 ≤ i, j < p and z ∈ Z(F p ), where we can assume without loss of generality that i > 0. Let H = x i y j z, y . Then
(ii) Suppose that κ : Q 1 → Q 2 is an isomorphism and consider the diagram (4.2), where
Since ϕ 2 is onto Q 2 , there are x ′ , y ′ ∈ F p such that ϕ 2 (x ′ ) = κϕ 1 (x) and ϕ 2 (y ′ ) = κϕ 1 (y). As F p has free generators x, y, an endomorphism λ : F p → F p is determined by the values λ(x) = x ′ , λ(y) = y ′ , and we have
Let µ be the restriction of λ to N 1 . Then for n ∈ N 1 we have ϕ 2 λ(n) = κϕ 1 (n) = κ(1) = 1. Thus µ(n) = λ(n) ∈ ker(ϕ 2 ) = N 2 , and µ is a monomorphism N 1 → N 2 . Since |F p /N i | = |Q i |, Q 1 ∼ = Q 2 , and F p is finite, it follows that |N 1 | = |N 2 | and µ : N 1 → N 2 is an isomorphism. By Lemma 4.1, we can write λ = ρσ for some ρ ∈ GL 2 (p) and σ ∈ Aut F p such that σ(z) = z for every z ∈ Z(F p ). Since
Conversely, suppose there is ρ ∈ GL 2 (p) such that ρ(N 1 ) = N 2 . Define κ : Q 1 → Q 2 by κ(ϕ 1 (u)) = ϕ 2 ρ(u). This correctly defines κ because ϕ 1 is onto Q 1 , and if ϕ 1 (u) = ϕ 1 (v) then uN 1 = vN 1 , ρ(u)N 2 = ρ(v)N 2 , and ϕ 2 ρ(u) = ϕ 2 ρ(v). Moreover, κ is a homomorphism (since ϕ 1 , ϕ 2 , ρ are homomorphisms), it is onto Q 2 (since ρ, ϕ 2 are onto), and it is one-to-one (since κ(ϕ 1 (u)) = 1 implies
Note that | ker ϕ| = |F p |/|Q| = p 6 /p 3 = p 3 in Theorem 4.2.
The orbits
By Theorem 4.2, in order to classify the loops of A p up to isomorphism, it suffices to describe the orbits of the action of GL 2 (p) from Lemma 4.1 on 3-dimensional subspaces of Z(F p ) ∼ = (Z p ) 4 . From now on, we will write Z(F p ) = x p ⊕ y p ⊕ (x, x, y) ⊕ (x, y, y) additively, and we will not distinguish between ρ ∈ GL 2 (p) and the induced automorphism ρ of F p . Moreover, we will write ρ(x, x, y) instead of the formally correct ρ((x, x, y)).
For the rest of this section, let G = GL 2 (p), V = x p ⊕ y p , and W = (x, x, y) ⊕ (x, y, y) . = (x, x, y) α 1 (α 1 β 2 −α 2 β 1 ) (x, x, y)
by Lemma 2.2(iv), and so ρ(x, x, y) = α 1 det ρ (x, x, y) + α 2 det ρ (x, y, y) in the additive notation of Z(F p ). Similarly for ρ(x, y, y). (ii) If V ⊆ N then N ∈ G( x p , v 2 + w 2 , w 3 ) for some v 2 ∈ V and w 2 , w 3 ∈ W .
