The present paper considers the H ∞ observers design for linear parameter varying (LPV) singular systems by introducing a new observer structure named generalized dynamic observer (GDO), which is more general that the proportional observer (PO) and the proportional-integral observer (PIO). The objective is to design a GDO such that the resulting error dynamics is stable and a given level of disturbance attenuation is assured. The stability conditions for the existence of this H ∞ GDO are given in terms of a set of linear matrix inequalities (LMIs). A numerical example is given to show the present approach.
INTRODUCTION
Real physical processes are often described by nonlinear models. Since design a nonlinear observer is difficult, the linear parameter varying (LPV) approach is a way to deal with this problem, because this approach can be used to approximate nonlinear systems. These classes of systems allow to represent the system as an interpolation of simple local models. The main advantage of LPV systems is that they support the application of linear design tools. On the other hand, singular systems also known as descriptor systems or differential-algebraic systems can be considered as a generalization of dynamical systems. The singular system representation is a powerful modeling tool since it can describe processes governed by both, differential equations and algebraic equations. This class of systems was introduced by Luenberger (1977) from a control theory point of view and since, great efforts have been made to investigate singular systems and its applications, see Dai (1989) ; Müller and Hou (1993) ; Hou and Müller (1995) ; Darouach and Boutayeb (1995) ; Müller (2005) ; Darouach (2012) ; Alma and Darouach (2014) . When dealing with robust observer problems, there are two basic criteria. The fist one is the minimization of the norm H 2 , and the second is the minimization of the norm H ∞ of the estimation error performance. In the first case, the H 2 observer limits the variance of the error signal in the presence of exogenous inputs and, in the second case the H ∞ observer limits the maximum covariance of the error signal in the presence of bounded exogenous inputs (Borges and Peres, 2006) . Furthermore, it has been shown that H ∞ observer technique provides not only a guaranteed noise attenuation level but also robustness against unmodeled dynamics (Nagpal and Khargonekar, 1991) . H ∞ observer design for LPV singular systems has been studied in Yue and Han (2004) ; Koenig and Marx (2008) ; Habib et al. (2010) , all these results use the proportional observer (PO). In the estimation by a PO there always exists a static error estimation in presence of disturbances. In order to deal with the disadvantage of the PO, proportional-integral observers (PIO) were introduced with an integral gain of the output error in their structure, this change in the structure achieves steady state accuracy in their estimations. Also a new structure of observers was developed by Goodwin and Middleton (1989) and Marquez (2003) , known as generalized dynamic observer(GDO). This structure presents an alternative of state estimation which can be considered as more general than PO and PIO. In this paper, we study the H ∞ GDO design for LPV singular systems. The main contribution of this paper is the introduction of a new observer structure to achieve robust state estimation for LPV singular systems. The stability conditions are given in terms of a set of linear matrix inequalities (LMIs). A numerical example is given to show our approach.
PRELIMINARIES
In this section we shall present the notations and some basic results which are used in the sequel of the paper. The symbol ( * ) denotes the transpose elements in the
where L 2 [0, ∞) stands for the space of square integrable functions on [0, ∞). The symbol A ⊥ denotes a maximal row rank matrix such that A ⊥ A = 0, by convention A ⊥ = 0 when A is of full row rank. The symbol A + denotes any generalized inverse of the matrix A, satisfying AA + A = A. Lemma 1. (Skelton et al., 1998) Let matrices B, C, D = D T be given, then the following statements are equivalent:
(S1) There exists a matrix X satisfying BX C + (BX C) T + D < 0 (S2) The following statements hold
Suppose that the statement (S2) holds. Let r b and r c be the ranks of B and C, respectively, and (B l , B r ) and (C l , C r ) are any full rank factors of B and C, i.e. B = B l B r , C = C l C r . Then the matrix X in statement (S1) is given by
where Z is an arbitrary matrix and
L is a matrix that must satisfy L 2 < 1 and R is a positive definite matrix that satisfies the following inequality
PROBLEM FORMULATION
Consider the LPV singular system described by
is the vector of j variant parameters. In this paper, the LPV singular systems case is treated, in which the parameters in ρ(t) vary in a complex polytope of τ vertices, where each vertex corresponds to the extreme values of ρ(t) (Rodrigues et al., 2007) . Under this consideration, the structure of the LPV singular system (1) can be written as
(ρ i and ρ i represent the maximum and the minimum value of ρ i , respectively).
In the sequel we assume that
This condition is generally considered to the impulse observability (Darouach and Boutayeb, 1995) . Now, let us consider the following GDO for system (2)
and Q are unknown matrices of appropriate dimensions which must be determined such thatx(t) converges asymptotically to x(t) for w(t) = 0, and for
is a given positive scalar.
For the sake of simplicity the following notation is used
Thus, the observer (4-6) can be rewritten as followṡ
(10) Now, we can give the following lemma. Lemma 2. There exists an observer of the form (8-10)
is Hurwitz when w(t) = 0, and if there exists a matrix T such that the following conditions are satisfied
Proof. Let T ∈ R q0×n be a parameter matrix and define the transformed error ε(t) = ζ(t) − T Ex(t), then its derivative is given bẏ
By using the definition of ε(t), equations (9) and (10) can be written aṡ
Congreso Nacional de Control Automático, AMCA 2015, Cuernavaca, Morelos, México. Now, if conditions (a)-(d) of Lemma 2 are satisfied the following observer error dynamics is obtained from (11) and (12)
where
From equation (13) we have 
where Σ = E C . The necessary and sufficient condition for (16) to have a solution is
since (17) is satisfied solution to (16) is given by [T Q] = Σ + (18) or equivalently
where Σ + is any generalized inverse of Σ, such that it verifies ΣΣ + Σ = Σ. Now, by taking T E from the condition (d) of Lemma 2, and replacing it in condition (a) we obtain
On the other hand, by replacing T E in condition (c) of Lemma 2 we get
Remark 1. From the above results, we can see that the determination of matrices of the GDO (4-6) can be done as follows: Matrix F (ρ) can be deduced as F (ρ) = N (ρ)Q − K(ρ), matrix M (ρ) = S(ρ)Q − Z(ρ), and matrix J(ρ) = T B(ρ). Matrices Q, N (ρ) and S(ρ) can be obtained from (20), (21) and (22) respectively. On the other hand parameter matrices K(ρ), H(ρ), Z(ρ) and L(ρ) can be obtained from the stability of (14).
By using (21-22) and the definitions of F (ρ) and M (ρ), the observer error dynamics (14-15) can be written aṡ
H ∞ generalized observer design
In this section we shall present a method for designing an H ∞ GDO given by (8-10). This design is obtained from the determination of parameter matrix Y(ρ) such that the worst estimation error energy e(t) 2 is minimum for all bounded energy disturbance w(t). This problem is equivalent to the performance index
where γ is a given positive scalar. The solution to this problem is given by the following theorem. Theorem 1. Under Assumption 1, there exists an H ∞ GDO (8-10) such that the error dynamics in (23-24) is stable and the performance index (25) is satisfied, if there exists a matrix X = X T = X 1 X 2 X T 2 X 3 > 0 such that the following LMIs are satisfied
Then, matrix Y i is parameterized as Z is an arbitrary matrix of appropriate dimension, matrix R must be R > 0 and matrix L must satisfy L 2 < 1. Matrices C l , C r , B l and B r are any full rank matrices such that C = C l C r and B = B l B r .
Proof. Consider the following Lyapunov function
where X = X 1 X 2 X T 2 X 3 > 0, then the derivative of (35) along the trajectory of system (14) iṡ
From performance index (25) we get (37) so, a sufficient condition for J < 0 is that
Replacing e(t) from (24) andV (ϕ(t)) from (36), we have that inequality (38) is equivalent to
(39) The sufficient condition to satisfy inequality (39) is to get
negative definite. So, applying the Schur complement to (40) and replacing matrices A(ρ) and B(ρ) from (23) we get 
(41) which can be written as
According to Lemma 1, the inequality (42) is equivalent to
with B ⊥ = 0 I s 0 0 0 I n and
By using the definition of matrices C T ⊥ and D(ρ) and taking into account the definition of (7), the inequality (44) is equivalent to (26), and by using matrices B ⊥ and D(ρ) the inequality (43) is equivalent to (30). From Lemma 1, if conditions (43) and (44) are satisfied, the parameter matrix Y(ρ) is obtained as in (31-34).
ILLUSTRATIVE EXAMPLE
Consider the following singular system
The parameters µ i (ρ(t)) are:
Matrix T can be determined from (19), so T = 1 0 0 0 1 0 0 0 0 . By following Theorem 1 for the H ∞ GDO design matrices L, Z and R have been chosen as:
8 2 9 7 9 3 7 5 9 2 8 5 9 3 8 5 8 3 3 9 9 1 4 8
The election of matrix Z is totally arbitrary, matrix L must satisfy L 2 < 1 and matrix R is positive definite and must provided matrices ϑ i positive definite. Now, by fixing γ = 5.92 and solving inequalities (26) Figure 1 shows the input u(t) and the disturbance w(t). Figure 2 shows the variation of the parameter ρ(t) and the weighting functions of each model. 
CONCLUSION
In this paper an H ∞ GDO design for LPV singular systems with disturbances is treated. The conditions for the existence and stability of the observer are given in terms of a set of LMIs. The obtained observer guarantees the disturbance attenuation in a prescribed level. A numerical example is presented to show the performance of our approach. 
