Abstract-Computation aware scheme for video signal processing is proposed in this paper. Computation power and time is reduced by dynamically scheduling usage of processor resources environment for video sequence depending up complexity of the video. And different video coding algorithm is selected depending upon the nature of the video. Simulation results show the effectiveness of the proposed method.
I. INTRODUCTION
For the past twenty years several video coding standards such as MPEG-1, MPEG-2/4, H.263, H.264 [1] , have been playing a significant role in digital media revolution. The recent advancement in H.264 significantly increases coding efficiency and processor computation power with inclusion of variable block motion estimation and many other coding features [2] , and that is very true for HDVT sequences and there is a need to efficiently process the video. Recently, the computation-aware (CA) concept is getting attention of video processing researchers. In software implementations, processors may have to support video coding of different frame rates, frame sizes, and search ranges. In hardware implementations, even if the frame rate, frame size, and search range have been clearly determined, the computation resource (e.g. operating frequency) may still be adjusted according to the battery power for portable devices.
The ability to enable and disable components, as well as tuning their performance to the workload (e.g., user's requests), is important in achieving energy efficient utilization. In this work, we will present new approaches for lowering energy consumption in both system design and utilization. The Policy presented in this thesis has been experimented using an event driven simulator, which demonstrated the effectiveness in power savings with less impact on performance or reliability [5] .
The fundamental premise for the applicability of power management schemes is that systems, or system components, experience non-uniform workloads during normal operation time. Non-uniform workloads are common in communication networks and in almost any interactive system. Dynamic power management (DPM) techniques achieve energy efficient utilization of systems by selectively placing system components into low-power states when they are idle [6] . As illustrated in figure 1.
The goal of CA BMA[Block Matching Algorithm]s is to find the best block matching results in a computationlimited and computation-variant environment. The authors of [3] are pioneers of CA BMAs. They contributed a novel scheme. But it was intented for software and not feasible in hardware.
Different search patterns have different merits and thus should be combined into one CA BMA [4] . Figure 2 compares FSBMA, TSS, and PDS. Among all frames, FSBMA gives the best quality (motion compensated PSNR). On average, PDS is better than TSS. However, when the camera pans very fast, TSS is better than PDS. The results are quite reasonable. When the motion field is small and regular, MV predictor works well, and the diamond pattern can quickly find a good match. As for TSS, the first step search points are dispersed, making final results tend to be trapped in local minima. On the contrary, when the motion field is large and complex, MV predictors do not work well, and the diamond pattern moves slowly toward the best MVs with a high probability of being trapped in local minima. In this case, TSS first glances the entire search area and has better chances to focus on the vicinity of global minimum. Fig. 2 . Adaptive search strategy of [4] II. VIDEO (1) where N is the total number of frames in either video sequences.
Instead of the MSE, the peak-signal-to-noise ratio (PSNR) in decibel (dB) is more often used as a quality measure in video coding, which is defined as 
It is worth noting that one should compute the MSE between corresponding frames, average the resulting MSE values over all frames, and finally convert the MSE value to PSNR.
A. Predictive Coding
However, the performance is not efficient to compress the fast changing video, so other methods to remove the spatiotemporal redundancy are proposed for video compression. The most famous method is the block matching algorithm, or motion estimation and motion compensation method. The block matching algorithm divides the current frame and the previous frame into several macroblocks, comparing the blocks in the two frames and trying to search for the best matched pairs for each block. The dissimilarity D(s,t) (sometimes referred to as error, distortion, or distance) between two imagesΨ n andΨ n-1 is defined as follows
where M(u,v) is a metric that measure the dissimilarity between the two arguments u and v.
There are several types of matching criteria and two most frequently used is MSE and MAD, which is defined as follows:
Mean square error (MSE):
A study based on experimental works reported that the matching criterion does not significantly affect the search. Hence, the MAD is preferred due to its simplicity in implementation. These two measures (MSE/MAD) gives us a clear idea about the video frame. And MSE/MAD of the previous frame gives more information about the current frame and its complexity. If the current frame of a video sequence is fast moving(complex) then more processor core are allotted to process else only one processor core is assigned
B. Requester Model
A special entity called "requester" that generates workloads including IO requests and computation needs. Request modeling is one essential part of power management because policies predict future workloads based on their requester models. We consider two requester models for designing policies: single requester, multiple requesters. These models are increasingly complex and close to the programs running on realistic interactive systems like a laptop computer. The requester generates requests for the device; mean while, the power manager observes the requests. Based on this observation, the power manager issues commands to change the power states of the device. Some policies explicitly use this model in determining their rules to change power states [7] ; some other policies implicitly assume a single requester [6] .
C. Multiple-requester Model
In complex system, there may be more than one entities that generate requests. For example, in a multiprogramming system, several process may generate requests to the same device. Different processes consume different energy. In particular, a server consumes large energy on both a network card and hard disk.
The request inter arrival times in the active state (the state where one or more requests are in the queue) for all three devices are Poisson distribution in nature. Thus, we can model the user in active state with rate λ and the mean request inter arrival time 1/λ where the probability of the hard disk or the Smart Badge receiving a user request within time interval t follows the Poisson probability distribution shown below. The exponential distribution [13] does not model well arrivals in the idle state. The model we use needs to accurately describe the behavior of long idle times as the largest power savings are possible over the long low-power periods. We first filter out short user request inter arrival times in the idle state in order to focus on the longer idle times.
II. PROPOSED POWER AWARE SYSTEM
A general model for dynamic power management learning agent is shown in figure 5 , the accumulation of experience that guides the behavior (action policy) is 
Power-state Commands
Observer represented by a cost estimator whose parameters are learned as new experiences are presented to the agent. The agent is also equipped with sensors that define how observations about the external process are made. These observations may be if necessary combined with past observations or input to a state estimator, defining an information vector or internal state which represents the agent's belief about the real state of the process The cost estimator then maps these internal states and presented reinforcements to associated costs, which are basically expectations about how good or bad these states are, given the experience obtained so far. Finally, these costs guide the action policy. The built-in knowledge may affect the behavior of the agent either directly, altering the action policy or indirectly, influencing the cost estimator or sensors.
The experience accumulation and action taking process is represented by the following sequence. At a certain instant of time, the agent: 1. Makes an observation and perceives any reinforcement signal provided by the process. 2. Takes an action based on the former experience associated with the current observation and reinforcement.
Makes a new observation and updates its cumulated experience.

A. The Reinforcement Condition of IDPM
The basic assumption of Markov Decision Processes is the Markov condition: any observation made by the agent must be a function only of its last observation from the state transition and action on select the best policy and change the control to the best (plus some random disturbance)
Where t o is the observation at time t, t a is the action taken to 
A. The Complexity of the Algorithm
The sorting method has a low time complexity. Before finding the MFC, all the nodes are processed by sorting. Hence during portioning, the nodes are visited in topological order.
The time complexity of visiting the nodes is O(⎟V⎟ log⎟V⎟) where V is the number of nodes in the given graph. The task of finding each MFC includes calculating the area, sorting the area and labeling nodes. Each floor cone area is calculated by the depth first search (DFS) methodology. Hence, the time complexity of calculating the area is O(⎟V⎟ log⎟V⎟).
In sorting the area, the number of floor cones is no more than the number of nodes V. The time complexity is O(⎟V⎟). When labeling nodes, a node is visited once. The complexity of labeling nodes is O(⎟V⎟). In the MFC-processing, to apply FFD the number of MFC is no more than the number of nodes V. The time complexity is O(⎟V⎟ log⎟V⎟). The minimum-depth partitioning solution selects k-MMG's in each greedy method iteration. Therefore, depth determining takes O(⎟V⎟ 2 log⎟V⎟) time. In conclusion, the total time complexity is bounded by O(⎟V⎟ 2 log⎟V⎟).
V. EXPERIMENTAL RESULTS
All the policies suggested so far [14] have either under prediction or over prediction by which they pay performance or power penalty. Our policy makes sure that server is ON, when there is an event in the Service Requester and Service Queue. Which means that under prediction or over prediction will never occur. Performance penalty will never occur by the proposed scheme. Refer figure 6 for comparison of speed performance of ME implementation in different architectures are presented in Tables I. Columns 2 to 4 respectively show the T exe for the same search range as implemented by general purpose processor (GPP), parallel processing elements without the local memory. 
