Abstract. This paper undertakes a panel investigation of the tied mover hypothesis. Here females in dual career households are more likely to be the trailing spouse. They move at the behest of their partner and in doing so experience a labour market loss. We use the British Household Panel Survey (1991Survey ( to 2000 where this allows us to follow individuals through time and enables us to control for unobserved heterogeneity and sample selectivity. Though there is a penalty for moving for females in terms of employment and earnings this is largely transient.
I. Introduction
Though there exists a massive literature on gender inequality in the labour market few studies acknowledge the role played by differential gender mobility patterns. As far back as the 1970s Madden (1977) noted that, spatial considerations have been largely absent from the gender discrimination literature. In a much more recent review of gender differentials in the labour market there is no mention of geographic as opposed to job mobility (Altonji and Blank, 1999) .
i The lack of attention paid to gender spatial mobility is somewhat surprising given the fact that females are less mobile than males both in terms of longer distance residential moves and in terms of commuting (White, 1986; Gordon, Kumar and Richardson. 1989) .
Female immobility in terms of longer distance moves is reflected in what is
termed the "tied mover hypothesis". Here females in dual career households are more likely to be the trailing spouse. They move at the behest of their partner and in doing so experience a labour market loss. Household migration (alongside child rearing) may then have an important dampening influence on the life cycle wages of married women and represent a rather hitherto underdeveloped source of gender inequality in the labour market. Mincer (1978) in his seminal contribution argued that families maximise total family income. Where the husband's gain outweighs the loss to the wife, the family will move. Since husbands are typically the primary earners, married women are characterised as tied movers, in the sense that they move for the benefit of the family and in doing so bear a loss. Migration whilst optimal for the family is suboptimal for the married female. A sizeable body of research broadly confirms this hypothesis and the deleterious impact on labour market outcomes is evident in terms of labour market participation, hours and weeks worked, income, employment and over-education (Cooke and Bailey 1996; LeClere and McLaughlin 1997; Smits 2001; McGoldrick and Robst 1996; Büechel and Battu 2003; Nivalainen 2004 ).
Gender immobility is also apparent when one examines commuting patterns.
According to Madden and Chiu (1990) 'it is a universal and widespread empirical finding that women commute less than men' both in terms of time and distance. A number of explanations have been posited including the lower wages of women, greater household responsibilities and a relatively even spatial distribution of jobs. In addition, migration may represent for the household a mechanism for reducing commute times and as such commuting and migration may be seen as substitutes (Clark, Huang and Withers, 2003 ).
ii Recent movers should then have the lowest commute times.
iii Though there is a considerable body of literature there still exist a number of unresolved issues. First, are the disruptive effects of female migration just as prevalent in the 1990s given the rise in participation levels and the dominance in most
European countries of the two-earner household with children (Table 1) ? Second, to what extent are any negative effects transitory, and is there evidence that married females do over time recoup any losses? A number of studies find a temporary loss (Spitze 1984; Clark and Withers 2002; LeClere and McLaughlin 1997; Smits 2001 ).
Clark and Withers (2002) using the Panel Study of Income Dynamics find that though
there is a temporary loss in terms of labour force participation there is evidence of a gain if the focus is only on those who were out of the labour force prior to the move.
Third, to what extent do existing studies account for unobserved heterogeneity and sample selection and does correcting for these make a difference in terms of the empirical findings? A small number of studies make advances in this direction. Smits (2001) controls for sample selection bias for the Netherlands and finds that there is a disruption to earnings but only in the short run. Similarly, LeClere and McLaughlin, (1997) using the PSID from 1987 and find that there is a large earnings penalty one year after migration but this loss tapers off. In contrast Cooke and Bailey (1996) using the PUMS US Census data from 1980, correct for sample selection bias and find that family migration raises the probability of employment among married females (by 9%) but has no effect on the probability of working for married males.
This study extends the literature by using panel data methods. In particular we estimate a series of employment, wage, hours and commuting equations for married males and females. Our use of panel data allows us to control for unobserved heterogeneity and the interrupted nature of female labour market participation necessitates controlling for sample selection effects. To account for sample selection and unobserved heterogeneity, the panel sample selection model suggested by Vella and Verbeek (1999) and Nijman and Verbeek (1992) is estimated. In this model the correlation between unobserved components in the wage as well hours and commuting and employment equations controls for traditional sample selection effects and unobserved heterogeneity across all individuals.
The data sources employed in this paper are waves 1 to 10 of the British Household Panel survey (BHPS). Our results indicate that though there is a loss in terms of employment this is temporary and the earnings premium associated with migrating for married females is lower than that for married males. Though little is evident for married males moves for married females are associated with higher commute times; there is no evidence that commutes and moves are substitutes for married females. The rest of the paper has the following structure. Section II describes the data, the definitions used and provides some basic descriptive analysis. Section III discusses the econometric specification and provides a discussion of hypotheses and model estimation. Section IV presents the results. Section V concludes.
Data
The data was drawn from the first ten waves 1991-2000 of the British Household Panel Survey, a longitudinal survey following some 10,000 individuals representative of the British population. The labour market component of the survey has detailed information on individual earnings, hours worked and a whole host of other individual characteristics. In addition, the BHPS contains extensive information on residential status and mobility and why respondents moved. At each date of interview, respondents were asked, "Can I just check, have you yourself lived in this (house/flat) for more than a year, that is before September 1, 199{x}?". Using this information, a mover was defined as an individual who changed address over the last twelve months and whose Local Authority District of residence had also changed since their last interview. In essence, the focus is on long moves where long distance moves are primarily associated with the attraction of employment opportunities in distant labour markets. On the other hand short distance moves are driven largely by attempts to improve housing and may be associated with changes in the composition of the household (birth of a child, divorce etc.) (Buck, 2000) . The BHPS also allows us to identify the main reason for moving through a set of retrospective questions. In particular the BHPS asks whether the reason for a move was job-related and, if so, the respondent is asked to expand:
"Did you move for reasons that were wholly or partly to do with your own job, or employment opportunities?"
This question can be used to get a greater handle on the tied mover hypothesis.
In particular, we constructed two variables to capture whether an individuals partner moved for job reasons both in the last 12 months but between 12 and 24 months ago.
Previous research using this question finds that females in relationships are less mobile than men for own job reasons and more mobile for partner's job reasons.
Males living with a non-employed partner exhibit higher mobility (Gardner, Pierre and Oswald, 2001) .
To estimate the sample selection model specified in the next section requires at least three (consecutive) observations for each individual in the sample. To maximize the use of the available data, an unbalanced panel was constructed from individuals interviewed in three or more consecutive waves. For each individual, only information from one set of consecutive interviews was used. Hence, if data was missing in a given wave, only the information from the longest set of consecutive of interviews was included for that individual.
From this basic sample, we used individuals aged between 18 and 60 who were married or cohabiting, if their marital status was unchanged and they had full information available for the variables used in regression analysis. The retired, selfemployed and those in full-time education were dropped from the sample. The samples used for the wage, hours worked and commuting time equations are a sub-set of those defined to be employed being only those individuals for whom a hourly wage could be derived.
This procedure resulted in repeated observations on 2,454 women, of which 701 were observed in all available ten waves, and 2,103 repeated male observations, with 609 observed in all waves. Tables 2 and 3 report key summary statistics for the samples by gender and mover status. There were 441 (405) residential moves involving a change in Local Authority District for women (men). Around 3% of the sample experienced a move. One third (34%) of male moves were job related whilst only around 14% of female moves were job related.
Model

Employment status
We assume, as is standard, that an individual's decision to work is determined by whether the offered wage is above their reservation wage, where both are influenced by observed and unobserved individual characteristics. This implies a standard reduced form model for employment as a function of all the variables affecting both the reservation and offer wage plus any individual unobserved effect. However, there is extensive evidence to suggest that even after accounting for individual heterogeneity, individuals also exhibit a considerable degree of persistence in their labour market state (Heckman, 1981; Hyslop, 1999) 
Econometric Implementation
The joint estimation of equations (1) - (3) is undertaken using the two-step procedure suggested by Nijman and Verbeek (1992) , and Vella and Verbeek (1999) . In the first step, estimates of the parameters in the employment equation (2) are obtained from a dynamic random effects probit. One problem is that the presence of unobserved heterogeneity i µ in conjunction with lagged employment induces an initial conditions problem, where the initial observation will be correlated with the unobserved random effect and hence maximum likelihood will produce inconsistent estimates. This is addressed using the suggestion of Heckman (1981a) , where a reduced form equation is specified for the initial period, where the error term from this equation is assumed correlated to the unobserved random effects. (3), conditional on the , the vector of employment states of
As the errors are assumed to be drawn from a multivariate normal distribution, the conditional expectations ) | ( Verbeek and Nijman (1992) show that
where is the number of periods an individual is observed ( )), and
σ e are the covariances between the random effects and error terms respectively. It can be shown that the bracketed terms on the right hand side of (6) and (7) are functions of the parameters in the employment equation only.
Hence, as in the standard Heckman case, once estimates of the employment parameters have been obtained, estimates of these correction terms can be obtained via numerical integration. Then equation (5) can be estimated including the two correction terms using OLS, where standard errors are adjusted to allow for the estimated nature of the correction terms. The coefficients provide estimates of αµ σ and η σ e , and therefore the significance of these two coefficients provides a test for the importance of sample selection effects.
In principle, the error assumptions identify all the parameters in the offered wage, hours and commuting equations as the selection terms are non-linear functions of the exogenous variables. However as Vella (1998) notes, the degree of the nonlinearity in the selection terms may be limited given the actual range of values of the regressors. In many static situations the choice of exclusion restrictions can be problematic. Here, however, the exclusion of the lagged employment variable in equation (1) provides a simple and effective method of identifying the regression coefficients in the main equation (3).
Results
Employment
The results for our employment status equation for females and males are given in Tables 4 and 5 . Three sets of estimates are provided in each table. The first set are our benchmark standard probit estimates that exclude employment in the last period and these allow us to evaluate the effects of controlling for unobserved heterogeneity and dynamic employment. Estimates two and three are our random effects probits and they differ only with respect to the inclusion of the variable capturing whether the spouse moved for own employment (moved for spouses job in the last 12 months) and its lag in the third set of estimates. The value of t-statistic is reported alongside each coefficient.
The correlation coefficient ρ is usually interpreted as the proportion of the variance unexplained by the regressors in the random effects probit and accounted for by variation between individuals (Arulampalam et al. 2000) . Here unobserved individual heterogeneity accounts for 58% (47%) of the unexplained variation in the probability of employment for females (males). The associated standard error indicates whether taking account of unobserved heterogeneity in the participation equation is important. Consistent with previous studies, this correlation is significant for all specifications in Tables 4 and 5 ; controlling for unobserved heterogeneity matters in both tables and supports the use of the random effects model.
The key result here is that whilst there is clear penalty for moving for married females in terms of employment, this penalty is transient. In only one case is there a longer-term negative effect and that is when we do not control for unobserved heterogeneity and participation in the last period. On the other hand for married males there is no discernible impact on the probability of working for those that migrate (they experience no gain). There is also little happening with respect to the spouse moved for job variable either for males or females. However, with the inclusion of these variables in the final specification the penalty for females from moving does fall albeit by a small amount.
vi
The other variables behave very much as expected. The probability of working rises with education level, and is negatively associated with the presence of children and non-labor income. Employment also rises with age but at a decreasing rate. State dependence is an important influence on employment. An individual employed last year, controlling for observable and unobservable influences, is more likely to be employed compared to someone who was not in employment last year. This is evident across all three specifications and for both sexes.
Wages
Tables 6 and 7 provide our wage equation estimates for females and males respectively. The dependent variable of the earnings equation is the log of hourly wages. Wages are usual monthly labor earnings divided by usual hours worked with an adjustment factor of 1.5 for overtime hours. Four separate specifications are run with the first being a standard least squares regression. The other three specifications are our sample selection models albeit with different specifications.
In the sample selection models, the coefficients on the two selection terms provide estimates of the covariance between the random effects, αµ σ and the covariance between the random shocks
The results indicate that sample selection is important for men and women. For both samples the estimate of αµ σ is positive and significant (the correlation between individual effects in participation and wage equations is positive), while the estimates of η σ e are negative and significant for both sexes.
viii There is a mobility wage premium for both females and males and this premium is fairly robust after controlling for both observed and unobserved heterogeneity. The largest premium is evident in the second sample selection model (10% for both females and males). This compares with 7.3% and 10.5% for females and males respectively in the least squares model. There is also some evidence here that controls for sample selection raise the premium for females and only with the inclusion of various industrial and occupational dummies does this premium actually fall (the third sample selection model). Nevertheless, the female premium here seems more robust with respect to the inclusion of these dummy variables (the premium is around 5.5% for females and 3.8% for males). In the first three sets of results, the premium is higher for males and this is consistent with the view that there is a relative loss for females in moving. However, in the third sample selection model there is no longer a male premium associated with moving indicating that the earnings of male movers are much more closely aligned to occupation, industry and size of employer (males tend to work in higher paid industries, occupations and larger employers). The coefficients on moving for females also seem to indicate that the wage premium for females increases over time. This perhaps reflects a greater difficulty amongst females in adjusting to the destination labour market and obtaining a better match with higher pay.
Though moving for your spouses employment does reduce earnings for females and raises earnings for males these effects are not significant. However, the lagged version of this variable is negative (moved for spouses job 12-24 months ago) and significant for females. That is whilst females who moved for their husbands employment do not receive a instant penalty in terms of earnings there is some evidence that they do experience a delayed penalty when moving at the behest of their husband. For the other variables the results are in line with expectations. For both married males and females earnings rise with education level. Age (our proxy for work experience) has a positive impact on earnings for both sexes. The square of age has a significant negative coefficient, indicating that rising experience has a nonlinear effect. The effects for both age terms are larger for married males.
Hours
The results with respect to hours of work reveal the following. Though the signs on the coefficients on the various mobility variables are all positive for both males and females, in only one case is there statistical significance for married females and that is in specification three and then only for the lagged moved variable; if a married female moved between 12 and 24 months ago they experienced a rise in working hours. For males there is a positive effect on hours from moving within the last 12 months across four specifications and the gain in hours ranges from 2 to 3%. Thus the results for hours do indicate a growing gender hour's gap post-move. The estimate of αµ σ for males is not statistically significant and this suggests that the sample selection model is poor in terms of controlling for unobserved heterogeneity. This could also stem from the fact that most males are continuously full time employed hence there is little variation. For females there is evidence that sample selection is important since the coefficients practically double on the moves variable (first two sample selection models) and verge on statistical significance.
Commuting time
The results for our commute time regressions are given in Table 10 and 11. One could argue that mobility and commuting time should be negatively related since moving may often be used as an opportunity to reduce commuting burdens. On the other hand it might be the case that after a move longer commutes may be accepted on a temporary basis since they may be reduced by a more local residential move in the near future. This conforms with the view that most households will change jobs first (longer moves) and then change residence.
There is no evidence from our results that there is a tradeoff between migration and commuting times. Indeed, our results indicate that those married females who have had a move experience longer commutes; they are less likely to minimise commuting after a move than are men. This result is in direct contrast to the findings of Clark, Huang and Withers (2003) and suggests, at least indirectly, that moves are made for or are driven by male jobs.
The effects of the other variables are in accordance with the existing literature (Van den Berg and Gorter, 1996; White, 1986; Dasgupta et al 1985; Crane, 1996) .
There is a positive relationship between education level and commute times for both sexes. In line with Van den Berg and Gorter (1996) we find that a rise in the number of children in the household reduces commute times for both sexes though the effect is much larger for females. The greater the number of children, the lower the willingness of women to pay for commuting time. This implies either that the value of leisure is higher for women with children or the pecuniary costs of children rise with hours of work and the number of children. The effects of the number of children in the household is partially counteracted by the two variables encapsulating the number of children less than 3 years old and 3 to 4 years old.
Those who utilise public transport tend to have the highest commuting time.
This is unsurprising given the inefficiency of public transport relative to other forms of transport mode. Passengers have higher commute times and those who work during the day (time) have higher commute times relative to those who have unorthodox work patterns. This accords with the view that increased congestion at these times raises commuting times. The region dummies indicate strong regional effects with most regions having significantly shorter commute times than the omitted category that is the South-East. The estimates of the two covariances in the male sample (Table   11 ) are both insignificant. This suggests that sample selection is not particularly important for males.
Conclusions
This study undertakes a panel investigation of the tied mover hypothesis for the UK for the 1990s. The use of a panel data set mitigates the traditional cross-sectional econometric problems of sample selection and unobserved individual heterogeneity.
Cross-section data does not allow us to disentangle the ueffects of unobserved characteristics on labour market outcomes (i.e. earnings) from idiosyncratic shocks.
We find that despite the rise in female labour force participation there is still support for the tied mover hypothesis during the 1990s in terms of employment, earnings and hours of work. However, and in accordance with the existing literature we find that these negative effects are on the whole transitory. For example, the lower probability of being in employment from moving dissipates over time for married females. In one case, namely commute times we do find some evidence of a longer term effect with moves generating higher commute times for married females. This is in direct contrast to previous findings and does suggest that female commute times play little role when it comes to the spatial moves of females (Clark, Huang and Withers, 2003) .
Where residential location decisions are governed and propelled by the males job location females commute times rise. In most cases we find that controlling for sample selectivity and unobserved heterogeneity matters. * Hourly wage is usual monthly labor earnings divided by usual hours worked with an adjustment factor of 1.5 for overtime hours, commuting time is the time in minutes for the individual to get to work from home, hours are the number of hours normally worked per week. * Hourly wage is usual monthly labor earnings divided by usual hours worked with an adjustment factor of 1.5 for overtime hours, commuting time is the time in minutes for the individual to get to work from home, hours are the number of hours normally worked per week. All regressions included regional and wave dummies. For the dynamic RE probit equations a separate equation adjusts for initial conditions. This equation included, own and spouse education level, own and spouse age, number and age of children, plus regional and wave dummies as regressors. -1932.8 -1703.3 -1703 .3 N 12620 12620 12620 All regressions included regional and wave dummies. For the dynamic RE probit equations a separate equation adjusts for initial conditions. This equation included, own and spouse education level, own and spouse age, number and age of children, plus regional and wave dummies as regressors. t-statistics are robust to autocorrelation and heteroskedasticity. In the sample selection model they are also adjusted for the two-step estimation process. All regressions include a common set of regional and wave dummies. N 11120 11120 11120 11120 t-statistics are robust to autocorrelation and heteroskedasticity. In the sample selection model they are also adjusted for the two-step estimation process. All regressions include a common set of regional and wave dummies. 200 -7.800 -0.201 -7.827 -0.145 -6.255 N 10734 10734 10734 10734 t-statistics are robust to autocorrelation and heteroskedasticity. In the sample selection model they are also adjusted for the two-step estimation process. All regressions include a common set of regional and wave dummies. t-statistics are robust to autocorrelation and heteroskedasticity. In the sample selection model they are also adjusted for the two-step estimation process. All regressions include a common set of regional and wave dummies.. t-statistics are robust to autocorrelation and heteroskedasticity. In the sample selection model they are also adjusted for the two-step estimation process. All regressions include a common set of regional and wave dummies. N 11120 11120 11120 11120 t-statistics are robust to autocorrelation and heteroskedasticity. In the sample selection model they are also adjusted for the two-step estimation process. All regressions include a common set of regional and wave dummies.
ENDNOTES
i A notable exception is a study by Ofek and Merrill (1997) . ii Green (1997) finds a negative relationship between longer commutes and migration for dual earners households.
iii There is small amount of research examining the relationship between commute times and wages. Zax (1991) find evidence that workers with longer than average commutes are compensated for those commutes with higher earnings and Battu and Sloane (2002) find that the impact of differential commuting on the gender wage gap is relatively small. iv In the empirical work, separate equations are estimated by gender. For brevity the specification described below does not explicitly distinguish between the sexes. v The sample selection model controls for labor market participation but not the potential endogeneity of location. However, informal estimates using sub-samples of 'less mobile' individuals, e.g. those with lower education levels, indicate that the results are robust to this limitation. vi We do not include spouse's employment or income in the employment equation since both are likely to be endogenous. vii The sample selection terms are generated using the coefficients from the appropriate dynamic probit estimation results in Tables 4 and 5 . viii The significance of this second selection term provides a form of validation for the model, as formally, the covariance between the two errors must be zero for the fixed effects estimator to be consistent.
