Abstract. This paper deals with the family of Cauchy matrices of a linear differential equation dependent on a step Markov process and an impulse type dynamical system rapidly switched by the above process. Applying the stochastic and deterministic averaging procedures according to the invariant measures of the Markov process one achieves a simpler linear differential equation dependent on simpler dynamical systems such as an ordinary differential equation, a differential equation with the right hand side switched by a merger Markov process or a stochastic Itô differential equation. It is proved that under some hypotheses one may successfully apply these resulting evolution families not only to analyzing the initial family on an arbitrary finite time interval but also to describing a time asymptotic of this family.
The model, assumptions, and notation
The mathematical model we analyze consists of: (SMP) a right continuous Step Markov Process {y ε (t), t ≥ 0} with switching times S := {τ ε k , k ∈ N} given on a discrete metric space Y by a weak infinitesimal operator [2] Q ε v(y) := [9] given as a right continuous m-dimensional vector function {x ε (t), t ≥ 0} satisfying -a differential equation for t / ∈ S,
-a jump condition for t ∈ S,
(MEF) a Markov Evolution Family or a Markov Multiplicative Cocycle [6, 7] given as a two-parameter family of Cauchy matrices {X ε (t, s), t ≥ s ≥ 0} satisfying a linear differential equation in R n :
To achieve the limit MEF for (1)-(3) this paper assumes that:
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, and f j (x, y) and g j (x, y), j = 1, 2, are twice boundedly (on x and y) continuously differentiable on x functions; (v) A(x, y, ε) = A 1 (x, y) + εA 2 (x, y) and matrices A j (x, y), j = 1, 2, are bounded and continuous on x. To simplify the presentation, the following notation and definitions are used:
• µ j are probability measures with disjoint supports Y j defined as the solutions of the equation Q * 1 µ j = 0, where
• P 0 is the projective operator in the kernel of Q 1 :
• Π is an extension of the potential:
where P (t, y, z) is the transition probability of a Markov process [2] corresponding to the infinitesimal operator
• MEF is said to be asymptotically decreasing with probability one if
Limit theorems for IMDS
The problem of asymptotic analysis of dynamical systems with random switching has been discussed in many mathematical and engineering papers. Apparently, A. V. Skorokhod [8] was the first mathematician to have proved that the probabilistic limit theorems may be successfully used for differential equations with right parts dependent on a step Markov process (English edition, [8] ). The approach proposed by A. V. Skorokhod and developed by many authors (see, for example, [1] and references there) makes it possible to apply for asymptotic analysis of IMDS (1)- (3) not only the averaging procedure but also the phase merger procedure [5, 10] and diffusion approximation. Some of the above-mentioned results are written out below. 
converges in probability as ε → 0 to the solution {x(t)} of an averaged equation
with initial conditionx(0) = x for any r > 0, s ≥ 0, and
IfF 1 (x) ≡ 0, then for any x ∈ R m , y ∈ Y, and T > 0 the family
weakly converges as ε → 0 to the diffusion Markov process {x(t), t ∈ [0, T ],x(0) = 0} with weak infinitesimal operator
where
∇ is a vector gradient in R m , D is a Fréchet derivative, and the positive symmetric matrix σ(x) is defined by the equality
with an arbitrary vector z ∈ R m .
Corollary 1. Under the assumptions of Theorem 2, the normalized deviation family
{ζ ε (t), t ∈ [0, T ]} defined by an equality ζ ε (t) := [x ε (s + t) −x(t)]/ √ ε weakly converges as ε → 0 to the solution ζ 0 (t
) of the Itô stochastic equation with drift DF (x(t))ζ 0 (t) and diffusion matrix σ(x(t)) for any x ∈ R
m , y ∈ Y, s ≥ 0, and T > 0.
It should be mentioned that in spite of the fact that the above result has been developed for the analysis of dynamical systems on a finite time interval, one may successfully apply that also to (1)- (2) as t → ∞ [9] . To formulate the asymptotic theorems for MEF (3) we will use a merger MEF defined as the family of Cauchy matrices of the linear differential equation
, and an average MEF defined as the family of Cauchy matrices of the linear differential equation These theorems permit us to simplify the time asymptotic analysis of (3) and to deduce a sufficient condition for exponential decreasing. For that one can use, for example, the well-developed second Lyapunov method for deterministic or Markov multiplicative cocycles (see [7] and references there) or a sufficiently simple method for analyzing the mean square stability [3] . Using the above results one can take advantage of the covariance method proposed in [4] for the asymptotic analysis of linear differential equations with diffusion coefficients.
Bibliography

