Abstract In this paper we examine the check sorting and clearing operation and develop a mathematical model for arriving at optimal decisions on check sorting patterns and clearing routes. Previous research in this area has focused on either the sorting operation or the clearing operation, and hence the main contribution of our research is to develop and solve optimization model that simultaneously represents both these operations. The proposed model was tested using real-life operational data obtained from a Philadelphia-based bank. After optimally solving the model, we recommend possible ways of finding more robust sorting and clearing decisions, and compare the robust decisions to the optimal solution. It should be noted that the sorting and clearing operation is not limited to banking industry alone, but that it is also a backbone of the U.S. Postal Service operation. The output of the proposed research can therefore have wider applicability and implications.
Introduction
Check sorting and clearing operation is a major back-room function in the commercial banking industry. Robertson (2002) estimates that about 49.6 billion checks are processed annually in the U.S. Despite repeated predictions in the decline in the use of checks due to electronic banking, the volume of checks has grown steadily. Given the continuing trends towards consolidation, restructuring, and the ever-increasing pressure of competition in the banking industry, an efficient check processing operation has become a strategic necessity. The model we propose in this paper for optimizing check sorting and clearing operations is specifically targeted to fulfill this need for efficiency.
As checks are received at various bank locations, they are encoded and then transported to a central processing site where they are sorted according to the destination bank/s using high-speed reader/sorter machines. Given the sheer volume of checks to be processed (which can be more than one million checks per day for a medium size regional bank), the checks undergo multiple passes through sorting machines until such a time that all checks are sorted to the finest desired level. The sorted, bundled checks are then cleared through the banking system for collection of funds from the paying banks on whom the checks are drawn. Alternate clearing routes-through Federal Reserve banks, correspondent banks, or direct sends-are available for this purpose. The high volume of checks, the large number of destination banks, the availability of multiple routes with different cost structures, and the limited time windows within which deposited checks must be sorted and sent out for clearing, all combine to make operational planning for check sorting and clearing a very challenging task indeed.
An extensive literature search has indicated that the check sorting and clearing operation has been studied thus far by very few researchers, and that only a handful of research articles have been published on the topic. One of the earliest papers to address the issue of check clearing, by Hess (1975) , studied the design and implementation of a new check clearing system for the Philadelphia Federal Reserve District. In their classical studies of the problem, Markland (1983, 1985) focused on the check clearing operation. The primary concern was to optimally choose clearing routes so as to minimize the transportation and float costs. The issues related to sorting of checks, however, were not dealt with in these studies. Stohr (1977, 1983) , on the other hand, dealt with only the check sorting operation while mostly disregarding the complexities of the check clearing operation.
Thus, prior published research has treated the check clearing and sorting operation as two separate and independent problems: (1) the determination of a sorting pattern for the arriving checks Stohr 1977, 1983) and (2) the choice of transit clearing methods Nauss 1983, 1985) . While this decomposition has been a useful simplification, it overlooks the fact that these problems are closely interrelated. For example, the choice of sorting patterns determines the time at which checks drawn on certain destination bank/s complete their sorting and can be sent out for clearing, while the choice of clearing routes specify the deadlines to be met, ideally, by the sorting operation. Hence, we believe that an approach that simultaneously considers the sorting and clearing decisions within a unified model is needed to identify solutions that improve the efficiency of the overall operation. The research presented in this paper develops such a model and its solution procedures, and conducts an empirical study analyzing the implementation of the model.
The next section describes the check sorting and clearing operation. The proposed optimization model is presented in the third section. The fourth section describes the empirical data and the computational results. The article ends with a summary of the research findings.
Check Sorting and Clearing Operation
The process of sorting and clearing checks is at the heart of the payment system in the US. Having received a large number of deposited checks in several ways, including ATMs, tellers, and night deposits, the bank of deposit must sort the checks and return them to the respective paying banks on which they are drawn. Check-sorting machines are quite expensive and can cost several hundred thousand dollars each. Hence, smaller banks generally choose to not process their own checks, and outsource this function to a larger correspondent bank that owns and operates check processing center. During the day, the checks are bundled up periodically and are sent to a regional check processing center, with the majority of checks being received at the center during the late afternoon through early evening hours. The bundled checks include checks drawn on a variety of paying banks, also called the endpoints. The checks are first sorted using computer-controlled check reader/sorter machines and are then sent for clearing to the paying banks. It should be noted that all banks serve dual roles: as a bank of deposit and as a paying bank. Processing of checks received from other financial institutions by the paying bank is referred to as the inclearing processing. These checks are at the last leg of their journey in the clearing system and as in case of deposited checks, the inclearing checks also undergo a sorting operation prior to their posting as debits to the drawer's account being held at the bank.
The sorting process begins with the machine operator specifying the sorting pattern to be used during a certain time period by the reader/sorter machine (or sorting machine for short). This sorting pattern uniquely specifies the machine pocket to which the checks drawn on each destination bank are sent in the sorting process. Batches of unsorted checks are loaded continually into the sorting machine for subsequent sorting. The sorting machines, operating at enormous speeds that can average around 50,000 checks per hour, read the pertinent information present on the front of a check by using either magnetic ink-or optical-character recognition. The information read includes such items as the dollar amount, the account number, and the identification number of the paying bank of the check. The identification number of the paying bank is used by the sorting machine to divert the check to a particular machine pocket as specified by the governing sorting pattern. Sorted checks are unloaded from the sorting machine and are stored in trays for temporary storage until such a time that they are reloaded into the sorting machine for further sorting, or are bundled along with a cash letter and are sent out for clearing using a pre-determined route. It should be noted that the sorting process is subject to a number of clearing deadlines, and the performance of the system is therefore closely related to the number and/or value of the documents that miss their deadlines on each day. Evidently, the determination of the optimal sorting patterns is of critical importance.
Since the number of banks (potentially over 10,000 in the US) far exceeds the number of pockets available on a sorting machine, if the checks are to be sorted very finely at the level of individual banks, the checks must pass through the machine several times. This means that in early passes, checks drawn on many different paying banks are grouped into the same pocket, and are then sorted into subgroups in the subsequent passes. In practice, the number of passes checks undergo is about 1.8 on average.
For a given batch of items containing n endpoints and a sorter with m pockets, the sorting pattern can be represented by a sorting tree. Consider, for example, sorting of 13 endpoints using a sorting machine with three pockets. Two of the many potential structures of the sorting tree are depicted in Fig. 1 . The nodes adjacent to a single arc are called ''exterior nodes,'' and all other nodes are called ''internal nodes'' (Knuth 1969 ). An external node, such as a in Fig. 1a , represents a machine pocket containing checks that require no further sorting. The machine pockets corresponding to the external nodes are therefore called kill-pockets. The root node represents the batch of checks undergoing the first sort or prime pass, or prime handle through the sorting machine, while the other internal nodes represent checks requiring the rehandle process. A bough is a set of branches in a rehandle that originates from the same pocket. The problem of determining sorting patterns can thus be viewed as choosing the structure of the sorting trees for use with different batches of incoming checks (Murphy and Stohr 1977) . Figure 1 shows two potential choices available to a bank in sorting checks written on 13 destination banks-a fine sort as shown in Fig. 1a and a crude sort as shown in Fig. 1b . Given the limited capacity of a sorting machine, a fine sort takes longer time and can lead to missing some route deadlines. For example, let us assume that a total of 13,000 checks, with 1,000 checks written on each of the 13 endpoints, are to be fine sorted, that the sorting machine has three pockets and has a sorting capacity of 5,000 checks per hour, and that the sorting order is from bottom to top and from left to right at each level of the tree. The prime pass will take 2.6 h for sorting 13,000 checks in three pockets-checks for endpoint a in pocket 1, checks for three endpoints in region b into pocket 2, and all the remaining checks in pocket 3. The rehandle process will begin with region b checks and will take 0.6 h to sort three endpoints b1, b2 and b3 in three pockets. The next rehandle will sort 9,000 remaining checks in 1.8 h to first separate checks for regions c, d and e. The fine sorting process will continue in this manner as per the schedule shown in Fig. 2a . It is easy to confirm that the process will complete in a total of 6.8 h. In comparison, as depicted in Fig. 2b , the crude sorting process will take a total of 5 h.
Focusing on region b and the endpoint it contains, the sorting pattern defined by Fig. 2a assumes that the routes for endpoints b1, b2 and b3 are available at 3.2 h or later. If that were not the case, and if a clearing route for the endpoints in region b as a whole was available during hours 2.6-3.2, it might have been better not to undertake fine sorting for region b and send unsorted checks for region b to a private clearing bank in that region. In this case, the crude sorting pattern depicted in Fig. 2b may be appropriate. The real situation can of course be much more complicated. A crude sort shown in Fig. 2b will be completed sooner and hence there will be a larger choice of routes with a potential for saving in transportation costs. But the clearing costs in this case will be higher since the Federal Reserve Banks as well as the Private Clearing Banks charge higher fees for processing of unsorted checks than that for sorted checks. The above discussion simply illustrates how intertwined the sorting and clearing decisions are. Having discussed the issues surrounding the check sorting process, we proceed to review the check clearing process.
At the end of sorting process, checks in each individual kill-pocket of the sorting machine are bundled and are sent out for further clearing. A cash letter listing the details pertaining to the checks and the amount to be collected from each paying bank is printed and is sent along with the bundle of checks. The cash letter may include checks drawn on one bank (or endpoint) or on a number of banks (some collection of endpoints) and/or checks drawn on certain Federal Reserve District of a bank.
As the end result of sorting, the checks to be cleared are separated in three categories: on-us, local, and out-of-town (transit). The on-us checks, typically representing about 25-30% of the total number of checks, are checks drawn on the bank itself and are cleared immediately using the bank's internal accounting system. The local checks, representing another 30-35% of the total number of checks, are those that are drawn on banks in the immediate metropolitan area and the suburbs. The local checks are cleared every morning Nauss and Markland (1985) . The transit checks can be cleared in at least three different ways. A check may be sent to a Federal Reserve Bank, which then takes care of sorting and clearing the checks. Alternatively, the transit checks may be sent to a private clearing bank, which in turn takes care of sorting and clearing the checks. Finally, as a direct send, a check may be sent directly to its destination bank via a courier service. The alternate clearing routes have different cost implications. The costs incurred include both the fixed and variable costs of processing and transportation.
The decision concerning the choice of clearing method also depends on the availability schedules of the destination banks. An availability schedule outlines the number of business day/s required to clear checks drawn on various banks in each region of the country. All banks, including the Federal Reserve Bank, routinely publish availability schedules. Consider as an example a Philadelphia bank that has stated in its availability schedule that a local check deposited by 4 pm is guaranteed to clear in one business day. Assume now that such a check is deposited at the Philadelphia bank in the afternoon. If that check, for some reason, does not clear by the next business day, the Philadelphia bank will have to absorb the float (i.e., shoulder the interest expense) on the funds needed to credit the customer's account the next day.
The choice of clearing method for the transit checks also depends on the transportation method. For example choosing to send the check by a direct courier service may reduce the float but it can also result in higher transportation costs. An often-used transport mode consists of using a truck courier to the airport, an airplane to destination city, and finally a truck courier to the paying bank. Moreover, if there are other banks in the destination city or if other destination cities can be added enroute, then the transportation plan is adjusted accordingly. This means that to minimize the total cost for clearing the checks, in addition to float reduction, the cost of transportation and the charges imposed by clearing banks must be considered.
Having discussed the issues related to check clearing operation, let us now consider the problem of determining the optimal route for transit checks. In general, the analyst uses available information to perform simple break-even analysis in order to determine whether a direct send is justified. Consider the following hypothetical situation faced by a Philadelphia bank in clearing checks drawn on a New York bank that add up to $150,000. Suppose a direct send can be made to a New York bank with a daily fixed cost of $30. Assume further that the New York bank makes the funds available immediately for a direct send, but that any other clearing route takes one extra business day to make the funds available. If the opportunity cost of capital for the Philadelphia bank is 8% per year, then the opportunity of saving on one day of float cost offered by the direct send is ($150,000)(0.08)/365 = $32.88. This amount is very close to $30 but larger none-the-less. Therefore, in this instance a direct send may be justified as compared to the other clearing routes. Now consider some additional possibilities in the same situation. Suppose the New York bank grants immediate availability to a direct send if it is received at the bank by 9 am. Assume further that the transportation time for the direct send from Philadelphia to New York is 6 h. This means that the checks will have to be sorted to the level of the New York bank and kept ready for transportation by 3 am. Now suppose that a bank in Newark, NJ, also grants immediate availability to the checks drawn on the New York and New Jersey banks if the checks are received by 8 am, and that the transportation time to Newark is 4 h. The Newark bank will of course charge a small additional fee for clearing the checks written on the New York bank. To receive immediate availability from the Newark bank, the Philadelphia bank will have to get the checks ready by 4 am. Depending on the availability of the sorting capacity, the Philadelphia bank may choose the former option of the direct send to the New York bank. Otherwise, it may have to resort to the costlier option of using the Newark bank. This simply illustrates how interdependent the choice of clearing routes, the sorting deadlines, and the choice of sorting pattern are.
The choice of clearing route could also depend on other factors. If the checks for a direct send to the New York bank were to add up to only $100,000 instead of $150,000, then the opportunity cost would be $21.91, and the direct send would not be justified. But then there may exist some other checks that could 'piggy back' with these checks (say to Newark, which is on route to New York) and share in the fixed cost of direct send. This could potentially justify the direct send. But this may mean resetting of the sorting deadline for the piggy-backed checks. To begin with, the individual problems of check sorting and check clearing are combinatorially very complex. Combining them in a single model can make the resultant model significantly more complex, and yet it is important that the problems be combined, since the underlying issues and decisions are closely intertwined. We propose an optimization model for the combined problem of check sorting and clearing in the next section.
The Proposed Optimization Model
The main issues to be resolved simultaneously in check sorting and clearing operation are: (1) generating sorting patterns to be used by sorting machines so that checks are sorted efficiently while meeting the deadlines imposed by the choice of clearing routes, and (2) choosing clearing routes for sorted bundles of transit checks so that the total transportation and float costs are minimized.
In developing this model, we consider as given the distribution of checks by endpoints, and capture in the model such factors as the alternate available clearing routes for each endpoint bank (such as a direct send or clearing via the Federal Reserve or a correspondent bank), the fixed/ variable costs of clearing routes, the availability schedules and the sorting and transportation deadlines dictated by these availability schedules, the sorting capacities of check sorting machines, and so forth. The objective of this model is to minimize the sum of sorting, transportation and float costs.
We now present a 0-1 integer programming formulation for optimizing the check sorting and clearing operation. Suppose there are m pockets in the sorting machine. Checks in the prime pass or in rehandle can therefore be sorted into m different pockets. After the prime pass, checks in pocket j may be either killed or rehandled to give rise to bough j. As defined earlier, a bough is a set of branches in rehandle that originate from the same pocket in the prime pass. Checks killed after prime pass or rehandle are assigned to a route k. A sorting tree, including the assignment of routes, is shown in Fig. 3 . The model assumes, without the loss of generality, that the sorting order is from bottom to top and from left to right at each level of the tree.
The following notation is used.
m Number of pockets on a sorting machine i An endpoint (i.e., a bank), and I is the set of endpoints with |I| = n j A bough in rehandle, J is the set of boughs, and |J| = m k A check clearing route, and K is the set of routes K i Set of available routes for endpoint i with
Machine sorting capacity (checks/hour) N i Number of checks for endpoint i f k
Fixed cost ($) of using route k v k Variable transportation cost ($/check) of using route k c ik Float cost ($/check) of using route k T 0 Time when the sorting process starts T p Time when the prime pass is complete, note
Sorting deadline for route k
Associate each endpoint i with a route k. A route k may be selected for prime pass or a rehandle. Associate each route k with a bough j. Now define 0-1 decision variables for endpoint i in bough j assigned to route k. Let x ik 1 if endpoint i is assigned to route k, and 0 otherwise p k 1 if route k is selected for prime pass, and 0 otherwise r k 1 if route k is selected for rehandle, and 0 otherwise y kj 1 if route k is assigned to bough j, and 0 otherwise z ikj 1 if endpoint i is assigned to route k and route k is assigned to bough j, and 0 otherwise b j 1 if bough j is used for sorting, and 0 otherwise e j
The earliest deadline among all routes assigned to bough j
The 0-1 integer programming formulation is given by: min x;y;z;p;r;b;e
e j e jþ1 ; j ¼ 1; . . .; jjj À 1 ð7Þ
x ik ; y kj ; z ikj ; p k ; r k ; b j 2 0; 1 f g; 8i 2 I; j 2 J; k 2 K; e j ! 0; 8j 2 J Constraint (1) ensures that only one route is assigned to each bank. Constraint (2) requires that if an endpoint i is assigned to a route k, the route k should be selected in either the prime pass or the rehandle. Constraint (3) guarantees that a route, if used, is selected for either prime pass or rehandle. Constraints (4) and (5) together enforce that z ikj is 1 if and only if endpoint i is assigned to route k and route k is assigned to bough j. Thus, they effectively represent a linearized version of the constraint z ikj = x ik y kj . We note that constraint (5) can be replaced by the following two constraints:
The model will be tested for performance based on this variation.
Constraints (6) and (7) respectively maintain the correct order for b j and e j , and thereby represent the assumption that the sorting order is from bottom to top and from left to right at each level of the tree. Constraint (8) generates an upper bound for e j by selecting the earliest deadline associated with the routes assigned to bough j. In this constraint, T* is simply a sufficiently large constant. It will be active when y kj is selected. Constraints (9) and (10) make sure that the value of P k y kj is between 2 and m when bough j is selected (i.e., b j = 1), and is zero when bough j is not selected (b j = 0). Constraint (11) conditions the pockets for being killed in prime pass, processed in rehandle, or remaining empty in the prime pass. If a route is selected for rehandle, constraint (12) assigns it to one of the boughs. Constraint (13) is a disaggregated version of constraint (9). Constraint (15) captures the requirement that sorting operation for bough j must be finished by the earliest of deadlines for all routes assigned to bough j. More specifically, the right hand side of constraint (15) estimates the time at which the sorting operation for bough j is complete as given by the time when the prime pass is complete plus the amount of time required to sort the total number of checks in bough j and in the boughs to the left of it. In this constraint, the boughs to the left of bough j are denoted byj. Constraint (14) assigns endpoints to a route k, if a route k is selected. Constraint (14) may be added after examining the model. Because of constraint (2) and (3) it may not be necessary, but the model will be tested for its performance based on this constraint.
A preliminary analysis of the relation between the binary variables suggests the following constraints:
These are logical constraints that may tighten the model. Constraint (18) has more variables than (17) on the right hand side. They both have the same number of variables on the left hand side since only one variable on the left side can be one. Based on this it is noted that constraint (18) is a lifting constraint of (17). This observation will be further investigated in simplifying the solution procedure.
Before we discuss the computational experiment, it is important that we clarify the scope and limitations of the proposed model. It should be noted that the proposed model represents a situation where only one sorter is available. In a restricted sense, the model is also applicable to situations involving multiple machines. For example, consider a sorting operation that has available two sorting machines with each machine having m pockets and a sorting capacity of s checks per hour. In this situation, if the same sorting patterns are used on both the machines, having two sorting machines is effectively equivalent to having a single sorting machine with m pockets and a capacity to sort 2s checks per hour. On the other hand, if two machines are used in sequence where the checks collected in a given pocket of the first machine are loaded into the second machine for further sorting, having two sorting machines is effectively equivalent to having a single sorting machine with (2m -1) pockets and a capacity to sort s checks per hour.
However, in general, multiple sorting machines can allow for a great degree of operational flexibility. For example, consider a sorting operation with three sorting machines. One way to operate is to first assign all three sorting machines for the prime pass. After completing the prime pass the individual sorting machines may be assigned to rehandle checks from different pockets and thus operate simultaneously using different sorting patterns. Another possible way to operate is to assign only two machines for the prime pass while assigning the third machine for a simultaneous rehandle. The assignment and sequencing of multiple sorting machines is an important yet complex issue and to that extent the proposed model will need to be extended to deal with the higher levels of complexity in situations involving multiple machines.
As a preliminary study prior to solving the proposed model using empirical data, we created a pilot implementation of the model to solve three test problems. The largest test problem had 8,320 constraints and 1,854 integer variable out of a total of 2,335 variables. The system configuration used to solve the model was GAMS 2.25/OSL running on a Hewlett-Packard station HP-UX 770. As a result of the pilot implementation we found that the model with disaggregate linearization constraints and continuous z i , k,j performs better, with or without any additional constraint.
Computational Experiment

Data Collection and Preparation
We obtained the empirical data related to check sorting and clearing during 4 days of operation between 8:00 pm and 9:15 pm during weekdays from a bank in Philadelphia. The data set consisted of checks from banks in the Chicago area. It consisted of the number of checks and total dollar amount by each bank that checks are written on. The data set included 866 banks in the Chicago area. The total number of checks was 11,571 amounting to total of $10,018,657.90. The average dollar amount of a check was $865.84.
There are three clearing houses in the Chicago areaFederal Reserve Bank (FRB) of Chicago, First Chicago, and Northern Trust Company. From the availability schedule of the clearing houses, we found 60 different deadlines. Hence, assuming that there is one possible transportation method for each deadline, there exist 60 different routes in the Chicago area. The raw size of the model, with 866 banks and 60 routes, was quite large. In such instances, when the problem size is so large, it is not uncommon to aggregate the data. One possible way to reduce the size of the problem without loosing its flavor was to aggregate banks. We used the following aggregation procedure to reduce the size of the problem without compromising the robustness of the model.
The procedure we used was primarily based on aggregating banks that can be assigned to the same set of possible routes. An aggregated bank is called a mega-bank. Table 1 shows an example of how the aggregation is done by illustrating assignments of banks, clearing houses, and routes. Routes 1 and 2 belong to Chicago FRB, routes 3 and 4 belong to the First Chicago, and route 5 belongs to the Northern Trust Company. Banks A, B, C, and D have the same set of possible routes. We aggregate these four banks into one mega-bank X, thereby reducing the size of the problem but not changing the possibilities for assignment of banks and routes. However, this aggregation scheme has one disadvantage. Aggregating a large number of banks into one big mega-bank means that we have to handle the mega-bank as one endpoint and should assign the mega-bank to one pocket and one route. This may reduce the number of assignments and generate a suboptimal solution. But we tried to minimize this problem by creating several mega-banks instead of one big mega-bank.
Starting with 866 banks, we created 59 mega-banks with each characterized by a distinct set of potential routes. There were 10 mega-banks in the sub-region covering Chicago. We assumed availability of one 30-pocket sorting machine that is capable of sorting 50,000 checks per hour. Solving the model using this data set confirmed the value of the model, but its coverage of a relatively small area did not provide insight into the intricacies and complexities of the sorting and clearing operations presented by the model. Therefore, we generated a new data set based on the Chicago data.
In generating this data set we wanted to ensure that the resulting problem was as challenging to solve as the original problem, and hence, the ratio of the total number of checks to be sorted to the capacity of sorting machine was kept about the same as that observed in the empirical data. We assumed that checks from other regions in the country roughly follow the distribution of checks by mega-banks in the Chicago data. The new data set is assumed to have 3 regions: East, Midwest, and West. Each region is further divided into several sub-regions with each containing one city, and each city having two or three clearing megabanks. These clearing mega-banks handle checks for banks in the city and in the adjacent area. We use the city name to represent the sub-regions of a region. In view of the size of the resulting optimization model, we decided to create 100 mega banks. In Table 2 , we describe how the nation is divided into regions and sub-regions. Also described are percentages of checks in each region that closely resemble the pattern in the empirical data. In the generated data, for a given sub-region, the number of mega-banks was randomly selected and the check numbers were adjusted according to the percentages assumed in Table 2 .
The available clearing routes were generated using the following procedure. We assume that the routes that use Federal Reserve Bank can handle all the checks in the region. However, the FRB in the east does not handle checks for the Midwest or the West regions. We assume further that clearing houses process checks from the subregions to which they respectively belong. Finally, we created availability schedules for clearing houses by patterning them after the availability schedules of Chicago area clearing houses. The above procedure gave rise to 146 routes as shown in Table 3 below.
The cost structure of check sorting and clearing operation was assumed based on the empirical data provided by the bank in Philadelphia. Consider first the clearing-house charges for the processing of the checks. There are variable and fixed processing fees. These fees depend on the deadline and the extent to which the checks are sorted. In general, unsorted checks cost more, while the checks sorted by individual banks cost less. Usually, Federal Reserve Banks charges are higher. The variable processing fees are between 1 and 3 cents per check. The fixed processing cost is between $4 and $10. There also exist variable and fixed transportation costs associated with each route. The transportation cost depends on the distance and time for the delivery. The variable transportation costs are between $13/lb and $18/lb. With 320 checks weighing about one pound, the variable transportation cost is assumed to be between 0.4 and 0.6 cents per check. The fixed transportation cost is between $10 and $13. Each route is assumed to have its own deadline. The route deadline is further used to estimate the deadline for sorting operations by subtracting the transportation time.
Computational Results
The goal of our model and its solution is to obtain an operational plan for a check processing center combining both the sorting and clearing operations. However, since the ending times of prime pass and rehandle directly depend on the number of checks received on a given day, changing the number of checks can result in missed deadlines and therefore non-assignment of a route or routes. Since the information concerning the incoming number of checks and the endpoint distribution of checks is known only after the checks undergo the prime pass in the sorting machine, the sorting and clearing decisions reached ex-ante must be robust enough to accommodate reasonable variations in the incoming volume and endpoint distribution of checks. The check processing demand is usually higher on the weekends and Mondays and is lower but fairly uniform during the rest of the week with random variations experienced from day to day. Given the nature of our empirical data, we decided to focus on the problem of sorting and clearing checks during weekdays. To understand how the variability of the data may affect the performance of operation, we generated 10 additional data sets.
Each data set has a different number of checks and a different dollar amount. The original data set is designated as data set ''A.'' We assume that the number of checks from the same mega-bank follows a normal distribution that has as its mean the number of checks from the megabank in the original data set. Five data sets, the ''B'' sets, are generated assuming a standard deviation equal to 5% of the mean, and five other data sets, the ''C'' sets, are generated with a standard deviation equal to 15% of the mean. In Table 4 , we show the characteristics of each data set, including the original data set.
The models using these data sets were solved with disaggregate linearization constraints and continuous z i,k,j . The computational results are shown in Table 5 . The total cost is the sum of the float, variable, and fixed costs. The variable costs consist of the variable processing cost and the variable transportation cost. Similarly, the fixed costs consist of the fixed processing cost and the fixed transportation cost. On average, the float cost was found to be about 45% of the total cost. The solutions for all data sets were found to have a zero gap between the objective function values of the linear relaxation problem and the original mixed integer problem. We believe that this is due to the existence of a number of tight constraints. The linear relaxation problems, however, have fractional values for all integer variables, except for x i,k . The model for data set A has 55,253 constraints, 18,788 continuous variables, and 3,607 integer variables. It took 45,641 CPU seconds, or about 13 CPU hours, to solve the model in the worst case. Table 6 illustrates an optimal sorting and routing decision based on the solution using the original data set A. The prime pass starts at 5:00 pm. Since the sorting capacity of a machine is assumed to be 50,000 checks/hour and since there are approximately 500,000 checks, the prime pass ends 10 h later or at 3:00 am on the next day. The naming convention used for the banks is based on an abbreviation representing the sub-region and a unique number. The route names start with 'R' for routes to private clearing houses or 'F' for routes to FRB. To this are added an abbreviation representing the sub-region and a unique number. Each routes is assumed to have a specific deadline. The sorting deadline is then computed from the route deadline by subtracting the total time required for transportation and handling. It should be noted that banks always have an option to send their unsorted checks to Federal Reserve Banks. To analyze the effect of this option, we solved the model after disabling all routes to private clearing houses. This forced the model to make sorting and routing decisions using only the available routes to FRB's. The results are shown in Table 7 . Using only the FRB routes, the cost is seen to increase by about 50%.
With an increase in the number of checks, the completion times for prime pass and for rehandle are pushed back. This can make the optimal sorting and routing decisions, derived using an assumed data set, infeasible, since, by the time checks are fully sorted as per the optimal solution, a number of route deadlines may already expire. We note that the time of completion for the prime pass and rehandle are respectively determined by the total number of checks received and the number of checks in rehandle. We use the optimal solution of data set A to estimate the incremental number of checks processed in prime pass and in rehandle for alternate data sets. These estimates are shown in Table 8 . From the optimal solution for data set A, we note that data set A has a total of 495,500 checks in prime pass and 50,876 checks in the rehandle. Table 8 shows that as compared to data set A, data set B1 has 3,273 more checks in prime pass and 1,730 fewer checks in rehandle. It means that the prime pass will end 0.065 h (=3,273 checks/50,000 checks per hour) later than expected, if we implement the sorting decisions defined by the optimal solution of data set A, we will miss several sorting deadlines. The worst case is experienced for data set C3, since it will require 0.33 h more for the prime pass alone. Both data sets B1 and C2 have fewer checks in rehandle. But that does not ensure compliance with the deadline of the assigned route, since more time may have been taken in the prime pass. In such cases, we can use more time for some rehandle pockets, even though the total number of checks in rehandle is smaller than in data set A.
We now propose a procedure to address the variation in numbers and distributions of checks by trying to artificially delay the prime pass in data set A. This delay should be equal to or greater than the extra time needed for the prime sort for the alternate data set. This method can be used if we have a reasonably accurate estimate of the total number of checks in the ''worst case'' scenario. As discussed earlier, data set C3 will require 20 min extra for the prime pass. Consequently, we artificially set the sorting start time at 5:20 pm and found an optimal solution for data set A. Using these ''optimal'' sorting and clearing decisions for other data sets will assure the feasibility of prime pass in alternate data sets with a high degree of confidence, since the actual sorting will begin at 5:00 pm. We call this procedure P1. Since it is possible that the delayed start may still produce infeasibilities in meeting rehandle deadlines, we obtain a sorting and clearing plan by solving the model starting at 6:00 pm for data set A. We call this procedure P2. We tabulated how the total cost and float cost change for both plans P1 and P2. The first row for each alternate data set in Table 9 , indicated with an asterisk (*), is found from using the optimal solution of data set A. It is evident that plan P1 works better than plan P2. Plan P1 is optimal for data set C2, C3, C4, and C5. We examined the optimal solutions for each alternate data set and interestingly found that they are all different. We note that plan P1 is an alternative optimal solution of data set C2, C3, C4, and C5. Even though plan P2 costs more than plan P1, it is more robust in a sense that it can better accommodate the variability inherent in alternate data sets. It is noted that the float cost is a main factor in the increased total cost when plan P2 is used.
There could be yet another way to use the optimal solution of the data set A. Using the optimal sorting decisions of the data set A may lead to situation in which checks from certain pockets cannot be cleared. In these situations, we can assign the next earliest possible routes to such pockets. We call this plan P3. In Table 10 , we report the costs of data sets when plan P3 is used. Plan P3 provides optimal solutions for data sets B5 and C1, but for all other data sets, plan P1 performs better. It can be noted that the difference between the float costs of plans P1 and P3 are small compared to the differences in the variable costs. This simply means that we can avoid paying the float costs by using the next earliest possible routes. Finally, it is interesting to know how sensitive the optimal solution is to the number of pockets present in a reader sorter machine. We had assumed a sorting machine with 30 pockets. To perform sensitivity analysis with respect to the number of pockets in a sorting machine, we solved the model using data set A under two alternate scenarios; one assuming a sorting machine with 31 pockets and other assuming a sorting machine with 29 pockets. Interestingly, we found that although the optimal solutions were different, the objective function values were the same in both the scenarios.
Summary and Conclusions
Given the ever-increasing competitive pressure within the banking industry, an efficient check processing operation has become a strategic necessity. Our extensive literature search indicated that these operations have been studied thus far by very few researchers and that only a handful of research articles have been published on the topic. Moreover, the prior published research has treated the check clearing and sorting operations as two separate and independent problems. While this decomposition has been a useful simplification, it overlooks the fact that these problems are closely interrelated. Hence, we believe that an approach that simultaneously considers the sorting and clearing decisions within a unified model is needed to identify solutions that improve the efficiency of the overall operation. The research presented in this paper develops such a unified model and its solution procedures, and conducts an empirical study analyzing the implementation of the model.
To test the proposed optimization model, we obtained real-life operational data from a bank in Philadelphia, covering checks being sent to the Chicago area banks. Since the size of the original data set was prohibitively large, we aggregated certain aspects of the data without compromising the texture of the data or its potential to test the proposed model. As a starting point we generated a national data set based on the Chicago data. Thereafter, we generated 10 more data sets that reflect the variability in daily check processing demand. After solving the model using these data sets, we recommended alternate ways of finding more robust sorting and clearing decisions, and compared the robust decisions to the optimal solution.
As discussed earlier, the proposed model is applicable to situations involving a single sorting machine as well as, in a restricted sense, those involving multiple sorting machines. However, the model will need to be extended before it can deal in general with situations involving multiple sorting machines. Finally, it should be noted that the sorting and clearing operation is not limited to banking industry alone, but that it is also a backbone operation of the U.S. Postal Service, a system that many observers believe can use a variety of productivity and quality improvements. This research and the proposed model can therefore have wider applicability and implications.
