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Explicit Methods for Hilbert Modular Forms of Weight 1
Jasper Van Hirtum
Abstract
In this article we present an algorithm that uses the graded algebra structure of Hilbert
modular forms to compute the adelic q-expansion of a Hilbert modular form of (partial) weight
as the quotient of modular forms of higher weights. Moreover, our algorithm is designed in
such a way that it computes in all characteristics simultaneously. The main improvement to
existing methods is that our algorithm can be applied in (partial) weight 1, which fills a gap
left by standard computational methods.
1 Introduction
Established methods to compute Hilbert modular forms (HMFs) are restricted to weight at
least 2. As with classical modular forms, the weight 1 case is more intricate. However, one
can use the graded algebra structure of HMFs to compute the adelic q-expansion of a HMF of
(partial) weight 1 as the quotient of HMFs of higher weights.
If f and E are HMFs of level N, weights k and k′ and characters E and E ′ respectively,
then their product f · E is a HMF of weight k + k′ and character E · E ′. So, if the adelic
q-expansion of E is invertible, then any HMF of weight k is the quotient of a HMF of weight
k + k′ by the form E, i.e.
Mk(N, E) ⊂ 1
E
Mk+k′(N, E · E ′).
Moreover, the left hand side is stable under the action of the Hecke algebra of weight k, so
we can shrink the right hand side by taking the largest subspace of 1EMk+k′(N, E · E ′) that is
stable under the action of the Hecke algebra. The underlying philosophy is that we can reduce
this candidate space until it only contains HMFs of weight k. This approach was used for the
first time for classical modular forms in 1978 by Joe Buhler in [2] and later by Kevin Buzzard
in [3] and George Schaeffer in [10], and for classical HMFs over quadratic fields with narrow
class number 1 by Richard Moy and Joel Specter in [8].
The key observation that enables these results to extend to HMFs is that we can verify
whether or not a candidate fraction of HMFs is indeed a HMF by using its truncated adelic
q-expansion. That is, we prove that the square of the truncated adelic q-expansion of such a
fraction g/E coincides with the adelic q-expansion of a HMF (of higher weight) if and only
if the quotient of the truncated adelic q-expansions of g and E coincides with the adelic q-
expansion of a HMF (of lower weight).
We apply this approach to develop an algorithm that computes HMFs with coefficients in
C and any weight as well as HMFs over finite fields with parallel weight. In particular, we
prove that our algorithm computes in almost all characteristics simultaneously, in the sense
that given weight k, level N and character E , the output of our algorithm to compute HMFs
with coefficients in a number field with trivial class group includes a finite set of primes L
1
such that for all primes p not contained in L satisfying certain conditions in higher weight, all
HMFs of weight k, level N and character E over Fp lift to characteristic zero. Finally, we use
our algorithm to find explicit examples of non-liftable HMFs of parallel weight 1 by running
the algorithms for primes contained in L.
Notation
Throughout this article, K will denote a totally real number field of degree n > 1 and OK its
ring of integers. If a is an element of K we will denote the image of a under the n distinct
embeddings of K into R by a(1), ..., a(n). An element a of K is said to be totally positive,
denoted a ≫ 0, if a(i) > 0 for all embeddings of K into R. If a is a subset of K , we will
denote a+ the subset of totally positive elements of a. For example O×,+K is the set of totally
positive units in OK . We denote the set of all integral ideals of K by IK , the narrow class
group ofK by Cl+ and the narrow class number ofK by h+.
For n-tuples z = (z1, ..., zn) ∈ Cn and k = (k1, ..., kn) ∈ Zn we write
zk =
n∏
i=1
zkii and tr(z) =
n∑
i=1
zi.
We extend this notation to K by identifying ξ ∈ K with the n-tuple (ξ(1), ..., ξ(n)) in Rn, i.e.
ξk =
n∏
i=1
(
ξ(i)
)ki and tr(ξ) = n∑
i=1
ξ(i).
Moreover, we write k0 = maxi{ki}. If ℓ is an integer we write ℓ = (ℓ, ..., ℓ) to distinguish
the integer ℓ from the parallel vector ℓ. If N is an ideal of OK , E a (Dirichlet) character mod
N and R a Z[ 1
N(N) ]-algebra, then we denote the R-module of HMFs and cuspidal HMFs of
weight k, level N and character E over R byMk(N, E ;R) and Sk(N, E ;R) respectively. If
W is a subset of Zn that contains 0 = (0, 0, ..., 0) and that is closed under addition, then
MW (Γ1(N);R) denotes the graded R-algebra of HMFs of weights k in W and congruence
subgroup Γ1(N). We will write Tk(N, E ;R) for the R-algebra of Hecke operators acting on
Mk(N, E ;R). For a detailed approach of HMFs and Hecke operators see for example [1], [6],
[11] or [12].
2 Adelic q-expansion
In this section we construct the graded R-algebra of adelic power series (of weights inW ) and
formulate conditions on the ring R such that this construction is well defined. Finally, we will
show that a suitable q-expansion principle fromMW (Γ1(N);R) to this graded R-algebra of
adelic power series exists.
Let N be an integral ideal ofK andW a subset of Zn that contains 0 = (0, 0, ..., 0) and is
closed under addition. Let R be a Z[ 1
N(N) ]-algebra satisfying:
The element εk/2 is a unit in R for all ε in O×,+K and all k inW ; (1)
The element ξ(k0−k)/2 is a unit in R for all ξ in O+K and all k inW . (2)
Remark 2.1. 1. The fields Q and C both satisfy conditions (1) and (2) for anyW .
2
2. If W is the subset of parallel weights, then any Z[ 1
N(N) ]-algebra satisfies both (1) and
(2).
3. If W is not contained in the set of parallel weights and Char(R) = p > 0 then R does
not satisfy (2) since p(k0−k)/2 is not contained in R× for any non-parallel weight vector
k. However, this does not necessarily imply that the adelic q-expansion principle is not
valid in this setting, only that our specific construction is not applicable.
Let {tλ}Cl+ be a full set of representatives of the narrow class group of K . We define the
R-module of adelic power series over R, denoted RAJq
IKK, as the R-module whose elements
consist of an h+-tuple a(0) in R
Cl+ together with a rule associating to every non trivial ideal
m of OK an element am of R. To emphasise that these adelic power series will be the adelic
q-expansions of HMFs, we write
RAJq
IKK := RCl
+ ⊕
∏
06=b⊳OK
R · qb
=
{(
a(0),[tλ]
)
[tλ]∈Cl+ +
∑
06=b⊳OK
abq
b
∣∣ with all a⋆ ∈ R}.
For any weight vector k in W we define the R-module of geometric power series of weight
k over R as the R-module of h+-tuples of formal power series where the coefficients of the
power series at λ are indexed by the totally positive elements of tλ and satisfy aλ,εξ = ε
k/2aλ,ξ
for all ε in O×,+K , i.e.
Rk,{tλ}Jq
O+
KK :=
{(
aλ,0 +
∑
ξ∈t+
λ
aλ,ξq
ξ
)
Cl+
∣∣∣ aλ,εξ = εk/2aλ,ξ for all ε ∈ O×,+K },
where all aξ,tλ lie in R. Note that the module of adelic power series does not depend on
the choice of representatives {tλ}Cl+ . The module of geometric power series over R does
depend on the choice of representatives {tλ}Cl+ . However, we will show that the modules
obtained by different choices of representatives are isomorphic. Moreover, the R-module⊕
k∈W Rk,{tλ}Jq
O+
KK has a natural structure of a graded R-algebra by componentwise mul-
tiplication. The following proposition will allow us to view the adelic power series as a graded
R-algebra.
Proposition 2.2. Let R be a Z[ 1
N(N) ]-algebra satisfying conditions (1) and (2). The choice
of representatives {tλ}Cl+ induces an isomorphism of R-modules Ψk,{tλ} between geometric
power series and adelic power series.
Proof. We construct the map Ψk,{tλ} by
Ψk,{tλ} : Rk,{tλ}Jq
O+
KK → RAJqIKK :(
aλ,0 +
∑
ξ∈t+
λ
aλ,ξq
ξ
)
Cl+
7→ (aλ,0)Cl+ +
∑
06=b⊳OK
abq
b,
where ab = aλ,ξ ξ
(k0−k)/2 with ξ and λ such that b = ξt−1λ . One checks that Ψk,{tλ} is a well
defined morphism of R-modules and that its inverse is given by
Φk,{tλ} : RAJq
IKK → Rk,{tλ}JqO
+
KK :
(a(0),[tλ])Cl+ +
∑
06=b⊳OK
abq
b 7→
(
a(0),[tλ] +
∑
ξ∈t+
λ
aλ,ξq
ξ
)
Cl+
,
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with aλ,ξ = aξ t−1
λ
· ξ(k−k0)/2. Note that ξt−1λ is an integral ideal of K since ξ is an element of
tλ, hence aξt−1
λ
is well defined.
Definition 2.3. Let R be a Z[ 1
N(N) ]-algebra satisfying conditions (1) and (2). The graded
R-algebra of adelic power series (of weightsW ) is defined as the R-module
RW Jq
IKK :=
⊕
k∈W
RAJq
IKK
equipped with the graded R-algebra structure induced by the isomorphisms Ψk,{tλ} and
Φk,{tλ}, i.e. if f and g are adelic power series of weight k and k
′ respectively then
f · g = Ψk+k′,{tλ}
(
Φk,{tλ}(f) · Φk′,{tλ}(g)
)
by definition.
Theorem 2.4. The graded R-algebra RW Jq
IKK is independent of the choice of representatives
{tλ}Cl+ .
Proof. Let {tλ}Cl+ and {t′λ}Cl+ be two choices of representatives of the narrow class group
ofK and let {ξλ}Cl+ be totally positive elements of K such that
ξλtλ = t
′
λ for all [tλ] in Cl
+.
We define an isomorphism of R-modules as follows
φk,{ξλ} : Rk,{tλ}Jq
O+
KK → Rk,{t′
λ
}JqO
+
KK :( ∑
ξ′∈t+
λ
aλ,ξ′q
ξ′
)
Cl+
7→
( ∑
ξ′∈t+
λ
aλ,ξ′ξ
(k−k0)/2
λ q
ξλξ
′
)
Cl+
.
By construction of φk,{ξλ} the following diagram commutes.
Rk,{tλ}Jq
O+
KK
Ψk,{tλ} ))
φk,{ξλ}
// Rk,{t′
λ
}JqO
+
KK
Ψk,{t′
λ
}uu
RW Jq
IKK
Finally, one checks that the isomorphism φk,{ξλ} induces an isomorphism of graded R-
algebras.
Theorem 2.5 (The geometric q-expansion principle). Let R be a Z[ 1
N(N) ]-algebra satisfying
condition (1). Then there exists a natural injective morphism of graded R-algebras
MW (Γ1(N);R)→
⊕
k∈W
Rk,{tλ}Jq
O+
K K
called the geometric q-expansion principle. If R′ is a Z[ 1
N(N) ]-algebra containing R, then
MW (Γ1(N);R) =
{
f ∈MW (Γ1(N);R′)
∣∣∣ aλ,ξ(f) ∈ R for all ξ ∈ t+λ} .
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Proof. See [9, Theorem 6.7].
Corollary 2.6 (The adelic q-expansion principle). Let R be a Z[ 1
N(N) ]-algebra satisfying con-
ditions (1) and (2).
1. The geometric q-expansion principle composed with the isomorphims {Φk,{tλ}}k induces
an injective morphism of graded R-algebras fromMW (Γ1(N);R) to RW JqIKK called
the adelic q-expansion map.
2. The image ofMW (Γ1(N);R) in RW JqIKK is independent of the choice of representa-
tives {tλ}.
3. Let R′ be a Z[ 1
N(N) ]-algebra containing R. Then
MW (Γ1(N);R) =
{
f ∈ MW (Γ1(N);R′)
∣∣∣ a(0)(f) ∈ RCl+ and ab ∈ R
for all 0 6= b⊳OK
}
.
Proof. This follows from Proposition 2.2, Theorem 2.4 and Theorem 2.5.
Proposition 2.7. Let R be a Z[ 1
N(N) ]-algebra satisfying conditions (1) and (2) and E an R-
valued character mod N. The action of the Hecke operators on the adelic q-expansion of
Mk(N, E ;R) is given by
a(0),[tλ]
(
Ta(f)
)
=
∑
a⊂b
E(b)N(b)k0−1a(0),[tλa/b2](f),
am
(
Ta(f)
)
=
∑
m+a⊂b
E(b)N(b)k0−1ama/b2(f).
Proof. See [11, Section 2] .
Corollary 2.8. Let R′ be a ring that contains R and let B be a positive integer such that the
Hecke algebra Tk(N, E ;R′) is generated by the Hecke operators Tb with N(b) ≤ B as an
R-module. Then
Mk(N, E ;R) =
{
f ∈Mk(N, E ;R′)
∣∣∣ a(0)(f) ∈ RCl+ and ab ∈ R
for all 0 6= b⊳OK with N(m) ≤ B
}
.
Proof. Let f be a HMF inMk(N, E ;R′) such that a(0)(f) ∈ RCl+ and ab(f) ∈ R for all non
trivial ideals b with N(b) ≤ B. By Corollary 2.6 it suffices to show that am(f) ∈ R for all
non trivial ideals m. Let m be a non trivial ideal ofK . Then Tm is an R-linear combination of
Hecke operators Tbi with N(bi) ≤ B, hence
am(f) = aOK (Tmf) = aOK
(∑
i
riTbif
)
=
∑
i
riabi(f).
Since all abi(f) and ri are elements of R, so is am(f).
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Truncated power series
Let R be a Z[ 1
N(N) ]-algebra satisfying condition (1) and (2) and let B be a positive number,
then by multiplicativity of the norm and by the definition of multiplication of adelic power
series, Definition 2.3, the following subgroup is an ideal of RW Jq
IKK
(
qB
)
=
 ∑
m⊳OK
amq
m
∣∣∣ am = 0 for all N(m) < B
 .
We call the quotient, RW Jq
IKK/(qB), the ring of adelic power series mod qB. We denote πB
for the projection map onto RW Jq
IKK/(qB).
Definition 2.9. The Sturm bound of weight k, level N and character E over R is the smallest
positive integer B such that the adelic q-expansion map followed by the natural projection of
q-expansions
Mk(N, E ;R)→ RW JqIKK/(qB)
is an injective morphism of R-modules.
We define the R-module of fractional Hilbert modular forms of weight k, level N, charac-
ter E over R as
Mfk(N, E ;R) :=
{
f
g
∣∣∣ k1 − k2 = k, E1/E2 = E , f ∈ Mk1(N, E1;R),
0 6= g ∈ Mk2(N, E2;R) and g|f in RW JqIKK
}
.
Since the HMFs f and g are elements of respectively H0
(
X1(N) × Spec(R), ω⊗k1E
)
and
H0
(
X1(N) × Spec(R), ω⊗k2E ) with X1(N) the Hilbert modular variety of level Γ1(N),
ω⊗kE the modular line bundle of weight k and character E , their quotient f/g is an ele-
ment of H0
(
X1(N) × Spec(R), ω⊗kE ⊗ K
)
with K the sheaf of meromorphic functions on
X1(N) × Spec(R). The condition g|f in RW JqIKK means precisely that f/g has a well de-
fined adelic q-expansion in RW Jq
IKK. In particular, the q-expansion is over integral ideals of
K rather than fractional ideals. The following lemma and theorem will give necessary and
sufficient conditions on a fractional HMF to be a HMF.
Lemma 2.10. Let f be a fractional HMF over R. Then f2 is a HMF if and only if f is a HMF.
Proof. This follows from the fact that the R-module of HMF is precisely the R-submodule of
the fractional HMFs that do not admit any poles.
The following theorem is the key observation that enables us to develop our algorithm. It
shows that we only need a limited amount of precision in order to conclude that a fractional
HMF is a HMF.
Theorem 2.11. Let k and k′ be weight vectors in W , let E and E ′ be R-valued characters
modN, let E be a HMF inMk′(N, E ′;R), let B be the Sturm bound of weight 2k+2k′, level
N and character E2E ′2 and let f˜ be the truncated adelic q-expansion mod qB of a fractional
HMF in E−1Mk+k′(N, EE ′;R).
Then f˜2 agrees with the adelic q-expansion mod qB of a HMF in M2k(N, E2;R) if and
only if f˜ agrees with the adelic q-expansion mod qB of a HMF inMk(N, E ;R).
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Proof. The ‘only if’ part is immediate. Conversely, let g ∈ Mk+k′(N, EE ′;R) and h ∈
M2k(N, E2;R) such that
f˜ ≡ g
E
mod qB and f˜2 ≡ h mod qB .
Then g
2
E2
E2 and hE2 are HMFs inM2k+2k′(N, E2E ′2;R). Moreover, the adelic q-expansions
of g2 and hE2 agree up to qB, indeed
g2 ≡ f˜2E2 ≡ hE2 mod qB.
By Definition 2.9 we obtain
g2 = hE2.
In particular, g
2
E2
= h is a HMF inM2k(N, E2;R), hence gE is a fractional HMF such that ( gE )2
is a HMF and Lemma 2.10 implies that gE is a HMF. By construction, the adelic q-expansion
mod qB of the HMF gE agrees with f˜ , completing the proof.
3 The Algorithm
Our algorithm is based on the philosophy used by Joe Buhler in [2], by Kevin Buzzard in [3]
and George Schaeffer in [10] for classical modular forms and by Richard Moy and Joel Specter
in [8] for classical HMFs. The underlying idea is that a space of meromorphic functions
that satisfy the modularity condition and which is stable under the action of Hecke operators,
should be contained in the space of modular forms. We will give conditions under which such
a candidate space equals the space of HMFs. Although the algorithm can be used in arbitrary
weight, the interesting applications are to compute spaces of HMFs of (partial) weight 1 since
there are other algorithms known in higher weights, see for example [5]. In fact, we will make
use of such algorithms to compute in weight 1.
Suppose that E is a HMF inMk′(N, E ′;R) with invertible adelic q-expansion then by the
graded R-algebra structure of HMFs we have the following inclusion of R-modules
Mk(N, E ;R) ⊂ E−1Mk+k′(N, EE ′;R).
So E−1Mk+k′(N, EE ′;R) is a candidate module of finite rank. Moreover, Mk(N, E ;R)
is stable under the action of the Hecke operators so we can shrink our candidate module
E−1Mk+k′(N, EE ′;R) by computing the largest Hecke stable submodule. Finally, we ver-
ify that all adelic power series in the candidate module do coincide with the adelic q-expansion
of a HMF inMk(N, E ;R) by squaring the q-expansion and applying Theorem 2.11.
Algorithm 1 Given an invertible adelic q-expansion mod qB of a HMF E inMk′(N, E ′;R) and
the adelic q-expansion mod qB of a finite set of generators of Mk+k′(N, EE ′;R), computes the
largest Hecke stable submodule of the image of E−1Mk+k′(N, EE ′;R) in RW JqIKK/(qB).
V0 ← the image of the adelic q-expanion map of E−1Mk+k′(N, EE ′;R) mod qB
i← 1
while Vi−1 is not Tmi-stable for some Tmi do
Vi ←
(
Tmi|Vi−1
)−1(
piB/N(mi)(Vi−1)
)
i← i+ 1
end while
return Vi
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Algorithm 2 Given an invertible adelic q-expansion mod qB of a HMF E inMk′(N, E ′;R) and
the adelic q-expansion mod qB of a basis ofMk+k′(N, EE ′;R), computes the adelic q-expansion
mod qB of all normalised eigenforms inMk(N, E ;R).
V0 ← the image of the adelic q-expanion map of E−1Mk+k′(N, EE ′;R) mod qB
V ← the largest Hecke stable submodule of V0 using Algorithm 1
< β1 >, ..., < βℓ >← simultaneous eigenspaces of V
return
{
1
a1(βi)
βi
∣∣ β2i ∈M2k+2k′(N, E2E ′2;R)}
Theorem 3.1. Let R be a Z[ 1
N(N) ]-algebra satisfying conditions (1) and (2). Let k and k
′ be
weight vectors inW , let E and E ′ beR-valued characters and letE be a HMF inMk′(N, E ;R)
such that a(0)(E) is invertible in R
Cl+ . Let V be the largest Hecke stable submodule of the
image of the adelic q-expansion map of E−1Mk+k′(N, EE ′;R) in RW JqIKK/(qB).
1. The submodule V contains the image of the adelic q-expansion map ofMk(N, E ;R).
2. If the bound B is larger than the Sturm bound for M2k+2k′(N, E2E ′2;R), then the R-
module of adelic q-expansions mod qB of Mk(N, E ;R) is precisely the R-module of
mod qB-adelic power series v in V such that v2 agrees with the adelic q-expansion of a
HMF inM2k(N, E2;R) mod qB .
3. If either R is a field or an S-algebra for some PID S such that Mk+k′(N, EE ′;R) is
free of finite rank as an S-module and the bound B is such that the Hecke algebra
Tk(N, E ;Frac(S) ⊗S R) is generated as an R-module by the Hecke operators Tm with
N(m)2 ≤ B, then Algorithm 1 computes the largest Hecke stable submodule V of the
image of the adelic q-expansion map of E−1Mk+k′(N, EE ′;R) in RW JqIKK/(qB) in
finite time.
4. If R is an algebraically closed field, the bound B is larger than the Sturm bound for
Mk+k′(N, EE ′;R) and the Hecke algebra Tk(N, E ;R) is generated by all Hecke oper-
ators Tm with N(m) ≤ B, then Algorithm 2 computes the adelic q-expansion mod qB of
all normalised eigenforms ofMk(N, E ;R).
Finally, the analogous statements hold for R-modules of cuspidal HMFs.
Proof. 1. TheR-module of adelic q-expansions mod qB ofMk(N, E ;R) is a Hecke stable
submodule of the image of the adelic q-expansion map of E−1Mk+k′(N, EE ′;R) in
RW Jq
IKK/(qB), hence it is contained in the largest Hecke stable submodule.
2. This follows from Theorem 2.11.
3. As in Algorithm 1, we take V0 to be the R-module of adelic q-expansions mod q
B of
E−1Mk+k′(N, EE ′;R) and {mi}i the ideals of OK such that
Vi :=
(
Tmi |Vi−1
)−1(
πB/N(mi)(Vi−1)
) ⊂ Vi−1.
Clearly, the largest Hecke-stable submodule V is contained in each of the spaces Vi.
Hence, if the algorithm terminates, the result is the largest Hecke-stable subspace of V .
It remains to show that the algorithm does terminate after a finite number of iterations.
Note that by construction, each of the inclusion Vi ⊂ Vi−1 is strict, so we obtain a
descending chain of R-modules
V0 ⊃ V1 ⊃ ... ⊃ Vi−1 ⊃ Vi ⊃ ... ⊃ V.
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If R is a field we obtain a strictly decreasing sequence of positive integers
dimR(V0) > dimR(V1) > · · · > dimR(Vi−1) > dimR(Vi) > .... > dimR(V ).
Since, V0 is finite dimensional, the descending chain Vi terminates after at most
dimR(V0) iterations.
Let S be the PID such that Mk+k(N, EE ′;R) is free of finite rank as an S-module, by
the above argument, it suffices to show that
rankS(Vi−1) = rankS(Vi) if and only if Vi−1 = Vi.
Wewill show that the following two statements hold for any boundB such that the Hecke
algebra Tk(N, E ;Frac(S)⊗R) is generated as an R-module by the Hecke operators Tm
with N(m)2 ≤ B.
(i) For all v0 in Frac(S)⊗S RW JqIKK/(qB) and all s ∈ S \ {0},
s · v0 ∈ V0 and π√B(v0) ∈ RW JqIKK/(q
√
B) if and only if v0 ∈ V0.
(ii) For all v in RW Jq
IKK/(qB), all s ∈ S \ {0} and all integers i ≥ 0,
s · v ∈ Vi if and only if v ∈ Vi.
The ‘only if’ part of (i) is immediate. Conversely, let v0 be an element of Frac(S) ⊗S
RW Jq
IKK/(qB) and s a non-zero element of S such that s · v0 ∈ V0 and π√B(v0) ∈
RW Jq
IKK/(q
√
B). By definition of V0, there exists a HMF f inMk+k′(N, EE ′;R) such
that
s · v0 ·E ≡ f mod qB.
Now f/s is a HMF in Mk+k′(N, EE ′,Frac(S) ⊗S R) whose coefficients mod qB
agree with those of v0 · E. The coefficients of v0 and E mod q
√
B are elements of
R, hence the coefficients of f/s mod q
√
B are contained in R. Since the R-module
Tk+k′(N, EE ′;Frac(S) ⊗R) is generated by the Hecke operators Tb with N(b) ≤
√
B,
Corollary 2.8 implies that f/s is a HMF inMk+k′(N, EE ′;R). So f/(s · E) is a frac-
tional HMF in E−1Mk+k′(N, EE ′;R) whose adelic q-expansion mod qB agrees with
v0, i.e. v0 is an element of V0.
Next, we prove statement (ii). Again, the ‘only if’ part is immediate. We prove the
converse by induction on i ≥ 0. Conversely, the case i = 0 is a special case of statement
(i). Let i > 0 be an integer, v ∈ RW JqIKK/(qB) and s ∈ S \ {0} such that s · v ∈ Vi.
By construction of Vi this means that s · v ∈ Vi−1 and Tmi(s · v) ∈ πB/N(mi)(Vi−1), i.e.
s · v ∈ Vi−1 and there exists an element v′ in Vi−1 such that
Tmi(s · v) = πB/N(mi)(v′).
The element v′/s is an element of Frac(S)⊗S Vi−1 ⊂ Frac(S)⊗S V0 such that
π√B(v
′/s) = π√B ◦ Tmi(v) ∈ RW JqIKK/(q
√
B)
. Note that the projection mod q
√
B of Tmi(v) is well defined since B > N(mi)
2.
So by statement (i), v′/s is an element of V0. In particular, v′/s is an element of
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RW Jq
IKK/(qB) and s · v′/s = v′ ∈ Vi−1, the induction hypothesis implies that v′/s
is an element of Vi−1. So
Tmi(v) = πB/N(mi)(v
′/s) ∈ πB/N(mi)(Vi−1)
and v ∈ Vi−1, hence v is an element of Vi. This completes the proof by induction of part
(ii).
Finally, we show that (ii) implies that
rankS(Vi−1) = rankS(Vi) if and only if Vi−1 = Vi
for all i ≥ 0. Suppose that rankS(Vi−1) = rankS(Vi), then Frac(S) ⊗S Vi−1 =
Frac(S)⊗S Vi. Let v be an element of Vi−1, then there exists an element s in S such that
s · v ∈ Vi. By statement (ii), this implies that v ∈ Vi.
4. To show the algorithm is well defined, it suffices to prove that all simultaneous eigen-
spaces of V are 1-dimensional. By Proposition 2.7 any normalised eigenvector f in
RW Jq
IKK/(qB) satisfies
Tm(f) = am(f) · f.
So if β and β′ are normalised simultaneous eigenvectors in the same simultaneous eigen-
space, then am(β) = am(β
′) for all ideals m with N(m) ≤ B, so β = β′ mod qB. Since
β2 ∈ M2k+2k′(N, E2E ′2;R) for all β in the output of the algorithm and sinceB is larger
than the Sturm bound forM2k+2k′(N, E2E ′2;R), we can conclude by Theorem 2.11 that
each of the adelic power series mod qB in the output of the algorithm agrees with the
adelic q-expansion of some normalised HMF f in Mk(N, E ;R), with f a normalised
eigenvector for all Hecke operators Tm with N(B) ≤ m. Since these Hecke operators
generate the full Hecke algebra, the form f is a normalised eigenform.
One application of our algorithm is to compute examples of non-liftable HMFs of parallel
weight 1. The following corollary to Theorem 3.1 will allow us to compute the q-expansion of
HMFs with coefficients in Fp for almost all primes p simultaneously, under certain conditions.
That is, it will compute a space of HMFs and a finite list of primes such that the projection
morphism is surjective for all primes p not in the list. This enables us to find explicit non-
liftable HMFs by rerunning the algorithm in characteristic p for primes in the finite list.
Corollary 3.2. LetO be a ring of integers with trivial class group, k and k′ be parallel weight
vectors, N an integral ideal, E and E ′ characters mod N with values in O and E a HMF in
Mk′(N, E ;O[ 1N(N) ]) whose constant coefficient a(0)(E) has no component equal to 0. Let R˜
be the smallest Z[ 1
N(N) ]-algebra containing O[ 1N(N) ] and such that all components of a(0)(E)
are invertible in R˜, i.e
R˜ := O
[
1
N(N) ,
1
a(0)(E)
1
]
.
If Algorithm 1 over the ring R˜ yields a candidate submodule V of R˜W Jq
IKK such that the
adelic q-expansion map followed by the natural projection mod qB is an isomorphism of R˜-
modules fromMk(N, E ; R˜) to V , then it also yields a finite set of prime ideals L such that for
all primes p not contained in L the conditions
1. The projection morphismMk+k′(N, EE ′; R˜)→Mk+k′(N, EE ′; R˜/p) is surjective and
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2. The Sturm bound forMk(N, E ; R˜/p) is smaller than the precision B,
imply that the projectionMk(N, E ; R˜)→Mk(N, E ; R˜/p) is surjective. The analogous state-
ment holds for R-modules of cuspidal HMFs.
Proof. Note that the ring R˜ is a PID since it is the localisation of a PID. Moreover, a(0)(E) is
a unit in R˜Cl
+
and both E and E ′ are R˜-valued characters. In particular we can apply Theorem
3.1 and Algorithm 1 both over R˜ and any quotient R˜/p with p a prime ideal of R˜.
Let V (R˜) be the output of Algorithm 1. Note that by construction V (R˜) is the solution of
a system of linear equations defined over R˜. Let us denote V (R˜/p) for the R˜/p-vectorspace
of solutions of the mod p-reduced linear system. Then for almost all primes p we have
V (R˜/p) = V (R˜)/p,
i.e. for almost all primes p the solution of the reduced system is the reduction of the solution
of the system. We define L to be the set of primes for which this equality does not hold. Note
that since R˜ is a PID, we can compute the Smith normal form of the matrix representation
of the linear system of equations defining V . Moreover the set L is contained in the set of
primes dividing the pivot elements of the Smith normal form of the matrix representation of
the linear system of equations defining V , hence we can explicitly determine all primes p such
that V (R˜/p) 6= V (R˜)/p.
Let p be a prime not contained in L and such that the projection morphism
Mk+k′(N, EE ′; R˜)→Mk+k′(N, EE ′; R˜/p)
is surjective, then the first part of Theorem 3.1 implies that the candidate space V (R˜/p) con-
tains the adelic q-expansions mod qB ofMk(N, E , R˜/p).
Let us write qB(−) for the image of the adelic q-expansion map followed by the natural
projection mod qB. Then, the first assumption of the corollary says that
qB(−) :Mk(N, E , R˜)→ V (R˜)
is an isomorphims of R˜-modules. Hence, we obtain the following commutative diagram
qB
(Mk(N, E ; R˜))/p
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚


// qB
(Mk(N, E ; R˜/p))   // V (R˜/p)
V
(
R˜)/p
♥♥♥♥♥♥♥♥♥♥♥♥♥
♥♥♥♥♥♥♥♥♥♥♥♥♥
where all injections are inclusions. In particular, we obtain
qB
(Mk(N, E ; R˜))/p = qB(Mk(N, E ; R˜/p)).
Finally, if p is a prime such that the Sturm bound for weight k, level N and character E over
R˜/p is less than the precision B, then this implies that the projection
Mk(N, E ; R˜)→Mk(N, E ; R˜/p)
is surjective.
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Remark 3.3. 1. If the Z[ 1
N(N) ]-algebra R in Theorem 3.1.3 is itself free of finite rank as an
S-module for some PID S, thenMk+k′(N, EE ′;R) is free of finite rank as an S-module.
In particular we can apply Algorithm 1 over the ring of integers of any number field
since any such ring is free of finite rank as a Z-module.
2. There are 46 cyclotomic fields with class number one, see for example [13, Theorem
11.1]. This classification gives an indication of the orders of the characters E and E ′ in
Corollary 3.2. In particular, Q(ζn) has class number one for n up to 22.
3. If F is a number field of class number greater than one, we cannot apply Corrolary 3.2
to compute in all characteristics simulataniously. However, we can compute HMFs over
any quotient OF /p using Algorithm 1.
4 Numerical Examples
In this section, we discuss explicit results obtained by our implementation of the above algo-
rithms in Magma.
Limitations
In order to apply Theorem 3.1 and Corollary 3.2 to prove that an adelic power series obtained
from Algorithms 1 or 2 corresponds to the adelic q-expansion of a HMF in Mk(N, E ,Fp)
the precision B must be larger than the Sturm bound forM2k+2k′(N, E4,Fp). However, the
best known bound on the Sturm bound, 2(k + k′)N(N)3, is beyond what we can compute in a
reasonable time with the available computing power.
This remark holds in all weights, levels and characters. More precisely, our computations
in characteristic 0 yield a candidate space that is a upper bound, i.e. the output of the algorithm
contains the space of adelic q-expansions of HMFs, but this inclusion could be strict if the
precision is lacking.
A second obstruction to proving that the computed space of adelic power series agrees with
the adelic q-expansions of HMFs arises from the first condition in Corollary 3.2 which requires
the projection morphism
Mk+k′(N, E2, R˜)→Mk+k′(N, E2, R˜/p)
to be surjective. For parallel weight at least 3 this is precisely the main result of [7]. However,
no such result is proven for parallel weight 2. If the projection morphism is not surjective for
a given prime p, the computed candidate space is only a lower bound, i.e. there could, a priori,
exist more HMFs inMk(N, E , R˜/p).
Given enough time and computational power, one could use our algorithms to compute
a bound on the Sturm bound in individual cases. One could also use Corollary 3.2 to verify
that the projection morphism in parallel weight 2 is indeed surjective for all primes p since
all HMFs in parallel weight larger than 2 are liftable. These computations would then yield
proven adelic q-expansions. However, the time required is beyond reasonable.
Instead, we run our algorithm with increasing precision in steps of 500. If the number of
linearly independent eigenforms remains the same after increasing the bound we are led to
believe that we have computed with sufficient precision. In the example that follows, using
coefficients with ideals up to norm at most 2000 sufficed.
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A Non-liftable Example
The real quadratic field Q(
√
6) has class number 1 and narrow class number 2. Let ω denote√
6, let N331 = (25 + 7ω) be a prime ideal above 331 and let E be the unique quadratic
character modN331.
The Eisenstein series E1(E , 1), see [4, Proposition 2.1] is cuspidal. However, the Eisen-
stein series E1(E ′, 1) with E ′ the primitive character inducing E has constant term aO =
[ 112 ,
1
12 ]. In particular, 12 ·E1(E ′, 1) is an (old) HMF inM1(N331, E ,Z[ 1N(N331) ]) whose adelic
q-expansion is invertible in (Fp)W Jq
IKK for all primes p andW the set of parallel weight vec-
tors.
So we can apply algorithms 1 and 2 to obtain
dim
(S1(N331, E ,C)) = 0 and
dim
(S1(N331, E ,Fp)) =
{
2 if p = 3
0 else.
Moreover, we can compute normalised eigenforms f and fσ with coefficients in F9 = F3(ζ)
where ζ4 = 1. The eigenform f and its Galois conjugate fσ span the space S1(N331, E ,F3).
For primes p with norm up to 25 we list the norm of the prime, a generator αp of the prime
and the coefficient, hence Hecke eigenvalue, of the normalised eigenforms ap(f) and ap(f
σ)
in Table 1.
The absolute and relative frequencies of elements of F9 occurring as a Hecke eigenvalue
for primes up to norm 2000 are given in Table 2. These frequencies suggest that the image
of the associated Galois representation in GL2(F9) is one of the following subgroups H1 ∼=
Z/8Z × Z/2Z, H2 = SmallGroup(48, 33) or H3 = SmallGroup(144, 130). The images of
these subgroups in PGL2(F9) are respectively isomorphic to Z4, A4 and SmallGroup(36, 9).
Table 1: The Hecke eigenvalues for primes p = (αp) with norm less than 25 for the normalised eigenforms
f and fσ spanning the space S1(N331, E ,F3).
N(p) 2 3 5 5 19 19 23 23
αp 2− ω 3− ω 1 + ω 1− ω 5− ω 5 + ω 1 + 2ω 1− 2ω
ap(f) −ζ 1 ζ 0 2 0 ζ 0
ap(f
σ) ζ 1 −ζ 0 2 0 −ζ 0
Table 2: The absolute and relative frequencies of elements x ∈ F9 = F3(ζ) occurring as the Hecke
eigenvalues for primes p with norm less than 2000 for the normalised eigenforms f and fσ spanning the
space S1(N331, E ,F3).
x ap(f) ap(f) ap(f
σ) ap(f
σ)
abs. freq. rel. freq. abs. freq. abs. freq.
0 71 0.24 71 0.24
1 56 0.19 56 0.19
−1 52 0.18 52 0.18
ζ 63 0.21 53 0.18
−ζ 53 0.18 63 0.21
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