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ASYMPTOTIC BEHAVIOUR OF THERMOVISCOELASTIC
BERGER PLATE
MYKHAILO POTOMKIN
Abstrat. System of partial dierential equations with a onvolution terms
and non-loal nonlinearity desribing osillations of plate due to Berger's ap-
proah and with aounting for thermal regime in terms of Coleman-Gurtin
and Gurtin-Pipkin law and fading memory of material is onsidered. The equa-
tion is transformed into a dynamial system in a suitable Hilbert spae, whih
asymptoti behaviour is analysed. Existene of the ompat global attrator
in this dynamial system and some of its properties are proved in this artile.
Main tool in analysis of asymptoti behaviour is stabilizability inequality.
1. Introdution
Our main goal in this paper is to study long-time behaviour of the next system
of integral-dierential equations arising in plate theory

∂2ttu+ k1(0)∆
2u+
+∞∫
0
k′1(s)∆
2u(t− s)ds+
(
Γ−
∫
Ω
|∇u|2 dx
)
∆u+ ν∆v = p(x)
∂tv − ω∆v − (1 − ω)
+∞∫
0
k2(s)∆v(t − s)ds− ν∆ut = 0,
x = (x1, x2) ∈ Ω ⊂ R
2, t > 0.
with initial data
v(t,x)|t≤0 = v0(−t,x), u(t,x)|t≤0 = u0(−t,x).
Here we onsider a thin plate of uniform thikness. When the plate is unloaded
and is in null equilibrium its middle surfae oupies a region Ω ⊂ R2 of the plane
{x3 = 0}; u(t,x) is a vertial omponent of displaement of orresponding point in
middle surfae. The presene of non-loal term
(
Γ−
∫
Ω |∇u|
2
dx
)
, Γ > 0 is ex-
plained by peuliarities in derivation of equation due to Berger's approah (see [2℄).
The rst equation takes into aount that material is visous homogeneous and
isotropi one, so onvolution integral with the salar kernel k1(s) appears (see [33℄).
The funtion v(t,x) is the temperature variation eld and thus it satises one of
the variant of heat equation. Here we onsider heat equation aording to Gurtin-
Pipkin Law when ω = 0 (see [23℄) or Coleman-Gurtin Law when ω ∈ (0, 1) (see
[9℄) instead of usual Furier Law when ω = 1, whih has two main shortomings.
First, it is unable to aount for the memory eets and, seond, it predits that
a thermal disturbane at one point of the body is instantly felt everywhere in the
body (for exat derivation of suh heat equations for isotropi homogeneous mate-
rial with memory see, e.g., [17, 18℄). Parameter ν > 0 provides onnetion between
deetion and temperature and depends on mehanial and thermal properties of
the material (for more details see [25℄).
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Memory kernels k1(s) and k2(s) are supposed to be smooth dereasing onvex
funtions and k2(s) vanishes at innity, k1(∞) > 0.
In addition to equations and initial data we have to set boundary onditions
following [25℄:
u = k1(0)∆u+
+∞∫
0
k′1(s)∆u(t− s)ds = 0, x ∈ ∂Ω, t ≥ 0,
v = 0, x ∈ ∂Ω, t ∈ R.
(1.1)
These onditions are version of hinged boundary onditions simplied by the
hypothesis that the ation of boundary operator B1 (for its denition and more
details we refer to [25, 26℄) is inessential and ould be negleted. In this paper
we provide ondition (see Proposition 2.2) under whih solutions of the onsidered
problem satisfy more reognizable simplied hinged boundary onditions where the
memory term is absent (see, for example, [3, 5, 6, 21, 22, 26℄ and many others,
where suh boundary onditions were imposed for dierent models), namely,
u = ∆u = 0, x ∈ ∂Ω, t ≥ 0. (1.2)
To onsider the model we will introdue new auxiliary variables whih replae
onvolution integrals in original equation by some funtional operator applied to
one of the new added variable and allow us to apply the asymptoti theory of
semigroups. Suh approah originally being invented and applied in [12℄ is widely-
used in onsideration of equations with memory (see [11, 19, 21℄ and et.).
Linear versions of the model with memory in only thermal variable (k′1(s) ≡
0) have been investigated in [18, 21℄. Well-posedness, asymptoti stability, the
presene and, in the same time, lak of exponential deay depending on onditions
on thermal memory kernel were obtained in these works. Asymptoti stabilizability
of a similar linear model but of the hyperboli type when rotational fores are taken
into aount with lamped boundary onditions was onsidered in [15℄. Analogous
work devoted to the linear thermovisoelasti model has reently ome out (see [22℄).
Besides, questions of singular limit, i.e., asymptoti behaviour when kernels ki(s)
tend to Dira mass δ0 are onsidered in [22℄. Asymptoti behaviour (existene of
ompat global attator) of homogeneous and isotropi visoelasti solid desribed
by semilinear hyperboli equation was onsidered in [10, 20℄ without aounting for
thermal regime. Models with memory are also investigated in [16, 31℄.
Isothermal Berger model of osillations of plate without memory eets with the
stress on its asymptoti behaviour was investigated in [5, 7℄. Up to our knowledge
nonlinear model of the form onsidered in this paper with both visoelasti and
thermal memories was not studied before.
Our main result is the proof of existene of ompat global attrator of ertain
geometrial struture and of nite dimension. The proof is based on the method
developed in [6, 7, 8℄, we refer also to [3℄. So-alled stabilizability inequality (see
Setion 5) plays the ruial role in the proof. Suh inequalities appeared in investi-
gation of dierent kind of problems onerned with dissipative wave dynamis and
beomes important tool in study of existene, smoothness and nite dimensionality
of attrators (see [7℄ and referenes therein). One should notie that these estimates
are not onsequenes of some ommon abstrat results and depend on peuliari-
ties of the model under onsideration in the essential degree. In slightly dierent
form (from the one exploited in our paper) ideas of stabilizability inequality were
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developed in other works, e.g., [14℄ and the method of l-trajetories developed in
[28, 29℄.
We onlude the Introdution with brief plan of the paper.
Setion 2 is devoted to well-posedness result. In partiular, after introduing all
neessary settings the denition of a mild solution is given and then the question
of its existene, uniqueness and dependene on initial data (Lipshitz property of
the semiow St) is onsidered. The Setion inludes the assertion of existene of
lassial solutions in the sense of semigroups. Besides, other questions like expliit
representation formulas (Subsetion 2.3), properties of the set of stationary points
(Subsetion 2.4), the existene of strit Lyapunov funtion (Subsetion 2.5) om-
plete the general (non-asymptoti) analysis of the semigroup. In addition results
devoted to the dierentiability of the semigroup and bakward uniqueness (Sub-
setion 2.6) end the Setion 2. These results are needed for further asymptoti
analysis.
Setion 3 inludes main result, namely, the proof of existene of nite dimensional
ompat global attrator. It is divided by two parts. All neessary denitions and
abstrat results are given in Subsetion 3.1. Subsetion 3.2. inludes the proof
but the main part of it, namely, the proof of stabilizability estimate, is relegated
to Setion 5 beause it is rather long and ompliated and requires additional
representational Lemma. Some properties of the attrator, in partiular, obtained
with the help of stabilizability inequality, are stated in Setion 4.
2. Nonlinear Semigroup
2.1. Abstrat form of the problem and main assumptions. Let Ω be a
bounded domain in R2 with smooth or retangular boundary ∂Ω, ∆ denotes the
Laplae operator. We onsider the following system of equations with linear mem-
ory 

utt + k1(0)∆
2u+
+∞∫
0
k′1(s)∆
2u(t− s)ds+ ν∆v =
= p+M
(∫
Ω
|∇u|2 dx
)
∆u,
vt − ω∆v −
+∞∫
0
k2(s)∆v(t − s)ds = ν∆ut,
u = k1(0)∆u+
+∞∫
0
k′1(s)∆u(t− s)ds = 0, x ∈ ∂Ω, t ≥ 0,
v = 0, x ∈ ∂Ω, t ∈ R
u|t≤0 = u0(−t,x), v|t≤0 = v0(−t,x), x ∈ Ω.
(2.1)
Now we intend to rewrite the system in abstrat form, having replaed the
Laplae operator dened on H2(Ω) ∩ H10 (Ω) by an abstrat self-adjoint positive
operator A whih domain D(A) is the subset of a Hilbert spae H .
Namely, we denote by H a separable Hilbert spae with inner produt (·, ·) and
orresponding norm ‖·‖. Let A be a self-adjoint positive linear operator dened on
a domain D(A) ⊂ H . Assume that there exists an eigenbasis {ek}
∞
k=1 of operator
A suh that
(ek, ej) = δkj , Aek = λkek, k, j = 1, 2, ...,
and
0 < λ1 ≤ λ2 ≤ ..., lim
k→∞
λk =∞,
where λk is orresponding eigenvalue of operator A.
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We introdue the sale of Hilbert spaes Fs in the next way
Fs ≡ D(A
s) =
{
v =
∞∑
k=1
ckek :
∞∑
k=1
c2kλ
2s
k <∞
}
,
endowed with usual inner produts:
(v, w)s = (A
sv,Asw) =
∞∑
k=1
λ2sk (v, ek)(w, ek).
As suh A : D(A) ⊂ H → H we may take A = −∆ : H2(Ω) ∩ H10 (Ω) ⊂
L2(Ω)→ L2(Ω).
Next we replae kernels
µ1(s) = −k
′
1(s), µ2(s) = −(1− ω)k
′
2(s).
and we require
µi(s) ∈ C
1(R+) ∩ L
1(R+) ∩ C[0,+∞), (2.2)
µi(s) ≥ 0, (2.3)
µ′i(s) + δiµi(s) ≤ 0. (2.4)
where R+ = (0,+∞).
Also we introdue weighted Hilbert spaes L2µ1(R+;F1) and L
2
µ2(R+;F1/2) of
measurable funtions ξ with values in F1 or F1/2 respetively suh that
‖ξ‖2L2µ1(R+;F1)
≡
+∞∫
0
µ1(s) ‖ξ(s)‖
2
1 ds <∞
and
‖ξ‖2L2µ2 (R+;F1/2)
≡
+∞∫
0
µ2(s) ‖ξ(s)‖
2
1/2 ds <∞.
Following the ideas from [12℄ we introdue additional variables, namely, the
summed past history of u and v, dened as
ηt(s) = u(t)− u(t− s), ηt(s) =
s∫
0
v(t− y)dy,
they formally satisfy linear equations
∂
∂tη
t + ∂∂sη
t = ut(t)
∂
∂tη
t + ∂∂sη
t = v(t),
and
ηt(0) = ηt(0) = 0,
whereas
η0(s) = η0(s) ≡ u0(0)− u0(s), η
0(s) = η0(s) ≡
s∫
0
v0(y)dy.
The following Cartesian produt of Hilbert spaes will play the role of a phase
spae for the onsidered model:
H = F1 × F0 × F0 × L
2
µ1(R+;F1)× L
2
µ2(R+;F1/2)
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with salar produt denoted as 〈·, ·〉.
Let T , T be linear operators in L2µ1(R+;F1) and L
2
µ2(R+;F1/2) respetively with
domains
D(T ) =
{
η ∈ L2µ1(R+;F1)
∣∣ηs ∈ L2µ1(R+;F1), η(0) = 0}
D(T ) =
{
η ∈ L2µ2(R+;F1/2)
∣∣ηs ∈ L2µ2(R+;F1/2), η(0) = 0}
dened by
Tη = −ηs, T η = −ηs
for all admissible η and η. Here ηs denotes the distributional derivative with respet
to the "memory" variable s.
These operators satisfy next inequalities(
Tη, η
)
L2µ1(R+;F1)
≤ − δ12 ‖η‖
2
L2µ1 (R+;F1)
, ∀η ∈ D(T ),
(Tη, η)L2µ2(R+;F1/2)
≤ − δ22 ‖η‖
2
L2µ2(R+;F1/2)
, ∀η ∈ D(T ).
We onsider just rst inequality. Its proof obtained with the help of integration
by parts
+∞∫
0
µ1(s)(−
∂
∂sη(s), η(s))1ds = −
1
2
+∞∫
0
µ1(s)
∂
∂s ‖η(s)‖
2
1 ds =
= 12
+∞∫
0
µ′1(s) ‖η(s)‖
2
1 ds ≤ −
δ1
2 ‖η‖
2
L2µ1(R+;F1)
Here we used requirements on the kernel. For more detailed argument see, e.g.,
[11, 19℄ and referenes therein.
For further investigations we are to impose onditions on funtionM(·), namely:
 M(z) ≡
z∫
0
M(ξ)dξ ≥ −az − b, a ∈ (0, λ1), b ∈ R,
M(z) ∈ C2(R+).
(2.5)
In view of notation above (2.1) transforms into

utt + βA
2u+
+∞∫
0
µ1(s)A
2ηt(s)ds− νAv = p−M
(∥∥A1/2u∥∥2)Au,
vt + ωAv +
+∞∫
0
µ2(s)Aη
t(s)ds+ νAut = 0,
ηtt = Tη
t + ut(t), η
t
t = Tη
t + v(t),
u|t=0 = u0, ut|t=0 = u1, v|t=0 = v0, η
t|t=0 = η0, η
t|t=0 = η0.
(2.6)
The proof of existene and uniqueness is based on the theory of linear semigroups
(see [30℄). Therefore for the sake of onveniene we represent linear part of equation
(2.6) with the help of linear opertor L : D(L) ⊂ H → H given by
LU =


w
−βA2u−
∞∫
0
µ1(s)A
2η(s)ds + νAv
−ωAv −
∞∫
0
µ2(s)Aη(s)ds − νAw
Tη + w
Tη + v


, U =


u
w
v
η
η

 ∈ H.
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and equipped with the domain:
D(L) =


U =


u
w
v
η
η

 ∈ H
∣∣∣∣∣∣∣∣∣∣∣∣
η ∈ D(T ), η ∈ D(T )
w ∈ F1, v ∈ F1/2
βA2u+
+∞∫
0
µ1(s)A
2η(s)ds− νAv ∈ F0
ωAv +
+∞∫
0
µ2(s)Aη(s)ds ∈ F0


In the next Setion we prove that operator L is the innitesimal operator of s..
semigroup of ontrations in spae H.
Having made nal notations for nonlinear term, namely,
f(U) =


0
−M
(∥∥A1/2u∥∥2)Au+ p
0
0
0

 ,
we rewrite nonlinear problem (2.6) as a rst order problem of the form{
U˙(t) = LU(t) + f(U(t))
U(0) = U0 ∈ H
(2.7)
We reall that aording to [30℄ U(t) is a mild solution of (2.7) if U(t) satises
the following equality
U(t) = etLU0 +
t∫
0
e(t−τ)Lf(U(τ))dτ,
where etL is the linear semigroup on H whih innitesimal operator is L. U(t) is
alled a lassial solution on interval [0, T ) if it is ontinuously dierentiable, its
values lie in D(L) and it satises (2.7).
2.2. Generation of Semigroup. In this Setion we prove well-posedness result
formulated in the Theorem below. The proof onsists of several steps. First, the
problem with only linear part exploiting the notion of innitesimal operator is
onsidered. Then aording to orresponding Theorems from [30℄ existene and
uniqueness result is obtained. In addition, there are assertions devoted to on-
tinuous dependene on initial data and the existene of lassial solutions in the
formulation of the Theorem. Together they yield that solutions of the problem (2.7)
generate ontinuous semigroup of non-linear operators aording to denition from
[5℄.
Theorem 2.1. Let assumptions (2.2),(2.3),(2.4) and (2.5) hold true. Assume also
that p ∈ H. Then for all U0 ∈ H and T > 0 there exists a unique mild solution
U(t) ∈ C(0, T ;H).
Besides, if U1, U2 ∈ H and ‖Ui‖H ≤ R then there exists a positive onstant CR,T
suh as
‖StU1 − StU2‖H ≤ CR,T ‖U1 − U2‖H , t ∈ [0, T ] . (2.8)
And if U0 ∈ D(L) then the orresponding mild solution U(t) is a lassial solu-
tion.
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Proof.
STEP I. In order to prove that L dened in the previous Subsetion is the
innitesimal of s.. semigroup of ontrations we use Lumer-Phillips Theorem (see
[30℄), thus, we need to show L to be maximal and dissipative one. For similar
arguments see [11, 18, 21, 22, 25, 33℄.
The property of being a dissipative one, i.e.
< LU,U >H≤ 0 ∀U ∈ D(L),
is obvious if one redene the norm ofH and equipped salar produt into equivalent
one, via
‖U‖2H = β ‖Au0‖
2
+ ‖w‖2 + ‖v‖2 + ‖η‖2L2µ1(R+;F1)
+ ‖η‖2L2µ2(R+;F1/2)
The operator L is the maximal one provided that the mapping I−L : D(L)→ H
is onto. Let U∗ = (u∗;w∗; v∗; η∗; η∗) ∈ H, and onsider the equation
(I − L)U = U∗
whih, written in omponents, reads
u− w = u∗ ∈ F1 (2.9)
w + βA2u+
+∞∫
0
µ1(s)A
2η(s)ds − νAv = w∗ ∈ F0 (2.10)
v + ωAv +
+∞∫
0
µ2(s)Aη(s)ds + νAw = v
∗ ∈ F0 (2.11)
η + ηs − w = η
∗ ∈ L2µ1(R+;F1) (2.12)
η + ηs − v = η
∗ ∈ L2µ2(R+;F1/2) (2.13)
Integrations of two latter equalities immediately implies that
η(s) = w(1 − e−s) +
s∫
0
ey−sη∗(y)dy (2.14)
η(s) = v(1 − e−s) +
s∫
0
ey−sη∗(y)dy. (2.15)
Sabsituting (2.14) and (2.15) into (2.10) and (2.11) respetively, aounting for
+∞∫
0
µ1(s)A
2
s∫
0
ey−sη∗(y)dy ∈ F−1,
+∞∫
0
µ2(s)A
s∫
0
ey−sη∗(y)dy ∈ F−1/2,
we redue original system (2.9)-(2.13) to the system of three equations
u− w = u∗ ∈ F1
w + βA2u+ c1A
2w − νAv = w∗∗ ∈ F−1
v + ωAv + c2Av + νAw = v
∗∗ ∈ F−1/2
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where elements w∗∗ and v∗∗ are supposed to be given and
ci =
+∞∫
0
µi(s)(1 − e
−s)ds, i = 1, 2.
Or it ould be rewritten in terms of only w, v as follows
w + cβA
2w − νAv = w∗∗∗ ∈ F−1 (2.16)
v + cωAv + νAw = v
∗∗∗ ∈ F−1/2, (2.17)
where equations are obtained by substitution the relation u = w+u∗ into the latter
system, elements w∗∗∗, v∗∗∗ are also supposed to be given, cβ and cω are positive
onstants.
To solve the ellipti problem (2.16)-(2.17) we apply Lax-Millgram Theorem with
settings like in [27℄. Namely,
V = F1 × F1/2, H = F0 × F0, V
∗ = F−1 × F−1/2
a((w, v); (w˜, v˜)) = (w, w˜) + cβ(Aw,Aw˜)− ν(Av, w˜)+
+(v, v˜) + cω(Av, v˜) + ν(Aw, v˜).
V ∗ being the dual of V with respet to H and the bilinear form a((w, v); (w˜, v˜))
being oeretive, Lax-Millgram Theorem is appliable and implies the existene of
w ∈ F1 and v ∈ F1/2 that satisfy (2.16)-(2.17). The element U = (u;w; v; η; η),
where u = u∗+w and "memory" omponents - η and η - are obtained by (2.14) and
(2.15), satises the system of equations (2.9)-(2.13) and so - on aount for the form
of these equalities - obviously belongs to D(L). Thus L is the maximal operator
and due to Lumer-Phillips Theorem generates s.. semigroup of ontrations.
STEP II. The existene of loal solutions is the onsequene of [30, Theorem
6.1.4℄. More preisely, ∀U0 ∈ H ∃tmax ≤ ∞ and there exists a unique funtion
U(t) ∈ C ([0, tmax);H) suh as U(t) is the mild solution of (2.7) on eah losed
interval [0, T ] where T < tmax. Besides, if tmax <∞ then
lim
t↑tmax
‖U(t)‖H =∞. (2.18)
Naturally, appliation of this Theorem is allowed beause eah of its onditions
is satised. Namely, linear part of the problem − the operator L − is generator of
s.. semigroup and nonlinearity − funtion f(U) − is loally Lipshitz one. The
statement that any mild solution ould be extended to arbitrary losed interval of
the form [0, T ] is equivalent to the equality tmax =∞.
Consider any mild solution U(t) with initial data U0. Assume that tmax < ∞
and 0 < T < tmax. Hene, (2.18) takes plae. Next we apply [30, Theorem 4.2.7℄.
Aording to this Theorem there exist sequenes {fn(t)}
∞
n=1 ⊂ C
1 ([0, T ];H) and
{U0n}
∞
n=1 ∈ D(L) suh as
fn(t)→ f(U(t)) in L1(0, T ;H)
U0n → U0 in H
Besides, there exists a sequene {Un(t)}
∞
n=1 of funtions that satisfy next Coushy
problem {
dUn
dt = LUn(t) + fn(t), t ∈ [0, T ]
Un(0) = U0n.
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Then for ∀T ′ < T the sequene of Un(t) onverges to U(t) uniformly for all
t ∈ [0, T ′].
Moreover, the following inequality holds true
‖Un(t)‖
2
H − ‖U0n‖
2
H ≤ 2
t∫
0
〈fn(s), Un(s)〉H ds.
Passing to the limit n→ +∞ we obtain
‖U(t)‖2H − ‖U0‖
2
H ≤ 2
t∫
0
〈f(U(s)), U(s)〉H ds. (2.19)
Using the same proedure onsidering the equality
M
(∥∥∥A1/2un(t)∥∥∥2
)
−M
(∥∥∥A1/2u0n∥∥∥2
)
=
t∫
0
M
(∥∥∥A1/2un(s)∥∥∥2
)
(Aun(s), wn(s)) ds,
where un and wn are orresponding omponents of Un, we obtain
M
(∥∥∥A1/2u(t)∥∥∥2)−M(∥∥∥A1/2u0∥∥∥2
)
=
t∫
0
M
(∥∥∥A1/2u(s)∥∥∥2) (Au(s), w(s)) ds.
(2.20)
Next we onsider the sum of (2.19) and (2.20). Before this we set
E(t) ≡
1
2
‖U(t)‖2H +M
(∥∥∥A1/2u∥∥∥2)
Using onditions on M(·) and p, we obtain the next hain of inequalities
α1 ‖U(t)‖
2
H − C1 ≤ E(t) ≤ E(0) +
t∫
0
(p, u(s))ds ≤ C2 + α2
t∫
0
‖U(τ)‖2H dτ.
Here and below all new onstants are positive.
Then
‖U(t)‖2H ≤ C
(
‖U0‖
2
H
)
+ α
t∫
0
‖U(τ)‖2H dτ.
Appliation of Gronwall Lemma is left:
‖U(t)‖2H ≤ C
(
‖U0‖
2
H
)
eC3t. (2.21)
That obviously ontradits to (2.18). Thus we have proved that every mild
solution ould be extended on a losed interval of arbitrary length.
STEP III. We ontinue the proof onsidering the question of ontinuous depen-
dene of the solution on initial data.
Consider ∀T > 0, ∀t ∈ (0, T ) and two mild solutions U1(t) and U2(t) with initial
data U10 and U20 respetively, then
‖U1(t)− U2(t)‖H ≤
∥∥etL(U10 − U20)∥∥H +
t∫
0
∥∥∥e(t−τ)L (f(U1(τ)) − f(U2(τ)))∥∥∥
H
dτ
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Using that
∥∥etL∥∥
[H,H]
≤ 1, estimate (2.21) and loally Lipshitz property of f
with orresponding onstant L(R) (i.e., f is the Lipshitz funtion in the losed
ball
{
‖U‖2 ≤ R
}
with onstant L(R), here it is reasonable to set
R ≡ C(max
{
‖U10‖
2
H , ‖U20‖
2
H
}
)eC3T
where all onstants are taken from (2.21)) and again Gronwall Lemma we nally
obtain
‖U1(t)− U2(t)‖H ≤ e
CT ‖U10 − U20‖H
where CT is a positive onstant that depends on initial data.
STEP IV. The statement about lassial solutions follows diretly from [30, The-
orem 6.1.5℄.
The proof is omplete.
Now we may set StU0 ≡ U(t), then (H, St) is the dynamial system on H that
is generated by mild solutions of (2.7) (for exat denition of a dynamial system
see [1, 5, 35℄).
We ontinue with observation that is of interest in its own rights and not used
in asymptoti analysis. In what folows below in this Subsetion we will impose
onditions on initial data from domain of operator L under whih the orresponding
lassial solution (having returned to original problem with settings H = L2(Ω),
A = −∆, D(A) = H2(Ω) ∩H10 (Ω)) satises boundary onditions (1.2).
Neessity of additional onditions to satisfy (1.2) is illustrated by the next ex-
ample.
Consider U = (u;w; v; η; η) ∈ D(L) given as follows
u =
∑
k≥1
1
kλk
ek, η(s) = −s
(
β
κ1
u− νκ1
∑
k≥1
1
kλ
3/2
k
ek
)
,
v =
∑
k≥1
1
kλ
1/2
k
ek, η(s) = −
ω
κ2
sv,
where κi =
∫∞
0
sµi(s)ds and we reall that ek and λk is orresponding eigenvetor
and eigenvalue of operator A respetively. The omponent w ∈ F1 is arbitrary.
In this ase, in partiular,
+∞∫
0
µ2(s)Aη(s)ds /∈ F0,
+∞∫
0
µ1(s)A
2η(s)ds /∈ F0.
And βA2u − νAv /∈ F0. Hene, Au /∈ F1/2. We reall that in terms of original
problem (2.1) F1/2 = H
1
0 (Ω). Therefore onditions (1.2) does not hold.
The main diulty is in the fat that we may onlude that the sum
βA2u+
+∞∫
0
µ1(s)A
2η(s)ds (2.22)
lies in the spae F−1/2 but we an't say the same separately for eah part of this
sum.
Nevertheless, it turned out that if we impose additional onditions on initial data
we will manage to separate two parts in (2.22). Namely, next Proposition takes
plae.
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Proposition 2.2. Let U0 ∈ D(L) and, moreover,
u0 ∈ L
∞(0,+∞;F3/2),
where u0(t) ≡ u0 − η0(t) for all t ≥ 0. Then the orresponding lassial solution
satises
u ∈ C([0,+∞);F3/2). (2.23)
And, hene, if, moreover, H = L2(Ω), A = −∆, D(A) = H2(Ω) ∩H10 (Ω) then
∆u(t,x) = 0, x ∈ ∂Ω, t ≥ 0.
Proof. First we note that ηt(s) = u(t) − u(t − s) where u(−t) = u0(t), t ≥ 0.
For general ase of a mild solution this formula will be proved in Subsetion 2.3.
but one an see that we just returned to introdution of the memory variable in
Subsetion 2.1.
Next, from equations (2.6) and the formula above for η we obtain
u(t)−
t∫
−∞
µ1(t− y)
κ1 + β
u(y)dy = h(t), t ≥ 0. (2.24)
where κ1 ≡
+∞∫
0
µ1(s)ds and h(t) ∈ C([0,∞);F3/2). To obtain injetion for h(t)
that satises
(κ1 + β)A
2h(t) = −utt + νAv −M
(∥∥∥A1/2u∥∥∥2)Au+ p
one should use Theorem 2.11 for ontinuity of derivatives utt, vt and η
t
t and manner
of the proof of the estimate (4.6) in the Corollary 4.2 for ontinuity of v(t) with
values in F1/2).
Equation (2.24) may be rewritten
u(t)−
t∫
0
µ1(t− y)
κ1 + β
u(y)dy = F (t), t ≥ 0, (2.25)
where
F (t) = h(t) +
0∫
−∞
µ1(t− y)
κ1 + β
u0(−y)dy.
Note that F (t) belongs to C([0,+∞);F3/2). We will solve (2.25) by standard
iteration method on interval [0, T ] where T > 0 is arbitrary. Namely, we set w0 = 0,
wn(t) = F (t) +
t∫
0
µ1(t− y)
κ1 + β
wn−1(y)dy, n = 1, 2, ...,
and we observe that
sup
[0,T ]
‖wn+1(t)− wn(t)‖3/2 ≤ q · sup
[0,T ]
‖wn(t)− wn−1(t)‖3/2 ≤ q
n · sup
[0,T ]
‖F (t)‖3/2
where
q =
κ1
κ1 + β
< 1.
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Thus {wn(t)} is a Cauhy sequene in C([0, T ];F3/2), and it onverges to u(t) ∈
C([0, T ];F3/2). For last onlusion we need to say that solution of (2.25) is unique
sine the operator
t∫
0
µ1(t− y)
κ1 + β
• dy : C([0, T ];F3/2)→ C([0, T ];F3/2)
is an operator of ontrations.
The proof is omplete.
Remark 2.3. Though the manner of solvation of Volterra equation (2.25) is stan-
dard it should be noted that similar equations in study of visous models were on-
sidered in [12, 25℄.
2.3. Expliit representation formula. In the sequel we need typial for equa-
tions with innite memory expliit representation formulas (similar to onsidered
in [10, 11, 15, 18, 20, 21℄).
Proposition 2.4. Let U(t) = (u(t);w(t); v(t); ηt; ηt) be a mild solution of (2.7)
with initial data U0 = (u0;w0; v0; η0; η0). Then
ηt(s) =
{
u(t)− u(t− s), t > s > 0
η0(s− t) + u(t)− u(0), t ≤ s
(2.26)
Proposition 2.5. Let U(t) = (u(t);w(t); v(t); ηt; ηt) be a mild solution of (2.7)
with initial data U0 = (u0;w0; v0; η0; η0). Then
ηt(s) =


s∫
0
v(t− y)dy, t > s > 0
η0(s− t) +
t∫
0
v(t− y)dy, t ≤ s
(2.27)
Proof.
We restrit ourselves to the ase of Proposition 2.4. Other Proposition is proved
in the same manner. First we note that eah mild solution of (2.7) ould be ap-
proximated by lassial solutions of the problem. More preisely, for all U0 ∈ H we
an hoose sequene {U0n : U0n ∈ D(L)} suh as U0n → U0 in H (suh hoise is
possible sine D(L) is dense in H) and due to Theorem 2.1 for arbitrary T > 0:
∃Un(t) a classical solution of (2.7)
∃U(t) a mild solution of (2.7)
∣∣∣∣ Un(t)→ U(t) uniformly on [0,T]
Here we present the derivation of expliit representation formulas (of ourse,
reader an just verify formulas substituting them into orresponding equations in
(2.6)). Now we derive expliit representation formula for the rst "memory" om-
ponent of the lassial solution Un(t) = (un(t);ut,n(t); vn(t); η
t
n; η
t
n) . Consider the
third equation of system (2.6):
∂
∂t
ηtn(s) = −
∂
∂s
ηtn(s) + ut,n(t)
Then after the substitution y = t− s we obtain
∂
∂t
ηtn(t− y) =
∂
∂y
ηtn(t− y) + ut,n(t)
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And in aount for
d
dtη
t
n(t− y) =
∂
∂tη
t
n(t− y)−
∂
∂yη
t
n(t− y) we obtain
d
dt
ηtn(t− y) = ut,n(t)
To reah the nal equality the proess of integration is left:
let t > s, integration
t∫
y
·
∣∣∣∣∣ ηtn(t− y)− ηyn(0) = un(t)− un(y)
or ηtn(s) = un(t)− un(t− s)
let t ≤ s integration
t∫
0
·
∣∣∣∣ ηtn(t− y)− η0n(−y) = un(t)− un(0)
or ηtn(s) = η0,n(s− t) + un(t)− un(0).
We used above that U0n ∈ D(L) (and it implies that η
y
n(0) = 0) and initial
ondition (namely, η0n(−y) = η0,n(−y)).
Our next step is typial. To obtain neessary equalities for U(t) we pass to limit
n→∞. Before this we denote
ψtn(s) =
{
un(t)− un(t− s), t > s > 0
η0,n(s− t) + un(t)− un(0), t ≤ s
and
ψt(s) =
{
u(t)− u(t− s), t > s > 0
η0(s− t) + u(t)− u(0), t ≤ s
.
We have already known that ψtn(s) = η
t
n(s). We need ψ
t(s) = ηt(s).
Sine ηtn(s) → η
t(s) in L2µ1(R+;F1) uniformly on t ∈ [0,T], it is suient to
show that ψtn(s)→ ψ
t(s) in L2µ1(R+;F1) for all t ∈ [0,T].
Indeed, onsider any t ∈ [0,T]:
∥∥ψtn − ψt∥∥2L2µ1 (R+;F1) =
+∞∫
0
µ1(s)
∥∥ψtn(s)− ψt(s)∥∥21 ds =
=
t∫
0
µ1(s) ‖(un(t)− u(t))− (un(t− s)− u(t− s))‖
2
1 ds+
+
+∞∫
t
µ1(s)
∥∥(un(t)− u(t))− (un(0)− u(0)) + (η0,n(s− t)− η0(s− t))∥∥1 ds→ 0.
Thus we may onlude ηt(s) = ψt(s) and this ompletes the proof.
2.4. The set of stationary points. In this Subsetion we analyse the set of
stationary points of the problem (2.7){
U˙(t) = LU(t) + f(U(t))
U(0) = U0 ∈ H,
whih ould be dened as follows
N = {U ∈ X : StU = U ∀ t ≥ 0} .
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We note that stationary point U0 ∈ H is the mild solution of (2.7) U(t) ≡ U0
and, as a onsequene, it satises the following integral equation
U0 = e
tLU0 +
t∫
0
e(t−τ)Lf(U0)dτ.
This yields that for any t > 0
−
(
etL − I
t
)
U0 =
1
t
t∫
0
e(t−τ)Lf(U0)dτ =
1
t
t∫
0
eτLf(U0)dτ.
Right-hand side onverges to f(U0) as t ↓ 0 (see [30, Theorem 1.2.4.(a)℄). There-
fore, by the denition of innitesimal generator U0 ∈ D(L) and
LU0 + f(U0) = 0. (2.28)
Thus we have next assertion:
Proposition 2.6. The set N of stationary points ould be written as follows:
N =
{
V = (u; 0; 0; 0; 0) : βA2u+M
(∥∥∥A1/2u∥∥∥2)Au = p} (2.29)
Properties of the set (2.29) when β > 0 was investigated in [5℄. In partiular,
boundedness of N was proved and onditions whih implies niteness of N were
obtained. In general, results onerning the set N ould be stated as follows (see
[5, Chapter 4℄)
Theorem 2.7. Let J [u] ≡ βA2u + M
(∥∥A1/2u∥∥2)Au and J ′[u] is its Freshet
derivative for u ∈ F0. We introdue the set
R ≡
{
h ∈ F0 : ∃ [J
′[u]]
−1
for all u ∈ J−1[h]
}
Then
(i) for any bounded B ⊂ F0 preimage J −1(B) is bounded (in partiular, N
is bounded in H)
(ii) the set R is open, dense in F0 and if p ∈ R then N is a nite set.
It should be noted that if a property of a dynamial system holds for the param-
eters from an open and dense set in the orresponding spae, then it its frequently
said that this property is a generi property. Generi properties are frequently
enountered and stay stable during the small perturbations of the properties of a
system (see [5, Chapter 2℄).
For illustration we onsider the ase when M(z) = z − Γ and p = 0 that or-
responds to genuine (non-abstrat) homogeneous Berger's equation. This ase is
desribed by the next statement that is easy to verify.
Proposition 2.8. Eah stationary point has the form of U = (u; 0; 0; 0; 0) where
u = ckek, k = 0,±1,±2, ...,±N0,
ek − eigenbasis vetor of the operator A, N0 is the maximal integer suh that
Γ > βλN0 and
c0 = 0,
c±k = ±
√
Γ−βλk
λk
k = 1, N0.
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Obviously this Proposition implies that the number of stationary points in on-
sidering ase (and, we reall that β > 0) is nite.
2.5. Strit Lyapunov funtion. It turned out that the semigroup (H, St) whih
we onsider in this work is gradient (see denition below). This irumstane alows
to simplify asymptoti analysis due to well-known results (see Subsetion 3.1).
Denition 2.9. The dynamial system (X,St) is said to be gradient if it possesses
a strit Lyapunov funtion, i.e. there exists a ontinuous funtional Φ(U) dened
on X suh that (i) the funtion t → Φ(StU) is noninreasing for any U ∈ X, and
(ii) the equation Φ(StU) = Φ(U) for all t > 0 implies that StU = U for all t > 0,
i.e., U is a stationary point of (X,St).
Corresponding funtional has the following form:
Φ(U) =
1
2
‖U‖2H +M
(∥∥∥A1/2u∥∥∥2)− (p, u)
Now we notie that eah lassial solution satises the energy relation
Φ(U(t)) − Φ(U(τ)) = −ω
t∫
τ
∥∥A1/2v∥∥2 dy +
+
t∫
τ
(
Tηy, ηy
)
L2µ1(R+;F1)
dy +
t∫
τ
(Tηy, ηy)L2µ2(R+;F1/2)
dy. (2.30)
Therefore, for any mild solution we have the estimate
Φ(U(t))− Φ(U(τ)) ≤ −
t∫
τ
‖ηy‖2L2µ1(R+;F1)
dy −
t∫
τ
‖ηy‖2L2µ2(R+;F1/2)
dy. (2.31)
The (energy) relation (2.31) with Propositions 2.4 and 2.5 gives us the following
result:
Theorem 2.10. Let the funtional Φ(U) : H 7−→ R is given by
Φ(U) =
1
2
‖U‖2H +M
(∥∥∥A1/2u∥∥∥2)− (p, u)
Then
I. The system (H, St) is gradient with Φ as a Lyapunov funtion, i.e.
(i) the funtion t 7→ Φ(StU0) is noninreasing for any U0 ∈ H;
(ii) the equation Φ(StU0) = Φ(U0) for all t > 0 and for some U0 ∈ H implies
that U0 is a stationary point.
II. The funtional Φ(U) is bounded from above on any bounded subset of H and
the set ΦR = {U : Φ(U) ≤ R} is bounded for every R.
Thus, Φ(U) is a appropriate strit Lyapunov funtion.
The statement I.(i) is proved with the help of relation (2.31), I.(ii) needs expliit
representation formulas (Propositions 2.4 and 2.5) besides (2.31). Statements in
II hold true thanks to onditions imposed on funtion M and their proof requires
manipulations the same as in proof of global existene (see Theorem 2.1, step II)
so it is omitted here.
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2.6. Some other useful properties. Here we ollet some more statements about
the onsidered semigroup. We note that the statement devoted to Frehet dieren-
tiability of St is similar to [6, Proposition 2.3℄ and bakward uniquiness result for
thermoelasti plates was obtained also in [6℄, but the ase with memory variables
is muh simplier, what is noted in [11℄.
Consider the system that ould be obtained after formal dierentiation with the
respet to t of (2.7) {
W˙ = LW + f ′(U(t))W,
W (0) =W0.
(2.32)
Here for U(t) = (u(t);ut(t); v(t); η
t; ηt) and W (t) = (w(t);wt(t); ξ(t); η˜
t
; η˜t)
f ′(U(t))W =


0
−M ′(
∥∥A1/2u∥∥2)(Au,w)Au −M(∥∥A1/2u∥∥2)Aw
0
0
0


T
Using the standard method presented in this Setion well-posedness result for
(2.32) is proved on the phase spae H and moreover (ompare with (2.21))
‖W (t)‖H ≤ e
aR,T ‖W0‖H , t ∈ [0, T ] (2.33)
provided ‖U(t)‖H ≤ R for all t ∈ [0, T ].
Denote also
B(u) = p−M(
∥∥A1/2u∥∥2)Au,
B′(u)w = −M ′(
∥∥A1/2u∥∥2)(Au,w)Au −M(∥∥A1/2u∥∥2)Aw.
Theorem 2.11. The mapping U → StU is Frehet dierentiable on H for every
t ≥ 0. Moreover, the Frehet derivative D[StU0] : H → H is a mapping of the form
D[StU0]W0 =W (t) = (w(t);wt(t); ξ(t); η˜
t
; η˜t), W0 = (w0;w1; ξ0; η˜0; η˜0), (2.34)
where (w(t);wt(t); ξ(t); η˜
t
; η˜t) ∈ C([0,∞);H) is a unique solution to the problem
(2.32).
Proof. Consider U0,W0 ∈ H, t ≥ 0 and the funtion
Y (t) = St[U0 +W0]− St[U0]−W (t).
We need to show that
‖Y (t)‖H = O(‖W0‖H). (2.35)
Note that Y (t) solves {
Y˙ = LY + F(t),
Y (0) = 0.
where seond omponent of F(t) (we denote it as F (t), other omponents are equal
to zero) is equal to
F (t) = B(u∗(t))−B(u(t))−B′(u(t))w(t),
where u∗(t), u(t) and w(t) are rst omponents of St[U0 +W0], St[U0] and W (t)
respetively. The rst omponent of Y (t) will be denoted by z(t).
Next representation holds
F (t) = I1 + I2,
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where
I1 =
1∫
0
[B′(uλ(t))−B
′(u(t))]w(t)dλ =
= −
1∫
0
{[
M ′(
∥∥A1/2uλ∥∥2)−M ′(∥∥A1/2u∥∥2)] (Auλ, w)Auλ+
+M ′(
∥∥A1/2u∥∥2)(A(uλ − u), w)Auλ +M ′(∥∥A1/2u∥∥2)(Au,w)A(uλ − u)+
+
[
M ′(
∥∥A1/2uλ∥∥2)−M ′(∥∥A1/2u∥∥2)]Aw} dλ
and
I2 =
1∫
0
B′(uλ(t))z(t)dλ.
where uλ = u+λ(u
∗−u). Heneforth we assume that all funtions - St[U0 + W0],
St[U0] and W (t) - are bounded on [0, T ] with respet to the norm of H with num-
ber R.
Using (2.21) and (2.33) we obtain
‖I1‖ ≤ CR ‖u
∗(t)− u(t)‖1 ‖w(t)‖1 ≤ CR ‖W0‖
2
H .
From energetial equation of the problem for Y (t) we obtain
‖Y (t)‖2H − ‖Y (0)‖
2
H ≤
t∫
0
(F (τ), zt)dτ ≤ CR ‖W0‖
4
H + CR
t∫
0
‖Y (τ)‖2H dτ
The nal onlusion follows from Gronwall Lemma
‖Y (t)‖H ≤ CR ‖W0‖
2
H .
The proof is omplete.
Other additional result states injetivity of St and of its Frehet derivative
D[StU0] for all t > 0 and U0 ∈ H. Due to nite memory we an easily obtain
the result whih will be needed in Subsetion 4.3.
Proposition 2.12. Next statements hold:
• Let
Ui(t) = (u
i(t);uit(t); v
i(t); ηi,t; ηi,t), i = 1, 2
be two solutions of (2.7).
If U1(T ) = U2(T ) for some T > 0, then U1(t) = U2(t) for every
t ∈ [0, T ].
• Let u(t) ∈ C([0, T ];F1) and W (t) =(w(t);wt(t); ξ(t); η˜
t
; η˜t) be a solution
to the linear (non-autonomous) equation (2.32).
If W (T ) = 0, then W (t) = 0 for every t ∈ [0, T ].
Proof. For pair of solutions both (2.7) and (2.32) expliit representation formulas
formulated in Propositions 2.4 and 2.5 hold. Therefore further proof is general for
both problems.
We have
η1,T (s) = η2,T (s) ∀s ≥ 0.
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Then
u1(T )− u1(T − s) = u2(T )− u2(T − s) ∀s ∈ [0, T ]
In view that u1(T ) = u2(T ) it means
u1(t) = u2(t) ∀t ∈ [0, T ].
Beause of same arguments v1(t) = v2(t) for all t ∈ [0, T ].
The fat that memory variables oinide in initial moment is left to verify. It
follows from the next representation
ηi,t(s) = ηi,T (s+ T − t)− ui(T ) + ui(t), t ∈ [0, T ], i = 1, 2.
and the similar for ηt(s).
The proof is omplete.
3. Main result: existene of finite dimensional attrator.
3.1. Preliminaries and formulation of main result. Now we reall some de-
nitions and statements (following mostly [1, 5, 35℄) that will be needed in the sequel.
All formulations are made for abstrat dynamial system (X,St) where X − is a
metri spae and St is a semigroup of operators in X .
Denition 3.1. A ⊂ X is alled an attrator if (i) A is losed bounded stritly in-
variant set (StA = A ∀t ≥ 0) and (ii) A possesses the uniform attration property,
i.e. for any bounded set B ⊂ X the following equality holds true
lim
t→+∞
sup
U∈B
distX (StU,A) = 0.
Denition 3.2. The dynamial system (X,St) is said to be asymptotially smooth
if for any positively invariant bounded set D ⊂ X there exists a ompat K in the
losure D of D suh that
lim
t→+∞
sup
U∈D
distX (StU,K) = 0.
To prove the existene of ompat global attrator we rely on the following well-
known assertion (see [7, 24℄), that is useful in our ase beause it requires dynamial
system to be gradient what has already been proved in the previous Setion. Other
advantage of this approah is absene of neessity to obtain dissipativity rst.
Theorem 3.3. Assume that (X,St) is a gradient dynamial system whih, more-
over, is asymptotially smooth. Assume that Lyapunov funtion Φ(U) assoiated
with the system is bounded from above on any bounded subset of X and the set
ΦR = {U : Φ(U) ≤ R} is bounded for every R. If the set N of stationary points of
(X,St) is bounded, then (X,St) possesses a ompat global attrator.
It turns out that in our ase of a gradient system thanks to well-known statements
(see [1, 5, 6, 35℄) it is possible to desribe geometrial struture of the attrator.
Denition 3.4. We dene the unstable manifold Mu (N ) emanating from the set
N as a set of all U ∈ X suh that there exists a full trajetory γ = {U(t) : t ∈ R}
with the properties
U(0) = U and lim
t→−∞
distX(U(t),N ) = 0.
The following assertion desribes a long-time behaviour in terms of unstable
manifold when the power of the set N (nite or innite) is not speied.
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Theorem 3.5. Assume that the gradient system (X,St) possesses a ompat global
attrator A. Then A =Mu (N ) and, moreover,
(i) the global attrator A onsists of full trajetories γ = {U(t) : R} suh
that
lim
t→−∞
distX(U(t),N ) = 0 and lim
t→+∞
distX(U(t),N ) = 0.
(ii) for any U ∈ X we have
lim
t→+∞
distX(StU,N ) = 0.
Thus if all onditions of the Theorem above are satised then any trajetory
stabilizes to the set N of stationary points. Assumption that N = {e1, ..., en} - is
a nite set allows us to desribe asymptoti behaviour more preise. Namely, next
diret onsequene of previous Theorem holds true:
Corollary 3.6. Assume that the gradient dynamial system (X,St) possesses a
ompat global attrator A and N =
{
ei| i = 1, n, ei ∈ X
}
is a nite set. Then
A = ∪ni=1M
u(ei) and
(i) the global attrator A onsists of full trajetories γ = {U(t) : t ∈ R} on-
neting pairs of stationary points, i.e. any U ∈ A belongs to some full
trajetory γ and for any γ ⊂ A there exists a pair {e, e∗} ⊂ N suh that
U(t)→ e as t→ −∞ and U(t)→ e∗ as t→ +∞;
(ii) for any V ∈ X there exists a stationary point e suh that StV → e as
t→ +∞.
Therefore to obtain an existene of ompat global attrator of the ertain geo-
metrial struture we have to investigate questions that onern with the set of sta-
tionary points, existene of a strit Lyapunov funtion and asymptotially smooth-
ness of onsidered semigroup. First two questions have already been onsidered in
the previous Setion. So we need to prove just asymptotially smoothness of the
dynamial system (H, St).
An important harateristi of a global attrator is its dimension. We use here
generalisation of notion "dimensionality". Namely,
Denition 3.7. The fratal dimension dimXf M of a ompat set M in a omplete
metri spae X is dened by
dimXf M = lim sup
ε→0
lnN(M, ε)
ln(1/ε)
,
where N(M, ε) is the minimal number of losed sets in X of the diameter 2ε whih
over the set M .
The proof of nite dimensionality is based on the next abstrat result whih is
generalization of the Ladyzhenskaya's Theorem on the dimension of the invariant
sets. To see examples of appliation of this Theorem we refer to, e.g., [3, 6, 7℄.
Theorem 3.8. Let X be a Banah spae and M be a bounded losed set in X.
Assume that there exists a mapping V : M 7→ X suh that M ⊆ VM and also
(i) V is Lipshitz on M, i.e., there exists L > 0 suh that
‖V v1 − V v2‖ ≤ L ‖v1 − v2‖ , v1, v2 ∈M ;
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(ii) there exist ompat seminorms n1(x) and n2(x) on X suh that
‖V v1 − V v2‖ ≤ η ‖v1 − v2‖+K [n1(v1 − v2) + n2(V v1 − V v2)]
for any v1, v2 ∈M , where 0 < η < 1 and K > 0 are onstants (a seminorm
n(x) on X is said to be ompat if for any bounded set B ⊂ X there exists
a sequene {xn} ⊂ B suh that n(xn − xm)→ 0 as m,n→∞).
Then M is a ompat set in a X of a nite fratal dimension. Moreover, we
have the estimate
dimXf M ≤
[
ln
2
1 + η
]−1
· lnm0
(
4K(1 + L2)1/2
1− η
)
,
where m0(R) is the maximal number of pairs (xi, yi) in X × X possessing the
properties
‖xi‖
2
+ ‖yi‖
2 ≤ R2, n1(xi − xj) + n2(yi − yj) > 1, i 6= j.
Now we may formulate the main result of this setion:
Theorem 3.9. Assume that onditions (2.2),(2.3),(2.4),(2.5) and p ∈ H hold.
Then the dynamial system (H, St) possesses a ompat global atrator of the form
A =Mu(N ) of nite fratal dimension.
3.2. Proof of Theorem 3.9. The following riterium (see [4, 7℄) leads to desired
property (asymptotial smoothness):
Theorem 3.10. Let (X,St) be a dynamial system on a omplete metri spae X
endowed with a metri d. Assume that for any bounded positively invariant set B in
X there exist numbers T > 0 and 0 < q < 1, and a pseudometri ρTB on C(0, T ;X)
suh that
(i) the pseudometri ρTB is preompat (with respet to X) in the following
sense: any sequene {xn} ⊂ B has a subsequene {xnk} suh that the
sequene {yk} ⊂ C(0, T ;X) of elements yk(τ) = Sτxnk is Couhy with
respet to ρTB ;
(ii) the following inequality holds
d(ST y1, ST y2) ≤ q · d(y1, y2) + ρ
T
B({Sτy1} , {Sτy2}),
for every y1, y2 ∈ B, where we denote by {Sτyi} the element in the spae
C(0, T ;X) given by funtion yi(τ) = Sτyi.
Then (X,St) is an asymptotially smooth dynamial system.
Reader is refered to [7, Chapter 2℄ for details and other relative statements.
To apply the riterium above we obtain so-alled "stabilizability inequality"
stated in the next Theorem. This Theorem will be proved in Setion 5.
Theorem 3.11. AssumeM(z) ∈ C2(R+). Let (u
1; v1; η1; η1) and (u2; v2; η2; η2) be
two solutions of the problem (2.7) with initial data U i = (ui0;u
i
1; v
i
0; η
i
0; η
i
0), i = 1, 2.
Assume that∥∥Aui(t)∥∥2 + ∥∥uit(t)∥∥2 + ∥∥vi(t)∥∥2 + ∥∥ηi,t∥∥2L2µ1(R+;F1) +
∥∥ηi,t∥∥2
L2µ2(R+;F1/2)
≤ R2
for all t ≥ 0. Let
Z(t) ≡
(
u1(t)− u2(t);u1t (t)− u
2
t (t); v
1(t)− v2(t); η1,t − η2,t; η1,t − η2,t
)
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and
z(t) ≡ u1(t)− u2(t).
Then there exist positive onstants CR and γ suh that
|Z(t)|2 ≤ CR |Z(0)|
2
e−γt + CR sup
0≤τ≤t
‖z(τ)‖2 . (3.1)
Now to apply both Theorem 3.11 and 3.10 we set
t ≡ T,
ρTB({Sτy1} , {Sτy2}) ≡ CR max
τ∈[0,T ]
∥∥u1(τ) − u2(τ)∥∥ ,
q ≡ CRe−γT < 1.
Sine C(0, T ;F1) ∩ C
1(0, T ;H) ompatly imbedded in C(0, T ;H) (see for ex-
ample [34℄), pseudometri ρTB is preompat. Thus by Theorem 3.10 (H, St) is an
asymptotially smooth dynamial system.
Therefore it follows from Theorems 3.3 and 3.5 the ompat global attrator A
exists and possesses the struture of unstable manifold A =Mu (N ).
But Theorem 3.9 also asserts nite dimensionality of A. For the omplete proof
of this assertion with the same stabilizability inequality immanented to the equation
under onsideration (but with other phase spae that does not essentially hange
the proof) we refer to [6, 7℄ or disusssion in [3℄.
To prove niteness of the fratal dimension, we appeal to a generalization of the
Ladyzhenskaya's Theorem on the dimension of the invariant sets (see Theorem 3.8).
This result appliable, in view of the loal Lipshitz ontinuity of the semi-ow St
(see (2.8)) and of the stabilizability estimate.
Following the method desribed in [6℄, let us introdue the extended spae HT =
H×W1(0, T ) (with an appropriate T > 0). Here
W1(0, T ) =

z(t) : |z|2W1(0,T ) ≡
T∫
0
(‖Az(t)‖2 + ‖zt(t)‖
2
)dt <∞

 .
Next, we onsider in HT the set
AT :=
{
U ≡ (u(0);ut(0); v(0); η
0; η0;u(t), t ∈ [0, T ]) : (u(0);ut(0); v(0); η
0; η0) ∈ A
}
,
where
(u(t);ut(t); v(t); η
t; ηt)
is the solution to (2.7) with initial data (u(0);ut(0); v(0); η
0; η0), and dene operator
V : AT 7→ HT by the formula
V : (u(0);ut(0); v(0); η
0; η0) 7→ (u(T );ut(T ); v(T ); η
T ; ηT ;u(T + t)).
Then, by using pretty muh the same arguments as in [6, 7℄, we see that assump-
tions of Theorem 3.8 are satised.
Thus proof of Theorem 3.9 is omplete.
4. Other properties of asymptoti behaviour.
4.1. Smoothness of the attrator. Often it's possible to prove that an attrator
is the bounded set with respet to more strong topology (see for example [3, 6, 10℄).
In order to obtain similar property for our ase we use stabilizability estimate along
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with full invariane property of A like in [6℄. Besides, peuliarities of onsidered
problem requires additional steps in order to obtain suiently expliit estimates.
First let us denote as R > 0 suh positive onstant that
‖U0‖H ≤ R, ∀U0 ∈ A. (4.1)
Our main goal in this Subsetion is to prove step by step that there exists a
positive onstant CR suh that for any trajetory U(t) = (u(t);ut(t); v(t); η
t; ηt)
lying in the attrator we have
‖utt(t)‖
2
+ ‖Aut(t)‖
2
+ ‖vt(t)‖
2
+
∥∥ηtt∥∥2L2µ1(R+;F1) + ‖ηtt‖2L2µ2 (R+;F1/2) +
+
∥∥A3/2u(t)∥∥2 + ω ∥∥A2u(t)∥∥2 + ω ‖Av(t)‖2 +
+
∥∥A1/2v(t)∥∥2 + ∥∥Tηt∥∥2
L2µ1(R+;F1)
+ ‖Tηt‖
2
L2µ2(R+;F1/2)
≤ C2R. (4.2)
Lemma 4.1. Next statements hold true
(i) The global attrator A whih existene were established in Setion 3 is
ontained in D(L), the domain of innitesimal operator L.
(ii) There exists a positive onstant CR suh that for any trajetory U(t) =
(u(t);ut(t); v(t); η
t; ηt) lying in the attrator we have
‖Ut(t)‖H + ‖LU(t)‖H ≤ CR, ∀t ∈ R. (4.3)
Proof.
STEP I. Here we use the same ideas as in [3, 6, 7℄.
Let
{
U(t) ≡ (u(t);ut(t); v(t); η
t; ηt)
}
⊂ H be a full trajetory from the attrator
A. Let |σ| < 1. Applying Theorem 3.11 with U1 = U(s + σ), U2 = U(s) (and,
aordingly, the interval [s, t] in plae of [0, t]), we have that
‖U(t+ σ)− U(t)‖2H ≤ C1e
−γ(t−s) ‖U(s+ σ) − U(s)‖2H +
+C2 max
τ∈[s,t]
‖u(τ + σ)− u(τ)‖2 (4.4)
for any t, s ∈ R suh that s ≤ t and for any σ with |σ| < 1. Letting s→ −∞, (4.4)
gives
‖U(t+ σ)− U(t)‖2H ≤ C2 max
τ∈(−∞,t]
‖u(τ + σ)− u(τ)‖2
for any t ∈ R and |σ| < 1. On the attrator we obviously have that
1
σ
‖u(τ + σ)− u(τ)‖ ≤
1
σ
∫ σ
0
‖ut(τ + t)‖ dt, τ ∈ R.
Therefore, by (4.1) we obtain that
max
τ∈R
∥∥∥∥U(τ + σ)− U(τ)σ
∥∥∥∥
H
≤ CR for |σ| < 1.
Last estimate implies that funtion U(t) is absolutely ontinuous and thus pos-
sesses derivative almost everywhere whih as well is bounded as follows
‖Ut(t)‖H ≤ CR.
STEP II. Now we prove that A ⊂ D(L). For this we assume that U0 - is a point
in the attrator A that belongs to orresponding full trajetory {U(t)|t ∈ R} that
also lies in A and U(t) possesses a derivative in t = 0.
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Sine U(t) is a mild solution of (2.7), then
U(σ)− U0 = e
σLU0 − U0 +
σ∫
0
e(σ−τ)Lf(U(τ))dτ, ∀σ > 0.
To hek that U0 belongs to the domain of innitesimal operator L we need to
assure that the following term has a limit as σ → 0
eσL − I
σ
U0.
For this we write
eσL − I
σ
U0 =
U(σ)− U0
σ
−
1
σ
σ∫
0
e(σ−τ)Lf(U(τ))dτ .
One underlined term onverges in fore of assumption made in the beginning
of step II. We analyse twie underlined term making the following estimate∥∥∥∥ 1σ σ∫
0
e(σ−τ)L (f(U(τ)) − f(U0)) dτ
∥∥∥∥
H
≤ 1σ
σ∫
0
‖f(U(τ)) − f(U0)‖H dτ ≤
≤ LRσ
σ∫
0
‖U(τ)− U0‖H dτ ≤
≤ LR
σ∫
0
∥∥∥U(τ)−U0τ ∥∥∥H dτ ≤ LRCRσ → 0.
Finally, in view that (see [30, Theorem 1.2.4.(a)℄)
1
σ
σ∫
0
e(σ−τ)Lf(U0)dτ → f(U0) as σ → 0,
we make onlusion that U0 belongs to D(L). Using the assertion in Theorem 2.1
devoted to lassial solutions one an extend the onlusion on whole attrator,
thus A ⊂ D(L). Besides, it means that the attrator A onsists of full trajetories
whih orrespond to lassial solutions of the problem (2.7) and then satisfy (2.7)
literally. It ompletes the proof of estimate (4.3), namely, it gives
‖LU‖H ≤ CR ∀U ∈ A.
The proof of the Lemma is omplete.
Next Corollary gives more expliit (but not nal) form of (4.3). For its formu-
lation we set
φ(t) ≡ βu(t) +
+∞∫
0
µ1(s)η
t(s)ds,
ρ(t) ≡ φ(t)− νA−1v,
ψ(t) ≡ ωv(t) +
+∞∫
0
µ2(s)η
t(s)ds.
for any lassial solution of (2.7) U(t) = (u(t);ut(t); v(t); η
t; ηt).
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Corollary 4.2. There exists a positive onstant CR suh that for any trajetory
U(t) = (u(t);ut(t); v(t); η
t; ηt) lying in the attrator we have
‖utt(t)‖
2
+ ‖Aut(t)‖
2
+ ‖vt(t)‖
2
+
∥∥ηtt∥∥2L2µ1(R+;F1) + ‖ηtt‖2L2µ2 (R+;F1/2) +
+
∥∥A3/2φ(t)∥∥2 + ∥∥A2ρ(t)∥∥2 + ‖Aψ(t)‖2 +
+
∥∥A1/2v(t)∥∥2 + ∥∥Tηt∥∥2
L2µ1(R+;F1)
+ ‖Tηt‖
2
L2µ2(R+;F1/2)
≤ C2R. (4.5)
Proof. First line of (4.5) is equivalent to ‖Ut‖
2
H ≤ C
2
R. Bounds for funtions ρ(t)
and ψ(t) are obtained diretly from original equations (2.6). Remainder of (4.5)
follows from only ∥∥∥A1/2v(t)∥∥∥ ≤ CR (4.6)
if one uses eah equality from (2.6) again. In order to prove (4.6) one an repeat
proedure of the proof of maximality of the operator I −L (see Setion 2) keeping
in mind the goal to obtain (4.6). We propose this method with some insigniant
modiations in order to avoid treating with Lax-Millgram Theorem.
It follows from seond and fourth equality in (2.6) and estimate (4.3) that
ωAv +
+∞∫
0
µ2(s)Aη(s)ds = v
∗, ‖v∗‖ ≤ CR
ηs − v = η∗, ‖η∗‖L2µ2 (R+;F1/2)
≤ CR.
We may integrate seond equality and aounting for η(0) = 0 (sine η ∈ D(L))
we have
η(s) = sv +
s∫
0
η∗(y)dy.
Now we substitute this to the rst equality
ω +
+∞∫
0
sµ2(s)ds

 · Av = −
+∞∫
0
µ2(s)
s∫
0
Aη∗(y)dyds+ v∗,
where right-hand side is obviously estimated by generi onstant CR in spae F−1/2.
Thus the proof is omplete.
Using ideas like in Proposition 2.2 we are able to ontinue analysis of attrator's
smoothing property.
Lemma 4.3. There exists a positive onstant CR suh that for any trajetory
U(t) = (u(t);ut(t); v(t); η
t; ηt) lying in the attrator we have∥∥∥A3/2u(t)∥∥∥2 + ω ∥∥A2u(t)∥∥2 + ω ‖Av(t)‖2 ≤ C2R. (4.7)
for all t ∈ R.
Proof. Like in Proposition 2.2 we deal with Volterra equation
u(t)−
t∫
−∞
µ1(t− y)
κ1 + β
u(y)dy = h1(t), (4.8)
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and due to fully invariane property of A equality (4.8) holds for all t ∈ R and
h1(t) ∈ C(R;F3/2). The same iteration proedure gives u(t) ∈ C(R;F3/2) and in
addition ∥∥∥A3/2u(t)∥∥∥2 ≤ C2R.
If ω > 0 then at rst we have to solve
ωv + (1− ω)
t∫
−∞
k2(t− y)v(y)dy = h2(t), ∀t ∈ R
with h2(t) ∈ C(R;F1) and then bak to (4.8) with values in F2 instead of F3/2.
The proof of the Lemma and inequality (4.2) is omplete.
4.2. Exponential attrators. In this Subsetion we onsider sets given by the
next denition (aording to [7, 13℄)
Denition 4.4. A ompat set Aexp ⊂ H is said to be a fratal exponential attra-
tor for the dynamial system (H, St) i Aexp is a positively invariant set of nite
fratal dimension and for every bounded set D ⊂ H there exist positive onstants
tD, CD and γD suh that
sup
x∈D
distH(Stx,Aexp) ≤ CD · e
−γD(t−tD), t ≥ tD.
Besides the requirement to be nite dimensional the dierene between denition
of a global attrator and an exponential attrator is in replaing strit invariane by
just positive invariane and in more denite ondition on the speed of onvergene.
The main motivation to onsider exponential attrators is that in general ase the
speed of onvergene to the global attrator annot be estimated. This speed an
appear to be small. From the other hand, the exponentiality of the speed to the
exponential attrator is guaranteed by the denition.
For the formulation of the Theorem below we introdue an extension of phase
spae H for δ > 0
H−δ ≡ F1−δ × F−δ × F−δ × L
2
µ1(R+;F1−δ)× L
2
µ2(R+;F(1−δ)/2).
Theorem 4.5. Dynamial system (H, St) possesses a fratal exponential attrator
whose dimension is nite in the spae H−δ, δ > 0.
Proof of the Theorem is based on [7, Corollary 2.23℄ and arguments similar to
given in the proof of [7, Theorem 4.43℄. To provide suh arguments we just need
to verify that for every U0 ∈ B there exists CB,T suh that
‖St1U0 − St2U0‖H
−δ
≤ CB,T |t1 − t2|
min{δ,1}
, t1, t2 ∈ [0, T ], U0 ∈ B, (4.9)
where T > 0 and B is a positively invariant absorbing set whih existene follows
from existene of a global attrator and properties of strit Lyapunov funtion (we
may take B = {U ∈ H|Φ(U) ≤ R} for R > 0 large enough).
Consider U(t) - a lassial solution of (2.7) with U0 ∈ B. Then we may estimate
(with the help of (2.21))
‖Ut(t)‖H
−1
≤ ‖LU(t)‖H
−1
+ ‖f(U(t))‖H
−1
≤ CB,T
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and then if t1 ≥ t2
‖U(t1)− U(t2)‖H
−1
≤
t1∫
t2
‖Ut(τ)‖H
−1
dτ ≤ CB,T |t1 − t2| .
Estimate (4.9) for δ ∈ (0, 1) follows from interpolation estimates, e.g.,∥∥A−δh∥∥ ≤ ‖h‖1−δ ‖h‖δ−1 , h ∈ H,
+∞∫
0
µ1(s)
∥∥A1−δξ(s)∥∥ ds ≤ +∞∫
0
µ1(s)
1−δ
∥∥Aξ(s)∥∥1−δ µ1(s)δ ∥∥ξ(s)∥∥δ ds ≤
≤
(
+∞∫
0
µ1(s)
∥∥Aξ(s)∥∥ ds)1−δ (+∞∫
0
µ1(s)
∥∥ξ(s)∥∥ ds)δ .
For veriation (4.9) when U(t) is a mild solution we need to approximate U(t)
with lassial solutions for whih (4.9) has been proved and then pass to limit.
4.3. Exponential deays to a single equilibrium. If the power of the set N
(the set of stationary points) is nite, then onditions of Corollary 3.6 hold and
eah solution of the problem tends to some stationary point (equilibrium point).
More atually is true if one imposes some additional onditions, in partiular, the
speed of onvergene to the stationary point might beome exponential.
Denition 4.6. Let an evolution operator St be C
1
in a Banah spae X. An
equilibrium e is said to be hyperboli if the spetrum σ(Lt) of the linear map Lt =
D[Ste] satises
σ(Lt) ∩ {z ∈ C : |z| = 1} = ∅.
for every t > 0. We also dene the index ind(e) of the equilibrium e as a dimen-
sion of the spetral subspae of the operator L1 orresponding to the set σ+(L1) ≡
{z ∈ σ(L1) : |z| > 1}.
Main result of this Subsetion relies on the next abstrat Theorem (see [6, 7, 32℄
and referenes therein)
Theorem 4.7. Let X be a Banah spae and the hypotheses of Theorem 3.3 be in
fore. Assume that (i) an evolution operator St is C
1
, (ii) the set N of equilibrium
points is nite and all equilibria are hyperboli, and (iii) there exists a Lyapunov
Φ(x) funtion suh that
Φ(Stx) < Φ(x), ∀x ∈ X, x /∈ N , ∀t > 0.
Then
• For any y ∈ X there exists e ∈ N suh that
‖Sty − e‖X ≤ Cye
−δt, t > 0.
Moreover, for any bouded set B in X we have that
sup {dist(Sty,A) : y ∈ B} ≤ CBe
−δt, t > 0.
Here above A is a global attrator, Cy, CB and δ are positive onstants,
and δ depends on the minimum, over e ∈ N , of the distane of the spetrum
of D[S1e] to the unit irle in C.
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• If we assume in addition that (i) S1 is injetive on the attrator and (ii) the
linear map D[S1y] is injetive for every y ∈ A, then for eah e ∈ N the
unstable manifold Mu(e) is an embedded C1-submanifold of X of nite
dimension ind(e), whih implies that dimfA ≤ max
e∈N
ind(e).
Note that all onditions of the Theorem above are veried in orresponding pre-
vious subsetions exept niteness of the set N (for disussion of this ondition we
refer bak to Theorem 2.7 in this artile) and hyperboliity of stationary points.
Thus if we onsider onditions on stationary points as an assumption we may for-
mulate the following Theorem
Theorem 4.8. Assume that N = {Ei : i = 1, ..., n} is a nite set. Then the
onlusions of Corollary 3.6 holds true for the system (H, St). In partiular, A =
∪ni=1M
u(Ei). Moreover, if every stationary point is hyperboli then:
• For any U0 ∈ H there exists an equilibrium point E = (e, 0, 0) ∈ H and
onstants δ > 0, C > 0 suh that
|StU0 − E| ≤ CU0e
−δt, t > 0.
Moreover, for any bounded set B in H we have that
sup {dist (StU,A) : U ∈ B} ≤ CBe
−δt, t > 0.
Here above A is a global attrator, CU0 , CB and δ are positive onstants.
• For eah E ∈ N the unstable manifold Mu(E) is an embedded C1− sub-
manifold of H of nite dimension ind(E), whih implies that
dimfA ≤ max
E∈N
ind(E).
5. Proof of Theorem 3.11.
The proof of main estimate is based on ideas used in [6℄ for Von Karman equation.
It asserts that a dierene of any two solutions an be exponentially stabilized to
zero modulo ompat perturbation.
For the sake of reader's onveniene we onsider the ase ω = 0 only, whih
is more ompliated. The ase ω > 0 is simpler beause we an use the same
representation for nonlinear fore as in [6℄ or [3℄.
Denote
κi =
+∞∫
0
µi(s)ds.
Let (u1; v1; η1; η1) and (u2; v2; η2; η2) be two lassial solutions of the problem
(2.7) with initial data U i = (ui0;u
i
1; v
i
0; η
i
0; η
i
0), i = 1, 2 and assume that∥∥Aui(t)∥∥2+∥∥uit(t)∥∥2+∥∥vi(t)∥∥2+∥∥ηi,t∥∥2L2µ1(R+;F1)+
∥∥ηi,t∥∥2
L2µ2 (R+;F1/2)
≤ R2 (5.1)
for ∀t ≥ 0. Also let
Z(t) ≡ (z(t); zt(t); ξ(t); η
t; ηt) ≡


u1(t)− u2(t)
u1t (t)− u
2
t (t)
v1(t)− v2(t)
η1,t − η2,t
η1,t − η2,t


T
.
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It is lear that omponents of Z(t) satisfy the equation

ztt + βA
2z +
+∞∫
0
µ1(s)A
2ηt(s)ds− νAξ = F (t),
ξt +
∞∫
0
µ2(s)Aη
t(s)ds+ νAzt = 0,
ηtt + η
t
s = zt, η
t
t + η
t
s = ξ,
(5.2)
where
F (t) =M
(∥∥∥A1/2u2∥∥∥2)Au2 −M (∥∥∥A1/2u1∥∥∥2)Au1.
To obtain an appropriate form of energy relation from (5.2) we rst transform
the term (F (t), zt).
Lemma 5.1. Let (u1(t); v1(t); η1,t; η1,t) and (u2(t); v2(t); η2,t; η2,t) be lassial so-
lutions to problem (2.7) satisfying (5.1). Then following representation
(F (t), zt) =
d
dt
Q(t) + P (t) (5.3)
holds, where the funtions Q(t) ∈ C1(R+) and P (t) ∈ C(R+) satisfy the relations
|Q(t)| ≤ CR ‖Az‖ ‖z‖ (5.4)
|P (t)| ≤ CR
∣∣∣∣(Tη2,t, η2,t)L2µ1(R+;F1)
∣∣∣∣
1/2 (
‖Az‖2 + ‖zt‖
2
)
(5.5)
Proof. Introdue the funtion (the same as in Subsetion 2.6)
B(u) =M
(∥∥∥A1/2u∥∥∥2)Au − p.
And present (F (t), zt(t)) in following form
(F (t), zt(t)) =
d
dt
Q0(t) + P0(t) (5.6)
where
Q0(t) =
1∫
0
(
B(u2 + λz)−B(u2), z
)
dλ
P0(t) = (B
′(u2)u2t , z)− (B(u
1)−B(u2), u2t )
Using the dierentiability of funtion M(z) after some straightforward but te-
dious algebrai manipulations we also have that
P0(t) = (u
2
t , I2 ·Au
2 + I1[u
1, u2] · Az), (5.7)
where
I1[u
1, u2] =M
(∥∥A1/2u1∥∥2)−M (∥∥A1/2u2∥∥2)
I2 = −2M ′
(∥∥A1/2u2∥∥2) (Au2, z)+M (∥∥A1/2u1∥∥2)−M (∥∥A1/2u2∥∥2) .
By using rst memory equation we replae u2t appearing in (5.7) by
u2t = η
2,t
t + η
2,t
s .
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Substituting this in (5.7) written in following form
P0(t) =
1
κ1
+∞∫
0
µ1(s)(u
2
t , I2 ·Au
2 + I1[u
1, u2] ·Az)ds
gives
P0(t) =
1
κ1
d
dt
Q1(t) +
1
κ1
P1(t)−
1
κ1
P2(t),
with
Q1(t) =
+∞∫
0
µ1(s)
(
η2,t(s), I2 ·Au2 + I1[u1, u2] ·Az
)
ds
P1(t) =
+∞∫
0
µ1(s)
(
η2,ts (s), I2 · Au
2 + I1[u
1, u2] · Az
)
ds
P2(t) =
+∞∫
0
µ1(s)
(
η2,t(s), I4 · Au2 + I2 ·Au2t + 2I3 · Az + I1[u
1, u2] ·Azt
)
ds,
where
I3 = M
′
(∥∥A1/2u1∥∥2) (Au1, u1t )−M ′ (∥∥A1/2u2∥∥2) (Au2, u2t)
I4 = −4M ′′
(∥∥A1/2u2∥∥2) (Au2, u2t ) (Au2, z)−
−2M ′
(∥∥A1/2u2∥∥2) [(u2t , Az)+ (Au2, zt)]+
+2
(
M ′
(∥∥A1/2u1∥∥2) (Au1, u1t )−M ′ (∥∥A1/2u2∥∥2) (Au2, u2t ))
Thus due to (5.6) we have the representation (5.3) with
Q(t) = Q0(t) +
1
κ1
Q1(t) P (t) =
1
κ1
(P1(t)− P2(t)). (5.8)
Now we obtain the estimates for Q0(t), Q1(t), P1(t), and P2(t). First, let us turn
to the analysis of the terms Ii:
1) One an see that:
∣∣I1[u1, u2]∣∣ ≤ CR ∥∥u1 − u2∥∥.
Next representations for terms Ii allow us to obtain desired estimates:
2) It is straightforward to see that
I2 =
1∫
0
[
M ′
(∥∥A1/2(u1 − θλz)∥∥2)−M ′ (∥∥A1/2u2∥∥2)] dλ · (Au2, z)+
+
1∫
0
((
M ′
(∥∥A1/2(u1 − θλz)∥∥2)−M ′ (∥∥A1/2u2∥∥2))A(u1 − θλz), z)dλ+
+
1∫
0
(
M
(∥∥A1/2u2∥∥2) (A(u1 − θλz)−Au2) , z) dλ+
+
1∫
0
M ′
(∥∥A1/2(u1 − θλz)∥∥2) (θλAz, z)dλ
where θλ ∈ (0, 1) satises the equality:∥∥∥A1/2(u1 − θλz)∥∥∥2 = (1− λ)∥∥∥A1/2u2∥∥∥2 + λ∥∥∥A1/2u1∥∥∥2
Hene, |I2| ≤ CR ‖Az‖ ‖z‖.
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3)It is elementary to see that
I3 =
[
M ′
(∥∥A1/2u1∥∥2)−M ′ (∥∥A1/2u2∥∥2)] (Au1, u1t )+
+M ′
(∥∥A1/2u2∥∥2) [(Az, u1t)+ (Au2, zt)]
Hene, |I3| ≤ CR (‖Az‖+ ‖zt‖).
4)One an also see that
I4 = 2
(
Au2, u2t
)
I∗2 + 2M
′
(∥∥A1/2u2∥∥2) (Az, zt)+
+
(
M ′
(∥∥A1/2u1∥∥2)−M ′ (∥∥A1/2u2∥∥2)) ((Az, u1t )+ (Au2, zt))
where
I∗2 = −2M
′′
(∥∥∥A1/2u2∥∥∥2)(Au2, z)+M ′(∥∥∥A1/2u1∥∥∥2)−M ′(∥∥∥A1/2u2∥∥∥2)
Note that I∗2 admits the same estimate as I2.
Hene, |I4| ≤ CR
(
‖Az‖2 + ‖zt‖
2
)
.
Now we are able to prove neessary bounds pertaining to the terms Q0(t), Q1(t),
P1(t), and P2(t). Sine
Q0(t) = −
1∫
0
I1[u
2 + λz, u2]dλ
(
Au2, z
)
−
1∫
0
λM
(∥∥A1/2(u2 + λz)∥∥2) dλ (Az, z)
we obviously have that |Q0(t)| ≤ CR ‖Az‖ ‖z‖.
Using the expressions of Q1(t), P1(t), P2(t) and estimates for Ii we obtain other
inequalities:
|Q1(t)| ≤ CR ‖Az‖ ‖z‖
|P1(t)| ≤ CR
∣∣∣∣(Tη2,t, η2,t)L2µ1(R+;F1)
∣∣∣∣
1/2
‖Az‖2
|P2(t)| ≤ CR
∥∥η2,t∥∥
L2µ1 (R+;F1)
(
‖Az‖2 + ‖zt‖
2
)
.
Estimate for P1(t) were obtained in view of the following observation. Consider
any w ∈ H , then∣∣∣∫ +∞0 µ1(s)(η2,ts , w)ds
∣∣∣ ≤ +∞∫
0
(−µ′1(s))
∥∥η2,t∥∥
1
ds ·
∥∥A−1w∥∥ ≤
≤ µ
1/2
1 (0)
(
+∞∫
0
(−µ′1(s))
∥∥η2,t∥∥2
1
ds
)1/2 ∥∥A−1w∥∥ ≤
≤ µ
1/2
1 (0)
∣∣∣∣(Tη2,t, η2,t)L2µ1(R+;F1)
∣∣∣∣
1/2 ∥∥A−1w∥∥ .
The nal estimate is derived in view that
∥∥η2,t∥∥
L2µ1 (R+;F1)
≤
∣∣∣∣(Tη2,t, η2,t)L2µ1(R+;F1)
∣∣∣∣
1/2
.
The proof of Lemma is omplete.
Proper proof of Theorem 3.11
By (5.3) for these solutions we have energy relation
d
dt
E0(t) =
(
Tηt, ηt
)
L2µ1 (R+;F1)
+
(
Tηt, ηt
)
L2µ2 (R+;F1/2)
+ P (t) (5.9)
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where
E0(t) = 12
[
‖zt(t)‖
2
+ ‖Az(t)‖2 + ‖ξ(t)‖2
]
+
+ 12
[∥∥ηt∥∥2
L2µ1(R+;F1)
+ ‖ηt‖
2
L2µ2(R+;F1/2)
− 2Q(t)
]
.
It follows from (5.4) that
3
8
‖Z(t)‖2H − CR ‖z(t)‖
2 ≤ E0(t) ≤
5
8
‖Z(t)‖2H + CR ‖z(t)‖
2
(5.10)
Now we onsider
V (t) ≡ E0(t) +
3∑
i=1
εiΦi(t) (5.11)
where
Φ1(t) = (zt, z)
Φ2(t) = −(A−2zt, η
t)L2µ1 (R+;F1)
Φ3(t) = −(νz +A−1ξ, ηt)L2µ2(R+;F1/2)
.
Positive onstants εi will be hosen in the sequel. For V (t) we have estimate
similar to (5.10)
1
4
‖Z(t)‖2H − CR ‖z(t)‖
2 ≤ V (t) ≤ ‖Z(t)‖2H + CR ‖z(t)‖
2
(5.12)
as soon as ommon sum of εi is suiently small.
Now we ompute derivatives of Φi(t)
Φ′1(t) = (ztt, z) + ‖zt‖
2
=
=
(
−βA2z −
+∞∫
0
µ1(s)A
2ηt(s)ds+ νAξ + F (t), z
)
+ ‖zt‖
2 =
= −β ‖Az‖2 −
+∞∫
0
µ1(s)(η
t(s), z)1ds+ ν(ξ, Az) + (F (t), z) + ‖zt‖
2
Φ′2(t) = −(A
−2ztt, η
t)L2µ1 (R+;F1)
− (A−2zt,−η
t
s + zt)L2µ1(R+;F1)
=
=
+∞∫
0
µ1(s)
(
βA2z +
+∞∫
0
µ1(τ)A
2ηt(τ)dτ − νAξ − F (t), ηt(s)
)
ds+
+
+∞∫
0
µ1(s)(zt, η
t
s)ds− κ1 ‖zt‖
2
Φ′3(t) = −(νzt +A
−1ξt, η
t)L2µ2(R+;F1/2)
− (νz +A−1ξ, ηt)L2µ2 (R+;F1/2)
=
= (
+∞∫
0
µ2(τ)η
t(τ)dτ, ηt)L2µ2 (R+;F1/2)
− νκ2(Az, ξ)− κ2 ‖ξ‖
2
+
+(νz +A−1ξ, ηts)L2µ2 (R+;F1/2)
.
Our main task is to estimate the term
d
dtV (t)+ γ ‖Z(t)‖
2
H with small parameter
γ > 0, that ould be hosen in next steps of the proof, by the the sum of next form
−α ‖Z(t)‖2H + P (t) + CR ‖z(t)‖
2
.
For this we rewrite inequality for
d
dtE
0(t), via
d
dtE
0(t) ≤ − δ4
∥∥ηt∥∥2
L2µ1(R+;F1)
− δ4 ‖η
t‖
2
L2µ2(R+;F1/2)
−
− 14
+∞∫
0
(−µ′1(s))
∥∥ηt(s)∥∥2
1
ds− 14
+∞∫
0
(−µ′2(s)) ‖η
t(s)‖
2
1/2 ds+ P (t).
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Further steps ontain splitings of salar produts aording to Coushy inequal-
ity. We may hoose εi small enough for all produts where memory variables are
inluded to be splitted in suh way that terms of the form ‖Az‖2 , ‖zt‖
2 , ‖ξ‖2 won't
give an essential ontribution to the general estimate, for example
ε1
+∞∫
0
µ1(s)(z, η
t(s))1ds ≤
ε1
2σ
‖η‖2L2µ1 (R+;F1)
+ ε1
σ
2
‖Az‖2 , ∀σ > 0.
Here we rst need to hoose small enough σ (for the oeient near ‖Az‖2) and
then ε1 (for the one near ‖η‖
2
L2µ1(R+;F1)
). Beause of the presene of terms with
derivatives with the respet to s (for instane, ηts) we piked out terms with µ
′
i in
the inequality for
d
dtE
0(t). Now we vanish the oeient near (Ax, ξ), for this we
set ε1 = κ2ε3. Besides, the setting ε2 =
2
κ1
ε1 gives negative oeient near ‖zt‖
2
.
Finally, (F (t), z(t)) ≤ σ2 ‖Az(t)‖
2
+ 12σ ‖z(t)‖
2
for all σ > 0. Furthermore, due
to (5.11) we may hoose small enough γ > 0 suh as
d
dt
V (t) + γV (t) ≤ CR ‖z(t)‖
2 + CR
∣∣∣∣(Tη2,t, η2,t)L2µ1(R+;F1)
∣∣∣∣ (‖Az‖2 + ‖zt‖2)
Here we again used Coushy inequality to obtain∣∣∣∣(Tη2,t, η2,t)L2µ1 (R+;F1)
∣∣∣∣ (‖Az‖2 + ‖zt‖2)
instead of ∣∣∣∣(Tη2,t, η2,t)L2µ1(R+;F1)
∣∣∣∣
1/2 (
‖Az‖2 + ‖zt‖
2
)
.
After using Gronwall Lemma we obtain
‖Z(t)‖2H ≤ CR ‖Z(0)‖
2
H e
−γt + CR max
τ∈[0,t]
‖z(t)‖2+
+CR
t∫
0
e−γ(t−τ)
∣∣∣∣(Tη2,τ , η2,τ )L2µ1(R+;F1)
∣∣∣∣ ‖Z(τ)‖2H dτ
Now using the fat
+∞∫
0
∣∣∣∣(Tη2,t, η2,t)L2µ1 (R+;F1)
∣∣∣∣ dt ≤ CR,
whih follows from energy relation and inequality (5.1), and Gronwall Lemma of
the form of Lemma 5.2 (see below) setting
φ(t) = ‖Z(t)‖2H e
γt, φ1(t) = ‖Z(0)‖
2
H + CRe
γt max
τ∈[0,t]
‖z(τ)‖2 ,
φ2(t) =
∣∣∣∣(Tη2,t, η2,t)L2µ1(R+;F1)
∣∣∣∣ .
we obtain stabilizability estimate.
Lemma 5.2. Let φ(t), φ1(t) and φ2(t) be salar positive funtions. We also assume
that φ1 is a non-dereasing funtion and φ2 satises the following ondition
+∞∫
0
φ2(t)dt <∞.
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Besides, the relation
φ(t) ≤ φ1(t) + C1
t∫
0
φ2(τ)φ(τ)dτ
holds for all t ≥ 0. Then there exists positive onstant C suh as
φ(t) ≤ Cφ1(t) ∀t ≥ 0.
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