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Introduction
Les travaux pre´sente´s dans ce manuscrit ont pour objectif de contribuer a` l’optimi-
sation, durant un cycle de fonctionnement, de dispositifs e´lectrotechniques au sein d’un
syste`me multidynamique, c’est-a`-dire multie´chelle en temps. Dans ce contexte, les mode`les
inte´grant des discre´tisations de type e´le´ments finis sont rarement utilise´s. Dans le do-
maine e´lectrotechnique, la me´thode des e´le´ments finis est pourtant souvent utilise´e en
mode´lisation. Elle permet la re´solution des e´quations de Maxwell en espace et en temps,
et se re´ve`le appre´cie´e pour sa robustesse, sa pre´cision, son application syste´matique a`
des proble`mes varie´s. De plus, elle donne acce`s a` des valeurs locales comme les distri-
butions des champs e´lectrique et magne´tique, des pertes par effet Joule,... Cependant,
cette me´thode repose sur une discre´tisation de l’espace qui, associe´e a` une discre´tisation
temporelle, peut ge´ne´rer des temps de calcul importants lors de la re´solution. De plus,
son inte´gration dans des syste`mes multiphysiques peut s’ave´rer proble´matique quant au
couplage a` mettre en place pour mode´liser le dispositif et son environnement. Pour ces
raisons, l’usage des mode`les de type e´le´ments finis est peu re´pandu en optimisation, au
profit de mode`les e´quivalents, analytiques ou semi-analytiques.
Pour re´duire la dure´e d’une optimisation qui utiliserait une telle mode´lisation, il est
possible d’agir sur le temps de simulation du mode`le lui-meˆme. En effet, un algorithme
d’optimisation demande d’e´valuer le mode`le un certain nombre de fois. De ce fait, une
re´duction de la dure´e de simulation re´duit d’autant plus la dure´e de l’optimisation. Un
autre levier pouvant permettre une re´duction de la dure´e d’optimisation concerne la
re´duction du nombre d’e´valuations du mode`le. Ne´anmoins, la diminution du temps d’op-
timisation ne doit pas se faire au de´triment de la pre´cision du re´sultat. L’objectif est donc de
re´duire la dure´e du processus d’optimisation en agissant sur les deux axes pre´ce´demment
e´voque´s, a` savoir le temps de simulation du mode`le et le nombre d’e´valuations du mode`le
durant l’optimisation, tout en conservant un re´sultat pre´cis.
Les mode`les concerne´s repre´sentent des syste`mes multidynamiques, un syste`me mul-
tidynamique e´tant compose´ de sous-syste`mes aux constantes de temps et aux natures
tre`s diffe´rentes. Classiquement en e´lectrotechnique, ces sous-syste`mes repre´sentent des
mode`les circuits d’e´lectronique de puissance, des mode`les e´lectromagne´tiques de type
e´le´ments finis, voire des mode`les thermique ou me´canique. Pour re´duire le temps de simu-
lation de tels syste`mes, il est envisage´ d’une part une re´duction de la dure´e de re´solution
du mode`le e´le´ments finis, d’autre part un couplage des diffe´rents mode`les adapte´ au cas
multidynamique. Pour le premier point, le recours a` des me´thodes de re´duction de mode`le
applique´es au mode`le e´le´ments finis permet de re´duire la taille des syste`mes matriciels a`
re´soudre, et donc le temps de re´solution. La re´duction concerne les mode`les e´le´ments finis
e´lectromagne´tiques, auxquels sont applique´es les me´thodes de de´composition en valeurs
propres orthogonales (POD pour proper orthogonal decomposition) [1, 2] et de projection
sur un sous-espace de Krylov [3]. Pour le second point, dans un contexte de mode´lisation
multidynamique, un couplage avec une discre´tisation temporelle unique se ferait en fonc-
tion de la plus petite des constantes de temps des sous-syste`mes conside´re´s, ce qui se-
rait re´dhibitoire en terme de temps de calcul. De ce fait, il est pre´fe´rable d’envisager de
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simuler chaque sous-syste`me selon sa propre constante de temps, mais dans ce cas la
validite´ du couplage peut poser question. Hors, l’application re´cente de la me´thode de
relaxation de formes d’onde (WRM en anglais pour waveform relaxation method) [4] au
couplage d’un mode`le circuit avec un mode`le e´le´ments finis permet de re´pondre a` cette
difficulte´. La me´thode de relaxation des formes d’onde est une me´thode de point-fixe ap-
plique´e aux formes d’onde des entre´es et sorties des sous-syste`mes. Il s’agit donc d’une
me´thode ite´rative dans laquelle les sous-syste`mes sont re´solus sur le domaine temporel,
puis leurs sorties sont e´change´es pour servir de source a` d’autres sous-syste`mes. De`s lors,
chaque sous-syste`me peut eˆtre discre´tise´ selon sa propre constante de temps. Ce couplage
permet de re´duire le temps de calcul par rapport a` d’autres types de couplages forts. Il
permet aussi d’envisager une strate´gie d’optimisation qui consiste a` e´viter d’effectuer un
point-fixe syste´matique a` chaque e´valuation du mode`le, en ajoutant la condition de quasi-
stationnarite´ du point-fixe au proble`me d’optimisation. C’est la strate´gie IDF (individual
discipline feasability) [5] applique´e aux proble`mes dynamiques, toujours dans l’optique de
re´duire le nombre d’e´valuations des mode`les tout en e´vitant la construction d’un mode`le
unique fortement couple´.
Concernant la re´duction du nombre d’e´valuations du mode`le en optimisation, les
me´thodes multigranularite´s ont prouve´ leur efficacite´, qu’il s’agisse des approches mul-
timode`les ou des optimisations par me´tamode`le. Les me´thodes multimode`les regroupent
les me´thodes de space mapping [6], d’output space mapping [7] et de manifold map-
ping [8]. Il s’agit de conside´rer au moins deux mode`les du meˆme syste`me, l’un grossier
et l’autre fin, et d’effectuer ite´rativement une correction du mode`le grossier a` partir de
quelques e´valuations du mode`le fin. Le mode`le fin en question est, pour ce qui nous
concerne, le mode`le multidynamique de´crit a` l’instant. A` chaque ite´ration, une optimisa-
tion est effectue´e sur le mode`le grossier corrige´, puis le mode`le fin est e´value´ en l’opti-
mum du proble`me grossier corrige´ pour actualiser la correction. Si bien que le mode`le fin
n’est e´value´ qu’une seule fois par ite´ration, et que les optimisations concernent unique-
ment le mode`le grossier. L’utilisation simultane´e d’un mode`le fin et d’un mode`le grossier
conduit a` re´duire le nombre d’e´valuations du mode`le fin. Les me´thodes d’optimisation
par me´tamode`le visent a` cre´er une surface de re´ponse a` partir d’un nombre restreint
d’e´valuations du mode`le fin. L’optimisation se fait alors uniquement sur le me´tamode`le
dont l’e´valuation est rapide. Le me´tamode`le est cre´e´ de manie`re adaptative au fur et a` me-
sure de l’avance´e du processus d’optimisation. La me´thode de Krige [9] est une me´thode
bien connue pour obtenir un me´tamode`le. C’est une me´thode statistique qui pre´sente
l’avantage de fournir une estimation de l’erreur par rapport au mode`le.
Les diffe´rentes techniques de mode´lisation et d’optimisation e´nume´re´es seront com-
bine´es au mieux de manie`re a` acce´le´rer le processus d’optimisation du dispositif dans
son environnement. Le pre´sent manuscrit de´crira dans un premier temps la me´thode
des e´le´ments finis applique´e aux e´quations de Maxwell et a` l’e´quation de la chaleur.
Dans un deuxie`me temps, les me´thodes de re´duction de mode`le seront e´tudie´es et ap-
plique´es au mode`le e´le´ments finis e´lectromagne´tique de´crit dans la premie`re partie. Une
troisie`me partie s’inte´ressera aux syste`mes multiphysiques et multidynamiques, a` leur
mode´lisation ainsi qu’a` leur optimisation directe par les approches multidisciplinaires.
Ensuite, une approche multigranularite´ de l’optimisation sera e´voque´e. La description de
plusieurs strate´gies sera de´veloppe´e avant une application a` l’optimisation d’un transfor-
mateur monophase´ mode´lise´ graˆce aux me´thodes des seconde et troisie`me parties. Enfin,
une dernie`re partie pre´sentera la mode´lisation d’un transformateur de traction faisant in-
teragir un convertisseur commande´ et des mode`les e´le´ments finis e´lectromagne´tique et
thermique, couple´s par la me´thode de relaxation des formes d’onde.
1 Mode´lisation e´le´ments finis
La re´solution d’e´quations diffe´rentielles en espace de manie`re exacte est rarement
re´alisable. De ce fait, de nombreuses me´thodes existent pour approximer la solution,
parmi lesquelles les me´thodes de discre´tisation : diffe´rences finies, e´le´ments finis, volumes
finis,... Ces dernie`res sont base´es sur un de´coupage de l’espace en un maillage. Sur la
base de ce maillage, les e´quations sont reformule´es pour cre´er un syste`me matriciel qui
permettra d’obtenir l’approximation recherche´e. La me´thode des e´le´ments finis [10] est
une me´thode robuste qui permet de traiter de nombreux proble`mes physiques, notam-
ment e´lectromagne´tique [11] et thermique [12]. Les proble`mes physiques en question sont
d’abord mis en e´quations, de manie`re a` formuler le proble`me a` re´soudre. Conside´rons
qu’il faille trouver la solution u d’un proble`me d’e´lectromagne´tique ou de thermique qui
s’e´crit de manie`re ge´ne´rale
A(u) = f, (1.1)
avec u qui appartient a` l’espace U .
La me´thode des e´le´ments finis consiste a` e´tablir la forme variationnelle de ce proble`me,
c’est-a`-dire la formulation faible qui s’e´crit sous la forme d’une e´galite´ entre une fonction
biline´aire a et une fonction line´aire ℓ. Le proble`me consiste a` trouver u ∈ U tel que
a(u, v) = ℓ(v), ∀ v ∈ V, (1.2)
avec v une fonction test appartenant a` un espace V .
La me´thode de Galerkin [13] exprime la forme faible continue dans le domaine discret
en fonction de l’approximation uh ∈ Uh de la solution exacte :
a(uh, vh) = ℓ(vh), ∀ vh ∈ Vh. (1.3)
Dans le cas ou` les espaces Uh et Vh sont e´gaux, alors il s’agit de la me´thode de Ritz-
Galerkin. Si Uh est diffe´rent de Vh, on parle de me´thode de type Petrov-Galerkin.
Nous allons de`s maintenant introduire les espaces fonctionnels et les fonctions tests
utiles pour le de´veloppement de la me´thode des e´le´ments finis de Ritz-Galerkin dans le
cas e´lectromagne´tique puis thermique.
1.1 Espaces fonctionnels
Les grandeurs physiques qui vont eˆtre traite´es appartiennent a` diffe´rents espaces qu’il
convient de de´finir avant de de´velopper la me´thode des e´le´ments finis.
On de´finit dans un premier temps les espaces des fonctions de carre´ inte´grable sur un
domaine Ω pour les fonctions scalaires
L2(Ω) =
{
u,
∫
Ω
u2 <∞
}
(1.4)
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et pour les fonctions vectorielles
L
2(Ω) =
{
u,
∫
Ω
|u|2 <∞
}
. (1.5)
Ensuite, les sous-espaces suivants sont introduits
H(grad,Ω) =
{
u ∈ L2(Ω), gradu ∈ L2(Ω)
}
, (1.6)
H(rot,Ω) =
{
u ∈ L2(Ω), rotu ∈ L2(Ω)
}
, (1.7)
H(div,Ω) =
{
u ∈ L2(Ω), divu ∈ L2(Ω)
}
. (1.8)
Ces espaces sont lie´s entre eux par les ope´rateurs du gradient, de la divergence et du
rotationnel, ce qui se sche´matise sous la forme du complexe de De Rham [14]
grad rot div
H(grad,Ω) −→ H(rot,Ω) −→ H(div,Ω) −→ L2(Ω).
(1.9)
1.2 Fonctions de forme
Dans la me´thode des e´le´ments finis, les approximations recherche´es sont exprime´es
sur les espaces continus au travers de fonctions de formes. Ces dernie`res ont pour support
le maillage du domaine. Il s’agit en fait d’interpoler la solution sur tout le domaine en se
basant sur les valeurs de la solution sur les entite´s du maillage : noeuds, areˆtes, facettes ou
e´le´ments (figure 1.1). Ces fonctions de forme sont aussi appele´es fonctions d’interpolation,
ou e´le´ments de Whitney en re´fe´rence a` leur origine [15, 14, 16]. Les solutions s’exprimeront
comme une combinaison line´aire de :
– fonctions nodales ;
– fonctions d’areˆtes ;
– fonctions de facettes ;
– fonctions de volumes.
Nous notons par :
– N l’ensemble des indices des noeuds ;
– A l’ensemble des indices des areˆtes ;
– F l’ensemble des indices des facettes ;
– E l’ensemble des indices des e´le´ments.
Nœud Arête Facette Élément
Figure 1.1 – Entite´s ge´ome´triques pour un maillage de te´trae`dres.
1.2.1 Fonction nodale
La fonction nodale w0n associe´e au noeud n ∈ N est une fonction scalaire qui vaut 1 au
noeud n et 0 en tout autre noeud. Les fonctions nodales du maillage engendrent l’espace
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W 0 et ve´rifient ∑
n∈N
w0n = 1. (1.10)
Une fonction U ∈W 0 s’e´crira de la fac¸on suivante :
U =
∑
n∈N
Unw
0
n, (1.11)
avec Un la valeur de la fonction U au noeud n.
1.2.2 Fonction d’areˆte
A` une areˆte a du maillage est associe´e la fonction w1a. Sa circulation est e´gale a` 1 sur a
et a` 0 sur toute autre areˆte : ∫
α
w1adℓ =
{
1 si α = a,
0 si α 6= a.
(1.12)
Les fonctions (w1a)a∈A engendrent l’espaceW
1, dans lequel une fonctionU s’exprimera
U =
∑
a∈A
Uaw
1
a, (1.13)
avec Ua la circulation de la fonction U sur l’areˆte a, Ua =
∫
a
Udℓ.
1.2.3 Fonction de facette
Pour chacune des facettes f du maillage est associe´e une fonction de facette w2f dont
le flux a` travers la facette f vaut 1, et 0 a` travers toute autre facette. En notant par n le
vecteur unitaire normal a` la facette ζ nous avons∫
ζ
w2f · nds =
{
1 si ζ = f,
0 si ζ 6= f.
(1.14)
Les fonctions (w2f )f∈F engendrent l’espaceW
2, dans lequel une fonctionU s’exprimera
U =
∑
f∈F
Ufw
2
f , (1.15)
avec Uf le flux de la fonction U a` travers la facette f , Uf =
∫
f
U .nds.
1.2.4 Fonction de volume
Chaque e´le´ment e ∈ E a pour fonction de volume associe´e w3e telle que
w3e =
{ 1
Vol(e) dans e,
0 en dehors.
(1.16)
avec Vol(e) le volume de l’e´le´ment e. Ces fonctions engendrent l’espaceW 3 ou` une fonction
U s’exprime comme
U =
∑
e∈E
Uew
3
e , (1.17)
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avec Ue la densite´ de U dans l’e´le´ment e, Ue =
∫
e
Udv.
1.2.5 Espaces fonctionnels discrets
Les espaces de´finis a` l’instant sont les e´quivalents discrets des espaces fonctionnels de
la section 1.1 :
W 0 ≡ H(grad,Ω), W 1 ≡H(rot,Ω), W 2 ≡H(div,Ω), W 3 ≡ L2(Ω).
De meˆme, le complexe pre´sente´ en (1.9) trouve son e´quivalent discret dans le sche´ma
suivant :
grad rot div
W 0 −→ W 1 −→ W 2 −→ W 3.
(1.18)
1.3 Electromagne´tisme
1.3.1 E´quations de Maxwell et lois de comportement
L’ensemble des phe´nome`nes e´lectromagne´tiques est re´gi par un syste`me d’e´quations,
appele´es e´quations de Maxwell :
rotH = J +
∂D
∂t
(1.19)
rotE = −
∂B
∂t
(1.20)
divB = 0 (1.21)
divD = ρe (1.22)
avec
E le champ e´lectrique (V.m-1) ;
H le champ magne´tique (A.m-1) ;
J la densite´ de courant (A.m-2) ;
B l’induction magne´tique (T) ;
D l’induction e´lectrique ou champ de de´placement (C.m-2) ;
ρe la densite´ volumique de charge e´lectrique (C.m-3).
Pour prendre en compte les caracte´ristiques e´lectriques et magne´tiques des milieux
d’un domaine, il faut ajouter aux e´quations de Maxwell les lois de comportement.
Le champ e´lectrique E est lie´ a` la densite´ de courant J par la loi d’Ohm
J = σE, (1.23)
ou` σ est la conductivite´ e´lectrique du milieu (Ω-1.m-1). Le champ E est e´galement lie´ a`
l’induction e´lectrique par
D = ǫE (1.24)
ou` ǫ est la permittivite´ (C.V-1.m-1).
Le champ et l’induction magne´tiques sont lie´s par la relation
B = µH = µ0µrH (1.25)
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ou` µ0 (H.m-1) est la perme´abilite´ de l’air et µr la perme´abilite´ relative qui peut de´pendre
de H .
Dans le cadre de la mode´lisation de dispositifs e´lectrotechniques, les courants de
de´placement lie´s au terme
∂D
∂t
sont ge´ne´ralement ne´glige´s, ce qui nous place dans l’hy-
pothe`se d’un syste`me quasi-statique. Nous obtenons la forme locale du the´ore`me d’Ampe`re
rotH = J . (1.26)
Ceci implique imme´diatement que J est a` divergence nulle
divJ = 0. (1.27)
Nous conside´rons ces e´quations sur un domaine Ω (figure 1.2), de frontie`re ∂Ω = ∂ΩB∪
∂ΩH , ∂ΩB ∩ ∂ΩH = ∅, contenant un sous-domaine Ωb repre´sentant un inducteur bobine´
et un sous-domaine conducteur Ωc tel que Ωc ∩ Ωb = ∅. La frontie`re de Ωc appartenant a`
∂ΩB est note´e ∂Ωextc tandis que celle a` l’inte´rieur du domaine est note´e ∂Ω
int
c .
Ω
ΩBΩH
Ωc
Ωb
Ωc
ext
Ωc
int
Figure 1.2 – Domaine du proble`me e´lectromagne´tique.
Sur ce domaine, les diffe´rents champs appartiennent aux espaces suivants :
E,H ∈H(rot,Ω), J ,B ∈H(div,Ω).
De ce fait, leurs expressions discre`tes appartiendront aux espaces discrets correspondants :
Eh,Hh ∈W
1, Jh,Bh ∈W
2.
1.3.2 Conditions aux limites
Sur la frontie`re ∂ΩB , nous imposons des conditions limites sur E telles que
E × n|∂ΩB = 0. (1.28)
et sur B telles que
B · n|∂ΩB = 0. (1.29)
Sur la frontie`re ∂ΩH , nous imposons des conditions limites surH telles que
H × n|∂ΩH = 0, (1.30)
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et sur J telles que
J · n|∂ΩH = 0. (1.31)
Notons que cette dernie`re condition limite se retrouve sur la frontie`re de Ωc,
J · n|∂Ωintc = 0. (1.32)
Notons e´galement que J = 0 sur Ω\Ωb∪Ωc. Enfin, J peut eˆtre impose´ normal a` ∂Ωextc .
1.3.3 Formulation variationnelle
La densite´ de courant J0 dans un inducteur bobine´ est suppose´e uniforme et connue.
Ainsi, J peut eˆtre de´compose´ en deux termes
J = rotH = J ind + J0 (1.33)
avec J ind = σE la densite´ de courant induit dans Ωc. Notons que le terme source de´finit
un champ magne´tique source Hs tel que rotHs = J0. La densite´ de courant J0, impose´e
dans l’inducteur bobine´, peut s’e´crire en fonction du courant i dans l’inducteur et d’un
champ N (la densite´ de courant normalise´e) :
J0 =N i. (1.34)
Ce champ est de´fini uniquement dans Ωb, donc toute inte´grale deN i sur Ω se restrein-
dra a` une inte´grale sur Ωb.
Pour re´soudre les e´quations de Maxwell sur le domaine Ω, il est pre´fe´rable d’introduire
des potentiels scalaire ou vectoriel pour exprimer les champs e´lectrique et magne´tique. De
ce fait, deux proble`mes peuvent eˆtre formule´s : une formulation e´lectrique (A−ϕ) ou une
formulation magne´tique (T−Ω) [17, 18]. Nous nous limitons ici a` la formulation e´lectrique
A−ϕ.
Comme la divergence de B est nulle (1.21), l’induction magne´tique peut s’exprimer
comme de´rivant du rotationnel d’un potentiel vecteur A
B = rotA. (1.35)
Des relations (1.20) et (1.35), nous de´duisons que
E = −
(
∂A
∂t
+ gradϕ
)
. (1.36)
Ainsi, d’apre`s (1.33) et la loi d’Ohm (1.23)
J = J ind +N .i = −σ
(
∂A
∂t
+ gradϕ
)
+N i. (1.37)
Enfin, en combinant (1.25), B = rotA et rotH = J , nous pouvons en de´duire que
rot
(
1
µ
rotA
)
+ σ
(
∂A
∂t
+ gradϕ
)
−N i = 0. (1.38)
Ceci e´tablit la formulation A-ϕ. La forme variationnelle de cette e´quation est obtenue
par la me´thode des re´sidus ponde´re´s en multipliant par une fonction test v ∈ V , avant
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d’inte´grer sur le domaine Ω :∫
Ω
(
rot
(
1
µ
rotA
)
+ σ
(
∂A
∂t
+ gradϕ
)
−N .i
)
· v dv = 0. (1.39)
La forme biline´aire recherche´e de´coule de la formule de Green-Ostrogradski∫
Ω
(
rot
(
1
µ
rotA
))
· v dv =
∫
Ω
1
µ
rotv · rotAdv−
∫
∂Ω
(
1
µ
rotA× n
)
· v ds.
L’e´quation (1.39) devient finalement∫
Ω
1
µ
rotv·rotAdv−
∫
∂Ω
(H × n)·vds+
∫
Ωc
σ
(
∂A
∂t
+ gradϕ
)
·vdv−
∫
Ωb
N i·vdv = 0. (1.40)
La condition limite sur ∂ΩH est impose´e faiblement en conside´rant (H × n) nul sur ce
bord, l’inte´grale sur le bord se re´duit donc a` une inte´grale sur ∂ΩB :∫
∂Ω
(H × n) · vds =
∫
∂ΩB
(H × n) · vds. (1.41)
Dans le cas ou` le courant i est impose´, il faut re´soudre le proble`me (1.40). Dans le cas
d’un couplage circuit, une tension v est impose´e et le courant i devient une inconnue. Il
convient alors de rajouter a` l’e´quation (1.40) la relation suivante [18]
∂
∂t
∫
Ωb
A ·Ndv+Ri = v, (1.42)
ou`
∫
Ωb
A · Ndv repre´sente le flux dans l’inducteur, R la re´sistance du bobinage et v la
tension impose´e.
1.3.4 Cas discret
Le potentiel vecteurA appartient a` l’espace des e´le´ments d’areˆtesH(rot,Ω) [19], tandis
que ϕ appartient a` l’espace des e´le´ments nodaux H(grad,Ω). Leurs expressions discre`tes
Ah ∈W
1 et ϕh ∈W 0 sont
Ah =
∑
a∈A
Aaw
1
a, ϕh =
∑
n∈N
ϕnw
0
n. (1.43)
Ces expressions sont introduites dans la formulation variationnelle (1.40)
∑
a∈A
Aa
∫
Ω
1
µ
rotv · rotw1adv−
∫
∂ΩB
(H × n) · vds−
∫
Ωb
iN · vdv
+
∑
a∈A
∫
Ωc
σ
(
∂Aa
∂t
w1a
)
· vdv+
∑
n∈N
ϕn
∫
Ωc
σgradw0n · vdv = 0.
(1.44)
En fixant les circulations de A a` 0 sur les areˆtes de ∂ΩB (Aa = 0, ∀a ∈ ∂ΩB) et les
valeurs des coefficients de ϕh constants sur la frontie`re ∂Ωb (ϕn = cste, ∀n ∈ ∂Ωb), les
conditions limites B ·n = 0 et E×n = 0 sont fortement impose´es, et l’inte´grale de surface
disparaıˆt de l’e´quation.
Compte tenu du nombre d’inconnues, des espaces conside´re´s et des conditions limites
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sur Ah et ϕh, les fonctions tests v utilise´es seront les fonctions d’areˆtes w
1
k, k ∈ A et les
gradients des fonctions nodales gradw0ℓ , ℓ ∈ {n ∈ N, n ∈ Ωc}, ce qui ame`ne deux ensembles
d’e´quations :
∑
a∈A
Aa
∫
Ω
1
µ
rotw1k · rotw
1
adv +
∑
a∈A
∫
Ωc
σ
(
∂Aa
∂t
w1a
)
·w1kdv
−
∫
Ωb
iN ·w1kdv +
∑
n∈N
ϕn
∫
Ωc
σgradw0n ·w
1
kdv = 0,
(1.45)
et ∑
a∈A
∫
Ωc
σ
(
∂Aa
∂t
w1a
)
· gradw0ℓdv +
∑
n∈N
ϕn
∫
Ωc
σgradw0n · gradw
0
ℓdv = 0. (1.46)
Sous forme matricielle, les deux e´quations s’e´crivent dans le cas d’un courant impose´
MX˙(t) +KX(t) = F b(t) (1.47)
avec X repre´sentant les coefficients Aa et ϕn, et
M =


[∫
Ω σw
1
i ·w
1
jdv
]
i,j
0[∫
Ω σw
1
j · gradw
0
i dv
]
i,j
0

 , F =
[[∫
Ωb
w1i ·Ndv
]
i
0
]
K =


[∫
Ω
1
µrotw
1
j · rotw
1
idv
]
i,j
[∫
Ω σgradw
0
i ·w
1
jdv
]
i,j
0
[∫
Ω σgradw
0
j · gradw
0
i dv
]
i,j

 , b(t) = i(t).
Si nous conside´rons un couplage tension, l’e´quation de couplage (1.42) sous forme
discre`te est
∂
∂t
∫
Ωb
∑
a∈A
Aaw
1
a.Ndv+Ri = v. (1.48)
De ce fait, en reprenant l’e´criture de l’e´quation (1.47), X repre´sente les coefficients Aa,
ϕn et le courant i, et les matrices et vecteurs seront
M =


[∫
Ω σw
1
i ·w
1
jdv
]
i,j
0 0[∫
Ω σw
1
j · gradw
0
i dv
]
i,j
0 0[∫
Ωb
w1i ·Ndv
]
i,j
0 0

 , F =

00
1


K =


[∫
Ω
1
µrotw
1
j · rotw
1
idv
]
i,j
[∫
Ω σgradw
0
i ·w
1
jdv
]
i,j
[
−
∫
Ωb
w1i ·Ndv
]
i,j
0
[∫
Ω σgradw
0
j · gradw
0
i dv
]
i,j
0
0 0 R

 , b(t) = v(t).
Le syste`me (1.47) forme un syste`me diffe´rentiel matriciel avec une de´rive´e en temps.
Classiquement, le proble`me est re´solu graˆce a` un sche´ma de discre´tisation temporel (Euler,
Runge-Kutta,...). Avec un sche´ma d’Euler implicite avec un pas de temps ∆t, il faudra
inverser la matrice
M
∆t
+K, qu’il est aise´ de rendre syme´trique. La technique du gradient
conjugue´ est une me´thode ite´rative bien adapte´e a` ≪ l’inversion ≫de ce type de matrice.
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1.4 Thermique
1.4.1 Cas continu et forme variationnelle
L’e´quation de la chaleur s’e´crit
ρCp
∂T
∂t
= −divq +Φ (1.49)
avec
T la tempe´rature (K) ;
ρ la masse volumique (kg.m-3) ;
Cp la capacite´ thermique massique (chaleur spe´cifique) du mate´riau (J.kg-1.K-1) ;
Φ un terme source volumique (W.m-3) ;
q la densite´ de flux de chaleur (W.m-2).
Dans le cas d’un milieu isotrope, le flux de chaleur s’exprime d’apre`s la loi de Fourier
q = −λgradT (1.50)
avec λ la conductivite´ thermique (W.m-1.K-1).
Ce qui permet de re´e´crire l’e´quation de la chaleur comme suit :
ρCp
∂T
∂t
= div(λgradT ) + Φ. (1.51)
Nous conside´rons cette e´quation sur un domaine Ω (figure 1.3), de frontie`re ∂Ω =
∂ΩT ∪ ∂ΩF avec ∂ΩT ∩ ∂ΩF = ∅, contenant un sous-domaine ΩΦ dans lequel se trouve le
terme source Φ.
Ω
ΩFΩT
ΩΦ
Figure 1.3 – Domaine du proble`me thermique.
Par la me´thode des re´sidus ponde´re´s, en multipliant par une fonction v ∈ V et en
inte´grant sur le domaine Ω nous obtenons la formulation variationnelle∫
Ω
ρCp
∂T
∂t
v dv =
∫
Ω
div(λgradT )v dv+
∫
Ω
Φv dv. (1.52)
12 1. Mode´lisation e´le´ments finis
Enfin en appliquant le the´ore`me de Green-Ostrogradski nous obtenons la formulation
faible de l’e´quation de la chaleur∫
Ω
ρCp
∂T
∂t
v dv = −
∫
Ω
λgradT · gradv dv+
∫
∂Ω
λ(n · gradT )v ds+
∫
Ω
Φv dv. (1.53)
L’inte´grale de Φ sur Ω se re´duit au domaine ΩΦ.
1.4.2 Cas discret
Le champ de tempe´rature T appartient a` l’espace H(grad,Ω). Son expression discre`te
appartient a` W 0 et s’exprime en fonction des fonctions d’interpolation nodales (w0n)n∈N :
Th =
∑
n∈N
Tnw
0
n. (1.54)
Cette expression est introduite dans la formulation variationnelle :
∑
n∈N
∂Tn
∂t
∫
Ω
ρCpw
0
nv dv =−
∑
n∈N
Tn
∫
Ω
λgradw0n · gradv dv
+
∫
∂Ω
λ(n · gradT )v ds (1.55)
+
∫
ΩΦ
Φv dv.
En choisissant pour fonction test l’ensemble des fonctions nodales, v = w0j , j ∈ N, nous
obtenons ∑
n∈N
∂Tn
∂t
∫
Ω
ρCpw
0
nw
0
j dv =−
∑
n∈N
Tn
∫
Ω
λgradw0n · gradw
0
j dv
+
∫
∂Ω
λ(n · gradT )w0j ds (1.56)
+
∫
ΩΦ
Φw0j dv, ∀j ∈ N.
Ce qui s’exprime sous forme matricielle
MX˙(t) +KX(t) = b(t) (1.57)
avec X repre´sentant la tempe´rature aux noeuds et
Mi,j =
∫
Ω
ρCpw
0
iw
0
j dv,
Ki,j =
∫
Ω
λgradw0i · gradw
0
j dv,
bi =
∫
∂Ω
λ(n · gradT )w0i ds+
∫
ΩΦ
Φw0i dv.
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1.4.3 Conditions aux limites
Sur le bord du domaine Ω, diffe´rentes conditions sur la tempe´rature ou les flux peuvent
eˆtre impose´es.
Sur ∂ΩT , la tempe´rature peut eˆtre impose´e : T |∂ΩT = TP .
Sur ∂ΩF , nous pouvons avoir des conditions de :
– flux impose´,
λ(n · gradT ) = qS ; (1.58)
– convection,
λ(n · gradT ) = h(T0 − T ), (1.59)
ou` h est le coefficient d’e´change thermique (W.m-1.K-1) et T0 la tempe´rature moyenne
du fluide.
– rayonnement,
λ(n · gradT ) = εSσB(T
4 − T 40 ), (1.60)
ou` σB (W.m-2.K-4) est la constante de Stefan-Boltzmann, et εS (sans dimension) l’e´missivite´
de la surface.
Il est aussi possible d’avoir une combinaison des trois phe´nome`nes :
λ(n · gradT ) = qS + h(T0 − T ) + εSσ(T
4 − T 40 ). (1.61)
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2 Re´duction de mode`le
Les syste`mes diffe´rentiels matriciels, typiquement ceux issus d’un proble`me de type
e´le´ments finis, peuvent eˆtre de grande taille. Ces matrices de grande taille a` traiter dans
un sche´ma de discre´tisation temporelle ame`nent des temps de calcul importants, voire
re´dhibitoires. Les techniques de re´duction de mode`le permettent de re´duire la taille des
syste`mes matriciels. Une multitude de me´thode existe, avec diffe´rentes approches : re-
duced basis [20], CVT (centroidal voronoi tessellations) [21], PGD (proper generalized
decomposition) [22, 23],... Pour les me´thodes qui vont nous concerner, il s’agit de cre´er
une base re´duite du proble`me et de projeter la solution sur cette base via une matrice
de changement de base. Un syste`me diffe´rentiel matriciel de taille re´duite pourra alors
eˆtre de´fini, ainsi qu’une solution associe´e. De cette solution re´duite, la solution comple`te
peut malgre´ tout eˆtre recalcule´e via la matrice de changement de base. Deux me´thodes de
re´ductions sont e´tudie´es : la de´composition en valeurs propres orthogonales qui ge´ne`re la
base re´duite a` partir de quelques solutions du proble`me complet [24, 25], et la projection
sur un sous-espace de Krylov qui donne la base re´duite a` partir de la forme du syste`me
diffe´rentiel [26, 27, 28].
Pour traiter le cas matriciel et expliciter l’utilisation de la base re´duite, nous conside´rons
le syste`me diffe´rentiel (1.47) issu de la me´thode e´le´ments finis de´crite en 1.3.4. Le but des
re´ductions de mode`le est de trouver une base (P j)j=1,...,nr , qui permette d’approcher la
solution X par une combinaison line´aire des vecteurs de la base :
X(t) ≃
nr∑
j=1
αj(t)P j . (2.1)
Une fois les vecteurs de base obtenus, ils sont re´unis en une matrice P = [P 1,P 2, . . . ,P nr ]
qui permet d’exprimer X , de taille nx, en fonction d’un vecteur re´duit de taille nr :
X = PXr. Nous introduisons cette expression dans le syste`me complet (1.47),
MP
∂Xr(t)
∂t
+KPXr(t) = F b(t), (2.2)
puis nous multiplions par une matriceQT pour obtenir le mode`le re´duit. Dans le cas d’une
projection de type Galerkin [28], nous multiplions par la matrice P T pour obtenir
M r
∂Xr(t)
∂t
+KrXr(t) = F rb(t) (2.3)
avecM r = P TMP ,Kr = P TKP et F r = P TF .
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2.1 Exemple introductif
Pour donner une premie`re ide´e de la re´duction de mode`le, nous conside´rons l’e´quation
de la conduction thermique suivante
∂T
∂t
=
∂2T
∂x2
, x ∈ [0, L] (2.4)
avec pour conditions limites T (0, t) = T (L, t) = 0, ∀t et pour solution initiale T (x, 0) =
∞∑
j=1
bj sin
(
jπx
L
)
ou` bj = 1/j. Dans ce cas la solution exacte du proble`me [29] s’exprime
comme une se´rie de produit de termes a` variables se´pare´es
T (x, t) =
∞∑
j=1
bj exp
(
−
j2π2
L2
t
)
sin
(
jπx
L
)
. (2.5)
Une base spatiale de la solution est l’ensemble des fonctions sin( jπxL ) pour j = 1 a` ∞.
Pour approcher la solution, la taille de la base peut eˆtre re´duite en ne conservant qu’une
partie de la base en question, par exemple uniquement les nr premie`res fonctions de la
base
T (x, t) ≃
nr∑
j=1
bj exp
(
−
j2π2
L2
t
)
sin
(
jπx
L
)
. (2.6)
Puisque les coefficients bj sont de´croissants, les nr premiers termes de la se´rie sont les
plus significatifs.
Ainsi, conside´rons une solution initiale avec bj = 1j pour j ≤ 10 et bj = 0 sinon. Puis
re´solvons le proble`me en espace par diffe´rences finies pour une discre´tisation (xi)i=1,nx
de l’intervalle [0, 1], et en temps par un sche´ma d’Euler implicite pour une discre´tisation
temporelle (tn)n∈N. Le pas de discre´tisation spatial est dx et le temporel dt. L’inconnue
Tni = T (xi, tn) repre´sente la tempe´rature en xi au temps tn. La discre´tisation temporelle
du terme de gauche de (2.4) en xi au temps tn+1 est
Tn+1i − T
n
i
dt
. (2.7)
Et la discre´tisation spatiale par un sche´ma centre´ du terme de droite donne
Tn+1i−1 − 2T
n+1
i + T
n+1
i+1
dx2
. (2.8)
Les deux discre´tisations pre´ce´dentes ame`nent le syste`me matriciel


1 + 2dt
dx2
− dt
dx2
− dt
dx2
1 + 2dt
dx2
− dt
dx2
. . . . . . . . .
− dt
dx2
1 + 2dt
dx2
− dt
dx2
− dt
dx2
1 + 2dt
dx2


.


T1
T2
...
Tnx−1
Tnx


n+1
=


T1
T2
...
Tnx−1
Tnx


n
(2.9)
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Sous forme condense´e nous avons donc a` re´soudre le proble`me
BT n+1 = T n. (2.10)
Nous savons d’apre`s (2.5) que
T n+1 =
∞∑
j=1
αj(tn+1)P j (2.11)
ou`
P j =


sin
(
jπx1
L
)
sin
(
jπx2
L
)
...
sin
(
jπxnx
L
)

 et αj(tn+1) = bj exp
(
−
j2π2
L2
t
)
. (2.12)
En conside´rant l’approximation (2.6) pour nr = 2, nous conservons uniquement les
deux premiers vecteurs de la base P 1,P 2 et nous donnons une approximation de T
n+1
i en
fonction de ces vecteurs :
T n+1i ≃ a
n+1
1 P 1 + a
n+1
2 P 2 = [P 1,P 2]
[
an+11
an+12
]
. (2.13)
En conside´rant an+11 et a
n+1
2 comme les coefficients a` de´terminer, nous pouvons intro-
duire l’approximation dans le syste`me matriciel (2.10)
B[P 1,P 2]
[
an+11
an+12
]
= T n. (2.14)
Nous obtenons un syste`me matriciel avec deux inconnues an+11 et a
n+1
2 , mais nx lignes.
Les vecteurs P 1 et P 2 sont re´unis en une matrice qui repre´sente donc la matrice de
re´duction P introduite dans (2.3). Ainsi, comme dans (2.3), pour obtenir un syste`me carre´
nous multiplions par la transpose´e de la matrice des vecteurs de base :[
P T1
P T2
]
B[P 1,P 2]
[
an+11
an+12
]
=
[
P T1
P T2
]
T n. (2.15)
Le syste`me obtenu est le syste`me dit re´duit
Br
[
an+11
an+12
]
=
[
P T1
P T2
]
T n. (2.16)
La re´solution de ce dernier proble`me sera moins couˆteux puisqu’il est de petite taille, a`
savoir de taille 2. Les inconnues sont alors les composantes an+11 et a
n+1
2 . Si ces coefficients
sont connus, la solution peut eˆtre approche´e par an+11 P 1 + a
n+1
2 P 2.
La solution obtenue par la re´solution du mode`le re´duit est compare´e avec la solu-
tion du mode`le complet (2.10) en figure 2.1. La dynamique du syste`me est bien ap-
proche´e, mais certaines variations dans le profil de la solution sont absentes sur le mode`le
re´duit et d’autres plus marque´es puisqu’il ne conside`re que deux composantes de la so-
lution comple`te. Nous comparons en fonction du temps les coefficients a1, a2 issus de la
re´solution du mode`le re´duit avec les coefficients α1, α2 calcule´s par la formule (2.5) en fi-
gure 2.2 ; il apparaıˆt clairement que les coefficients correspondent. La re´solution du mode`le
re´duit revient a` de´terminer la valeur des coefficients temporels de la de´composition (2.5).
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Figure 2.1 – Comparaison des solutions comple`te et re´duite pour diffe´rents temps.
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Figure 2.2 – Comparaison des coefficients a1, a2 et α1, α2.
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C’est le type d’approche qui caracte´rise les re´ductions de mode`le par de´composition
en valeurs propres orthogonales et par projection sur un sous-espace de Krylov, a` sa-
voir taˆcher d’exprimer la solution comme une combinaison line´aire de composants d’une
base finie qui contienne le maximum d’information sur le mode`le. E´videmment, les bases
spatiales ne sont pas connues, contrairement a` notre exemple. Les me´thodes pre´sente´es
permettent de trouver ces vecteurs de base.
2.2 Projection sur les espaces de Krylov
En alge`bre line´aire, le sous-espace de Krylov d’ordre nr associe´ a` une matrice carre´e A
et un vecteur b est l’espace vectoriel (b,Ab,A2b, . . . ,Anr−1b). La projection sur un sous-
espace de Krylov se retrouve dans des algorithmes ite´ratifs tels que le gradient conjugue´,
la GMRES,... Cette projection peut aussi eˆtre applique´e a` une e´quation diffe´rentielle pour
re´duire la taille du syste`me matriciel [27, 30, 31, 32].
2.2.1 Transforme´e de Laplace et fonction de transfert
Pour obtenir les vecteurs ge´ne´rateurs du sous-espace de Krylov sur lequel sera projete´
la solution, nous passons dans le domaine fre´quentiel en appliquant une transformation
de Laplace L [29] au mode`le complet (1.47) :
L
{
M
∂X(t)
∂t
+KX(t)
}
= L{F b(t)} , (2.17)
ce qui ame`ne par line´arite´ de la transforme´e de Laplace a`
ML
{
∂X(t)
∂t
}
+KL{X(t)} = FL{b(t)} . (2.18)
Nous obtenons en conside´rant que X est nul en t = 0
MsX(s) +KX(s) = F b(s) (2.19)
avec X(s) = L{X(t)} et b(s) = L{b(t)}.
Ainsi, X(s) = (Ms+K)−1F b(s), nous en de´duisons donc une fonction de transfert
h(s) = (Ms+K)−1F . (2.20)
2.2.2 Approximation de Pade´
La fonction de transfert h posse`de un de´veloppement en se´rie de puissance. Cette se´rie
fait apparaıˆtre une infinite´ de moments de la fonction. L’ide´e est d’obtenir une approxima-
tion de la se´rie de h qui prenne en compte les premiers moments de la fonction.
Le de´veloppement en se´rie peut eˆtre centre´ en 0, ce qui correspond a` l’approximation
de Pade´ [33] :
h(s) =
+∞∑
j=0
hjs
j , (2.21)
ou` les vecteurs hj repre´sentent les moments du syste`me.
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Mais il peut aussi eˆtre centre´ en un point d’expansion ζ dans le cas de l’approximation
de Pade´ de´centre´e (centre´e en ζ) :
h(s) =
+∞∑
j=0
hj (s− ζ)
j , (2.22)
ou` les vecteurs hj repre´sentent les moments de´centre´s du syste`me.
Enfin, il peut y avoir plusieurs points d’expansion ζk, k = 1, . . . ,K :
h(s) =
+∞∑
jk=0
hjk(s− ζk)
jk =
K∑
k=1
+∞∑
jk=0
hjk(s− ζk)
jk . (2.23)
Dans le cas ou` un seul moment est choisi pour chaque point d’expansion, l’approxi-
mation correspondante est appele´e interpolation rationnelle [34].
Sauf pre´cision, nous conside´rons ici uniquement l’approximation de Pade´ de´centre´e
(2.22). Nous de´crivons maintenant comment obtenir une expression des vecteurs hj . Tout
d’abord, nous introduisonsMζ dans l’expression (2.20)
h(s) = (Ms+K)−1F = (Ms−Mζ +Mζ +K)−1F (2.24)
= (Mη +Mζ +K)−1F avec η = s− ζ (2.25)
=

(Mζ +K)

(Mζ +K)−1M︸ ︷︷ ︸
−G
η + I




−1
F (2.26)
= (I − ηG)−1 (Mζ +K)−1 F . (2.27)
En utilisant le de´veloppement de Neumann qui affirme que
(I − ηG)−1 =
+∞∑
j=0
(ηG)j , (2.28)
nous pouvons obtenir les vecteurs hj du de´veloppement (2.22) :
h(s) =
+∞∑
j=0
Gj (Mζ +K)−1 F ηj (2.29)
=
+∞∑
j=0
Gj (Mζ +K)−1 F (s− ζ)j . (2.30)
Donc les coefficients de Pade´ sont
hj = [−(Mζ +K)
−1M︸ ︷︷ ︸
G
]j(Mζ +K)−1F , j ≥ 0. (2.31)
Revenons a` l’expression de la solutionX(s) en fonction de la fonction de transfert h et
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introduisons le de´veloppement de Pade´ :
X(s) = h(s)b(s) =
+∞∑
j=0
hj (s− ζ)
jb(s). (2.32)
Une transforme´e de Laplace inverse L−1 applique´e a` X(s) permet de revenir dans le
domaine temporel :
X(t) = L−1


+∞∑
j=0
hj(s− ζ)
jb(s)

 =
+∞∑
j=0
hjL
−1
{
(s− ζ)jb(s)
}
=
+∞∑
j=0
hjαj(t). (2.33)
Ainsi la solution, dans le domaine fre´quentiel comme dans le domaine temporel,
est une combinaison line´aire des vecteurs (hj)j=0,+∞,. Nous obtenons l’expression re-
cherche´e, a` savoir une expression de la solution en se´rie de vecteurs avec des coefficients
de´pendant du temps. Les coefficients αj ne sont pas calcule´s explicitement, ils repre´sentent
les nouveaux inconnus a` de´terminer dans le mode`le re´duit, c’est-a`-dire le vecteur Xr(t)
de l’e´quation (2.3).
2.2.3 Sous-espace de Krylov et algorithme d’Arnoldi
L’ide´e de la re´duction de mode`le est d’utiliser une partie de la base hj apparaissant
dans le de´veloppement (2.33), en projetant la solution de l’e´quation (1.47) du mode`le
complet sur le sous-espace de Krylov Knr(G, g). Il s’agit de l’espace vectoriel engendre´
par les nr produits successifs de G et g, c’est-a`-dire par les nr premiers moments hj du
de´veloppement de Pade´ :
Knr(G, g) = vect(g,Gg,G
2g, ...,Gnr−1g) = vect(h0,h1, . . . ,hnr−1) (2.34)
avec G = −(Mζ +K)−1M et g = (Mζ +K)−1F .
La construction de l’ope´rateur de projection sur l’espace Knr(G, g) peut s’effectuer
par l’algorithme d’Arnoldi (algorithme 2.1 )[35]. Il est base´ sur le processus de Gram-
Schmidt et permet d’obtenir une base orthonorme´e de cet espace. Finalement, l’ope´rateur
de projection P recherche´ correspond a` la base orthonorme´e du sous-espace de Krylov
obtenue par l’algorithme d’Arnoldi. La solution X s’exprime en fonction des vecteurs
P j de la base P et non plus en fonction des vecteurs hj . Cependant, cela est e´quivalent
puisque les vecteurs P j et les vecteurs hj ge´ne`rent le meˆme espace.
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1 P 0 =
g
‖g‖
2 pour i = 1 a` nr − 1
2.1 ri = GP i
2.2 pour k = 1 a` i
2.2.1 pi,k = (P k, ri)
2.2.2 ri = ri − pi,kP k
2.3 ni+1 = ‖ri‖
2.4 P i+1 = ri/ni+1
Algorithme 2.1 – Algorithme d’Arnoldi
2.3 De´composition en valeurs propres ortho-
gonales
La me´thode de de´composition en valeurs propres orthogonales a e´te´ introduite en
me´canique des fluides [1]. Dans cette me´thode, nous cherchons a` exprimer la solution du
mode`le complet X comme une combinaison line´aire de vecteurs P j orthonorme´s. Pour
approximer X , seuls les nr premiers vecteurs seront conside´re´s :
X(t) ≃
nr∑
j=1
αj(t)P j . (2.35)
Pour obtenir les vecteurs P j nous nous basons sur les solutions du syste`me complet en
diffe´rents temps ti, i = 1, . . . , ns, appele´s snapshots. Ces solutions sont re´unies dans une
matrice S, dite matrice des snapshots,
S = [X(t1),X(t2), . . . ,X(tns)], (2.36)
de laquelle nous allons pouvoir de´duire les vecteurs de la base du sous-espace sur lequel
la solution sera projete´e. La base est obtenue par la me´thode de de´composition en va-
leurs propres orthogonales (POD pour Proper Orthogonal Decomposition )[36, 37]. Deux
me´thodes peuvent eˆtre envisage´es, la me´thode originale [1] et la me´thode indirecte [2].
Nous pre´senterons ici pour plus de commodite´ les me´thodes dans un cadre temporel
et spatial discre´tise´s, mais les raisonnements sont e´galement valables dans le domaine
continu. 1.
2.3.1 Me´thode classique
Pour que les vecteurs (P j)j=1,nr soient corre´le´s au maximum avec la solution X(t)
[24], plus vulgairement, pour qu’ils suivent le plus possible l’e´volution de la solution, il
faut maximiser au sens des moindres carre´s la projection de la solution sur les vecteurs.
Pour exprimer cette maximisation, nous notons le produit scalaire spatial ( . , . ) tel que
( x , y ) = xTy et l’ope´rateur de moyenne temporelle empirique 〈 〉. Ainsi, les vecteurs
1. La the´orie initiale fut de´veloppe´e dans un cadre continu et contient de nombreux e´le´ments d’analyse
fonctionnelle.
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sont solutions du proble`me
max
P
〈(X(t),P )2〉
‖P ‖
avec ‖P ‖ = 1. (2.37)
P est normalise´ pour que son amplitude n’influence pas la maximisation, et cette rela-
tion doit eˆtre garantie en moyenne. Exprimons le nume´rateur de l’expression a` minimiser :
〈(X(t),P )2〉 = 〈(X(t),P ) (X(t),P )〉 (2.38)
= 〈(P ,X(t)) (X(t),P )〉 (2.39)
= 〈P TX(t)X(t)TP 〉 (2.40)
= P T 〈X(t)X(t)T 〉P . (2.41)
A` partir de cette dernie`re ligne, nous pouvons de´finir l’ope´rateur matricielR
R = 〈X(t)X(t)T 〉 =
1
ns
ns∑
k=1
X(tk)X(tk)
T . (2.42)
Les coefficients de la matrice sont Ri,j =
1
ns
ns∑
k=1
Xi(tk)Xj(tk), i.e. R = 1nsS.S
T . Le
nume´rateur de (2.37) s’e´crit
〈(X(t),P )2〉 = P TRP (2.43)
= (P ,RP ) = (RP ,P ) , (2.44)
R est syme´trique et donc auto-adjoint. Nous e´crivons alors la fonction a` maximiser
λ =
〈(X(t),P )2〉
‖P ‖
=
(RP ,P )
(P ,P )
. (2.45)
Nous cherchons le P qui maximise cette fonction, ce qui revient a` annuler la de´rive´e
de λ. La de´rive´e par rapport a` v d’une norme matricielle (v,Av) = vTAv est (A+AT )v,
ou 2Av dans le cas d’une matrice syme´trique. De ce fait, la de´rive´e de λ par rapport a` P
s’e´crit
∂
∂P
P TRP
P TP
=
2RP .P TP − P TRP .2P
(P TP )2
=
2RP
P TP
−
2P TRP .P
(P TP )2
=
2RP
P TP
− 2λ
P
P TP
=
2
P TP
(RP − λP ).
Annuler la de´rive´e de λ est e´quivalent a` trouver le couple (λ,P ) solution du proble`me
aux valeurs propres lie´ a` la matriceR
RP = λP . (2.46)
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En d’autres termes, pour obtenir les vecteurs (P j)j=1,nr il suffit de diagonaliser la
matrice R, puisque la matrice de changement de base obtenue contiendra les vecteurs
propres. Cependant, la base obtenue est de meˆme dimension que X . Utilise´e en l’e´tat elle
ne permettrait pas une re´duction du syste`me, la base est donc tronque´e. Pour tronquer
cette base, un crite`re arbitraire est souvent utilise´ : il s’agit de tronquer la base en fonc-
tion de la valeur de la somme des valeurs propres de R. Les nr premiers vecteurs de P
serviront de base re´duite si
nr∑
i=1
λi
nx∑
j=1
λj
≥ p, (2.47)
avec p un pourcentage proche de l’unite´. Cela signifie que les nr premiers vecteurs repre´sentent
suffisamment bien l’espace vectoriel engendre´ par tous les vecteurs propres et qu’ils contiennent
suffisamment d’informations sur le mode`le.
Remarque : notons que P e´tant une base orthonorme´e, les coefficients αj(t) de l’e´quation
(2.1) correspondent a` la projection de la solution X(t) sur les vecteurs P j . En effet pour
un i donne´
(X(t),P i) =

 ∞∑
j=1
αj(t)P j ,P i

 = ∞∑
j=1
αj(t) (P j ,P i) = αi(t), (2.48)
puisque (P j ,P i) = 1 si i = j, 0 sinon.
2.3.2 Me´thode indirecte
La me´thode indirecte consiste a` partir de l’expression des vecteurs de base P j en
fonction des snapshots, c’est-a`-dire de l’e´chantillon des solutions du mode`le complet :
P j =
ns∑
k=1
βj(tk)X(tk) = Sβj , (2.49)
avec S la matrice des snapshots et βj = [βj(t1), βj(t2), . . . , βj(tns)]
T . Nous savons que le
proble`me a` re´soudre pour obtenir notre base est le proble`me aux valeurs propres de R.
Nous repartons de la formulation (2.46) en y introduisant la forme pre´ce´dente de P j :(
1
ns
ns∑
k=1
X(tk)X(tk)
T
)(
ns∑
ℓ=1
βj(tℓ)X(tℓ)
)
= λ
ns∑
k=1
βj(tk)X(tk). (2.50)
Re´arrangeons le terme de gauche :(
1
ns
ns∑
k=1
X(tk)X(tk)
T
)(
ns∑
ℓ=1
βj(tℓ)X(tℓ)
)
=
ns∑
k=1
ns∑
ℓ=1
1
ns
βj(tℓ)X(tk)X(tk)
TX(tℓ) (2.51)
=
ns∑
k=1
(
1
ns
ns∑
ℓ=1
X(tk)
TX(tℓ)βj(tℓ)
)
X(tk).
(2.52)
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Nous avons donc l’e´galite´
ns∑
k=1
(
1
ns
ns∑
ℓ=1
X(tk)
TX(tℓ)βj(tℓ)
)
X(tk) =
ns∑
k=1
λβj(tk)X(tk) (2.53)
et par identification de termes
1
ns
ns∑
ℓ=1
X(tk)
TX(tℓ)βj(tℓ) = λβj(tk), k = 1, . . . , ns. (2.54)
Ceci s’exprime matriciellement par un nouveau proble`me aux valeurs propres
Cβj = λβj (2.55)
avec C la matrice de corre´lation telle que Ci,j = 1nsX(ti)
TX(tj), i.e. C = 1nsS
TS. Pour
retrouver le vecteur de base P j il faut utiliser la formule (2.49). Cependant, pour obtenir
des vecteurs de norme 1 il convient de les diviser par la valeur propre correspondante et
par ns. En effet (
Sβj ,Sβj
)
= βTj S
TSβj = nsβ
T
j Cβj = λjnsβ
T
i βj = λjns. (2.56)
Finalement nous obtenons une base de dimension maximale ns telle que
P j =
1
nsλj
ns∑
k=1
βj(tk)X(tk) =
1
nsλj
Sβj , j = 1, . . . , ns. (2.57)
Si la me´thode indirecte limite la taille de la base re´duite a` nr vecteurs au maximum,
elle pre´sente ne´anmoins l’inte´reˆt de travailler sur la matrice de corre´lation. L’obtention des
vecteurs propres de la matrice de corre´lation s’ave`re rapide et pratique puisque la matrice
est de petite taille. Les conside´rations nume´riques sur ce sujet seront explicite´es dans la
partie suivante.
2.3.3 De´composition en valeurs singulie`res
La de´composition en valeurs singulie`res (SVD pour Singular Value Decomposition) est
la ge´ne´ralisation de la de´composition en valeurs propres pour des matrices non carre´es.
A` partir des matrices R et C et de la de´composition en valeurs singulie`res de S, nous
pouvons facilement exprimer les bases P .
La de´composition en valeurs singulie`res de´compose S comme suit
S = V ΣW T , (2.58)
ou` V ∈ Rnx×nx ,W ∈ Rns×ns sont des matrices orthonorme´es et Σ ∈ Rnx×ns une matrice
diagonale. Les matrices V et W ve´rifient V V T = V TV = Inx et WW
T =W TW = Ins ,
avec Inx et Ins les matrices identite´s de taille nx et ns respectivement (nx est le nombre
d’inconnues, ns le nombre de snapshots). La matrice Σ contient sur sa diagonale l’en-
semble des valeurs singulie`res de la matrice S. Ces valeurs singulie`res Σi,i = σi, i = 1
a` min(nx, ns), sont range´es par ordre de´croissant : σ1 > σ2 > · · · > σmin(nx,ns). La SVD
permet de trouver les composantes orthonormales qui caracte´risent une matrice.
En guise d’exemple, la figure 2.3 illustre le principe de la SVD pour un nuage de
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points : nous effectuons une SVD sur la matrice compose´e des coordonne´es des points[
x1 x2 . . .
y1 y2 . . .
]
. (2.59)
La re´partition des points est plus e´tendue selon la diagonale (/) que selon l’anti-
diagonale (\). La SVD applique´e a` cette matrice donne une matrice V de taille 2 × 2
dont les colonnes repre´sente les 2 directions principales de la dispersion des points : le
premier vecteur P1 est oriente´ selon la diagonale, ou` la variabilite´ des coordonne´es est la
plus importante ; le second vecteur P2 est oriente´ selon l’anti-diagonale ou` la dispersion
des points est moins importante.
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Figure 2.3 – Vecteurs de la matrice V issue de la SVD pour un nuage de points.
Conside´rons maintenant la matriceR produit de la matrice S et de sa transpose´e divise´
par ns. En se basant sur la SVD de la matrice S, nous obtenons
R =
1
ns
SST =
1
ns
V ΣW TWΣTV T = V ΛV T , (2.60)
avec Λ =
1
ns
ΣΣT une matrice diagonale. Il s’agit de la de´composition en valeurs propres
de la matrice R, ou` V est forme´e des vecteurs propres et les Λi,i = λi sont l’ensemble des
valeurs propres. Ceci fait de V la base P recherche´e, dont on garde uniquement les nr
premiers vecteurs pour la tronquer.
De la meˆme fac¸on, pour la me´thode indirecte, nous conside´rons la matrice C :
C =
1
ns
STS =
1
ns
WΣTV TV ΣW T =W∆W T , (2.61)
avec ∆ =
1
ns
ΣTΣ une matrice diagonale. Nous retrouvons le proble`me aux valeurs
propres associe´ a` C. Une fois la matrice W obtenue, nous pouvons obtenir, a` un facteur
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pre`s, les ns premiers vecteurs de la base P car
S.W = V ΣW TW = V Σ = [σ1V 1, . . . , σnsV ns ] (2.62)
= [σ1P 1, . . . , σnsP ns ]. (2.63)
En normalisant les vecteurs de cette matrice, nous obtenons la base P qui contiendra
ns vecteurs, c’est-a`-dire le nombre de snapshots.
En conclusion, la matrice V de la de´composition en valeurs singulie`res de S corres-
pond a` la base orthonorme´e recherche´e. Pour l’obtenir, il est possible d’effectuer la SVD
de S directement, ou de R (ce qui revient a` calculer ses valeurs propres). Mais ces deux
me´thodes sont algorithmiquement couˆteuses car les matrices sont de grande taille (nx×ns
pour S, nx × nx pour R), et la base devra eˆtre tronque´e. De ce fait, il est pre´fe´rable
de de´composer la matrice C, qui est de petite taille ns × ns, pour obtenir ensuite les ns
premie`res composantes de V a` partir du produit S.W . La proce´dure pour obtenir la base
re´duite avec la me´thode indirecte est re´sume´e dans l’algorithme 2.2.
1 calcul des ns premie`res solutions du mode`le complet
2 cre´ation de la matrice des snapshots
S = [X(t1),X(t2), . . . ,X(tns)]
3 calcul de la matrice de corre´lation C =
1
ns
STS
4 SVD de la matrice de corre´lation C =W∆W T
5 obtention de la base re´duite orthogonale P = SW
6 normalisation de la base P =
[
P 1
‖P 1‖
, . . . ,
P ns
‖P ns‖
]
Algorithme 2.2 – Proce´dure pour l’obtention d’une base POD par la me´thode indirecte.
2.4 Comparaison des me´thodes en magne´to-
dynamique
Les deux me´thodes de re´duction de mode`le pre´sente´es ci-dessus sont applique´es a`
un proble`me magne´todynamique en vue de les comparer [38]. Le dispositif conside´re´ est
constitue´ d’une plaque conductrice surmonte´e d’un inducteur bobine´ [39, 40] alimente´
par un courant sinusoı¨dal (Figure 2.4). La me´thode des e´le´ments finis applique´e a` ce
proble`me ame`ne le syste`me matriciel diffe´rentiel pre´sente´ en (1.47), ou` la source est le
courant alimentant le bobinage i(t) = sin(2π5000t). Le maillage contient 14970 noeuds,
80199 te´trae`dres, le nombre d’inconnues s’e´le`ve a` 91800. Le mode`le complet est re´solu en
temps par une me´thode d’Euler implicite :
(M
1
∆t
+K)Xn+1 =
1
∆t
MXn + F i(tn+1). (2.64)
Les me´thodes Arnoldi-Krylov et POD sont utilise´es pour obtenir un syste`me re´duit
(2.3) qui est ensuite discre´tise´ en temps par une me´thode d’Euler implicite. La discre´tisation
temporelle choisie comprend 20 points par pe´riode et nous simulons 4 pe´riodes, pour le
mode`le complet comme pour les mode`les re´duits.
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inducteur
plaque 
conductrice
Figure 2.4 – Maillage du dispositif mode´lise´.
Nous comparons les me´thodes de re´duction pour diffe´rentes tailles de bases re´duites
par rapport au mode`le complet. Les comparaisons concerneront des grandeurs globales
(e´nergie, pertes), une grandeur locale (champ de courant induit), la complexite´ et le temps
de calcul des me´thodes. Pour la me´thode POD, les snapshots sont calcule´s en conside´rant
la meˆme discre´tisation temporelle que pour le mode`le complet. Pour la me´thode de Krylov,
nous choisissons comme point d’expansion la valeur de la pulsation associe´e a` la fre´quence
du courant d’entre´e, a` savoir ζ = 2π.5000 [30, 32]. Ces choix seront justifie´s dans la partie
2.4.3.
2.4.1 Grandeurs globales
La figure 2.5 indique l’erreur relative pour l’e´nergie ‖Eref(t)−Ereduit(t)‖‖Eref(t)‖ et les pertes par
courant induit ‖Pref(t)−Preduit(t)‖‖Pref(t)‖ . Les solutions issues des mode`les re´duits deviennent rapi-
dement proches de la solution de re´fe´rence, avec une erreur strictement de´croissante. A`
taille de base re´duite e´gale, l’erreur avec la me´thode d’Arnoldi est plus faible que celle
de la me´thode POD, mais pour une base suffisamment grande, la diffe´rence n’est plus
significative. Pour les pertes comme pour l’e´nergie, une base re´duite de taille 4 suffit pour
avoir une erreur infe´rieure a` 1%.
2.4.2 Grandeurs locales
La figure 2.6 pre´sente la densite´ de courant induite dans la plaque conductrice pour
les mode`les complet et re´duits, et la figure 2.7 pre´sente la densite´ d’erreur correspon-
dante entre le mode`le complet et les mode`les re´duits ‖J ref − J reduit‖. Il faut des tailles de
bases plus conse´quentes pour avoir des erreurs d’approximations aussi faibles que pour
les grandeurs globales : une base de taille 7 pour la me´thode de Krylov, de taille 9 pour la
me´thode POD.
Il est inte´ressant de visualiser les bases de chacune des deux me´thodes. Nous choi-
sissons d’afficher les composantes associe´es a` la densite´ de courant induit des bases en
figure 2.8. Il apparaıˆt que les bases en question pre´sentent de nettes diffe´rences, et qu’il est
difficile de leur donner une interpre´tation physique, hormis pour la premie`re composante
de la base qui donne clairement une ide´e de la re´partition finale du champ.
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(a) Erreur sur les pertes en fonction de la taille de la base re´duite.
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(b) Erreur sur l’e´nergie en fonction de la taille de la base re´duite.
Figure 2.5 – Erreur sur les pertes ‖Pref(t)−Preduit(t)‖‖Pref(t)‖ et l’e´nergie
‖Eref(t)−Ereduit(t)‖
‖Eref(t)‖
.
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(a) J induit avec le mode`le complet.
(b) J induit avec le mode`le re´duit POD de
taille 2.
(c) J induit avec le mode`le re´duit Arnoldi
de taille 2.
(d) J induit avec le mode`le re´duit POD de
taille 4.
(e) J induit avec le mode`le re´duit Arnoldi
de taille 4.
Figure 2.6 – J induit avec les diffe´rents mode`les.
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(a) Erreur sur le J induit avec le mode`le
re´duit POD de taille 2.
(b) Erreur sur le J induit avec le mode`le
re´duit Arnoldi de taille 2.
(c) Erreur sur le J induit avec le mode`le
re´duit POD de taille 4.
(d) Erreur sur le J induit avec le mode`le
re´duit Arnoldi de taille 4.
(e) Erreur sur le J induit avec le mode`le
re´duit POD de taille 8.
(f) Erreur sur le J induit avec le mode`le
re´duit Arnoldi de taille 8.
Figure 2.7 – Densite´ de l’erreur sur le J induit avec les diffe´rents mode`les :‖J ref−J reduit‖.
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(a) Composante P 1 pour le mode`le re´duit
POD.
(b) Composante P 1 pour le mode`le re´duit
Arnoldi.
(c) Composante P 2 pour le mode`le re´duit
POD.
(d) Composante P 2 pour le mode`le re´duit
Arnoldi.
(e) Composante P 3 pour le mode`le re´duit
POD.
(f) Composante P 3 pour le mode`le re´duit
Arnoldi.
Figure 2.8 – Composantes des bases pour le J induit des mode`les re´duits issues d’une
base de taille 16.
2.4. Comparaison des me´thodes en magne´to-dynamique 33
2.4.3 Parame`tres de re´duction, complexite´ et temps
de calcul
Les choix pour les snapshots et les points d’expansion sont arbitraires, mais l’expe´rience
montre que des pas de temps trop petits ou trop grands pour effectuer les snapshots
nuisent a` la pre´cision de l’approximation, ce que montre la figure 2.9 pour 16 snapshots
effectue´s avec 3 pas de temps diffe´rents : 1∆t , 2∆t,∆t. Pour la me´thode de Krylov, nous
choisissons comme point d’expansion la pulsation du courant d’entre´e. Nous aurions pu
choisir comme point d’expansion 1∆t pour retrouver la meˆme matrice a` inverser que pour
la me´thode POD, ou directement la fre´quence, mais cela ne change pas de manie`re signifi-
cative la pre´cision de l’approximation (Figure 2.9), mais peut changer les temps de calcul.
Ne´anmoins, pour un proble`me de conditionnement de la matrice, le point d’expansion en
ζ = 0 est a` proscrire.
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Figure 2.9 – Erreur sur les pertes en fonction des parame`tres de re´duction pour une base
re´duite de taille 16.
Dans la me´thode de Krylov-Arnoldi, le calcul du re´sidu ri dans l’algorithme d’Arnoldi
(algorithme 2.1) s’exprime comme Gvi, avec G = −(Mζ+K)−1M . La matrice (Mζ+K)
n’est en fait pas inverse´e directement, mais le syste`me suivant est re´solu par une me´thode
ite´rative de bigradient conjugue´
(Mζ +K)ri = −MP i. (2.65)
Ce syste`me est proche de celui qui est re´solu pour obtenir les snapshots dans la
me´thode POD, c’est-a`-dire pour re´soudre le syste`me complet avec un sche´ma d’Euler im-
plicite en (2.64). Ainsi, dans les deux me´thodes, pour des bases re´duites de meˆme taille,
le meˆme type de proble`me matriciel est re´solu par une meˆme me´thode de bigradient
conjugue´, et ce un meˆme nombre de fois.
La figure 2.10 pre´sente les temps de calcul des mode`les re´duits en fonction de la taille
de la base, compare´s au temps du mode`le complet. Le temps de calcul de la base re´duite
avec la me´thode d’Arnoldi est plus conse´quent que pour la me´thode POD. Si les matrices
sont de la meˆme forme, les parame`tres 1∆t et ζ donnent des conditionnements de matrice
diffe´rents. Choisir un point d’expansion ζ = 2π.5000 fait que la convergence du bigradient
conjugue´ est plus lente pour la me´thode d’Arnoldi, d’ou` un temps de calcul augmente´
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pour cre´er la base re´duite. Cependant, si nous avions choisi ζ = 1∆t , le temps de construc-
tion de la base re´duite aurait e´te´ le meˆme puisque le bigradient conjugue´ aurait converge´
a` la meˆme vitesse (tableau 2.1). Le temps de re´solution du syste`me re´duit est e´videmment
le meˆme dans tous les cas pour des bases de meˆme taille.
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Figure 2.10 – Temps de calcul des mode`les re´duits et complet.
Mode`le Complet POD Krylov-Arnoldi Krylov-Arnoldi
ζ = 1∆t ζ = 2π.5000
Temps de construction de
la base re´duite (secondes) - 59 59 85
Temps de simulation de la
boucle temporelle (secondes) 1246 77 77 77
Temps total (secondes) 1251 142 142 168
Tableau 2.1 – Temps de simulation pour les mode`les complet et re´duits pour une base
re´duite de taille 4.
2.5 Application des me´thodes en magne´to-
harmonique
Les me´thodes de re´duction de mode`le peuvent aussi s’appliquer aux cas fre´quentiels.
En conside´rant la transforme´e de Fourier de l’expression (1.47), nous obtenons
MjωX(ω) +KX(ω) = F b(ω), ω = 2πf, (2.66)
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ou` j correspond a` l’unite´ imaginaire. Dans ce cas le mode`le re´duit est le suivant :
(jωM r +Kr)Xr(ω) = F rb(ω) (2.67)
avec M r = P
TMP , Kr = P
TKP et F r = P
TF . Il est a` noter que dans le cas fre´quentiel,
il n’est pas possible d’inverser une seule fois la matrice re´duite, puisqu’elle de´pend de la
fre´quence ω, par conse´quent il faut inverser le syste`me re´duit pour chaque fre´quence ou
le re´soudre par des me´thodes ite´ratives.
La me´thode POD s’applique tre`s facilement en prenant pour snapshots les valeurs de
X pour des fre´quences diffe´rentes ωi = 2πfi :
X(ωi) = (jωiM +K)
−1F b(ωi). (2.68)
Pour obtenir la base du sous-espace de Krylov, le cas fre´quentiel est semblable au cas
temporel apre`s l’application de la transforme´e de Laplace. Effectivement, nous obtenons
une expression de X que nous cherchons a` exprimer comme un de´veloppement en se´rie
de puissance :
X(ω) = (K + jωM)−1F b(ω) (2.69)
=
+∞∑
j=0
hj(ω − ζ)
jb(ω), ζ = 2πfexp. (2.70)
Par le meˆme type de raisonnement que pre´ce´demment, nous obtenons pour expression
pour les vecteurs
hj = [−(K + jζM)
−1jM ]j(K + jζM)−1F . (2.71)
D’un point de vue algorithmique, pour calculer les coefficients hj il faut re´soudre
(K + jζM)h0 = F , (2.72)
et
− (K + jζM)hj = jMF , j > 0. (2.73)
Cette dernie`re expression peut se re´e´crire pour obtenir un second membre re´el
(jK − ζM)hj =MF , j > 0. (2.74)
Dans le cas fre´quentiel, un seul point d’expansion est moins efficace qu’en temporel, il
est pre´fe´rable de conside´rer une approximation de Pade´ en plusieurs points d’expansion
[41]. Dans le cas de l’interpolation rationnelle hj = (K+jζjM)−1F , ζj = 2πfj , la me´thode
est identique a` la me´thode POD, les vecteurs de base e´tant les meˆmes. Seule la me´thode
d’orthogonalisation diffe`re.
Nous reprenons l’application pre´ce´dente de la plaque conductrice, mais cette fois dans
le domaine fre´quentiel en imposant un courant unitaire. Nous e´tudions une plage de
fre´quences allant de 100 Hz a` 20 kHz, de manie`re a` e´tudier les variations de l’e´nergie et
des pertes Joules, et e´galement des densite´s de courant induit re´el et imaginaire. Le mode`le
de re´fe´rence est le mode`le complet simule´ tous les 100 Hz. Nous choisissons de comparer
une me´thode POD avec 6 snapshots (calcule´s aux fre´quences 100 Hz, 4, 8, 12, 16 et 20 kHz)
et une me´thode Krylov-Arnoldi avec 3 points d’expansion (aux fre´quences 100 Hz, 10 et
20 kHz) avec des moments d’ordre 2 pour chaque point.
36 2. Re´duction de mode`le
2.5.1 Grandeurs globales
L’erreur sur l’e´nergie et les pertes est pre´sente´e dans le tableau 2.2 : un mode`le re´duit
de taille 6 permet une excellente approximation, les erreurs pour la POD e´tant le´ge`rement
plus faibles que pour Krylov-Arnoldi.
Mode`le re´duit POD Krylov-Arnoldi
‖Eref − Ereduit‖
‖Eref‖
1, 7656.10−6 1, 7322.10−6
‖Pref − Preduit‖
‖Pref‖
2, 0241.10−5 2, 3489.10−5
Tableau 2.2 – Erreur sur l’e´nergie et les pertes pour des mode`les re´duits de taille 6.
2.5.2 Grandeurs locales
Nous comparons e´galement les cartes de champ pour la densite´ de courant induit
pour les fre´quences 500 Hz, 9kHz et 18 kHz. Ces fre´quences sont choisies car elles ne
correspondent ni aux fre´quences des snapshots, ni aux fre´quences des points d’expansion.
Les cartes de champ sont semblables pour les 3 fre´quences pour la partie re´elle (figure
2.11) comme pour la partie imaginaire (figure 2.12).
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(a) Partie re´elle du J induit de re´fe´rence pour 500 Hz, 9 kHz et 18 kHz.
(b) Partie re´elle du J induit obtenu par POD pour 500 Hz, 9 kHz et 18 kHz.
(c) Partie re´elle du J induit obtenu par Krylov-Arnoldi pour 500 Hz, 9 kHz et 18 kHz.
Figure 2.11 – Partie re´elle du J induit obtenu avec les mode`les complet, POD et Krylov-
Arnoldi.
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(a) Partie imaginaire du J induit de re´fe´rence pour 500 Hz, 9 kHz et 18 kHz.
(b) Partie imaginaire du J induit obtenu par POD pour 500 Hz, 9 kHz et 18 kHz.
(c) Partie imaginaire du J induit obtenu par Krylov-Arnoldi pour 500 Hz, 9 kHz et 18 kHz.
Figure 2.12 – Partie imaginaire du J induit obtenu avec les mode`les complet, POD et
Krylov-Arnoldi.
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2.5.3 Temps de calcul
Enfin, le tableau 2.3 pre´sente les temps de simulation des diffe´rents mode`les. Tre`s clai-
rement, le gain de temps est remarquable avec l’utilisation des mode`les re´duits, puisque
les temps de calcul sont divise´s par plus de 9. A` noter que cette fois le temps de simulation
pour les me´thodes POD et Krylov-Arnoldi sont sensiblement e´quivalents.
Mode`le Complet POD Krylov-Arnoldi
Temps de simulation (secondes) 1907 199 208
Tableau 2.3 – Temps de simulation pour les mode`les complet et re´duits de taille 6.
2.5.4 Parame`tres de re´duction
Nous justifions ici le choix des snapshots et des points d’expansion. Plus que pour le
domaine temporel, le choix des fre´quences pour les snapshots ou les points d’expansion
sera important pour la qualite´ de l’approximation. Nous avons vu qu’en temporel, pour
la me´thode POD, les snapshots e´taient pris sur les premiers instants de simulation et qu’il
e´tait pre´fe´rable de garder la meˆme discre´tisation temporelle pour les snapshots et pour les
mode`les re´duits. Ici, prendre des snapshots sur les premie`res fre´quences n’est clairement
pas efficace : 3 snapshots pris pour des fre´quences de 100, 200 et 300 Hz est moins efficace
que prendre 2 snapshots a` chaque extre´mite´ du spectre, a` savoir 100 Hz et 20 kHz (figure
2.13). Prendre des snapshots pour des fre´quences e´quire´parties sur le spectre apparaıˆt
comme une strate´gie raisonnable.
Pour la me´thode de Krylov, l’influence du point d’expansion n’e´tait pas significative
dans le cas temporel, et le choix de prendre le point d’expansion correspondant a` la pul-
sation du signal semblait correct et justifie´. Ici, le choix d’un point d’expansion unique est
plus proble´matique : la solution est bien approxime´e uniquement au voisinage du point
d’expansion. Un point d’expansion mal choisi peut ne pas apporter une pre´cision correcte
sur tout le domaine fre´quences (figure 2.14), d’ou` l’inte´reˆt de points d’expansion multiples.
Pour chaque point d’expansion, il faut de´finir le nombre de moments qui lui sera associe´ :
un moment d’ordre 1 nous rame`ne a` une me´thode POD, alors que des moments d’ordre
supe´rieur augmenteront la pre´cision mais e´galement la taille de la base re´duite. La` encore,
opter pour des points d’expansion e´quire´partis semble le plus raisonnable.
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(a) E´nergie obtenue par la me´thode POD pour une base de taille 3 ou 2.
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(b) Pertes obtenues par la me´thode POD pour une base de taille 3 ou 2.
Figure 2.13 – E´nergie et pertes par la me´thode POD pour une base de taille 3 (snapshots
a` 100, 200 et 300 Hz) et de taille 2 (snapshots a` 100 Hz et 20 kHz).
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(a) E´nergie obtenue par la me´thode de Krylov pour une base de taille 3 avec
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(b) Pertes obtenues par la me´thode de Krylov pour une base de taille 3 avec
un point d’expansion a` 100 Hz, 10 kHz et 20 kHz.
Figure 2.14 – E´nergie et pertes par la me´thode de Krylov pour une base de taille 3 avec
un point d’expansion a` 100 Hz, 10 kHz et 20 kHz.
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2.6 Conclusion
Les me´thodes de re´duction de mode`le par Proper Orthogonal Decomposition et par
projection sur un sous-espace de Krylov s’appliquent avec succe`s aux syste`mes EF en
e´lectromagne´tisme, que ce soit dans le domaine temporel ou fre´quentiel. Leur application
permet une re´duction conse´quente du temps de calcul, tout en gardant une pre´cision cor-
recte sur la solution. Elles sont semblables en terme de couˆt algorithmique, mais peuvent
avoir des temps de calcul diffe´rents pour cre´er la base, en fonction des points d’expansion
ou des snapshots choisis, pour des raisons de conditionnement de matrice. Sur l’exemple
traite´, la me´thode de Krylov apparaıˆt plus pre´cise. Ne´anmoins, ce re´sultat ne saurait eˆtre
pris comme ge´ne´ral puisque la pre´cision de la solution de´pend fortement du choix des
snapshots pour la me´thode POD, et du choix du point d’expansion pour la me´thode de
Krylov. Ces choix s’ave`rent d’ailleurs eˆtre le point de´licat des me´thodes, dans le sens ou` ils
sont base´s sur l’expe´rience, voire le bon sens, plutoˆt que sur une the´orie pre´cise. L’avantage
de la me´thode de Krylov est de produire une base inde´pendante de la source du syste`me,
uniquement de´pendante de la forme du syste`me matriciel ainsi que du point d’expansion.
Tandis que la base issue de la me´thode POD est plus nettement marque´e par la source
impose´e. Cependant, l’utilisation de la me´thode de projection dans les cas non line´aires
s’ave`re beaucoup moins imme´diate que celle de la me´thode POD.
3 Mode´lisation et optimisation d’un
syste`me multidynamique
La mode´lisation d’un syste`me multiphysique peut eˆtre proble´matique a` bien des e´gards :
champs de compe´tences e´tendus, choix de mode´lisation des diffe´rents sous-syste`mes,
choix des outils a` utiliser,... Elle l’est d’autant plus dans le cas d’un syste`me dynamique
multie´chelle en temps, appele´ multidynamique. En effet, il faut alors ge´rer des constantes
de temps tre`s diffe´rentes. Plusieurs strate´gies de couplage existent avec divers degre´s
de consistance. La consistance repre´sente la cohe´rence, la validite´ du couplage. Les cou-
plages forts sont consistants mais peuvent entraıˆner des proble`mes lourds a` traiter, et la
discre´tisation temporelle se doit d’eˆtre faite selon la plus petite constante de temps. Les
couplages faibles permettent de mode´liser les sous-syste`mes inde´pendamment mais la
consistance des re´sultats n’est pas ne´cessairement assure´e.
Ces difficulte´s sont d’autant plus pre´sentes lorsqu’on souhaite coupler des mode`les
e´le´ments finis. Cette me´thode implique des syste`mes matriciels de grande taille a` traiter et
des connaissances approfondies sur les physiques en jeu. Il apparaıˆt plus aise´ d’envisager
un couplage faible dans ce cas, en couplant diffe´rents logiciels. Pour garantir la consistance
du couplage et prendre en compte les diffe´rentes constantes de temps, il est possible de
mettre en place la me´thode de relaxation des formes d’onde, ou ite´ration dynamique. Cette
me´thode de point-fixe applique´e a` des formes d’onde permet un couplage pratique avec
une convergence vers la solution exacte et une re´solution des sous-syste`mes selon leur
propre constante de temps.
Une fois les me´thodes de mode´lisation passe´es en revue et la me´thode de relaxation
des formes d’onde de´veloppe´e et illustre´e, nous nous inte´resserons a` l’optimisation de
syste`me multiphysique. En effet, la mode´lisation et surtout le couplage d’un syste`me mul-
tiphysique peuvent eˆtre aborde´s diffe´remment dans le contexte de l’optimisation. C’est le
cadre de l’optimisation multidisciplinaire (MDO), qui s’effectue via plusieurs approches
que nous de´crirons et appliquerons en se basant sur le mode`le issu de la me´thode de
relaxation des formes d’onde.
3.1 Couplage de mode`les
Pour effectuer une mode´lisation multiphysique, il est ne´cessaire de faire interagir
diffe´rents mode`les. Le vocabulaire concernant ces interactions ne nous apparaıˆt pas clai-
rement et unanimement de´fini dans la litte´rature : on rele`ve des couplages fort et faible,
du chaıˆnage, quand [42] pre´fe`re parler de couplage direct ou indirect. Nous taˆchons ici
de clarifier l’ensemble de ces termes et d’en donner une de´finition qui soit la plus pre´cise
possible dans le domaine temporel.
Des mode`les seront dits fortement couple´s lorsque l’influence re´ciproque d’un mode`le
sur l’autre sera (fortement) prise en compte, la consistance du couplage e´tant ve´rifie´e. Le
couplage fort est direct quand les mode`les sont re´unis en un syste`me unique a` re´soudre
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[43]. Il est indirect quand les mode`les sont simule´s se´pare´ment avec la meˆme discre´tisation
temporelle et que la consistance du mode`le est garantie par un point-fixe sur les entre´es et
sorties des mode`les a` chaque pas de temps [44, 45, 46].
Nous conside´rons deux cas de couplage faible : le couplage faible par point-fixe et le
couplage faible par chaıˆnage. Des mode`les sont faiblement couple´s lorsqu’ils sont simule´s
se´pare´ment avec des discre´tisations temporelles diffe´rentes. Du fait de la diffe´rence de
discre´tisation, la consistance du couplage ne peut pas eˆtre ve´rifie´e pour chaque pas de
temps, une erreur est introduite. La consistance est garantie de manie`re ponctuelle par un
point-fixe applique´ en certains pas de temps. Il s’agit d’un couplage faible par point-fixe.
Cependant, le point-fixe n’est pas syste´matique dans ce type de couplage. Le mode`les
peuvent eˆtre simplement chaıˆne´s, c’est-a`-dire simule´s se´quentiellement, une sortie de l’un
des mode`les servant de source pour un autre mode`le au pas temporel suivant [47].
3.1.1 Couplage fort
Un couplage fort direct consiste a` rassembler les e´quations diffe´rentielles de plusieurs
mode`les physiques diffe´rents sous la forme d’un seul et unique syste`me. Le couplage
fort direct est le plus juste physiquement et mathe´matiquement, cependant dans le cas de
mode`les de natures diffe´rentes, il peut s’ave´rer difficile voire impossible a` mettre en place.
Ce couplage demande une connaissance et un savoir-faire sur tous les mode`les qui inter-
viennent, ce qui est une premie`re difficulte´. Trouver une me´thode de re´solution nume´rique
adapte´e pour le syste`me peut s’ave´rer proble´matique. De plus, en inge´nierie, il est cou-
rant d’avoir recours a` des logiciels de´die´s pour chaque physique. Ceci empeˆche d’avoir
acce`s aux e´quations ou au syste`me mathe´matique correspondants. Enfin, le syste`me cre´e´
peut eˆtre lourd a` re´soudre dans point de vue nume´rique, re´solution qui devra s’effectuer
a` chaque pas de temps de la discre´tisation temporelle de´termine´e par rapport a` la plus
petite des constantes de temps des sous-syste`mes.
Avec un couplage fort mais indirect, les mode`les sont simule´s se´pare´ment en deux
sous-syste`mes distincts, les sorties d’un mode`le servant d’entre´es pour un autre. La figure
3.1 illustre le principe du couplage fort indirect pour deux sous-syste`mes. La discre´tisation
temporelle est la meˆme pour chaque sous-syste`me, et pour chaque pas de temps un point-
fixe est effectue´ jusqu’a` consistance du couplage. Le point-fixe entraıˆne un nombre e´leve´
de simulations des mode`les, et introduit une erreur sur la consistance du mode`le par
rapport a` l’approche directe. Cependant, la me´thode indirecte permet d’utiliser aise´ment
des logiciels diffe´rents, le couplage s’en trouvant facilite´ d’un point de vue pratique.
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Figure 3.1 – Principe de couplage fort indirect en dynamique.
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3.1.2 Couplage faible
L’approche indirecte du couplage fort implique une discre´tisation temporelle com-
mune pour tous les mode`les simule´s, avec un point-fixe syste´matique pour chaque pas
de temps. Cette approche est rapidement inapplicable pour des simulations en temps avec
une discre´tisation fine et des mode`les lourds. Une premie`re strate´gie pour diminuer le
nombre de simulation et de ne plus effectuer le point-fixe a` chaque pas de temps, mais de
chaıˆner les mode`les (il s’agit en fait de faire une seule boucle du point-fixe). Dans ce cas,
correspondant au couplage faible par chaıˆnage, l’entre´e d’un mode`le a` un instant donne´
sera la sortie d’un autre mode`le au pas de temps pre´ce´dent. La consistance du couplage
n’est alors jamais ve´rifie´e. La figure 3.2 sche´matise les e´tapes d’un couplage faible par
chaıˆnage pour deux sous-syste`mes (SS). Au premier pas de temps, le sous-syste`me 1 est
re´solu, puis le sous-syste`me 2 avec pour source la solution du sous-syste`me 1 (e´tape 1).
Puis le sous-syste`me 1 est re´solu au deuxie`me pas de temps avec comme source la solu-
tion issue du sous-syste`me 2 au pas pre´ce´dent (e´tape 2). La solution du sous-syste`me 1
nouvellement obtenue sert alors de source pour re´soudre le sous-syste`me 2 au deuxie`me
pas de temps (e´tape 3). Et le processus recommence (e´tapes 4 et 5).
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Figure 3.2 – Principe de couplage faible par chaıˆnage pour une meˆme discre´tisation tem-
porelle.
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Une deuxie`me strate´gie, si les constantes de temps des mode`les sont diffe´rentes, est
d’utiliser des discre´tisations temporelles propres a` chaque mode`le. Ce faisant, la consis-
tance du couplage n’est pas ve´rifie´e pour chaque pas de temps, mais uniquement en cer-
tains pas de temps ou` un point-fixe permet de recaler le couplage. Comme le montre la
figure 3.3, un point-fixe est re´alise´ au premier pas de temps (e´tape 1). Puis les deux sous-
syste`mes sont re´solus inde´pendamment selon leur propre pas de temps sur une feneˆtre
temporelle (e´tape 2). Sur cette feneˆtre, un sous-syste`me a pour source la solution de l’autre
sous-syste`me au premier pas de temps. Puis, quand les mode`les sont arrive´s a` un meˆme
temps, correspondant a` la fin de la feneˆtre, un point-fixe est calcule´. C’est une premie`re
borne ou` la consistance du mode`le est ve´rifie´e (e´tape 3). Ensuite, chaque sous-syste`me est
re´solu selon sa propre discre´tisation sur la feneˆtre temporelle suivante, avec comme source
la solution de l’autre sous-syste`me a` la premie`re borne (e´tape 4). Arrive´ a` la seconde borne
temporelle, le point-fixe est applique´ (e´tape 5) et le processus reprend. Notons que si la
phase de point-fixe est omise, nous retrouvons le couplage faible par chaıˆnage mais avec
des discre´tisations temporelles he´te´roge`nes.
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Figure 3.3 – Principe de couplage faible avec point-fixe en dynamique.
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3.2 Me´thode de relaxation des formes d’onde
La me´thode de relaxation des formes d’onde (WRM pour waveform relaxation me-
thod) , aussi appele´e ite´ration dynamique, a e´te´ introduite en 1982 par [48] pour traiter les
circuits inte´gre´s de grande taille (avec de nombreux composants). De nombreuses contri-
butions ont suivi [49, 50, 51, 52], certaines toujours applique´es a` des circuits [53, 54], mais
aussi a` des re´seaux e´lectriques [55], des proble`mes me´caniques [56], au couplage circuit-
e´le´ments finis [57]. L’ide´e est de se´parer un syste`me global en sous-syste`mes qui seront si-
mule´s se´pare´ment, le couplage se faisant par une me´thode ite´rative sur les formes d’onde.
Chaque sous-syste`me est re´solu en temps sur tout le domaine temporel conside´re´, puis sa
solution —toute la forme d’onde— servira de source pour d’autres sous-syste`mes. C’est ce
principe qu’illustre la figure 3.4 pour deux sous-syste`mes Σ1 et Σ2. De ce fait, la me´thode
de relaxation des formes d’onde est une forme de couplage fort. La WRM va eˆtre de´crite,
avec dans un premier temps le contexte mathe´matique, puis le sche´ma de relaxation et le
feneˆtrage.
t t
La sortie de Σ1 sert de 
source à Σ2
La sortie de Σ2 sert de 
source à Σ1
Σ1
Σ2
Figure 3.4 – Exemple de WRM pour deux syste`mes.
La WRM s’applique pour un syste`me d’e´quations diffe´rentielles alge´briques (EDA)
y˙ = f(y, z), avec y(T0) = y0,
0 = g(y, z), z(T0) = z0,
(3.1)
avec y et z des fonctions de´pendantes du temps t, t ∈ [T0, Tf ]. Nous avons
y : [T0, Tf ] 7−→ R
m, z : [T0, Tf ] 7−→ R
p,
f : (Rm,Rp) 7−→ Rm, g : (Rm,Rp) 7−→ Rp.
Le syste`me (3.1) est de´compose´ en r sous-syste`mes tels que le syste`me i ∈ {1, . . . , r}
ve´rifie
y˙i = f i(y, z), avec y(T0) = y0,
0 = gi(y, z), z(T0) = z0.
(3.2)
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Ce qui ame`ne l’e´criture suivante pour les vecteurs solutions :
y(t) =


y1(t)
...
yi(t)
...
yr(t)

 , z(t) =


z1(t)
...
zi(t)
...
zr(t)

 . (3.3)
La partie y˙ = f(y, z) est appele´e partie diffe´rentielle du syste`me, tandis que la partie
g(y, z) = 0 forme l’expression alge´brique du syste`me. De la meˆme fac¸on, y repre´sente les
variables diffe´rentielles du proble`me et z les variables alge´briques.
3.2.1 Sche´ma de relaxation des formes d’onde
Le but de la me´thode de relaxation des formes d’onde est d’obtenir par une proce´dure
ite´rative des approximations des fonctions y(t) et z(t), [48, 49, 50, 53]. Notons par y˜(t)
l’approximation de la fonction y(t), et par z˜(t) celle de la fonction z(t).
Comme indique´, le proce´de´ est ite´ratif et ne´cessite d’initialiser les approximations.
Cette phase est dite phase d’extrapolation, et nous choisissons ici une extrapolation constante
y˜0(t) = y(T0), ∀t ∈ [T0, Tf ], (3.4)
z˜0(t) = z(T0), ∀t ∈ [T0, Tf ]. (3.5)
Ensuite, a` l’ite´ration k, et pour le sous-syte`me i, il faut re´soudre le proble`me (3.2)
avec pour entre´es les vecteurs Y˜
k
i , Z˜
k
i avec Y˜
k
i (t) de´pendant de y˜
k−1(t) et y˜k(t), et Z˜
k
i (t)
de´pendant de z˜k−1(t) et z˜k(t) :
˙˜y
k
i = f i(Y˜
k
i , Z˜
k
i ), avec y˜
k
i (T0) = yi(T0),
0 = gi(Y˜
k
i , Z˜
k
i ), z˜
k
i (T0) = zi(T0),
(3.6)
Ce sont les vecteurs Y˜
k
i et Z˜
k
i qui permettent la relaxation. Leurs expressions de´pendent
des sche´mas de relaxation choisis, pre´sente´s tableau 3.1 :
– Picard, Y˜
k
i et Z˜
k
i de´pendent uniquement des approximations a` l’ite´ration pre´ce´dente,
ce sche´ma permettant d’envisager une exe´cution en paralle`le des sous-syste`mes ;
– Jacobi, Y˜
k
i et Z˜
k
i de´pendent des approximations a` l’ite´ration pre´ce´dente hormis pour
le sous-syste`me conside´re´ ;
– Gauss-Seidel, Y˜
k
i et Z˜
k
i de´pendent des approximations a` l’ite´ration pre´ce´dente et des
approximations de´ja` calcule´es pour l’ite´ration actuelle.
L’algorithme s’interrompt apre`s un nombre total d’ite´rations K donne´, ou lorsque la
diffe´rence entre deux approximations successives est suffisamment faible : ‖[y˜K , z˜K ]T −
[y˜K−1, z˜K−1]T ‖ < ǫ, pour une tole´rance donne´e ǫ.
L’ide´e sous-jacente dans la re´solution de l’e´quation (3.6) est l’introduction de fonctions
splitting, fonctions de se´paration, F et G, de´pendant de y˜k−1(t), y˜k(t), z˜k−1(t) et z˜k(t),
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Sche´ma Picard Jacobi Gauss-Seidel
y˜ki (t) y˜
k−1(t)


y˜k−11 (t)
...
y˜k−1i−1 (t)
y˜ki (t)
y˜k−1i+1 (t)
...
y˜k−1r (t)




y˜k1(t)
...
y˜ki−1(t)
y˜ki (t)
y˜k−1i+1 (t)
...
y˜k−1r (t)


z˜ki (t) z˜
k−1(t)


z˜k−11 (t)
...
z˜k−1i−1 (t)
z˜ki (t)
z˜k−1i+1 (t)
...
z˜k−1r (t)




z˜k1(t)
...
z˜ki−1(t)
z˜ki (t)
z˜k−1i+1 (t)
...
z˜k−1r (t)


Tableau 3.1 – Diffe´rents sche´mas de relaxation.
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telles que
˙˜y
k
= F
([
y˜k
z˜k
]
,
[
y˜k−1
z˜k−1
])
, avec y˜k(T0) = y0,
0 = G
([
y˜k
z˜k
]
,
[
y˜k−1
z˜k−1
])
, z˜k(T0) = z0.
(3.7)
Les fonctions F et G doivent eˆtre consistantes, c’est-a`-dire que
F
([
y
z
]
,
[
y
z
])
= f(y, z) et G
([
y
z
]
,
[
y
z
])
= g(y, z). (3.8)
3.2.2 Feneˆtrage
Le type de raisonnement pre´ce´dent peut eˆtre applique´ sur une partition ([Tn, Tn+1])n
de [T0, Tf ], [56]. Dans ce cas, nous cherchons sur chaque feneˆtre [Tn, Tn+1] ⊂ [T0, Tf ] les
approximations y˜n(t) et z˜n(t) des fonctions y(t)|[Tn,Tn+1] et z(t)|[Tn,Tn+1]. La valeur initiale
sur chaque feneˆtre est la valeur des solutions approxime´es sur la feneˆtre pre´ce´dente.
Reprenons donc la me´thode, en commenc¸ant par l’extrapolation a` partir de l’approxima-
tion pre´ce´dant la feneˆtre actuelle :
y˜0n(t) = y˜
K
n−1(Tn), ∀t ∈ [Tn, Tn+1], (3.9)
z˜0n(t) = z˜
K
n−1(Tn), ∀t ∈ [Tn, Tn+1], (3.10)
ou` K repre´sente l’indice de la dernie`re ite´ration WRM sur l’intervalle [Tn−1, Tn]. Apre`s
l’initialisation, le syste`me i est re´solu sur la feneˆtre [Tn−1, Tn] pour chaque k :
˙˜y
k
i,n = f i(y˜
k
i,n, z˜
k
i,n), avec y˜
k
i,n(Tn) = y˜
K
i,n−1(Tn),
0 = gi(y˜
k
i,n, z˜
k
i,n), z˜
k
i,n(Tn) = z˜
K
i,n−1(Tn).
(3.11)
3.2.3 Formulation par des ope´rateurs
Le raisonnement pre´ce´dent est repris sur une feneˆtre [Tn, Tn+1] en introduisant deux
ope´rateurs : Φn et Ψn, [56],[57]. L’ope´rateur Φn repre´sente l’ope´rateur d’extrapolation, qui
de´finit l’approximation initiale, a` l’ite´ration k = 0, sur la feneˆtre [Tn, Tn+1] a` partir de la
dernie`re approximation sur la feneˆtre [Tn−1, Tn] :
y˜0n
z˜0n

 = Φn

y˜Kn−1
z˜Kn−1

 . (3.12)
L’ope´rateurΨn est l’ope´rateur ite´ratif proprement dit, c’est-a`-dire l’application qui per-
met de passer de l’approximation k − 1 a` l’approximation k :
y˜kn
z˜kn

 = Ψn

y˜k−1n
z˜k−1n

 . (3.13)
A` partir de ces ope´rateurs, nous pouvons donner une formulation de l’approximation
de la solution sur l’intervalle [Tn, Tn+1], note´e [y˜n, z˜n]
T , apre`s la phase d’extrapolation et
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K ite´rations : 
y˜n
z˜n

 = (ΨKn ◦Φn)

y˜n−1
z˜n−1

 . (3.14)
L’introduction de ces ope´rateurs permet e´galement d’exprimer notre proble`me comme
un proble`me de point-fixe. En effet, si [y˜n, z˜n]
T correspondent au point-fixe de l’applica-
tion Ψn, alors
Ψn
[
y˜n
z˜n
]
=
[
y˜n
z˜n
]
. (3.15)
De ce fait, par la consistance des fonctions de se´paration F et G
F
(
Ψn
[
y˜n
z˜n
]
,
[
y˜n
z˜n
])
= F
([
y˜n
z˜n
]
,
[
y˜n
z˜n
])
= f(y˜n, z˜n), (3.16)
et
G
(
Ψn
[
y˜n
z˜n
]
,
[
y˜n
z˜n
])
= G
([
y˜n
z˜n
]
,
[
y˜n
z˜n
])
= g(y˜n, z˜n), (3.17)
Ainsi, la convergence d’une me´thode de point-fixe e´tant garantie par la contraction de
la fonction, la WRM convergera si les applications (Ψn)n sont contractantes [48, 49, 58].
3.2.4 Erreurs globale, locale et propage´e
La me´thode de relaxation des formes d’onde donne des approximations de la solu-
tion exacte. L’erreur par rapport a` la solution exacte de´pend de la taille de la feneˆtre, du
nombre d’ite´rations et de la feneˆtre sur laquelle on se trouve. L’erreur globale (erreur entre
l’approximation et la solution) sera compose´e d’une erreur locale (erreur sur une feneˆtre)
et d’une erreur propage´e (erreur due a` la propagation de l’erreur locale d’une feneˆtre a`
l’autre).
L’erreur globale est l’erreur entre les approximations de la WRM et la solution exacte
sur une feneˆtre [Tn, Tn+1], et de´pend du nombre d’ite´rations k effectue´es
εkn =

y˜n
z˜n

−

yn
zn

 = (Ψkn ◦Φn)

y˜n−1
z˜n−1

−

yn
zn

 . (3.18)
Elle est la somme de l’erreur locale dkn et de l’erreur propage´e e
k
n,
εkn = d
k
n + e
k
n. (3.19)
L’erreur locale repre´sente l’erreur due au processus sur une feneˆtre, c’est-a`-dire l’erreur
qu’introduit l’extrapolation en partant de la solution exacte et la relaxation
dkn = (Ψ
k
n ◦Φn)

yn−1
zn−1

−Ψkn

yn
zn

 = (Ψkn ◦Φn)

yn−1
zn−1

−

yn
zn

 . (3.20)
Enfin, puisque la phase d’extrapolation se base sur la solution de la feneˆtre pre´ce´dente
et que celle-ci est soumise a` l’erreur locale, l’erreur se transmet d’une feneˆtre a` l’autre.
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C’est l’erreur propage´e
ekn = (Ψ
k
n ◦Φn)

y˜n−1
z˜n−1

− (Ψkn ◦Φn)

yn−1
zn−1

 (3.21)
qui repre´sente la diffe´rence entre une solution avec une valeur initiale approxime´e et une
solution avec une valeur initiale exacte.
La figure 3.5 donne une repre´sentation des diffe´rentes erreurs pour trois feneˆtres, les
erreurs e´tant repre´sente´es aux extre´mite´s des feneˆtres. Notons que sur la premie`re feneˆtre,
il n’y a e´videmment pas d’erreur propage´e, l’erreur locale correspond a` l’erreur globale.
[56, 57] et [58] montrent que pour des feneˆtres de taille suffisamment petite, l’erreur
locale est strictement de´croissante, les erreurs sont borne´es et que la me´thode est stable et
convergente.
d0
d1
d2
e1
e2
2
T0 T1 T2 T3
Figure 3.5 – Erreurs globale, locale et propage´e pour 3 feneˆtres : la solution exacte est en
noire, les approximations WRM sont en rouge.
3.2.5 Discre´tisation des formes d’onde
Jusqu’a` maintenant, la re´solution des syste`mes diffe´rentiels e´tait suppose´e exacte et
les formes d’onde continues. Mais la me´thode de relaxation des formes d’onde s’applique
e´galement dans le cas d’une re´solution discre`te en temps. L’avantage dans ce cas est de
pouvoir appliquer un sche´ma en temps spe´cifique pour chaque sous-syste`me, et surtout
un pas de temps adapte´ a` la constante de temps du sous-syste`me. Cependant, les formes
d’onde discre´tise´es transmises d’un sous-syste`me a` l’autre n’ont pas la meˆme taille et
les valeurs sont connues pour des temps diffe´rents. Les formes d’onde doivent donc eˆtre
interpole´es ou projete´es d’une discre´tisation a` une autre.
L’interpolation peut eˆtre tout simplement une interpolation line´aire entre deux points
de la discre´tisation temporelle. Mais tout autre type de me´thode d’interpolation peut eˆtre
envisage´. Ne´anmoins, il est pre´fe´rable d’e´viter les interpolations pouvant amener a` des
phe´nome`nes de Runge [35], c’est a` dire des phe´nome`nes d’oscillation entre les points inter-
pole´s. En effet, dans ce cas la convergence de la me´thode de relaxation des formes d’onde
s’en trouverait perturbe´e, l’e´cart entre deux ite´rations successives variant en fonction des
oscillations dues a` l’interpolation. [57] conside`re que l’utilisation de fonctions splines est
efficace.
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Il est aussi possible d’envisager de traiter les formes d’onde en les projetant, par
exemple pour obtenir un ope´rateur de moyenne temporelle. Conside´rons une discre´tisation
temporelle fine (tfn)n=0,Nf de [T0, Tf ] et une forme d’onde w
f discre´tise´e en ces meˆmes
points
(
wfn = wf (t
f
n)
)
n=0,Nf
, que nous voulons projeter sur une discre´tisation temporelle
plus grossie`re (tgi )i=0,Ng . Pour projeter w
f (t) sur l’intervalle [tgi , t
g
i+1], nous inte´grons le
produit de wf (t) avec la fonction vi(t) de´finie telle que
vi(t) =
{
1
tgi+1−t
g
i
si t ∈ [tgi , t
g
i+1],
0 sinon.
(3.22)
La valeur wgi de w
f (t) projete´e sur [tgi , t
g
i+1] sera constante sur l’intervalle :
wgi =
∫ Tf
T0
wf (t)vi(t)dt =
1
tgi+1 − t
g
i
∫ tgi+1
tgi
wf (t)dt (3.23)
=
1
tgi+1 − t
g
i
∑
n,tgi≤t
f
n≤t
g
i+1
(tfn+1 − t
f
n)w
f
n. (3.24)
Notons que le fait d’introduire des sche´mas discrets pour la re´solution temporelle des
sous-syste`mes introduit des erreurs supple´mentaires sur les erreurs locales, d’autant plus
avec des discre´tisations temporelles diffe´rentes.
3.2.6 Exemple
Nous appliquons la me´thode de relaxation des formes d’onde a` un circuit e´lectrique en
guise d’illustration. Le circuit conside´re´ est un filtre passe-bas RC suivi par une re´sistance
et une inductance (figure 3.6). Le signal d’entre´e pour le filtre est une tension a` de´coupage
de type MLI, avec une modulante sinusoı¨dale d’une fre´quence de 50 Hz et d’amplitude
0.9 et une porteuse triangulaire de 2 kHz de fre´quence et d’amplitude 1. Le filtre RC est un
filtre passe-bas de telle sorte qu’en sortie de ce filtre, les signaux auront une fre´quence de
50 Hz. Le circuit est se´pare´ en deux sous-syste`mes : la partie filtre (sous-syste`me 1, figure
3.7(a)) et la partie inductive (sous-syste`me 2, figure 3.7(b)). Le courant iL sert de source a`
la partie filtre, et la tension vc sert de source pour la partie inductive.
is
vs
iL
ic
vc
R1 R2
C L
C=0,01 mF
L=0,6549 H
R1=10 Ω
R2=0,1 Ω
Figure 3.6 – Circuit complet.
La me´thode de relaxation des formes d’onde est mise en place avec un sche´ma de
relaxation de Gauss-Seidel. A` chaque ite´ration k, le sous-syste`me 1 est re´solu avec pour
source le courant iL a` l’ite´ration k − 1 ; puis le sous-syste`me 2 est re´solu avec pour source
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vs
is
ic
iL
vc
R1
C
(a) Partie filtre.
iL
vc
R2
L
(b) Partie inductive.
Figure 3.7 – Circuit se´pare´.
la tension vkc nouvellement calcule´e. E´ventuellement, les formes d’onde seront interpole´es.
L’algorithme 3.1 de´crit la proce´dure ainsi que les e´quations. Les solutions issues de la
WRM seront compare´es avec celles issues du circuit complet en figure 3.6. La re´solution
des trois circuits (complet, circuit filtre, circuit inductif) sera effectue´e par un sche´ma en
temps de type Euler implicite.
1 v0c (t) = vc(t0), i
0
L(t) = iL(t0), t ∈ [t0, tf ], k = 0
2 tant que k ≤ K
2.1 k = k + 1
2.2 Interpoler ik−1L
2.3 Re´soudre
dvkc
dt
= −
1
R1C
vkc −
1
C
ik−1L +
1
R1C
vs
2.4 Interpoler vkc
2.5 Re´soudre
dikL
dt
= −
R2
L
ikL +
1
L
vkc
Algorithme 3.1 – Me´thode de relaxation des formes d’onde applique´e a` l’exemple circuit,
avec relaxation de Gauss-Seidel.
Discre´tisations temporelles identiques
Dans un premier temps, nous choisissons la meˆme discre´tisation temporelle pour les
deux sous-syste`mes, et e´videmment pour la solution de re´fe´rence, a` savoir 60 points par
pe´riode, pe´riode de´finie pour une fre´quence de 2 kHz. Cette discre´tisation commune per-
met de mesurer l’erreur entre les solutions issues de la me´thode de relaxation des formes
d’onde et les solutions de re´fe´rence
‖vkc − vc‖
‖vc‖
=
√∑
n
(vkc (tn)− vc(tn))
2
√∑
n
vc(tn)2
et
‖ikL − iL‖
‖iL‖
=
√∑
n
(
ikL(tn)− iL(tn)
)2
√∑
n
iL(tn)2
. (3.25)
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De la meˆme manie`re, nous pouvons ve´rifier la convergence par le calcul de la diffe´rence
entre deux ite´rations successives :
‖vkc − v
k−1
c ‖
‖vkc ‖
=
√∑
n
(
vkc (tn)− v
k−1
c (tn)
)2
√∑
n
vkc (tn)
2
et
‖ikL − i
k−1
L ‖
‖ikL‖
=
√∑
n
(
ikL(tn)− i
k−1
L (tn)
)2
√∑
n
ikL(tn)
2
.
(3.26)
Nous effectuons 30 ite´rations de la me´thode de relaxation des formes d’onde. La figure
3.8 montre l’e´cart qui diminue entre les approximations successives de la WRM, ce qui
indique que cette dernie`re converge. La figure 3.9 montre l’erreur entre les approxima-
tions WRM et les solutions de re´fe´rence. Les formes d’ondes iL et vc issues de la WRM
convergent vers celles obtenues par le mode`le complet. La figure 3.10 pre´sente l’e´volution
des solutions pour le courant a` chaque ite´ration de la WRM pour les 7 premie`res ite´rations.
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Figure 3.8 – E´cart entre deux ite´rations WRM successives pour une meˆme discre´tisation
temporelle.
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Figure 3.9 – Erreur par rapport a` la solution de re´fe´rence pour une meˆme discre´tisation
temporelle.
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Figure 3.10 – Solutions successives pour le courant pour une meˆme discre´tisation tempo-
relle : re´fe´rence en noir, approximations WRM en rouge.
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Discre´tisations temporelles diffe´rentes
Nous choisissons maintenant une discre´tisation temporelle plus laˆche pour le sous-
syste`me 2 que pour le sous-syste`me 1. La discre´tisation temporelle pour le sous-syste`me 1
est la meˆme que pre´ce´demment. Mais la discre´tisation du sous-syste`me 2 est 40 fois plus
grossie`re. Cette discre´tisation he´te´roge`ne implique d’effectuer des interpolations sur les
formes d’onde. Cette interpolation peut se faire de la manie`re la plus simple, a` savoir par
une interpolation line´aire entre deux points de discre´tisation. Mais nous pouvons aussi
choisir une me´thode d’interpolation de type spline. Dans les deux cas, les solutions issues
de la WRM convergent comme le montre la figure 3.11 et vers la solution exacte comme
l’indique la figure 3.12, avec des erreurs et des comportements tre`s proches voire iden-
tiques. Les erreurs plus e´leve´es qui apparaissent figure 3.12 ne sont pas dues a` la me´thode
de relaxation proprement dite, mais a` l’erreur introduite par la discre´tisation temporelle
plus grossie`re. Une discre´tisation temporelle plus fine diminuerait cet e´cart. La figure 3.13
montre qu’en diminuant le pas de temps (donc en augmentant le nombre de points de
discre´tisation temporelle), l’erreur diminue notablement.
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(a) Interpolation line´aire
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(b) Interpolation spline cubique
Figure 3.11 – E´cart entre deux ite´rations WRM successives pour une discre´tisation tempo-
relle he´te´roge`ne.
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Figure 3.12 – Erreur par rapport a` la solution de re´fe´rence pour une discre´tisation tempo-
relle he´te´roge`ne.
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Figure 3.13 – Erreur par rapport a` la solution de re´fe´rence en fonction du pas de
discre´tisation pour le deuxie`me sous-syste`me.
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Feneˆtrage
Une seule feneˆtre temporelle a e´te´ utilise´e jusqu’a` maintenant. Hors, la vitesse de conver-
gence de la WRM de´pend de la taille de la feneˆtre sur laquelle elle est applique´e. Par
conse´quent nous effectuons une me´thode WRM avec 2 feneˆtres : la premie`re sur [0, 0.1]
et la seconde sur [0.1, 0.2]. De nouveau nous utilisons les meˆmes discre´tisations pour les
deux sous-syste`mes. Nous effectuons 30 ite´rations de la WRM sur la premie`re feneˆtre,
puis 30 ite´rations de la WRM sur la deuxie`me. Sur les deux feneˆtres la me´thode converge
puisque l’e´cart entre les solutions ite´ratives diminue (figure 3.14). La figure 3.15 montre
l’erreur par rapport a` la solution de re´fe´rence sur chaque feneˆtre. Il est notable que les ni-
veaux d’erreur minimum sont atteints plus rapidement que pour le cas d’une seule feneˆtre
(voir figure 3.9) : il faut 10 ite´rations de moins. Re´duire la taille des feneˆtres permet de
re´duire le nombre d’ite´rations WRM ne´cessaires pour avoir une pre´cision donne´e, et d’ob-
tenir une meilleure pre´cision pour un nombre d’ite´rations donne´. Cependant, le feneˆtrage
induit une erreur propage´e sur les feneˆtres suivantes. Plus l’erreur par rapport a` la solu-
tion de re´fe´rence sur une feneˆtre sera importante, plus l’erreur sur la feneˆtre suivante sera
conse´quente. Et cette erreur s’amplifiera au fur et a` mesure des feneˆtres. Ainsi, sur la figure
3.16, la WRM converge sur la deuxie`me feneˆtre mais l’erreur ne descend plus aussi bas
que pre´ce´demment car la WRM a e´te´ arreˆte´e apre`s 10 ite´rations sur la premie`re feneˆtre.
L’erreur commise par rapport a` la solution exacte sur la premie`re feneˆtre a e´te´ transmise a`
la seconde feneˆtre, qui conservera cette erreur meˆme si la me´thode converge.
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(a) E´cart entre deux ite´rations sur la 1e`re feneˆtre.
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(b) E´cart entre deux ite´rations sur la 2e`me feneˆtre.
Figure 3.14 – E´cart entre deux ite´rations WRM successives pour deux feneˆtres.
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(a) Erreur par rapport a` la solution de re´fe´rence
sur la 1e`re feneˆtre.
 1e−14
 1e−12
 1e−10
 1e−08
 1e−06
 0.0001
 0.01
 1
 100
 0  5  10  15  20  25  30
e
r
r
e
u
r
Itération
Tension Courant
(b) Erreur par rapport a` la solution de re´fe´rence
sur la 2e`me feneˆtre.
Figure 3.15 – Erreur par rapport a` la solution de re´fe´rence pour une meˆme discre´tisation
temporelle sur deux feneˆtres.
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(a) Erreur par rapport a` la solution de re´fe´rence
sur la 1e`re feneˆtre pour 10 ite´rations.
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(b) Erreur par rapport a` la solution de re´fe´rence
sur la 2e`me feneˆtre avec 10 ite´rations sur la
premie`re feneˆtre.
Figure 3.16 – Erreur par rapport a` la solution de re´fe´rence sur deux feneˆtres.
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Comme pour le cas d’une feneˆtre, nous choisissons maintenant une discre´tisation tem-
porelle plus laˆche pour le second sous-syste`me. La me´thode converge pour le courant iL
comme pour la tension vc (figure 3.17), et converge vers la solution de re´fe´rence (figure
3.18). Ici encore nous retrouvons une erreur qui diminue en fonction du pas de temps
choisi (figure 3.19). Les solutions obtenues par WRM et par le mode`le complet sont mises
en paralle`le sur les figures 3.20 et 3.21, respectivement pour le courant et la tension.
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(a) E´cart entre deux ite´rations sur la 1e`re feneˆtre.
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(b) E´cart entre deux ite´rations sur la 2e`me feneˆtre.
Figure 3.17 – E´cart entre deux ite´rations WRM successives pour deux feneˆtres.
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(a) Erreur par rapport a` la solution de re´fe´rence
sur la 1e`re feneˆtre.
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(b) Erreur par rapport a` la solution de re´fe´rence
sur la 2e`me feneˆtre.
Figure 3.18 – Erreur par rapport a` la solution de re´fe´rence pour une discre´tisation tempo-
relle diffe´rente sur deux feneˆtres.
3.3 Optimisation multidisciplinaire
L’optimisation multidisciplinaire regroupe l’ensemble des strate´gies envisageables pour
optimiser un syste`me multiphysique qui implique un couplage entre diffe´rents sous-
syste`mes, notamment par point-fixe. Ces strate´gies comprennent la me´thode Multidiscipli-
nary Feasibility (MDF), la me´thode Individual Discipline Feasibility (IDF) et la me´thode
All-At-Once (AAO) [5, 59, 60, 61]. Ces me´thodes ont e´te´ utilise´es dans le cadre de la
conception optimale pour des syste`mes statiques, nous les e´largissons aux syste`mes dy-
namiques [62]. Pour ce faire, nous nous baserons sur la me´thode de relaxation des formes
d’onde de´crite dans la section pre´ce´dente. La WRM sera utilise´e comme mode`le d’opti-
misation, ou modifie´e pour permettre son inte´gration dans des strate´gies d’optimisation
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(a) Erreur par rapport a` la solution de re´fe´rence
sur la 1e`re feneˆtre.
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Figure 3.19 – Erreur par rapport a` la solution de re´fe´rence sur deux feneˆtres en fonction
du pas de discre´tisation du deuxie`me sous-syste`me.
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Figure 3.20 – Courant de re´fe´rence (noir) et approche´ (rouge) par la me´thode WRM pour
deux feneˆtres.
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Figure 3.21 – Tension de re´fe´rence (noire) et approche´e (bleue) par la me´thode WRM pour
deux feneˆtres.
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particulie`res.
3.3.1 Multidisciplinary feasibility
La me´thode MDF effectue une optimisation en utilisant un mode`le qui garantisse la
consistance du couplage a` chacune de ses e´valuations. Autrement dit, le mode`le effectue
une boucle entre les sous-syste`mes pour garantir la consistance de la solution. Conside´rons
le proble`me suivant :
min
x
f(x) tel que g(x) ≤ 0,
h(x) = 0.
(3.27)
Pour obtenir les sorties f, g et h, le mode`le effectue une ite´ration entre des sous-
syste`mes Σi, i = 1, . . . , r, de sorte qu’une entre´e w donne pour sortie Ψ(w) a` chaque
ite´ration. Nous retrouvons un algorithme de point-fixe puisque wk+1 = Ψ(wk) avec k
l’indice d’ite´ration du point-fixe. Donc en sortie du point-fixe, l’ope´rateur Ψ a e´te´ utilise´ K
fois : wK = ΨK(w0). Dans le cas dynamique, le point-fixe peut-eˆtre celui de la me´thode de
relaxation de formes d’onde, avec w les formes d’onde e´change´es entre les sous-syste`mes.
A´ chaque e´valuation des fonctions f, g et h l’algorithme pre´sente´ dans la section 3.2 est
applique´.
La figure 3.22 illustre la me´thode MDF pour un mode`le avec deux sous-syste`mes :
pour la variable d’optimisation x, pour obtenir les re´ponses du mode`le f(x), g(x), et h(x)
la boucle ite´rative est effectue´e. La sortie w1 du sous-syste`me Σ1 sert de source pour le
sous-syste`me Σ2, puis la sortie w2 du sous-syste`me Σ2 sert de source pour le sous-syste`me
Σ1. L’algorithme s’arreˆte apre`s convergence du processus ite´ratif, ce qui signifie que la
consistance est effective. La consistance du mode`le est ainsi garantie a` chaque e´valuation
du mode`le.
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Figure 3.22 – Illustration de la me´thode Multidisciplinary feasibility (MDF).
3.3.2 Individual discipline feasibility
La me´thode IDF vise a` casser la boucle au sein du mode`le, et a` garantir la consistance
de la solution en fin d’optimisation en ajoutant des contraintes au proble`me d’optimisa-
tion. Ainsi, lors de l’optimisation MDF, a` chaque e´valuation du mode`le, un point-fixe est
effectue´ et la solution donne´e par le mode`le est ΨK(w0). L’ide´e de la me´thode IDF est
de se limiter a` une seule e´valuation de l’ope´rateur Ψ par appel au mode`le. Pour ce faire,
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la variable w est ajoute´e aux variables d’optimisation, et la condition visant a` garantir la
consistance du mode`le Ψ(w) = w est de´finie comme une contrainte du proble`me d’optimi-
sation. Il est e´vident que de ce fait le nombre de variables d’optimisation est augmente´ de
la taille de w, de meˆme que le nombre de contraintes d’e´galite´. Le proble`me d’optimisation
devient
min
x,w
f(x) tel que g(x) ≤ 0,
h(x) = 0,
Ψ(w)− w = 0.
(3.28)
Dans le cas dynamique qui nous concerne, l’ope´rateurΨ est celui de´crit dans la me´thode
de relaxation des formes d’onde et la variable w repre´sente les formes d’onde, ou une par-
tie des formes d’onde e´change´es entre les sous-syste`mes. Il est e´vident que nous conside´rons
ici les cas temporels discre´tise´s. La figure 3.23 pre´sente la me´thode IDF dans le cas de deux
sous-syste`mes ou` w1, w2 repre´sentent les formes d’onde servant de source aux diffe´rents
sous-syste`mes. Les re´ponses Ψ1(w1) et Ψ2(w2) sont analyse´es par l’optimiseur qui cherche
a` obtenir Ψ1(w1) = w2 et Ψ2(w2) = w1. Cependant, il apparaıˆt plus judicieux de prendre
comme forme d’onde a` ajouter aux variables d’optimisation les formes d’onde avec le
moins de points de discre´tisation possible, et de traiter les sous-syste`mes en chaıˆnage. La
figure 3.24 pre´sente le cas ou` une partie des formes d’onde est traite´e comme variable
d’optimisation, les sous-syste`mes e´tant ensuite re´solus se´quentiellement. La forme d’onde
w1 fait partie des variables d’optimisation, et sert de source au sous-syste`me 1, qui calcule
la sortie Ψ1(w1) pour servir de source au second sous-syste`me. La sortie du sous-syste`me
2 est ajoute´e aux contraintes d’optimisation pour garantir que l’entre´e est e´gale a` la sortie
Ψ2(w2) = w1.
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Figure 3.23 – Illustration de la me´thode Individual Discipline Feasibility (IDF).
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Figure 3.24 – Illustration de la me´thode Individual Discipline Feasibility (IDF) dans un
cas se´quentiel.
3.3.3 Optimisation d’un transformateur
Nous appliquons les deux me´thodes de´crites ci-dessus au cas de l’optimisation d’un
transformateur a` vide mode´lise´ par e´le´ments finis. Nous cherchons a` minimiser la masse
d’un transformateur alimente´ au primaire par un circuit RLC comme pre´sente´ figure 3.25.
La source de tension du circuit est une somme d’un sinus a` 50 Hz avec une amplitude
de 320 V et d’un autre a` 400 Hz d’amplitude 320/2 V. Le courant qui est transmis au
transformateur est filtre´ a` 50 Hz. La discre´tisation doit donc eˆtre fine pour simuler le
comportement a` 400 Hz. Cependant, le mode`le e´le´ments finis doit repre´sente´ un courant a`
50Hz, la discre´tisation est donc trop fine dans cette partie. Face a` cette proble´matique, nous
mettons en place la me´thode de relaxation des formes d’onde pour mode´liser le dispositif.
Le syste`me est se´pare´ en deux parties : le circuit RLC d’une part et le transformateur
d’autre part. Le pas de temps de la discre´tisation temporelle du circuit sera beaucoup plus
petit que celui du mode`le e´le´ments finis utilise´ pour mode´liser le transformateur.
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Figure 3.25 – Dispositif a` mode´liser.
Pour mode´liser le dispositif par la me´thode de relaxation des formes d’onde, il est
scinde´ en une partie circuit et une partie transformateur e´le´ments finis 2D (figure 3.27).
Le circuit a pour source le courant iR dans le bobinage primaire du transformateur, et
calcule la tension vc a` imposer au transformateur. Autrement dit, le circuit a pour source
le courant calcule´ par le mode`le EF ; le mode`le EF a pour source la tension calcule´e par le
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mode`le circuit (figure 3.26). Le pas de temps discret pour le circuit est de 5.10−5 s, alors
qu’il est de 10−3 s pour le transformateur. Pour obtenir le courant ou la tension a` tout
instant t, une simple interpolation line´aire entre deux points de la solution est effectue´e.
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Figure 3.26 – Dispositif scinde´ pour la mode´lisation par WRM.
Figure 3.27 – Maillage 2D du transformateur.
Le proble`me a` re´soudre est de minimiser la masse du transformateur en agissant sur
sa largeur L et sa hauteur H , tout en fixant la valeur efficace du courant dans le primaire
du transformateur a` vide : 

min
H,L
m(H,L),
20cm ≤ H ≤ 40cm,
12cm ≤ L ≤ 24cm,
H − 2L3 > 0,
ieff = 3 A.
(3.29)
Une premie`re optimisation en utilisant le mode`le WRM est re´alise´e, ce qui correspond
a` une strate´gie MDF. Une seconde optimisation avec une strate´gie IDF est effectue´e. Pour
cela, le proble`me d’optimisation est modifie´, le courant discre´tise´ iR devenant un ensemble
de variables d’optimisation. Ce courant sert de source au circuit, qui fournit une tension au
transformateur ; le mode`le EF donne alors un courant de sortie i˜R = Ψ(iR). Ce courant de
sortie est contraint a` eˆtre e´gal au courant d’entre´e, puisque cette condition est la condition
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Figure 3.28 – Ge´ome´trie du transformateur : les variables d’optimisation sont la hauteur
et la largeur.
du point-fixe : 

min
H,L
m(H,L),
20cm ≤ H ≤ 40cm,
12cm ≤ L ≤ 24cm,
H − 2L3 > 0,
ieff = 3 A,
Ψ(iR) = iR.
(3.30)
Les strate´gies MDF ou IDF font appel a` l’algorithme SQP (sequential quadratic pro-
gramming) pour effectuer les minimisations, un algorithme d’optimisation local ite´ratif. La
solution obtenue par l’algorithme SQP de´pend donc du point initial. Pour obtenir un mi-
nimum global, 10 optimisations sont effectue´s avec des points initiaux diffe´rents. De plus,
l’optimisation SQP ne´cessite de connaıˆtre ou d’approximer la jacobienne du mode`le. Cette
de´rive´e est ge´ne´ralement obtenue par diffe´rences finies. Dans le cas qui nous concerne,
il est clair qu’obtenir la jacobienne de Ψ par diffe´rences finies pour la me´thode IDF sera
plus couˆteux que dans le cas MDF. Nous effectuerons des comparaisons sans tenir compte
des e´valuations de Ψ ne´cessaires a` l’approximation de la jacobienne, en conside´rant que la
jacobienne est connue ou obtenue de manie`re moins couˆteuse. Les solutions obtenues par
me´thodes MDF ou IDF sont proches d’apre`s la figure 3.29 qui montre la diffe´rence entre
les solutions issues des deux me´thodes pour chaque point initial. La figure 3.30 montre la
diffe´rence entre les fonctions objectifs aux points optimaux pour les deux strate´gies.
Nous remarquons sur la figure 3.31 que l’algorithme SQP converge en un nombre
d’ite´rations globalement semblable pour les deux me´thodes, bien que l’approche IDF ait
parfois une convergence plus lente. Cependant, le graphique 3.32 montre que le nombre
d’e´valuations de l’ope´rateur Ψ (sans tenir compte de l’e´valuation de la de´rive´e de Ψ) est
tre`s infe´rieur dans le cas IDF. Ceci s’explique par le fait qu’il n’y a qu’une e´valuation de Ψ
a` chaque appel au mode`le d’optimisation.
La me´thode de relaxation des formes d’onde apparaıˆt bien adapte´e a` l’optimisation
multie´chelle en temps. Elle est soit utilise´e commemode`le dans une optimisation MDF, soit
reformule´e pour eˆtre incluse dans le proble`me d’optimisation et e´viter la boucle de point-
fixe. Dans certains cas, et sous re´serve de pouvoir obtenir la jacobienne de l’application
ite´rative Ψ de la WRM, cette dernie`re approche peut re´duire le nombre d’e´valuations
de Ψ par rapport a` l’approche MDF. Et ce malgre´ quelques ite´rations de plus pour la
convergence du processus d’optimisation.
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Figure 3.29 – Pourcentage d’erreur entre les solutions IDF et MDF.
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Figure 3.30 – Pourcentage d’erreur entre les objectifs IDF et MDF.
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Figure 3.31 – Comparaison du nombre d’ite´rations de l’algorithme SQP.
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Figure 3.32 – Comparaison du nombre d’e´valuations de l’ope´rateur Ψ, hors calcul de la
de´rive´e.
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3.4 Conclusion
Parmi les nombreuses strate´gies de couplage re´fe´rence´es, la me´thode de relaxation des
formes d’onde nous apparaıˆt comme la mieux adapte´e pour simuler un syste`me multidy-
namique et multiphysique. En effet, la mode´lisation d’un syste`me faisant intervenir des
physiques diffe´rentes demande soit de cre´er un mode`le unique, soit d’utiliser un mode`le
pour chaque physique. Cette dernie`re approche permet d’utiliser pour chaque physique
un outil de´die´. Il faut alors faire communiquer l’ensemble des physiques pour rendre
le couplage effectif. La me´thode de relaxation des formes d’onde permet cette commu-
nication entre les physiques en garantissant un couplage consistant, et de manie`re non
intrusive. Il s’agit d’une technique de point-fixe applique´e a` des formes d’onde, pouvant
meˆme eˆtre paralle´lise´e.
De plus, si le syste`me est constitue´ de sous-syste`mes (qui peuvent correspondre aux
physiques ou a` un ensemble de physiques) aux dynamiques he´te´roge`nes, c’est-a`-dire avec
des constantes de temps tre`s diffe´rentes, la WRM autorise l’utilisation d’un sche´ma tem-
porel et d’une discre´tisation adapte´s a` chaque sous-syste`me. Ceci permet une re´duction
des temps de calcul en limitant le nombre d’e´valuations des mode`les associe´s a` chacun
des sous-syste`mes.
Les avantages propose´s par la mode´lisation par WRM font qu’elle peut aussi eˆtre en-
visage´e comme mode`le dans un cadre d’optimisation. Soit en utilisant le mode`le tel quel
par une approche d’optimisation MDF. Soit en tirant profit du principe de point-fixe, en
e´vitant la boucle du point-fixe dans le mode`le et en ajoutant la condition de point-fixe
au proble`me d’optimisation. Sous certaines conditions, cette deuxie`me strate´gie permet
de re´duire conside´rablement le nombre d’e´valuations des diffe´rents mode`les du syste`me
mode´lise´.
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4 Optimisation multigranularite´
Nous avons vu que les mode`les trop lourds nume´riquement e´taient de´pre´cie´s dans le
cadre de l’optimisation car leur utilisation demande des temps de calcul excessifs. Les pro-
cessus d’optimisation re´clament l’e´valuation des mode`les un nombre conside´rable de fois,
ce qui tend a` privile´gier des mode`les rapides a` exe´cuter. Seulement, les mode`les les plus
pre´cis sont commune´ment les plus longs a` exe´cuter, les mode`les rapides se montreront
eux plus grossiers en terme de pre´cision. Si le nombre d’e´valuations des mode`les pre´cis
e´tait notablement re´duit, la dure´e de l’optimisation deviendrait acceptable. Le recours a`
des mode`les de granularite´s diffe´rentes permettra la re´duction du nombre d’e´valuations
du mode`le, par des me´thodes de space mapping ou par des optimisations utilisant des
me´tamode`les. L’ide´e des me´thodes de space mapping est d’utiliser la comple´mentarite´
de mode`les aux caracte´ristiques diffe´rentes : un mode`le rapide et un mode`le pre´cis. Le
mode`le rapide serait utilise´ pour effectuer les optimisations proprement dites, tandis que
le mode`le pre´cis serait e´value´ un nombre restreint de fois pour apporter de la pre´cision
au mode`le rapide, par le biais d’une correction. Les me´thodes d’optimisation par surface
de re´ponse, ou me´tamode`le, permettent de ge´ne´rer un mode`le rapide a` e´valuer a` partir
de la re´ponse d’un mode`le pre´cis en quelques points. Les optimisations sont effectue´es
sur le me´tamode`le, qui peut eˆtre enrichi si les optimisations ne sont pas concluantes. La
me´thode de Krige, he´rite´e de la ge´ostatistique, est l’une de ces me´thodes.
Dans le cadre des me´thodes de space mapping, conside´rons deux mode`les d’un meˆme
syste`me : un mode`le fin forme´ d’une fonction objectif f et des contraintes kf , et un mode`le
grossier forme´ d’une fonction objectif c et des contraintes kc. Les fonctions sont telles que
f :Xf −→ Y , c :Xc −→ Y ,
kf :Xf −→ Y k, kc :Xc −→ Y k.
Les espaces Xf et Xc peuvent eˆtre diffe´rents bien qu’en pratique ils soient souvent
identiques.
Le proble`me de minimisation associe´ au mode`le fin est
x⋆f = argmin
xf
‖f(xf )− y‖ tel que kf (xf ) ≤ 0, (4.1)
tandis que celui associe´ au mode`le grossier est
x⋆c = argmin
xc
‖c(xc)− y‖ tel que kc(xc) ≤ 0. (4.2)
Le mode`le fin est pre´cis mais long a` e´valuer, tandis que le mode`le grossier est rapide
mais manque de pre´cision. Ainsi, la re´solution du proble`me (4.2) est plus rapide et plus
simple que celle du proble`me (4.1). Le but est donc d’effectuer les minimisations sur le
mode`le grossier, et de limiter au maximum le nombre d’e´valuations du mode`le fin, par
des me´thodes ite´ratives. Ces me´thodes consistent en des corrections des variables d’opti-
misation [6, 63, 64, 65] comme en figure 4.1(a), ou des corrections des sorties des mode`les
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[7, 66, 67, 68, 8] comme en figure 4.1(b), voire des valeurs cibles [69].
Xf
Xc
f(Xf)
c(Xc)
f
c
p(Xf)
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c(p(Xf))~f(Xf)
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c
(a) Sche´ma de principe du space mapping par correction des variables.
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S(c(Xc))
S(c(Xc))~f(Xf)
S
(b) Sche´ma de principe du space mapping par correction des sorties.
Figure 4.1 – Principes des me´thodes de space mapping.
Dans le cas de l’optimisation via la me´thode de Krige, seul le mode`le fin f et kf est
conside´re´. A` partir d’un nombre limite´ d’e´valuations de ce mode`le, cette me´thode cre´e
un mode`le s’approchant du mode`le fin, qui sera rapide a` e´valuer et donc propre a` eˆtre
utilise´ en optimisation. La me´thode peut s’utiliser de manie`re ite´rative pour permettre un
enrichissement du me´tamode`le.
Dans ce chapitre, trois me´thodes de space mapping seront pre´sente´es : le space map-
ping proprement dit, l’output space mapping et le manifold mapping. Puis, la me´thode
de Krige sera introduite et son utilisation dans le cadre de l’optimisation explicite´e. Les
me´thodes seront illustre´es par un exemple analytique, puis pour certaines d’entre elles
utilise´es pour le dimensionnement d’un transformateur.
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4.1 Space mapping
L’ide´e du space mapping [70] est de trouver des applications de projection p,pk :
Xf →Xc, appele´es extractions de parame`tres, telles que
(c ◦ p)(xf ) = c( p(xf ) ) = f(xf ) et (kc ◦ pk)(xf ) = kc( pk(xf ) ) = kf (xf ). (4.3)
De cette manie`re, sous l’hypothe`se que les applications p et pk sont connues, re´soudre
le proble`me fin (4.1) revient a` re´soudre le proble`me
x⋆f = argmin
xf
‖c( p(xf ) )− y‖ tel que kc( pk(xf ) ) ≤ 0. (4.4)
Pour ce qui est de l’application p, nous pouvons en donner une expression en un point
xf donne´ :
p(xf ) = argmin
xc
‖c(xc)− f(xf )‖. (4.5)
De meˆme pour pk :
pk(xf ) = argmin
xc
‖kc(xc)− kf (xf )‖. (4.6)
4.1.1 Line´arisation de la projection
L’obtention de l’application p e´tant difficile voire impossible, la strate´gie du space map-
ping est de line´ariser cette application au voisinage d’un point [71]. Pour ce faire, nous
nous basons sur un de´veloppement de Taylor au premier ordre au voisinage du point xf
pour p
p(x) ≃ p(xf ) + Jp(xf ).(x− xf ), (4.7)
et pour pk
pk(x) ≃ pk(xf ) + Jk(xf ).(x− xf ). (4.8)
Cependant, cette line´arisation fait intervenir les matrices jacobiennes Jp de p et Jk de
pk, qui sont elles-meˆmes inconnues. Nous devrons donc utiliser des approximations B et
Bk de ces matrices. Quant a` p(xf ) et pk(xf ), leurs valeurs sont obtenues par les formules
(4.5) et (4.6), c’est-a`-dire par une minimisation sur le mode`le grossier.
4.1.2 Space mapping sous contrainte
Les applications d’extraction de parame`tres n’e´tant connues que localement, nous al-
lons construire ite´rativement une suite (xjf )j≥0 qui va tendre vers la solution du proble`me
fin x⋆f , et ce en re´solvant a` chaque ite´ration le proble`me
x
j+1
f = argmin
xf
‖c( pj(xf ) )− y‖ tel que kc( p
j
k(xf ) ) ≤ 0. (4.9)
Les fonctions pj et pjk sont obtenues par line´arisation des fonctions p et pk au voisinage
de xjf (section 4.1.1) [71] :
pj(xf ) = p(x
j
f ) +B
j .(xf − x
j
f ), (4.10)
et
p
j
k(xf ) = pk(x
j
f ) +B
j
k.(xf − x
j
f ), (4.11)
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avec Bj et Bjk les approximations respectives des matrices jacobiennes de p et pk en x
j
f .
Ces matrices sont classiquement obtenues par la formule de Broyden [72, 70]
Bj+1 = Bj +
p(xj+1f )− p(x
j
f )−B
j .hj
hTj .hj
.hTj , (4.12)
B
j+1
k = B
j
k +
pk(x
j+1
f )− pk(x
j
f )−B
j
k.hj
hTj .hj
.hTj , (4.13)
ou` hj = x
j+1
f − x
j
f et avec comme valeurs initiales B
0 et B0k les matrices identite´s.
L’algorithme 4.1 pre´sente un algorithme de space mapping pour un proble`me avec
contrainte, les fonctions d’extraction de parame`tres e´tant approxime´es localement par
line´arisation et les jacobiennes approche´es par la formule de Broyden. Le crite`re d’arreˆt
choisi est base´ sur la diffe´rence entre les mode`les fin et corrige´, mais d’autres crite`res
peuvent eˆtre envisage´s comme ‖xj+1f − x
j
f‖, ‖f(x
j+1
f )− f(x
j
f )‖,. . .
1 x⋆c = argmin
xc
‖c(xc)− y‖ tel que kc(xc) ≤ 0
2 j = 0
3 xjf = x
⋆
c
4 B0 = I
5 B0k = I
6 calculer p(xjf )
7 calculer pk(x
j
f )
8 tant que ‖c(p(xjf ))− f(x
j
f )‖ <Tol
8.1 p(xf ) = p(x
j
f ) +B
j .(xf − x
j
f )
8.2 pk(xf ) = pk(x
j
f ) +B
j
k.(xf − x
j
f )
8.3 xj+1f = argmin
xf
‖c( p(xf ) )− y‖ tel que kc( pk(xf ) ) ≤ 0
8.4 p(xj+1f ) = argmin
xc
‖c(xc)− f(x
j+1
f )‖.
8.5 pk(x
j+1
f ) = argmin
xc
‖kc(xc)− kf (x
j+1
f )‖.
8.6 hj = x
j+1
f − x
j
f
8.7 Bj+1 = Bj +
p(xj+1f )− p(x
j
f )−B
j .hj
hTj .hj
.hTj
8.8 Bj+1k = B
j
k +
pk(x
j+1
f )− pk(x
j
f )−B
j
k.hj
hTj .hj
.hTj
8.9 j = j + 1
Algorithme 4.1 – Algorithme du space mapping applique´ a` un proble`me sous contrainte.
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4.1.3 Non unicite´ de la solution lors de l’extraction de
parame`tres
En conside´rant l’expression de l’e´quation (4.5), il apparaıˆt clairement que ce proble`me
n’a pas ne´cessairement une unique solution. Pour tenter de garantir l’unicite´ de la so-
lution, nous pouvons rajouter une condition. Nous e´voquons ici deux conditions : l’une
base´e sur les jacobiennes des applications [73], l’autre sur la distance par rapport a` la so-
lution pre´ce´dente [70].
Dans une configuration ide´ale, f(xf ) = (c ◦ p)(xf ). Donc, en conside´rant l’ope´rateur
de´rivatif ∂∂xf , nous obtenons que
∂f
∂xf
=
∂c
∂p(xf )
◦
∂p
∂xf
=
∂c
∂xc
◦
∂p
∂xf
, (4.14)
ce qui se traduit sous forme matricielle par
Jf = J c.Jp ≃ J c.B, (4.15)
avec Jf ,J c et Jp les matrices jacobiennes respectives de f , c et p ; et B l’approximation
de Jp.
Ceci nous fournit la condition a` ajouter a` l’extraction de parame`tres, qui devient
p(xf ) = argmin
xc
‖c(xc)− f(xf )‖+ λ‖Jf (xf )− J c(xc).B(xf )‖, (4.16)
avec λ un facteur de ponde´ration.
Ce facteur de ponde´ration peut eˆtre fixe, ou changer a` chaque ite´ration de l’algorithme
de space mapping. A` l’ite´ration j, nous pouvons par exemple envisager la formule sui-
vante
λj =
‖c(x⋆c)− f(x
j
f )‖
‖Jf (x
j
f )− J c(x
⋆
c).Bj‖
. (4.17)
Un tel choix se justifie par le fait que le passage a` la limite ame`ne xjf → x
⋆
f , et
‖c(x⋆c)− f(x
⋆
f )‖+ λ‖Jf (x
⋆
f )− J c(x
⋆
c).B(x
⋆
f )‖ = 2‖c(x
⋆
c)− f(x
⋆
f )‖. (4.18)
Remarque : l’inconve´nient majeur d’une telle me´thode est l’obligation de connaıˆtre la
de´rive´e des re´ponses des mode`les. Cette de´rive´e n’est pas toujours connue analytique-
ment. Cependant, il est possible d’obtenir ces de´rive´es par diffe´rences finies. Mais dans ce
cas, nous augmentons encore le nombre d’e´valuations des mode`les, ce qui est couˆteux en
temps de calcul.
Plus simplement, il est possible de tenter de re´duire la distance entre deux ite´re´s suc-
cessifs. Et ainsi utiliser une formule du type
p(xj+1f ) = argmin
xc
‖c(xc)− f(x
j+1
f )‖+ λ‖xc − x
j
c‖, (4.19)
avec λ un facteur de ponde´ration.
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4.1.4 Extraction de parame`tres pour les contraintes
L’extraction de parame`tres pour les contraintes peut eˆtre effectue´e de la meˆme manie`re
que pour celle des objectifs [71], a` savoir
pk(xf ) = argmin
xc
‖kc(xc)− kf (xf )‖, (4.20)
avec les variantes de´ja` e´voque´es pour assurer l’unicite´.
Cependant, on trouve aussi dans la litte´rature l’une des deux formulations suivantes
pour l’application pk, qui garantissent l’unicite´ de l’extraction [74] :
pk(xf ) = argmin
xc
‖c(xc)− f(xf )‖ tel que kc(xc) = kf (xf ), (4.21)
ou alors
pk(xf ) = argmin
xc
‖c(xc)− y‖ tel que kc(xc) = kf (xf ). (4.22)
Ainsi, nous limitons soit l’e´cart par rapport a` la re´ponse du mode`le, soit l’e´cart par
rapport a` l’objectif.
4.2 Output space mapping
La me´thode de l’output space mapping consiste a` corriger les sorties du mode`le gros-
sier pour qu’il se rapproche du mode`le fin, et non plus a` agir sur les variables d’opti-
misation. Les fonctions sont dore´navant de´finies sur le meˆme espace f , c : X −→ Y .
Conside´rons l’application S : c(X) → f(X) telle que c(x⋆f ) soit projete´ sur f(x
⋆
f ). L’ap-
plication S est une application de correction. Ainsi pour un proble`me d’optimisation sans
contrainte
x⋆f = argmin
x
‖S( c(x) )− y‖. (4.23)
La plus simple des applications S pouvant eˆtre conside´re´e est une matrice diagonale
O forme´e de coefficients correcteurs. Cette me´thode est appele´e output space mapping
(OSM) [7, 66].
Comme pour le space mapping, le proce´de´ est ite´ratif, et a` chaque ite´ration la matrice
de correcteurs est mise a` jour. Ainsi pour l’ite´ration j
Oj = diag
(
f(xj)
c(xj)
)
. (4.24)
Puis nous re´solvons le proble`me corrige´
xj+1 = argmin
x
‖Oj .c(x)− y‖. (4.25)
Cette technique s’utilise aise´ment avec un proble`me contraint, par le meˆme proce´de´,
avec Oj qui corrige la fonction objectif et Ojk les contraintes
Oj = diag
(
kf (x
j)
kc(xj)
)
. (4.26)
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pour finalement re´soudre
xj+1 = argmin
x
‖Oj .c(x)− y‖ tel que Ojk.kc(x) ≤ 0. (4.27)
L’algorithme 4.2 pre´sente l’output space mapping pour un proble`me d’optimisation
avec contraintes.
1 x⋆ = argmin
x
‖c(x)− y‖ sous kc(xc) ≤ 0
2 j = 0
3 xj = x⋆
4 tant que ...
4.1 Oj = diag
(
f(xj)
c(xj)
)
4.2 Ojk = diag
(
kf (x
j)
kc(xj)
)
4.3 xj+1 = argmin
x
‖Oj .c(x)− y‖ sous Ojk( kc(xc) ) ≤ 0
4.4 j = j + 1
Algorithme 4.2 – Algorithme de l’output space mapping pour un proble`me avec
contraintes.
4.3 Manifold mapping
Comme pour l’OSM, le manifold mapping (MM) vise a` corriger les sorties du mode`le
grossier pour se rapprocher du mode`le fin. L’application de correction est maintenant une
application affine S : c(X) → f(X) telle que c(x⋆f ) soit projete´ sur f(x
⋆
f ), et la tangente
de c en x⋆f sur la tangente de f en x
⋆
f [69, 8, 75]. L’application S est une application affine,
qui s’e´crit
S(v) = S( c(x⋆f ) ) + S¯.( v − c(x
⋆
f ) ) (4.28)
Or, nous cherchons a` avoir
S( c(x⋆f ) ) = (S ◦ c)(x
⋆
f ) = f(x
⋆
f ), (4.29)
et au point de vue des de´rive´es
Jf = JS .J c = S¯.J c, (4.30)
avec Jf ,J c et JS = S¯ les matrices jacobiennes respectives de f , c et S. Nous pouvons
obtenir une expression de S¯ par
S¯ = Jf .J
†
c, (4.31)
avec
S¯ ∈ Rm×m
Jf ∈ R
m×n
J c ∈ R
m×n
† indiquant la pseudo-inverse.
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L’application S s’e´crit donc
S(v) = f(x⋆f ) + Jf .J
†
c.( v − c(x
⋆
f ) ). (4.32)
Ne´anmoins, nous cherchons la solution x⋆f , l’application ne peut donc pas eˆtre construite
directement en ce point. Le MM calcule ite´rativement une suite de solutions qui tendent
vers x⋆f .
4.3.1 Application de correction
Nous allons chercher a` obtenir l’application S ite´rativement, par le biais des jaco-
biennes de f et c. Mais il nous faut donc connaıˆtre ces matrices pour obtenir S¯ par la
relation (4.31). Soit ces matrices sont connues et leurs expressions exactes sont utilise´es,
soit il faut les approcher. Nous explicitons dans ce qui suit une technique de´crite dans [69]
pour approcher les jacobiennes.
E´crivons les de´veloppements de Taylor, au premier ordre, des fonctions f et c en x0 :
f(x) = f(x0) + Jf .(x− x0) + vfO(‖x− x0‖
2), (4.33)
c(x) = c(x0) + J c.(x− x0) + vcO(‖x− x0‖
2), (4.34)
avec
f(x), c(x) ∈ Rm×1,
(x− x0) ∈ R
n×1,
Jf ,Jc ∈ R
m×n,
vf ,vc ∈ R
n×1.
Dans l’e´tat actuel des choses, il est impossible de connaıˆtre les jacobiennes. Cependant,
en conside´rant n+ 1 points distincts (xj)j=0,n, et en notant
∆F = [f(x1)− f(x0), . . . ,f(xj)− f(x0), . . . ,f(xn)− f(x0)] ∈ R
m×n,
∆C = [c(x1)− c(x0), . . . , c(xj)− c(x0), . . . , c(xn)− c(x0)] ∈ R
m×n,
∆X = [x1 − x0, . . . ,xj − x0, . . . ,xn − x0] ∈ R
n×n,
nous obtenons deux syste`mes avec une matrice carre´e ∆X potentiellement inversible :
Jf .∆X +M fO(max
j
‖xj − x0‖
2) =∆F , M f ∈ R
m×n, (4.35)
J c.∆X +M cO(max
j
‖xj − x0‖
2) =∆C, M c ∈ R
m×n. (4.36)
Cela donne donc la possibilite´ d’approximer les jacobiennes puisque
Jf .∆X ≃∆F , (4.37)
et
J c.∆X ≃∆C. (4.38)
En supposant que la matrice ∆X posse`de une inverse, nous pouvons noter que
∆X−1J†c ≃∆C
†. (4.39)
Cependant, cette relation est restreinte au cas ou` m > n, configuration dans laquelle
la ge´ne´ralisation du lemme de Banach [76] (the´ore`me 6.1-2) pour la perturbation d’une
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matrice s’applique.
Lemme de Banach : Soient A une matrice de taille m × n et δA une perturbation de
cette matrice, alors si m > n
‖(A+ δA)† −A†‖ ≤ 2‖δA‖max{‖A†‖2, ‖(A+ δA)†‖2} (4.40)

Dans notre cas, A = J c∆X , δA =M cO(maxj ‖xj − x0‖
2), A+ δA =∆C.
Ce lemme signifie que la pseudo-inverse d’une approximation de la jacobienne est
proche de la pseudo-inverse de la jacobienne si m > n, i.e. :
Si J c ≃∆C∆X−1 et m > n, alors J†c ≃∆X∆C
†. (4.41)
En repartant de Jf = S¯.J c, en multipliant par ∆X et en introduisant les approxima-
tions de Jf et J c, nous pouvons finalement e´crire que
∆F = S¯.∆C (4.42)
Nous sommes donc en mesure d’obtenir la matrice S¯ par l’e´quation
S¯ =∆F .∆C†. (4.43)
Comme indique´ pre´ce´demment, nous allons construire une application de manie`re
ite´rative, Sj(v) = f(xj)+ S¯j .( v−c(xj) ). Nous utiliserons les points (xk)k<j obtenus lors
des ite´rations ante´rieures pour obtenir S¯j :
S¯j =∆F .∆C
†, (4.44)
avec
∆F = [f(xj−1)− f(xj), . . . ,f(xj−min(n,j))− f(xj)], (4.45)
∆C = [c(xj−1)− c(xj), . . . , c(xj−min(n,j))− c(xj)]. (4.46)
Lors des premie`res ite´rations, seuls j + 1 points sont accessibles, la` ou` la me´thode en
requiert n+ 1. Il est possible d’utiliser malgre´ tout les j + 1 points pour construire les ma-
trices ∆F et ∆C. Ne´anmoins, il est aussi possible de prendre n + 1 points initiaux pour
avoir de`s la premie`re ite´ration des matrices ayant une taille correcte.
Remarques :
– il est possible d’approcher les jacobiennes par d’autres formules, par la formule de
Broyden notamment (voir l’e´quation (4.12) et [72]). Ne´anmoins, dans ce cas et tou-
jours a` cause du lemme de Banach, la restriction m > n reste ne´cessaire ;
– les diffe´rences finies peuvent permettre d’approximer J c, mais ceci est inapproprie´
pour Jf si le mode`le est trop lourd en temps de calcul ;
– le raisonnement pre´ce´dant fonctionne pour le cas m = n, ou` les pseudo-inverses
deviennent des inverses purs.
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4.3.2 Forme primale, forme duale
Une fois S¯j connue, il nous faut donc re´soudre le proble`me (4.23) :
xj+1 = argmin
x
‖Sj( c(x) )− y‖
= argmin
x
‖f(xj) +∆F .∆C†( c(x)− c(xj) )− y‖.
(4.47)
C’est la forme primale du proble`me, que nous pouvons exprimer par l’e´galite´ suivante
dans le cas d’une cible atteignable
Sj( c(x
⋆
f ) ) = y (4.48)
ou encore en inversant l’application Sj
c(x⋆f ) = S
−1
j (y). (4.49)
Or
y = Sj( c(x
⋆
f ) ) = f(x
j) + S¯j .( c(x
⋆
f )− c(x
j) ) (4.50)
ce qui ame`ne en multipliant par la pseudo-inverse de S¯j
c(x⋆f ) = c(x
j) + S¯
†
j
(
y − f(xj)
)
. (4.51)
Autrement dit nous avons l’expression de S−1j (y) :
S−1j (y) = c(x
j)− S¯
†
( f(xj)− y ). (4.52)
Les relations (4.49) et (4.52) permettent de reformuler le proble`me (4.47) a` l’ite´ration j
sous sa forme duale
xj+1 = argmin
x
‖c(x)− S−1j (y)‖ avec S
−1
j (y) = c(x
j)−∆C.∆F †.( f(xj)− y ), (4.53)
qui est asymptotiquement e´quivalente a` (4.47). Dans [69], la forme 4.47 est conside´re´e
comme le “original manifold mapping”, et la forme 4.53 simplement comme le “manifold
mapping”.
Les de´monstrations faites pour les fonctions objectifs se transposent facilement aux
fonctions contraintes en introduisant des fonctions de correction affines Kj . Ainsi, l’algo-
rithme 4.3 pre´sente le manifold mapping applique´ a` un proble`me sous contrainte. L’algo-
rithme 4.4 pre´sente le meˆme proble`me avec la forme duale de la fonction objectif.
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1 x⋆c = argmin
x
‖c(x)− y‖ sous kc(x) ≤ 0
2 j = 0
3 xj = x⋆c
4 Sj = I
5 Kj = I
6 tant que ...
6.1 ∆F =
[
f(xj−1)− f(xj), . . . ,f(xj−min(n,j))− f(xj)
]
6.2 ∆C =
[
c(xj−1)− c(xj), . . . , c(xj−min(n,j))− c(xj)
]
6.3 ∆KF =
[
kf (x
j−1)− kf (x
j), . . . ,kf (x
j−min(n,j))− kf (x
j)
]
6.4 ∆KC =
[
kc(x
j−1)− kc(x
j), . . . ,kc(x
j−min(n,j))− kc(x
j)
]
6.5 Sj(c(x)) = f(x
j) +∆F .∆C†( c(x)− c(xj) )
6.6 Kj(kc(x)) = kf (x
j) +∆KF .∆K
†
C .( kc(x)− kc(x
j) )
6.7 xj+1 = argmin
x
‖Sj(c(x))− y‖ sous Kj( kc(x) ) ≤ 0
6.8 j = j + 1
Algorithme 4.3 – Algorithme primal du manifold mapping pour un proble`me avec
contraintes.
1 x⋆c = argmin
x
‖c(x)− y‖ sous kc(x) ≤ 0
2 j = 0
3 xj = x⋆c
4 yj = y
5 Sj = I
6 Kj = I
7 tant que ...
7.1 ∆F =
[
f(xj−1)− f(xj), . . . ,f(xj−min(n,j))− f(xj)
]
7.2 ∆C =
[
c(xj−1)− c(xj), . . . , c(xj−min(n,j))− c(xj)
]
7.3 ∆KF =
[
kf (x
j−1)− kf (x
j), . . . ,kf (x
j−min(n,j))− kf (x
j)
]
7.4 ∆KC =
[
kc(x
j−1)− kc(x
j), . . . ,kc(x
j−min(n,j))− kc(x
j)
]
7.5 yj = c(xj)−∆C.∆F †.( f(xj)− y )
7.6 Kj(kc(x)) = kf (x
j) +∆KF .∆K
†
C .( kc(x)− kc(x
j) )
7.7 xj+1 = argmin
x
‖c(x)− yj‖ sous Kj( kc(x) ) ≤ 0
7.8 j = j + 1
Algorithme 4.4 – Algorithme dual du manifold mapping pour un proble`me avec
contraintes.
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4.4 Me´thode de Krige
La me´thode de Krige [77], plus commune´ment appele´e krigeage [78], est une me´thode
statistique permettant d’obtenir une interpolation spatiale d’une variable. Elle est he´rite´e
de la ge´ostatistique [77, 79, 80, 81]. Cette interpolation peut eˆtre utilise´e en optimisation
comme une surface de re´ponse, aussi appele´e me´tamode`le : c’est sur cette surface que
l’optimisation est effectue´e. En optimisation, il est courant d’utiliser le krigeage de manie`re
ite´rative, en enrichissant le me´tamode`le au fil des ite´rations pour ame´liorer l’approxima-
tion. L’avantage du krigeage est de pouvoir eˆtre applique´ pour un nombre quelconque de
variables, et pour des ≪ points d’interpolation ≫ quelconques. De plus, l’interpolation est
exacte aux points d’interpolation, et la me´thode fournit une estimation de l’erreur com-
mise.
L’ide´e du krigeage est d’estimer une valeur de la fonction z en un point x0 a` partir de n
valeurs connues z(xi), i = 1, . . . , n. C’est une me´thode statistique ou` les valeurs prises par
la fonction z sont conside´re´es comme des variables ale´atoires Z. Cette variable s’exprime
sous la forme
Z(x) = µ(x) + δ(x), (4.54)
avec µ(x) la structure de´terministe pour l’espe´rance et δ(x) une fonction ale´atoire in-
trinse`que, d’espe´rance nulle ( E[δ(x)] = 0 ) et de structure de de´pendance connue. Une
fonction ale´atoire intrinse`que ve´rifie qu’un accroissement δ(x + h) − δ(x) pre´sente une
espe´rance nulle et une variance de´pendant uniquement de la distance h [82] :
E[δ(x+ h)− δ(x)] = 0 (4.55)
et
Var[δ(x+ h)− δ(x)] = 2γ(h). (4.56)
La fonction γ(h) est le semi-variogramme ou fonction intrinse`que.
Les seules combinaisons line´aires autorise´es pour des fonctions ale´atoires intrinse`ques
sont celles dont la somme des coefficients est nulle [82].
4.4.1 Krigeage universel
Dans le cas du krigeage universel [83], l’espe´rance de Z s’exprime comme une somme
ponde´re´e de fonctions wj pour j = 0 a` d,
µ(x) =
d∑
j=0
ωjwj(x) = ω
Tw(x), (4.57)
avec d une dimension de´pendant du choix des fonctions.
Nous cherchons un estimateur de Z en un point x0 qui soit une combinaison line´aire
des valeurs connues Z = [Z(x1), Z(x2), . . . , Z(xn)]T :
Zˆ(x0) = a+ λ
TZ. (4.58)
Cet estimateur doit ve´rifier deux conditions :
– la condition d’universalite´, i.e. il doit eˆtre sans biais ;
– la condition d’optimalite´, i.e. il doit eˆtre de variance minimale.
Conside´rons l’erreur ∆Z entre l’estimateur et la variable ale´atoire
∆Z = Zˆ(x0)− Z(x0). (4.59)
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De´veloppons cette expression
∆Z = Zˆ(x0)− Z(x0) = a+ λ
TZ − µ(x0)− δ(x0) (4.60)
= a+
n∑
i=1
λiZ(xi)−
d∑
j=0
ωjwj(x0)− δ(x0) (4.61)
= a+
n∑
i=1
λi (µ(xi) + δ(xi))−
d∑
j=0
ωjwj(x0)− δ(x0). (4.62)
∆Z = = a+
n∑
i=1
λi

 d∑
j=0
ωjwj(xi) + δ(xi)

− d∑
j=0
ωjwj(x0)− δ(x0) (4.63)
= a+
d∑
j=0
ωj
(
n∑
i=1
λiwj(xi)− wj(x0)
)
+
n∑
i=1
λiδ(xi)− δ(x0). (4.64)
L’erreur ∆Z fait apparaıˆtre une combinaison line´aire des δ(xi), i = 0 a` n. Or, les seules
combinaisons line´aires de fonctions intrinse`ques autorise´es sont celles dont la somme des
poids est nulle ; donc nous avons comme premie`re contrainte que
∑n
i=1 λi − 1 = 0, ce que
nous exprimons sous forme vectorielle par
λT1 = 1. (4.65)
Nous cherchons un estimateur sans biais, c’est-a`-dire tel que E[∆Z] = 0.
E[∆Z] = E
[
a+
n∑
i=1
λiZ(xi)− Z(x0)
]
(4.66)
= a+
n∑
i=1
µ(xi)− µ(x0) (4.67)
= a+
d∑
j=0
ωj
(
n∑
i=1
λiwj(xi)− wj(x0)
)
, (4.68)
ce qui ame`ne les conditions suffisantes
a = 0 et
n∑
i=1
λiwj(xi)− wj(x0) = 0, j = 0, . . . , d. (4.69)
La deuxie`me condition se note sous forme matricielle
Wλ = w0 (4.70)
avec Wi,j = wi(xj) et w0 = [w0(x0), . . . , wd(x0)]T .
Il est coutumier de choisir pour la premie`re fonction w0(x) = 1, ∀x, de sorte que la
contrainte λT1 = 1 soit incluse dans la contrainteWλ = w0.
Sous les conditions (4.69), l’erreur s’e´crit maintenant
∆Z = Zˆ(x0)− Z(x0) =
n∑
i=1
λiδ(xi)− δ(x0). (4.71)
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Pour que notre estimateur soit optimal, il faut qu’il minimise la variance de l’erreur
Var[∆Z].
Var[∆Z] = E[∆Z2]− E[∆Z]2 = E[∆Z2] (4.72)
= E

( n∑
i=1
λiδ(xi)− δ(x0)
)2 (4.73)
= E

 n∑
i=1
n∑
j=1
λiλjδ(xi)δ(xj)− 2
n∑
i=1
λiδ(xi)δ(x0) + δ(x0)
2

 (4.74)
=
n∑
i=1
n∑
j=1
λiλjE [δ(xi)δ(xj)]− 2
n∑
i=1
λiE [δ(xi)δ(x0)] + E
[
δ(x0)
2
]
(4.75)
=
n∑
i=1
n∑
j=1
λiλjCov [δ(xi), δ(xj)]− 2
n∑
i=1
λiCov [δ(xi), δ(x0)] + σ
2, (4.76)
avec σ2 = Cov [δ(x0), δ(x0)] et Cov [δ(xi), δ(xj)] de´signant la covariance du couple (δ(xi), δ(xj)).
Comme δ est une fonction ale´atoire intrinse`que, les accroissements de sa variance ne
de´pendent que de la distance entre les points, i.e.
Var [δ(x+ h)− δ(x)] = 2γ(h) (4.77)
ou` γ correspond au semi-variogramme. De plus, la variance s’exprime en fonction de la
covariance
Var[δ(xi)− δ(xj)] = 2σ
2 − 2Cov[δ(xi), δ(xj)]. (4.78)
Ceci nous permet d’e´crire la covariance en fonction du variogramme
Cov[δ(xi), δ(xj)] = σ
2 −
1
2
Var[δ(xi)− δ(xj)] = σ
2 − γ(xi − xj). (4.79)
De l’ensemble de ces relations, la variance s’e´crit matriciellement
Var[∆Z] = λTCλ− 2λT c0 + σ
2 (4.80)
avec Ci,j = σ
2 − γ(xi − xj) et c0 = [σ
2 − γ(x1 − x0), . . . , σ
2 − γ(xn − x0)]
T .
Rappelons qu’il s’agit de minimiser la variance de ∆Z sous la contrainte Wλ = w0.
Pour ce faire, nous de´finissons le lagrangien L(λ, ℓ) du proble`me
L(λ, ℓ) = λTCλ− 2λT c0 + (λ
TW T −w0
T )ℓ. (4.81)
Pour minimiser le lagrangien, nous de´rivons L par rapport a` λ et ℓ, de´rive´es qui doivent
eˆtre e´gales a` 0 :
∂L
∂λ
= 2Cλ− 2c0 +W
T ℓ = 0 (4.82)
et
∂L
∂ℓ
= λTW T −w0
T = 0. (4.83)
Ces deux e´quations se synthe´tisent dans le syste`me matriciel[
C W T
W 0
]
.
[
λ
ℓ
2
]
=
[
c0
w0
]
. (4.84)
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Le krigeage universel consistera a` re´soudre ce syste`me matriciel. Le cas ou` d = 1
avec w(x) = 1, ∀x correspond au krigeage ordinaire. Les autres fonctions choisies sont
ge´ne´ralement des mode`les de tendance line´aire ou quadratique. Notons qu’une fois le
syste`me re´solu la variance est accessible, ce qui fournit un estimateur de l’erreur Var[∆Z] =
λTCλ− 2λT c0 + σ
2.
Le syste`me matriciel peut e´galement s’exprimer en fonction de la corre´lation. En effet,
la covariance de δ s’exprime en fonction de la corre´lation
Cov[δ(xi), δ(xj)] = E[δ(xi)δ(xj)] (4.85)
=
√
Var[δ(xi)]Var[δ(xj)]Corr[δ(xi), δ(xj)] (4.86)
= σ2Corr[δ(xi), δ(xj)]. (4.87)
Ainsi, en remplac¸ant par cette expression la covariance dans les e´quations pre´ce´dentes
nous aboutissons a`
n∑
i=1
n∑
j=1
λiλjCov [δ(xi), δ(xj)]− 2
n∑
i=1
λiCov [δ(xi), δ(x0)] + σ
2 (4.88)
=

 n∑
i=1
n∑
j=1
λiλjCorr [δ(xi), δ(xj)]− 2
n∑
i=1
λiCorr [δ(xi), δ(x0)] + 1

σ2 (4.89)
=
(
λTRλ− 2λTr0 + 1
)
σ2, (4.90)
avec Ri,j = Corr [δ(xi), δ(xj)] et r0i = Corr [δ(xi), δ(x0)]. Comme pre´ce´demment, en intro-
duisant le lagrangien pour re´soudre le proble`me nous obtenons le syste`me matriciel[
R W T
W 0
]
.
[
λ
λˆ
]
=
[
r0
w0
]
. (4.91)
Comme pour les variogrammes, des mode`les de corre´lations existent dans ce type de
krigeage [84]. Par ailleurs, c’est cette formulation qu’utilise le code Matlab R© de krigeage
DACE [9].
4.4.2 Semi-variogramme
Le variogramme de la fonction δ n’est pas, la plupart du temps, connu et son estimation
ne respecte pas ne´cessairement les proprie´te´s demande´es pour le krigeage. C’est pourquoi
des variogrammes connus sont utilise´s, leurs coefficients c0, c et a e´tant calcule´s pour que
le variogramme analytique soit le plus proche du variogramme estime´. Nous listons ici 4
mode`les re´fe´rence´s dans la litte´rature avant de donner une formule de la variance estime´e
et enfin une formulation pour obtenir les parame`tres de la fonction du semi-variogramme.
– Mode`le line´aire avec palier
γ(h; c0, c, a) =
{
c0 +
c
a
h , 0 ≤ h ≤ a
c0 + c , h < a
; (4.92)
90 4. Optimisation multigranularite´
– Mode`le sphe´rique
γ(h; c0, c, a) =

 c0 + c
(
3h
2a
−
h3
2a3
)
, 0 ≤ h ≤ a
c0 + c , h < a
; (4.93)
– Mode`le exponentiel
γ(h; c0, c, a) = c0 + c
(
1− exp
(
−
h
a
))
; (4.94)
– Mode`le gaussien
γ(h; c0, c, a) = c0 + c
(
1− exp
(
−
h2
a2
))
. (4.95)
Quant a` approximer le semi-variogramme, plusieurs formules existent [85] mais la plus
commune est la suivante [86, 87] :
γˆ(h) =
1
2Nh
∑
N(h)
(z(xi)− z(xj))
2 (4.96)
avec N(h) = {(i, j) tel que |xi − xj | = h} et Nh le cardinal de N(h).
Pour un ensemble de points xi, i = 1, . . . , n nous pouvons de´finir l’ensemble des dis-
tances distinctes (hj)j se´parant les points et calculer pour chacune d’elle l’estimateur γˆ(hj).
Ensuite, les parame`tres du semi-variogramme peuvent eˆtre de´termine´s en re´solvant le
proble`me de minimisation au sens des moindres carre´s
min
c0,c,a
∑
j
(γˆ(hj)− γ(hj ; c0, c, a))
2 . (4.97)
4.4.3 Exemple
Pour illustrer la me´thode de krigeage nous conside´rons la fonction de Rosenbrock,
R2 → R, qui associe a` un couple (x, y) la valeur (1−x)2+100(y−x2)2. Nous conside´rons la
fonction sur le domaineD = [−1, 1]×[−1, 1] (figure 4.2). Nous interpolons la fonction surD
par un krigeage ordinaire en choisissant n points x ∈ D par une me´thode latin hypercube.
Le mode`le de semi-variogramme est choisi gaussien, les coefficients e´tant obtenus par
minimisation de la diffe´rence entre le semi-variogramme estime´ et le mode`le exact. La
figure 4.3 montre les surfaces de re´ponse obtenues en fonction du nombre de points choisis
sur le domaine. Une trentaine de points permet d’obtenir une interpolation correcte. La
qualite´ de l’interpolation de´pend fortement de la taille du domaine D, du nombre et de
l’emplacement des points d’e´chantillonage.
Cependant, le krigeage donne acce`s a` la variance de l’erreur, ce qui donne une bonne
tendance de l’erreur re´elle, notamment concernant la localisation des erreurs maximales,
comme l’illustre la figure 4.4 pour un krigeage avec 15 points ale´atoires. Cette information
peut eˆtre exploite´e pour obtenir un krigeage plus pre´cis en choisissant plus efficacement
les points. Par exemple, en prenant 5 points initiaux pour obtenir une premie`re surface de
re´ponse et sa variance ; puis en ajoutant au krigeage des points choisis la` ou` la variance est
maximale. Ceci permet d’avoir plus rapidement une approximation pre´cise (figure 4.5).
Enfin, nous illustrons la me´thode de krigeage en prenant des points xi e´quire´partis
sur D. Ceci nous permet de comparer l’approximation obtenue par krigeage avec une
interpolation plus classique par spline cubique. Le tableau 4.1 fait apparaıˆtre les erreurs
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Figure 4.2 – Fonction de Rosenbrock.
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(a) Fonction de Rosenbrock.
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(b) Interpolation pour 20 points.
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(c) Interpolation pour 25 points.
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(d) Interpolation pour 30 points.
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(e) Interpolation pour 35 points.
Figure 4.3 – Interpolations par krigeage.
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Figure 4.4 – Solutions exacte (rouge) et approche´e (bleue) ainsi que la variance de l’erreur
et la valeur absolue de l’erreur.
maximale et moyenne par rapport a` la solution exacte pour les interpolations par spline et
par krigeage en fonction du nombre de points d’interpolation (figure 4.6). Si la me´thode
de krigeage est moins pre´cise avec peu de points, elle devient rapidement plus efficace que
l’interpolation par spline, pourtant re´pute´e robuste. Nous n’affirmons pas que le krigeage
sera syste´matiquement supe´rieur aux autres me´thodes d’interpolation, mais elle le sera
dans certains cas comme pour notre exemple.
n 9 16 25 36
Spline max 24.99 19.73 3.85 1.76
moyenne 13.04 10.52 1.52 0.62
Krigeage max 36.77 24.74 0.76 0.44
moyenne 15.15 11.31 0.23 0.14
Tableau 4.1 – Erreur par rapport a` la solution exacte pour les interpolations par krigeage
et par spline.
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(a) Interpolation pour 5 points.
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(b) Interpolation pour 10 points.
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(c) Interpolation pour 15 points.
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(d) Interpolation pour 20 points.
Figure 4.5 – Interpolations par krigeage avec les points choisis en fonction de la variance.
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(a) Interpolation pour 9 points.
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(b) Interpolation pour 16 points.
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(c) Interpolation pour 25 points.
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(d) Interpolation pour 36 points.
Figure 4.6 – Interpolations par krigeage (a` gauche) et par spline (a` droite) en fonction du
nombre de points e´quire´partis.
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4.4.4 Krigeage en optimisation
L’utilisation de la me´thode de Krige en optimisation vise a` cre´er un me´tamode`le des
fonctions objectif et contraintes sur lequel effectuer les optimisations pour trouver la solu-
tion du proble`me (4.1). Contrairement aux me´thodes de la famille du space mapping ou` le
mode`le grossier est fourni, ici le mode`le grossier est construit. L’ide´e la plus re´pandue
pour l’optimisation par krigeage est d’effectuer des optimisations ite´rativement sur le
me´tamode`le en enrichissant le mode`le au fil des ite´rations.
Ainsi, en partant d’un premier e´chantillon de points et de leurs re´ponses, un premier
estimateur de Krige est calcule´. L’optimisation s’effectue avec cet estimateur. Un nouveau
point est alors ajoute´ a` l’e´chantillon ainsi que sa re´ponse, pour enrichir le me´tamode`le et
ainsi obtenir un mode`le plus pre´cis. A` chaque ite´ration, l’optimisation avec l’estimateur est
effectue´e puis l’e´chantillon enrichi, jusqu’a` convergence de l’ite´ration, typiquement lorsque
deux solutions successives des optimisations sont suffisamment proches. Ainsi, a` chaque
ite´ration, le mode`le fin n’est e´value´ qu’une seule fois, au point ajoute´ a` l’e´chantillon.
Le choix du point a` ajouter a` l’e´chantillon de krigeage peut se faire selon plusieurs
strate´gies. La solution de l’optimisation peut eˆtre ajoute´e a` l’e´chantillon, ou une per-
turbation de cette solution. Le mode`le est alors de plus en plus pre´cis localement. Une
autre strate´gie consiste a` se baser sur la variance de l’estimateur pour choisir le nouveau
point. La variance pour l’estimateur de la fonction objectif peut ainsi eˆtre calcule´e sur une
discre´tisation du domaine d’optimisation, et le point pre´sentant la plus grande variance
ajoute´e a` l’e´chantillon.
L’algorithme 4.5 pre´sente les e´tapes d’une optimisation avec la me´thode de Krige
comme me´tamode`le, avec un point initial et un enrichissement avec le point optimal de
l’optimisation a` chaque ite´ration.
1 X = x0
2 tant que ...
2.1 calculer l’estimateur Zj de la fonction objectif f a` partir de X
2.2 calculer l’estimateur Zkj de la fonction contrainte kf a` partir de X
2.3 xj+1 = argmin
x
‖Zj(x)− y‖ tel que Zkj (x) ≤ 0
2.4 enrichir l’e´chantillon X := [X,xj+1]
Algorithme 4.5 – Algorithme d’optimisation par krigeage avec enrichissement applique´
a` un proble`me sous contrainte.
96 4. Optimisation multigranularite´
4.5 Exemple analytique
Les me´thodes de SM, d’OSM et de MM, ainsi que la me´thode de Krige, vont eˆtre
applique´es a` un proble`me analytique. Conside´rons le proble`me de minimisation suivant :
x⋆f = argminx
|f(x)− y| tel que kf (x) ≤ yk. (4.98)
avec
f(x) = x4 + x3 − x2 − x+ 3, kf (x) = −
1
5
x2 − x+
6
5
+ 1, y = 0 et yk = 1.2.
Les fonctions f et kf forment le mode`le fin du proble`me. Les fonctions formant le
mode`le grossier utilise´es pour le SM, l’OSM et le MM seront
c(x) = 2x2 +
x
2
+ 1, kc(x) = −
4
5
x+ 2,
avec le proble`me d’optimisation associe´
x⋆c = argminx
|c(x)− y| tel que kc(x) ≤ yk. (4.99)
Les fonctions objectif et contrainte sont repre´sente´es figure 4.7.
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Figure 4.7 – Repre´sentation des composantes des fonctions c et kc (bleu), et f et kf (rouge).
Le domaine de la variable d’optimisation est D = [−2, 2], et les solutions pour les
proble`mes fin et grossier sont x⋆f = 0.8541 et x
⋆
c = 1.
Dans l’ensemble des algorithmes, les minimisations sont effectue´es par l’algorithme de
Sequential Quadratic Programming (SQP).
Le space mapping a pour premier point la solution de l’optimisation du proble`me
grossier. Les applications d’extraction de parame`tres sont construites par les formules
(4.10) et (4.11) avec des approximations de Broyden pour les jacobiennes, et l’utilisation
des formules (4.5) et (4.6) pour de´terminer p(xj) et pk(xj) a` chaque ite´ration. Il s’agit de
l’algorithme 4.1.
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L’output space mapping a pour point initial la solution de l’optimisation du proble`me
grossier, et suit en tout point l’algorithme 4.2.
Le manifold mapping a aussi pour point initial x⋆c . La forme primale de la me´thode
pre´sente´e par l’algorithme 4.3 est utilise´e.
Concernant l’optimisation par la me´thode de Krige, nous conside´rons deux approches
avec un processus ite´ratif d’enrichissement. Une premie`re approche, sous la de´nomination
de krigeage, consiste a` approcher les fonctions f et kf en les e´valuant en certains points
de D. Le premier point de l’e´chantillonnage est la solution x⋆c (il pourrait aussi s’agir
d’un point ale´atoire). A` chaque ite´ration, le me´tamode`le issu de la me´thode de Krige est
utilise´ pour l’optimisation. Le point de D ou` se trouve le maximum de la variance de
l’estimateur de krigeage est ajoute´ a` l’e´chantillon pour enrichir le me´tamode`le, la variance
e´tant calcule´e sur une discre´tisation de D pour la fonction objectif. La deuxie`me approche,
de´nomme´e MM-Krige, consiste a` construire la fonction de correction S du manifold map-
ping par la me´thode de Krige. En effet, pour la fonction objectif, nous cherchons a` obtenir
S(c(x)) = f(x), c’est-a`-dire a` approcher f , a` partir de quelques e´valuations de f et c. La
fonction S est donc construite par krigeage a` partir d’un e´chantillon de la fonction c en
plusieurs points. La meˆme proce´dure est effectue´e avec la fonction de contrainte. Le pre-
mier point de l’e´chantillonnage est c(x⋆c) (et kc(x
⋆
c) pour la contrainte). A` chaque ite´ration,
le me´tamode`le issu de la me´thode de Krige est utilise´ pour l’optimisation. Cette fois la va-
leur de c au point optimal xj obtenu par l’optimisation est utilise´ pour enrichir le mode`le :
la valeur c(xj) (et kc(x
j
c) pour la contrainte) est ajoute´e a` l’e´chantillon. L’avantage de cette
proce´dure est d’obtenir une fonction de correction non line´aire pour le manifold mapping.
Les cinq me´thodes compare´es e´tant ite´ratives, l’optimisation a` une ite´ration j donne´e
a pour point initial la solution xj−1 a` l’ite´ration pre´ce´dente. Le crite`re de convergence
choisi est la diffe´rence entre deux solutions ite´ratives successives |xj+1 − xj |. Lorsque ce
crite`re est infe´rieur a` 10−6, l’algorithme s’arreˆte. La figure 4.8 pre´sente la valeur du crite`re
de convergence en fonction des ite´rations. Toutes les me´thodes convergent, les plus ra-
pides e´tant les me´thodes de space mapping et de manifold mapping classique ou avec
krigeage. La me´thode d’optimisation via le krigeage uniquement a un nombre d’ite´rations
interme´diaire entre les me´thodes de MM et d’OSM, cette dernie`re e´tant la plus longue a`
converger. Les me´thodes semblent avoir une convergence relativement stable.
La figure 4.9 montre l’erreur par rapport a` la solution optimale du mode`le fin en fonc-
tion des ite´rations |xj − x⋆f |. Ce graphique indique que l’OSM donne la solution la moins
pre´cise pour notre exemple. Les optimisation par krigeage, SM et MM-Krige donnent des
solutions de pre´cision similaire. Il est a` noter que si la me´thode de SM converge la plus
rapidement et avec le crite`re de convergence le plus bas, elle n’en est pas pour autant la
me´thode la plus pre´cise. En effet, la me´thode de MM donne la solution la plus proche de
x⋆f .
Le tableau 4.2 pre´sente les solutions des premie`res ite´rations pour les cinq me´thodes
utilise´es. Toutes les me´thodes convergent au maximum en 10 ite´rations, excepte´e l’OSM.
D’ailleurs, cette me´thode a tendance a` osciller autour de la solution exacte, passant tantoˆt
au-dessus, tantoˆt au-dessous.
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Figure 4.8 – E´cart entre deux solutions successives des processus ite´ratifs avec un zoom
sur les 10 premie`res ite´rations.
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Figure 4.9 – Erreur entre la solution exacte et les solutions ite´ratives des processus ite´ratifs
avec un zoom sur les 10 premie`res ite´rations.
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Me´thode x0 x1 x2 x3 x4
SM 1,000000 0,750000 0,851852 0,854137 0,854102
OSM 1,000000 0,700000 0,959344 0,750229 0,929763
MM 1,000000 0,750000 0,859245 0,854287 0,854102
Krigeage 0,000000 0,568499 0,831035 0,855751 0,854141
MM-Krige 1,000000 0,000000 1,167293 0,854129 0,854102
Me´thode x5 x6 x7 x8 x9
SM 0,854102 - - - -
OSM 0,782870 0,908287 0,804758 0,892773 0,819705
MM 0,854102 - - - -
Krigeage 0,854103 0,854100 0,854102 0,854103 0,854102
MM-Krige 0,854102 - - - -
Tableau 4.2 – Solutions ite´ratives des diffe´rentes me´thodes d’optimisation.
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4.6 Optimisation d’un transformateur mono-
phase´
Nous reprenons le dispositif e´voque´ dans la section 3.3.3, a` savoir un circuit RLC en
amont du primaire d’un transformateur monophase´ (figure 4.10), mais contenant cette
fois-ci une source de tension de type MLI.
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Figure 4.10 – Dispositif a` optimiser avec sa source MLI.
Nous cherchons a` minimiser la masse du transformateur en jouant sur sa hauteur et sa
largeur (figure 3.28), et en fixant la valeur efficace du courant dans l’enroulement primaire.
Le proble`me a` re´soudre est le suivant :

min
H,L
m(H,L),
20cm ≤ H ≤ 40cm,
12cm ≤ L ≤ 24cm,
H − 2L3 > 0,
ieff = 3 A.
(4.100)
La section 3.3.3 pre´sentait une optimisation directe du transformateur et une optimisa-
tion par strate´gie IDF avec des mode`les EF 2D. Ici le mode`le EF sera tridimensionnel avec
seulement un huitie`me du transformateur repre´sente´ graˆce aux syme´tries (figure 4.12),
nous comparerons les solutions issues d’optimisations MDF, par output space mapping
[88, 89] et par krigeage.
Nous conside´rons un premier mode`le circuit pre´sente´ figure 4.11, avec Leq = µ0µr
N2S
ℓ
ou` N repre´sente le nombre de spires, S la section et ℓ la longueur moyenne du circuit
magne´tique. Ce mode`le sera optimise´ directement pour servir de comparaison, et servira
e´galement dans l’output space mapping.
Le mode`le e´le´ments finis est un mode`le sur lequel est applique´e une me´thode de re-
laxation des formes d’onde comme dans la figure 3.26. Cependant, nous conside´rons ici
deux mode`les de ce type : un mode`le WRM-EF avec mode`le EF complet et un mode`le
WRM-EF avec un mode`le EF re´duit de type POD [90]. Le mode`le complet sera appele´
simplement WRM-EF tandis que le mode`le avec re´duction sera appele´ WRM-EF-POD.
Ces mode`les seront utilise´s en optimisation directe (approche MDF), le mode`le WRM-EF
sera conside´re´ comme le mode`le de re´fe´rence. De plus, le mode`le WRM-EF sera utilise´
dans l’approche par krigeage. Enfin, nous effectuerons une optimisation par output space
mapping avec deux des mode`les de´ja` e´voque´s : le mode`le grossier sera le mode`le circuit,
le mode`le fin sera le mode`le WRM-EF. Les optimisations seront effectue´es sur le mode`le
circuit dont la valeur efficace du courant sera corrige´e (algorithme 4.6).
Pour re´sume´, nous allons comparer les re´sultats de 5 optimisations : 3 optimisations
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Figure 4.11 – Mode`le circuit du dispositif
Figure 4.12 – Maillage d’un huitie`me du transformateur.
1 point initial x0
2 tant que
‖xj − xj−1‖
‖xj−1‖
> ε
2.1 Oj =
if (x
j−1)
ic(xj−1)
2.2 xj = argmin
x
m(x) tel que Ojic(x) = 3
2.3 j = j + 1
Algorithme 4.6 – Algorithme OSM applique´ a` l’optimisation du transformateur.
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directes sur les mode`les circuit, WRM-EF et WRM-EF-POD, une optimisation OSM et une
optimisation sur un mode`le de krigeage. Les 3 optimisations directes, l’optimisation du
mode`le de Krige ainsi que l’optimisation du mode`le circuit dans l’OSM sont effectue´es via
un algorithme de type Sequential Quadratic Programming (SQP) [91]. L’algorithme e´tant
un algorithme d’optimisation locale, nous prenons plusieurs points initiaux ale´atoires et
nous gardons la meilleure solution issue de l’optimisation a` partir de ces diffe´rents points.
De meˆme pour l’OSM, nous prenons les diffe´rents points initiaux et pour chacun nous
appliquons l’algorithme 4.6.
Le tableau 4.3 pre´sente les re´sultats des 5 optimisations. La solution la plus e´loigne´e
par rapport au mode`le WRM-EF de re´fe´rence est la solution issue du mode`le circuit.
Les solutions issues des mode`les WRM-EF-POD, OSM et krigeage pre´sentent des erreurs
infe´rieures a` 1%, la` ou` les solutions issues du mode`le circuit ge´ne`rent des erreurs de plus
de 10% sur les variables optimales ou la solution objectif (tableau 4.4). Les solutions des
mode`les WRM-EF-POD, OSM et krigeage sont donc proches de la re´fe´rence, avec l’avan-
tage de diminuer le temps de calcul. Dans le cas de la WRM-EF-POD, le temps de calcul est
re´duit du fait de la re´duction de mode`le applique´e au mode`le EF ; le nombre d’e´valuation
du mode`le EF est sensiblement le meˆme qu’avec le mode`le complet, mais son temps de
simulation est bien plus faible. Pour les optimisations par krigeage et OSM, la re´duction
du temps de calcul vient de la re´duction du nombre d’e´valuation du mode`le fin. Pour
obtenir une surface de re´ponse amenant des solutions correctes, 20 points ale´atoires ont
e´te´ se´lectionne´s dans l’espace de recherche, ce qui correspond a` 20 e´valuations du mode`le
WRM-EF. Dans le cas de l’OSM, l’algorithme converge en 3 ite´rations, avec une e´valuation
du mode`le WRM-EF par ite´ration.
Circuit WRM-EF WRM-EF-POD OSM Krigeage
H 27.1054 30.8248 30.8534 30.8478 30.8409
L 11.9996 11.9971 12 12 11.9979
m 16.9975 19.7113 19.7411 19.737 19.7256
if 2.8051 3.0012 2.9999 2.9996 3.0022
Nb. e´val. f - 90 88 3 20
(mode`le re´duit)
Tableau 4.3 – Re´sultats des optimisations.
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Circuit WRM-EF-POD OSM Krigeage
100.
‖xref − x.‖
‖xref‖
11.2446 0.0869 0.0701 0.0487
100.
‖mref −m.‖
‖mref‖
13.7677 0.1512 0.1304 0.0725
100.
‖ieff − i.‖
‖ieff‖
6.4967 0.0033 0.0133 0.0733
Tableau 4.4 – Pourcentage d’erreur sur les solutions issues des optimisations.
4.7 Conclusion
L’optimisation directe d’un mode`le fin, tre`s lourd nume´riquement, n’est pas envi-
sageable du fait de temps de calcul prohibitifs. Ne´anmoins, si ce mode`le pre´sente une
pre´cision importante, il peut apparaıˆtre dommageable de lui substituer un mode`le rapide
mais moins pre´cis. Les me´thodes multigranularite´s visent a` fournir un re´sultat d’optimi-
sation aussi pre´cis que possible mais en limitant le nombre d’e´valuations du mode`le. Les
me´thodes de space mapping sont base´es sur la correction ite´rative d’un mode`le grossier
(rapide a` e´valuer) sur lequel sont effectue´es les optimisations, et dont les solutions doivent
tendre vers celle issue de l’optimisation directe du mode`le fin. Le space mapping classique
agit sur les variables d’optimisation tandis que l’output space mapping et le manifold
mapping agissent sur les sorties du mode`le grossier. Les me´thodes par optimisation de
me´tamode`les construisent une surface de re´ponse (par la me´thode de Krige par exemple)
a` partir de quelques e´valuations du mode`le fin. Les optimisations concernent uniquement
la surface de re´ponse ge´ne´re´e. La finalite´ de ces me´thodes est d’obtenir des mode`les ra-
pides proches du mode`le fin pour un nombre restreint d’appels a` ce mode`le, restreignant
e´galement le temps d’optimisation. Ces me´thodes se re´ve`lent efficaces dans le cadre du di-
mensionnement d’une ge´ome´trie avec l’utilisation d’un mode`le EF. Le temps de calcul est
conside´rablement re´duit par rapport a` une optimisation directe, du fait du faible nombre
d’e´valuations du mode`le EF, mais la pre´cision du re´sultat final reste correcte.
5 Mode´lisation d’un transformateur
de traction
Nous envisageons la mode´lisation d’un transformateur de traction et de son redresseur
(figure 5.1), un pont monophase´ a` commutation force´e (PMCF). Le syste`me e´tudie´ est ins-
pire´ de [92]. Cette mode´lisation fait intervenir diffe´rents mode`les : un mode`le d’e´lectronique
de puissance pour le redresseur, des mode`les thermique et e´lectromagne´tique pour le
transformateur. Les constantes de temps des mode`les seront tre`s he´te´roge`nes puisque le
transformateur est alimente´ par une source a` 50 Hz, tandis que le redresseur est com-
mande´ en MLI avec une fre´quence de de´coupage de 5 kHz, d’ou` une constante de temps
tre`s faible. De plus, la constante de temps thermique sera encore bien supe´rieure a` celle
du mode`le magne´tique. La proble´matique de constantes de temps tre`s diffe´rentes nous in-
cite a` choisir un couplage par relaxation des formes d’onde. Le redresseur sera simule´ via
un logiciel de repre´sentation fonctionnelle, et devra eˆtre commande´. Le transformateur,
pour le thermique comme pour l’e´lectromagne´tique, pourra eˆtre mode´lise´ par e´le´ments
finis. Du point de vue du couplage entre logiciels, nous aurons des liens entre les logiciels
Matlab/Simulink R©, code Carmel 1 et Syrthes 2 comme le montre la figure 5.2.
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vs vdc
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Figure 5.1 – Mode`le du transformateur et du redresseur.
Le transformateur est alimente´ par le cate´naire avec une tension sinusoı¨dale v10(t)
d’une valeur efficace de 25kV et d’une fre´quence de 50Hz, avec un rapport de transforma-
tion tel que la tension nominale secondaire v20(t) soit une tension avec une valeur efficace
de 460V. La charge du transformateur est mode´lise´e par l’imposition d’une source de cou-
rant ich(t). Le circuit est commande´ en vue d’un double asservissement :
1. code-carmel.univ-lille1.fr/
2. chercheurs.edf.com/logiciels/syrthes-41220.html
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Electronique de
puissance
Electro-
magnétisme
Thermique
Figure 5.2 – Sche´ma de couplage des 3 logiciels.
– le courant is(t) dans le secondaire doit eˆtre en phase avec la tension nominale au
secondaire v20(t) ;
– la tension vdc(t) aux bornes de la capacite´ doit eˆtre continue et e´gale a` une tension
de re´fe´rence de 800V.
Le transformateur est compose´ de 6 enroulements primaire-secondaire concentriques
dispose´s sur un meˆme noyau magne´tique (figure 5.3). Cependant, nous conside´rons uni-
quement un seul enroulement primaire-secondaire. Les bobinages sont constitue´s de fils
de cuivre avec un taux de remplissage de 36% pour le primaire et de 51% pour le secon-
daire. Les bobinages sont refroidis par une circulation d’huile sur leurs faces internes et
externes. Nous conside´rons uniquement 3 canaux de circulation pour l’huile, a` savoir un
pour la face interne du primaire, un autre pour la face externe du secondaire et enfin un
canal entre les bobinages primaire et secondaire.
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Figure 5.3 – Coupe verticale du transformateur et coupe horizontale de ses enroulements.
Outre les contraintes lie´es a` la commande, nous souhaitons conside´rer la monte´e en
tempe´rature due aux pertes par effet Joule dans les bobinages, ainsi que l’influence de la
tempe´rature sur les caracte´ristiques physiques du transformateur. Ainsi, les pertes Joule
dans les bobinages servent de source au mode`le thermique, tandis que la tempe´rature
modifie la re´sistivite´ des bobinages et donc les re´sistances associe´es.
5.1 Mode´lisation e´lectromagne´tique
Le mode`le e´lectromagne´tique est un mode`le e´le´ments finis 3D re´solu par une formu-
lation en potentiel vecteur. Le primaire et le secondaire du transformateur sont concen-
triques, et un huitie`me de transformateur est repre´sente´ (figure 5.4). Le bobinage primaire
est alimente´ par la tension v10(t) du cate´naire, et le secondaire est alimente´ par la ten-
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sion vs(t), qui proviendra du mode`le circuit. Le maillage de la ge´ome´trie comprend 11072
noeuds et 59648 e´le´ments te´trae´driques.
Figure 5.4 – Maillage e´lectromagne´tique du transformateur.
Dans la suite, le noyau magne´tique sera mode´lise´ par une perme´abilite´ magne´tique
line´aire ou non line´aire. Dans ce dernier cas, le champ magne´tique s’exprime en fonction
de l’induction magne´tique par la loi analytique de Marrocco [93]
H(B) =
B
µ0
(
B2α
B2α + τ
(c− ǫ) + ǫ
)
. (5.1)
Les valeurs des parame`tres seront ǫ = 21.101×10−5, c = 1215.816×10−5, α = 802175.044×
10−5, τ = 23725.8146, ce qui donne le profil de B en fonction de H pre´sente´ figure 5.5.
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Figure 5.5 – E´volution de la norme de l’induction magne´tique B en fonction de la norme
du champ magne´tiqueH .
5.1.1 Variation de la re´sistivite´ et calcul des pertes
Joule
En plus d’un couplage circuit, le mode`le e´lectromagne´tique est couple´ au mode`le ther-
mique. La re´sistivite´ ρr doit eˆtre calcule´e localement pour prendre en compte l’influence
de la tempe´rature sur le mode`le e´lectromagne´tique et calculer les sources du mode`le ther-
mique. En effet, la re´sistivite´ intervient dans le calcul de la re´sistance globale des bobinages
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et des densite´s de pertes Joule. Le calcul de la re´sistivite´, de la re´sistance et des pertes est
pre´sente´ pour le bobinage secondaire, mais est analogue pour le bobinage primaire.
Tout d’abord, nous conside´rons une expression line´aire de la re´sistivite´ en fonction de
la tempe´rature T de la forme
ρr(x, t) = ρ0(1 + αT (x, t)), (5.2)
x repre´sentant les coordonne´es spatiales, ρ0 = 1, 6.10
−8Ω.m la re´sistivite´ a` 0 ˚ C et α =
4, 2.10−3 le coefficient de tempe´rature. Conside´rons maintenant la formule de la puis-
sance moyenne sur l’intervalle de temps [t1, t2], P¯ =
1
t2 − t1
∫ t2
t1
R2(t)is(t)
2dt, avec R2(t)
la re´sistance du bobinage secondaire pouvant varier au cours du temps. Il apparaıˆt dans
cette formule une expression instantane´e de la puissance P (t) = R2(t)is(t)2. Or la forme
locale des pertes par effet Joule est p(x, t) = ρr(x, t)J(x, t)2 avec J(x, t) = N(x)is(t), N
e´tant le vecteur densite´ de spire, ce qui donne une deuxie`me expression de la puissance
instantane´e en inte´grant p sur le volume de l’inducteur :
P (t) = R2(t)is(t)
2 =
∫
Vind2
ρr(x, t)J(x, t)
2dv = is(t)2
∫
Vind2
ρr(x, t)N(x)
2dv. (5.3)
Par identification, la re´sistance se calcule par l’inte´gration sur le volume de l’inducteur
de la re´sistivite´ multiplie´e par la norme du vecteur N :
R2(t) =
∫
Vind2
ρr(x, t)N(x)
2dv =
∑
e∈ind
∫
e
ρr(x, t)N(x)
2dv. (5.4)
Le calcul de la densite´ de pertes Joule fait e´galement intervenir la re´sistivite´, et se fait
sur chaque e´le´ment e du maillage par la formule
pe =
1
Vol(e)
∫
e
E(x, t).J(x, t)dv =
1
Vol(e)
∫
e
ρr(x, t)J(x, t)
2dv =
is(t)
2
Vol(e)
∫
e
ρr(x, t)N(x)
2dv,
(5.5)
avec Vol(e) le volume de l’e´le´ment.
Ainsi, nous avons une expression de la re´sistance pour chaque inducteur qui de´pend
du temps, et une expression de la densite´ de pertes par e´le´ment en fonction du temps qui
sera le terme source volumique pour la formulation thermique.
D’un point de vue pratique, pour calculer l’inte´grale
∫
e
ρr(x, t)N(x)
2dv, une me´thode
de quadrature est utilise´e, ne´cessitant la connaissance de ρr, et donc de la tempe´rature, aux
points de Gauss. Or la tempe´rature sera connue aux noeuds du maillage par la re´solution
EF en thermique. La tempe´rature est donc interpole´e aux points de Gauss graˆce aux fonc-
tions de forme nodales, puis la valeur de re´sistivite´ correspondante est obtenue par (5.2).
5.1.2 Strate´gie de re´duction de mode`le
Au vu de l’efficacite´ de la me´thode de re´duction de mode`le par POD, et ce meˆme dans
le cas non line´aire [94], cette me´thode est applique´e au mode`le e´lectromagne´tique qui est
le plus couˆteux nume´riquement. Deux strate´gies sont mises en place selon que le proble`me
soit line´aire ou non line´aire.
Dans le premier cas, les snapshots sont effectue´s syste´matiquement sur les premiers pas
de temps du mode`le e´lectromagne´tique complet, puis la base re´duite est cre´e´e et utilise´e
pour les pas de temps suivants. Le nombre de snapshots est choisi de manie`re a` couvrir
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une pe´riode temporelle, soit pour une fre´quence a` 50 Hz une pe´riode de 0.02 secondes.
Dans le cas non line´aire, la strate´gie est d’utiliser une base re´duite pre´calcule´e. Il s’agit
d’une strate´gie offline-online [95]. La matrice de re´duction est cre´e´e offline, en amont de la
simulation. Puis elle est utilise´e syste´matiquement online, c’est-a`-dire durant la simulation.
Pour ce faire, une base re´duite est construite pour les deux cas extreˆmes de fonctionnement
du transformateur, a` savoir les fonctionnements a` vide et en court-circuit. Une premie`re
base PAV est obtenue a` vide, une seconde PCC en court-circuit. Puis les deux bases sont
concate´ne´es en une seule qui sera utilise´e pour l’ensemble des simulations.
5.2 Mode´lisation thermique
Le mode`le thermique concerne uniquement les bobinages du transformateur puisqu’il
s’agit des seules re´gions ou` nous calculons les pertes. Le maillage pour le mode`le EF cor-
respond au maillage du mode`le e´lectromagne´tique restreint aux bobinages primaire et
secondaire (figure 5.6). Les termes sources volumiques de l’e´quation de la chaleur (1.51)
sont les densite´s de pertes Joule issues du mode`le e´lectromagne´tique. Les inducteurs sont
bobine´s, et ne sont donc pas des pie`ces de cuivre massives. De ce fait, la conductivite´ ther-
mique λ ainsi que la chaleur massique dans l’e´quation de la chaleur ne sont pas celles du
cuivre mais des valeurs homoge´ne´ise´es en fonction du taux de remplissage. En se basant
sur [96], au vu des taux de remplissage qui sont les noˆtres, nous choisissons des conducti-
vite´s thermiques homoge´ne´ise´es de 0.5 W.m-1.K-1 pour le primaire et de 0.8 W.m-1.K-1 pour
le secondaire. Pour les deux enroulements, la capacite´ thermique massique du mate´riau
sera fixe´e a` 112 J.kg-1.K-1 et la masse volumique a` 8920 kg.m-3.
Des conditions limites de convection sont impose´es sur toutes les faces, hormis les faces
correspondant aux coupures des inducteurs par syme´trie, sur lesquelles des conditions de
flux nul sont impose´es. Nous imposons des conditions de convection libre a` l’air sur les
faces supe´rieures, et des conditions de convection force´e pour les faces internes et externes
des bobines du fait d’un refroidissement par circulation d’huile.
Figure 5.6 – Maillage thermique du transformateur.
Les coefficients de convection sont difficiles a` de´terminer, et ils varient en fonction de
la ge´ome´trie [97, 98, 99]. Le cas qui nous concerne est le cas d’une ge´ome´trie annulaire.
De nombreux calculs ont e´te´ effectue´s concernant ce cas [100, 101, 102, 103, 104], mais
des formules plus aise´ment applicables peuvent eˆtre trouve´es dans la litte´rature [105, 106]
(Annexe B). Nous choisissons d’utiliser la formule de Dittus et Boelter qui nous apparaıˆt
comme la plus re´currente dans la litte´rature. Ceci ame`ne 3 coefficients de convection a`
calculer pour notre transformateur : un coefficient pour la face interne de l’enroulement
primaire, un coefficient pour la face externe du secondaire, et un coefficient pour les faces
externe du primaire et interne du secondaire.
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5.3 Mise en place de la me´thode de relaxa-
tion des formes d’onde
La mode´lisation du transformateur de traction et de son redresseur se fera par relaxa-
tion des formes d’onde en scindant les mode`les circuit du redresseur, e´lectromagne´tique
et thermique. Cette de´marche permet une discre´tisation temporelle approprie´e a` chaque
mode`le. Le redresseur ne´cessite du fait de la commande MLI une discre´tisation tempo-
relle tre`s fine. A` l’inverse, la discre´tisation temporelle du mode`le thermique peut eˆtre tre`s
laˆche car la dynamique thermique est tre`s lente. La discre´tisation temporelle du mode`le
e´lectromagne´tique sera base´e sur la fre´quence d’alimentation du transformateur. Nous
conside´rons donc trois discre´tisations temporelles diffe´rentes :
– (tepi ), i = 1 a` nep et le pas de temps ∆t
ep = 5.10−6s pour la partie d’e´lectronique de
puissance ;
– (temi ), i = 1 a` nem et le pas de temps∆t
em = 1.10−3s pour la partie e´lectromagne´tique ;
– (tthi ), i = 1 a` nth et le pas de temps ∆t
th = 2.10−2s pour la partie thermique.
5.3.1 Couplage entre le mode`le circuit et le mode`le
e´lectromagne´tique
Commenc¸ons par conside´rer le couplage entre le circuit du redresseur et le mode`le
e´lectromagne´tique, comme le montre la figure 5.1. Si nous souhaitons mettre en place une
relaxation des formes d’onde par source pour de´coupler les deux mode`les, nous voyons
que vs(t) devra servir de source au transformateur, tandis que is(t) sera la source du
circuit, ce qu’illustre la figure 5.7.
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Figure 5.7 – Couplage WRM circuit-EF dans le cas d’un couplage source.
Ce couplage source est proble´matique dans le sens ou` le courant is(t) doit eˆtre asservi
par la commande du redresseur (pour eˆtre en phase avec v20(t), voir section 5.4), ce qui
nous empeˆche de l’imposer au circuit. L’alternative pour appliquer la WRM est d’utiliser
un couplage par parame`tres, parame`tres qui permettent de repre´senter le transformateur
vu par le mode`le circuit. Ainsi, une inductance L et une re´sistance R sont introduites
dans le circuit pour mode´liser le transformateur par un sche´ma e´quivalent ramene´ au
secondaire. La re´sistance est calcule´e a` partir de la re´sistivite´ du cuivre, de la longueur
et de la section du fil dans les bobinages. L’inductance est ensuite de´duite par un essai
en court-circuit. Ne´anmoins, pour tenir compte de la diffe´rence entre le mode`le EF du
transformateur et son sche´ma e´quivalent, un courant re´siduel ires est introduit dans le but
de compenser cette diffe´rence. Il est mode´lise´ dans le circuit par une source de courant
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place´e en sortie du sche´ma e´quivalent du transformateur. Ce type de couplage permet de
garantir la consistance du couplage.
La figure 5.8 pre´sente le sche´ma de couplage par parame`tres avec le courant re´siduel.
Le courant iL(t) est le courant du sche´ma e´quivalent, et le courant i2(t) re´sulte de l’addition
de iL(t) et ires(t). Le courant re´siduel vise a` garantir que le courant i2(t) soit e´gal au courant
is(t) issu du mode`le EF du transformateur.
Avec ce couplage par parame`tres, a` l’ite´ration k de la me´thode de relaxation des formes
d’onde, le courant ikres(t) = i
k−1
s (t)−i
k−1
L (t) est impose´ au circuit. Il s’agit de la diffe´rence du
courant dans le mode`le EF et du courant dans le mode`le e´quivalent a` l’ite´ration pre´ce´dente.
Le courant ik2(t) est alors asservi pour eˆtre en phase avec v20(t). La tension v
k
s (t) est ensuite
utilise´e comme source pour le mode`le EF qui fournira le courant iks(t) en sortie.
iL i2
ires
v20 vs vdc
ic ich
if
is
vs
ires =is   -iL
k k-1 k-1
C
LRis
vs
c22c12
c21c11
Figure 5.8 – Couplage WRM circuit-EF dans le cas d’un couplage par parame`tres.
Une autre difficulte´ du couplage est la forme de vs : la tension est de´coupe´e du fait
de la commande MLI du redresseur. La tension vs ne peut pas servir de source telle
qu’elle au transformateur. Cependant, nous conside´rons que le transformateur n’est sen-
sible qu’a` la valeur moyenne du signal. Ainsi la tension est moyenne´e sur les intervalles de
temps propres a` la mode´lisation temporelle du transformateur, de manie`re centre´e pour
ne pas introduire de de´phasage. Ainsi pour de´terminer la valeur de vs au temps temi de la
discre´tisation temporelle e´lectromagne´tique, nous calculons
vs(t
em
i ) =
1
|J |
∑
j∈J
vs(t
ep
j ) avec J =
{
j tel que temi −
∆tem
2
≤ tepj ≤ t
em
i +
∆tem
2
}
, (5.6)
ou` |J | le cardinal de l’ensemble J , cet ensemble repre´sentant l’ensemble des indices de la
discre´tisation (tepi ), i = 1 a` nep, tels que t
ep
j appartienne a` l’intervalle de taille ∆t
em centre´
en temi .
5.3.2 Couplage entre le mode`le thermique et le mode`le
e´lectromagne´tique
Concernant le couplage des mode`les EF e´lectromagne´tique et thermique, la me´thode
de relaxation des formes d’onde est applique´e aux valeurs locales. Le maillage thermique
est le maillage e´lectromagne´tique restreint aux bobinages pour permettre une correspon-
dance aise´e entre les e´le´ments ou noeuds des diffe´rents maillages. Une densite´ de pertes
Joule est calcule´e sur les e´le´ments du maillage e´lectromagne´tique, densite´ de pertes qui
sert de terme source volumique pour le mode`le thermique. La tempe´rature influencera la
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valeur locale de la re´sistivite´ du mate´riau du mode`le e´lectromagne´tique. Pour permettre
la communication entre les mode`les et prendre en compte les discre´tisations temporelles
diffe´rentes, les tempe´ratures seront interpole´es line´airement en temps sur chaque noeud
du maillage tandis que les pertes Joule seront moyenne´es sur les intervalles de temps
thermique pour chaque e´le´ment. La moyenne utilise´e ne sera pas une moyenne centre´e
comme pour la tension, mais une moyenne en amont (backward). Pour connaıˆtre la va-
leur de la densite´ de pertes pe sur l’e´le´ment e au temps t
th
i de la discre´tisation temporelle
thermique nous calculons
pe(t
th
i ) =
1
|J |
∑
j∈J
pe(t
em
j ) avec J =
{
j tel que tthi−1 ≤ t
em
j ≤ t
th
i
}
, (5.7)
ou` |J | le cardinal de l’ensemble J .
5.3.3 Feneˆtrage
La me´thode de relaxation des formes d’onde peut eˆtre applique´e sur un feneˆtrage de
la plage temporelle. Ne´anmoins, contrairement a` ce qui est pre´sente´ en section 3.2.2, le
de´coupage des feneˆtres est tel que deux feneˆtres successives se chevauchent (figure 5.9).
Les simulations sont effectue´es sur la feneˆtre [Tn, Tn+1 + δt], puis le temps initial sur la
feneˆtre suivante est le temps Tn+1. De cette manie`re, la moyenne de vs en Tn+1 est centre´e,
et pas tronque´e d’un demi-intervalle comme elle l’est en Tn+1+δt. Ce qui permet e´galement
de conserver une de´rive´e continue d’une feneˆtre a` l’autre. Le δt devra donc couvrir au
moins un demi-intervalle de la discre´tisation temporelle e´lectromagne´tique (δt ≥ ∆tem).
Tn-1
Tn
Tn+1
t
t
t
t
t
t
Figure 5.9 – Feneˆtrage avec chevauchement.
L’ensemble du processus de couplage est re´sume´ sur la figure 5.10, avec l’e´change
des variables entre les mode`les. Le de´tail des e´tapes est pre´sente´ dans l’algorithme 5.1 : la
me´thode de relaxation des formes d’onde est mise en place pour nf feneˆtres temporelles, et
un nombre maximum d’ite´rations K. A` l’ite´ration k, l’algorithme re´sout se´quentiellement
le mode`le circuit, puis le mode`le e´lectromagne´tique et enfin le mode`le thermique. Dans
un premier temps, le courant ik−1s est interpole´ sur la discre´tisation temporelle (t
ep
i )i=1,nep ,
le courant re´siduel ikres est calcule´ puis le mode`le circuit est re´solu pour obtenir v
k
s (e´tapes
1.3.1,1.3.2 et 1.3.3). La tension vks est alors moyenne´e et la tempe´rature T
k−1 interpole´e sur
(temi )i=1,nem , la tempe´rature permettant le calcul de la re´sistivite´ ρ
k−1
r (e´tapes 1.3.4,1.3.5 et
1.3.6). Le mode`le EF e´lectromagne´tique est re´solu pour obtenir le courant dans le secon-
daire iks ainsi que les pertes p
k dans les bobinages (e´tape 1.3.7). Ces pertes sont moyenne´es
sur la discre´tisation (tthi )i=1,nth pour servir de terme source au mode`le thermique qui est
finalement re´solu pour connaıˆtre la tempe´rature T k (e´tapes 1.3.8 et 1.3.9).
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Figure 5.10 – Sche´ma de couplage des 3 mode`les.
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1 Pour n = 1 a` nf
1.1 Discre´tiser tep, tem et tth sur l’intervalle [Tn, Tn+1 + δt]
1.2 Extrapolation pour k = 0
1.3 Pour k = 1 a` K
1.3.1 Interpoler ik−1s sur (t
ep
i )i=1,nep
1.3.2 ikres = i
k−1
s − i
k−1
L
1.3.3 Re´soudre le mode`le d’e´lectronique de puissance vks = Φ
ep
n (ikres)
1.3.4 Moyenner vks sur (t
em
i )i=1,nem
1.3.5 Interpoler T k−1 sur (temi )i=1,nem
1.3.6 Calculer ρk−1r en fonction de T
k−1
1.3.7 Re´soudre le mode`le e´lectromagne´tique (iks , p
k) = Φemn (v
k
s , ρ
k−1
r )
1.3.8 Moyenner pk sur (tthi )i=1,nth
1.3.9 Re´soudre le proble`me thermique T k = Φthn (p
k)
1.3.10 Si convergence alors fin boucle k
Algorithme 5.1 – Algorithme mis en place pour la me´thode de relaxation des formes
d’onde pour la mode´lisation du transformateur de traction.
5.4 Mode´lisation et commande du redresseur
Le circuit pre´sente´ figure 5.8 doit eˆtre commande´ en valeur instantane´e, et non en
moyenne. La commande doit permettre : d’une part au courant is et a` la tension v20 d’eˆtre
en phase ; d’autre part d’obtenir une tension vdc constante. Nous avons deux parties dans
notre circuit : la partie capacitive et la partie inductive (correspondant au transformateur).
La correction de la partie capacitive permettra de re´guler la tension continue, tandis que la
correction de la partie inductive permettra de mettre en phase le courant avec la tension.
La mode´lisation et la commande sont re´alise´es au moyen du logiciel Matlab-Simulink R©.
Le circuit en amont du redresseur est mode´lise´ par les e´quations
RiL(t) + L
diL(t)
dt
= v20(t)− vs(t), (5.8)
i2(t) = iL(t) + ires(t). (5.9)
Le circuit en sortie du redresseur est mode´lise´ par l’ e´quation
C
dvdc(t)
dt
+ ich(t) = if (t). (5.10)
D’apre`s la figure 5.8, les tensions vs et vdc ainsi que les courants if et i2 sont lie´s
entre-eux par une fonction de modulation m qui de´pend des commutations des 2 bras du
redresseur :
vs(t) = m(t)vdc(t), (5.11)
if (t) = m(t)i2(t), avec m(t) ∈ {−1, 0, 1}. (5.12)
En appelant c11 et c12 les fonctions de commutations (binaires et duales) des interrup-
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teurs sur le premier bras, et c21 et c22 les fonctions sur le second, nous avons
c11(t) = 1− c12(t), c21(t) = 1− c22(t) et m(t) = c11(t)− c21(t), avec cij(t) ∈ {0, 1}. (5.13)
Les fonctions c11 et c21 sont ge´ne´re´es par la comparaison d’un signal sinusoı¨dal m¯(t) a`
50 Hz (fondamental de la fonction m(t)) avec un signal triangulaire ftri a` 5 kHz de valeurs
creˆtes ±1. La fonction c11(t) est construite telle que
c11(t) =
{
1 si ftri(t) < m¯(t),
0 sinon.
(5.14)
Tandis que la fonction c21(t) est construite telle que
c21(t) =
{
1 si ftri(t) < −m¯(t),
0 sinon.
(5.15)
La figure 5.11 pre´sente une repre´sentation sous forme e´nerge´tique macroscopique
(REM 3 [107, 108, 109]) du circuit et de la commande. Les pictogrammes verts repre´sentent
les sources e´nerge´tiques du syste`me. Les blocs oranges repre´sentent les e´quations du cir-
cuit avec de gauche a` droite un e´le´ment d’accumulation mode´lisant l’e´quation (5.8), un
e´le´ment de couplage (5.9), un e´le´ment de conversion (5.12) et un second e´le´ment d’accu-
mulation (5.10).
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Figure 5.11 – Repre´sentation e´nerge´tique macroscopique (REM) et commande du circuit.
Les blocs bleus repre´sentent la commande applique´e au syste`me. La cre´ation de ireff
de´pend des valeurs vrefdc = 800V, vdc, ich et d’un correcteur CIP , inte´gral-proportionnel (la
synthe`se du correcteur effectue´e par placement de poˆles est de´crite en annexe A) :
ireff (t) = CIP
(
vdc(t)− v
ref
dc
)
+ ich(t). (5.16)
3. emrwebsite.org/
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Le signal iref2 est le produit de i
ref
f avec un sinus construit a` partir de v20 :
iref2 (t) = i
ref
f (t).
v20(t)
maxt (v20(t))
. (5.17)
La tension de re´fe´rence vrefs de´pend de v20, i
ref
L et iL, d’un correcteur CPI , correcteur
proportionnel-inte´gral (dont la synthe`se s’effectue par compensation de poˆles) :
vrefs (t) = v20(t)− CPI
(
irefL (t)− iL(t)
)
. (5.18)
Ce qui permet d’obtenir l’expression de m¯
m¯(t) =
vrefs (t)
vdc(t)
. (5.19)
C’est cette fonction qui servira de signal pour la cre´ation des fonctions c11 et c21, et
donc de m(t). La fonction m(t) = c11(t) − c21(t) ainsi construite est donc un signal MLI
issu d’une modulante sinusoı¨dale a` 50 Hz et d’une porteuse triangulaire a` 5 kHz.
5.5 Re´sultats de simulation
Dans l’ensemble des simulations, la forme d’onde de courant de charge ich impose´ au
circuit est un profil a` trois paliers (figure 5.12). Ce profil est ensuite re´pe´te´ continuellement.
Le profil de charge est donc pe´riodique avec une pe´riode de 2 secondes.
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Figure 5.12 – Profil du courant de charge ich.
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5.5.1 Validation de la commande et du couplage par
parame`tres
Pour valider la strate´gie de couplage WRM par parame`tres, un test pre´liminaire est
effectue´. Le mode`le EF du transformateur est remplace´ par un sche´ma e´quivalent ramene´
au secondaire (figure 5.13). Le mode`le du transformateur est constitue´ d’une re´sistance
et d’une inductance, mais avec des valeurs R1 et L1 volontairement e´loigne´es des valeurs
R et L pre´sentes dans le mode`le e´quivalent de la commande. Ainsi, les courants iL et is
seront tre`s diffe´rents et le roˆle du courant re´siduel sera mis en exergue. Rappelons que le
courant is dans le secondaire du transformateur doit eˆtre en phase avec la tension v20.
R1 = 0.1 Ω, L1 = 5× 10
−4 H, R = 0.0282 Ω, L = 9.2029× 10−4 H.
iL i2
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v20 vs vdc
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vs
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LR
v20
L1R1
c11 c21
c12 c22
Figure 5.13 – Sche´ma de validation pour la WRM avec un couplage par parame`tres.
La figure 5.14 pre´sente les trois premie`res ite´rations WRM du courant iL. Au fil des
ite´rations, le courant se retrouve bien en phase avec la tension a` vide du secondaire du
transformateur. L’asservissement de ce courant est donc bien re´alise´, et le courant re´siduel
rempli bien son roˆle. En effet, malgre´ les diffe´rences entre le mode`le du transformateur et
le mode`le e´quivalent pre´sent dans la partie circuit, la pre´sence du courant re´siduel permet
d’obtenir un courant dans le transformateur en phase avec la tension v20. Le courant i2
finit par tendre vers le courant is au fil des ite´rations, donc en mettant le courant i2 en
phase avec la tension v20, le courant is sera en phase e´galement avec v20, ce que montre la
figure 5.15.
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Figure 5.14 – Premie`res ite´rations et ite´ration finale du courant iks , compare´es a` la tension
v20.
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Figure 5.15 – Courants iL, i2, is et ires a` la dernie`re ite´ration.
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5.5.2 Couplage entre le mode`le circuit et le mode`le
e´lectromagne´tique
Le couplage par parame`tres entre le mode`le circuit et le mode`le EF e´lectromagne´tique
va maintenant eˆtre valide´. Le couplage sera applique´ avec un mode`le EF du transformateur
pour quatre cas :
– line´aire complet ;
– line´aire re´duit ;
– non line´aire complet ;
– non line´aire re´duit.
La WRM est mise en place sur deux feneˆtres temporelles : [0, 2] puis [2, 4].
Mode`le line´aire complet
Dans un premier temps, le couplage du mode`le circuit avec le mode`le EF line´aire com-
plet est effectue´. La convergence de la me´thode de relaxation des formes d’onde est effec-
tive sur les deux feneˆtres (figure 5.16) en observant la convergence du courant is a` chaque
ite´ration :
‖iks − i
k−1
s ‖
‖iks‖
. (5.20)
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Figure 5.16 – Convergence de la WRM pour le mode`le EF line´aire complet.
Le courant is est en phase avec la tension v20 comme le montre la figure 5.17. Les
courants ip et is dans les bobinages sont pre´sente´s figures 5.18(a) et 5.18(b). La tension
vdc est visible en figure 5.18(c), proche de la tension constante impose´e (800 V). L’erreur
par rapport a` la valeur a` imposer est de 3.75% au maximum. Le couplage par parame`tres
permet a` la commande d’effectuer son roˆle, notamment sur le courant is issu du mode`le
EF. De plus, l’algorithme de relaxation des formes d’onde converge sur les deux feneˆtres.
Notons que les solutions restent continues au passage d’une feneˆtre a` une autre. La dure´e
totale de la simulation est de 8 h 8 min, les temps de simulation pour chaque mode`le
en fonction des ite´rations e´tant pre´sente´s figure 5.19. La dure´e de simulation du mode`le
EF est en moyenne 20 fois supe´rieure a` celle du mode`le EP d’e´lectronique de puissance
(redresseur).
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Figure 5.17 – Courant et tension a` vide au secondaire pour le mode`le EF line´aire complet.
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(a) Courant au primaire pour le mode`le EF line´aire complet.
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(b) Courant au secondaire pour le mode`le EF line´aire complet.
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Figure 5.18 – Courants et tensions pour le mode`le EF line´aire complet.
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(a) Dure´es de simulation avec le mode`le line´aire complet sur la premie`re feneˆtre.
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(b) Dure´es de simulation avec le mode`le line´aire complet sur la deuxie`me feneˆtre..
Figure 5.19 – Dure´es de simulation avec le mode`le line´aire complet.
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Mode`le line´aire re´duit
Le couplage du mode`le circuit est cette fois-ci effectue´ avec le mode`le EF line´aire re´duit
par POD. Comme pour le mode`le complet, la convergence de la me´thode de relaxation
des formes d’onde est effective sur les deux feneˆtres (figure 5.16).
 1e−05
 0.0001
 0.001
 0.01
 0.1
 1
 10
 1  1.5  2  2.5  3  3.5  4  4.5  5
||
i s
k
−
i s
k
−
1
||
 /
 |
|i
sk
||
itération
fenêtre 1
fenêtre 2
Figure 5.20 – Crite`re de convergence WRM pour le mode`le EF line´aire re´duit.
Le mode`le line´aire re´duit donne des re´sultats semblables a` ceux du mode`le complet
(par exemple pour le courant is en figure 5.21). Le pourcentage d’erreur est de 0, 48% sur le
courant secondaire et de 0, 0026% sur la tension du bus continu par rapport aux solutions
du mode`le complet. La dure´e de simulation est maintenant de 27 min. L’utilisation du
mode`le re´duit permet de diviser le temps de calcul par 17, 85. En effet, les dure´es de
simulation pre´sente´es figure 5.22 montrent que la dure´e de simulation des mode`les EF est
maintenant infe´rieure a` celle des mode`les EP (en moyenne plus de 2 fois plus courte).
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Figure 5.21 – Courant et tension a` vide au secondaire pour le mode`le EF line´aire re´duit.
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(a) Dure´es de simulation avec le mode`le line´aire re´duit sur la premie`re feneˆtre.
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(b) Dure´es de simulation avec le mode`le line´aire re´duit sur la deuxie`me feneˆtre.
Figure 5.22 – Dure´es de simulation avec le mode`le line´aire re´duit.
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Mode`le non line´aire complet
Le couplage du mode`le circuit avec le mode`le EF non line´aire est maintenant traite´.
La convergence de la me´thode de relaxation des formes d’onde est effective sur les deux
feneˆtres (figure 5.23) au regard de la formule (5.20).
 1e−05
 0.0001
 0.001
 0.01
 0.1
 1
 10
 1  1.5  2  2.5  3  3.5  4  4.5  5
||
i s
k
−
i s
k
−
1
||
 /
 |
|i
sk
||
itération
fenêtre 1
fenêtre 2
Figure 5.23 – Crite`re de convergence WRM pour le mode`le EF non line´aire complet.
Le courant is est en phase avec la tension v20 comme le montre la figure 5.25(b). Les
courants ip et is dans les bobinages sont pre´sente´s figures 5.25(a) et 5.25(b). La tension vdc
est visible en figure 5.25(c), proche de la tension impose´e (800 V). Le comportement non
line´aire est nettement visible sur le courant dans le bobinage primaire du transformateur,
figures 5.25(a) et 5.26, lorsque le courant de charge ich est nul. La simulation du syste`me
dure 7 jours 15 heures et 55 minutes. La dure´e par feneˆtre et par ite´ration est pre´sente´e
figure 5.27 pour les mode`les EF et EP. Les temps de simulation pour les mode`les EP sont a`
peine visibles car ils sont 540 fois plus courts que ceux des mode`les EF. Ils durent comme
pour le cas line´aire environ 130 s.
128 5. Mode´lisation d’un transformateur de traction
−800
−600
−400
−200
 0
 200
 400
 600
 800
 0  0.2  0.4  0.6  0.8  1
−800
−600
−400
−200
 0
 200
 400
 600
 800
i s
 (
A
)
v
2
0
 (
V
)
t (s)
v
20
is
Figure 5.24 – Courant et tension a` vide au secondaire pour le mode`le EF non line´aire
complet.
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(a) Courant au primaire pour le mode`le EF non line´aire complet.
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(b) Courant au secondaire pour le mode`le EF non line´aire complet.
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(c) Tension du bus continu pour le mode`le EF non line´aire complet.
Figure 5.25 – Courants et tensions pour le mode`le EF non line´aire complet.
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Figure 5.26 – Courant dans le bobinage primaire pour le mode`le EF non line´aire complet.
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(a) Dure´es de simulation avec le mode`le non line´aire complet sur la premie`re feneˆtre.
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(b) Dure´es de simulation avec le mode`le non line´aire complet sur la deuxie`me feneˆtre.
Figure 5.27 – Dure´es de simulation avec le mode`le non line´aire complet.
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Mode`le non line´aire re´duit
Enfin, le mode`le EF non line´aire re´duit est utilise´ dans le couplageWRM. La convergence
de la me´thode de relaxation des formes d’onde est effective sur les deux feneˆtres (figure
5.28).
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Figure 5.28 – Crite`re de convergence WRM pour le mode`le EF non line´aire re´duit.
Les re´sultats obtenus avec le mode`le non line´aire re´duit sont proches de ceux obtenus
avec le mode`le complet : l’erreur est de 0, 81% sur le courant dans le bobinage primaire,
de 0, 71% sur le courant dans le bobinage secondaire et de 0, 0043% sur la tension du
bus continu. Rappelons que la strate´gie de re´duction est une strate´gie offline-online : les
matrices de re´duction utilise´es ont e´te´ pre´calcule´es et utilise´es pour toutes les simula-
tions. Malgre´ cela, les re´sultats sont identiques a` ceux obtenus avec le mode`le non line´aire
complet. La re´duction de mode`le permet de simuler le mode`le 1.78 fois plus rapidement
puisqu’elle dure 4 jours 6 heures et 2 minutes (figure 5.29).
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(a) Dure´es de simulation avec le mode`le non line´aire re´duit sur la premie`re feneˆtre.
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(b) Dure´es de simulation avec le mode`le non line´aire re´duit sur la deuxie`me feneˆtre.
Figure 5.29 – Dure´es de simulation avec le mode`le non line´aire re´duit.
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5.5.3 Couplage entre les mode`les circuit, e´lectromagne´tique
et thermique
Le couplage s’effectue maintenant entre les trois mode`les : le mode`le circuit et les
mode`les EF e´lectromagne´tique (line´aire avec re´duction) et thermique. Cette fois-ci, les
pertes par effet Joule sont calcule´es, ce qui induit une e´le´vation de la tempe´rature dans
les bobines et de ce fait une variation de re´sistance. Pour ce faire, la me´thode de relaxa-
tion des formes d’onde est applique´e sur les valeurs locales des proble`mes EF : la densite´
de pertes par effet Joule dans chaque e´le´ment du maillage des bobines, et la tempe´rature
aux noeuds. Une simulation est effectue´e sur l’intervalle de temps [0, 184] secondes. La
discre´tisation temporelle de cette intervalle est de 36 800 000 pas de temps pour la partie
circuit, 168 000 pour la partie e´lectromagne´tique et 8 400 pour la partie thermique. L’in-
tervalle temporel est divise´ en 46 feneˆtres de 4 secondes, avec le chevauchement pre´sente´
pre´ce´demment.
De meˆme que pour les exemples de validation, la commande fonctionne sur toute la
dure´e de simulation : le courant is est en phase avec la tension v20, et la tension du bus
continu est proche des 800V impose´es, avec une variation de seulement 30 V repre´sentant
3.75% d’erreur.
Au cours de la simulation, les pertes par effet Joule entraıˆnent une variation de la
tempe´rature dans les bobinages, et de ce fait une variation de leur re´sistance. La re´partition
de la tempe´rature dans les bobinages est pre´sente´e figure 5.30. Le bobinage secondaire
chauffe plus intense´ment du fait de pertes Joule plus importantes. De plus, la tempe´rature
est plus e´leve´e au centre des bobinages en raison du refroidissement par convection force´e
sur les bords externes et internes des bobines. Du fait de ce refroidissement la tempe´rature
minimale dans les bobinages reste proche des 20 ˚ C. Cependant, la tempe´rature maximale
augmente elle de 15 ˚ C entre le de´but et la fin de la simulation (figure 5.31).
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(a) Tempe´rature dans le bobinage primaire
(b) Tempe´rature dans le bobinage secondaire
Figure 5.30 – Tempe´rature dans les bobinages.
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Figure 5.31 – E´volution des tempe´ratures extreˆmes dans les bobinages.
L’e´volution de la re´sistance dans le primaire (en figure 5.32(a)) et le secondaire (en
figure 5.32(b)) suit bien l’e´volution de la tempe´rature, du fait de la de´pendance line´aire
(5.2) entre la re´sistivite´ et la tempe´rature. La variation de la re´sistance repre´sente une
augmentation de 0.38% par rapport a` la valeur initiale pour le primaire, et de 4.56% pour
le secondaire.
La variation de la tempe´rature et donc de la re´sistance n’influence cependant pas la
re´ponse du courant au secondaire. Le courant is pre´sente le meˆme profil en de´but et en
fin de simulation (figure 5.33).
Cette simulation sur une longue pe´riode temporelle demande plusieurs jours de calcul.
Les temps moyens de simulation par feneˆtre pour les mode`les d’e´lectronique de puissance
(EP), d’e´lectromagne´tique (EM) et de thermique (TH) sont pre´sente´s figure 5.34. La dure´e
moyenne d’exe´cution est de : 4 minutes 17 secondes pour le mode`le du redresseur ; 13
minutes 24 secondes pour le mode`le EF e´lectromagne´tique ; 1 minute 6 secondes pour le
mode`le EF thermique. Ce qui demande pre`s de 20 minutes de simulation par ite´ration.
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Figure 5.32 – E´volution de de la re´sistance dans les bobinages.
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Figure 5.33 – Courant dans le secondaire du transformateur en de´but et fin de simulation.
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Figure 5.34 – Temps moyens de calcul par mode`le sur les 24 premie`res feneˆtres.
5.6 Conclusion
La mode´lisation du transformateur de traction fait intervenir un mode`le d’e´lectronique
de puissance pour le redresseur et des mode`les EF e´lectromagne´tique et thermique pour
le transformateur. Le redresseur fait intervenir une commande MLI qui vise a` controˆler
la tension du bus continu mais aussi a` asservir le courant dans le secondaire du trans-
formateur. La discre´tisation temporelle du redresseur doit donc eˆtre tre`s fine, mais cette
discre´tisation ne peut pas eˆtre applique´e aux mode`les EF. Les mode`les sont donc se´pare´s
pour eˆtre simule´s se´paremment et couple´s par relaxation des formes d’onde. Cependant,
un couplage classique par source ne permet pas l’asservissement du courant secondaire
du transformateur. Par conse´quent, un couplage par parame`tres est mis en place, avec
un mode`le e´quivalent du transformateur dans le mode`le du redresseur et l’introduction
d’une forme d’onde re´siduelle pour garantir la consistance du couplage. Par ce moyen, la
commande est fonctionnelle et agit bien sur le courant du mode`le EF e´lectromagne´tique.
De plus, l’application de la me´thode des formes d’onde sur les valeurs locales que sont
les densite´s de pertes par effet Joule et la tempe´rature permet le couplage magne´to-
thermique entre des mode`les EF. Les formes d’onde sont e´change´es entre les mode`les pour
chaque e´le´ment du maillage commun des bobinages. Enfin, les strate´gies de re´duction
de mode`le par POD permettent des diminutions de temps de simulation du mode`le
e´lectromagne´tique dans les cas line´aire ou non line´aire. L’ensemble de ces me´thodes per-
met la simulation sur une longue pe´riode temporelle d’un syste`me complexe en prenant
en compte l’e´volution des tempe´ratures et des re´sistances dans les bobinages du transfor-
mateur.
Conclusion ge´ne´rale
Si la me´thode des e´le´ments finis est souvent utilise´e pour la mode´lisation de disposi-
tifs e´lectrotechniques, elle l’est beaucoup moins pour simuler ces dispositifs au sein d’un
syste`me complet sur un cycle de fonctionnement, en raison de temps de calcul trop impor-
tants. De ce fait, la mode´lisation e´le´ments finis est encore plus absente des mode`les utilise´s
en optimisation. Les travaux de´veloppe´s dans cette the`se visent a` re´duire le temps de si-
mulation d’un syste`me multidynamique incluant un mode`le e´le´ments finis d’une part, et
a` re´duire le nombre de simulations du syste`me lors des processus d’optimisation d’autre
part. Les syste`mes multidynamiques conside´re´s sont constitue´s de mode`les circuits et de
mode`les e´le´ments finis.
Le premier chapitre pre´sente la me´thode des e´le´ments finis applique´e aux proble`mes
e´lectromagne´tique et thermique. Dans le cas e´lectromagne´tique, la me´thode permet la
re´solution des e´quations de Maxwell dans le cas magne´todynamique avec un couplage
circuit en tension ou en courant pour une formulation e´lectrique A− ϕ.
Le second chapitre concerne la re´duction du temps de calcul des mode`les e´le´ments
finis en e´lectromagne´tisme par l’utilisation des me´thodes de re´duction de mode`le, en
magne´todynamique et magne´toharmonique. La re´duction de mode`le diminue le nombre
d’inconnues dans les syste`mes matriciels intervenant dans la me´thode e´le´ments finis, d’ou`
un temps de re´solution moindre. Les deux me´thodes utilise´es dans nos travaux, la me´thode
POD (de´composition en valeurs propres orthogonales) et la projection sur un sous-espace
de Krylov, produisent des re´sultats de grande pre´cision et somme toute tre`s semblables
en termes de temps de calcul et de pre´cision dans le cas line´aire. Mais la me´thode de
Krylov se limite a` ce dernier cas, tandis que la me´thode POD s’applique aussi aise´ment au
cas line´aire qu’au cas non line´aire, avec des re´sultats toujours aussi pre´cis. Les temps de
simulation s’en trouvent conside´rablement diminue´s, tandis que la pre´cision est tre`s peu
perturbe´e.
Le troisie`me chapitre traite de la simulation puis de l’optimisation de syste`mes mul-
tidynamiques. La me´thode de relaxation des formes d’onde a montre´ tout son inte´reˆt
pour la mode´lisation de syste`mes fortement multidynamiques, permettant de coupler des
mode`les de natures tre`s diffe´rentes et d’inte´grer des mode`les e´le´ments finis a` la simu-
lation syste´mique. Elle apparaıˆt comme la me´thode de couplage la plus adapte´e parmi
les me´thodes de couplage fort. L’optimisation directe des mode`les WRM est ensuite ana-
lyse´e. Dans ce contexte, les strate´gies multidisciplinaires sont e´largies au cas dynamique.
Notamment l’approche IDF (individual discipline feasibility) qui, sous re´serve d’obtenir
la jacobienne de l’ope´rateur ite´ratif de la WRM de manie`re rapide, permet de re´duire le
nombre d’appels au mode`le.
Le chapitre 4 s’inte´resse aux me´thodes multigranularite´s en optimisation. Il s’agit des
me´thodes multimode`les de type space mapping, output space mapping ou manifold map-
ping, dans lesquelles deux mode`les du meˆme syste`me sont utilise´s pour permettre l’opti-
misation ; et d’une me´thode d’optimisation par me´tamode`le dans laquelle une surface de
re´ponse est construite par krigeage pour l’optimisation. Un mode`le WRM est alors utilise´
comme le mode`le pre´cis intervenant dans les me´thodes d’optimisation multimode`les ou
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par me´tamode`le. Le nombre d’e´valuations du mode`le WRM est fortement re´duit puis-
qu’il n’est utilise´ que pour enrichir un mode`le rapide qui est soit corrige´, soit ge´ne´re´,
et sur lequel sont effectue´es les optimisations. Ne´anmoins, la solution produite s’ave`re
tre`s proche de celle issue d’une optimisation directe. Ces me´thodes sont applique´es a` des
mode`les analytiques mais aussi au dimensionnement d’un transformateur monophase´.
Les re´sultats d’optimisation sont proches de ceux obtenus par optimisation directe, mais
la dure´e d’optimisation est radicalement raccourcie.
Enfin, dans le cinquie`me chapitre, la me´thode de relaxation des formes d’onde est
utilise´e pour la mode´lisation d’un transformateur de traction et d’un redresseur avec sa
commande. La mode´lisation du syste`me implique le couplage d’un mode`le circuit com-
prenant une commande MLI et de mode`les e´le´ments finis e´lectromagne´tique et thermique.
L’introduction d’un couplage par parame`tres permet de coupler la partie circuit avec un
mode`le e´lectromagne´tique, line´aire ou non line´aire, tout en garantissant une commande
fonctionnelle. Qui plus est, l’application de la me´thode de relaxation des formes d’onde
a` des valeurs locales permet le couplage efficace des mode`les e´le´ments finis thermique et
e´lectromagne´tique, offrant la possibilite´ de prendre en compte l’influence des pertes par
effet Joule sur le comportement thermique des bobinages et de la tempe´rature sur la va-
leur des re´sistances des bobinages. Graˆce a` la re´duction par POD de la taille du proble`me
e´lectromagne´tique, en line´aire ou non line´aire, les temps de calcul sont re´duits permettant
une simulation sur une plage temporelle e´tendue.
Finalement, des syste`mes complexes peuvent eˆtre simule´s avec la pre´cision inhe´rente
aux me´thodes e´le´ments finis en des temps acceptables en re´alisant le couplage des mode`les
du syste`me par la me´thode de relaxation des formes d’onde. La dure´e des mode`les e´le´ments
finis peut en plus eˆtre diminue´e par l’application de me´thodes de re´duction de mode`le.
L’utilisation de ce mode`le dans les optimisations multigranularite´s permet e´galement une
optimisation dans un temps re´duit sans de´gradation notable de la pre´cision du re´sultat
final.
Les perspectives possibles pouvant faire suite a` ces travaux concernent plusieurs axes.
La me´thodologie de couplage par me´thode de relaxation des formes d’onde pourrait eˆtre
applique´e a` d’autres dispositifs (automobile,. . .) et avec d’autres physiques (me´canique,. . .).
Le couplage magne´to-thermique pourrait eˆtre valide´ avec un dispositif expe´rimental. De
plus, toujours concernant le couplage magne´to-thermique, des maillages diffe´rents peuvent
eˆtre utilise´s pour la partie e´lectromagne´tique et thermique. Dans ce cas, le recours a` des
me´thodes de projection de maillage [110] sera alors ne´cessaire. La me´thode de manifold
mapping avec une application de correction construite par krigeage pourrait eˆtre teste´e
et applique´e a` des proble`mes plus complexes. La me´thode POD offre encore d’autres
perspectives. D’une part, une POD parame´trique permettrait d’obtenir un mode`le re´duit
en fonction des variables d’optimisation. Ce mode`le re´duit serait alors utilise´ comme un
me´tamode`le pour l’optimisation. D’autre part, dans le cas non line´aire, la POD demande
malgre´ tout d’e´valuer la non line´arite´ sur tous les e´le´ments du maillage. La discrete em-
pirical interpolation method a e´te´ dernie`rement couple´e a` la me´thode POD pour re´duire
l’e´valuation de la non line´arite´ uniquement en quelques e´le´ments du maillage. En tout
autre point, la valeur est interpole´e.
A Synthe`se des correcteurs de la
commande
Le syste`me 5.8 ne´cessite deux correcteurs pour mettre en phase la tension v20(t) et le
courant is(t), et asservir la tension continue vdc. La synthe`se des correcteurs est pre´sente´e
dans le domaine de Laplace.
Le correcteur CPI sera un correcteur proportionnel-inte´gral dont la synthe`se est re´alise´e
par compensation de poˆle :
CPI(s)
iL
ref iL

 H(s)
avec CPI(s) = Kp +
Ki
s
et H(s) =
K
1 + sτ
ou` K =
1
R
et τ =
L
R
. Dans ce cas, la fonction
de transfert du syste`me en boucle ferme´e est
HBF (s) =
CPI(s)H(s)
1 + CPI(s)H(s)
. (A.1)
Par la me´thode de compensation de poˆle, la constante de temps du correcteur est e´gale
a` la constante de temps du syste`me a` asservir. Ainsi, on a
Kp +
Ki
s
= Kp
(
1 +
Ki
Kps
)
= Kp
(
1 +
1
τs
)
.
Autrement dit, τ =
Kp
Ki
, ce qui ame`ne apre`s de´veloppement de la fonction de transfert
en boucle ferme´e
HBF (s) =
1
1 + τKKp s
(A.2)
=
1
1 + RKi s
. (A.3)
Le facteur
R
Ki
correspond a` la constante de temps du syste`me en boucle ferme´e. Le
facteur Ki est choisi pour que cette constante de temps soit tre`s infe´rieure a` celle en boucle
ouverte. Puis on en de´duit Kp par Kp = Kiτ .
Le correcteur CIP , inte´gral-proportionnel, sera re´alise´ par placement de poˆles :
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

vdc
ref vdc
sC
K
i
s


K
p
CIP
La fonction de transfert du syste`me en boucle ferme´e est
HBF (s) =
1
C
KpKi
s2 + 1Ki s+ 1
. (A.4)
Or la forme canonique d’une fonction de transfert de seconde ordre est
1
1
w2n
s2 + 2ξωn s+ 1
. (A.5)
Par identification les coefficients Ki et Kp peuvent prendre les expressions suivantes :
Kp = 2ξωnC et Ki =
Cω2n
Kp
. (A.6)
Le parame`tre ξ est choisi a` 0.7 autorisant un de´passement maximal de 5%, condition-
nant ωn a` eˆtre e´gal a`
3
τn
(τnωn = 3). La constante de temps τn est choisie de manie`re a`
avoir une constante de temps plus grande que celle de la fonction de transfert associe´e au
courant iL.
B Coefficients de convection dans le
cas annulaire
Conside´rons un anneau de longueur L et de largeur d, parcouru par un fluide avec les
caracte´ristiques suivantes :
– une vitesse moyenne v0 ;
– une masse volumique ρmv ;
– une conductivite´ thermique λ ;
– une viscosite´ µ ;
– une chaleur massique cp.
Le transfert de chaleur par convection des parois du cylindre vers le fluide s’exprime
comme un flux surfacique :
ϕ = λ∇T
= −λ
T¯f − Tp
∆x
= h(T¯f − Tp) (B.1)
avec h le coefficient de convection, T¯f la tempe´rature moyenne du fluide et Tp la
tempe´rature de la paroi. Nous retrouvons bien la condition de convection pre´sente´e dans
la section 1.4.
Le coefficient de convection se de´termine par la relation qui relie le nombre de Nusselt
Nu avec les nombres de Reynolds Re et de Prandtl Pr
hd
λ
= C
(
ρmvv0d
µ
)α(µcp
λ
)β
, (B.2)
c’est-a`-dire
Nud = C Red
α Prβ . (B.3)
Citons les formules suivantes pour le calcul du nombre de Nusselt pour un flot turbu-
lent :
– Dittus et Boelter,
Nud = 0.023 Red
0.8 Prn (B.4)
avec n = 0.4 pour un e´chauffement du fluide, n = 0.3 pour un refroidissement du
fluide. Cette formule est valable pour un ∆T mode´re´ et 0.6 ≤ Pr ≤ 100 ;
– Sieder et Tate,
Nud = 0.027 Red
0.8 Pr1/3
(
µ¯
µp
)0.14
; (B.5)
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– Petukhov,
Nud =
f
8Red Pr
1.07 + 12.7
(
f
8
)0.5
(Pr2/3 − 1)
(
µ¯
µp
)n
, (B.6)
avec f = (1.82 log10Red − 1.64)
−2 = (0.79 lnRed − 1.64)
−2, et n = 0.11 si Tp > Tf ,
n = 0.25 si Tp < Tf , n = 0 si les flux sont constants. Cette formule est applicable
pour 0.5 < Pr < 2000, 104 < Red < 5.10
6, 0 <
µ
µp
< 40.
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Conception de syste`mes e´lectriques multidynamiques par optimisation
multigranularite´
Re´sume´: Les travaux de the`se visent a` utiliser les mode`les e´le´ments finis pour l’optimi-
sation de syste`mes multidynamiques. Les mode`les e´le´ments finis sont en effet rarement
utilise´s en optimisation car ils ge´ne`rent des temps de calcul trop importants. Pour re´duire
le temps global d’optimisation, le temps de simulation du mode`le lui-meˆme peut eˆtre di-
minue´, mais le nombre d’e´valuations du mode`le peut aussi eˆtre limite´. Dans cette optique,
les strate´gies d’optimisation multigranularite´s sont applique´es, permettant de corriger ou
de cre´er des mode`les rapides pour l’optimisation a` partir de quelques e´valuations d’un
mode`le initial. Ce mode`le est un syste`me multidynamique inte´grant un mode`le e´le´ments
finis. La mode´lisation d’un tel syste`me est effectue´e via la me´thode de relaxation des
formes d’onde qui permet un couplage efficace en un temps raisonnable. Le temps de cal-
cul est encore re´duit par l’application aux mode`les e´le´ments finis e´lectromagne´tiques de
me´thodes de re´duction de mode`le.
La me´thode de relaxation des formes d’onde est applique´e a` la mode´lisation d’un trans-
formateur. Le transformateur est ensuite optimise´ par des me´thodes de space mapping et
de krigeage. La me´thode de relaxation des formes d’onde permet e´galement le couplage
d’un mode`le e´lectromagne´tique non line´aire de type e´le´ments finis avec un redresseur
commande´ et un mode`le thermique e´le´ments finis.
Mots-clefs: me´thode e´le´ments finis, re´duction de mode`le, couplage multidynamique,
optimisation multigranularite´, couplage magne´to-thermique.
Conception of multirate electrical systems by multi-level optimisation
Abstract: These works aim at using finite element models in optimisation of multirate
systems. Indeed, the finite element models are rarely used in optimisation because their
computation time is too high. To reduce the duration of the optimisation process, simu-
lation time of the model can be reduced, but the number of evaluations of the model can
also be limited. In this perspective, multi-level optimisations are applied. They allow to
correct or create fast models for the optimisation from a few number of evaluations of
an initial model. The model is a multirate system including a finite element model. The
modeling of such a system is done by waveform relaxation method which allows an ef-
ficient coupling in an acceptable computation time. Computation time is further reduced
by applying model order reduction to the finite element models.
The waveform relaxation method is applied to the modeling of a transformer. Then
the transformer is optimised by space mapping and kriging techniques. The waveform
relaxation method also allows the coupling of a finite element type electromagnetic non
linear model with a rectifier and a finite element thermal model.
Keywords: finite element method, model order reduction, multirate coupling, multi-
level optimisation, magneto-thermal coupling.
