For µ ∈ [0, 1], c > 0, We identify the quantum group SO µ (3) as the universal object in the category of compact quantum groups acting 'by orientation and volume preserving isometries' in the sense of [8] on the natural spectral triple on the Podles sphere S 
Introduction
In a series of articles initiated by ( [4] ) and followed by [7] , [8] , we have formulated and studied a quantum group analogue of the group of Riemannian isometries of a classical or noncommutative manifold. This was motivated by previous work of a number of mathematicians including Wang, Banica, Bichon and others (see, e.g. [25] , [26] , [1] , [2] , [3] , [27] and references therein), who have defined quantum automorphism and quantum isometry groups of finite spaces and finite dimensional algebras. Our theory of quantum isometry groups can be viewed as a natural generalization of such quantum automorphism or isometry groups of 'finite' or 'discrete' strctures to the continuous or smooth set-up. Clearly, such a generalization is crucial to study the quantum symmetries in noncommutative geometry, and in particular, for a good understanding of quantum group -equivariant spectral triples.
The group of Riemannian isometries of a compact Riemannian manifold M can be viewed as the universal object in the category of all compact metrizable groups acting on M , with smooth and isometric action. Moreover, assume that the manifold has a spin structure (hence in particular orientable, so we can fix a choice of orientation) and D denotes the conventional Dirac operator acting as an unbounded self-adjoint operator on the Hilbert space H of square integrable spinors. Then, it can be proved that the action of a compact group G on the manifold lifts as a unitary representation (possibly of some groupG which is topologically a 2-cover of G, see [14] and [17] for more details) on the Hilbert space H which commutes with D if and only if the action on the manifold is an orientation preserving isometric action. Therefore, to define the quantum analogue of the group of orientation-preserving Riemannian isometry group of a possibly noncommutative manifold given by a spectral triple (A ∞ , H, D), it is reasonable to consider a category Q ′ (D) of compact quantum groups having unitary (co-) representation, say U , on H, which commutes with D, and the action on B(H) obtained by conjugation maps A ∞ into its weak closure. A universal object in this category, if it exists, should define the 'quantum group of orientation preserving Riemannian isometries' of the underlying spectral triple. Indeed (see [8] ), if we consider a classical spectral triple, the subcategory of the category Q ′ (D) consisting of groups has the classical group of orientation preserving isometries as the universal object, which justifies our definition of the quantum analogue. Unfortunately, if we consider quantum group actions, even in the finite-dimensional (but with noncommutative A) situation the category Q ′ (D) may often fail to have a universal object. It turns out, however, that if we fix any suitable faithful functional on B(H) (to be interpreted as the choice of a 'volume form') then there exists a universal object in the subcategory of Q ′ (D) obtained by restricting the object-class to the quantum group actions which also preserve the given functional. The subtle point to note here is that unlike the classical group actions on B(H) which always preserve the usual trace, a quantum group action may not do so. In fact, it was proved by one of the authors in [5] that given an object (Q, U ) of Q ′ (D) (where Q is the compact quantum group and U denotes its unitary co-representation on H), we can find a suitable functional τ (which typically differs from the usual trace of B(H) and can have a nontrivial modularity) which is preserved by the action of Q. This makes it quite natural to work in the setting of twisted spectral data (as defined in [5] ).
It is very important to explicitly compute the (orienation and volume preserving) quantum group of isometries for as many examples as possible. This programme has been successfully for a number of spectral triples, in-cluding classical spheres and tori as well as their Rieffel deformation. The aim of the present article is to compute such quantum isometry groups for spectral triples on the Podles spheres S 2 µ,c . We do it for two different families of spectral triples, one constructed by Dabrowski et al in [16] (for the case c = 0, see also Schmudgen and Wagner, [23] ), and the other by Chakraborty and Pal ( [11] for c > 0. We get completely different kinds of quantum isometry groups for the two families; for the former, SO µ (3) turns out to the quantum isometry group, whereas the latter give a quantum group which is the (reduced) dual of an infinite discrete group.
Notations and Preliminiaries

Basics of the theory of Compact quantum group
We begin by recalling the definition of compact quantum groups and their actions from [30] , [29] . A compact quantum group (to be abbreviated as CQG from now on) is given by a pair (S, ∆), where S is a unital separable C * algebra equipped with a unital C * -homomorphism ∆ : S → S ⊗S (where ⊗ denotes the injective tensor product) satisfying (ai) (∆ ⊗ id) • ∆ = (id ⊗ ∆) • ∆ (co-associativity), and (aii) the linear spans of ∆(S)(S ⊗ 1) and ∆(S)(1 ⊗ S) are norm-dense in S ⊗ S. It is well-known (see [30] , [29] ) that there is a canonical dense * -subalgebra S 0 of S, consisting of the matrix coefficients of the finite dimensional unitary (co)-representations (to be defined shortly) of S, and maps ǫ : S 0 → C (counit) and κ : S 0 → S 0 (antipode) defined on S 0 which make S 0 a Hopf * -algebra.
A CQG (S, ∆) is said to (co)-act on a unital C * algebra B, if there is a unital C * -homomorphism (called an action) α : B → B ⊗ S satisfying the following :
• α, and (bii) the linear span of α(B)(1 ⊗ S) is norm-dense in B ⊗ S.
A unitary ( co ) representation of a CQG (S, ∆) on a Hilbert space H is a map U from H to the Hilbert S module H ⊗ S such that the element
where for an operator X ∈ B(H 1 ⊗ H 2 ) we have denoted by X 12 and X 13 the operators X ⊗ I H 2 ∈ B(H 1 ⊗ H 2 ⊗ H 2 ), and Σ 23 X 12 Σ 23 respectively (Σ 23 being the unitary on H 1 ⊗ H 2 ⊗ H 2 which flips the two copies of H 2 ). Given a unitary representation U we shall denote by α U the * -homomorphism α U (X) = U (X ⊗ 1) U * for X ∈ B(H).
We say that a (possibly unbounded) operator T on H commutes with U if T ⊗ I (with the natural domain) commutes with U . Sometimes such an operator will be called U -equivariant.
The Quantum Group of Orientation preserving Riemannian Isometries
We briefly recall the definition of the quantum group of orientation preserving Riemannian isometries for a spectral triple (of compact type) (A ∞ , H, D) as in [8] . We consider the category 
The category Q ′ (D) may not have a universal object in general, as seen in [8] . In case there is a universal object, we shall denote it by QISO + (D), with the corresponding representationŨ , say, and we denote by QISO + (D) the Woronowicz subalgebra ofQ(D) generated by the elements of the form < ξ ⊗ 1, α U (a)(η ⊗ 1) >, where ξ, η ∈ H, a ∈ A ∞ and < ·, · > is the
. The quantum group QISO + (D) will be called the quantum group of orienationation-preserving Riemannian isometries of the spectral triple (A ∞ , H, D).
Although the category Q ′ (D) may fail to have a universal object, we can always get a universal object in suitable subcategories which will be described now. Suppose that we are given an invertible positive (possibly unbounded) operator R on H which commutes with D. Then we consider the full subcategory Q ′ R (D) of Q ′ (D) by restricting the object class to those (S, ∆, U ) for which α U satisfies (τ R ⊗ id)(α U (X)) = τ R (X)1 for all X in the * -subalgebra generated by operators of the form |ξ >< η|, where ξ, η are eigenvectors of the operator D which by asusmption has discrete spectrum, and τ R (X) = Tr(RX) = . < η, Rξ > for X = |ξ >< η|. We shall call the objects of Q ′ R orientation and (R-twisted) volume preserving isometries. It is clear (see Proposition 2.9 in [8] ) that when Re −tD 2 is trace-class for some t > 0, the above condition is equivalent to the condition that α U preserves the bouded normal functional Tr(· Re −tD 2 ) on the whole of B(H). It is shown in [8] that the category Q ′ R (D) always admits a universdal object, to be denoted by QISO + R (D), and the Woronowicz subalgebra generated by 
SU µ (2) and the Quantum Spheres
Let µ ∈ [−1, 1]. Then SU µ (2) is defined as the universal unital C * algebra generated by α, γ such that α * α + γ * γ = 1, αα * + µ 2 γγ * = 1, γγ * = γ * γ, µγα = αγ, µγ * α = αγ * The fundamental representation is given by :
α −µγ * γ α * The coproduct is defined by :
We will denote the Haar state of SU µ (2) by h and the co-ordinate Hopf * algebra of SU µ (2) by O(SU µ (2)) as in [23] .
We recall the definition of the Podles sphere as in [16] . We take µ ∈ (0, 1) and
µ,c be the universal C * algebra generated by elements x −1 , x 0 , x 1 satisfying the relations:
where c = t −1 − t, t > 0. The involution on S 2 µ,c is given by
We note that S 2 µ,c as defined above is the same as χ q,α ′ ,β of [19] ( page 124 ) with q = µ, α
Thus, from the expressions of x −1 , x 0 , x 1 given in Page 125 of [19] , it follows that S 2 µ,c can be realized as a * subalgebra of SU µ (2) via:
(1)
where
one obtains ( [16] ) that S 2 µ,c is the same as the Podles' sphere as in [20] , i.e, the universal C * algebra generated by elements A and B satisfying the relations:
We will denote the co-ordinate * algebra of S 2 µ,c by O(S 2 µ,c ).
We will also need the Hopf * algebra U µ (su(2)) which is generated by elements F, E, K, K −1 with defining relations :
with involution E * = F, K * = K and comultiplication :
There is a dual pairing ., . of U µ (su (2)) and O(SU µ (2)) given on the generators by :
2 , E, γ = F, −µγ * = 1 and zero otherwise. The left action ⊲ and right action ⊳ of U µ (su(2)) on SU µ (2) are given by: (2)) where we use the Sweedler notation ∆(x) = x (1) ⊗ x (2) .
The actions satisfy :
We recall from [23] that the action on generators is given by :
We recall an alternative description of S 2 µ,c from [24] which we are going to need. Let
Then ( as in Page 9, [24] ) we have the following :
The following is a basis of the vector space O(S 2 µ,c ):
So, any element of O(S 2 µ,c ) can be written as a finite linear combination of elements of the form
Let ψ be the densely defined linear map on L 2 (SU µ (2)) defined by ψ(x) = x ⊳ X c . 
Proof : From the expression of X c , it is clear that O(SU µ (2)) ⊆ Dom(ψ * ) implying that ψ is closable, hence Ker(ψ) is closed. The lemma now follows from the observation that O(S 2 µ,c ) = Ker(ψ) ⊆ Ker(ψ). 2 We end this subsection with a discussion on the CQG SO µ (3) as described in [21] .
It is the universal unital C * algebra generated by elements M, N, G, C, L satisfying :
This CQG can be identified with the Woronowicz subalgebra of SU µ (2) by taking:
The canonical action of SU µ (2) on S 2 µ,c , i.e. the action obtained by restricting the coproduct of SU µ (2) to the subalgebra S 2 µ,c , is actually a faithful action of SO µ (3). On the subspace spanned by {x −1 , x 0 , x 1 } this action is given by the following
3 Spectral triples on the Podles spheres and their quantum isometry groups
Description of the spectral triples
We now recall the spectral triples on S 2 µc discussed in [16] (see also [23] for the case c = 0).
and define a representation π of S 2 µ,c on H is by
are as defined in [16] . We will often identify π(S 2 µ,c ) with S 2 µ,c . Finally by Proposition 7.2 of [16] , the following Dirac operator D gives a spectral triple (S 2 µ,c , H, D) which we are going to work with :
It is easy to see that the action of SU µ (2) on itself keeps the subspace H invariant and so induces a unitary representation on H. The above spectral triple is equivariant w.r.t. this representation (see [16] and indeed SU µ (2) is an object in QISO + R where R is given by R(v n i,± 
To see that the above action preserves R-twisted volume, note that (see [6] ) if we define R 0 (v n i,
, then Tr(R 0 e −tD 2 ) < ∞ (∀ t > 0) and one has
for all x ∈ B(H), where τ R (x) = Tr(xR 0 e −tD 2 ) Tr(R 0 e −tD 2 ) and U 0 denotes the SU µ (2) representation on H mentioned before. Now, denoting by P 1 2 , P − } respectively, we observe that
, and e −tD 2 commutes with P ± 1 2 , so that
, where h denotes the restriction of the Haar state of SU µ (2) to the subalgebra S 2 µ,c .
We now note down some useful facts for later use. 2. The eigenspace of |D| corresponding to the eigenvalue (c 1 .
We shall now proceed to show that QISO + R (D) is isomorphic with SO µ (3). Let (Q, ∆, U ) be an object in the category Q ′ R (D) of CQG s acting by orientation and R-twisted volume preserving isometries on this spectral triple, with Q be the Woronowicz C * subalgebra ofQ generated by
µ,c (where < ·, · >Q is theQ valued inner product of H ⊗Q). We shall denote α U by φ from now on.
The proof has two main steps: first, we prove that φ is 'linear', in the sense that it keeps the span of {1, A, B, B * } invariant, and then we shall exploit the facts that φ is a * -homomorphism and preserves the canonical volume form on S 2 µ,c , i.e. the restriction of the Haar state of SU µ (2). We also remark here that the first step does not make use of the fact that α preserves the R-twisted volume, so linearity of the action follows for any object in the bigger category Q ′ (D).
Linearity of the action
. It is clearly a continuous map w.r.t. the SOT on B(H) and the Hilbert space topology of L 2 (SU µ (2)).
For an element a ∈ SU µ (2), we consider the right multiplication R a as a bounded linear map on L 2 (SU µ (2)). Clearly the composition R a T v is a continuous linear map from B(H) (with SOT) to the Hilbert space L 2 (SU µ (2)). We now define
Lemma 3.3 For any state ω onQ and x
∈ S 2 µ,c , we have T (φ ω (x)) = φ ω (x) ≡ R 1 (φ ω (x)) ∈ S 2 µ,c ⊆ L 2 (SU µ (2)), where φ ω (x) = (id ⊗ ω)(φ(x)).
Proof : It is clear from the definition of T (using αα
, where x in the right hand side of the above denotes the identification of x ∈ S 2 µ,c as a vector in L 2 (SU µ (2)). Now, the lemma follows by noting that φ ω (x) belongs to (S 2 µ,c ) ′′ , which is the SOT closure of S 2 µ,c , and the SOT continuity of T discussed before. 2 Let
Clearly, this is the eigenspace of |D| corresponding to the eigenvalue c 1 l + c 2 , soŨ andŨ * keeps each V l invariant.
Lemma 3.4 There is some finite dimensional subspace
) ∈ V for all states ω onQ.
The same holds when A is replaced by B or B * Proof : We prove the result for A only, since a similar argument will work for B and
2 ⊗Q, and then using the definition of π as well as the Remark 3.2, we get (
Since α, γ * ∈ Span{v 
Proof :
We give the proof for φ(A) only, the proof for B, B * being similar. From the Corollary 3.5 and Lemma 3.3 it follows that for every bounded linear functional ω onQ, we have
Since for every state (and hence for every bounded linear functional) ω onQ, we have T (φ ω (A)) = R 1 (φ ω (A)) ≡ φ ω (A).1, it is clear that φ ω (A) ∈ W for every ω ∈Q * . Now, let us fix any faithful state ω on the separable unital C * -algebraQ and embedQ in B(L 2 (Q, ω)) ≡ B(K). Thus, we get a canonical embedding of L(H ⊗Q) in B(H ⊗ K). Let us thus identify φ(A) as an element of B(H ⊗ K), and then by choosing a countable family of elements {q 1 , q 2 , ...} ofQ which is an orthonormal basis in K = L 2 (ω), we can write φ(A) as a weakly convergent series of the form
where ω ij (·) = ω(q * i · q j ). So we have φ ij (A) ∈ W for all i, j, and hence the sequence n i,j=1 φ ij (A) ⊗ |q i >< q j | ∈ W ⊗ B(K) converges weakly, and W being finite dimensional (hence weakly closed), the limit, i.e. φ(A), must belong to W ⊗ B(K). In other words, if A 1 , ..., A k denotes a basis of W, we can write
We claim that each B i must belong toQ. For any trace-class positive operator ρ in H, say of the form ρ = j λ j |e j >< e j |, where {e 1 , e 2 , , ...} is an orthonormal basis of H and λ j ≥ 0, j λ j < ∞, let us denote by ψ ρ the normal functional on B(H) given by x → Tr(ρx), and it is easy to see that it has a canonical extensionψ ρ := (ψ ρ ⊗ id) on L(H ⊗Q) given bỹ ψ ρ (X) = j λ j < e j ⊗ 1, X(e j ⊗ 1) >Q, where X ∈ L(H ⊗Q) and < ·, ·, >Q denotes thatQ valued inner product of H ⊗Q. Clearly,ψ ρ is a bounded linear map from L(H ⊗Q) toQ. Now, since A 1 , ..., A k in the expression of φ(A) are linearly independent, we can choose ρ 1 , ..., ρ n ∈ B 1 (H) such that ψ ρ i (A i ) = 1 and ψ ρ i (A j ) = 0 for j = i. Then, by appylingψ ρ i on φ(A we conclude that B i ∈Q. But by definition of Q as the Woronoqicz subalgebra ofQ generated by < ξ ⊗ 1, φ(x)(η ⊗ 1) >Q, with η, ξ ∈ H, we must have 
We prove the result for φ(A). The proof for the others are exactly similar.
Let φ(A) be a finite sum of the form In the first case, we must have In the second case, we have m−n ′ = m implying n ′ = 0. -a contradiction. In the last case, we have m − n ′ = m + s so that −n ′ = s which is only possible when n ′ = s = 0 which is again a contradiction. It now follows from the above claim, using Remark 3.2 and comparing coefficients in the equality
Similarly, we have
Arguing as before, we conclude that R 0,n ′ = 0 ∀n ′ ≥ 2. In a similar way, we can prove R ′ 0,n
In view of the above, let us write:
for some T i , S i ∈ Q.
Identification of SO µ (3) as the quantum isometry group
In this subsection, we shall use the facts that φ is a * -homomorphism and it preserves the R-twisted volume to derive relations among T i , S i in 4, 5.
Lemma 3.8
Proof : We have the expressions of A and B in terms of the SU µ (2) elements from the equations ( 1 ), ( 2 )and ( 3 ) . From these, we note that h(A) = (1 + µ 2 ) −1 and h(B) = 0. Now using the equations (h ⊗ id)φ(A) = h(A)
Proof : Follows by comparing the coefficients of 1, A and B respectively in the equation φ(A * ) = φ(A). 2 We shall now assume that µ = 1. The case µ = 1 will be discussed separately.
Lemma 3.10
Proof : It follows by comparing the coefficients of 1, A, A 2 , B, B * , AB and B 2 in the equation φ(B * B) = φ(A) − φ(A 2 ) + cI and then using Lemma 3.8 and Lemma 3.9. 2 Lemma 3.11
Proof : It follows by equating the coefficients of 1, A, B, B * , A 2 , AB, AB * , B 2 and B * 2 in the equation φ(BA) = µ 2 φ(AB) and then using Lemma 3.8 and Lemma 3.9. 2 Lemma 3.12
Proof : The Lemma is proved by equating the coefficients of 1, A, B, A 2 , AB, AB * and B 2 in the equation φ(BB * ) = µ 2 φ(A) − µ 4 φ(A 2 ) + c.1 and then using Lemma 3.8 and Lemma 3.9. 2 Now, we compute the antipode, say κ of Q ′ + . To begin with, we note that {x −1 , x 0 , x 1 } is a set of orthogonal vectors with same norm.The first assertion being easier, we prove the second one.
Lemma 3.13 h(x
. We recall from [24] that ∀ bounded Borel function f on σ(A),
The Lemma follows by applying this relation to the above expressions of
is the normalized basis corresponding to {x −1 , x 0 , x 1 }, then from ( 4 ) and ( 5 )along with the fact that x −1 , x 0 , x 1 have same morm, it follows that φ(x
As φ is kept invariant by the Haar state h of SU µ (2) and φ keeps the span of the orthonormal set {x
} invariant, so we have a unitary representation of the CQG Q on span {x
3 from Lemma 3.9, the unitary matrix, say Z corresponding to φ is given by :
Recall that ( cf [22] ), the antipode κ on the matrix elements of a finitedimensional unitary representation U α ≡ (u α pq ) is given by κ(u α pq ) = (u α qp ) * . Hence, the antipode is given by :
Now we derive some more equations by applying κ on the equations obtained by homomorphism condition.
Lemma 3.14
(33)
Proof : The relations follow by applying κ on ( 6 ), ( 7 ), ( 8 ), ( 10 ), ( 11 ) and ( 12 ) respectively. 2 Lemma 3.15
Proof : The relations follow by applying κ on ( 13 ), ( 20 ), ( 21 ), ( 15 ), ( 16 ), ( 17 ), ( 18 ) and ( 19 ) 
Proof : The relations follow by applying κ on ( 22 ) , ( 28 ) , ( 24 ) , ( 26 ) and ( 27 ) respectively. 2
Remark 3.17 It follows from ( 34 ) and ( 44 ) that
In the rest of this proof, we assume that µ 2 = 1.
Proof : Substracting the equation obtained by multiplying c(1 + µ 2 ) with ( 7 ) from ( 6 ), we have
Again, by adding ( 6 ) with c(1 + µ 2 ) 2 times ( 8 ) gives
(49) Substracting the equation obtained by multiplying (µ 2 + 1) with ( 48 ) from ( 49 ) we obtain
The right hand side can be seen to equal −(µ 2 + c(1
Lemma 3.19
Proof : Applying κ on Lemma 3.18, we obtain ( 50 ).
Unitarity of the matrix Z ( ( 2, 2 ) position of the matrix Z * Z ) gives
Thus we obtain ( 51 ).
Applying κ on ( 51 ), we deduce ( 52 ). 2
Adding ( 45 ) and ( 46 ) and then taking adjoint, we get
Moreover, ( 32 ) gives
Using ( 54 ), the right hand side of this equation turns out to be S 2 (1 − T 2 ).
Thus,
Again, application of adjoint to the equation ( 45 ) gives :
Using ( 55 ), we get
Using ( 54 ) -( 57 ) to the equation ( 14 ), we obtain :
This gives
On simplifying,(µ 6 + 2µ 4 + 2µ 2 + 1)(S 2 (1− T 2 )− µ 2 (1− T 2 )S 2 ) = 0, which proves the lemma as 0 < µ < 1. 2 Lemma 3.25
Proof : The equation ( 58 ) follows by applying * and using T * 2 = T 2 on ( 35 ). We have S * 4 S 3 = −T 2 3 from ( 12 ). On the other hand we have S 3 S * 4 = −µ 4 T 2 3 from ( 28 ). Combining these two, we get ( 59 ). 2 Lemma 3.26 S 4 T 2 = T 2 S 4
Proof :
From ( 16 ) we have
On the other hand, from ( 39 ) we have
Substracting ( 61 ) from ( 60 ) , we get the required result. 2
Proof : By applying * on ( 38 ) and then substracting it from ( 15 ) we obtain (µ 2 − 1)(S 2 T 3 − T 3 S 2 ) = 0 which implies the lemma as µ 2 = 1. 2
By adding ( 15 ) with ( 18 ) we obtain
Moreover, by applying * on ( 38 ), we obtain
Hence, to prove the Lemma it suffices to prove:
After using T 3 S 2 = S 2 T 3 obtained from Lemma 3.27 we get this to be the same as (1 − µ 2 )S 3 (1 − T 2 ) = µ 2 (µ 2 − 1)T 3 S 2 . This is equivalent to S 3 (1 − T 2 ) = −µ 2 T 3 S 2 ( as µ 2 = 1 ) which follows from ( 62 )
Proof : It can easily be checked that the proof of this Lemma reduces to verification of the relations on Q as derived in Lemmas 3.18 -3.25 along with the following equations :
which follow from Remark ( 3.17 ), ( 36 ), ( 37 ), ( 44 ) respectively. 2 
which are apparently not obtainable. However, this is expected because the above proof only makes use of the fact that φ is a Haar state preserving action on the classical sphere keeping invariant the span of {e −1 , e 0 , e 1 }. But the universal object in this category (in the case µ = 1) is C (O(3) ) and not C (SO(3) ). We refer to [7] for more details.
. [8] for the proof and other details ). As the action has to be orientation preserving, it has to be C(SO 3 ). In fact, it can be shown that the two relations in Remark 3.31 which are apparently not obtainable together correspond to the fact that the matrix of φ w.r.t the basis {x 1 , x 2 , x 3 } ( as in [20] ) has determinant 1. 
Remark 3.34 In general, it seems to be too complicated to identify the 'space of forms in the sense of [18] for these spectral triples. So, the approach of [4] in terms of the Laplacian may not be applicable for these examples. However, in the special case c = 0, it is easy to compute the space of 1-forms, hence the Laplacian. We note that for c = 0, in [23] , Schmudhen and Wagner gave an alternate description of the spectral triple which is unitarily equivalent ( by [24] ) to the spectral triple in [16] We should mention here that the set-up of [4] can easily be modified to consider R-twisted volume form, and the Hilbert space of one and zero dimensional forms w.r.t. the Rtwisted volume. If we do this for the spectral triple on S 2 µ,0 , it can be shown by a straightforward computation using the espression for the operator D and [D, ·] given in [23] that the Laplacian is given by
where R E and R F are as in [23] . This is essentially the Casimir operator acting on the quantum sphere. It is also easy to see that L does satisfy all the conditions of [4] , and is in particuar admissible in the sense of that paper, since it has one dimensional kernel spanned by 1. Moreover, the eigenspace of L corresponding to the eigenvalue (µ+µ −1 ) 2 is the three-dimensional space spanned by A, B, B * , From this, it follows immediately that any quantum group action on S 2 µ,0 commuting with cll must be 'linear and by admissibility, any such action also preserves the R-twisted volme form, i.e. the restriction of the Haar state of SU µ (2) on S 2 µ,0 (see [4] for the proof pf automatic volume preservation, and note hat it goes through verbatim in the R-twisted set-up as well). The arguments given in this subsection will now imply that any such quantum group must be a quantum subgroup of SOµ(3), i.e. SO µ (3) is the quantum isometry group in the sense of [4] for the Laplacian L.
Existence of QISO + (D)
For the above spectral triple we have been unable to settle the issue of the existence of QISO + (D) which is the universal object ( if it exists ) in the category Q ′ (D) mentioned in Section 1. Nevertheless, we now show that if it exists, the Woronowicz subalgebra QISO + (D) must be SO µ (3). In particular, the universal object in the subcategory of CQG s acting by orientation preserving isometries and containing SO µ (3) as a quantum subgroup exists. We claim that W ′ = W ′′ , which will prove that the QISO + (D)-action α 0 has the same h-orthogonal decomposition as the SO µ (3)-action on W 3 2 , so preserves C.1 and its h-orthogonal complements. This will prove that α 0 preserves the Haar state h on W Now, we shall consider another class of spectral triples on the Podles spheres and show that they give rise to completely different quantum groups of (orientation preserving) isometries. Indeed, for these spectral triples, we have been able to prove the existence of QISO + and identify it with the reduced dual CQG of a discrete group, which is the free product of Z 2 with countably infinitemany many copies of the group of integers.
In this section, we will work with c > 0. Let us describe the spectral triple on S 2 µ,c introduced and studied in [11] .
Let {e n , n ≥ 0} be the canonical orthonormal basis of H + = H − and N be the operator defined on it by N (e n ) = ne n .
We recall the irreducible representations π + and π − : H ± → H ± as in [11] .
Then (S 2 µ,c , π, H) is a spectral triple. We note that the eigenvalues of D are {n : n ∈ Z} and eigenspace is spanned by e n e n corresponding to the positive eigenvalues and e n −e n for the negative eigenvalue −n.
It follows from the definition of π ± (B) that
Proof : It suffices to prove that the commutant π(S 2 µ,c ′ is the Von Neumann algebra of operators of the form { c 1 I 0 0 c 2 I for some c 1 , c 2 ∈ C. We use the fact that π + and π − are irreducible representations.
Using the fact that X commutes with π(A), π(B), π(B * ), we have:
Moreover,
Now, ( 68 ) implies X 12 e 0 ∈ Ker(π + (B)) = Ce 0 . Let X 12 e 0 = p 0 e 0 .
We have, π + (B)(X 12 e 1 ) = c 1 2
Since it follows from the definition of π + (B) that π + (B) maps span {e i : i ≥ 2} to (Ce 0 ) ⊥ = span(e i : i ≥ 1}, X 12 e 1 must belong to span{e 0 , e 1 }.
Inductively, we conclude that ∀n, X 12 (e n ) ∈ span{e 0 , e 1 , ......e n }.
Using the definition of π ± (B * )e n along with ( 69 ), we have c 
We argue in a similar way by induction that X 12 e n = c ′ n e n for some constants c ′ n . Now we apply ( 69 ) and ( 68 ) on the vectors e n and e n+1 to get Let ( Q, ∆, U ) be an object in the category Q ′ (D), with α = α U and the corresponding Woronowicz C * subalgebra of Q generated by {< (ξ ⊗ 1), α(x)(η ⊗ 1) >Q, ξ, η ∈ H, x ∈ S 2 µ,c } is denoted by Q. Assume, without loss of generaliry, that the representation U is faithful.
Since U commutes with D, it preserves the eigenvectors e n e n and e n −e n .
Let U e n e n = e n e n ⊗ q + n U e n −e n = e n −e n ⊗ q − n for some q + n , q − n ∈ Q.
Lemma 4.2 We have:
One has, α(A)( e n 0 ⊗ 1)
µ,c ) into its double commutant, we conclude by using the description of π(S 2 µ,c ) ′′ given in Lemma 4.1 that the coefficient of 0 e n in α(A) e n 0 must be 0, which implies q + n q − * n = q − n q + * n . Proceeding in a similar way, ( 71 ),( 72 ), ( 73 ) follow from the facts that coefficients of 0 e n−1 , e n−1 0 and 0 e n+1 in α(B) e n 0 , α(B) 0 e n , and α(B * ) e n 0 ( respectively ) are zero. 2 Corollary 4.3 If P n , Q n denote the projections onto the subspace generated by e n 0 and 0 e n respectively, then P n , Q n ∈ π(S 2 µ,c ) and we have
Proof :
It is easy to see that P n , Q n are the eigenprojections of B * B for the eigenvelaues c + (n), c − (n) respectively, and these are isolated points in the spectrum, i,e in the pre point spectrum, so by the spectral theorem, P n , Q n belong to C * (B * B) ⊂ π(S 2 µ,c ). The proof now follows by applying Lemma 4.2 on
Proposition 4.4 As a C * -algebra Q is generated by the unitaries {q + n } n≥0 , and the self-adjoint unitary y 0 = q − * 0 q + 0 . Moreover, Q is generated by unitaries z n = q + n−1 q + * n , n ≥ 1 along with a self adjoint unitary w ′ .
Proof : Replacing n -1 by n in ( 73 ) we have, 
Let y n = q − * n q + n . Then, using ( 70 ), we observe that y n is a self adjoint unitary. Moreover, from ( 75 ), we have
Again, from ( 70 ), we observe that q − * n q + n = q − * n−1 q + n−1 implying y n = y n−1
From ( 77 ) and ( 78 ) and the faithfulness of the representation U , we conclude that Q is generated by {q + n } n≥0 and y 0 . ∀n ≥ 1 Then, we observe that z * n w n = q + n y 1 q + * n = q + n q − * n Thus ∀n ≥ 0, q + n q − * n ∈ C * ({z n , w n } n≥1 ). From these observations, it is clear that Q ∼ = C * ({z n , w n } n≥1 ). In fact, a simpler description is possible by noting that w n+1 = z n * w n z n+1 which implies {w n } n≥1 ∈ C * ({z n } n≥1 , w 1 ).
Defining w ′ = w * 1 z 1 and using the expressions for z 1 and w 1 we note that w ′ is a self adjoint unitary. Thus Q ∼ = C * {{z n } n≥1 , w ′ }. 2 We now look at the coproduct, say ∆ ofQ. We have, (id ⊗ ∆)U ( e n e n = U (12) U (13) ( e n e n , from which we immediately conclude the following:
Lemma 4.6 ∆(q ± n ) = q ± n ⊗ q ± n ∆(y 1 ) = y 1 ⊗ y 1
Let us now consider the quantum groupQ 0 which is the (reduced) dual of the discrete group Z 2 * Z ∞ , where Z ∞ = Z * Z * · · · denotes the free product of countably infinitely many copies of Z. The underlying C * -algebra is nothing but C(Z 2 ) * C(T) * C(T) * · · ·, and let is denote by r + n the generator of n th copy of C(T) and by y the generator of C(Z 2 ).
Define V e n e n = e n e n ⊗ r + n V e n −e n = e n −e n ⊗ r + n y
Then V commutes with D and it can be easily checked that V is a unitary representation ofQ 0 , i.e. (Q 0 , ∆ 0 , V ) (where ∆ 0 denotes the coproduct oñ Q 0 , given by ∆ 0 (r + n = r + n ⊗ r + n , ∆ 0 (y) = y ⊗ y) is an object in |bf Q ′ (D) .
Setting r − n = r + n y, we observe that r − n is a unitary and satisfies : Thus, the equations ( 70 ) -( 73 ) in Lemma 4.2 are satisfied with q ± n 's replaced by r ± n 's and hence it is easy to see that there is a C * -homomorphism fromQ 0 toQ sending y, r + n to y 0 and q + n respectively, which is surjective by Proposition 4.4 and is a CQG morphism by Lemma 4.6. In other words, (Q 0 , ∆ 0 , V ) is indeed a universal object in Q ′ (D). It follows from Remark 4.5 thaht α V is a CQG action of Q 0 , and it is clear that the maximal Woronowicz subalgebra of Q 0 for which the action is faithful, i.e. QISO + (D), is generated by r + n−1 r + * n , n ≥ 1 and r 
