Abstract. We give a new proof of the best presently known error term in the prime geodesic theorem for compact hyperbolic surfaces, without the assumption of excluding a set of finite logarithmic measure. Stronger implications of the Gallagher-Koyama approach are derived yielding to a further reduction of the error term outside a set of finite logarithmic measure.
Introduction
Let Γ ⊂ P SL (2, R) be a strictly hyperbolic Fuchsian group acting on the upper half-plane H equipped with the hyperbolic metric. The quotient space Γ \ H can be identified with a compact Riemann surface F of a genus g ≥ 2. The object of our attention is the asymptotic behaviour of the summatory von Mangoldt function
where the sum is taken over primitive hyperbolic conjugacy classes P in Γ (prime geodesics on F ), N (P ) = exp (length (P )) is the norm of a class P and k runs through positive integers.
In the recent paper [6] , Shin-ya Koyama studied the existence of a subset E in R ≥2 with finite logarithmic measure such that
Here and in the sequel, ρ denotes zeros of the Selberg zeta function Z Γ . It is known that the complex zeros of Z Γ are of the form ρ = 1 2 ± iγ and that Z Γ has finitely many real zeros, all laying in the interval [0, 1]. Koyama was motivated by Gallagher's [4] approach to the prime number theorem under Riemann hypothesis.
We give a new proof of the following sharper result (cf. [7] , [3] ).
We observe that the analogue is also valid for higher dimensional hyperbolic manifolds with cusps. Applying the Gallagher-Koyama method, we further reduce the error term outside a set of finite logarithmic measure. Theorem 2. For α > 0, there exists a set H of finite logarithmic measure such that
where ε > 0 is arbitrarily small.
From Hejhal to Randol
Proof of Theorem 1. We shall take the same starting point as in [6] , i.e. Hejhal's explicit formula with an error term for the function
Theorem 6.16. on p. 110]):
The novelty of our approach consists in integrating (1) at this point and then temporarily getting rid of Hejhal's error term. Indeed, the integration of (1) firstly yields the explicit formula with an error term for ψ 2,Γ (x) =
letting T → ∞ in the obtained formula, we end up with
As usually, to derive the asymptotics of ψ Γ (x) from the asymptotics of ψ 2,Γ (x), one introduces the second-difference operators:
where h > 0 is to be determined later.
Since ψ Γ is a non-decreasing function, we have
We apply ∆ + 2 to all summands in the explicit formula for ψ 2,Γ (x). E.g., ∆ ρ(ρ+1)(ρ+2) , we end up with
When dealing with the absolutely convergent series
ρ(ρ+1)(ρ+2) , we take into account that
Thus,
Re (ρ) =
We are left to optimize the terms / log x in the prime geodesic theorem. Concerning the explicit formula for ψ 1,Γ , one can consult [2] , where a better estimate for the logarithmic derivative of the Selberg zeta function is established.
Remark 2. The full analogue is valid for higher dimensional hyperbolic manifolds with cusps. Namely, the error term in the prime geodesic theorem in that setting reads O x 3. An application of the Gallagher-Koyama method Proof of Theorem 2. In estimating ψ Γ (x), we shall use the explicit formula (1) and the relation
is to be determined later on. Here, ∆
Let β > 4α + 1. According to (1) and the relation above, we have
Now,
For the first sum on the right hand side, we have 1 h
The second sum is to be split into
By Koyama's argument [6, p. 80] ,
Hence,
For x ∈ e n , e n+1 , let T = e n . The error term in (2) becomes O (x log x/h). Let
and E = ∪E n , F = ∪F n , G = ∪G n , respectively. We have
n , e n+1 \ E n , T = e n , we get
(log x) 2α .
Case I. If x + h ∈ e n , e n+1 \ H, then we also have
Case II. If x + h ∈ e n+1 , e n+2 \ H, we shall express the sum σ β,T (x + h) in the form
The first sum is O h(log x) 2α .
The optimal bound is achieved by h = (log x) α . Thus,
(log x) α .
The opposite inequality is derived from ψ Γ (x) ≥ 
