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Network-based infectious disease models have been highly effective in elucidating the
role of contact structure in the spread of infection. As such, pair- and
neighbourhood-based approximation models have played a key role in linking findings
from network simulations to standard (random-mixing) results. Recently, for SIR-type
infections (that produce one epidemic in a closed population) on locally tree-like
networks, these approximations have been shown to be exact. However, network models
are ideally suited for Sexually Transmitted Infections (STIs) due to the greater level of
detail available for sexual contact networks, and these diseases often possess SIS-type
dynamics. Here, we consider the accuracy of three systematic approximations that can
be applied to arbitrary disease dynamics, including SIS behaviour. We focus in
particular on low degree networks, in which the small number of neighbours causes
build-up of local correlations between the state of adjacent nodes that are challenging to
capture. By examining how and when these approximation models converge to
simulation results, we generate insights into the role of network structure in the
infection dynamics of SIS-type infections.
Author Summary
Networks are now widely used to model infectious diseases, but have posed significant
mathematical challenges. Recently analytic results have been obtained for ‘one-off’
network epidemics that follow the SIR paradigm, but these results do not carry over to
other scenarios – most significantly to many sexually transmitted infections, where
accounting for network structure is vital. Here, we show that it is possible to obtain the
large-population dynamics of such diseases on networks through systematic
approximations. We focus on a mathematically challenging case of SIS dynamics on
networks with low degree.
Introduction 1
There is a strong and deep connection between networks and the spread of infectious 2
diseases [1–9]. Virtually all infections can be thought of as propagating through a 3
network of (epidemiologically-relevant) contacts between individuals in the population, 4
with the structure of this underlying network determining much of the infection 5
dynamics. Therefore an understanding of population-level transmission at the scale of 6
individual hosts is closely linked to a study of the properties of the underlying 7
transmission network. Recent advances in network science have highlighted how both 8
local and global structure of the network are key in the dynamics of infection [2, 10–13]. 9
While networks are being increasingly used for airborne and close-contact infections 10
(such as influenza [14] and RSV [15]) which spread through social contacts, the 11
epidemiological network literature was originally formulated for sexually transmitted 12
infections (STIs) where the network is generally more clearly defined. Classic examples 13
include homosexual contact networks from early HIV studies [1] and the 14
Colorado-Springs study of sexual contacts in the high-risk heterosexual population [16]. 15
While a focus on STIs has substantial advantages in terms of determining the network, 16
it also places constraints on the epidemiological dynamics that need to be considered. 17
The overwhelming majority of STIs (e.g. chlamydia or gonorrhoea, although not HIV) 18
can be approximated using the Susceptible-Infected-Susceptible (SIS) paradigm, where 19
infected individuals are treated and recover to the susceptible state, and hence are able 20
to be re-infected multiple times. Although SIS models are inherently lower-dimensional 21
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than their SIR (Susceptible-Infected-Recovered) counterparts, potential reinfection of 22
the same individual (multiple times) leads to more complex dynamical behaviour 23
between neighbouring nodes on a network and makes it more difficult to generate 24
tractable results [17]. 25
When details of the complete network are available, and we are dealing with a 26
particular applied problem, then the most straightforward approach is to simulate the 27
dynamics of infection on the given network (e.g. [5, 16, 18]). However in anything but 28
ideal circumstances simulation may be problematic. For example, using simulations 29
alone: it may be difficult to understand sensitivity to elements in network structure or 30
biases in the way the network connections were sampled; it is computationally 31
challenging to infer epidemiological parameters; and it may be difficult to gain a robust 32
understanding of the causal determinants of the observed dynamics. Approximations 33
that maintain the analytic tractability of traditional ODE (Ordinary Differential 34
Equation) models, but take account of elements of network structure provide a possible 35
solution. These have been quite successful for ‘one off’ epidemics that obey the SIR 36
paradigm, with notable advances including the ‘effective degree’ approach of Ball and 37
Neal [19], the probability-generating function approach of Volz [20] (and its reduction to 38
a single dynamical equation by Miller [21]) and the model of Lindquist et al. [22] 39
(originally also called ‘effective-degree’ model, but to which we refer throughout as 40
‘neighbourhood model’ to avoid confusion with the earlier use of this terminology). Such 41
models, together with pairwise or related approximations [23, 24] discussed extensively 42
in this paper, have been shown to be exact methods of calculation of marginal 43
probabilities for the stochastic SIR model for finite explicitly known networks [25–28]. 44
Such models can also reproduce the expected course of the stochastic SIR model with 45
constant infection and recovery rates on large configuration model networks with with 46
several recent asymptotic proofs of convergence published [29–32]. Much work has also 47
focussed on extending such methods to weighted [33] and dynamic [34] networks, as well 48
as to models with arbitrary duration of the infectious period [35–37], with the common 49
denominator that on clustered networks results from all approaches are only 50
approximate. 51
Despite all these successes concerning SIR models (or related models such as SEIR, 52
which includes an exposed period [17,24]), the same is not generally true for infections 53
without long-lasting immunity, with realistic demographic turnover or with significant 54
viral mutation [38,39] – i.e., the majority of pathogens of interest. Here we focus on 55
STIs since the motivation for use of a network is strong [40]. These diseases are of 56
major public health importance and the appropriate modelling framework (the SIS 57
model on a network, also called the ‘contact process’ and frequently considered in 58
theoretical studies) is the most challenging for approximation models to capture. To 59
fully predict the dynamics and hence the impact of control on a range of sexually 60
transmitted infections requires mathematical models that can account for both network 61
structure of sexual partnership and the complications that arise from reinfection that is 62
associated with SIS-type behaviour [40]. Here we consider three distinct approaches to 63
capture the dynamic build-up of correlations between nearby individuals on the network 64
– each approximation methodology has an associated integer that can be increased to 65
achieve greater levels of accuracy. We stress, however, that our approach does not rely 66
on special features of the SIS model but can be applied to the full spectrum of 67
disease-dynamics models used to inform applied epidemiology and public health 68
(including those with short-term immunity and hence SIRS-type dynamics). 69
Although the long-term aim is to utilise such approximation techniques to gain a 70
clear understanding of the dynamics of STIs (as well as other infections that confer 71
short-duration immunity) on realistic networks, we focus this paper on understanding 72
when simple modelling techniques fail. One occasion when simple approaches fail is in 73
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the case of extreme heterogeneity [41–44]. Although risk-structure (or heterogeneity in 74
network structure) is a highly important aspect of modelling STI – especially in terms 75
of defining individual risk – we argue that many studies have focussed on this 76
aspect [45, 46] and that it is usually possible to capture epidemiological effects of 77
population heterogeneity by modestly increasing the system’s dimension through the 78
introduction of multiple risk-groups (e.g. low- and high-risk behaviour). 79
In contrast to the heterogeneous case, the impact of a limited number of contacts 80
and the build-up of dynamical correlations in the state of neighbouring nodes is a less 81
studied issue that presents deep conceptual challenges, especially for SIS dynamics. We 82
therefore focus on developing a better understanding of this problem by ignoring many 83
realistic features of STIs (we briefly comment on them in the discussion) and 84
considering the idealised case of a homogeneous degree or ‘k-regular’ networks with low 85
connectivity and hence greater importance of the link with each contact (in particular 86
k = 3 and k = 2). In these remarkably simple networks, the effects of local correlations 87
are at their strongest and are not masked by the impact of degree heterogeneity. To 88
illustrate this concept we compare simple risk-structured mean-field (random-mixing) 89
models (which account for degree heterogeneity within the network but not correlations 90
that develop due to contact structure) with results from stochastic network simulations 91
of SIS infection dynamics (Figure 1). This example demonstrates that when either the 92
mean degree or the variance in the degree distribution increases, so the standard 93
risk-structured ODE model provides a better fit to the simulated dynamics. The 94
agreement between these simple models and simulations is worst for a homogeneous 95
degree 3 network and hence it is this test scenario we predominantly consider 96
throughout this paper. 97
Fig 1. Comparison between risk-structured mean-field results and
stochastic network simulations for SIS infection dynamics. The error is the
relative percentage error between the risk-structured mean-field model (Supporting
Information) and network simulation results for the mean prevalence of infection:
Error = 100⇥ kI¯ODE   I¯networkk/I¯network. The degree distribution obeys
P (k) = ⇢ exp( ↵(k  K)2) for all k   2, where ↵ and K are determined to give a
desired mean and variance, and ⇢ is a normalising constant. Other methods of
generating degree distributions give similar results. We insist on k   2 (for all nodes) as
this generally ensures that the majority of network form a single giant component. The
network is formulated using the Molly-Reed algorithm [47] with 100,000 nodes, but
ensuring that there were no self-contacts and no multiple connections between
individuals. We assume the recovery rate of individuals   is scaled to be one, while the
transmission rate across a contact scales with the mean number of contacts, ⌧ = 2/k¯. As
such, the mean prevalence in both simulation and ODE models lies between 30 and 50%.
Methods 98
Discussion of models 99
In this work, simulation models and traditional mean-field approximation models (that 100
ignore network structure) represent two extremes in terms of analytic tractability and 101
computational efficiency. Two approximate models for SIS-dynamics (Materials and 102
Methods) have been developed that lie between these extremes: pairwise and 103
neighbourhood approximations. Pairwise approximations [45, 48–50] consider the 104
dynamic states of pairs of individuals that are connected in the network and hence 105
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capture some of the build-up of local correlations within the network. Neighbourhood 106
approximations [22] have appeared more recently and can be conceptualised as a more 107
sophisticated, though higher-dimensional, extension to the pairwise approximation. 108
Neighbourhood approximations model the number of connected individuals of each type 109
around a central individual; for SIS dynamics this is simply the number of S and I 110
connected to a central individual of a given state. This means that neighbourhood 111
models capture higher-order correlations within the network, as they effectively model 112
multiple chains of three connected individuals sharing the same central node. 113
We consider methods to extend the pairwise and neighbourhood approaches; either 114
increasing the size of the subgraph considered (e.g. going from modelling pairs to 115
modelling triple motifs) or increasing the number of node states by counting infection 116
events. 117
Subgraph or motif expansions to the pairwise models track the dynamics of the 118
possible states of increasingly larger motifs or subgraphs of m connected individuals 119
within the network. Clearly as m becomes large, we precisely account for the full 120
dynamics on larger sections of the network and hence expect our approximations to 121
become more accurate. However with increasing m comes increasing number of motifs 122
and also higher dimension dynamics. For degree k = 3 networks we consider motifs of 123
size m = 1 (the standard mean-field model), m = 2 (the traditional pairwise model) as 124
well as m = 3 and m = 4; for the special case of degree k = 2 networks, we are able to 125
consider larger motifs up to m = 16 due to the linear structure of all k = 2 motifs (see 126
Figure 2). 127
Fig 2. Subgraphs modelled by each approximation scheme. k denotes the
(uniform) node degree and m or n indexing the size of the subgraph expansions for
motif and neighbourhood schemes, respectively. Nodes within the subgraphs are shown
and joined with solid lines; connections to other nodes (and hence where
approximations are needed) are shown with dashed lines. The dimension of the
associated ODEs for approximating the SIS dynamics is also given, accounting for
symmetry and conservation. For degree k = 2 the dimension of the system can be
calculated for a general m by considering the number of possible states with symmetries
dim= 2m 1 + 2M 1   1 where M = b(m+ 1)/2c. Note, in this case,the a natural
relationship between the motif and neighbourhood models when m = 2n  1.
Similarly, it is feasible to expand the neighbourhood model, which we index by 128
parameter n. Again we consider n = 1 to be the standard mean-field model, while n = 2 129
accounts for the states of all neighbours of a central individual, and expansions to 130
neighbours of neighbours (n = 3) is also possible although of very high dimensional for 131
networks of k = 3 or above. 132
The reinfection counting extension explicitly tracks the number of times an 133
individual has been infected, effectively increasing the number of states for each 134
individual (i.e. disease state ⇥ number of times infected). To create a finite system, we 135
track the infection times up to a maximum of L (which now incorporates all those 136
individuals infected L times or more). The motivation for this extension derives from a 137
failure in traditional SIS pairwise models to account for the correlation between infected 138
and newly recovered individuals. This extension should therefore improve the 139
performance of the approximation model during the early stages of invasion when 140
infection is rare. However, the long-term equilibrium dynamics when all individuals 141
have been infected L times or more (assuming the infection persists), will be identical to 142
that of the pairwise model. 143
Although we take the simulation model as our gold-standard, deriving precise values 144
for particular quantities is often computationally intensive and naive methods can be 145
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improved. For early epidemic growth rates, we generate a finite Cayley tree (thereby 146
eliminating all clustering) and study the dynamics until infection hits an outer leaf. For 147
endemic prevalence it is not possible to use a Cayley tree; any finite Cayley tree must 148
have lower degree at the outer leaves which would influence the dynamics. Instead, we 149
generate large networks using the Molloy-Reed (or configuration) algorithm [47], and 150
ensure that self connections, multiple connections between nodes and short loops (of five 151
or less connections) are removed by randomly shuffling connections. Moreover, far 152
greater accuracy can be achieved when estimating quantities from simulation by 153
realising that the expected rate of change of infection is determined by the state of the 154
network and is given exactly by mechanistic models (such as equation 3) where the 155
variables are taken directly from the simulation. This allows us to remove some of the 156
effects of stochasticity from the calculation. We therefore use this expected rate of 157
change to directly calculate early growth rates, and use the long-term relationship 158
between prevalence and expected rate of change to find the endemic equilibrium 159
prevalence (see S1 Text). Figure 3 shows the advantage of this method, reducing the 160
variance in our estimate of mean endemic prevalence and hence improving the accuracy 161
of any fixed duration simulation. 162
Fig 3. Variance about the true expected endemic level of prevalence. As
calculated from very large simulations for two methods of determining the endemic
prevalence for an SIS model on a network. Grey cross refer to taking the simple mean of
the prevalence from time-series data, black circles are generated by fitting to the
expected rates of change. Both are calculated once the simulation is close to its endemic
state. Simulations are performed on a small network of 10,000 nodes for a relatively
short time to highlight the differences; k = 3, ⌧ = 1,   = 1.
Mathematical definition of models 163
We now layout in some detail the different approximation models used within this paper: 164
mean-field; standard pairwise; reinfection counting; motif models; and neighbourhood 165
models. The elements captured in each approximation are illustrated in Figure 4.
Fig 4. Models’ states and transition rates for the systems obtained from the: A)
Mean-field approximation (equation 3) B) Standard pairwise approximation (equation
6); C) Mean-field approximation with reinfection counting (equation 7) and D)
Neighbourhood model with n = 2 (equation 9). Curved arrows represent transitions due
to a force of infection coming from outside the single node or pair. Dashed arrows
represent flows to and from compartments the dynamics of which are tracked but that
are not drawn explicitly.
166
Full dynamics and notation 167
We consider individuals labelled with integers i, j, . . . 2 {1, . . . , N} connected on a 168
network with adjacency matrix A = (Ai,j); where N is the number of nodes in the 169
network, and Ai,j is one if nodes i and j are connected or zero otherwise. The state of 170
individual i at time t is given by a Bernoulli random variable Xi(t) taking the value Si 171
if i is susceptible and Ii if i is infectious. The events and rates of the full underlying 172
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dynamics are 173




Ii ! Si at rate   ,
(1)
where is the indicator function. We use the pair-wise methodology and nomenclature 174












and similarly for larger structures. 176
Mean-field approximation 177




=  ⌧ [SI] +  [I] , d[I]
dt
= ⌧ [SI]   [I] . (3)
The mean-field approximation for a k-regular network takes these together with the 180
assumption 181
[SI] ⇡ (k/N)[S][I] . (4)
Standard pairwise approximation; m = 2 182
Here we take (3) together with 183
d[SS]
dt
= 2 [SI]  2⌧ [SSI] ,
d[SI]
dt
=  [II] + ⌧ [SSI]  ⌧ [SI]   [SI]  ⌧ [ISI] ,
(5)
noting that [IS] = [SI] and [II] = kN   [SS]  2[SI]. The standard pairwise 184
approximation, typically attributed to Kirkwood [52], is 185





Following the work of [25], [30], [31] and [53], the approximation in (6) is exact for 186
tree-like SIR epidemics when B = S, which is sufficient to guarantee the exactness of 187
(5). 188
Systematic approximation 1: Reinfection counting 189
Here we count the number of times p that an individual has been infected up to a 190
maximum of L. Using a straightforward notation (defined fully in S1 Text) the 191
dynamics (3) become 192
d[Sp]
dt





⌧ [Sp 1I]   [Ip] , p < L ,
⌧ [Sp 1I] + ⌧ [SpI]   [Ip] , p = L ,
(7)
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where the subscript refers to the number of times an individual has been infected. 193
Similarly, the dynamics (5) become 194
d[SpSq]
dt
=  ([SpIq] + [IpSq])  ⌧([SpSqI] + [ISpSq]) , 8p, q ,
d[SpIq]
dt
=  [IpIq] + ⌧ [SpSq 1I]  ⌧ [SpIq]
   [SpIq]  ⌧ [ISpIq] , q < L, 8p ,
d[SpIL]
dt
=  [IpIL] + ⌧ [SpSL 1I] + ⌧ [SpSLI]  ⌧ [SpIL]
   [SpIL]  ⌧ [ISpIL] , 8p .
(8)
We close these using the triple approximation (6), with the added notation that lack of 195






Systematic approximation 2: Motif models 198
To carry out a motif-based expansion at order m we write down the dynamics for the 199
complete subgraphs of size m, whose rates of change will be functions of the complete 200
subgraphs of sizes m and m+ 1; these m+ 1 subgraphs are then approximated using 201
the general form of the Kirkwood closure, where the size-m motifs in the size-(m+ 1) 202
motif are multiplied, and divided through by the over-counted size-(m  1) motifs, then 203
divided through by the over-counted m  2 motifs and so on until the size-1 motifs are 204
reached. This involves a large amount of notational development that is given in full for 205
m = 3 in [54], and for the special case of k = 2 in S1 Text. 206
Systematic approximation 3: Neighbourhood model, n = 2 207
Suppose we write [Ay] for the expected number of nodes in state A with y infectious 208
neighbours, then the dynamics that follow from (1) are 209
d[Sy]
dt
=  [Iy] +  S(k + 1  y)[Sy 1] +  (y + 1)[Sy+1]
  ⌧y[Sy]   S(k   y)[Sy]   y[Sy] ,
d[Iy]
dt
= ⌧y[Sy] +  I(k + 1  y)[Iy 1] +  (y + 1)[Iy+1]
   [Iy]   I(k   y)[Iy]   y[Iy] .
(9)
Where the forces of infection ( S and  I) refer to the rate of infection acting on a 210
(susceptible) neighbour of the central node (in state S or I respectively). We then 211
approximate the forces of infection by making the susceptible neighbour the centre of a 212











This approach can be extended to order n > 2 by considering the dynamics in two parts: 214
firstly the dynamics internal to each extended neighbourhood; secondly the force of 215
infection on any susceptible individual at the edge of the extended neighbourhood. 216
Again these forces of infection are found by considering consistent overlaps of the 217
neighbourhoods centred on the susceptible neighbour under consideration. 218
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Results 219
We begin by comparing the growth rates from four approximation models (mean-field, 220
pairwise (motif m = 2), pairwise with reinfection counting (L = 50) and neighbourhood 221
(n = 2), see S1 Text) with those from stochastic simulations on a Cayley tree, for 222
different values of the transmission rate ⌧ substantially above the critical value that 223
permits successful invasion (Figure 5A, C and E). Unsurprisingly, the standard ODE 224
model that ignores all elements of network structure (and hence ignores the negative 225
S-I correlations that build-up and reduce transmission within a network) vastly 226
over-estimates the early growth rate. Including some element of local structure, such as 227
that captured by the pairwise (motif m = 2) model substantially improves the 228
prediction of the growth rate but still overestimates compared to the simulated value. 229
Finally, adding additional structure, either in terms of the reinfection counting or 230
neighbourhood expansion enhances the accuracy. On closer inspection (Figure 5C and 231
E) we observe that away from the critical invasion point, the reinfection counting model 232
provides a highly accurate prediction of the early growth rate, outperforming all other 233
approximation methods. In addition, as indicated by Figure 1, we find that for higher 234
degree networks (k = 6, Figure 5E) all models, even the standard mean-field ODE 235
model, provide a more accurate estimate of the true behaviour. 236
Fig 5. Growth rate (left column) and prevalence (right column) from a
range of approximation models. Standard SIS model (equation 3, m = n = L = 1);
pairwise (motif) model (equation 5, m = 2); neighbourhood model (equation 9, n = 2);
and reinfection counting (equations 7 and 8, L = 50). These are compared to findings
from direct numerical simulation (equation 1, black dots) for an SIS infection on a
simple k-regular network. The upper panels show the absolute value of (A) the growth
rate and (B) the prevalence as the transmission rate across a link (⌧) is varied, for
k = 3. The lower four panels show the difference between the approximations and the
results from stochastic simulation (C and D: k = 3; E and F: k = 6). For k = 6 (panels
E and F) additional smaller ⌧ values (joined with dotted lines) are considered as the
critical value that allows persistence is reduced compared to k = 3. Numerical
simulations are performed on a 100,000 node network and run for sufficiently long that
confidence intervals are negligible. A recovery rate   = 1 is assumed throughout.
Turning our attention to the prevalence of infection (Figure 5B, D and F), it is clear 237
that all approximation models (even the standard mean-field model) perform reasonably 238
well when comparing their equilibrium values with the numerical estimates of the 239
expected prevalence. As mentioned before, we also note that the standard pairwise 240
model (m = 2) and reinfection counting pairwise model (for any L) have the same 241
equilibrium prevalence – in the reinfection counting model all individuals will eventually 242
be infected more than L times, thereby reaching the upper limit. However, even taking 243
L very large, the same quasi-equilibrium prevalence is reached even before a significant 244
fraction of individuals hit the upper reinfection counting limit L. This is related to the 245
loss of local correlation structure as the network becomes saturated with infection and 246
paths of infection meet through medium and long loops within the network. 247
Comparing more closely results from the approximation models against simulated 248
prevalence (Figures 5D and F) shows that the neighbourhood model (n = 2) 249
outperforms the pairwise models (m = 2). This is to be expected as the neighbourhood 250
model captures higher-order spatial structure within the network, effectively capturing 251
the status of k + 1 connected individuals. However, all approximation models perform 252
worse as the expected prevalence drops and the critical transmission rate is approached. 253
This comparison raises the question of how the motif and neighbourhood 254
approximations perform as m and n are increased, incorporating more of the local 255
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network. We consider two cases. Firstly, k = 3 where only limited extensions of the 256
models are feasible (m = 3, m = 4 and n = 3) as the dimension of the systems rapidly 257
becomes large and the mathematical formulations are unwieldy. Secondly k = 2 (which 258
we note is a special case [55, 56]) where neighbourhood and motif models are equivalent 259
for m = 2n  1, and where we can readily extend the approximation methods to 260
extremely high orders (S1 Text). Figure 6 demonstrates the impact of taking these 261
higher order approximations. Considering the k = 2 case (when the network is a linear 262
system), increasing the order (m = 1 to m = 16) leads to a drop in endemic prevalence 263
and convergence of the critical transmission rate to the estimated value (vertical line). 264
At the critical transmission value (estimated as ⌧C ⇡ 1.6489 [57]) the error scales 265
extremely slowly with the order of the model (approximately O(m 0.271) ), Figure 6B). 266
When returning to the case k = 3 that has been the main focus of this work (where we 267
estimate ⌧C = 0.544 from numerous large scale simulations) both the approximation 268
methods behave far better (motif error ⇠ O(m 2.7); neighbourhood error ⇠ O(n 3.2)), 269
and offer reliable predictions of endemic prevalence even quite close to the critical point 270
as the order of the approximations increases. 271
Fig 6. Endemic prevalence of infection for an SIS model for successively
higher-order approximations. The focus is on the the value of the transmission rate
near the critical point (shown as vertical dashed line), when k = 2 (A and B) and k = 3
(C, D). The errors at the critical point for the k = 2 degree network (B) show very slow
convergence in the order of the approximation m; neighbourhood and motif model
results coincide when m = 2n  1 and are not reported. For k = 3 degree network, the
errors at the estimated critical point (D) show rapid convergence as the models are
extended to higher order (increasing m and n). The error in the motif model scales like
O(m 2.71) while for the much higher dimensional neighbourhood model the error scale
like O(n 3.24).
Discussion 272
Moment closure approximations for the spread of infections on networks can be highly 273
informative, especially when uncertainty in the underlying network structure precludes 274
detailed simulation of a specific case. By generating relatively simple, tractable models 275
(in the form of ODEs), an intuitive understanding can be developed for the spread of 276
infection that does not rely on precise measurement of network structure. This 277
approach has been highly successful for infections with SIR-type dynamics [23–25], 278
where recovery leads to lifelong protection; however, for infections that obey the SIS 279
paradigm and can therefore be contracted multiple times this closure approach does not 280
have the same level of precision [40,45,48,49]. Most sexually transmitted infections are 281
well approximated by SIS-type dynamics, and modelling sexually transmitted infections 282
requires an appreciation of the dynamic implications of the sexual contact network, due 283
to the relatively low numbers of sexual contacts at any time. Therefore, although 284
closure approximations for SIS-type infections on networks is highly challenging, it is 285
nevertheless an area of considerable applied importance. Several other recent studies 286
have considered the behaviour of SIS models on networks [42, 45,49–51,54,58–61] 287
showing that this is a field of active research where there are substantial challenges in 288
establishing rigorous analytical results and in matching approximations, simulations and 289
real data. 290
In this paper we have mainly focussed on homogeneous random networks where each 291
individual has exactly k = 3 contacts, and all contacts are considered bi-directional. 292
This restricts our attention to the highly challenging case of small and homogeneous 293
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degree, as higher mean degree or greater heterogeneity leads to infection prevalences 294
that are closer to mean-field predictions that ignore the local correlations that arise 295
from network structure. For homogeneous random networks of this type we show that, 296
as expected, pairwise approximations (that consider the state of two connected 297
individuals) outperform standard models (that ignore any correlations within the 298
network), while neighbourhood-based models (originally called ‘effective degree 299
models’ [22] – that consider the state of all neighbours around a central individual) 300
outperform pairwise models (Figures 5A and B), and in turn extended neighbourhood 301
models (that consider neighbours of neighbourhoods) are even more accurate (Figure 302
6C). This is unsurprising since closing the approximation at higher orders, and therefore 303
essentially modelling more of the underlying local behaviour, is always likely to provide 304
a more accurate description of the population-scale dynamics. 305
We also investigated extensions to the standard closure models, including a count of 306
the number of times an individual has been infected. This removes some of the 307
inaccuracies that pairwise (and other) approximation models suffer from when trying to 308
capture the early stages of infection in a largely susceptible population. The results of 309
this improvement to the pairwise model generates far better predictions for the early 310
growth-rate of infection, offering a substantial improvement over both standard pairwise 311
models and neighbourhood models (Figure 5). It would therefore seem prudent, 312
although dimensionally-challenging, to combine reinfection counting with closure models 313
that operate at the whole neighbourhood scale (or even larger) thereby enabling an 314
approximation to both the early and endemic dynamics. However, it may be far simpler 315
to use the model most appropriate to the setting, depending on whether it is early 316
growth or endemic prevalence that is required. 317
With moment closure models there is always the temptation to include higher order 318
terms in the approximation and close at one order higher. We considered higher-order 319
approximations to SIS dynamics on both k = 3 and k = 2 networks, noting that the SIS 320
model on k = 2 is identical to classic 1-dimensional contact process [55, 56]. For the 321
1-dimensional k = 2 case, we are able to extend the modelling approach to much higher 322
orders, but find that these closures still overestimate the prevalence near to the critical 323
point. For the k = 3 network, we are only able to extend the neighbourhood model one 324
additional step (considering neighbours of neighbours). However, as we capture the 325
status of more contacts around the central individual, this extended neighbourhood 326
model provides a very accurate approximation to the SIS behaviour, although it is 327
complex to construct and relatively high-dimensional. 328
Throughout we have focused on expanding our approximations to ever higher orders, 329
but the upper bounds to what can be achieved differ between methods. For the 330
reinfection counting model (where dimension of the system is 2L2   1 and hence grows 331
relatively slowly with L) taking L past 50 had very little effect, so further expansion 332
was irrelevant. For degree k = 2 networks, where motif and neighbourhood expansions 333
are equivalent, the limiting factor was the dimension of the system. The ODEs were 334
simulated up to m = 16 at which point the dimension is 2m 1 + 2M 1   1 = 32, 895 335
(where M = d(m+ 1)/2e = 8). For degree k = 3 the main limitation is not the 336
dimension of the system but the complexity of closure approximations which utilise the 337
probabilities of overlapping subgraphs; considering approximation higher than m = 4 or 338
n = 3 is possible, but the gains in accuracy may not be worth the considerable effort. 339
Finally, we consider the fact that sexual networks are highly heterogeneous (with 340
some individuals having many more life-time partners than others [3, 62]). This risk 341
heterogeneity is important for understanding who becomes infected, but the action of 342
this heterogeneity is readily captured by traditional risk-structured mean-field 343
models [63, 64] that ignore network correlations (Figure 1). Extending all the models 344
discussed in this paper to capture degree heterogeneity is possible although one needs to 345
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specify, in addition to the degree distribution, a degree correlation matrix – the choice 346
of which can have a dramatic impact on the disease dynamics [9]. Furthermore, the 347
dimensionality of the system can rapidly exceed currently available computational 348
resources due to the combinatorial number of possible configurations, especially for the 349
neighbourhood model. For example, considering neighbourhood models n = 2: 5 350
equations are needed for k = 2 networks and 7 equations for k = 3 networks; however 351
when the degree is heterogeneous far more equations are required, in a network where 352
all nodes are degree 1 or 2 then 27 equations are needed but if nodes can be degree 1, 2 353
or 3 then the number of equations rises to 165. For neighbourhood models 354
approximated at the next order (n = 3) the effect is even more dramatic; a 355
heterogeneous networks where nodes can be degree 1, 2 or 3 requires 65,015 equations. 356
We note, however, realistic sexual networks may have a large proportion of population 357
with relatively few connections and where infections spread poorly; this leads us to 358
believe that large sections of sexual networks may behave more like the low degree 359
(k = 2 or k = 3) situations considered here where there is a strong need to accurately 360
capture network correlations. As heterogeneity increases, pairwise models, which do not 361
suffer such a pathological growth in dimensionality, become relatively accurate and, as 362
was illustrated in Figure 1, even simple ODE models can be highly effective at 363
capturing the aggregate prevalence in highly heterogeneous populations. Depending on 364
the applied problem, we argue that a combination of the systematic approximations 365
here can be used as a trade-off between accuracy and computational complexity. 366
Even if degree heterogeneity is captured by models, the network structure and 367
infection dynamics used here are extreme simplifications of real-world behaviour: in 368
particular, sexual networks are dynamic (with most individuals practising serial 369
monogamy [45]), and the natural history of infection is often far from the Markovian 370
process with only two states (S and I) discussed here. In reality, for most STIs, there is 371
likely to be a latent period following infection; detection, treatment and recovery will 372
follow (non-Markovian) processes; and treatment is likely to offer some limited 373
protection. These facets will act to prevent rapid reinfection of individuals, which, like 374
heterogeneity, should improve the accuracy of approximation models. 375
Future work should clearly focus on developing more sophisticated and realistic 376
network-based simulation models for STIs and comparing these to a range of 377
approximation methods; however, we believe that the careful exploration of the 378
accuracy of approximate models performed here is a key step in this process. 379
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Risk-structured mean-field models
For risk-structured mean-field models (as used in Figure 1 of the main paper), the standard mean-
field equations (Eq 3, with approximation 4) can be modified to capture the status of individuals








 k,j[Ij]   [Ik] . (11)
where [Sk] and [Ik] refer to the number of susceptible and infected nodes of degree k, and  k,j is the
probability that a randomly chosen contact of a degree-k node has degree j. In the Molloy-Reed-





where Nj = [Sj] + [Ij] is the number of nodes of degree j.
Alternative pairwise formulation
Instead of formulating the pairwise equations by considering the dynamics imparted by the larger
triples, an alternative is to consider the force of infection   acting on a susceptible member of the
pair from outside the pair.
d[SI]
dt






= 2⌧ [SI] + 2 [SI]  2 [II].
(12)
1
If we then assume that this external force of infect comes from any of the remaining k 1 connections
not accounted for in the pair we have:





and we regain the formulation of (Eq 5) with Kirkwood’s closure (Eq 6); this methodology is
extended below to consider larger motifs when k = 2.
Higher-order approximations
2-regular network: motif and neighbourhood models
For the case where k = 2 [56,57], due to the linear arrangement of the nodes in the network, it is
relatively simple to derive higher-order approximations that explicitly account for larger sections
of the network. Keeping with the pairwise notation, and considering n connected nodes we have:







X[SX2 . . . Xn] +  
n
X[X1 . . . Xn 1S] (13)
where X1, . . . , Xn 2 {S, I}. The matrix Q captures the dynamics that are internal to the n-states
considered in the motif; that is, rates of recovery and transmission due to the arrangement of the
n node states. Again the impact of nodes external to these states is formulated as an external
force of infection ( 1X and  
n
X referring to the external force of infection acting on either end of the
set of n nodes) by considering an overlapping configuration, identical to that of the n-node motif,
but shifted by one position to capture the neighbours of each node at its edge:
 1X ⇡
8>>>>><>>>>>:
 ⌧ [ISX2 . . . Xn 1]
[SSX2 . . . Xn 1] + [ISX2 . . . Xn 1]
if X1 = S
⌧
[ISX2 . . . Xn 1]
[SSX2 . . . Xn 1] + [ISX2 . . . Xn 1]




 ⌧ [X2 . . . Xn 1SI]
[X2 . . . Xn 1SS] + [X2 . . . Xn 1SI]
if Xn = S
⌧
[X2 . . . Xn 1SI]
[X2 . . . Xn 1SS] + [X2 . . . Xn 1SI]
if Xn = I
0 otherwise.
The number of ODEs in this formulation grows exponentially with n (the number of ODEs is 2n
ignoring symmetries), and when n is large there are frequent numerical di culties with calculating
the external force of infection ( 1 and  2) due to small terms in the denominator. An alternative
is to use an iterative solution where in each step the di↵erent forces of infection are fixed, and








s 1[SX2 . . . Xn]s + ( nX)
s 1[X1 . . . Xn 1S]s
2
This is now a linear problem and can therefore be solved with great precision and e ciency by
calculating the dominant eigenvalue of the system; by starting with  0 = ⌧ ensures that each
approximation is an over-estimate and iterations converge on the true equilibrium of the system .
3-regular network: motif model
In a motif-based expansion, we expand the epidemic dynamics in motifs (connected subgraphs) of
size-1 up to size-(m + 1). We then approximate the size-(m + 1) motifs in terms of the smaller
motifs using Kirkwood’s closure,
(m+ 1)-motif count ⇡ Cm ⇥ n-motifs in set of (m+ 1)-motifs
Cm 1 ⇥
Overcounted (m  1)-motifs in set of m-motifs
...
C1 ⇥Overcounted nodes in set of pairs
(14)
although other closures are possible. For the 2-regular graph, the motif model for odd m is
equivalent to a neighbourhood model, but at higher connectivity di↵erences emerge. The unclosed




[S ] =  ⌧ [S–I ] · · ·
d
dt
[S–S ] =  2⌧ [S–S–I ] · · ·
d
dt
[S–S–S ] =  2⌧ [S–S–S–I ] ⌧ [S–S–S I ] · · ·
d
dt
[S–S–S–S ] =  2⌧ [S–S–S–S–I ] 2⌧ [S–S–S–S I ] · · ·
d
dt
[S–S–S S ] =  3⌧ [S–S–S S–I ] · · · ,
(15)
where the lines above the node-states (S and I terms) refer to network connections that are present
in these higher-order motifs. We note that for a three-regular graph (k = 3) only a limited number
of motifs need to be considered. For four connected nodes only two motif configurations are possi-
ble without clustering: and ; while for five connected nodes again only two configurations need
considering: and . For higher degree regular graphs (k > 3) more complex motifs (such as
the four-star ) are required although these can be approximated in the same manner. Applying
the closure (Eq 14) to (Eq 15) at di↵erent stages gives the following set of closures, where motif
structures in square brackets (e.g. [ ], [ ] or [ ]) refer to the number of motifs of each type
regardless of node status.
Mean field (n = 1):
[A–B ] ⇡ [ ]
[ ]2
[A ][B ] . (16)
Pairwise (n = 2):






Triplewise (n = 3):
[A–B–C–D ] ⇡ [ ][ ]
[ ]2
[A–B–C ] [B–C–D ]
[B–C ]
,
[A–B–C D ] ⇡ [ ][ ]
3
[ ]3[ ]
[A–B–C ] [C–B–D ] [A–B–D ]
[B–C ][A–B ][D–B ]
⇥ [B ] .
(18)
Quad-wise (n = 4):
[A–B–C–D–E ] ⇡ [ ][ ]
[ ]2
[A–B–C–D ] [B–C–D–E ]
[B–C–D ]
,
[A–B–C–D E ] ⇡ [ ][ ]
3[ ]2
[ ]2[ ][ ]2
[D–C–B–E ] [D–C–B–A ] [A–B–C E ]






The number of motifs in an unclustered k-regular graph with N nodes are the following:
[ ] = N , [ ] = Nk ,
[ ] = Nk(k   1) , [ ] = Nk(k   1)(k   2) ,
[ ] = Nk(k   1)2 , [ ] = Nk(k   1)3 ,
[ ] = Nk(k   1)2(k   2) .
(20)
3-regular network: neighbourhood model
When k = 3 it is only feasible to extend the neighbourhood approximation to next nearest neigh-
bours (n = 3). This entails considering the central node, its three neighbours and then the state
of the two additional nodes connected to each of these neighbours (Figure 2). Ignoring symmetries
which could be used to reduce the dimensionality of the system, this extended neighbourhood
model requires 432 ODEs. The calculation of the external force of infection is also more complex,
both due to the number of overlapping nodes that need to be considered, but also because some
of the nodes in the overlapping configuration do not play an active role in the infection being
considered, but must still feature in the calculation. However, with careful bookkeeping the set of
ODEs can be generated in a similar manner to those for the simpler neighbourhood model.
Extension to the degree-heterogeneous case
Considering the case where the network has heterogeneous degree distribution, the extension of
the neighbourhood model is straightforward but requires us to index the state variables with the
degree of the central node in the neighbourhood, e.g. write [Aky] for the expected number of nodes
of degree k in state A with y infectious neighbours and then (Eq 9) are unchanged. It is also
straightforward to carry out reinfection counting for generalised models as another index for the
state variables.
For motif-based expansion, however, the generalisation is not so obvious. One possibility is to
label state variables with the degrees of the nodes in question as in [46] and for the neighbourhood
model. Alternatively, one can consider a generalisation that does not involve extra indexing,
replacing the pairwise moment closure (Eq 6) with





where now [ ] is the expected number of nodes in the network, [ ] the expected number of pairs,
[ ] the expected number of 2-stars and so on.
4
Motivation for the reinfection counting pairwise model
One failing of the pairwise model (Eq 5) occurs during the early phase of disease invasion when
the density of infected individuals is low. In this phase, and due to the localness of transmission,
we would expect all pairs and triples containing one or more infected individuals to occur with a
probability that is of the same order (i.e. [IX] = O([I]), [IXY ] = O([I]), [XIY ] = O([I]) and all
symmetries of these quantities, for all X, Y 2 {S, I}). This is because even triples such as [III]
can be created from a single infected individual by two relatively likely events – infection to either
side before recovery. Hence all pairs and triples containing infection should occur at the same
order – this highlights the strength of correlations in the early dynamics as without the action of
such correlations triples such as [III] would be vanishingly rare.
However this early scaling behaviour is not captured by the triple closure for one particular
(but common) case. Examining the Kirkwood closure we have:





This failing is because the closure approximation is trying to put together two unlikely pairs ([IS]
and [SI]) without accounting for the fact that this triple can be formed from an [III] triple where
the central individual recovers back to the susceptible state. A similar failure will occur for the
neighbourhood approximation when performing the closure that gives the force of infection (i.e.
the force of infection on a susceptible contact of a central susceptible individual).
One way of ensuring the true scaling during this early phase is to di↵erentiate between sus-
ceptible individuals that have never been infected and those that have recovered from infection;
however this just delays the problems. We therefore choose to index individuals by the number of
times they have been infected (i.e. [Sp] and [Ip] for individuals infected p times). Hence all indi-
viduals start life as S0, then when first infected move into the I1 class, then on recovery they move
into the S1 class, than on subsequent infection they progress into the I2 class, etc. This produces
an infinite cascade of states, which we truncate to make numerical progress. We fix an upper limit
L, which determines the size of this cascade; as such, individuals of type SL on infection produces
individuals of type IL. Hence those individuals in class SL or IL have been infected L or more
times.
We note that this improved pairwise model will only be of benefit during the early growth
phase of an outbreak; at equilibrium we will inevitable reach the situation where all individuals
have been infected at least L times and hence the equilibrium prevalence predicted by this model
and the standard pairwise model must be identical. Somewhat surprisingly, though, the endemic
equilibrium of the pairwise model is approached well before the reinfection counting upper limit L
is reached. An intuitive explanation for why this is the case can be obtained by considering that
in order to reach endemicity, triples of the kind [IpS0Iq] must become prevalent where the Ip and
Iq were first infected by a route that did not involve the central S, i.e. when the infection is about
to invade completely a loop in the network (no matter how large). In other words, the reinfection
counting does not address the inability of the pairwise model of capturing the impact of loops
in the network. Reinfection counting can accurately adjust for the case where such a triple was
(for example) created by the events [ISS] ! [IIS] ! [III] ! [ISI], but not the case where the
central individual has only ever been susceptible.
5
Computation of system’s dimension
We have noted that as k, m or n becomes large, the dimension of the system, and hence the number
of equations needed to capture its behaviour becomes large. Here we show how to compute the
number of distinct possible states of a neighbourhood (and hence the dimension) using a recursive
approach.
For the neighbourhood model, each neighbourhood consists of a central node and k branches.
Denote by nS, Bn and Nn the numbers of distinct states of a single node, the dimension needed
to capture a branch of an n-neighbourhood and the dimension of the entire n-neighbourhood,
respectively. For a regular graph, N1 = nS and B2 = nS, and for the SIS model on a regular graph
nS = 2.
For a k-regular network, the central node of an n-neighbourhood can be in any of the nS states,
and for each of its state, each of the k branches can be in any of the Bn states, so that:
Nn = nS
✓
k +Bn   1
k
◆
  1 n = 2, 3, . . . (22)
The ‘ 1’ comes from the fact that probabilities in being in each possible state sum to 1. The
binomial coe cient in (Eq 22) comes from a combinatorial argument, considering the number of
ways branches can be arranged around the central node (accounting for symmetries).
The value of Bn can be computed in a similar fashion, as the branch of a n-neighbourhood
consists of a root node (attached to the central node of the neighbourhood), which can be in any
of the nS states, and k   1 sub-branches. Therefore:
Bn = nS
✓
k   1 + Bn 1   1
k   1
◆
n = 2, 3, . . . (23)
(Eq 22) and (Eq 23) take into account symmetries to reduce the dimensionality of the system.
However, if equations are generated automatically, it might be simpler to number each branch and
maintain the order of the branches, resulting infNn = nSBkn (24)
equations.
The approach described above applies to the neighbourhood model, and therefore covers also
the cases of k = 2 when the number of nodes m is odd. Alternative, for any m, the number of
possible combinations is nmS = 2
m, but the dimension of the equations can be reduced by considering
symmetries within the system which mean that some combinations are e↵ectively counted twice.
Consider the odd and even m cases separately. When m is odd, the configuration is symmetric
when the left-hand (m   1)/2 nodes are the mirror image of those on the right, whatever the
state of the central node; hence there are 2⇥ 2(m 1)/2 symmetric combinations. So non-symmetric
cases (of which there are 2m   2(m+1)/2) are counted twice (themselves and their mirror-images);




2m   2(m+1)/2⇤+ 2(m+1)/2   1 = 2m 1 + 2(m 1)/2   1 .
Similarly, whenm is even, the number of symmetric combinations is 2m/2, and hence the dimension




2m   2m/2⇤+ 2m/2   1 = 2m 1 + 2(m/2) 1   1 .
6
