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Abstract 
The purpose of this research is to build and design a mobile robot that use a navigation system based on embedded Linux. The 
method of this research is by literature review method, experiment method and designing method. Analysis of the research will 
be done by collecting data and information from the reading of sensors that is used and compare the information that we get with 
the actual condition. The sensors are distance sensor IR Range, direction sensor digital compass module, camera and comparing 
latency of different Linux kernel. The result that we get are like the best reading distance of the distance sensor which is the IR 
Ranger are ±3-30 cm, digital compass module can read the value of a direction and produce the value well if there is not any 
material that contains magnetism that can disturb the reading of digital compass module, camera can detect object well by their 
color and by using the result of IR Ranger reading and digital compass module, robot can work and move independently in 
tracing the way and keep distance with the object. 
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1. Introduction 
    Autonomous robot or usually called automatic robot has become a topic that has been discussed and be the centre 
of attention in recent years along with the rapid technological development. An Autonomous Robot must have the 
ability to recognize the situation and get the information of an environment can work independently and can process 
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all the information that it got and responded as how it required to be. Main problem of the Autonomous Robot are to 
recognize and get information from the environment’s situation, to help completing and finishing the task given to 
the robot so sensors are used as tool to aid the robot for recognizing the environment1. This research focus on how 
the robot can recognizing the environment and processing the data that the robot get so it can finished the task given 
well. The target of this robot is to use the data and information that the robot gets from using the sensor and 
completing the task well. 
    On this research we used infrared sensor to measure the distance. According to research by G. Benet, F. Blanes, 
J.E. Simo and P. Perezon 2002 2, infrared sensor was cheaper than ultrasonic sensor and has faster respond time but 
because of the infrared sensor has a non-linear behavior and it depends on the reflectance of surrounding objects so 
the result that we get from infrared sensor is not too accurate because there is many other factor that effecting the 
reading of infrared sensor. There are so many factors that affecting the infrared sensor so the result for mapping the 
environment that is built using this type of sensor has a low quality so most of the sensor is used only to determine a 
distance. 
    Using the camera, we aim to make the robot can determine the object in the front of robot. An essential task for an 
automatic robot is to move safely on an environment that still undefined or unknown for the robot, probably it will 
use the artificial vision to detect and recognizing surroundings3. Based on the research by G.Gini4, he got a result if 
a special condition of surroundings can affect the visual record of the camera so that it will hold up the working 
process of the camera so to prevent all of that thing for happening we must know the condition of the area where the 
camera of the robot will take place for testing5. 
The goal of this research is to build mobile robot that can find a room in a maze that has a red circle on the wall, 
and turn back to home position. Robot can navigate itself from avoidance, and must have fast enough response from 
the environment. We use Embedded Linux5 on BeagleBone ARM board, OpenCV for image processing6, and Qt for 
programming framework7. 
2. Methodology 
On this research we do two kinds of separate design such as the design for hardware and the design of 
software.As can be seen of below figure of the block diagram of the design for hardware and the design of software: 
 
 
Fig. 1. Electronic System Block Diagram 
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Following are the description of each module that is used on the design from Figure 1: 
1. Line Sensor, used to detect line. 
2. USB Wi-Fi, used to do communication via TCP/IP. 
3. USB Camera, used to detect the red object. 
4. IR Ranger, used to measure the distance. 
5. Beaglebone Black, used as the main controller. 
6. Driver Motor, used as the controller of motor current. 
7. Compass Module, used to determine direction. 
8. Motor, used to make the robot move. 
 
 
Fig. 2. Block Diagram Architecture of the software 
 
Following are the description of each program class that is used on the design from figure 2: 
1. Qgpio, used to access the GPIO. 
2. Qpwm, used to produce the PWM for I/O. 
3. Quart, used to do communication via serial communication. 
4. Qi2c, used to do communication via i2c communication. 
5. Qadc, used to do conversion from analog to digital. 
6. OpenCV, as the library for image processing. 
7. C170, used to take a picture. 
8. CMPS10, used to access the CMPS10 module. 
9. GP2Y0A41SK0, used to take the data from distance sensor. 
10. Sensor, used to collect all the data from sensor. 
11. Actuator, used to access the actuator. 
12. Controller, used to control the process and algorithm. 
13. Mazesolver, the main class as the connector for other classes. 
Whereas for the design to put the component and devices for the robot, it displayed on the following layout of the 
robot : 






Fig. 3 (a)Top Layout of The Robot (b) Robot Top View 
 
As can be seen from figure 3 there are some devices such as: 
A. IR Ranger Sensor Rear Right (Right 90°) 
B. IR Ranger Sensor Rear Left (Left 90°) 
C. IR Ranger Sensor Middle Right (Right 45°) 
D. IR Ranger Sensor Middle Left (Left 45°) 
E. IR Ranger Sensor Front Right (Right 0°) 






Fig. 4. (a) Side Layout of The Robot (b)  Robot Side View 
 
As can be seen from figure 4 there are some devices such as : 
A. Camera 
B. Regulator 
C. IR Ranger Sensor Middle Left (Left 45°) 
D. IR Ranger Sensor Front Left(Left 0°) 
E. BeagleBone-Black 
F. IR Ranger Sensor Rear Left (Left 90°) 
G. WiFi Dongle 
H. Buzzer 
I. Battery 
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J. Motor Driver 
K. LCD 
L. On/OffSwitch 
M. CMPS10 (Digital Compass Module) 
     
    In doing the research, to test the distance sensor we do an experiment with pointing the IR Ranger sensor to a 
white object that is flat such as wall and we count and take note of every 1cm increment to determine a good reading 
result of the sensor. For the compass module we compare the result of the reading with the analog compass and 
digital compass from Smartphone. For camera we use a red object to determine if the camera can detect and process 
the image of the detected red object. For testing the kernel we calculate the latency that is produced by the kernel 
with two conditions, without load and with load which is there is a looping process that is running on the kernel. For 




Fig.5. (a) Tree Graph Node Track (b)  Layout Track 
 
    As for the stability of robot’s movement we use PID formula to maintain the stability of the robot’s movement. 
PID stands for Proportional, Integrative and Derivative. Proportional used to determine the value of reaction from 
occurring errors, Integrative used to determine the SUM of the value from all occurring errors and Derivative used 
to determine the changes that happen between earlier error and present error. The common formula for PID 
controller is : 
࢛ሺ࢚ሻ ൌ ࡹࢂሺ࢚ሻ ൌ ࡷ࢖ כ ࢋሺ࢚ሻ ൅ ࡷ࢏ ׬ ࢋሺ࣎ሻࢊ࣎ ൅ ࡷࢊ ࢊࢊ࢚ ࢋሺ࢚ሻ
࢚
૙     (1) 
 
From (1) equation, as discrete we can make following equation : 
܍ܖ ൌ ܞ܌܍ܛȂ ܞ܉܋ܜܝ܉ܔ        (2) 
 
܀ܖ ൌ ۹۾ ൉ ܍ܖ         (3) 
 
܀ܖ ൌ ܀ܖȂ૚ ൅ ۹۾ ൉  ሺ܍ܖȂ ܍ܖȂ ૚ሻ ൅ ۹۷ ൉  ሺ܍ܖ ൅ ܍ܖȂ ૚ሻȀ૛                   (4) 
 
܀ܖ ൌ ܀ܖȂ૚ ൅ ۹۾ ൉ ሺ܍ܖȂ܍ܖȂ૚ሻ ൅ ۹۷ ൉ ሺ܍ܖ ൅ ܍ܖȂ૚ሻȀ૛ ൅ ۹۲ ൉ ሺ܍ܖ െ ૛ ൉ ܍ܖȂ૚ ൅ ܍ܖȂ૛ሻ  (5) 
Which : 
x Kpis the constanta of Proportional. 
x Kiis the constanta of Integrative. 
x Kdis the constanta of Derivative. 
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x enis the value of present error. 
x Rnis the value of the result output after the calculation 
 
    As for getting the value of distance read by IR Ranger as the distance sensor we use non-linear regression 
equation and median filter for making the result we get to be more accurate as how it should be. We use a quadratic 
function of the non-linear regression as the formula for out calculation. The quadratic function formula can be seen 
below: 
ࢅ ൌ ࡭Ǥࢄ࡮        (6) 
 
Which for our calculation we input the Constanta for the equation (6) so we can get the exact value to be more 
accurate as the actual value, the equation will become: 
    ࢅ ൌ ૚૛Ǥ ૠૡ૞૜Ǥࢄି૙Ǥૡ૛૝૛          (7) 
 
3. Experimental Result 
    The result that we get from the experiments that we did can be seen on the following figure and graph to show 
and verificate the research and experiment that we had done: 
 
 
Fig.6. Sensor Distance Reading with Actual Distance Graph 
 
 
Fig.7. Sensor Reading’s Error Graph 
 
    As can be seen on figure 7, when the measured distance is still below 30 cm the sensor’s distance reading still 
show a good accuracy compared to the actual distance measured. On figure 9 can be seen that when the sensor’s 
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reading has been more than 30cm the distance measured is off the line from how it supposed to be and on figure 10 
can be seen when the distance measured still below 30cm the error from the sensor is around 5% and when the 
distance measured is more than 30cm the error reach 20%. All that result show that it fits with what explained on the 
sensor’s datasheet. Because on the datasheet shows that the ideal distance for the sensor’s reading is around 4-30 cm 
so sometimes the error could be gone until 0% as can be seen on range 24-25cm from graph on figure 7. 
 
(a) (b) 
Fig. 8. (a) Compass Measured Direction Graph (b) Compass’ Reading Error Graph 
 
    (a) (b) 




Fig. 10. Robot Stability Movement Graph 
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    As can be seen of figure 8 there is differences between the digital compass module’s reading compared to analog 
compass and digital compass. The graphs show us that digital compass result is more accurate compared to analog 
compass based on figure 8 (b) error’s graph. 
    Based on figure 10 can be seen that there are difference between four of the motors used, even on rotation per 
minute or even the current needed by the motor. The big difference between the left motor and right motor which is 
the current needed by the left motor is bigger than the right motor affecting the rotation per minute of the motor to 
be different as well. Because the rotation per minute of four of the motors are different so sooner or later the robot 
will be moving out of it track, as can be seen on figure 13 to 15. 
    From the graphs on figure 11 and 12 can be seen that even on the without load and with load condition the Linux 
Beaglebone kernel has lower latency so it means that Linux Beaglebone kernel 3.8 has better performance. 
 
 




Fig. 12. Latency on With Load Condition 
 




Fig.13. (a) Red Object Detection On Intensity 4 lux (b) Red Object Detection On Intensity14 lux (c) Red Object Detection On Intensity 92 lux (d) 
Red Object Detection On Intensity152 lux 
 
    On some picture on figure 13 can be seen that on low light intensity, the detection of red object is blur or not to 
clear and the detected shape is not same as how the object should be and when the light intensity is high the shape of 
detected object almost the same and has more solid color processed can be seen on 4 lux intensity the result of 
object detection is blur on the middle and when on 152 lux intensity the result of the object detection was fully 
detected. 
4. Conclusion 
    The created mobile robot on this experiment can measure distance well and gave more accurate result on range 
about 10cm to 30cm. The object detection by using the camera gave a result that it can be used to detect the color of 
an object well if the light intensity around the object and the camera around 4 lux to 152 lux, around that light 
intensity range camera still can detect the color of the object, on this experiment a red object well. The best PWM 
that can be used around 20% to 40% because at that PWM percentage the difference between four of the motors are 
little. 
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