In the context of panel ordered-response structures, the current paper compares the performance of the maximum-simulated likelihood (MSL) inference approach and the composite marginal likelihood (CML) inference approach. The panel structures considered include the pure random coefficients (RC) model with no autoregressive error component, as well as the more general case of random coefficients combined with an autoregressive error component. The ability of the MSL and CML approaches to recover the true parameters is examined using simulated datasets.
INTRODUCTION
Ordinal discrete data arise in several empirical contexts, including ratings data (of consumer products, bonds, credit evaluation, movies, etc.), or likert-scale type attitudinal/opinion data (of air pollution levels, traffic congestion levels, school academic curriculum satisfaction levels, teacher evaluations, etc.), or grouped data (such as bracketed income data in surveys or discretized rainfall data).
Several of these applications have modeled the case of either repeated ordinal choice data (such as would be obtained from a stated preference exercise in which each respondent is asked to provide, at the same cross-sectional point in time, her/his opinion of a product multiple times based on varying the attributes of the product) or panel-based ordinal data (similar to repeated choice data, except that these are actual revealed choices made by individuals over a period of time). In this paper, the focus is on the latter case because restricted versions of the models for panel data may be applied to repeated choice data. Within this panel context, the norm in the literature is to introduce random effects and/or random parameter heterogeneity to accommodate panel effects. Such terms lead to integration in the likelihood function during estimation, resulting, in general, in the need to use numerical simulation techniques based on a maximum simulated likelihood (MSL) approach (for example, see Bhat and Zhao, 2002 , Greene, 2005 , Greene and Hensher, 2010 or a Bayesian inference approach (for example, see Müller and Czado, 2005, Girard and Parent, 2001) . However, such simulation-based approaches can become infeasible for some panel model specifications and for long panel data. Even if feasible, the numerical simulation methods can be time-consuming and can lead to convergence problems during estimation. For instance, Bhat et al. (2010a) find that standard classical MSL approaches can be imprecise and have poor convergence properties, and Müller and Czado (2005) find that standard Bayesian MCMC approaches can be problematic for panel ordered response model estimations due to bad convergence properties. As a consequence, another inference approach that has seen some use recently is the simulation-free composite marginal likelihood (CML) approach. This is an estimation technique that is gaining substantial attention in the statistics field, though there has relatively little coverage of this method in econometrics and other fields.
The CML method, which belongs to the more general class of composite likelihood function approaches, is based on forming a surrogate likelihood function that compounds much easier-tocompute, lower-dimensional, marginal likelihoods. Under usual regularity assumptions, and based on the theory of estimating equations (see Lindsay, 1988, Cox and Reid, 2004) , the CML estimator is consistent and asymptotically normal distributed (this is because of the unbiasedness of the CML score function, which is a linear combination of proper score functions associated with the marginal event probabilities forming the composite likelihood). The maximum CML estimator should lose some efficiency from a theoretical perspective relative to a full likelihood estimator (if this is feasible), but this efficiency loss appears to be empirically small (see Zhao and Joe, 2005 , Lele, 2006 , and Joe and Lee, 2009 .
1 Besides, the MSL approach also loses efficiency since it involves simulation of the true analytically intractable likelihood function (see McFadden and Train, 2000) . Moreover, there is always some simulation bias in the MSL method for finite number of simulation draws, and the consistency of the MSL method is guaranteed only when the number of simulation draws rises faster than the square root of the sample size (Lee, 1995 and Train, 2000) . Overall, the CML approach has some appealing properties relative to simulation techniques: It is consistent, represents a conceptually, pedagogically, and implementationally simpler procedure, and has the advantage of reproducibility of results.
The focus of this paper is on comparing the performance of the maximum-simulated likelihood (MSL) approach with the composite marginal likelihood (CML) approach in panel ordered-response situations when the MSL approach is feasible. 2 We use simulated data sets with known underlying model parameters to evaluate the two estimation approaches. The ability of the two approaches to recover model parameters is examined, as is the sampling variance and the simulation variance of parameters in the MSL approach relative to the sampling variance in the CML approach. The computational costs of the two approaches are also presented.
3
The rest of this paper is structured as follows. In the next section, we present alternative model structures for panel ordered-response models, and discuss the maximum simulated likelihood (MSL) estimation method and the maximum CML estimation methods in the context of each of the alternative panel structures. Section 3 presents the experimental design for the simulation experiments. Section 4 presents the performance measures used for the comparison of the MSL and CML approaches, while Section 5 discusses the results. Section 6 concludes the paper by highlighting the important findings.
MODEL STRUCTURE
Let q be an index for individuals (q = 1, 2, …, Q), and let j be an index for the j th observation (say at time qi t ) on individual q (j = 1, 2, …, J, where J denotes the total number of observations on individual q). 4 Let the observed discrete (ordinal) level for individual q at the j th observation be m qj (m qj may take one of K values; i.e., m qi ∈{1, 2, …, K}). In the usual random-effects ordered response framework notation, we write the latent variable ( 
where qj x is a (H×1)-vector of exogenous variables (including a constant), q β is an individualspecific (H×1)-vector of coefficients to be estimated that is a function of unobserved individual attributes, qj ε is a standard normal (or logistic) error term uncorrelated across individuals q (but it may be correlated across observations j (j = 1, 2, …, J) of the same individual, depending upon the analyst's specification) , and ). 5 Assume that the q β vector in Equation (1) is a realization from a multivariate normal distribution ) (β φ with a mean vector b and covariance matrix ,
where L is the lower-triangular Cholesky factor of Ω. Also, assume that the qj ε term, which captures the idiosyncratic effect of all omitted variables for individual q at the j th choice occasion, is independent of the elements of the q β and qj x vectors.
We now discuss four different model structures, based on different assumptions about the q β vector.
Random-Effects Model
The simplest panel model is one that includes an individual-specific constant term, but does not consider heterogeneity in other parameters in q β across individuals q. Thus, we write (2) q η in the above equation is an individual-specific random term that generates a correlation in the propensity across all of individuals q's J observed choice occasions. It is typical to consider the heterogeneity term q η to be normally distributed. However, other distributions may also be empirically tested, such as the logistic distribution with fatter tails. But the consideration of a normally distributed q η with a standard normally distributed qj ε is natural and convenient here, which is what we will assume. The result is the standard textbook random-effects ordered- 5 The model can be generalized in many ways, though the model as written is the most familiar and common panel version of the ordered-response model. For instance, the mean vector b of β q can be a function of observed individual attributes. However, this can be accommodated without any complications by redefining x qj to include interaction terms. Also, one can label the coefficient vector on the x qj variable vector as β qj (rather than β q ) to allow for fixed or random elements of response specific to period j, and to capture random heterogeneity in response across individuals and choice occasions (see Bhat and Sardesai, 2006) . This relabeling also then allows observed individual and choice occasion specific variable effects to be introduced in the covariance matrix of β qj . Finally, one can also include heterogeneity in the variance of ε qj and accommodate heterogeneity in the thresholds ψ 2 ,ψ 3 ,…< ψ
through careful parameterizations to ensure the ordinality conditions on the thresholds (see Eluru et al., 2008) . However, all these generalizations cause an explosion in parameters, and need very rich data sets to estimate parameters.
response model, which takes the same form as the random-effects binary choice model proposed by Butler and Moffitt (1982) .
Maximum Simulated Likelihood (MSL) Estimation of Random-Effects Model
The MSL estimation of the random-effects model is relatively straightforward. 
The unconditional likelihood of the observed choice sequence is obtained by integrating out the term q η :
where
, ψ is the vector of all threshold bounds, ) (⋅ Φ is the univariate standard normal cumulative distribution, and ) (⋅ φ is the corresponding univariate standard normal density function. Finally, the log-likelihood function may be written as:
The log-likelihood function above can be maximized using Gauss-Hermite Quadrature or using a simulation method. Since, the function entails only a one dimensional integral, estimation is generally very fast and there is no convergence-related problems.
Composite Marginal Likelihood (CML) Estimation of Random-Effects Model
The composite marginal likelihood (CML) estimation approach (see Varin, 2008 , Varin et al., 2011 , and Bhat et al., 2010a for good reviews) is a relatively simple approach that can be used when the full likelihood function is cumbersome or plain infeasible to evaluate due to the underlying complex dependencies, as is the case with certain specifications of panel models that entail high dimensional integration in the likelihood function. While there have been recent advances in simulation techniques within a classical or Bayesian framework that assist with such model estimation situations (see Bhat, 2003 , Beron and Vijverberg, 2004 , and LeSage, 2000 , these techniques are impractical and/or infeasible in situations in some panel ordered-response situations (see, for example, Varin and Czado, 2010) . Further, even when the integration is of low dimension, the CML method may have a substantial edge in terms of computation speed.
The CML method, which belongs to the more general class of composite likelihood function approaches (see Lindsay, 1988) , is based on forming a surrogate likelihood function that compounds easier-to-compute, lower-dimensional, likelihoods of marginal events. In panel data, the simplest CML, formed by assuming independence across observed choice instances from the same individual, entails the product of univariate densities (for continuous data) or probability mass functions (for discrete data). However, this approach does not provide estimates of dependence among the individual observations. Another approach is the pairwise likelihood function formed by the product of power-weighted likelihood contributions of all or a selected subset of couplets (i.e., pairs of observed events). This pairwise method corresponds to a composite marginal approach based on bivariate marginals. For individual q, the pairwise likelihood function is:
where q w is a power weight to be chosen based on efficiency considerations (see Kuk and Nott, 2000 , Zhao and Joe, 2005 , Joe and Lee, 2009 . When the number of choice occasions are the same across individuals, as we assume in the current paper, this power weight term may be ignored and arbitrarily set to one for each individual. When the number of choice occasions are different across individuals, setting q w to be one for all individuals will give more weight to individuals who have more choice occasions than to individuals who have fewer choice occasions. In this situation, the weights to be used are discussed in Section 2.5. 6 A note about the CML method is in order here. The CML method is helpful when there are multiple observed events, with the events being dependent because of covariance in the underlying latent variables generating the events. This is the case when one is dealing with panel choice data, or with the case of cross-sectional choice data with spatial and/or social dependence across the choice instances of decision agents, or with combinations of the two. In these situations, the multivariate probability of the dependent events in the likelihood function is replaced in the CML approach by a compounding of the probabilities of lower dimensional events (such as the likelihood of each pair of observed choice instances from the same decision agent in panel data, or the likelihood of each pair of observed choice instances of different decision agents in dependent cross-sectional data). Of course, the CML To write the pairwise likelihood function in terms of the parameters to be estimated in the simple random-effects model, note that the joint distribution of the latent variables 
Random Coefficients Model
In this model, the coefficients on the exogenous variables are also considered to be randomly distributed. Going back to Equation (1), assume that q β is multivariate normal distributed with cannot break down a multivariate probability expression in cases where individual events themselves are of high dimension. For instance, consider a cross-sectional multinomial probit model with independent probabilities across decision agents. When the number of alternatives involved is high, the probability of choice for each individual takes the form of a high multivariate normal cumulative distribution (MVNCD) function. In this case, the MVNCD function evaluation for each agent has to be evaluated using simulation or other analytic approximation techniques (see Bhat, 2011 for a detailed discussion). 7 The random effects specification is considered here just by way of introducing the CML method for a simple specification. Given the single dimensional integral in the full likelihood function for the random effects orderedresponse model, there is really no reason to use the CML estimator in this random effects case. Indeed, the CML estimator involves developing all pairwise probabilities, which, in general, will be more time consuming than using fast quadrature or other techniques on the full likelihood function. However, the situation becomes different for the other cases discussed next. , where q β is multivariate normal distributed with a mean vector of zeros and a covariance matrix given by Ω .
Note that it is not necessary that all elements of the q β be random. That is, the analyst may specify fixed coefficients on some exogenous variables in the model, though it will be convenient in presentation to assume that all elements of q β are random.
Maximum Simulated Likelihood Estimation
The likelihood function contribution of individual q for the random coefficients model is:
where ( ) . f is multivariate normal density function with mean vector b and covariance Ω
The log-likelihood function is:
8 One may also consider non-normal distributions for the random coefficients. In general, doing so does not allow the analytic development of the joint distribution of the latent variables ) ,..., , ( * * 2 * 1 qJy y y , which is needed for the use of the composite marginal likelihood (CML) method (normality, on the other hand, leads to a multivariate normal distribution for the latent variables because of the conjugate addition property of the normal distribution). On the other hand, the MSL approach is generic and applicable for both normal as well as non-normal distributions. While there have been several applications of a non-normal distribution for random coefficients (such as on the cost coefficient), as indicated by Bhat (2011) , it has been well known that using non-normal distributions can lead to convergence/computational problems in the MSL approach, and it is not uncommon to see researchers consider nonnormal distributions only to eventually revert to the use of a normal distribution (see, for example, Bartels et al., 2006 and Small et al., 2005) . Recently, Bhat and Sidharthan (2012) have come up with a new approach to introduce non-normality in unordered-response that still allows the use of the CML estimation approach, thus doing away with the computational problems of the MSL. Specifically, they propose the use of a multivariate skew normal (MVSN) distribution for the random coefficients. The MVSN distribution is tractable, parsimonious in parameters that regulate the distribution and its skewness, and includes the normal distribution as a special interior point case. It also is a very flexible unimodal density structure that allows a "seamless" and "continuous" variation from normality to non-normality, and can replicate a variety of smooth unimodal density shapes with tails to the left or right as well as with a high modal value (sharp peaking) or low modal value (flat plateau). At the same time, the joint distribution of the latent variables takes a MVSN form, which lends itself nicely to the use of the CML inference approach. In this paper, we use a multivariate normal distribution for the random coefficients, and leave the extension to the nonnormal case (a la Bhat and Sidharthan, 2012) for a future effort. (9) is easier since it entails integration over the entire real domain (from -∞ to +∞) rather than a rectangular bounded domain in the alternative form. So, we use Equation (9) as the likelihood function for the random coefficients model.
The estimation of the log-likelihood function in Equation (10) cannot, in general, be pursued using quadrature techniques due to the curse of dimensionality. Instead, it is typical to use quasi-Monte Carlo (QMC) techniques for simulation estimation (Bhat, 2001 (Bhat, , 2003 . To ensure the positive definiteness of the covariance matrix Ω , the likelihood function contribution of individual q of Equation (9) is rewritten in terms of the Cholesky-decomposed matrix L of Ω .
The maximum simulated likelihood approach then proceeds by optimizing with respect to the elements of L rather than Ω . Once convergence is achieved, the implied covariance matrix Ω may be reconstructed from the estimated matrix L.
While there have been important advances in terms of the QMC based simulation of the mixed panel models for random coefficients, these QMC methods continue to be quite expensive for the usual sample sizes encountered in practice. Besides, even for low to moderate dimensions of integration (of the order of four to seven), the numerical simulators can lead to numerical instability, non-convergence, and imprecision problems as the number of dimensions increases. Bhat et al. (2010a) find another bothersome issue with these MSL simulation methods even for low to moderate dimensions in that even if the log-likelihood function is computed with good precision, so that the simulation error in the estimated parameters is small, the computation of the numerical Hessian is not very reliable. But a good estimate of the Hessian is needed for the sandwich estimator of the covariance matrix in the MSL method (the alternative of using the inverse of the cross product of the first derivatives is not appropriate in the MSL because of simulation noise introduced when using a finite number of draws per individual, see McFadden and Train, 2000) . The only way out of the problem is to compute the log likelihood function with a very high level of precision, which can lead to high computational times even at low dimensions.
CML Estimation
The pairwise marginal likelihood function for the random coefficients panel ordered-response model is much simpler than the full likelihood function in Equation (9), as also suggested by Renard et al. (2004) . The logarithm of the pairwise likelihood function is:
The asymptotic variance expression is given by the sandwich estimator, as discussed earlier in Section 2.1.2.
The random coefficients model is commonly referred to as the mixed model in the literature, and the CML approach above is an alternative to the commonly used MSL approach.
As in the MSL case, one can ensure the positive-definiteness of Ω in the CML method by writing the logarithm of the pairwise-likelihood in terms of the Cholesky-decomposed elements
of Ω and maximizing with respect to these elements of the Cholesky factor. Essentially, this entails passing the Cholesky elements as parameters to the optimization routine, constructing the Ω matrix internal to the optimization routine, and then picking off the appropriate sub-matrix for the pairwise likelihood components. 
Random Effects Autoregressive Structure
The standard random-effects ordered-response model of Equation (1) allows easy estimation, since there is only a one-dimensional integral for each individual. However, the assumption of equal correlation across the multiple observations on the same individual is questionable, especially for medium-to-long panels. An alternative would be to allow a time-stationary error component, but also allow serial correlation within each subject-specific series of observations (see Varin and Czado, 2010 and Bhat et al., 2010a consider a similar model but for the unordered multinomial probit (MNP) model rather than the multivariate ordered-response system considered here). For instance, one may adopt an autoregressive structure of order one for the 9 In the random coefficient case when K < J, and K ≤ 3, the MSL estimation is likely to be preferable to the CML. This is because integrating over up to three dimensions is quite fast and accurate using quasi-Monte Carlo simulation techniques. This is particularly so when J is also large, because the number of pairings in the CML is high. For the case when K < J and K > 3, or K ≥ J > 3, the CML is likely to become attractive, because of the MSLrelated problems mentioned earlier for moderate dimensions of integration. For example, when K = J = 5, as in our simulation exercise discussed later, the CML is fast since it entails the evaluation of only 10 probability pairings for each individual (each pairing involving bivariate normal cumulative distribution function evaluations) rather than a five-dimensional integration for each individual in the MSL estimation. Note that one may be tempted to think that the CML loses this edge when J becomes large. For instance, when J = 10, there would be 45 probability pairings for each individual in the way things have been presented so far. But the surrogate likelihood function in the CML estimation can be formulated in many different ways rather than the full pairings approach presented here. Thus, one could consider only the pairing combinations of the first five (or five randomly selected) choice occasions for each individual, and assume independence between the remaining five choice occasions and between each of these remaining choice occasions and the choice occasions chosen for the pairings. Basically, the CML approach is flexible, and allows customization based on the problem at hand. The issue then becomes one of balancing between speed gain/convergence improvement and efficiency loss. Besides, the CML can also use triplets or quadruplets rather than the couplets considered here. Overall, how exactly to form a CML function remains a wide open area of empirical research (especially because a precise theoretical analysis of the properties of the CML estimator is not possible except for the simplest of models), though it is generally accepted that the full pairwise approach tends to be a good balance between estimation speed and estimator efficiency for many empirical contexts (see Bhat et al., 2010a) . 
Maximum Simulated Likelihood Estimation
The random effects autoregressive model structure, while much more realistic than the simple random effects, also costs dearly in terms of computational time. In particular, rather than a single dimension of integration, we now have an integral of dimension J for individual q. The likelihood function for individual q is: φ is the J-variate standard multivariate normal density function. The integral above may be evaluated using the Geweke-Hajivassililiou-Keane (GHK) simulator (see Geweke, 1991 , Hajivassiliou and McFadden, 1998 , and Keane, 1994 or the Genz-Bretz (GB) simulator (Genz and Bretz, 1999; Mi et al., 2009) , which are among the most effective simulators for evaluating rectangular multivariate normal probabilities (i.e., bounded as opposed to unbounded limits of integration). Positive definiteness of the correlation matrix is guaranteed as long as 0 > σ , and 1 0 < < ρ , which can be easily imposed through appropriate parameterizations.
The problems with the MSL approach for the random-effects autoregressive model are similar to the ones discussed earlier in the context of the random coefficients model. However, while the dimension of random coefficients and therefore the dimensionality of the integration may be relatively low for the random coefficients model, the number of observations per individual, and therefore the dimensionality of integration, can be very high for the randomeffects autoregressive model. For instance, in Varin and Czado (2010) , the authors examine the headache pain intensity of patients at different points of time during the day and across several consecutive days. In this study, the full information likelihood estimation has of the order of 800 dimensions of integration for some of the individual-specific likelihood contributions, an infeasible proposition for model parameter estimation using any computer intensive simulation procedure.
Composite Marginal Likelihood Estimator
The pairwise marginal likelihood function for individual q in the random-effects autoregressive structure is: 
Compared to the MSL technique, the pairwise approach only entails bivariate normal distributions, which can be evaluated rapidly. The asymptotic covariance matrix may be obtained as the inverse of the Godambe sandwich information estimator, as in Section 2.1.2.
Random Coefficients Autoregressive Structure
This general structure combines the random coefficient structure with the autoregressive structure. The form of the model is as follows (using the same notations as earlier): 
The MSL estimation of the random coefficients autoregressive model is particularly cumbersome, and we are not aware of an earlier study considering such an ordered-response model even though it naturally arises as a combination of random coefficients and a first-order autocorrelation process (however, Keane (1997) considered a similar model for the unordered multinomial probit (MNP) model rather than the multivariate ordered-response system considered here).
Composite Marginal Likelihood Estimation
The pairwise function for individual q in the random coefficients autoregressive structure takes the same form as for the random coefficients structure (see in the random coefficients models). The logarithm of the pairwise likelihood function and the asymptotic variance expression of the estimator are obtained in the usual way.
Weights in CML Estimation
As discussed in Section 2.1.2, the pairwise likelihood function involves a weight term which must be chosen based on efficiency considerations. When the number of choice occasions is the same across individuals, the power weight q w for each individual may be set to In the current paper, we ignore the weight term, since we are focusing our simulation experiments on the case of the same number of choice occasions from each individual. 
SIMULATION STUDY
In the current paper, we assess the performance of the CML technique for panel ordered response models in the context of the random coefficients structure and the random coefficients autoregressive structure. This is because of three reasons. First, the random coefficients structure subsumes the random effects structure as a special case. Second, the random coefficients structure (without autoregressive error terms) has been extensively used in binary and ordered response modeling (for example, see Zhao, 2002, Greene, 2000) . The use of the CML technique can lead to a reduction in computational time for these mixed models, and may be the only practical approach if there are numerous random coefficients. Third, the random coefficients autoregressive structure is a general panel specification that subsumes all other structures as special cases.
Experimental Set-up
In the simulation set-up, we consider five choice occasions ) 5 ( = J per individual and 500 individuals, with five independent variables per choice occasion. While the number of choice occasions per individual and the number of independent variables per choice occasion can be much larger, we use five choice occasions and five independent variables so that the MSL estimation (which entails a five dimensional integral) is manageable in the context of the many MSL runs we undertake in the paper, while also being reasonably realistic of the kinds of panel setting encountered in practice. The intent is to compare the MSL estimation results and the CML results in terms of the ability to recover parameters as well as computational time. For all the datasets generated in the experimental design, the values of each of the five independent variables are drawn from a standard univariate normal distribution. In the subsequent two sections, we discuss the set-up for each of the random coefficients (RC) and the random coefficients autoregressive (RCA) structures in detail.
The RC Structure
In the RC structure, a coefficient vector q β (specific to each individual) is assumed and is drawn from a multivariate normal distribution with a mean vector of b (= 1.5, 1, 2, 1, 2). We then consider both independent realizations as well as correlated realizations for the coefficient vector The MSL and CML estimation procedures are applied to each data set to estimate data specific values of b,
(as appropriate), and the threshold vector random number that still preserves the uniformly distributed and equi-distribution properties of the underlying Halton sequence (referred to as the Tuffin-randomization in the literature; see Tuffin, 1996) , and (d) randomizing the assignment of Halton dimensions to the random coefficients (so that, for example, the Halton dimension that is based off the prime number two is assigned to say the first random coefficient in one of the simulation runs, while the same Halton dimension is assigned to a different random coefficient in another simulation run). Our experiments suggested that the best performance was obtained using a procedure that combined
Bratten-Weller scrambling with the Tuffin randomization as well as the random assignment of Halton dimensions to coefficients. Finally, while a higher number of draws per individual (based on the combination scrambling/randomization discussed above) generally provided improved results, we used 150 draws per individual, which is about what is typically used in most applications of the MSL procedure for ordered-response models. As we will indicate later, we also undertook the MSL estimation with 250 draws per individual, and the results were not substantially different. To assess and quantify simulation variance, the randomized and scrambled Halton-based simulation procedure is applied to each dataset 10 times with different (independent) randomized Halton draw sequences.
The RCA Structure
For the RCA structure, we generate q β vectors for each individual q based on the mean vector b (= 1.5, 1, 2, 1, 1) and a covariance matrix given by 2 Ω (we use the more general non-diagonal covariance matrix used in the RC structure for the RCA structure). The rest of the procedure is the same as the RC structure, except for the generation of the standard normal error terms ) ( qj ε .
Specifically, these error terms are now serially correlated for each individual q. We assume that this serial correlation gets manifested in the last four of the five observations for each individual, with the first observation error term 1 q ε for each individual randomly drawn from a standard normal distribution. That is, qj ε (j = 1, 2 …J) is generated for each individual q as follows: we applied the average magnitude of simulation standard error, (as a percentage of the nonsimulation adjusted finite sample standard error) as obtained from the non-diagonal RC structure to the non-simulation adjusted finite sample standard errors of the RCA non-diagonal structures to estimate the finite samplestandard error for each parameter. 13 The simulation errors estimated in this way for the RCA non-diagonal cases may be regarded as lower bounds of the true simulation errors, since the simulation errors are expected to be higher for the case with autocorrelation than without autocorrelation
The MSL and CML estimation procedures are applied to each data set to estimate dataspecific values of b, , 2 L , ψ and ρ . To ensure that 1 0 < < ρ , we re-parameterized ρ as follows:
. The MSL estimation procedure uses the GHK simulation procedure using 150 draws per individual of the randomized and scrambled Halton sequence (see Bhat et al., 2010a for a discussion of the GHK simulator in the context of ordered response models). 14 In terms of parameter search, the MAXLIK module in the GAUSS matrix programming software is used after coding both the MSL function and the corresponding analytic gradient function. The BFGS secant algorithm is employed for determining the direction of search and the STEPBT line search method is adopted for determining step length. We also experimented with other algorithms and line search methods, but none provided any computational or convergence benefits. Indeed, almost all of the other combinations of algorithm and line search methods took longer than the BFGS-STEPBT combination used in the paper.
PERFORMANCE COMPARISON BETWEEN THE MSL AND CML APPROACHES
In this section, we first identify a number of performance measures and discuss how these are computed for the MSL approach and the CML approach. The subsequent sections present the simulation and computational results.
Performance Measures
The steps discussed below for computing performance measures are for a specific covariance matrix pattern. For the RC model, we consider zero covariance across the random coefficients (diagonal covariance specification) and non-zero covariance across the random coefficients (nondiagonal covariance specification). For the RCA structure, we retain the non-diagonal covariance matrix specification of the RC structure and then consider two correlation patterns, corresponding to the autoregressive correlation parameter values of 0.3 and 0.7.
14 We use a Halton-based GHK procedure rather than a standard pseudo-random-based GHK procedure, because Halton-based procedures are faster (see Bhat et al., 2010a and Heiss, 2010) . Other possibilities to improve upon the standard GHK simulator, all of which are based on more efficiently computing the rectangular multivariate normal cumulative distribution function evaluations within the GHK simulator, include the use of (1) efficient importance sampling techniques as proposed by Liesenfeld and Richard (2010) , (2) decomposition techniques as proposed by Huguenin et al. (2009) , (3) the multivariate sparse grid (SG) Gaussian quadrature approach of Heiss and Winschel (2008) , (4) The SG approach combined with an efficient importance sampling (EIS) approach as employed by Heiss (2010) , and (5) the Laplace Approximation approach combined with a Gauss-Hermite quadrature technique of Joe (2008) . In the current paper, we do not undertake a comprehensive examination of the performance of these alternative GHK simulators (this is beyond the scope of this paper). Rather, we use the Halton-based GHK procedure for the MSL estimation.
MSL Approach
(1) Estimate the MSL parameters for each data set s (s = 1, 2, …, 50) and for each of 10 independent draws (the 10 independent draws are different across data sets), and obtain the time to get the convergent values and the standard errors. Note combinations for which convergence is not achieved. Everything below refers to cases when convergence is 
RESULTS

RC Structure
Tables 1a and 1b provide the results of the RC structure for the diagonal and non-diagonal cases, respectively. The tables provide the true value of the parameters (second column), followed by the maximum simulated likelihood (MSL) estimation results and the composite marginal likelihood (CML) estimation results.
The Diagonal Covariance Matrix Case
The columns under "parameter estimates" in Table 1a provides the mean parameter estimates across data sets and runs, as well as the absolute percentage bias (APB) values. These results indicate that both the MSL and CML methods perform reasonably well in recovering parameters.
Specifically, the APB values for the parameters range from 1.06% to 16.84 % for the MSL method and 0.71% to 10.38 % for the CML method. The mean APB using 150 Halton draws per individual in the MSL case is 7.75% (see the row of the table labeled "Overall mean value across 16 The CML estimator always converged in our simulations, unlike the MSL estimator. Another observation from the finite sample standard error estimates is that these estimates (as a 17 We do not include the first parameter 1 ψ in computing these ranges, because the true value of this parameter is zero, and the mean estimate is also very close to zero. Thus, percentages taken with respect to the mean estimate will be very high.
percentage of the mean estimates) are generally higher for the Cholesky parameters relative to the other parameters, reinforcing the finding earlier that the Cholesky parameters are more difficult to recover than other parameters.
The finite sample standard errors and the asymptotic standard errors obtained using the sandwich estimator in the MSL method are quite close, with a mean APB value of 8.00%.
Similarly, the finite sample standard errors and the asymptotic standard errors obtained using the Godambe matrix in the CML method are also close, with a mean APB of 6.09%. These results indicate that the asymptotic formulae are performing accurately in the simple random coefficients case with a diagonal covariance matrix and no autoregressive error. The final column of Table 1a provide the relative finite sample efficiency factors between the MSL and CML estimators. As indicated earlier, the CML approach should lose some efficiency relative to the full maximum likelihood (ML) approach, because the CML approach compounds pairs of observations from the same individual, and does not consider all the panel observations from the same individual simultaneously. However, when we move from the ML approach to the maximum simulated likelihood (MSL) approach, there is again a drop in efficiency because of simulation noise. Thus, one does not know a priori whether the MSL estimator will be more efficient than the CML estimator, and, if so, by how much. No theoretical results are derivable, and one has to consider this as an empirical issue. The ratio of the finite sample standard errors provide an empirical estimate of the relative finite sample efficiency of the CML compared to the MSL. Relative efficiency values lower than one indicate a lower CML efficiency relative to the MSL, while values higher than one indicate that the CML is more efficient than the MSL.
The results in the final column do indicate that the efficiency of the CML approach is about 51-99% (mean of 65%) of the MSL approach for this simple random coefficients case with a diagonal covariance matrix and no autoregressive error. The time to convergence for the MSL estimation has a mean value of 4.37 minutes with a standard deviation of about 1.36 minutes. On the other hand, the time to convergence for the CML estimation has a mean value of 0.55 minutes with a standard deviation of about 0.1 minutes. This indicates that the CML method is about eight times faster than the MSL estimation. Further, note that the CML method is actually more effective than suggested by this factor of six, because it produces more accurate estimates than the MSL estimates. In fact, it took about 250 Halton draws per individual to reach about the same level of mean APB value as for the CML approach, and the mean time for convergence with 250 Halton draws is about 6.85 minutes, suggesting a time efficiency factor of over 12 for the CML method relative to the MSL method. Also, while the APB improved as we moved from 150 Halton draws to 250 Halton draws in the MSL approach, there was surprisingly little change in the simulation error. Further, with 250 draws, the asymptotic standard errors increased because there was less underestimation in recovering parameters, with the net result that the relative efficiency of the CML actually marginally improved relative to the MSL method. One other problem we found even in this simple random coefficients MSL estimation was that 36 of the 500 runs did not converge (that is, 7.2% of total runs did not converge). This confirms that, even for the low to moderate dimensions of integration, numerical simulators can lead to numerical instability and convergence problems. On the other hand, no convergence issues whatsoever were encountered with the CML estimation.
Overall, for the specific case of the panel random-coefficients ordered-response model (with no autoregressive error structure), the results here indicate that the MSL estimator is more efficient than the CML estimator, but also that the CML estimator has a computational cost efficiency gain by a factor of about 8. Of course, the CML has the advantage of reproducibility of results, since it is simulation-free (and, as indicated earlier, the simulation errors are not insignificant). It may be expected that, as the number of random coefficients increase, the econometric efficiency gains of the MSL will slip and the computational efficiency gains of the CML will increase. Besides, with large data sets and several specifications to potentially test, even a computational efficiency gain of 8 can be quite substantial. Of course, as we will see in the rest of this paper, as soon as one introduces more realistic and flexible specifications (such as non-diagonal random coefficients and autoregressive error structures,), the MSL estimation approach shows little to no econometric efficiency gains over the CML approach and/or literally become infeasible in practice from a computation cost standpoint.
The Non-Diagonal Covariance Matrix Case
The results in Table 1b provide information on the true values, the mean estimates, and the standard errors for the threshold parameters (the ψ parameters), the mean values of the distribution of the β parameter vector (i.e., the b values in the table) and the Choleskydecomposed parameters characterizing the covariance matrix of the β parameter vector (i.e., the l values in the table).
As in the diagonal case, both the MSL and CML approaches do very well in recovering the parameters, with the APB values ranging from 0.01% to 28.8% (mean of 6.53%) for the MSL and from 0.04% to 29% (mean of 5.83%) for the CML approach. Though these are very good recovery statistics, the MSL method, in general, continues to under-estimate the magnitudes of parameters, while the CML method over-estimates the magnitudes of parameters. Also, similar to the diagonal case, there is more stability in the APB values across the ψ and b parameters than for the Cholesky parameters (the l values), with the APB values for some of the Cholesky elements being rather high. However, these high APB values are also somewhat deceptive, For both the MSL and CML estimators, the asymptotic standard errors are somewhat smaller compared to the finite sample standard errors, suggesting that the sample size used in the simulation is somewhat smaller than what is needed in this non-diagonal case for the asymptotic approximations to hold accurately. However, it is clear that the CML estimator has less bias than the MSL estimator.
The final column of the table indicates that the relative efficiency values are close to 1, with some values being higher than 1. The mean relative efficiency value is 0.88, indicating that the CML estimator is not losing much efficiency compared to the MSL estimator. 18 However, it is also interesting to notice that the CML has a consistently lower efficiency for the nonCholesky parameters, while the MSL appears to have a lower efficiency for the Cholesky parameters. This may also explain the generally higher APB values for the CML (relative to the MSL) for the non-Cholesky parameters and the generally (but not always) higher APB values for the MSL (relative to the CML) for the Cholesky parameters.
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The mean computational time for the MSL method is about 10.52 minutes (with a standard deviation of 3.72 minutes) compared to 2.28 minutes (with a standard deviation of 0.48 minutes) for the CML method. So, the CML method is again about 5 times faster compared to the MSL method, for about the same level of accuracy in recovering parameters. At the same time, the econometric efficiency of the CML estimator is as good as the MSL estimator. Besides, 54 of the 500 runs did not converge in the MSL approach, with no such problems with the CML approach.
RCA Structure
As discussed earlier, the simulations for the case of random coefficients with an autoregressive error structure (i.e., the RCA structure) is undertaken with only 20 datasets. Further, we did not undertake multiple runs for each of the 20 datasets because of the extremely high computational costs of doing so. The simulation errors were estimated based on those obtained from the RC structure. Tables 2a and 2b provide the results for the RCA non-diagonal case with low and high auto-correlations respectively.
Low Autoregressive Correlation Case
The mean APB values are of about the same order in the MSL and the CML methods with the APB ranging from 0.10% to 15.56% (mean of 4.48%) for the MSL and ranging from 0.17% to 23.3% (mean of 6.85%) for the CML. Overall, the parameters are recovered well in both the MSL and CML cases, with a slight edge for the MSL over the CML. The autoregressive deviation of the mean parameter value (within each data set s) across the different datasets was still about 58% with 250 draws compared to 69% with 150 draws. The mean relative efficiency turned out to be 0.88 with 250 draws, indicating that the relative efficiency between CML and MSL does not change even if the number of draws is increased. Further, the APB values did not improve very substantially --the mean APB value turned out to be 5.45% with 250 draws compared to 6.53% with 150 draws.
correlation parameter ρ is estimated reasonably well both in MSL and CML methods with APB values of 2.33% and 7.21%, respectively.
The estimated finite sample standard error for the MSL approach (mean value of 0.16) and the finite sample standard errors from the CML approach (mean value of 0.19) are quite close to one another. With regard to the accuracy of the asymptotic formulae, the differences between the finite sample standard errors and the asymptotic standard errors in the MSL method are similar to those observed in the non-diagonal RC case. However, in the CML approach, the APB values are quite high for some of the Cholesky parameters, especially relative to the nondiagonal case.
The relative efficiency values (last column of table) range from 57% to 127%, with a mean value of 87%. This indicates relatively little overall econometric efficiency loss in using the CML approach relative to the MSL. Note also that because we had to estimate the simulation errors based on the results from the random coefficients (RC) case, the relative efficiency values in Table 2 may be considered as lower bounds, implying that the mean relative efficiency value is likely to be 87% or higher. At the same time, the mean time to convergence is 228.6 minutes or about 4 hours (standard deviation of 42.0 minutes) for the MSL compared to only about 2.19 minutes for the CML method (with a standard deviation of 0.54 minutes). This is a phenomenal computation efficiency leap, with the CML method being about 104 times faster than the MSL method. We observed 100% convergence rates for both the MSL and CML methods.
High Autoregressive Correlation Case
The APB for the MSL approach ranges from 0.44% to 26.2% (mean of 4.85%), while the CML APB ranges from 0.59% to 17.95% (mean of 6.75%). While both of these APBs are of about the same order, the MSL approach does provide a marginally better APB in the high correlation case as well. However, in general, the ability to recover parameters does not seem to be affected at all by whether there is low correlation or high correlation. With specific regard to the autoregressive correlation parameter ) (ρ , the result indicates that the approaches the CML approach, in particular, recover this parameter very well in the high correlation case relative to the low correlation case (an associated APB of 0.93% in the high correlation case, compared to a corresponding APB of 7.21% in the low correlation case). This is perhaps because the correlation parameter needs to be particularly strong before it starts having any substantial effects on the log-likelihood function value. Essentially, the log-likelihood function can be relatively flat at low correlation, leading to more difficulty in accurately recovering the low correlation parameter. But, at a high correlation level, the log-likelihood function shifts considerably in value with small shifts in the correlation value, allowing it to be recovered accurately. Why this does not play out in the MSL case is an open question. It is possible that, at high correlations, there is considerable instability in the search direction and the convergence process in the MSL approach. This is reinforced by the fact that, while all the 20 runs converged (100% convergence rate) in the MSL approach in the low correlation case, only 14 of the 20 runs converged (70% convergence rate) in the MSL approach in the high correlation case.
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The APB values for the asymptotic standard error once again are in the reasonable range, though it is now the ML estimator that seems to have some large APB values for some of the Cholesky parameters. The CML asymptotic standard error APB values are much smaller than the low autoregressive correlation case. The relative efficiency values in the last column reveal that there is an even lower efficiency loss with the CML approach relative to the MSL approach in this high correlation case compared to the low correlation case. The MSL runs that converged have a mean time to convergence of 200.05 minutes (more than 3.5 hours) relative to only 2.04 minutes for the CML method; that is, the CML method is about 98 times faster than the MSL method. Note also that there is a huge standard deviation in the time to convergence of the MSL method, which is consistent with the convergence-related instability problems discussed earlier.
In cases with more than five random coefficients and more general auto-regressive structures than the simple first order structure considered in this study, the convergence problems and the high computational times of the MSL make it less appealing. The CML method, on the other hand, should be able to accommodate such panel structures with relative ease.
SUMMARY AND CONCLUSIONS
This paper focuses on panel ordered-response model structures, and compares the performance of the maximum simulated likelihood (MSL) estimation approach with that of the composite marginal likelihood (CML) estimation approach. The panel structures considered in the paper 20 We undertook an independent simulation exercise to see if the same convergence problems held up with a diagonal instead of a non-diagonal covariance structure for the random coefficients in this RCA case. The results showed the same trend as in the non-diagonal case discussed here, with the convergence rates being 100% for the low correlation case compared to only 70% for the high correlation case. Thus, the convergence problem seems quite definitely associated with the correlation level.
include the pure random coefficients (RC) model with no autoregressive error component, as well as the more general case of random coefficients combined with an autoregressive error component. The ability of the MSL and CML approaches to recover the true parameters is examined using simulated datasets.
Overall, the results suggest that the CML method is able to recover the true parameters in all the cases considered in the paper, irrespective of the type of covariance matrix (diagonal versus non-diagonal) of the random coefficients and the level of the autoregressive correlation (low versus high). In fact, the performance of the MSL approach with 150 randomized and scrambled Halton draws and the simulation-free CML approach are about the same order in all cases in terms of the absolute percentage bias (APB) of the parameters estimated. The MSL approach has an edge in terms of econometric efficiency in the context of the pure RC model with a diagonal covariance matrix for the random coefficients, but also suffers from convergence problems even in this simple panel case. The CML approach does not exhibit any convergence problems, and is about eight times faster. Any econometric efficiency gains of the MSL approach vanishes as soon as a non-diagonal covariance matrix of the random coefficients is introduced, due to the presence of large simulation noise in the MSL runs. This continues to hold when an autoregressive error structure is added to the non-diagonal random coefficients structure.
Increasing the number of randomized/scrambled Halton draws from 150 per individual to 250 per individual has little impact on these results. Further, when an autoregressive error structure is added, the convergence times of the MSL runs start getting very high, while there is little to no effect on the convergence times for the CML runs. In fact, the CML method is about 100 times faster than the MSL method when there is an autoregressive error component. The MSL approach breaks down in particular when the autoregressive error correlation magnitude is high, with a substantial number of runs failing to converge. At the same time, there is literally no loss in econometric efficiency of the CML estimator compared to the MSL estimator.
While the asymptotic formulae seem to be performing quite accurately for the sample sizes considered in this study in the RC model with diagonal covariance matrix case, there are somewhat larger differences between the asymptotic standard errors and the finite sample standard errors in all the non-diagonal cases (both RC and RCA). This is to be expected because of the larger number of parameters and more complicated structures of the non-diagonal models.
Overall, the asymptotic standard errors appear to be more accurate when the CML estimator is used relative to the MSL estimator.
Future research efforts should consider varying numbers of random coefficients, autoregressive error structures of order higher than one, varying numbers of observations per individual, and non-normal mixing distributions. However, the results in this paper paint a very encouraging picture for the use of the CML pairwise likelihood method for the quick, accurate, and practical estimation of panel ordered-response models with flexible and rich stochastic specifications. 
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