Finding good designs in the early stages of the software development lifecycle is a demanding multi-objective problem that is crucial to success. Previously, both interactive and non-interactive techniques based on evolutionary algorithms (EAs) have been successfully applied to assist the designer. However, recently ant colony optimization was shown to outperform EAs at optimising quantitative measures of software designs with a limited computational budget. In this paper, we propose a novel interactive ACO (iACO) approach, in which the search is steered jointly by an adaptive model that combines subjective and objective measures. Results show that iACO is speedy, responsive and effective in enabling interactive, dynamic multi-objective search. Indeed, study participants rate the iACO search experience as compelling. Moreover, inspection of the learned model facilitates understanding of factors affecting users' judgements, such as the interplay between a design's elegance and the interdependencies between its components.
early lifecycle software design (ELSD), optimising quantitative measures of designs relating to aspects such as coupling and cohesion. Subsequent benchmark comparisons of different meta-heuristics for the ELSD reported ant colony optimization (ACO) discovering high quality designs faster than equivalent EAs (Simons and Smith 2012, 2013) . Focussing on designer preferences, and judgements of 'elegance', the authors have also investigated the use of interactive EAs for ELSD. To facilitate evolution, and reduce the burden of user interaction, surrogate fitness models were used to replace most user interaction with a weighted sum of machine-calculated measures relating to design structural integrity and symmetry. The weightings were then adapted in response to the periodic user feedback (Simons et al. 2010; Simons and Parmee 2012) . These studies confirmed that the precise balance of factors affecting subjective judgments varies between design tasks, which suggests that the surrogate fitness models cannot be pre-determined. In fact, as we have shown elsewhere (Pauplin et al. 2010) , interactive heuristic search is inherently dynamic, since designers' perception of solution quality changes in response to their experience of the system, and what it may achieve. We hypothesise that ACO's pheromone decay mechanism provides an automatic method for dealing with this temporal aspect of interactive search by discounting previous judgements.
This paper proposes and evaluates the use of interactive ACO (iACO) to address the complex dynamic challenges of ELSD. Section 2 presents a brief survey of the relevant issues and approaches-first in Search-Based Software Engineering (and ELSD in particular), then in interactive meta-heuristic optimisation. Section 3 provides details of the different components in our iACO framework. Thereafter, Sect. 4 describes the methodology used, Sect. 5 the results obtained, and Sect. 6 threats to validity of our findings. Finally, Sect. 7 concludes by assessing the effectiveness of iACO in supporting ELSD.
Background

Early lifecycle software design and search
The term 'Search-Based Software Engineering' (SBSE) (Harman and Jones 2001) describes an approach that treats many aspects of software development as optimization problems amenable to automated search. Beginning with the evolution of software test sequences (Xanthakis et al. 1992; Smith and Fogarty 1996) , applications of SBSE can now be found across the spectrum of the software development lifecycle, including requirements analysis and scheduling (Ren et al. 2011) ; design tools and techniques (Simons et al. 2010; Bowman et al. 2010) ; testing (McMinn 2004) ; automated bug fixing (Weimer et al. 2010) ; and maintenance (O'Keeffe and O Cinnéide 2008) . A comprehensive repository of publications in SBSE is maintained by Zhang (2014) . Different tasks within SBSE can pose very different challenges, and identifying appropriate meta-heuristics for different SBSE domains is recognised as an unsolved problem (Harman 2011) . This paper focuses on the early stages in the development lifecycle, wherein designers identify and evaluate the concepts and information relevant to the problem domain without which the proposed software system cannot function. This involves making trade-offs of competing criteria, and has historically been intensely people-centric (Cockburn 2002; Martin 2003; Maiden 2011) . The quality of the initial design thus depends greatly on the competence of the individuals involved, and (Brooks 1987, p. 11) asserts "I believe the hard part of building software to be the specification, design and testing of this software construct, not the labour of representing it and the testing of the fidelity of the representation".
In the object-oriented paradigm, concepts and information identified from the problem domain are expressed as logical 'objects' and 'classes'. In the often used Unified Modelling Language (Object Management Group 2013), classes are placeholders or groupings of attributes (i.e. data that need to be stored, computed and accessed) and methods (i.e. units of execution by which objects communicate with other objects, programs and users). Thus, ELSD can be formulated as a search through a space of candidate designs, each representing a grouping of attributes and methods into classes. Many of the design desiderata such as 'cohesion' and 'coupling' can be quantified by metrics (see Sect. 3.3), creating search problems that, although complex and highly constrained, can be tackled via meta-heuristics (Bowman et al. 2010; Simons and Parmee 2009; Simons and Smith 2012, 2013) . However, these papers and others using interactive tools (Simons et al. 2010; Simons and Parmee 2012) all show that it is difficult to quantify the trade-off between desiderata. This is partly because many of the factors are in opposition, and partly because of hard to quantify factors such as 'house style', and the desire to reuse software and designs. All of these factors point to the need for an effective interactive search mechanism rather than one using pre-defined preferences.
Interactive meta-heuristic optimization
Interactive EAs, with users rating the fitness of candidate solutions, have been successfully applied to support the customisation of artefacts in many domains (Takagi 2001; Jaszkiewicz and Branke 2008) . As well as providing a means to optimise problems that are ill-defined or otherwise hard to quantify, the evolutionary history implicitly captures the users' multiobjective decision making, avoiding the time consuming process of explicit knowledge acquisition.
The more general class of interactive meta-heuristic optimisation (IMHO) techniques has also been widely used in the multi-criteria decision making (MCDM) community to gain insight into combinatorial optimization problems. In a comprehensive survey, Miettinen (1998) distinguishes various phases of human involvement. Both a priori methods (prespecification of weightings or preferences) and a posteriori methods (selection from a range of alternatives produced by the search algorithm) may be distinguished from truly interactive search, where user input occurs during search-both guiding, and potentially being affected by the process. From a learning perspective, Belton et al. (2008) emphasise the role that the human-computer interface plays in enabling mutual learning between decision makers and search processes. Synthesising the lessons from MCDM and SBSE, Deb (2012) highlights the need for a dynamic search process in which objectives, constraints and search parameters may change over time to suit the interaction of the individual.
Reducing the cognitive burden of interactive search
A major problem for IMHO is that fatigue and reduced engagement cause inconsistency in humans decisions in a way that varies non-linearly over time. There have been a number of studies addressing how to minimise the fatigue, both physical and psychological, that can result from prolonged interaction times and the possible stress of the evaluation process. Making each interaction simpler, by discretising continuous fitness values into a few levels, has been shown to facilitate decision making, without significantly compromising convergence. Typically, a low odd number (5-7) is chosen to give a symmetrical spread similar to the Likert scales used in opinion polling (Ohsaki et al. 1998) , and information is organised in several dimensions and successively into a sequence of 'chunks', as suggested by Miller (1956) .
Users' engagement can be promoted by providing them with a sense of continued and substantive improvements, apparently in response to their input. In an interactive EA task designed to let them compare user evaluations with a 'ground truth', Caleb-Solly and Smith (2007) showed that an elitist (μ+λ) strategy maintained user consistency for longer than other population management strategies. Qualitatively, users appeared to show more frustration with non-elitist strategies as the system seemed to forget what it had been told. 1 A complementary approach is the use of surrogate models for most fitness evaluations, periodically updated via user evaluations of selected individuals. Simons and Parmee (2012) employed linear regression to combine quantitative design metrics for interactive ELSD. Other successful approaches for interactive tasks include clustering individuals (Lee and Cho 1998; Boudjeloud and Poulet 2005) or using multiple fuzzy state-value functions to approximate the trajectory of human scoring (Kubota et al. 2006 ). Avigad et al. (2005) propose a multi-objective EA in which a model-based fitness of sub-concept solutions (using a sorting and ranking procedure) is combined with human evaluation. Similar approaches are reported by Brintrup et al. (2008) .
Choice of meta-heuristics for interactive search
In order to make a preliminary evaluation of the applicability of different meta-heuristics for interactive ELSD, we have previously conducted benchmark comparisons of EAs and Simple ACO Stützle 2001, 2004 ) using a range of metrics relating to structural integrity and design symmetries as surrogates for design elegance (Simons and Smith 2012, 2013) . The results are summarised as follows. Given a large computational budget (in terms of search iterations), an EA with an integer-based representation discovers higher quality solutions. An EA is also more robust for very large scale design problems with a high number of classes. However, as we have argued above, the nature of ELSD is such that, even assuming the use of surrogate metrics of design elegance, interactive approaches are needed to adapt those models, which limits the computational budget available. Under these constraints, a very different picture emerges: ACO finds higher quality solutions and in fewer search iterations.
From an algorithmic perspective, there are several features that make ACO possibly better suited to interactive search than an EA:
• the pheromone decay process naturally reduces the influence of the previous human judgments, whereas EAs require additional diversity creation mechanisms in dynamic environments (Jin and Branke 2005) such as interactive evolution; • preservation of the system's 'memory' in the form of a pheromone matrix makes it straightforward to incorporate user manipulation of results, thus promoting user engagement and maximising the value of each interaction. For example, 'freezing' partial solutions can be achieved by directly manipulating the matrix values, while leaving the mechanisms for generating new solutions untouched. In contrast, achieving the same effect in an EA would require either some method of manipulating recombination and mutation operators on-the-fly or a mechanism for dynamically creating complex constraints.
Given these considerations, examples of interactive ACOs are perhaps surprisingly scarce. Xing et al. (2007) report the use of interactive fuzzy ACO for job shop problems, while Uǧur and Aydin (2009) describe an interactive ACO for the TSP. Albakour et al. (2011) report the use of ACO to simulate and interact with query logs to learn about user behaviour in a collection of documents.
Proposed approach
We begin this section by specifying the problem representation, and the ACO used as the underlying search engine. Next we describe a number of relevant quantitative metrics and the adaptive surrogate model. Lastly, we describe the interactive features of iACO, and how these are integrated with the ACO.
Solution encoding
Applications of ACO typically use a representation where candidate solutions (tours) are a permutation of a fixed set of values. In contrast, ELSD requires assigning a class label to each element of a design-essentially graph partitioning. To achieve this in a format amenable to ACO search, and leave scope for future refinements such as inheritance, each candidate solution is represented as a permutation of a set comprising design elements (attributes and methods) and 'end-of-class' markers. If a problem has a attributes and m methods to be grouped into c classes, the set is of size a + m + c − 1. A solution path of a attributes and m methods, labelled 1 to a, a+1 to m, respectively, is constructed and then divided into c segments by adding c − 1 cuts. We label these from a + m + 1 to a + m + c − 1 and each segment represents a class in the candidate solution. In the solution, we ignore the ordering within the segment. For example, given a set of elements comprising 4 attributes, 4 methods and 3 classes, a design with classes {125}{367} and {48} is represented by the solution {1-2-5-9-3-6-7-10-4-8}.
Following standard practice, we impose a constraint that each class holds at least one attribute and one method. In this way, candidate solutions appear more comprehensible and meaningful during interactive search. To allow meaningful comparison of the results obtained with those obtained via the manually performed design or previous EA-based approaches, we also add the constraint that candidate solutions for a problem have the same number of classes as the manually produced design. However, it is not a necessary part of the approach.
Interactive ACO search engine
In this section, we provide a brief description of the ACO algorithm we use in this paper, which is inspired by MAX-MIN Ant System (Stützle and Hoos 2000) ; we do so using as an example the problem of finding a minimum cost path through a set of l nodes.
The ACO algorithm maintains an l × l 'pheromone matrix' M that defines the probability distribution function for sampling new solutions. In each iteration, each ant is placed at a random starting node and constructs a path as follows:
• At each node i : 1 ≤ i ≤ l, the ant creates a list S of all the as-yet unvisited nodes and pheromone values associated with the relevant links, • The ant then selects a node j from S with the probability distribution:
where α is a parameter controlling pheromone attractiveness, β is a parameter controlling the importance of the heuristic information and H is a heuristic matrix. We have reported elsewhere Simons and Smith (2013) that benefits of adding heuristic information for non-interactive ELSD are rather complexly related to other algorithmic modifications, so here we set H i j = 1 for all i, j.
• After each ant has constructed a full solution path, its cost is measured, which for this problem will lie in the interval (0,1] (see next section). Evaporation is firstly applied to the pheromone matrix M:
where ρ ∈ (0, 1] is the pheromone decay coefficient. Then if best denotes the set of edges comprising the least cost path, with value f * for generation t, and e i j ∈ best is taken to mean that edge e i j is traversed in that path, the pheromone matrix M is updated at the end of each iteration according to
where the parameter μ controls pheromone update. Key factors that distinguish MAX-MIN Ant System variants, as well as our variant, are that M is initialized to its maximum value M max , is only updated with the information from the best ant per iteration (3), and that its values are truncated to lie within a pre-specified range [M min , M max ] to avoid over saturation.
Metrics of design quality
Three measures are calculated for each candidate design, all of which are to be minimised, and lie in the interval (0,1].
The first is inspired by the coupling between objects (CBO) measure proposed by Harrison et al. (1988) . The design problem is specified by a number of use cases, from which solution attributes and methods are derived. The CBO cost is defined as the number of times that a method from one class makes reference to (uses) the value of an attribute from anotherexpressed as a proportion of the total number of uses. Drawing on the documentation of a software problem instance, and the numbering scheme outlined above, an l x l matrix U is constructed such that
Given U and the assignment of elements to classes, the CBO cost is given by
The second cost measure, numbers among classes (NAC), reflects design symmetry and has been shown to correlate well with designers' recorded feelings of design 'elegance'. Intended to penalise unevenly sized classes, NAC is defined using the standard deviation σ m of the numbers of methods and the standard deviation σ a of the number of attributes among the classes of the design (Simons and Parmee 2012) . The values of σ m and σ a are truncated to the range [0,6] and the cost is given by
The third measure, also reflecting designer notions of 'elegance', is the attribute to method ratio (ATMR). ATMR is intended to penalise designs where the ratio of attributes to methods varies greatly between classes, and is defined as the standard deviation σ a/m of that ratio among the classes of the design. Values are then truncated in the range [0,6] and the equivalent cost is given by
3.4 The adaptive surrogate model
To reduce the number of user interactions required, we use a surrogate model that combines the quantitative measures via multiple linear regression:
where weights a 0, w C B O, w N AC and w AT M R are initialized to 0, 0.34, 0.33 and 0.33, respectively. Having been presented with a visualisation of a candidate design, the user is invited to provide an overall evaluation on a scale of 1 (poor) to 100 (ideal). The model parameters are then updated to minimise the least-squares error between predicted and actual scores for all points evaluated by the user. The use of continuous, rather than discretised user values, aids the linear regression. Previously, we have reported that in some regions of the search space the mapping between quantitative metrics and users' judgement is highly non-linear; designs with high coupling are scored lowly, regardless of 'elegance' (Simons and Parmee 2012) , whereas the relationship is more piece-wise linear for solutions with lower coupling. To improve the likely quality of the surrogate model and alleviate the problem of wasting users' effort, we focus attention on lowcoupling solutions. We achieve this via an adaptive scheme whereby, after each interaction, we calculate the interval before the next evaluation according to
where based on previous findings the constant ic is set to 40 (Simons and Parmee 2012).
Presentation of candidate solutions
Candidate solutions are presented as class models based on UML. Each class is visualised as a rectangle with three compartments. Arrows between classes reveal 'external uses' pointing from method to attribute, while the thickness is proportional to the number of external uses. The top compartment in each rectangle shows the 'cohesion'-a measure of integrity. We calculate this as the proportion of the class elements that use, or are used by, other class elements. We have previously shown that colour can play an important role in design visualisation, reducing the need for reading text (Simons et al. 2010; Simons and Parmee 2012) . Here, we compare two different visual metaphors, colouring classes with high, intermediate or low cohesion, respectively in green/amber/red ('traffic light') or red/amber/blue ('water tap'). Figure 1 shows an example presentation, see Simons (2014) for more.
Mechanisms supporting user interaction
As well as scoring presented solutions, designers have the opportunity to provide 'hints' to the iACO search engine, which have a more immediate and direct effect. One option is for the designer to right-click on a class in the GUI and select 'freeze'. This allows the preservation of an individual class considered interesting and useful, so it is unchanged by on-going search. Algorithmically, this is simply achieved by manipulating the pheromone table within the ACO to 'lock-in' the sub-path corresponding to that class. Notably, this would be much harder to achieve with an EA as it would involve complex manipulation of both the crossover and mutation operators. Conceptually, the designer is mentally 'anchoring', that is, fixing his thinking on some bias or partial 'chunk' of the solution (Buchanan and Daellenbach 1997) . It is also possible for the designer to 'unfreeze' class(es) at any interaction. This 'freezing' mechanism also provides an effective mechanism to address larger scale designs-smaller 'chunks' of the solution can be controlled before moving onto further design chunks.
Another support mechanism is the ability to place interesting and useful candidate designs into an archive as iACO search progresses. This enables the recall and comparison of interesting designs.
A flow chart of the iACO algorithm is shown in Fig. 2 .
Experimental methodology
In this section, we describe the problem instances used in our experiments, the algorithm parameters used and our methodology for the empirical investigation.
Software design problems
When undertaking experimental comparisons of meta-heuristics, it is generally preferable to use either randomised problem instance generators or a suite of well-known problem benchmarks to facilitate comparison with previous and future results (see e.g. Eiben and Smith 2003, pp. 252-258) . Unfortunately, we are not aware of the existence of any recognised (2), (3) benchmark software design problems, either in the SBSE research literature or from industrial practice. For ELSD, a randomised problem generator would create issues of semantics and understanding for the designer. Therefore, we have selected three real world software design problems of differing scale which have been used previously. Specifications for all three are available from Simons (2014) . The first is a generalised abstraction of a cinema booking system (CBS), which addresses, for example, making an advance booking for a showing of a film at a cinema, and payment for tickets. The second problem is an extension to a student administration system created to record outcomes relating to its graduate development program (GDP). The extension was designed, implemented and deployed at the authors' university. The third problem is based on an industrial case study-select cruises (SC). This is an automated system for a company selling nautical adventure holidays that handles quotation requests, cruise reservations, payment and confirmation via paper letter mailing. Manually performed designs for CBS and GDP have 5 classes and 16 for SC. Table 1 shows the number of classes, attributes, methods and uses for each design problem and the values for different metrics for the manual design. 
Algorithm parameters
Values in Table 2 for the parameters N , α, μ and ρ, are derived from the performances reported in Simons and Smith (2013) . The upper and lower limits, M max and M min , are based on the recommended values in Stützle and Hoos (2000) , and confirmed by preliminary experiments using a fixed weighting of the three cost functions.
Empirical methodology
Eleven software development professionals with experience of ELSD were invited to participate in trials. The total relevant experience of the participants amounts to 228 years in both academia and industrial practice. Participants 4 and 9 are authors of this paper. To start each session, the iACO approach is explained and use of the tool illustrated using a dummy design problem. Each of the three problems is described, and then a schedule of up to five interactive design episodes starts. Formulated to minimise interaction fatigue, the schedule begins with two sessions using the CBS problem, continues with two using GDP and finishes with one using SC. Within this schedule of design problems, the effects of the colour metaphor and the 'freeze' and 'archive' capabilities are varied in different participant episodes to create the evidence needed to permit valid statistical comparison. Each episode then proceeds until either the participant decides to halt or a maximum time of one hour for the participant session is reached. Details of the schedules, the ethics process and the participants' backgrounds are available at Simons (2014) . After each ACO iteration, a record is stored containing enough details to fully identify the specific episode, along with the current weights and lowest values for f C B O , f N AC and f AT M R achieved by the colony. After each designer interaction, all details, such as value of evaluation, the updated weights, which classes were frozen or unfrozen, and whether the design was archived, are recorded. At the end of each session, participants are invited to complete a questionnaire on their overall experience, with prompts for any satisfying aspects, any aspects that generated user fatigue, and any suggestions for enhancements.
Results
This section begins by reporting results for quantitative measurements of designer engagement and solution cost values obtained, both during and at the end of interactive episodes. Next, to show the overall effectiveness of iACO, results relating to computational learning and the human experience are presented. Lastly, a broad comparison of iACO performance with the previous results achieved with interactive EAs is made. All experimental data are available at Simons (2014) . Table 3 shows the number of interactions during design episodes for each participant and problem, with summary statistics. Episodes missed due to time constraints are shown as '-'. Numbers for CBS and GDP are higher than SC because according to the experimental schedule, most participants undertook two design episodes for these design problems. Numbers of interactions for each design problem episode have been examined. Analysis using the non-parametric Wilcoxon test shows that differences between CBS and SC ( p = .027) and between GDP and SC ( p = .028) are statistically significant differences but sample differences between CBS and GDP do not achieve statistical significance. The statistically significant differences may have arisen because the number of classes in candidate design solutions for CBS and GDP is 5 in both cases, compared with 16 for SC. It is possible that the higher cognitive load required for the SC problem results in a premature termination leading to the above differences. Another possible cause is that SC was always the last problem instance to be investigated, when participants were becoming more familiar with the tool. displaying negative serial correlation (i.e. a large number of turning points and short runs against an increasing trend). This pattern of responses may be because of a single nondominated solution path that is chosen at random from the population for presentation to the designer. This variety of candidate solutions appears to both help maintain user engagement and provide a range of values for learning of metric weights. The behaviour after interaction 18 suggests that the system is finding higher quality solutions, and after some experimentation the user has decided that these represent some upper limit-or at least an acceptable solution. Figure 4 shows a typical example of the metric cost values observed during an episode-in this case for participant 2 with the mid-scale design problem GDP. As can be seen, despite the periodic change in weights following user evaluations, the underlying ACO-based search efficiently locates solutions that minimise the three cost measures. Cost values for f C B O are minimised below that for the manual design at iteration 125. Cost values for f N AC are lower than the manual design value at the start of search and minimise at iteration 40. f AT M R cost values are also lower than the manual design value at the start, minimise at iteration 15 and remain the same to iteration 100, before becoming higher in later iterations. Table 4 shows summary statistics for the best values obtained for the three cost metrics at the last interaction of episodes. In Table 4 , 'N' indicates the number of participant episodes.
Number of interactions
Example designer evaluations
Example metric values
Variation in cost values at end of episodes
The 'Best' row shows the single best value achieved in all episodes for each design problem, while the 'Mean' row shows the mean of all best values at the end of episodes with standard deviation in parentheses. Metric values for the manually produced designs are shown in italic font for comparison. Bold font is used to indicate that metric values achieved (either single best or mean best) using iACO are better than those of the manually produced design. The single sample t-test has been used to compare the sample means against the values for the manually produced solution. For the sake of brevity, p values are only shown where differences are significant at the alpha = 0.05 level. Analysing each metric measure in turn, we see that i for f C B O , mean values for CBS and SC are a little worse than values for the manually produced design, and this difference is statistically significant. ii for f N AC , the best value achieved is better than the manual design value for all design problems, and the mean values are also better for GDP and SC, the difference being statistically significant for the SC problem.
iii for the f AT M R metric, all best and mean values are better for all design problems, and the differences are statistically significant.
Overall, the results show that participants using iACO choose to create more elegant designs (with lower f N AC and f AT M R values) than were managed without the tool, at the expense of slightly increased coupling ( f C B O ) . This is consistent with the hypothesis that elegance plays an integral role in software design.
Effect of designer hints
To examine the effect of freezing and colour scheme, we conducted a 2 × 2 mixed analysis of variance with freezing (on, off) as a 2 level between subjects variable and colour scheme (traffic lights, water tap) as a 2 level repeated measures factor with outcomes f C Table 4 . This suggests that f AT M R is less sensitive as a measure in the multi-objective evaluation performed by participants in this investigation, and possible causes and consequences of this are discussed in the following sections.
For both f C B O and f N AC , the analysis reveals no statistically significant differences between results obtained with freezing on and freezing off, or for the colour scheme used. It was, however, observed that while some participants made heavy use of the freeze capability, others did not, despite being aware of its presence. Results of the participant questionnaire are reported in Sect. 5.7.
Learning of metric weights
Mean final values of the weights w C B O , w N AC , w AT M R learned by the iACO environment are shown in Table 5 . This reveals the overall balance obtained between the learned weights and the impact of scale. Firstly, w C B O emerges as the highest learned weight for all three problems. Secondly, we see that w N AC is similarly small across all scales of design problem. Thirdly, w C B O increases while w AT M R decreases with scale, confirming that the users' balance of judgements is problem dependent. We speculate that as the cognitive load of the design problem increases, the iACO environment learns that participants are placing less emphasis on design elegance and rely more on the quantitative measure of coupling between objects (CBO)-which has a strong visual manifestation as a dense network of black arrows in the presentation of a highly coupled design. 
Human experience
Ten of the eleven participants responded to the questionnaire, inviting them to comment generally and in particular regarding how compelling and effective they found their interactive iACO experience (see Simons (2014) for transcripts). On a scale of 1 ('Not at all compelling') to 5 ('Very Compelling'), five participants rated the interactive design experience at 5, and five at 4. We applied 95 % confidence levels for proportion (using the Pearson Clopper intervals) and found this to be a statistically significant positive rating ( p = .002).
Asked to rate how effective they found the tool in achieving useful and relevant software designs, three participants rated the effectiveness at 5, four at 4 and three at 3. Although 7 ratings are positive and three ratings are neutral, 95 % confidence levels for proportions did not show statistical significance with this sample size. We conjecture that this is consistent with the participants' perception of the findings in the previous section. It seems possible that although the iACO environment achieves design solutions of better fitness, the lack of sensitivity of the ATMR metrics might be implicitly perceived as constraining the effectiveness of interactive search.
When asked to comment on their preferred colour scheme, 7 out of 10 participants stated a preference for 'traffic lights', and 3 for the 'water tap' metaphor. This finding shows the importance of allowing users some choice when creating interactive experiences. Note, however, that as seen above, the choice of metaphor is not reflected in statistically different performance.
Many of the 'free text' participant's comments about the iACO experience were positive, e.g. 'the tool looks good and works well' and 'the tool did seem to help quickly arrive at an optimal class design'. Other participants commented on the effectiveness of the design visualisation, e.g. 'the visibility of the cohesion and coupling' and the use of a colour scheme that 'speeded up the decision process'. When asked for suggestions for improving the iACO experience, participants suggested even more interactivity, such as a visual indication of a frozen class; the ability to backtrack along the history of the episode and restart the search from particular design variants; and the capability to 'drag and drop' elements between classes to give hints or suggestions to the iACO environment.
Comparison with previous interactive evolutionary algorithm
Before comparing the results obtained with iACO with those reported by Simons and Parmee (2012) using an interactive EA (IEA), it should be borne in mind that there are some methodological differences between the two experiments. For example, in the IEA experiments, five fitness measures are used, and the linear regression technique used to create the surrogate model is less sophisticated than the least-squares approach in iACO. In the IEA experiments, designer evaluation is performed using a 'one star' to 'five star' rating rather than the 0 to 100 rating in this paper. There are also differences in the participant cohorts (7 for IEA versus 11 for iACO). All these factors limit the validity of any comparison of IEA against iACO.
Nevertheless, in both cases, the users interacted with a black-box tool and were asked to carry on each session until they were satisfied with the results. They were given no guidance on how, if at all, the scale of their rankings would affect the algorithm. Internally, both approaches used the users' input primarily to re-calibrate the surrogate fitness models, which were then used to update the pheromone matrix (ACO) or to influence selection (IEA) governing the creation of future candidate designs. We can summarise the comparative results as follows.
Designers choose to interact with the iACO for longer than IEA. The number of interactions per episode for iACO is higher than IEA. Insufficient data exist for valid comparison for the SC problem, but the Mann-Whitney independent samples test shows that the number of interactions is significantly greater with iACO for both the CBS ( p <.002) and the GDP ( p =.039) problems.
Examining the cost measures for the designs at the end of episodes reveals a more mixed picture. The same analytical technique shows that f C B O for GDP is significantly lower for iACO compared to IEA ( p = .026). Meanwhile for CBS, f N AC is significantly worse for iACO ( p = .045), while f AT M R is significantly better ( p ≤ .001). No other comparisons are statistically significant. These findings are consistent with both meta-heuristics being effective and efficient, but taken with our analysis (see e.g. Fig. 3) suggest that iACO encourages a greater exploration of a range of high quality solutions with different characteristics, and hence greater understanding of the problem.
Threats to validity
The principal threat to the validity of the conclusions drawn lies in the relatively small scale of the investigation, specifically that we have restricted ourselves to studying three design problem instances. This has been done partly to enable direct comparison with the previous results, but primarily because of the lack of recognised benchmark examples in the field as discussed earlier. Nevertheless, the three real-life examples chosen do demonstrate a range of scale and complexity which gives us some confidence in the generality of our results.
With respect to the internal validity, the iACO design experience is highly dependent on the design context, and so every attempt has been made to make that consistent for all participants. To counteract the Hawthorne effect of perceived social treatment (Salkind 2010, p. 561) , the experimenter was out of the participant's field of vision, they were told that the halting of interactive design episodes was entirely at their discretion, and that there was no expectation about the particular designs created. The learning effect threatens validity in the sense that participant capability improves during the episodes through learning by repetition. To counter this, the experimental setup includes a period of familiarisation with a dummy design problem first, so that knowledge of how to use the iACO environment is instilled prior to proceeding with the three design problems. The threat posed by fatigue is mitigated by ensuring that design episodes are halted after one hour. This is important in the light of low interaction scores and the cognitive load of evaluation of designs for the SC problem.
With respect to external validity, the outcomes of the investigations depend on the number and experience of the participants being representative of some segment of the software design community. While the 9 participants (other than the authors) are acquainted with the authors, they were not aware of this research prior to the study, and had little or no prior experience of interactive search. While a greater number of participants would have lent greater robustness to the statistical analysis of the study, the experience of all trial participants suggests a level of credibility for their evaluations of the candidate designs. However, the balance towards elegance can only be taken to be typical of more experienced designers.
influence of colour scheme and designer 'hints' such as freezing has proved statistically inconclusive, the sample size is relatively small, and great variation in participant behaviour during interaction is evident. Nevertheless, study participants have provided positive ratings and comments for both 'hint' capabilities.
While methodological concerns make it necessary to treat the results with a certain amount of caution, a comparison with similar results obtained using an IEA shows that although the effectiveness of the two meta-heuristics is broadly comparable, the number of designer interactions per episode is significantly higher with iACO compared to IEA. This suggests a greater participant engagement for iACO search, potentially leading to an increased understanding of software solutions.
Learned weightings in surrogate fitness models indicate that elegance does indeed play a significant role in evaluation of candidate designs. Detailed analysis shows that the elegance measure of the ratio of attributes to methods ( f AT M R ) is less influential than f N AC in multi-objective search. It would appear that the evenness of distribution of attributes and methods among classes ( f N AC ) is the more significant measure of elegance, which in turn suggests that this evenness of distribution, when combined with structural integrity, is an implicit but important component of effective early lifecycle software design. We conclude that iACO holds considerable promise for interactive exploration of this, and other, design spaces.
