The energy problem, e.g., global warming, exhausted fossil fuel resources, environmental pollution, rise in prices, has captured the attention of people worldwide in recent years. Many kinds of steps for energy conservation have been examined in various fields as a problem of great urgency. In the manufacturing industry, a lot of machines and robots controlled by actuators are utilized and these actuators are consuming a great amount of energy accelerating and braking continuously. Therefore, saving the energy of such mechanical systems as much as possible is a very important task.
As a fundamental study toward the energy conservation for mechanical systems, Schiehlen and Guse (2001) analyze the power aspects of an actively controlled oscillator and point out that a large amount of energy can be saved by using the proper linear and nonlinear springs. Furthermore, Schiehlen and Guse (2005) discuss the energy conservation problem for mechanical systems with prescribed trajectories. They show that adapting the periodic trajectories as closely as possible to the limit cycle of the underlying mechanical system and combining with the inverse dynamics control can reduce the energy consumption dramatically. However, the problem in which trajectories are not specified beforehand and should minimize energy consumption at the same time is also of great interest. On the other hand, the problem to find the minimum energy trajectories between two given points is also actively studied mainly for industrial robot manipulators, see e.g. Izumi et al. (1997) and Iwamura et al. (2009) . In this study, we discuss the simultaneous optimization problem of energy storage and trajectories with respect to the energy consumption for actively controlled multibody systems. In a previous paper, Schiehlen and Iwamura (2009), we only considered the motion in the horizontal plane. In this paper, we study the minimum energy control problem of multibody systems under gravity.
Firstly, we linearize the nonlinear equations of motion including the gravitational term around the midpoint of the initial and final points. Then, based on the optimal control theory, we analyze the relationship between the consumed energy and the operating time, and derive the optimal mounting position of springs. It is shown that in the case with gravity, the springs work not only as storage elements but also as gravity balancers to reduce energy consumption. After that we derive a condition for the operating time to be optimal, and propose an optimal design method for spring stiffnesses. In the case under gravity, the previously proposed design method cannot be applied directly since it may generate negative spring stiffnesses. Therefore, we adapt the method so that it generates positive spring stiffnesses only. Finally, we show the effectiveness of the method by applying it to robot manipulator arms.
INTRODUCTION
The energy problem, e.g., global warming, exhausted fossil fuel resources, environmental pollution, rise in prices, has captured the attention of people worldwide in recent years. Many kinds of steps for energy conservation have been examined in various fields as a problem of great urgency. In the manufacturing industry, a lot of machines and robots controlled by actuators are utilized and these actuators are consuming a great amount of energy accelerating and braking continuously. Therefore, saving the energy of such mechanical systems as much as possible is a very important task.
As studies toward the energy conservation for mechanical systems, two different approaches are mainly discussed, i.e., the methods using storage elements, and the methods by trajectory optimization. In the first approach, low energy control is achieved by adding storage elements to the system and store the kinetic energy as potential energy (see e.g., Schiehlen and Guse, 2001, and Schiehlen and Guse, 2005) . However, it is difficult to realize variations of motions by this approach since it is necessary to specify the motion as a periodic one beforehand. On the other hand, in the second approach, the minimum energy trajectory between specified initial and final states is found based on the optimal control theory (see e.g., Kashima and Isurugi, 1997, and Izumi et al., 1997) . However, in this approach, utilization of storage elements for further energy conservation has not been discussed yet.
In this study, we use both methods jointly and discuss the simultaneous optimization of energy storage and trajectories for energy conservation. In a previous paper (Schiehlen and Iwamura, 2009), we only considered the motion in the horizontal plane. In this paper, we study the case of spatial motion under gravity. Firstly, we linearize the nonlinear equations of motion around the midpoint of the initial and final points. Then, based on the optimal control theory, we analyze the relationship between the consumed energy and the operating time, and derive the optimal mounting position of springs. It is shown that in the case with gravity, the springs work not only as storage elements but also as gravity balancers. After that we derive a condition for the operating time to be optimal, and propose an optimal design method for springs. In the case under gravity, the previously proposed design method cannot be applied directly since it may generate negative spring stiffness. Therefore, we adapt the method so that it generates positive spring stiffnesses only. Finally, we show the effectiveness of the method by applying it to robot manipulator arms.
OPTIMAL CONTROL OF MBS
The equations of motion for a multibody system with N degrees of freedom and N p parameters read as
where y ∈ R N is the vector of generalized coordinates, M ∈ R N ×N is the inertia matrix, h ∈ R N is the vector of centrifugal and Coriolis forces, g ∈ R N is the vector of gravitational forces, f ∈ R N is the vector of applied forces/torques, p ∈ R Np is the vector of parameters, and u ∈ R N is the vector of actuator driving forces/torques.
In this paper, we consider only applied forces/ torques due to passive linear elastic elements that can be expressed in the form
where K ∈ R N ×N is the stiffness matrix, and y n ∈ R N is the vector of spring mounting positions. We define
as the vector of independent spring stiffnesses that form K. Then, the vector of design variables can be expressed as
T . Here, we consider trajectories that move between two points and rest at both ends, i.e.,
The energy consumed by this motion can be estimated by the following cost function
where W ∈ R N ×N is a positive definite matrix. The problem considered in this paper can be formulated as follows:
T by minimizing the energy consumption (5) subject to the initial and final conditions (3) and (4) for the system (1) and (2).
ANALYSIS OF OPTIMAL SOLUTION
Since Eqn.
(1) has a strong nonlinearity, it is difficult to obtain analytical solutions. Therefore, in this section, we analyze the problem approximately by using the linearization and modal analysis techniques.
Linearization of the Equations of Motion
Firstly, to make the later calculations easy, we shift the reference point to the middle point of the initial and final points. To this end, we define y m and y e as y m = 1 2 (y f + y 0 ), y e = 1 2 (y f − y 0 ) and shift the coordinates asỹ(t) = y(t) − y m ,ỹ n = y n − y m . This transforms the initial and final conditions to the symmetric form
And the equations of motion (1) can be rewritten as
Here we assume that the centrifugal and Coriolis forces are insignificant and negligible. In addition, we approximate the inertia matrix and the vector of gravitational
where G ≡ ∂g(0)/∂ỹ. The validity of these assumptions will be examined numerically in the next section. By introducing the assumptions (9)- (11), the equations of motion (8) becomê
UsingK = K + G, Eqn. (12) can be rearranged aŝ
Hence, we can obtain the following linearized equations of motionMÿ +Kỹ = u +Kŷ n ,
whereŷ n =K −1 {Kỹ n −g(0)}. It is considered that the optimal motion is strongly dependent on the natural frequencies and modal shapes. Therefore let us consider the free vibration system corresponding to (14) and compute the modal matrix Φ ∈ R N ×N that satisfies
where I is the identity matrix,
is the i-th natural frequency arranged as ω 1 < ω 2 < · · · < ω N where some of the lowest may vanish. We make the coordinate transformationỹ = Φq to be substituted into the equations (14). Premultiplying by
where
T as x 1 = q, x 2 =q. Then, the state equations are written asẋ
The initial and final conditions are expressed as
where q e = Φ −1 y e .
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Analysis Using Optimal Control Theory
Let us introduce an adjoint vector ψ = [ψ
T and define the Hamiltonian as
(22) The optimal control is derived from ∂H/∂u = 0 as
Substituting Eqn. (23) into Eqn. (22) yields
(24) From Eqn. (24), the canonical equations of Hamilton are derived aṡ
However, it is difficult to obtain the closed-form solution of these equations since they are coupled due to the term Φ T W −1 Φ in the second term of right hand side of Eqn. (26). On the other hand, selecting the weighting matrix as W =M −1 results in the cost function of mechanical power and allows to decouple these equations by the property
Hence, in the following, we analyze this case. Then, Eqs (25) to (28) can be rewritten aṡ
By solving these differential equations under the twopoint boundary conditions (20), (21), we can obtain the optimal solution that minimizes the energy consumed.
OPTIMAL SOLUTION FOR A SPECIFIED OP-ERATING TIME
In this section, we solve the problem for a given operating time t f . The relationship between the energy consumed J and operating time t f is derived.
Derivation of Optimal Solution
Let us denote the initial value of adjoint vector as ψ(0), then the solution of Eqn. (30) is given by
By using this, the solution of Eqn. (29) is obtained as
If the final condition x(t f ) is specified, ψ(0) can be computed by
where q ei and q ni is the i-th element of q e and q n respectively. From Eqs. (23), (35) and W =M −1 , the optimal control u(t) can be computed by
Moreover, the cost function (5) is derived as
where we use the fact Φ TM Φ = I. In the above equation, it is easily confirmed that
Therefore, it is understood that the optimal spring mounting position that minimizes J is always q ni = 0 (i = 1, 2, · · · , N ), i.e., q n = 0. Since q n = Φ −1ŷ n = 0, Copyright (c) 2010 by JSME 
Hence, the optimal spring mounting position can be derived as
Eqn. (40) shows that in the case with gravity the springs work not only as storage elements but also as gravity balancers.
In the following, we analyze the problem for the optimal spring mounting position only by setting q n = 0. It is noticed that some of ω i might be zero depending on the structure of the stiffness matrixK. By using the L'Hospital's theorem, we can obtain
Hence, the relationship between the minimum value of the consumed energy J and the operating time t f including the case of ω i = 0 can be expressed as
Eqs. (42) and (43) show that we can reasonably understand about the consumed energy of multibody systems with elastic elements as the sum of the consumed energy corresponding to the each mode. The optimal trajectory in modal coordinates q(t) is derived by substituting ψ(0), Eqs. (20) and (21) into Eqn. (33) as
Then, the optimal trajectory in physical coordinates y(t) can be obtained by y(t) = y m + Φq(t).
Comparison with Simulation Results
The analytical solution obtained in the previous section is derived based on the linearized equations of motion (14). Therefore, we should check the influence of the nonlinearity ignored in the analysis. Hence, in this section we compare the analytical solution with the numerical one considering the full nonlinear dynamics by a general purpose optimal trajectory planning algorithm for multibody systems (Iwamura et al.,2009 ). Here we consider robot manipulators as shown in Fig. 1 . In this figure, l i is length of the link, s i is the distance between the joint and the center of mass, m i is the mass, and I i is the moment of inertia about the center of mass. These parameters are defined as l 1 = 0.25m, l 2 = 0.16m, s 1 = 0.125m, s 2 = 0.08m, m 1 = 14.25kg, m 2 = 10.0kg, In this case, the inertia matrix is constant and the centrifugal and Coriolis forces do not appear. From Eqn. (40), the optimal spring mounting position can be obtained as
1-DOF Manipulator
Then, the linearized equation of motion (14) becomes
Hence, the relationship between the minimum value of J and t f , i.e. Eqs. (42) and (43) can be written as
As an example, we consider the motion under the initial and final condition y 0 = 0deg and y f = 60deg. Figure 2 shows the comparison between the analytical solution and the numerical one of J for the cases of Figure 2 . POWER J OF 1-DOF MANIPULATOR.
k 1 = 1.0Nm/rad and 10.0Nm/rad. The analytical solution is computed by Eqs. (49) and (50). The numerical solution is calculated by the algorithm (Iwamura et al., 2009 ) for different operating times t f . We can observe that both results are coinciding almost everywhere.
2-DOF Manipulator
For the 2-DOF manipulator shown in Fig. 1 , the equations of motion (1) 
The optimal spring mounting positions can be obtained by Eqn. (40). Then, the linearized equations of motion (14) read as
wherê
Figure 3. POWER J OF 2-DOF MANIPULATOR.
From Eqs. (42) and (43), the minimum value of J can be expressed as the sum of 1st mode energy consumed J 1 and 2nd mode energy consumed J 2 as
As an T Nm/rad computed by the analytical solution (53) is shown in Fig. 3 with J 1 and J 2 . In Fig. 3 , the minimum value of J computed by the numerical algorithm (Iwamura et al., 2009 ) is also shown. We can observe that, though there is a small difference due to nonlinearity, but both results are coinciding around the local minima.
Since the analytical solution is well approximating the characteristics of the exact one, it is proposed that the analytical solution can be used for analysis and design of multibody systems with elastic elements.
OPTIMAL DESIGN METHOD
In the previous section, we derive the solution by assuming that the operating time t f is specified. In this section, we first derive a condition for t f to be optimal for given springs and then propose the optimal design method for springs by using the condition.
Optimal Operating Time
If some ω i become zero, an optimal operating time t f does not exist since J has terms that decrease monotonously with t f , see Eqs (42) and (43). Hence, in the following, we discuss the case that all ω i are nonzero. If we consider t f as the free quantity that can take any value, H(t f ) = 0 should be satisfied from the transversality condition. Moreover, since Eqn. (24) does not contain t explicitly, ∂H/∂t = 0, i.e., H = const is hold. Hence, the following condition
should be satisfied. By substituting Eqs. (20), (21), q n = 0, W =M −1 and ψ (0) into (24), we get
From Eqn. (55), it is understood that H(0) = 0 is satisfied if sin ω i t f = 0 for all i, or equivalently
where r i is an integer. By substituting Eqn. (56) into Eqs. (42) and (43), the cost function is expressed as
From Eqn. (57), it follows that J i takes the maximum 4ω When the condition (56) is satisfied, the second and third term of right hand side of Eqn. (45) vanishes. Therefore, the optimal trajectory in modal coordinates reduce to harmonic vibrations
and the optimal trajectory in physical coordinates can be obtained by y(t) = y m + Φq(t) again.
Optimal Design of Springs
Here we consider the problem to design the spring
T that make the consumed energy minimum for a specified time t * f . As for y n , it is already proven that Eqn. (40) is always the best choice, hence in the following we explain the optimal design method for k. We assume that all ω i are non-zero, therefore we also assume that the number of independent springs N k is N k ≥ N .
Firstly, from Eqn. (56), the natural frequencies ω i can be expressed as
The spring stiffnesses
T that are contained in the stiffness matrixK = K + G should be determined as they satisfy the characteristic equation
All r i in Eqn. (60) should be selected to be odd number so that all J i takes the minimum. And r i should satisfy r 1 < r 2 < · · · < r N since we assumed that ω 1 < ω 2 < · · · < ω N . Moreover, from an engineering point of view, r i is further restricted due to an upper bound of k j satisfying
A method for selecting r i will be explained in detail in the next section for systems with one or two degrees of freedom.
Next we explain the method for finding the spring stiffnesses k that satisfies Eqn. (61) corresponding to the selected r i . Let us define the error function e i as
and the error vector e as e = [e 1 e 2 · · · e N ] T . Then, the problem here becomes to find k that satisfies
The variation in e due to variation in k is expressed
where S = ∂e/∂k is the sensitivity function. If we choose δk so that it yields δe = −e, then it is guaranteed that e → 0. Hence, by solving the equation
we can obtain the proper δk by the generalized inverse
In the special case N k = N , Eqn. (67) is reduced to
We can find k that satisfies Eqn. (64) by computing δk from Eqn. (67) or Eqn. (68), and modifying k iteratively starting from a initial guess k (0) as
where α is the iteration number. It is worth to note that the stiffness matrix may have the form
, see e.g., (51). Then, the sensitivity function can be computed as
iM , and it can be obtained by picking out the diagonal elements from the matrices
Application Examples
The proposed optimal design method is demonstrated for the manipulator shown in Fig. 1. The constraint on the spring stiffness (62) is given by
1-DOF Manipulator
From Eqs. (72) and (73) As in the previous chapter, we consider the motion under the initial and final conditions y 0 = 0deg, y f = 60deg. Here we assume that the operating time is specified as t * f = 1 s and the upper bound of spring stiffness is k 1 max = 400Nm/rad. In this case, the range of r 1 becomes 1.53 < r 1 ≤ 8.03.
Therefore possible choices are the odd number within this limits, i.e. r 1 = 3, 5, 7. For example, if we chose r 1 = 3, the optimal spring stiffness can be computed by Eqn. (72) as y n1 = 41.69deg. The consumed energy J corresponding to this spring stiffness and mounting position is shown in Fig. 4 . We can observe that the minimum value of J becomes zero at the design point t * f = 1 s. In  Fig. 4 , the consumed energy J around t * f = 1 s computed by the algorithm (Iwamura et al., 2009) considering full nonlinear dynamics is also shown for confirmation.
2-DOF Manipulator
For the case of the 2-DOF manipulator in Fig. 1 , from Eqs. (52) and (60), the characteristic equation (61) (i = 1, 2) (74)
The constraint on the spring stiffness (62) is given by 0 < k j ≤ k j max (j = 1, 2).
