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Abstract
We consider a diffuse interface model for tumour growth consisting of a Cahn–
Hilliard equation with source terms coupled to a reaction-diffusion equation. The
coupled system of partial differential equations models a tumour growing in the pres-
ence of a nutrient species and surrounded by healthy tissue. The model also takes into
account transport mechanisms such as chemotaxis and active transport. We establish
well-posedness results for the tumour model and a variant with a quasi-static nutrient.
It will turn out that the presence of the source terms in the Cahn–Hilliard equation
leads to new difficulties when one aims to derive a priori estimates. However, we are
able to prove continuous dependence on initial and boundary data for the chemical
potential and for the order parameter in strong norms.
Key words. Tumour growth; phase field model; Cahn–Hilliard equation; reaction-
diffusion equations; chemotaxis; weak solutions; well-posedness.
AMS subject classification. 35K50, 35Q92, 35K57, 92B05.
1 Introduction
Several new diffuse interface models for tumour growth have been introduced recently in
[11]. Amongst them is a Cahn–Hilliard equation coupled with a reaction-diffusion equation
for a nutrient species. The model equations are given as
∂tϕ = div (m(ϕ)∇µ) + (λpσ − λa)h(ϕ) in Ω × (0, T ), (1.1a)
µ = AΨ′(ϕ) −B∆ϕ − χϕσ in Ω × (0, T ), (1.1b)
∂tσ = div (n(ϕ)(χσ∇σ − χϕ∇ϕ)) − λcσh(ϕ) in Ω × (0, T ), (1.1c)
0 = ∇ϕ ⋅ ν = ∇µ ⋅ ν on Γ × (0, T ), (1.1d)
n(ϕ)χσ∇σ ⋅ ν =K(σ∞ − σ) on Γ × (0, T ). (1.1e)
Here, Ω ⊂ Rd is a bounded domain with boundary Γ ∶= ∂Ω, σ denotes the concentration of
an unspecified chemical species that serves as a nutrient for the tumour, ϕ ∈ [−1,1] denotes
the difference in volume fractions, with {ϕ = 1} representing unmixed tumour tissue, and{ϕ = −1} representing the surrounding healthy tissue, and µ denotes the chemical potential
for ϕ.
∗Fakulta¨t fu¨r Mathematik, Universita¨t Regensburg, 93040 Regensburg, Germany ({Harald.Garcke,
Kei-Fong.Lam}@mathematik.uni-regensburg.de).
1
In the system (1.1), A, B, andK denote positive constants,m(ϕ) and n(ϕ) are positive
mobilities for ϕ and σ, respectively, Ψ(⋅) is a potential with two equal minima at ±1, σ∞
denotes a nutrient supply on the boundary Γ, and h(ϕ) is an interpolation function with
h(−1) = 0 and h(1) = 1. The simplest example is h(ϕ) = 1
2
(1 + ϕ).
The non-negative constants λp, λa represent the proliferation rate and the apoptosis
rate of the tumour cells, respectively, and the non-negative constant λc represents the
consumption rate of the nutrient. Here we note that these are only active in the tu-
mour regions, and the healthy tissue does not proliferate, or consume nutrient or undergo
apoptosis.
We denote χσ > 0 as the diffusivity of the nutrient, and χϕ ≥ 0 can be seen as a
parameter for transport mechanisms such as chemotaxis and active uptake. To see this,
we note that in (1.1a) and (1.1c), the fluxes for ϕ and σ are given by
qϕ ∶= −m(ϕ)∇µ = −m(ϕ)∇(AΨ′(ϕ) −B∆ϕ − χϕσ),
qσ ∶= −n(ϕ)∇(χσσ − χϕϕ),
respectively. The term m(ϕ)∇(χϕσ) in qϕ drives the cells in the direction of increasing σ,
i.e., towards regions of high nutrient, and thus it models the chemotactic response towards
the nutrient. Meanwhile, the term n(ϕ)∇(χϕϕ) in qσ drives the nutrient to regions of
high ϕ, i.e., to the tumour cells, which indicates that the nutrient is moving towards the
tumour cells. Note that ∇ϕ is non-zero only in the vicinity of the interface between the
tumour cells and the healthy tissue, and thus this term only contributes significantly near
the tumour interface. In [11], the authors interpreted this term as the mechanisms that
actively transport nutrient into the tumour colony, and establish a persistent nutrient
concentration difference between the different cell compartments even against the nutrient
concentration gradient. The term “active transport” is used in the biological sense that
some kind of mechanism is required to maintain the transport, which is in contrast to
passive transport processes such as diffusion driven only by the concentration gradient.
We note that in (1.1), the mechanism of chemotaxis and active transport are connected
via the parameter χϕ. To “decouple” the two mechanisms, we introduce the following
choice for the mobility n(ϕ) and diffusion coefficient χσ. For a positive constant η > 0 and
a positive mobility D(ϕ), consider
n(ϕ) = ηD(ϕ)χ−1ϕ , χσ = η−1χϕ. (1.2)
Then, the corresponding fluxes for ϕ and σ are now given as
qϕ ∶= −m(ϕ)∇(AΨ′(ϕ) −B∆ϕ − χϕσ),
qσ ∶= −D(ϕ)∇(σ − ηϕ), (1.3)
where the parameter χϕ controls the effects of chemotaxis, and the parameter η controls
the effects of active transport.
We introduce the free energy N for the nutrient as
N(ϕ,σ) = χσ
2
∣σ∣2 + χϕσ(1 −ϕ), (1.4)
and its partial derivatives with respect to σ and ϕ are given as
N,σ = χσσ + χϕ(1 − ϕ), N,ϕ = −χϕσ. (1.5)
Note that, by the boundary condition ∇ϕ ⋅ ν = 0 on Γ, and the definition of N,σ (1.5), we
have
∇N,σ ⋅ ν = χσ∇σ ⋅ ν − χϕ∇ϕ ⋅ ν = χσ∇σ ⋅ ν on Γ.
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Thus, by testing (1.1c) with N,σ, (1.1b) with ∂tϕ, (1.1a) with µ, and summing the resulting
equations, one can show the following formal energy identity is satisfied,
d
dt ∫Ω [AΨ(ϕ) +
B
2
∣∇ϕ∣2 + χσ
2
∣σ∣2 + χϕσ(1 − ϕ)] dx
+ ∫
Ω
m(ϕ) ∣∇µ∣2 + n(ϕ) ∣∇N,σ ∣2 dx + ∫
Γ
KN,σ(σ − σ∞)dHd−1
+ ∫
Ω
−µ(λpσ − λa)h(ϕ) + λcσh(ϕ)N,σ dx = 0,
(1.6)
whereHd−1 is the (d−1)-dimensional Hausdorff measure. To derive useful a priori estimates
from (1.6) we face a number of obstacles:
1. the presence of source terms µh(ϕ)(λa −λpσ)+N,σλcσh(ϕ) deprives (1.6) of a Lya-
punov structure, i.e., an inequality of the form d
dt
V ≤ αV , for α ≥ 0 and a suitable
function V ;
2. the term σ(1 − ϕ) in the nutrient free energy N(ϕ,σ) can have a negative sign;
3. the presence of triple products µσh(ϕ) and σh(ϕ)N,σ .
One way to control the triple products with the usual H1-regularity expected from σ, ϕ
and µ is to assume that h(⋅) is bounded. The simplest choice is
h(ϕ) =max(0,min (1
2
(ϕ + 1),1)) ,
which ensures h(−1) = 0 and h(1) = 1 as requested. By considering the bounded functions
h(⋅), we can control the source terms µh(ϕ)(λa − λpσ) + N,σλcσh(ϕ) in (1.6), and thus
applications of Ho¨lder’s inequality and Young’s inequality will lead to (see (3.12) below)
d
dt
∫
Ω
[AΨ(ϕ) + B
2
∣∇ϕ∣2 + χσ
2
∣σ∣2 + χϕσ(1 −ϕ)] dx
+ k1 (∥∇µ∥2L2(Ω) + ∥∇N,σ∥2L2(Ω) + ∥σ∥2L2(Γ))
− k2∥σ∥2L2(Ω) − k3∥ϕ∥2L2(Ω) − k4∥∇ϕ∥2L2(Ω) ≤ C,
(1.7)
for some positive constants k1, k2, k3, k4 and C. The sign indefiniteness of the term χϕσ(1−
ϕ) means that we have to first integrate (1.7) in time and then estimate with Ho¨lder’s
inequality and Young’s inequality. Thus, we obtain
A∥Ψ(ϕ)∥L1(Ω) + B2 ∥∇ϕ∥2L2(Ω) + k5∥σ∥2L2(Ω) − k6∥ϕ∥2L2(Ω)
+ k1∫
T
0
(∥∇µ∥2L2(Ω) + ∥∇N,σ∥2L2(Ω) + ∥σ∥2L2(Γ)) dt
− k2∥σ∥2L2(0,T ;L2(Ω)) − k3∥ϕ∥2L2(0,T ;L2(Ω)) − k4∥∇ϕ∥2L2(0,T ;L2(Ω)) ≤ C,
(1.8)
for some positive constants k5, k6 and C. A structural assumption (2.4) on the potential
Ψ will allow us to control ∥ϕ∥2
L2(Ω) with ∥Ψ∥L1(Ω) (see (3.16) below). This will lead to
(A − k7)∥Ψ(ϕ)∥L1(Ω) + B2 ∥∇ϕ∥2L2(Ω) + k5∥σ∥2L2(Ω)
+ k1∫
T
0
(∥∇µ∥2L2(Ω) + ∥∇N,σ∥2L2(Ω) + ∥σ∥2L2(Γ)) dt
− k2∥σ∥2L2(0,T ;L2(Ω)) − k8∥Ψ(ϕ)∥L1(0,T ;L1(Ω)) − k4∥∇ϕ∥2L2(0,T ;L2(Ω)) ≤ C,
(1.9)
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for some positive constants k7, k8 and C. To apply the integral version of Gronwall’s
inequality, we have to assume that the constant A satisfies A > k7. This is needed in order
to derive the usual a priori bounds for ϕ and µ in Cahn–Hilliard systems with source
terms. However, we point out that the constant A is often chosen to be A ∶= γ
ε
, where
γ > 0 denotes the surface tension and ε > 0 is a small parameter related to the interfacial
thickness. For sufficiently small values of ε or sufficiently large surface tension γ, we see
that A > k7 will be satisfied, and thus it is not an unreasonable constraint.
Let us consider the nutrient equation (1.1c) with the specific choice of fluxes (1.2),
leading to
∂tσ = div (D(ϕ)∇σ) − η div (D(ϕ)∇ϕ) − λcσh(ϕ).
Performing a non-dimensionalisation leads to the following non-dimensionalised nutrient
equation (here we reuse the same notation to denote the non-dimensionalised variables)
κ∂tσ =∆σ − θ∆ϕ − ασh(ϕ), (1.10)
where κ > 0 represents the ratio between the nutrient diffusion timescale and the tumour
doubling timescale, θ > 0 represents the ratio between the nutrient diffusion time-scale
and the active transport timescale, and α > 0 represents the ratio between the nutrient
diffusion timescale and the nutrient consumption timescale.
In practice, experimental values indicate that κ≪ 1 (see for example [3, Section 4.3.2])
and we assume that the timescales of nutrient active transport and nutrient consumption
are of the same order as the timescale of nutrient diffusion, i.e., θ ∼ O(1), α ∼ O(1). This
leads to the following quasi-static model,
∂tϕ = div (m(ϕ)∇µ) + (λpσ − λa)h(ϕ) in Ω × (0, T ), (1.11a)
µ = AΨ′(ϕ) −B∆ϕ − χϕσ in Ω × (0, T ), (1.11b)
0 = div (D(ϕ)∇σ) − η div (D(ϕ)∇ϕ) − λcσh(ϕ) in Ω × (0, T ), (1.11c)
0 = ∇ϕ ⋅ ν = ∇µ ⋅ ν on Γ × (0, T ), (1.11d)
D(ϕ)∇σ ⋅ ν =K(σ∞ − σ) on Γ × (0, T ). (1.11e)
Note that the loss of the time derivative ∂tσ implies that an energy identity for (1.11)
cannot be derived in a similar fashion to (1.6). However, if we test (1.11b) with ∂tϕ,
(1.11a) with χϕσ + µ, (1.11c) with σ and add the resulting equations, we formally obtain
d
dt ∫Ω [AΨ(ϕ) +
B
2
∣∇ϕ∣2] dx
+ ∫
Ω
m(ϕ) ∣∇µ∣2 +D(ϕ) ∣∇σ∣2 + λch(ϕ) ∣σ∣2 dx + ∫
Γ
K ∣σ∣2 dHd−1
= ∫
Ω
−m(ϕ)χϕ∇µ ⋅ ∇σ +D(ϕ)η∇ϕ ⋅ ∇σ dx + ∫
Ω
(λpσ − λa)h(ϕ)(χϕσ + µ)dx
+ ∫
Γ
Kσσ∞ dHd−1 .
(1.12)
Here, we point out that there are no terms with indefinite sign under the time derivative,
and so we expect that there will not be a restriction on the constant A as in the model
(1.1). In principle, we can also perform the same testing procedure to (1.1a), (1.1b), and
(1.10) to obtain a similar identity to (1.12) with an additional term d
dt
κ
2
∥σ∥2
L2(Ω) on the
left-hand side. However, the a priori estimates obtain from a Gronwall argument will
not be uniform in κ, which is due to the fact that the source terms involving σ on the
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right-hand side cannot be bounded any longer with the help of κ
2
∥σ∥2
L2(Ω) on the left-hand
side.
Thus in this work, we cannot realize (1.11) as a limit system from (1.1a), (1.1b), and
(1.10) as κ → 0, and the well-posedness of (1.11) will be proved separately. However, if
we supplement (1.1a), (1.1b), and (1.10) with Dirichlet boundary conditions, then we can
rigorously establish the quasi-static system (1.11) as a limit system of (1.1a), (1.1b), and
(1.10) as κ→ 0. For more details, we refer to [10].
We now compare (1.1) with the other models for tumour growth studied in the litera-
ture. In [12], the authors derived the following model,
∂tϕ = div (m(ϕ)∇µ) + P (ϕ)(χσσ + χϕ(1 −ϕ) − µ), (1.13a)
µ = AΨ′(ϕ) −B∆ϕ − χϕσ, (1.13b)
∂tσ = div (n(ϕ)(χσ∇σ − χϕ∇ϕ)) − P (ϕ)(χσσ + χϕ(1 −ϕ) − µ), (1.13c)
where we see that the chemical potentials N,σ and µ enter as source terms in (1.13a) and
(1.13c), and P (ϕ) is a non-negative function. Subsequently, if we consider
χσ = 1, χϕ = 0, n(ϕ) =m(ϕ) = 1
in (1.13), then we obtain
∂tϕ =∆µ + P (ϕ)(σ − µ), (1.14a)
µ = AΨ′(ϕ) −B∆ϕ, (1.14b)
∂tσ =∆σ − P (ϕ)(σ − µ). (1.14c)
Furnishing (1.14) with homogeneous Neumann boundary conditions, the well-posedness
of the system and the existence of the global attractor have been proved in [9] for large
classes of nonlinearities Ψ and P .
The corresponding viscosity regularised version of (1.14) (where there is an extra α∂tµ
term on the left-hand side of (1.14a) and an extra α∂tϕ term on the right-hand side of
(1.14b) for positive constant α) has been studied in [4], where well-posedness is proved
for a general class of potentials Ψ, and for a Lipschitz and globally bounded P . The
asymptotic behaviour as α → 0 is shown under more restrictions on Ψ (polynomial growth
of order 4) and the authors proved that a sequence of weak solutions to the viscosity
regularised system converges to the weak solution of (1.14). Further investigation in
obtaining convergence rates with singular potentials have been initiated in [5, 6], and the
corresponding sharp interface limit is obtained via a formally matched asymptotic analysis
performed in [13].
For (1.14), there is a natural Lyapunov-type energy equality given as
d
dt
∫
Ω
[AΨ(ϕ) + B
2
∣∇ϕ∣2 + 1
2
∣σ∣2] dx
+ ∥∇µ∥2L2(Ω) + ∥∇σ∥2L2(Ω) + ∫
Ω
P (ϕ)(σ − µ)2 dx = 0. (1.15)
Since all the terms are non-negative, the standard a priori estimates can be obtained even
in the case where Ψ has polynomial growth of order 6 in three dimensions. In contrast,
for (1.1) we have to assume that the derivative Ψ′ has linear growth, thus restricting our
class of potentials to those with at most quadratic growth (see Section 7 below).
The quasi-static model (1.11) bears the most resemblance to [7, Equations (68)-(70)]
when the active transport is neglected (i.e., η = 0). We note that the focus of study seems
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to be the linear stability of radial solutions to the resulting sharp interface limit when we
set A = 1
ε
and B = ε, and send ε → 0. To the best of our knowledge, there are no results
concerning the well-posedness of (1.11).
We also mention another class of models that describes tumour growth using a Cahn–
Hilliard–Darcy system,
divv = S, (1.16a)
v = −M(∇p + µ∇ϕ), (1.16b)
∂tϕ + div (vϕ) = ∇ ⋅ (m(ϕ)∇µ) + S, (1.16c)
µ = AΨ′(ϕ) −B∆ϕ, (1.16d)
where v denote a mixture velocity, p denotes the pressure, M is the permeability, and S
denotes a mass exchange term. For the case where S = 0 andM = 1, the existence of strong
solutions in 2D and 3D have been studied in [17]. The global existence of weak solutions in
two and three dimensions via the convergence of a fully discrete and energy stable implicit
finite element scheme is established in [8], and uniqueness of weak solutions can be shown if
additional regularity assumptions on the solutions are imposed. For the case where S ≠ 0
is prescribed and M = 1, existence of global weak solutions in 2D and 3D, and unique
local strong solutions in 2D can be found in [14]. A related system, known as the Cahn–
Hilliard–Brinkman system, where an additional viscosity term is added to the left-hand
side of the velocity equation (1.16b) and the mass exchange S is set to zero, has been the
subject of study in [2]. Meanwhile, in the case S = 0 and M is a function depending on ϕ,
the system (1.16) is also referred to as the Hele–Shaw–Cahn–Hilliard model (see [15, 16]).
In this setting, M is the reciprocal of the viscosity of the fluid mixture, and we refer to [23]
concerning strong well-posedness globally in time for two dimensions and locally in time
for three dimensions when Ω is the d-dimensional torus. Long-time behaviour of solutions
to the Hele–Shaw–Cahn–Hilliard model is studied in [22].
The structure of this paper is as follows. In Section 2, we state the assumptions and the
well-posedness results for (1.1) and (1.11). In Section 3 we derive some useful estimates,
and in Section 4, we prove the existence of weak solutions to (1.1) via a Galerkin procedure.
Continuous dependence on initial and boundary data for (1.1) is shown in Section 5. In
Section 6, we outline the proof of well-posedness for (1.11), and in Section 7 we discuss
the issue of the growth assumptions for the potential.
2 Main results
Notation and useful preliminaries. For convenience, we will often use the notation
Lp ∶= Lp(Ω) andW k,p ∶=W k,p(Ω) for any p ∈ [1,∞], k > 0 to denote the standard Lebesgue
spaces and Sobolev spaces equipped with the norms ∥ ⋅∥Lp and ∥ ⋅∥W k,p . Moreover, the dual
space of a Banach space X will be denoted by X∗. In the case p = 2, we use Hk ∶=W k,2
with the norm ∥ ⋅ ∥Hk .
For any d ∈ N, let Ω ⊂ Rd denote a bounded domain with Lipschitz boundary Γ, and let
T > 0. We recall the Poincare´ inequalities (see for instance [21, Equations (1.35), (1.37a)
and (1.37c)]): There exists a positive constant CP, depending only on Ω and the dimension
d, such that for all f ∈H1,
∥f − f∥
L2
≤ CP∥∇f∥L2 , (2.1)
∥f∥L2 ≤ CP (∥∇f∥L2 + ∥f∥L2(Γ)) , (2.2)
where f ∶= 1∣Ω∣ ∫Ω f dx denotes the mean of f .
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Assumption 2.1.
(A1) λp, λa, λc and χϕ are fixed non-negative constants, while χσ, A, B and K are fixed
positive constants.
(A2) The initial and boundary data satisfy
ϕ0 ∈H
1, σ0 ∈ L
2, σ∞ ∈ L
2(0, T ;L2(Γ)).
(A3) The functions m, n, h and D belong to the space C0(R), and there exist positive
constants h∞, m0, m1, D0, D1, n0 and n1, such that for all t ∈ R,
m0 ≤m(t) ≤m1, n0 ≤ n(t) ≤ n1, D0 ≤D(t) ≤D1, 0 ≤ h(t) ≤ h∞. (2.3)
(A4) The potential Ψ ∈ C1,1(R) is non-negative, continuously differentiable, with globally
Lipschitz derivative and satisfies
Ψ(t) ≥ R1 ∣t∣2 −R2, ∣Ψ′(t)∣ ≤ R3(1 + ∣t∣), (2.4)
for positive constants R2, R3 and a positive constant R1 such that
A >
2χ2ϕ
χσR1
. (2.5)
Definition 2.1. We call a triplet of functions (ϕ,µ,σ) a weak solution to (1.1) if
σ,ϕ ∈H1(0, T ; (H1)∗) ∩L2(0, T ;H1), µ ∈ L2(0, T ;H1),
with ϕ(0) = ϕ0, σ(0) = σ0 and satisfy for ζ,φ, ξ ∈H1 and a.e. t ∈ (0, T ),
⟨∂tϕ, ζ⟩ = ∫
Ω
−m(ϕ)∇µ ⋅ ∇ζ + (λpσ − λa)h(ϕ)ζ dx , (2.6a)
∫
Ω
µφdx = ∫
Ω
AΨ′(ϕ)φ +B∇ϕ ⋅ ∇φ − χϕσφdx , (2.6b)
⟨∂tσ, ξ⟩ = ∫
Ω
−n(ϕ)(χσ∇σ − χϕ∇ϕ) ⋅ ∇ξ − λcσh(ϕ)ξ dx (2.6c)
+ ∫
Γ
ξK(σ∞ − σ)dHd−1 ,
where ⟨⋅, ⋅⟩ denotes the duality pairing between H1 and its dual (H1)∗.
Theorem 2.1 (Existence of global weak solutions). Let Ω ⊂ Rd be a bounded domain with
Lipschitz boundary Γ and let T > 0. Suppose Assumption 2.1 is satisfied. Then, there
exists a triplet of functions (ϕ,µ,σ) such that
ϕ ∈ L∞(0, T ;H1) ∩H1(0, T ; (H1)∗), µ ∈ L2(0, T ;H1),
σ ∈ L2(0, T ;H1) ∩L∞(0, T ;L2) ∩H1(0, T ; (H1)∗),
and is a weak solution of (1.1) in the sense of Definition 2.1.
The embedding of L2(0, T ;H1) ∩H1(0, T ; (H1)∗) into C([0, T ];L2) guarantees that
the initial data are meaningful. We point out that the assumption (2.5) arises from using
Young’s inequality to estimate the term χϕσ(1−ϕ) in (1.6), and is by no means an optimal
assumption. See Remark 3.1 for more details. In addition, Theorem 2.1 gives the existence
of weak solutions in any dimension. This is thanks to the fact that Ψ′ has linear growth
(see (2.4)2).
Next, we show continuous dependence on initial and boundary data and uniqueness of
weak solutions under additional assumptions on the interpolation function h(⋅) and the
mobilities m(⋅) and n(⋅).
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Theorem 2.2 (Continuous dependence and uniqueness). Let d ≤ 4. Suppose h(⋅) ∈
C0,1(R), m(⋅) and n(⋅) are constant mobilities (without loss of generality we set m(⋅) =
n(⋅) = 1). For i = 1,2, let
ϕi ∈ L
∞(0, T ;H1) ∩H1(0, T ; (H1)∗), µi ∈ L2(0, T ;H1),
σi ∈ L
2(0, T ;H1) ∩L∞(0, T ;L2) ∩H1(0, T ; (H1)∗)
denote two weak solutions of (1.1) satisfying (2.6) with corresponding initial data ϕi(0) =
ϕ0,i ∈H
1, σi(0) = σ0,i ∈ L2, and boundary data σ∞,i ∈ L2(0, T ;L2(Γ)). Then,
sup
s∈[0,T ]
(∥σ1(s) − σ2(s)∥2L2 + ∥ϕ1(s) −ϕ2(s)∥2L2)
+ ∥µ1 − µ2∥2L2(0,T ;L2) + ∥∇(σ1 − σ2)∥2L2(0,T ;L2)
+ ∥σ1 − σ2∥2L2(0,T ;L2(Γ)) + ∥∇(ϕ1 −ϕ2)∥2L2(0,T ;L2)
≤ C (∥σ0,1 − σ0,2∥2L2 + ∥ϕ0,1 −ϕ0,2∥2L2 + ∥σ∞,1 − σ∞,2∥2L2(0,T ;L2(Γ))) ,
where the constant C depends on ∥σi∥L∞(0,T ;L2), T , K, h∞, Ω, d, A, B, λp, λc, λa, χϕ,
χσ, and Lh, LΨ′ which denote the Lipschitz constants of h and Ψ
′, respectively.
We point out that Theorem 2.2 provides continuous dependence for the difference
of the chemical potentials ∥µ1 − µ2∥L2(Ω×(0,T )) and also with a stronger norm ∥ϕ1(t) −
ϕ2(t)∥L∞(0,T ;L2) for the difference of the order parameters. This is in contrast with the
classical norm ∥ϕ1(t) − ϕ2(t)∥L∞(0,T ;(H1)∗) one obtains for the Cahn–Hilliard equation,
compare [9, Theorem 2].
We will now consider the quasi-static system (1.11).
Definition 2.2. We call a triplet of functions (ϕ,µ,σ) a weak solution to (1.11) if
σ,µ ∈ L2(0, T ;H1), ϕ ∈H1(0, T ; (H1)∗) ∩L2(0, T ;H1),
with ϕ(0) = ϕ0 and satisfy for ζ, λ, ξ ∈H1 and a.e. t ∈ (0, T ),
⟨∂tϕ, ζ⟩ = ∫
Ω
−m(ϕ)∇µ ⋅ ∇ζ + (λpσ − λa)h(ϕ)ζ dx , (2.7a)
∫
Ω
µλdx = ∫
Ω
AΨ′(ϕ)λ +B∇ϕ ⋅ ∇λ − χϕσλdx , (2.7b)
∫
Γ
ξK(σ∞ − σ)dHd−1 = ∫
Ω
D(ϕ)(∇σ − η∇ϕ) ⋅ ∇ξ + λcσh(ϕ)ξ dx . (2.7c)
Theorem 2.3 (Existence and regularity of global weak solutions). Let Ω ⊂ Rd be a bounded
domain with Lipschitz boundary Γ and let T > 0. Suppose Assumption 2.1 is satisfied, and
let A be a positive constant which need not satisfy (2.5). Then, there exists a triplet of
functions (ϕ,µ,σ) such that
σ,µ ∈ L2(0, T ;H1), ϕ ∈ L∞(0, T ;H1) ∩H1(0, T ; (H1)∗),
and is a weak solution of (1.11) in the sense of Definition 2.2. Furthermore, if σ∞ ∈
L∞(0, T ;L2(Γ)), then
σ ∈ L∞(0, T ;H1).
In Section 6 we derive the a priori estimates and deduce the existence of approximate
solutions on the Galerkin level. The proof of Theorem 2.3 then follows from standard
compactness results. In Section 6.4, we show the continuous dependence on initial and
boundary data and uniqueness under additional assumptions.
8
Theorem 2.4 (Continuous dependence and uniqueness). Let d ≤ 4. Suppose h(⋅) ∈
C0,1(R), m and D are constant mobilities (without loss of generality we set m = 1).
For i = 1,2, let
ϕi ∈ L
∞(0, T ;H1) ∩H1(0, T ; (H1)∗), µi ∈ L2(0, T ;H1), σi ∈ L∞(0, T ;H1)
denote two weak solutions of (1.11) satisfying (2.7) with corresponding initial data ϕi(0) =
ϕ0,i ∈H
1 and boundary data σ∞,i ∈ L
∞(0, T ;L2(Γ)). Then,
sup
s∈[0,T ]
∥ϕ1(s) −ϕ2(s)∥2L2 + ∥µ1 − µ2∥2L2(0,T ;L2) + ∥∇(ϕ1 −ϕ2)∥2L2(0,T ;L2)
+ ∥∇(σ1 − σ2)∥2L2(0,T ;L2) + ∥σ1 − σ2∥2L2(0,T ;L2(Γ))
≤ C (∥ϕ0,1 − ϕ0,2∥2L2 + ∥σ∞,1 − σ∞,2∥2L2(0,T ;L2(Γ))) ,
where the constant C depends on ∥σi∥L∞(0,T ;H1), K, Ω, A, B, Lh, LΨ′, λp, λc, λa, χϕ,
and T .
3 Useful estimates
We will use a modified version of Gronwall’s inequality in integral form.
Lemma 3.1. Let α,β,u and v be real-valued functions defined on I ∶= [0, T ]. Assume that
α is integrable, β is non-negative and continuous, u is continuous, v is non-negative and
integrable. Suppose u and v satisfy the integral inequality
u(s) + ∫ s
0
v(t)dt ≤ α(s) + ∫ s
0
β(t)u(t)dt ∀s ∈ I. (3.1)
Then,
u(s) + ∫ s
0
v(t)dt ≤ α(s) + ∫ s
0
α(t)β(t) exp (∫ s
t
β(r)dr ) dt . (3.2)
This differs from the usual Gronwall’s inequality in integral form by an extra term
∫ s0 v(t)dt on the left-hand side.
Proof. Let
w(s) ∶= u(s) + ∫ s
0
v(t)dt .
Then, by (3.1) and the non-negativity of β and v,
w(s) ≤ α(s) + ∫ s
0
β(t)w(t)dt .
Applying the standard Gronwall’s inequality in integral form yields the required result.
Below we will derive the first a priori estimate for sufficiently smooth solutions to (1.1),
in particular this will hold for the Galerkin approximations in Section 4.1. We choose to
present this estimate here due to the length of the derivation.
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Lemma 3.2. Suppose Assumption 2.1 is satisfied. Let (ϕ,µ,σ) be a triplet of func-
tions satisfying (2.6) with ϕ(0) = ϕ0 and σ(0) = σ0, and ϕ,σ ∈ C1([0, T ];H1), µ ∈
C0([0, T ];H1). Then, there exists a positive constant C depending on T , Ω, Γ, d, R1, R2,
R3, the parameters λp, λa, λc, χσ, χϕ, h∞, m0, n0, A, B, K, the initial-boundary data∥σ∞∥L2(0,T ;L2(Γ)), ∥ϕ(0)∥H1 and ∥σ(0)∥L2 , such that for all s ∈ (0, T ],
∥Ψ(ϕ(s))∥L1 + ∥ϕ(s)∥2H1 + ∥σ(s)∥2L2
+ ∥∇µ∥2L2(0,s;L2) + ∥∇σ∥2L2(0,s;L2) + ∥σ∥2L2(0,s;L2(Γ)) ≤ C. (3.3)
Proof. Let
c0 ∶= ∫
Ω
[AΨ(ϕ0) + B
2
∣∇ϕ0∣2 + χσ
2
∣σ0∣2 + χϕσ0(1 −ϕ0)] dx (3.4)
denote the initial energy. Then, by the assumption on the ϕ0 and σ0, Ho¨lder’s inequality
and Young’s inequality we see that c0 is bounded.
Substituting ζ = µ, φ = ∂tϕ, and ξ = χσσ + χϕ(1 − ϕ) = N,σ into (2.6) and adding the
resulting equations together, we obtain
d
dt
∫
Ω
[AΨ(ϕ) + B
2
∣∇ϕ∣2 + χσ
2
∣σ∣2 + χϕσ(1 − ϕ)] dx
+ ∫
Ω
m(ϕ) ∣∇µ∣2 + n(ϕ) ∣χσ∇σ − χϕ∇ϕ∣2 dx + ∫
Γ
Kχσ ∣σ∣2 dHd−1
+ ∫
Ω
h(ϕ) (λcσ(χσσ + χϕ(1 −ϕ)) − (λpσ − λa)µ) dx
− ∫
Γ
K(χσσ + χϕ(1 − ϕ))σ∞ −Kχϕ(1 −ϕ)σ dHd−1 = 0.
(3.5)
We first estimate the mean µ using (2.6b) by considering φ = 1 and using the growth
condition (2.4), leading to
∥µ∥2L2 = ∣µ∣2 ∣Ω∣ = ∣Ω∣−1 ∣∫
Ω
AΨ′(ϕ) − χϕσ dx ∣2
≤ ∣Ω∣−1 (AR3 ∣Ω∣ +AR3∥ϕ∥L2 ∣Ω∣ 12 + χϕ∥σ∥L2 ∣Ω∣ 12 )2
≤ 3 ∣Ω∣−1 (A2R23 ∣Ω∣2 +A2R23∥ϕ∥2L2 ∣Ω∣ + χ2ϕ∥σ∥2L2 ∣Ω∣) .
Employing the Poincare´ inequality (2.1) we have
∥µ∥2L2 ≤ 2C2P∥∇µ∥2L2 + 2∥µ∥2L2
≤ 2C2P∥∇µ∥2L2 + 6(A2R23 ∣Ω∣ +A2R23∥ϕ∥2L2 + χ2ϕ∥σ∥2L2) . (3.6)
Then, by Ho¨lder’s inequality and Young’s inequality, we can estimate the source term
involving µ as follows,
∣∫
Ω
−h(ϕ)(λpσ − λa)µdx ∣ ≤ h∞ (λp∥σ∥L2 + λa ∣Ω∣12 ) ∥µ∥L2
≤
h2∞λ
2
p
4a1
∥σ∥2L2 +C(a2, λa, h∞, ∣Ω∣) + (a1 + a2)∥µ∥2L2
≤ 2C2P(a1 + a2)∥∇µ∥2L2 +C(a1, a2, λa, h∞, ∣Ω∣ ,A,R3)
+ (h2∞λ2p
4a1
+ 6(a1 + a2)χ2ϕ)∥σ∥2L2 + 6A2R23(a1 + a2)∥ϕ∥2L2 ,
(3.7)
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for some positive constants a1 and a2 yet to be determined. For the term involving λc, we
obtain from Ho¨lder’s inequality and Young’s inequality
∣∫
Ω
λch(ϕ)σ(χσσ + χϕ(1 −ϕ))dx ∣
≤ λch∞ (χσ∥σ∥2L2 + χϕ∥ϕ∥L2∥σ∥L2 + χϕ∥σ∥L1)
≤ λch∞ (χσ + a4 + a3χϕ
2
) ∥σ∥2L2 + λch∞ χϕ2a3 ∥ϕ∥2L2 +C(∣Ω∣ , λc, h∞, χσ, χϕ, a4),
(3.8)
for some positive constants a3 and a4 yet to be determined. For the terms involving
the boundary integral, we have by Ho¨lder’s inequality, Young’s inequality and the trace
theorem,
∣∫
Γ
χϕ(1 −ϕ)σ − χσσσ∞ − χϕ(1 − ϕ)σ∞ dHd−1 ∣
≤ χϕ (∥σ∥L1(Γ) + ∥ϕ∥L2(Γ)∥σ∥L2(Γ)) + χσ∥σ∥L2(Γ)∥σ∞∥L2(Γ)
+ χϕ∥σ∞∥L1(Γ) + χϕ∥ϕ∥L2(Γ)∥σ∞∥L2(Γ)
≤ (a5 + χσ
2
)∥σ∥2L2(Γ) + ( χ
2
ϕ
2χσ
+ a6)∥ϕ∥2L2(Γ) +C(a5, a6, χϕ, χσ, ∣Γ∣) (1 + ∥σ∞∥2L2(Γ))
≤ (a5 + χσ
2
)∥σ∥2L2(Γ) +C2tr ( χ
2
ϕ
2χσ
+ a6) ∥ϕ∥2H1 +C (1 + ∥σ∞∥2L2(Γ)) ,
(3.9)
for some positive constants a5 and a6 yet to be determined. Here, Ctr is the constant from
the trace theorem which depends only on Ω and d,
∥f∥L2(Γ) ≤ Ctr∥f∥H1 ∀f ∈H1.
Employing the estimates (3.7), (3.8), and (3.9), and using the lower bounds of m(⋅) and
n(⋅), we obtain from (3.5)
d
dt
∫
Ω
[AΨ(ϕ) + B
2
∣∇ϕ∣2 + χσ
2
∣σ∣2 + χϕσ(1 −ϕ)] dx
+ ∫
Ω
(m0 − 2C2P(a1 + a2)) ∣∇µ∣2 + n0 ∣χσ∇σ − χϕ∇ϕ∣2 dx
+K ∫
Γ
(χσ − a5 − χσ
2
) ∣σ∣2 dHd−1 −K ∫
Ω
C2tr ( χ
2
ϕ
2χσ
+ a6) ∣∇ϕ∣2 dx
− ∫
Ω
(h2∞λ2p
4a1
+ 6(a1 + a2)χ2ϕ + λch∞ (χσ + a4 + a3χϕ2 )) ∣σ∣2 dx
− ∫
Ω
(6A2R23(a1 + a2) + λch∞ χϕ2a3 +KC2tr (
χ2ϕ
2χσ
+ a6)) ∣ϕ∣2 dx
≤ C (1 + ∥σ∞∥2L2(Γ)) ,
(3.10)
where C is independent of ϕ, σ and µ. By the triangle inequality, Minkowski’s inequality
and Young’s inequality, we see that
∥χσ∇σ∥2L2 ≤ (∥∇N,σ∥L2 + ∥χϕ∇ϕ∥L2)2 ≤ 2∥∇N,σ∥2L2 + 2∥χϕ∇ϕ∥2L2 . (3.11)
We now choose the constants {ai}6i=1 to be
a1 = a2 =
m0
8C2
P
, a5 =
χσ
4
, a3 = a4 = a6 = 1,
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and write
c1 ∶= m0
2
, c2 ∶=Kχσ
4
, c3 ∶=KC2tr ( χ
2
ϕ
2χσ
+ 1) + χ2ϕn0,
c4 ∶=
2h2∞λ
2
pC
2
P
m0
+ 3m0
2C2
P
χ2ϕ + λch∞ (χσ + 1 + χϕ2 ) ,
c5 ∶= 3m0
2C2
P
A2R23 + λch∞
χϕ
2
+KC2tr ( χ
2
ϕ
2χσ
+ 1) ,
where the additional χ2ϕn0 in the constant c3 comes from (3.11). Then (3.10) becomes
d
dt ∫Ω [AΨ(ϕ) +
B
2
∣∇ϕ∣2 + χσ
2
∣σ∣2 + χϕσ(1 −ϕ)] dx
+ ∫
Ω
c1 ∣∇µ∣2 + n0χ2σ
2
∣∇σ∣2 dx + ∫
Γ
c2 ∣σ∣2 dHd−1
− ∫
Ω
c4 ∣σ∣2 + c5 ∣ϕ∣2 + c3 ∣∇ϕ∣2 dx ≤ C (1 + ∥σ∞∥2L2(Γ)) .
(3.12)
Integrating (3.12) with respect to t from 0 to s ∈ (0, T ] gives
∫
Ω
[AΨ(ϕ(x, s)) + B
2
∣∇ϕ(x, s)∣2 + χσ
2
∣σ(x, s)∣2 + χϕσ(x, s)(1 −ϕ(x, s))] dx
+ c1∥∇µ∥2L2(0,s;L2) + n0χ2σ2 ∥∇σ∥2L2(0,s;L2) + c2∥σ∥2L2(0,s;L2(Γ))
− c4∥σ∥2L2(0,s;L2) − c5∥ϕ∥2L2(0,s;L2) − c3∥∇ϕ∥2L2(0,s;L2)
≤ c0 +C (s + ∥σ∞∥2L2(0,s;L2(Γ))) ,
(3.13)
where the constant c0 is defined in (3.4). By Ho¨lder’s inequality and Young’s inequality,
we have
∣∫
Ω
χϕσ(1 − ϕ)dx ∣ ≤ χϕ∥σ∥L1 + χϕ∥σ∥L2∥ϕ∥L2
≤
χσ
8
∥σ∥2L2 +C(χσ, ∣Ω∣ , χϕ) + χσ8 ∥σ∥2L2 +
2χ2ϕ
χσ
∥ϕ∥2L2 ,
(3.14)
and thus from (3.13) we deduce that
A∥Ψ(ϕ(s))∥L1 + B2 ∥∇ϕ(s)∥2L2 +
χσ
4
∥σ(s)∥2L2 − 2χ
2
ϕ
χσ
∥ϕ(s)∥2L2
+ c1∥∇µ∥2L2(0,s;L2) + n0χ2σ2 ∥∇σ∥2L2(0,s;L2) + c2∥σ∥2L2(0,s;L2(Γ))
− c4∥σ∥2L2(0,s;L2) − c5∥ϕ∥2L2(0,s;L2) − c3∥∇ϕ∥2L2(0,s;L2)
≤ c0 +C (1 + T + ∥σ∞∥2L2(0,T ;L2(Γ))) .
(3.15)
Now, by (2.4), we have
∥ϕ∥2L2 = ∫
Ω
∣ϕ∣2 dx ≤ 1
R1
(∫
Ω
Ψ(ϕ)dx +R2 ∣Ω∣) = 1
R1
∥Ψ(ϕ)∥L1 + R2
R1
∣Ω∣ , (3.16)
and, for any s ∈ (0, T ],
∥ϕ∥2L2(0,s;L2) ≤ 1R1 ∥Ψ(ϕ)∥L1(0,s;L1) +
R2
R1
∣Ω∣s. (3.17)
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Thus, using (3.16) and (3.17), we obtain from (3.15)
(A − 2χ2ϕ
χσR1
) ∥Ψ(ϕ(s))∥L1 + B2 ∥∇ϕ(s)∥2L2 +
χσ
4
∥σ(s)∥2L2
− c5
R1
∥Ψ(ϕ(s))∥L1(0,s;L1) − c3∥∇ϕ∥2L2(0,s;L2) − c4∥σ∥2L2(0,s;L2)
+ c1∥∇µ∥2L2(0,s∶L2) + n0χ2σ2 ∥∇σ∥2L2(0,s;L2) + c2∥σ∥2L2(0,s;L2(Γ))
≤ C (1 + T + ∥σ∞∥2L2(0,T ;L2(Γ))) =∶ c∗,
(3.18)
for some positive constant c∗ independent of s ∈ (0, T ], µ(s), σ(s), and ϕ(s). Let
cmin ∶=min(A − 2χ2ϕ
χσR1
,
B
2
,
χσ
4
) , cmax ∶=max(c5/R1, c3, c4).
Then, cmin > 0 by assumption (see (2.5)), and we obtain from (3.18) that
cmin (∥Ψ(ϕ(s))∥L1 + ∥∇ϕ(s)∥2L2 + ∥σ(s)∥2L2)
+ c1∥∇µ∥2L2(0,s;L2) + n0χ2σ2 ∥∇σ∥2L2(0,s;L2) + c2∥σ∥2L2(0,s;L2(Γ))
≤ ∫
s
0
cmax (∥Ψ(ϕ)∥L1 + ∥∇ϕ∥2L2 + ∥σ∥2L2) dt + c∗.
(3.19)
Substituting
u(s) = ∥Ψ(ϕ(s))∥L1 + ∥∇ϕ(s)∥2L2 + ∥σ(s)∥2L2 ,
v(t) = 1
cmin
(c1∥∇µ∥2L2 + n0χ2σ2 ∥∇σ∥2L2 + c2∥σ∥2L2(Γ)) ,
α(s) = c∗
cmin
, β(t) = cmax
cmin
into Lemma 3.1, we obtain from (3.19)
∥Ψ(ϕ(s))∥L1 + ∥∇ϕ(s)∥2L2 + ∥σ(s)∥2L2
+ 1
cmin
(c1∥∇µ∥2L2(0,s;L2) + n0χ2σ2 ∥∇σ∥2L2(0,s;L2) + c2∥σ∥2L2(0,s;L2(Γ)))
≤
c∗
cmin
+ ∫
s
0
c∗cmax
c2
min
exp(cmax
cmin
(s − t)) dt <∞ ∀s ∈ (0, T ].
(3.20)
Together with (3.16), we find that there exists a positive constant C not depending on ϕ,
µ and σ such that
∥Ψ(ϕ(s))∥L1 + ∥ϕ(s)∥2H1 + ∥σ(s)∥2L2
+ ∥∇µ∥2L2(0,s;L2) + ∥∇σ∥2L2(0,s;L2) + ∥σ∥2L2(0,s;L2(Γ)) ≤ C, (3.21)
for all s ∈ (0, T ].
Remark 3.1. The necessity of (2.5) comes from the fact that in (3.12), we cannot apply
Ho¨lder’s inequality and Young’s inequality like in (3.14) to estimate the term
d
dt ∫Ω χϕσ(1 −ϕ)dx ,
as inequalities are not preserved under differentiation.
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4 Global weak solutions
4.1 Galerkin approximation
We obtain global weak solutions via a suitable Galerkin procedure. Consider a basis{wi}i∈N of H1 which is orthonormal with respect to the L2-inner product, and, without
loss of generality, we assume w1 is constant and hence ∫Ωwi dx = 0 for all i ≥ 2. In
the following we take {wi}i∈N to be eigenfunctions for the Laplacian with homogeneous
Neumann boundary conditions,
−∆wi = Λiwi in Ω, (4.1a)
∇wi ⋅ ν = 0 on Γ, (4.1b)
where Λi is the eigenvalue corresponding to wi. It is well-known that the {wi}i∈N can
be chosen as an orthonormal basis of L2 and then forms an orthogonal basis of H1. As
constant functions are eigenfunctions, w1 can be chosen as a constant function with Λ1 = 0
(see for instance [19, Theorem 8.4]). Let
Wk ∶= span{w1, . . . ,wk} ⊂H1
denote the finite dimensional space spanned by the first k basis functions. We now consider
ϕk(t, x) = k∑
i=1
αki (t)wi(x), µk(t, x) = k∑
i=1
βki (t)wi(x), σk(t, x) = k∑
i=1
γki (t)wi(x), (4.2a)
and the following Galerkin ansatz,
∫
Ω
∂tϕkwj dx = ∫
Ω
−m(ϕk)∇µk ⋅ ∇wj + (λpσk − λa)h(ϕk)wj dx , (4.3a)
∫
Ω
µkwj dx = ∫
Ω
AΨ′(ϕk)wj +B∇ϕk ⋅ ∇wj − χϕσkwj dx , (4.3b)
∫
Ω
∂tσkwj dx = ∫
Ω
−n(ϕk)(χσ∇σk − χϕ∇ϕk) ⋅ ∇wj − λcσkh(ϕk)wj dx (4.3c)
+ ∫
Γ
K(σ∞ − σk)wj dHd−1 ,
for 1 ≤ j ≤ k. We define the following symmetric matrices with components
(Mkh )ji ∶= ∫
Ω
h(ϕk)wiwj dx , (MΓ)ji ∶= ∫
Γ
wiwj dH
d−1 ,
(Skm)ji ∶= ∫
Ω
m(ϕk)∇wi ⋅ ∇wj dx , (Skn)ji ∶= ∫
Ω
n(ϕk)∇wi ⋅ ∇wj dx ,
for 1 ≤ i, j ≤ k. Let δij denote the Kronecker delta, and we introduce the notation
ψkj ∶= ∫
Ω
Ψ′(ϕk)wj dx , Σkj ∶= ∫
Γ
σ∞wj dH
d−1 , hkj ∶= ∫
Ω
h(ϕk)wj dx ,
ψk ∶= (ψk1 , . . . , ψkk)⊺, Σk ∶= (Σk1 , . . . ,Σkk)⊺, hk ∶= (hk1 , . . . , hkk)⊺,
Mij = ∫
Ω
wiwj dx = δij , Sij ∶= ∫
Ω
∇wi ⋅ ∇wj dx ,
for 1 ≤ i, j ≤ k, so that we obtain the following initial value problem for a system of ordinary
differential equations for αk ∶= (αk1 , . . . αkk)⊺, βk ∶= (βk1 , . . . , βkk )⊺, and γk ∶= (γk1 , . . . , γkk)⊺,
d
dt
αk = −Skmβk + λpMkhγk − λahk, (4.4a)
βk = Aψ
k +BSα − χϕγk, (4.4b)
d
dt
γk = −Skn(χσγk − χϕαk) − λcMkhγk −KMΓγk +KΣk. (4.4c)
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Substituting (4.4b) into (4.4a), we obtain
d
dt
αk = −Skm(Aψk +BSαk − χϕγk) + λpMkhγk − λahk, (4.5a)
d
dt
γk = −Skn(χσγk − χϕαk) − λcMkhγk −KMΓγk +KΣk, (4.5b)
and we complete (4.5) with the initial conditions
(αk)j(0) = ∫
Ω
ϕ0wj dx , (γk)j(0) = ∫
Ω
σ0wj dx for 1 ≤ j ≤ k, (4.6)
which satisfy
∥ k∑
i=1
(αk)i(0)wi∥
H1
≤ ∥ϕ0∥H1 ,
XXXXXXXXXXX
k
∑
j=1
(γk)i(0)wi
XXXXXXXXXXXL2 ≤ ∥σ0∥L2 ∀k ∈ N.
We remark that (4.5) is a nonlinear ODE system and Skm, S
k
n, ψ
k, Mkh depend in a
nonlinear way on the solution. Continuity of m(⋅), n(⋅), h(⋅) and Ψ′(⋅) imply that the
right-hand sides of (4.5) depend continuously on αk and γk. Thus, we can appeal to the
theory of ODEs (via the Cauchy–Peano theorem) to infer that the initial value problem
(4.5) has at least one local solution pair (αk,γk) defined on [0, tk] for each k ∈ N.
4.2 A priori estimates
Next, we show that tk = T for each k ∈ N by deriving a priori estimates. By the Cauchy–
Peano theorem, (4.4b), and (4.2), we see that
ϕk, σk ∈ C
1([0, tk];Wk), µk ∈ C0([0, tk];Wk).
We proceed similarly to the derivation of (3.3). Let δij denote the Kronecker delta.
Multiplying (4.3c) with χσγ
k
j + χϕ(w−11 δ1j − αkj ) and summing from j = 1 to k leads to
∫
Ω
∂tσk(χσσk + χϕ(1 − ϕk)) + n(ϕk) ∣χσ∇σk − χϕ∇ϕk ∣2 dx
= −∫
Ω
λcσkh(ϕk)(χσσk + χϕ(1 − ϕk))dx
+ ∫
Γ
K(σ∞ − σk)(χσσk + χϕ(1 − ϕk))dHd−1 .
(4.7)
Here, we used that w1 is constant, ∇w1 = 0, and the linearity of the trace operator. Next,
we multiply (4.3a) with βkj , and summing the product from j = 1 to k leads to
∫
Ω
(∂tϕk − λpσkh(ϕk) + λah(ϕk))µk +m(ϕk) ∣∇µk ∣2 dx = 0. (4.8)
Similarly, we multiply (4.3b) with d
dt
αkj , and summing the product from j = 1 to k gives
0 = ∫
Ω
(−µk +AΨ′(ϕk) − χϕσk)∂tϕk +B∇ϕk ⋅ ∇∂tϕk dx . (4.9)
Upon adding (4.7), (4.8), and (4.9) we obtain
d
dt
∫
Ω
[AΨ(ϕk) + B
2
∣∇ϕk ∣2 + χσ
2
∣σk ∣2 + χϕσk(1 − ϕk)] dx
+ ∫
Ω
m(ϕk) ∣∇µk ∣2 + n(ϕk) ∣χσ∇σk − χϕ∇ϕk ∣2 dx + ∫
Γ
Kχσ ∣σk∣2 dHd−1
+ ∫
Ω
λcσkh(ϕk)(χσσk + χϕ(1 −ϕk)) + (λa − λpσk)h(ϕk)µk dx
− ∫
Γ
Kσ∞(χσσk + χϕ(1 − ϕk)) −Kσkχϕ(1 −ϕk)dHd−1 = 0.
(4.10)
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Thanks to Young’s inequality, Poincare´ inequality and the trace theorem, we can deduce
that an analogue of (3.12) holds for ϕk, σk and µk via a similar calculation to that in the
proof of Lemma 3.2. Then, following the proof of Lemma 3.2, we obtain the following
discrete a priori estimate
sup
s∈[0,T ]
(∥Ψ(ϕk(s))∥L1 + ∥ϕk(s)∥2H1 + ∥σk(s)∥2L2)
+ ∥∇µk∥2L2(0,T ;L2) + ∥∇σk∥2L2(0,T ;L2) + ∥σk∥2L2(0,T ;L2(Γ)) ≤ C,
(4.11)
where C is the constant in Lemma 3.2. Setting j = 1 in (4.3b) leads to
∫
Ω
µk dx = ∫
Ω
AΨ′(ϕk) − χϕσk dx ,
and applying the same calculation to that in (3.6) we obtain analogously
∥µk∥2L2 ≤ 2C2P∥∇µk∥2L2 + 2 ∣∫
Ω
µk dx ∣2 ∣Ω∣−1
≤ 2C2P∥∇µk∥2L2 + 6A2R23∥ϕk∥2L2 + 6χ2ϕ∥σk∥2L2 +C(A,R3, ∣Ω∣).
(4.12)
Integrating with respect to time from 0 to T , and using (4.11), we obtain
∥µk∥2L2(0,T ;L2) ≤ C (∥∇µk∥2L2(0,T ;L2) + ∥ϕk∥2L2(0,T ;L2) + ∥σk∥2L2(0,T ;L2) + 1)
≤ C(1 +C). (4.13)
Thus, with (4.11) and (4.13), we see that there exists a positive constant C depending on
C and T such that
sup
s∈(0,T ]
∥ϕk(s)∥H1 + ∥µk∥L2(0,T ;H1) + ∥σk∥L2(0,T ;H1) ≤ C
for all k. This a priori estimate in turn guarantees that the solution {ϕk, σk, µk} to (4.5)
can be extended to the interval [0, T ], and thus tk = T for each k ∈ N.
4.3 Passing to the limit
Let Πk denote the orthogonal projection onto Wk = span{w1, . . . ,wk}. Then, for any
ζ ∈ L2(0, T ;H1), we see that
∫
Ω
∂tϕkζ dx = ∫
Ω
∂tϕkΠkζ dx =
k
∑
j=1
∫
Ω
∂tϕkζkjwj dx ,
where {ζkj}1≤j≤k ⊂ Rk are the coefficients such that Πkζ = ∑kj=1 ζkjwj. Thus, from (4.3a),
and the boundedness of m(⋅) and h(⋅), we find that
∣∫ T
0
∫
Ω
∂tϕkζ dx ∣ ≤m1∥∇µk∥L2(Ω×(0,T ))∥∇Πkζ∥L2(Ω×(0,T ))
+ h∞ (λp∥σk∥L2(Ω×(0,T )) + λa ∣Ω∣12 T 12 ) ∥Πkζ∥L2(Ω×(0,T ))
≤ C∥ζ∥L2(0,T ;H1),
(4.14)
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for some constant C > 0 independent of k. Similarly, we obtain from (4.3c) that
∣∫ T
0
∫
Ω
∂tσkζ dx ∣ ≤ n1 (χσ∥∇σk∥L2(Ω×(0,T )) + χϕ∥∇ϕk∥L2(Ω×(0,T ))) ∥∇Πkζ∥L2(Ω×(0,T ))
+ λch∞∥σk∥L2(Ω×(0,T ))∥Πkζ∥L2(Ω×(0,T ))
+KCtr (∥σ∞∥L2(Γ×(0,T )) + ∥σk∥L2(Γ×(0,T ))) ∥Πkζ∥L2(0,T ;H1)
≤ C∥ζ∥L2(0,T ;H1),
for some constant C > 0 independent of k. Hence, together with (4.11) and (4.13), we find
that
{ϕk}k∈N bounded in L∞(0, T ;H1) ∩H1(0, T ; (H1)∗),
{µk}k∈N bounded in L2(0, T ;H1),
{σk}k∈N bounded in L∞(0, T ;L2) ∩L2(0, T ;H1) ∩L2(0, T ;L2(Γ)) ∩H1(0, T ; (H1)∗).
By standard compactness results (Banach–Alaoglu theorem and reflexive weak compact-
ness theorem) and [20, §8, Corollary 4], we obtain, for a relabelled subsequence,
ϕk → ϕ weakly-∗ in L∞(0, T ;H1),
ϕk → ϕ strongly in C([0, T ];Lp) ∩L2(0, T ;Lp) and a.e. in Ω × (0, T ),
∂tϕk → ∂tϕ weakly in L
2(0, T ; (H1)∗),
σk → σ weakly-∗ in L2(0, T ;H1) ∩L∞(0, T ;L2) ∩L2(0, T ;L2(Γ)),
σk → σ strongly in L
2(0, T ;Lp) and a.e. in Ω × (0, T ),
∂tσk → ∂tσ weakly in L
2(0, T ; (H1)∗),
µk → µ weakly in L
2(0, T ;H1),
where p ∈ [1,∞) for dimensions d = 1,2 and p ∈ [1, 2d
d−2
) for dimensions d ≥ 3. In particular,
the above compactness holds for p ∈ [1,2] in any dimension d, i.e., ϕk → ϕ strongly in
L2(0, T ;L2) ≅ L2(Ω × (0, T )).
For a fixed j and δ ∈ C∞c (0, T ), we have δ(t)wj ∈ L2(0, T ;H1), and so, by the triangle
inequality and Ho¨lder’s inequality, we obtain
∫
T
0
∫
Ω
∣(∣ϕk ∣ − ∣ϕ∣)(δwj)∣ dx dt ≤ ∥ϕk −ϕ∥L2(0,T ;L2)∥δwj∥L2(0,T ;L2) → 0 as k →∞.
In particular, we have
(1 + ∣ϕk ∣) ∣δwj ∣→ (1 + ∣ϕ∣) ∣δwj ∣ strongly in L1(Ω × (0, T )) as k →∞.
By continuity and the growth assumptions on Ψ′(⋅), we have
Ψ′(ϕk)→ Ψ′(ϕ) a.e. as k →∞, ∣Ψ′(ϕk)δwj ∣ ≤ R3(1 + ∣ϕk ∣) ∣δwj ∣ .
Then, the generalised Lebesgue dominated convergence theorem (see [18, Theorem 1.9, p.
89], or [1, Theorem 1.23, p. 59]) yields that
Ψ′(ϕk)δwj → Ψ′(ϕ)δwj strongly in L1(Ω × (0, T )) as k →∞,
which leads to
∫
T
0
∫
Ω
Ψ′(ϕk)δwj dx dt → ∫ T
0
∫
Ω
Ψ′(ϕ)δwj dx dt as k →∞.
Next, by continuity and boundedness ofm(⋅), we see thatm(ϕk)→m(ϕ) a.e. in Ω×(0, T ),
and applying Lebesgue dominated convergence theorem to (m(ϕk) −m(ϕ)) ∣δ∇wj ∣ yields
∥(m(ϕk) −m(ϕ))δ∇wj∥L2(Ω×(0,T )) → 0 as k →∞.
Together with the weak convergence ∇µk ⇀ ∇µ in L2(0, T ;L2), we obtain, by the product
of weak-strong convergence,
∫
T
0
∫
Ω
m(ϕk)δ∇wj ⋅ ∇µk dx dt → ∫ T
0
∫
Ω
m(ϕ)δ∇wj ⋅ ∇µdx dt as k →∞.
Terms involving n(⋅) and h(⋅) can be dealt with in a similar fashion.
Multiplying (4.3) with δ ∈ C∞c (0, T ), integrating in time from 0 to T , and passing to
the limit k →∞, we obtain
∫
T
0
δ(t)⟨∂tϕ,wj⟩dt = ∫ T
0
∫
Ω
δ(t) (−m(ϕ)∇µ ⋅ ∇wj + (λpσ − λa)h(ϕ)wj) dx dt ,
∫
T
0
∫
Ω
δ(t)µwj dx dt = ∫ T
0
∫
Ω
δ(t) (AΨ′(ϕ)wj +B∇ϕ ⋅ ∇wj − χϕσwj) dx dt ,
∫
T
0
δ(t)⟨∂tσ,wj⟩dt = ∫ T
0
∫
Ω
δ(t) (−n(ϕ)(χσ∇σ − χϕ∇ϕ) ⋅ ∇wj − λcσh(ϕ)wj) dx dt
+ ∫
T
0
∫
Γ
δ(t)K(σ∞ − σ)wj dHd−1 dt .
Since this holds for all δ ∈ C∞c (0, T ), we infer that (ϕ,µ,σ) satisfies
⟨∂tϕ,wj⟩ = ∫
Ω
−m(ϕ)∇µ ⋅ ∇wj + (λpσ − λa)h(ϕ)wj dx , (4.15a)
∫
Ω
µwj dx = ∫
Ω
AΨ′(ϕ)wj +B∇ϕ ⋅ ∇wj − χϕσwj dx , (4.15b)
⟨∂tσ,wj⟩ = ∫
Ω
−n(ϕ)(χσ∇σ − χϕ∇ϕ) ⋅ ∇wj − λcσh(ϕ)wj dx (4.15c)
+ ∫
Γ
K(σ∞ − σ)wj dHd−1 ,
for a.e. t ∈ (0, T ) and for all j ≥ 1. As {wj}j∈N is a basis for H1, we see that the triplet(ϕ,µ,σ) satisfies (2.6) for all ζ, λ, ξ ∈H1. Moreover, the strong convergence of ϕk to ϕ in
C([0, T ];L2) and the fact that ϕk(0) → ϕ0 in L2 imply that ϕ(0) = ϕ0. Similarly, by the
continuous embedding
L2(0, T ;H1) ∩H1(0, T ; (H1)∗) ⊂ C([0, T ];L2),
and that σk(0) → σ0 in L2, we have σ(0) = σ0. This shows that (ϕ,µ,σ) is a weak solution
of (2.6).
5 Continuous dependence
Suppose we have two weak solution triplets {ϕi, µi, σi}i=1,2 to (1.1) satisfying the assump-
tions of Theorem 2.2. Let us denote the differences by
ϕ ∶= ϕ1 − ϕ2, σ ∶= σ1 − σ2, µ ∶= µ1 − µ2, Σ∞ ∶= σ∞,1 − σ∞,2. (5.1)
Then, we see that
ϕ ∈ L∞(0, T ;H1) ∩H1(0, T ; (H1)∗), µ ∈ L2(0, T ;H1),
σ ∈ L2(0, T ;H1) ∩L∞(0, T ;L2) ∩H1(0, T ; (H1)∗) ∩L2(0, T ;L2(Γ))
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satisfy
⟨∂tϕ, ζ⟩ = ∫
Ω
−∇µ ⋅ ∇ζ + λp(σ1h(ϕ1) − σ2h(ϕ2))ζ − λa(h(ϕ1) − h(ϕ2))ζ dx , (5.2a)
∫
Ω
µλdx = ∫
Ω
A(Ψ′(ϕ1) −Ψ′(ϕ2))λ +B∇ϕ ⋅ ∇λ − χϕσλdx , (5.2b)
⟨∂tσ, ξ⟩ = ∫
Ω
−(χσ∇σ − χϕ∇ϕ) ⋅ ∇ξ dx (5.2c)
− ∫
Ω
λc(σ1h(ϕ1) − σ2h(ϕ2))ξ dx + ∫
Γ
K(Σ∞ − σ)ξ dHd−1 ,
for all ζ, λ, ξ ∈H1 and for a.e. t ∈ (0, T ). Testing with ζ = ϕ, ξ = σ, λ = µ − χϕσ leads to
1
2
d
dt
∥ϕ∥2L2 = ∫
Ω
−∇µ ⋅ ∇ϕ + λp(σ1h(ϕ1) − σ2h(ϕ2))ϕ − λa(h(ϕ1) − h(ϕ2))ϕdx , (5.3a)
1
2
d
dt
∥σ∥2L2 = −χσ∥∇σ∥2L2 −K∥σ∥2L2(Γ) (5.3b)
+ ∫
Ω
χϕ∇ϕ ⋅ ∇σ − λc(σ1h(ϕ1) − σ2h(ϕ2))σ dx +K ∫
Γ
Σ∞σ dH
d−1 ,
∥µ∥2L2 = ∫
Ω
A(Ψ′(ϕ1) −Ψ′(ϕ2))(µ − χϕσ) +B∇ϕ ⋅ ∇(µ − χϕσ)dx (5.3c)
+ χ2ϕ∥σ∥2L2 .
Upon adding the products of B with (5.3a) and (5.3b) with (5.3c), we obtain
B
2
d
dt
(∥σ∥2L2 + ∥ϕ∥2L2) + ∥µ∥2L2 − χ2ϕ∥σ∥2L2 +Bχσ∥∇σ∥2L2 +BK∥σ∥2L2(Γ)
= ∫
Ω
(σ1h(ϕ1) − σ2h(ϕ2))(λpBϕ − λcBσ) +A(Ψ′(ϕ1) −Ψ′(ϕ2))(µ − χϕσ)dx
−Bλa∫
Ω
(h(ϕ1) − h(ϕ2))ϕdx +BK ∫
Γ
Σ∞σ dH
d−1
≤ ∫
Ω
(∣σ1∣Lh ∣ϕ∣ + h∞ ∣σ∣)(λpB ∣ϕ∣ + λcB ∣σ∣) +ALΨ′ ∣ϕ∣ (∣µ∣ + χϕ ∣σ∣)dx
+ ∫
Ω
BλaLh ∣ϕ∣2 dx + BK
2
∥Σ∞∥2L2(Γ) + BK2 ∥σ∥2L2(Γ),
(5.4)
where we have used Ho¨lder’s inequality and Young’s inequality on the boundary term
involving Σ∞ and the Lipschitz assumptions on h(⋅) and Ψ′(⋅) to deduce that
∣σ1h(ϕ1) − σ2h(ϕ2))∣ ≤ ∣σ1∣ ∣h(ϕ1) − h(ϕ2)∣ + ∣σ∣ ∣h(ϕ2)∣ ≤ ∣σ1∣Lh ∣ϕ∣ + h∞ ∣σ∣ ,
∣Ψ′(ϕ1) −Ψ′(ϕ2)∣ ≤ LΨ′ ∣ϕ∣ .
Next, let us consider a constant X > 0, yet to be determined, and consider testing with
λ = Xϕ in (5.2b). Then Ho¨lder’s inequality and Young’s inequality lead to
BX ∥∇ϕ∥2L2 = X ∫
Ω
(µ +A(Ψ′(ϕ2) −Ψ′(ϕ1)) + χϕσ)ϕdx
≤ C(X ,A,χϕ,LΨ′) (∥µ∥L2∥ϕ∥L2 + ∥ϕ∥2L2 + ∥σ∥L2∥ϕ∥L2)
≤
1
4
∥µ∥2L2 +C(X ,A,χϕ,LΨ′) (∥ϕ∥2L2 + ∥σ∥2L2) .
(5.5)
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Adding (5.5) to (5.4) yields that
B
2
d
dt
(∥σ∥2L2 + ∥ϕ∥2L2) − χ2ϕ∥σ∥2L2
+Bχσ∥∇σ∥2L2 + BK2 ∥σ∥2L2(Γ) +BX ∥∇ϕ∥2L2 + ∥µ∥2L2
≤
1
4
∥µ∥2L2 +C(X ,A,B,Lh, λa, χϕ,LΨ′) (∥ϕ∥2L2 + ∥σ∥2L2) + BK2 ∥Σ∞∥2L2(Γ)
+ ∫
Ω
(∣σ1∣Lh ∣ϕ∣ + h∞ ∣σ∣)(λpB ∣ϕ∣ + λcB ∣σ∣) +ALΨ′ ∣ϕ∣ (∣µ∣ + χϕ ∣σ∣)dx .
(5.6)
By Ho¨lder’s inequality, Young’s inequality and the following Sobolev embedding for di-
mensions d ≤ 4,
∥f∥L4 ≤ CS∥f∥H1 ∀f ∈H1, (5.7)
where CS is a positive constant depending only on Ω and d, we have
∫
Ω
(∣σ1∣Lh ∣ϕ∣ + h∞ ∣σ∣)(λpB ∣ϕ∣ + λcB ∣σ∣) +ALΨ′ ∣ϕ∣ (∣µ∣ + χϕ ∣σ∣)dx
≤ LhλpB∥σ1∥L2∥ϕ∥2L4 + LhλcB∥σ1∥L2∥ϕ∥L4∥σ∥L4
+C(λp,B,λc, h∞,A,LΨ′ , χϕ) (∥ϕ∥2L2 + ∥σ∥2L2) + 14∥µ∥2L2
≤ (C2SLhBλp∥σ1∥L∞(0,T ;L2) + B2χσC4SL2hλ2c∥σ1∥2L∞(0,T ;L2))∥ϕ∥2H1
+C (∥ϕ∥2L2 + ∥σ∥2L2) + 14∥µ∥2L2 +
Bχσ
2
∥∇σ∥2L2 ,
where the positive constant C depends on λp, B, λc, h∞, A, LΨ′ , χϕ and χσ. In turn,
from (5.6) we obtain
B
2
d
dt
(∥σ∥2L2 + ∥ϕ∥2L2)
+ 1
2
∥µ∥2L2 + Bχσ2 ∥∇σ∥2L2 +
BK
2
∥σ∥2L2(Γ) +BX ∥∇ϕ∥2L2
−BC2SLh∥σ1∥L∞(0,T ;L2) (λp + 12χσC2SLhλ2c∥σ1∥L∞(0,T ;L2))∥∇ϕ∥2L2
≤ C (∥ϕ∥2L2 + ∥σ∥2L2) + BK2 ∥Σ∞∥2L2(Γ),
(5.8)
where the constant C depends on ∥σ1∥L∞(0,T ;L2), CS, A, B, Lh, λp, λc, h∞, χϕ, χσ, X ,
and LΨ′ . We now choose
X > (C2SLhλp∥σ1∥L∞(0,T ;L2) + 12χσC4SL2hλ2c∥σ1∥2L∞(0,T ;L2)) ,
and so there exist constants c,C > 0 such that
d
dt
(∥σ∥2L2 + ∥ϕ∥2L2) −C (∥σ∥2L2 + ∥ϕ∥2L2)
+ ∥µ∥2L2 + ∥∇σ∥2L2 + ∥σ∥2L2(Γ) + ∥∇ϕ∥2L2 ≤ c∥Σ∞∥2L2(Γ),
and a Gronwall argument yields
(∥σ(s)∥2L2 + ∥ϕ(s)∥2L2) + ∫ s
0
∥µ∥2L2 + ∥∇σ∥2L2 + ∥σ∥2L2(Γ) + ∥∇ϕ∥2L2 dt
≤ c exp(CT )∥Σ∞∥2L2(0,T ;L2(Γ)) + exp(CT ) (∥σ(0)∥2L2 + ∥ϕ(0)∥2L2)
for any s ∈ (0, T ]. Taking the supremum in s on the left-hand side yields the desired result.
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6 Quasi-static nutrient
For the existence of weak solutions to (1.11), we will only show the existence of solutions
at the level of the Galerkin approximation and provide the necessary a priori estimates.
6.1 Existence of Galerkin solutions
Similar to Section 4.1, we consider the Galerkin ansatz
∫
Ω
∂tϕkwj dx = ∫
Ω
−m(ϕk)∇µk ⋅ ∇wj + (λpσk − λa)h(ϕk)wj dx , (6.1a)
∫
Ω
µkwj dx = ∫
Ω
AΨ′(ϕk)wj +B∇ϕk ⋅ ∇wj − χϕσkwj dx , (6.1b)
∫
Γ
K(σ∞ − σk)wj dHd−1 = ∫
Ω
D(ϕk)(∇σk − η∇ϕk) ⋅ ∇wj + λcσkh(ϕk)wj dx , (6.1c)
with the finite-dimensional functions ϕk, σk and µk as defined in (4.2). Then, (6.1) can
be written in terms of the following initial value problem
d
dt
αk = −Skmβk + λpMkhγk − λahk, (6.2a)
βk = Aψ
k +BSαk − χϕγk, (6.2b)
0 = SkD(γk − ηαk) + λcMkhγk +KMΓγk −KΣk, (6.2c)
with initial data αk(0) defined in (4.6). Here, the matrix SkD is defined as
(SkD)ji ∶= ∫
Ω
D(ϕk)∇wi ⋅ ∇wj dx ,
for 1 ≤ i, j ≤ k. Upon rearranging, we see that (6.2c) can be written as
(SkD + λcMkh +KMΓ)γk = ηSkDαk +KΣk.
Note that for a general coefficient vector ξ = (ξ1, . . . , ξk)⊺ ∈ Rk corresponding to v ∶=
∑ki=1 ξiwi ∈Wk, we have
ξ⊺(SkD + λcMkh +KMΓ)ξ = ∫
Ω
D(ϕk) ∣∇v∣2 + λch(ϕk) ∣v∣2 dx + ∫
Γ
K ∣v∣2 dx ≥ 0,
where we used that λc ≥ 0, h(⋅) ≥ 0 and D(⋅) > 0. This in turn implies that SkD + λcMkh +
KMΓ is positive semi-definite. Moreover, by the Poincare´ inequality (2.2) it is clear that
0 = ξ⊺(SkD + λcMkh +KMΓ)ξ⇐⇒ v = 0⇐⇒ ξ = 0,
and thus SkD + λcMkh +KMΓ is an invertible positive definite matrix. We can now write
(6.2) in terms of an initial value problem in αk,
d
dt
αk = −BSkmSαk − λahk −ASkmψk
+ (χϕSkm + λpMkh)(SkD + λcMkh +KMΓ)−1(ηSDαk +KΣk),
(6.3)
with αk(0) as defined in (4.6). We find that the right-hand side of (6.3) depends con-
tinuously on αk, and for every k ∈ N the existence of a local solution defined on [0, tk] is
guaranteed by the Cauchy–Peano theorem.
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6.2 A priori estimates
The derivation of a priori estimates for the Galerkin solutions follows in a similar manner
to Section 4.1. Multiplying (6.1a) with βkj + χϕγkj and (6.1b) with ddt αkj , and summing
from j = 1 to k gives
d
dt
∫
Ω
[AΨ′(ϕk) + B
2
∣∇ϕk ∣2] dx + ∫
Ω
m(ϕk)∇µk ⋅ ∇(µk + χϕσk)dx
= ∫
Ω
(λpσk − λa)h(ϕk)(µk + χϕσk)dx .
(6.4)
Let W denote a positive constant yet to be determined. We multiply (6.1c) with Wγkj
and sum from j = 1 to k, leading to
W ∫
Ω
D(ϕk)(∣∇σk ∣2 − η∇ϕk ⋅ ∇σk) + λc ∣σk ∣2 h(ϕk)dx
= ∫
Γ
WK(σ∞ − σk)σk dHd−1 . (6.5)
Summing (6.4) and (6.5) leads to
d
dt
∫
Ω
[AΨ(ϕk) + B
2
∣∇ϕk ∣2] dx + ∫
Γ
WK ∣σk ∣2 dHd−1
+ ∫
Ω
m(ϕk) ∣∇µk ∣2 +WD(ϕk) ∣∇σk ∣2 +Wλch(ϕk) ∣σk∣2 dx
= ∫
Ω
(λpσk − λa)h(ϕk)(µk + χϕσk) − χϕm(ϕk)∇µk ⋅ ∇σk dx
+ ∫
Ω
WD(ϕk)η∇ϕk ⋅ ∇σk dx + ∫
Γ
WKσ∞σk dH
d−1 .
(6.6)
Neglecting the non-negative term ∫Ω λc(ϕk) ∣σk∣2 dx , and using the boundedness of m(⋅),
D(⋅), and h(⋅), and applying Ho¨lder’s inequality and Young’s inequality we have
d
dt
∫
Ω
[AΨ(ϕk) + B
2
∣∇ϕk ∣2] dx + m0
2
∥∇µk∥2L2 +WD02 ∥∇σk∥2L2 +W
K
2
∥σk∥2L2(Γ)
≤ W
K
2
∥σ∞∥2L2(Γ) + χ
2
ϕm1
2
∥∇σk∥2L2 +WD1η22 ∥∇ϕk∥2L2
+ (h∞λp d1
2
+ d2)∥µk∥2L2 + h∞ (λp 12d1 + λpχϕ + d3)∥σk∥2L2
+C(d2, d3, χϕ, λa, h∞, ∣Ω∣),
(6.7)
for some positive constants d1, d2, d3 yet to be determined. Employing (2.2), we see that
∥σk∥2L2 ≤ 2C2P (∥∇σk∥2L2 + ∥σk∥2L2(Γ)) , (6.8)
and from (4.12) and (3.16) we have
∥µk∥2L2 ≤ 2C2P∥∇µk∥2L2 + 6A2R23∥ϕk∥2L2 + 6χ2ϕ∥σk∥2L2 +C(A,R3, ∣Ω∣)
≤ 2C2P∥∇µk∥2L2 + 6A
2R23
R1
∥Ψ(ϕk)∥L1 + 6χ2ϕ∥σk∥2L2
+C(A,R1,R2,R3, ∣Ω∣).
(6.9)
22
Substituting (6.8) and (6.9) into (6.6) leads to
d
dt
[A∥Ψ(ϕk)∥L1 + B2 ∥∇ϕk∥2L2] −W
D1η
2
2
∥∇ϕk∥2L2
+ ∥∇µk∥2L2 (m02 − 2C2P (h∞λp
d1
2
+ d2))
+ ∥σk∥2L2(Γ) (WK2 − 2C2P (h∞ (λp
1
2d1
+ λpχϕ + d3) + 6χ2ϕ (h∞λp d12 + d2)))
+ ∥∇σk∥2L2 (WD02 −
χ2ϕm1
2
− 2C2P (h∞ (λp 12d1 + λpχϕ + d3) + 6χ2ϕ (h∞λp
d1
2
+ d2)))
− ∥Ψ(ϕk)∥L1 6A2R23
R1
(h∞λpd1
2
+ d2)
≤ C(R1,R2,R3,A,W,K, d2 , d3, χϕ, λa, h∞, ∣Ω∣) (1 + ∥σ∞∥2L2(Γ)) .
(6.10)
We choose
d1 =
m0
8h∞λpC2P
, d2 =
m0
16C2
P
, d3 = 1,
and
W >min( 2
K
,
2
D0
)(χ2ϕm1
2
+ 3
4
m0χ
2
ϕ + 2C2Ph∞ (4λ
2
ph∞C
2
P
m0
+ λpχϕ + 1))
so that there exists a positive constant c such that
d
dt
[A∥Ψ(ϕk)∥L1 + B2 ∥∇ϕk∥2L2] −
3A2R23m0
4C2
P
R1
∥Ψ(ϕk)∥L1 − WD1η22 ∥∇ϕk∥2L2
+ c (∥∇µk∥2L2 + ∥∇σk∥2L2 + ∥σk∥2L2(Γ)) ≤ C (1 + ∥σ∞∥2L2(Γ)) .
A Gronwall argument gives
sup
s∈(0,T ]
(∥Ψ(ϕk(s))∥L1 + ∥∇ϕk(s)∥2L2)
+ ∥∇µk∥2L2(0,T ;L2) + ∥∇σk∥2L2(0,T ;L2) + ∥σk∥2L2(0,T ;L2(Γ))
≤ C (1 + ∥σ∞∥2L2(0,T ;L2(Γ)))
(6.11)
for some positive constant C that does not depend on ϕk, σk and µk. Here we see that for
the quasi-static model (1.11) the assumption (2.5) for the constant A is not used. Invoking
(6.8) and (6.9) give
∥µk∥2L2(0,T ;L2) + ∥σk∥2L2(0,T ;L2) ≤ C (1 + ∥σ∞∥2L2(0,T ;L2(Γ))) . (6.12)
The above a priori estimates (6.11) and (6.12) imply that we can extend the solution{ϕk, µk, σk} to the interval [0, T ], and thus tk = T for all k ∈ N. Together with (4.14) we
obtain
{ϕk}k∈N bounded in L∞(0, T ;H1) ∩H1(0, T ; (H1)∗),
{µk}k∈N bounded in L2(0, T ;H1),
{σk}k∈N bounded in L2(0, T ;H1) ∩L2(0, T ;L2(Γ)).
Uniform boundedness in the above spaces and the standard compactness arguments allow
us to pass to the limit k →∞ in (6.1) to deduce the existence of a weak solution (ϕ,µ,σ)
to (1.11) in the sense of Definition 2.2.
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6.3 Further regularity
Suppose that σ∞ ∈ L
∞(0, T ;L2(Γ)), then substituting ξ = σ in (2.7c) leads to
∫
Γ
K(σ∞ − σ)σ dHd−1 = ∫
Ω
D(ϕ)(∇σ − η∇ϕ) ⋅ ∇σ + λc ∣σ∣2 h(ϕ)dx .
By the non-negativity of λc and h(⋅), the boundedness of D(⋅), Ho¨lder’s inequality and
Young’s inequality, we obtain
D0
2
∥∇σ∥2L2 + K2 ∥σ∥2L2(Γ) ≤
K
2
∥σ∞∥2L2(Γ) + D1η22 ∥∇ϕ∥2L2 . (6.13)
As ϕ ∈ L∞(0, T ;H1) and σ∞ ∈ L∞(0, T ;L2(Γ)), taking the supremum of t ∈ (0, T ] in (6.13)
and by applying the Poincare´ inequality (2.2), we find that
σ ∈ L∞(0, T ;H1).
6.4 Continuous dependence
Suppose we have two weak solution triplets {ϕi, µi, σi}i=1,2 to (2.7) satisfying the assump-
tions of Theorem 2.4. Let ϕ, µ and σ denote the differences respectively. Then
ϕ ∈ L∞(0, T ;H1) ∩H1(0, T ; (H1)∗),
µ ∈ L2(0, T ;H1), σ ∈ L∞(0, T ;H1),
and
⟨∂tϕ, ζ⟩ = ∫
Ω
−∇µ ⋅ ∇ζ + λp(σ1h(ϕ1) − σ2h(ϕ2))ζ − λa(h(ϕ1) − h(ϕ2))ζ dx , (6.14a)
∫
Ω
µλdx = ∫
Ω
A(Ψ′(ϕ1) −Ψ′(ϕ2))λ +B∇ϕ ⋅ ∇λ − χϕσλdx , (6.14b)
0 = ∫
Ω
D(∇σ − η∇ϕ) ⋅ ∇ξ dx + ∫
Ω
λc(σ1h(ϕ1) − σ2h(ϕ2))ξ dx (6.14c)
+ ∫
Γ
K(σ −Σ∞)ξ dHd−1 ,
for all ζ, λ, ξ ∈H1 and for a.e. t ∈ (0, T ). Testing with ζ = ϕ, ξ = σ, λ = ϕ, and λ = µ leads
to
1
2
d
dt
∥ϕ∥2L2 = ∫
Ω
−∇µ ⋅ ∇ϕ + λp(σ1h(ϕ1) − σ2h(ϕ2))ϕ − λa(h(ϕ1) − h(ϕ2))ϕdx , (6.15a)
D∥∇σ∥2L2 = −K∥σ∥2L2(Γ) + ∫
Ω
Dη∇ϕ ⋅ ∇σ − λc(σ1h(ϕ1) − σ2h(ϕ2))σ dx (6.15b)
+K ∫
Γ
Σ∞σ dH
d−1 ,
∫
Ω
µϕdx = ∫
Ω
A(Ψ′(ϕ1) −Ψ′(ϕ2))ϕ − χϕσϕdx +B∥∇ϕ∥2L2 , (6.15c)
∥µ∥2L2 = ∫
Ω
A(Ψ′(ϕ1) −Ψ′(ϕ2))µ +B∇ϕ ⋅ ∇µ − χϕσµdx . (6.15d)
We proceed similarly to Section 5. Let Y, Z denote two positive constants yet to be
determined. Upon adding the product of B with (6.15a), the product of Z with (6.15b),
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the product of Y with (6.15c), and (6.15d), we obtain
B
2
d
dt
∥ϕ∥2L2 + ∥µ∥2L2 +BY∥∇ϕ∥2L2
+Z (D∥∇σ∥2L2 +K∥σ∥2L2(Γ) + λc∫
Ω
h(ϕ2) ∣σ∣2 dx)
= ∫
Ω
Bλp(σ1h(ϕ1) − σ2h(ϕ2))ϕ −Bλa(h(ϕ1) − h(ϕ2))ϕdx
+ ∫
Ω
DηZ∇ϕ ⋅ ∇σ − λcZσ1(h(ϕ1) − h(ϕ2))σ dx +ZK ∫
Γ
Σ∞σ dH
d−1
+ ∫
Ω
Yµϕ −A(Ψ′(ϕ1) −Ψ′(ϕ2))(ϕY − µ) + χϕσ(Yϕ − µ)dx ,
(6.16)
where we have used the splitting
(σ1h(ϕ1) − σ2h(ϕ2))σ = ∣σ∣2 h(ϕ2) + σ1(h(ϕ1) − h(ϕ2))σ.
By Ho¨lder’s inequality, Young’s inequality and the Sobolev embedding (5.7), we find that
the first line on the right-hand side of (6.16) can be estimated as
∫
Ω
Bλp(σ1h(ϕ1) − σ2h(ϕ2))ϕ −Bλa(h(ϕ1) − h(ϕ2))ϕdx
≤ Bλp∥σ1∥L2Lh∥ϕ∥2L4 +Bλph∞∥σ∥L2∥ϕ∥L2 +BλaLh∥ϕ∥2L2
≤ (BλpLh∥σ1∥L∞(0,T ;L2)C2S +BλaLh +B2λ2ph2∞) ∥ϕ∥2L2
+BλpLh∥σ1∥L∞(0,T ;L2)C2S∥∇ϕ∥2L2 + 14∥σ∥2L2 .
(6.17)
Meanwhile, the second line on the right-hand side of (6.16) can be estimated as
∫
Ω
DηZ∇ϕ ⋅ ∇σ − λcZσ1(h(ϕ1) − h(ϕ2))σ dx +ZK ∫
Γ
Σ∞σ dH
d−1
≤
ZD
2
∥∇σ∥2L2 + ZDη22 ∥∇ϕ∥2L2 +Zλc (∥σ1∥L4Lh∥ϕ∥L4∥σ∥L2)
+ ZK
2
∥Σ∞∥2L2(Γ) + ZK2 ∥σ∥2L2(Γ)
≤
ZD
2
∥∇σ∥2L2 + (ZDη22 +Z2λ2c∥σ1∥2L∞(0,T ;H1)C4SL2h)∥∇ϕ∥2L2
+Z2L2hλ2c∥σ1∥2L∞(0,T ;H1)C4S∥ϕ∥2L2 + 14∥σ∥2L2
+ ZK
2
∥Σ∞∥2L2(Γ) + ZK2 ∥σ∥2L2(Γ).
(6.18)
Here we point out that we use the assumption σ1 ∈ L
∞(0, T ;H1). Similarly, the last term
on the right-hand side of (6.16) can be estimated as
∫
Ω
Yµϕ −A(Ψ′(ϕ1) −Ψ′(ϕ2))(ϕY − µ) + χϕσ(Yϕ − µ)dx
≤ Y∥µ∥L2∥ϕ∥L2 +ALΨ′ (Y∥ϕ∥2L2 + ∥ϕ∥L2∥µ∥L2)
+ χϕY∥σ∥L2∥ϕ∥L2 + χϕ∥σ∥L2∥µ∥L2
≤
3
4
∥µ∥2L2 +C(A,Y,LΨ′ , χϕ)∥ϕ∥2L2 + 2χ2ϕ∥σ∥2L2 .
(6.19)
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Substituting (6.17), (6.18) and (6.19) into (6.16) leads to
d
dt
B
2
∥ϕ∥2L2 + 14∥µ∥2L2 +
DZ
2
∥∇σ∥2L2 + ZK2 ∥σ∥2L2(Γ) − C∥ϕ∥2L2
+ ∥∇ϕ∥2L2 (BY − ZDη22 −BλpLh∥σ1∥L∞(0,T ;L2)C2S −Z2λ2c∥σ1∥2L∞(0,T ;H1)L2hC4S)
− ∥σ∥2L2 (2χ2ϕ + 12) ≤
ZK
2
∥Σ∞∥2L2(Γ),
where we have used the non-negativity of h(⋅) and λc to neglect the term λch(ϕ2) ∣σ∣2,
and C is a positive constant depending on A, B, Y, Z, Lh, LΨ′, χϕ, λp, λa, λc, CS,∥σ1∥L∞(0,T ;H1), and h∞. By (6.8), we see that
1
2
Z (D∥∇σ∥2L2 +K∥σ∥2L2(Γ)) − (2χ2ϕ + 12)∥σ∥2L2
≥ (1
2
Zmin(D,K) − 2C2P (2χ2ϕ + 12))(∥∇σ∥2L2 + ∥σ∥2L2(Γ)) ,
and so in choosing
Z > 4C
2
P
min(D,K) (2χ2ϕ +
1
2
) ,
Y > 1
B
(ZDη2
2
+BλpLh∥σ1∥L∞(0,T ;L2)C2S +Z2λ2c∥σ1∥2L∞(0,T ;H1)L2hC4S) ,
we find that there exist constants C, c > 0 such that
d
dt
∥ϕ∥2L2 − C∥ϕ∥2L2 + ∥µ∥2L2 + ∥∇σ∥2L2 + ∥σ∥2L2(Γ) + ∥∇ϕ∥2L2 ≤ c∥Σ∞∥2L2(Γ),
and a similar argument to Section 5 yields the desired result.
7 Discussion
We point out that we are not able to improve our class of admissible potentials to those
with polynomial growth of order higher than 2. In particular, our well-posedness results
do not cover the case of the classical quartic double-well potential. This is due to the fact
that in the derivation of (3.3) (specifically in (3.7)), we encounter a term of the form
∥µ∥L2 (1 + ∥σ∥L2) . (7.1)
If we use the equation for the chemical potential, this leads to a term of the form
∥Ψ′(ϕ)∥L2 (1 + ∥σ∥L2) . (7.2)
If Ψ′ has polynomial growth of order q, i.e., ∣Ψ′(t)∣ ≤ R(1+ ∣t∣q) for some positive constant
R and for all t ∈ R, then we have to control the product
∥ϕ∥q
L2q
(1 + ∥σ∥L2)
with the H1-norms of ϕ and σ. In the absence of any a priori bounds before (3.3), we
have to consider q = 1, that is, Ψ has at most quadratic growth.
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This differs from the analysis of [4, 9], where the Lyapunov-type energy identity (1.15)
automatically gives a first a priori estimate without the need to estimate the square of
the mean of µ, or equivalently an estimate on ∥Ψ′(ϕ)∥L2 , which is present in our setting.
Instead of (2.4), we may also consider potentials that satisfy
∣Ψ′(s)∣ ≤ k1√Ψ(s) + k2, (7.3)
for positive constants k1 and k2. This yields
∥Ψ′(ϕ)∥L2 ≤ k1∥√Ψ(ϕ)∥L2 + k2 ∣Ω∣ ≤ k1 ∣Ω∣ 12 ∥Ψ(ϕ)∥ 12L1 + k2 ∣Ω∣ .
This allows us to estimate (7.2) using ∥Ψ(ϕ)∥L1 instead of relying on any growth assump-
tions on Ψ′. However, a scaling argument with Ψ(s) ∼ ∣s∣r shows that (7.3) is satisfied
only if r ≤ 2. Thus, we do not gain much if we replace (2.4)2 with (7.3). Moreover, (7.3)
seems to be a more restrictive assumption than (2.4)2.
Lastly, we note that [9, Lemma 2] provides an approximation procedure to potentials
with polynomial growth of order 6 by a sequence of regular potentials with quadratic
growth. This is accomplished by means of a Yosida regularisation of the derivative Ψ′.
However, we are not able to apply this idea to our analysis as the key priori estimate
(3.3) is not uniform in the constant R3, which acts as the regularisation parameter in the
corresponding Yosida approximation.
8 Conclusion
In this work, we provide well-posedness results for a system coupling a Cahn–Hilliard equa-
tion and a parabolic reaction-diffusion equation to model tumour growth with chemotaxis
and active transport. The existence of weak solutions is shown using a Galerkin procedure.
In contrast to some diffuse interface models for tumour growth studied in the literature,
the model presented here admits an energy equality with non-dissipative right-hand sides
and allows for some realistic source terms. The presence of the source terms places some
restrictions on the class of admissible potentials, namely potentials with quadratic growth.
In addition, we also study a system coupling a Cahn–Hilliard equation and an elliptic equa-
tion, which is realistic when bulk diffusion of the nutrient is fast and is often the case in
applications. We are also able to prove the continuous dependence on initial and bound-
ary data for the chemical potential µ in L2(Ω × (0, T )) and for the order parameter ϕ in
L∞(0, T ;L2(Ω)).
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