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Abstract
The Air Force has increasingly invested in persistent surveillance platforms gath-
ering a large amount of surveillance video. Ordinarily, intelligence analysts watch the
video to determine if suspicious activities are occurring. This approach to video anal-
ysis can be a very time and manpower intensive process. Instead, this thesis proposes
that by using tracks generated from persistent video, we can build a model to detect
events for an intelligence analyst. The event that we chose to detect was a suspicious
surveillance activity known as a casing event. To test our model we used Global
Positioning System (GPS) tracks generated from vehicles driving in an urban area.
The results show that over 400 vehicles can be monitored simultaneously in real-time
and casing events are detected with high probability (43 of 43 events detected with
only 4 false positives). Casing event detections are augmented by determining which
buildings are being targeted. In addition, persistent surveillance video is used to con-
struct a social network from vehicle tracks based on the interactions of those tracks.
Social networks that are constructed give us further information about the suspicious
actors flagged by the casing event detector by telling us who the suspicious actor has
interacted with and what buildings they have visited. The end result is a process
that automatically generates information from persistent surveillance video provid-
ing additional knowledge and understanding to intelligence analysts about terrorist
activities.
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Automated Knowledge Generation
with
Persistent Surveillance Video
I. Introduction
Today’s global war on terror is a war of intelligence. The ability to know where
terrorists are hiding in plain sight is the key to winning the war on terror. The
intelligence that we have increasingly become reliant on in this war are persistent
video platforms. They are the Predator unmanned aircraft [22], the Global Hawk [23],
and other unmanned aerial vehicles that allow us to view real-time video of the enemy
and observe the enemy’s activities. The value that these platforms bring to the war
has stimulated the need to grow the capability by increasing the number of platforms
available, and the number of crews to man them [4] [29]. This increased capability is
helping to win the war on terror.
With the increase in persistent video platforms, comes the increase in the
amount of video that we have for intelligence analysts to analyze. With hundreds
of thousands of flights with persistent video platforms, we have generated tens of
thousands of hours of video for analysts to dig into [51]. Often the methods used
are simple fast forward and rewind capabilities in order to track enemy activities and
movements. Video processing with computers can increase the capabilities beyond
fast forward and rewind capabilities to event detection and data extraction. With
thousands of hours of video, the benefit of event detection and data extraction tools
would increase the amount of knowledge we derive from persistent video, allow us to
analyze more video in less time, and further accelerate persistent video as a significant
technology assisting in the war on terror.
1
1.1 Problem Statement
The problem addressed in this thesis is to reduce the information gap that
exists between intelligence analysts and the persistent video they analyze allowing us
to react faster to new intelligence, and generate more knowledge from existing video
intelligence.
1.2 Research Goals
The goal of this research is to generate knowledge from persistent video without
the constant intervention of a human. The more information that computers can
extract automatically from the video, the less analyst time is required to analyze it,
resulting in more video analyzed with fewer resources. To do this we will build from
syntactic lower-level data points (vehicle tracks), to understanding the behavior of
vehicles (knowing where they stop and turn), detecting casing events, and relating
vehicles that had suspicious casing detections to other vehicles. In this way, we intend
to provide an intelligence analyst with much more information than simply video to
analyze. We intend to provide them with specific vehicles that appear suspicious, time
indexes to the video for these vehicles, known associates to the suspicious vehicles,
and buildings that were visited by the suspicious vehicle.
1.3 Assumptions
This thesis assumes the following in order to detect casing events and build
social networks of interactions:
1. There exists a way to track the movement of vehicles over time in a set area.
That tracking can produce a series of waypoints (a track) denoting the position
of the vehicle over time.
2. Geographic Information System (GIS) Layers representing roads and buildings
exist for the areas of interest. If layers do not already exist then they can be
2
built using automated tagging techniques, or at the very minimum, manually
built.
1.4 Contributions
The contribution of this research is in closing the gap between raw data collection
and human knowledge and understanding of persistent video. Where GIS systems can
help somewhat visually and geographically orient someone to actions that occur, and
allow us to correlate them in geo-space, more analysis is required to bring in time-
dependent data to correlate it in both geo-space and time-space. This research will
focus on defining ways for geo-space and time-space to interact, and use example
scenarios to show the benefit to the area of intelligence and surveillance.
1.5 Thesis Organization
Chapter II begins by providing a background of computer techniques that will
be applied to generate knowledge from persistent video data. Section 2.1 discusses the
background of Artificial Intelligence and the reasoning engines that will be applied
to generate knowledge from data. Section 2.2 discusses background on the Semantic
Web, an approach in generating knowledge from large, global data sets. Section 2.3
discusses past work that has been done to syntactically and semantically index video.
Section 2.4 discusses Geographical Information Systems (GIS) and the capabilities
that exist in relating information geographically. Lastly, in Section 2.5 we discuss the
area of surveillance, suspicious activities of interest, and social network tools that are
used to help analyze terrorist networks.
Chapter III develops a methodology to define and detect casing events where ve-
hicles drive suspiciously around buildings that are being evaluated for future attacks.
The first steps to define a casing event is done in Section 3.2 and fully detailed in Ap-
pendix A to detect turns of vehicles being tracked from persistent video. Additional
information is also needed from the context of where vehicles are driving and that is
explained and incorporated in Section 3.3. Section 3.4 details the methodology that
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is used to take turn detection and semantic context and build a model for detecting
casing events. In Chapter IV we present the results of casing event detection. Upon
presenting the results (Section 4.1), more information is added to the casing event to
include the suspected building, the duration of the event, and the address of interest
which is discussed in Section 4.2.
In Chapter V we discuss a different methodology aimed at detecting and con-
structing a social network of interactions from GIS data and vehicle tracks. Chap-
ter VI presents the results of social network construction and presents several ways
that the information can be visualized to enhance the usefulness for intelligence ana-
lysts.
Finally, in Chapter VII we tie the casing event detections with the social network
together as helpful methods in analyzing and processing persistent video. Further-
more, we present recommendations for future research in knowledge generation from
persistent video.
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II. Background
In this chapter, we will discuss the background of Artificial Intelligence, Semantic
Web, image processing, Geographical Information Systems, and basic surveillance
tactics as it relates to knowledge generation. This information will provide a basis
from which we will build a methodology for extracting knowledge from vehicle tracks
and GIS layers.
2.1 Artificial Intelligence
Artificial Intelligence is a very broad field as it relates to Computer Science.
Its roots trace back to Greek philosopher Aristotle describing humans as the only
“rational animal” on the earth. He also established many precedents in the field
of logic and began the process of defining syllogisms, a process that was further
extended in the 17th century by Leibniz [26]. Leibniz was a German mathematician
who in addition to developing the math of calculus initiated an effort to represent
human logic and reasoning in a mechanical and symbolic way. Later in the 19th
century, George Boole developed Boolean logic which opened the door for the use of
mechanical rules to carry out logical deductions [76]. With logic defined in terms of
mechanical rules, a computer could be programmed to make logical deductions [64].
There is a controversial difference of opinion over the nature of human intelligence and
whether it is possible to construct an artificial source of intelligence. The differences in
points of view primarily center on the definition of intelligence. As a result artificial
intelligence has focused on certain attributes that most people would agree reflect
the concept of intelligence including the ability to learn, the ability to assimilate,
the ability to organize and process information, and the ability to apply knowledge
to solve complex problems [64]. It was not until the 1940s and 1950s when English
mathematician Alan Turing and John McCarthy of MIT began exploring intelligent
machines that the phrase “Artificial Intelligence” was coined. This spawned much of
the research efforts involving computers that we know of as “Artificial Intelligence”
today.
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2.1.1 Formal Logic. Much of the field of Artificial Intelligence is based on
the rules established in formal logic. Logic is the study of the principles of valid
inference and demonstration [76]. As a formal science, logic investigates and classifies
the structure of statements and arguments, both through the study of arguments in
natural language and through the study of formal systems of inference. Traditionally,
logic has been considered a branch of philosophy, as a part of the classical trivium of
grammar, logic, and rhetoric. The development of formal logic and its implementation
in computing machinery have become fundamental to computer science as they apply
to Artificial Intelligence [76].
Formal logic is the study of inference with purely formal content, where that
content is made explicit. Formal logic gives us the tools to define logical systems
which are in essence representations of the real world under the assumptions in the
logical system.
Logical systems can be shown to have certain properties that describe their
form. These properties are listed in Table 2.1. We often focus on building sound,
consistent logical systems so that we can always deduce new truth from other truths
and program computers to do that deduction for us.
Table 2.1: Properties of logical systems [76]
Consistency None of the theorems of the system contradict one another.
Soundness A system’s rules of proof will never allow a false inference
from a true premise. If a system is sound and its axioms are
true then its theorems are also guaranteed to be true.
Completeness There are no true sentences in the system that cannot, at least
in principle, be proved in the system.
Since the nineteenth century, formal logic has been studied in the context of
mathematics, where it was usually referred to as symbolic logic. Symbolic logic is the
study of symbolic abstractions that capture the formal features of logical inference.
Symbolic logic is often divided into two branches, propositional logic and predicate
logic [76].
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2.1.1.1 Propositional Logic. A propositional logic system is a for-
mal system in which formulae representing propositions can be formed by combining
atomic propositions using logical connectives, and a system of formal proof rules al-
lows certain formulae to be established as “theorems” [76]. Our goal in defining this
formal system is to develop a logic system that is not as ambiguous as a natural
language such as the English language is. Atomic propositions, also called “proposi-
tions,” are declarative statements which one can argue is true or false [76]. We often
use literals such as p or q or any other lower case letter to represent such statements.
They can be defined as needed to demonstrate proof. For example, we could define
p to represent the propositional statement “It is raining outside.” This is a proposi-
tional statement because it can be either true or false. Table 2.2 shows some example
propositional statements.
Table 2.2: Example Propositions
Symbol Meaning
p It is raining outside.
q I have $20 in my wallet.
We string propositions together with logical connectives to build compound
statements. Some of the more common logical connectives and their description are
listed in Table 2.3 along with some examples and interpretations based on the exam-
ples in Table 2.2.
Table 2.3: Common Logical Connectives used in Propositional Logic [76]
Name Symbol Meaning Example Interpretation
Negation ¬ NOT ¬p It is not raining outside.
Disjunction ∨ OR p ∨ q Either it is raining outside, or I
have $20 in my wallet.
Conjunction ∧ AND p ∧ q It is raining outside and I have $20
in my wallet.
Implication → IF-THEN p→ q If it is raining outside, then I have
$20 in my wallet.
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These symbols allow us to represent more complex statements while maintaining
the preciseness of the logical language. Each symbol comes with a method to evaluate
truth or falsity associated with its use which are called proof rules. For example, the
statement “It is raining outside and I have $20 in my wallet” is only true of both p (It
is raining outside) and q (I have $20 in my wallet) are true and false if either p or q
are false. Propositional logic then takes natural language statements, translates them
into symbolic logic statements, then asks whether new true statements can be formed
from those statements. These are known as arguments, and the method for proving
them true is known as a proof. To accomplish a proof one uses the proof rules of the
particular logical connectives to determine if a new proposition is true or not. With
this system, we begin to form a method for evaluating new truths from old truths in
a precise systematic fashion that can be accomplished by a computer.
2.1.1.2 First Order Logic. First-order logic (FOL) extends proposi-
tional logic with the concepts of predicates and quantification. FOL goes by many
names, including: first-order predicate calculus (FOPC), the language of first-order
logic, first-order predicate logic (FOPL), or predicate logic. Unlike natural languages
such as English, FOL uses a wholly unambiguous formal language interpreted by
mathematical structures [76].
Predicates are statements that can be applied and tested to many literals. Ta-
ble 2.4 gives some examples of a predicate and the two types of quantification: there
exists(∃), and for all (∀).
Table 2.4: The language of First-order Predicate Logic
Concept Usage Example Meaning
Predicate Man(x) x is a Man
∃ ∃xMan(x) Of all the items in x, at least one is a Man
∀ ∀xMan(x) All items in x are men.
Take for example the following sentences: “Socrates is a man”, “Plato is a man”.
In propositional logic these will be two unrelated propositions, denoted for example
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by p and q. In first-order logic however, both sentences would be connected by the
same property: Man(x), where Man(x) means that x is a man. When x=Socrates
we get the first proposition, p, and when x=Plato we get the second proposition,
q. Such a construction allows for a much more powerful logic when quantifiers are
introduced, such as “for every x, if Man(x), then Mortal(x)” [76]. This could be
written as ∀x(Man(x)→Mortal(x)).
The addition of predicates and quantifiers to FOL makes it a richer language
allowing us to express more about the natural world than propositional logic does.
2.1.1.3 Horn Logic. Building on propositional logic and first order
predicate logic, Horn logic is a organization of logic into Horn clauses in order to
simplify the computational complexity of deducing new truths [76]. A Horn clause
is a clause (a disjunction of literals) with at most one positive literal. Horn clauses
are named for the logician Alfred Horn, who first pointed out the significance of such
clauses in 1951 [75]. Table 2.5 defines several terms that are used in Horn logic.
Table 2.5: Definition of terms used in Horn logic [76]
Definite Clause A Horn clause with exactly one positive literal.
Goal Clause A Horn clause with no positive literals.
Horn formula A conjunctive normal form formula whose clauses are all Horn.
A conjunction of Horn clauses.
The following is an example [76] of a (definite) Horn clause:
¬p ∨ ¬q ∨ · · · ∨ ¬t ∨ u
Such a formula can also be written equivalently in the form of an implication:
(p ∧ q ∧ · · · ∧ t)→ u
The resolution of a Horn clause is quick because of the form it is expressed in.
Relating this back to the example, this means if in evaluating (p ∧ q ∧ · · · ∧ t) and
we find a p, q, · · · , t that is false, we can immediately conclude that u will be false,
without having to test all terms p, q, · · · , t. What makes Horn clauses important to
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automated reasoning is that resolution of two Horn clauses results in a Horn clause.
In addition, the resolution of a goal clause and a definite clause is also a goal clause.
This resolution allows the chaining of goal clauses and Horn clauses together to deduce
additional truths not previously generated. The process of reduction on statements
as Horn clauses and goal clauses, if done before specific cases are tested, can lead
to greater efficiencies in proving a theorem (represented as a goal clause) [76]. The
resolution of a goal clause with a definite clause to produce a new goal clause is
the basis of the logic used to implement logic programming and the programming
language Prolog [1] along with forming the logic foundation for all other deductive
reasoning engines that are discussed in Section 2.1.5.
2.1.2 Machine Learning. Machine learning is a broad subfield of Artificial
Intelligence (AI) concerned with the design and development of algorithms and tech-
niques that allow computers to “learn”. At a general level, there are two types of
learning: inductive, and deductive [65]. Inductive machine learning methods extract
rules and patterns out of massive data sets, while deductive are programmed with
rules ahead of time and asked to apply them to data as it is fed. Deductive applies
the rules in accordance with the structure as it is defined in formal logic. Both de-
ductive and inductive learning are used in computer science. Inductive is used to
determine what rules might apply over a given set of data. Deductive then applies
those rules, or other implicitly defined rules to determine whether new statements
(inferences) are true.
The major focus of machine learning research is to extract information from data
automatically, by computational and statistical methods. Hence, machine learning is
closely related not only to data mining and statistics, but also theoretical computer
science [65].
2.1.3 Knowledge Representation. Knowledge representation is a section of
AI that focuses on the design and use of languages and systems that represent knowl-
edge about the world. Knowledge representation is central to AI research because
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many of the problems machines are expected to solve require extensive knowledge
about the world [41]. Knowledge representation is a means for expressing and using
semantic information or knowledge about the world with the additional requirement
that the use of that knowledge be used for intelligent reasoning and compute efficiently
when modeled and run on a computer [69].
Knowledge representation’s underpinnings were developed in the 1960s and
1970s beginning with the idea of a semantic network by Quillian in 1968 [78]. A
semantic network is a network structure (often a directed acyclic graph) used for the
expression of semantics using a node-and-link representation of concepts and their re-
lationships. We call these “knowledge maps” today. The general shortfall of semantic
networks is that they were ad hoc, heterogeneously structured and represented with
their semantics dependent only on the particular researchers who developed them and
the particular systems they were used on. They were not generic in any way and thus
not portable to other applications. Also, their reasoning methods were based on the
particular implementation strategy, not on a formal language [69]. Thus semantic
networks, while useful, had limitations on their use and growth. It was not until the
late 1970s and early 1980s that the knowledge representation community began to
formalize a consistent notion of a semantic network and develop a logic-based lan-
guage for representing knowledge with the introduction of KL-ONE as a frame-based
language [67]. A frame-based language is a language for representing knowledge based
on frames, which are data structures for representing concepts and relations. Frame-
based systems are close to the object-oriented modeling paradigm, as knowledge of
a domain is centered on entities (objects) of the domain. The frame perspective is
different from other languages in the fact that they are based on logical axioms mak-
ing frame-based representations equivalent to logic-based representations. Current
day knowledge representations like Web Ontology Language (OWL) discussed in Sec-
tion 2.2.10 are built in this manner [69]. Frame-based systems led to the development
of description logics. A description logic is a language for representing knowledge that
has a syntax and semantics; a syntax for building descriptions and a semantics that
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defines the meaning of each description. Description logics formalized the nature of
knowledge representation logically and provided sound, tractable reasoning methods
to reason about the encoded semantics [69]. This allows a reasoning to occur over the
semantic representations as its founded on a system of formal logic from which we can
deduce truth or fallacy from. This sets the stage to allow computers to reason new
knowledge based on formal rule sets and other information and data that is related
together.
2.1.4 Rule-Based Systems (Expert Systems). An “expert system” can be
considered a particular type of knowledge-based system where the knowledge is repre-
sented “as it is” [64]. Developed beginning in the 1980s, expert systems are computer
applications that make decisions or inferences in real-life situations, which would oth-
erwise be performed by a human expert [41]. They are programs designed to mimic
human thinking in deducing causes for constrained problem-solving tasks. They are
often built by layering a series of IF-THEN rules combined with reasoning engines
that allow a problem to be investigated, decomposed, and solved [64]. An important
element of any expert system is its body of knowledge related to its knowledge do-
main. This information is often extracted from human experts using rules of thumb
or other heuristic information. The knowledge provides the basis of what the system
“knows” about a knowledge domain and is used to supplement the knowledge of the
individual using the system. Just as the common definition of a computer program
can be defined as [64]:
algorithm + data structures = program
A similar analogy can be applied to expert systems where [64]:
inference engine + knowledge = expert system
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2.1.5 Inference engines. Inference engines, also called reasoning engines,
are the programs or agents that deduce new knowledge from already specified, pre-
programmed information. There are two main approaches taken in the execution
of inference engines: specialized algorithms (Problem Solving Methods), and logic-
based inference engines [64]. Specialized algorithms, or Problem Solving Methods
(PSMs) as they are also called, are small algorithms that perform inferences within
expert systems. A PSM specifies which inference and actions have to be carried out
to achieve the goal of a task and define the control and data flow between subtasks.
PSMs are often very specific, and each new task requires a new PSM to specify it [64].
Logic-based inference engines are considerably more powerful. The engine con-
trols overall execution of a set of rules by searching through a knowledge base and
attempting to pattern-match facts or knowledge to the antecedents of rules. If a
rule’s antecedent is satisfied, the consequence of a rule can be executed. The priority
of which rules are evaluated first and which consequences are executed in what order
is set by the expert system in such a way to improve the speed of reasoning [64]. It
is in this manner that a basis of information can be run against an inference engine
in order to deduce new information based on the rule system in the engine. The fact
that inference engines are based on sound formal logic makes the inferences found,
new truths, thus extending the knowledge of the system.
Inference engines can be forward or backward chaining. In forward chaining, the
inference engine is given data with which it chains forward to reach a conclusion. In
backward chaining, an inference engine is given a hypothesis with which it backtracks
to check if a hypothesis is valid or not [64]. Different inference engines that are used
commonly today in Semantic Web processing are discussed in Section 2.2.13.2.
2.2 Semantic Web
The Semantic Web is described as “an extension of the current Web [Internet] in
which information is given well-defined meaning, better enabling computer and people
to work in cooperation” [66]. This “well-defined meaning” is accomplished by adding
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metadata, taxonomies, and ontologies to allow computers to relate data together to
bring about information on its own without constant human intervention. XML (eX-
tensible Markup Language) and the Resource Description Framework (RDF) are key
innovative technologies that allow us to associate the data with metadata, and then
begin to form relationships (RDF, taxonomies, and ontologies) with those metadata
tags to then allow computers to build information. With increased aggregation and
reasoning this information can become knowledge as is demonstrated in the smart
data continuum in Figure 2.1.
Figure 2.1: The Smart Data Continuum [69]
The next few sections provide a description of the technologies that contribute
to building a Semantic Web. These include the Uniform Resource Identifier(URI),
eXtensible Markup Language (XML), XML Schema, Resource Description Framework
(RDF), RDF Schema (RDFS), taxonomies, ontologies, OWL, and Semantic Web
applications.
2.2.1 Uniform Resource Identifier (URI). A Uniform Resource Identifier
(URI) is a standard syntax for strings that identify a resource. URI is a generic term
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for addresses and names of objects on the world wide web. There are two kinds of
URIs: Uniform Resource Locators (URLs) and Uniform Resource Names (URNs) [69].
URLs, are web addresses on the Internet. A URN is an Internet resource with a name
that, unlike a URL, has persistent significance. That means that the owner of the URN
can expect that someone else (or a program) will always be able to find the resource.
An example URN might be “urn:def:/blue laser” where “def:/” might indicate an
available directory of all dictionaries, glossaries, and encyclopedias on the Internet
and “blue laser” was the name of a term. A comparable URL would need to specify
one specific location for a definition like “http:/www.whatis.com/bluelaser.htm” [57].
2.2.2 XML. XML is the syntactic foundation layer of the Semantic Web [69].
It is a bottom layer that builds upon all items in the web (URIs) as shown in Figure 2.2.
It takes data and “tags it” (labels it) so that the data can be given context to the
degree that we desire. This tagging can be done to different forms of data to include
documents, databases, webpages (HTML), or any other form of information. An
example of XML code is provided in Figure 2.3. By tagging the individual strings like
“Shimmering Room” as a name associated with a place we begin to associate items
of data at a meta data level. This tagging has allowed XML to be the choice set of
rules for translating data in the form of databases or documents from one application
to another.
XML is written in such a way that it creates a hierarchy of data. While this
can be seen more apparent in the indentation provided in Figure 2.3, it is formally
defined by the tags that exist within tags. An example of this is the “place” named
Shimmering Room that has sub tags of description and travel. Within the scope of
the rules of XML we can determine if a document is well formed or not. Examples of
a non-well formed XML file is one that has start tags, that do not have end tags (i.e.
a <place> with no </place> to terminate it). We cannot however without additional
information determine if an XML document conforms to a particular XML structure
without additional information known as an XML Schema [69].
15
Figure 2.2: The Semantic Web Layer Cake [82]
16
Figure 2.3: An Example XML coded document
2.2.3 XML Schema. XML Schema is a definition language that allows
an individual to constrain XML documents to a specific vocabulary and hierarchical
structure. Continuing the example with the XML code above, it is like having a
template document that states every place must have a name. With this schema in
hand, we can check various XML documents against the schema to see if they are valid
documents for the schema (checking to make sure that every place in the document
indeed has a name). XML’s overall contributions to the Semantic Web are [69]:
1. XML creates application-independent documents and data.
2. XML provides a standardized syntax for metadata.
3. XML provides a standardized structure for documents and data.
4. XML is a time-proven standard that has been used and tested by industry and
proven to be useful in domains other than the Semantic Web.
While these contributions that XML gives us are significant it does not get us
where we need to be to build a Semantic Web. Through XML’s metadata we have not
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been able to define things as we tag them. Referring to Figure 2.4, we have created
the basis of things that are referred to in Level 1.
Figure 2.4: Evolution of data fidelity [69]
In order to progress beyond data modeling to knowledge modeling (Level 2) we
must begin to relate “things” together. This is where Resource Description Framework
(RDF) (Section 2.2.4) and taxonomies (Section 2.2.6) build on XML to begin relating
things together into higher level knowledge. Continuing the progression of knowledge,
Level 3 is the level of ontologies which we will discuss in Section 2.2.7.
2.2.4 RDF. RDF is a language that builds upon the syntax of XML to build
knowledge. RDF is based on the principle that it takes three and only three pieces of
information to fully define a single bit of knowledge [82]. These three parts are called
the subject, the object, and the predicate. In essence, just as in grammatical context,
the subject and the object are both “things” (i.e. URIs). The subject is the doer
of the action, and the object is the noun that is being acted upon. The predicate is
the action or relationship between the subject and the object. This relationship from
subject to object using predicates is known as an RDF Triple [69].
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By having these relationships among “things” it is possible to generate new
knowledge by exploring the relationships more fully. For example, having the following
information:
• Bob owns Bob’s Truck Shop.
• Bob is the father of Jenny.
means that we can generate
• Jenny’s father owns Bob’s Truck Shop.
While this is only a simple example, this example could be extended horizontally
and vertically based on the RDF triples that are known to form larger compound
statements. Using XML is the official technique to encode RDF information [82].
There are two other common methods for RDF encodings that are used because of
their simplicity, they are N3 Notation [82] and N-Triples Notation [82] which are
described in Table 2.6.
Table 2.6: N3 and N-Triple Notation Descriptions
N3 Notation The basic structure of an N3 triple is: subject object
predicate. The syntax defines that a space should exist be-
tween each, and the triple is terminated with a period [82].
An example of the statement “Bob is the father of Jenny” in
N3 format would be: Bob Father of Jenny.
N-Triples Notation N-Triples extends N3 notation. N-Triples allows tabs to be
interchanged with spaces in the triple ordering. N-Triples
also allows a line to be a comment using a # sign to begin the
line [82]. An example of a comment would be: # This is a
comment. Other than that, N-Triples is exactly the same as
N3.
2.2.4.1 Defining a common vocabulary: Dublin Core. It can be seen
that a common vocabulary is necessary in order to have RDF triples effectively build
upon one another. An organization that has make progress in developing consensus
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for vocabularies and definitions on the web is the Dublin Core.
The Dublin Core Metadata Initiative’s mission is to “provide simple standards
to facilitate the finding, sharing and management of information” [16]. On the DCMI
website it summarizes the activities of the DCMI as:
The development and maintenance of a core set of metadata terms (the
DCMI Metadata Terms) continues to be one of the main activities of
DCMI. In addition, DCMI is developing guidelines and procedures to help
implementers define and describe their usage of Dublin Core metadata in
the form of Application Profiles. This work is done in a work structure that
provide discussion and cooperation platforms for specific communities (e.g.
education, government information, corporate knowledge management) or
specific interests (e.g. technical architecture, accessibility) [16].
Dublin Core’s vocabulary is simple, and that is likely the one reason it is so
widely used (located at http://purl.org/dc/elements/1.1/). Its simplicity makes it
often the basis for other vocabularies to be added or merged with it, since it contains
such foundational definitions. These definitions are listed in Table 2.7.
Table 2.7: Dublin Core Vocabulary Version 1.1 [16]
Name The label assigned to the data element.
Identifier The unique identifier assigned to the data element.
Version The version of the data element.
Registration
Authority
The entity authorized to register the data element.
Language The language in which the data element is specified.
Definition A statement that clearly represents the concept and es-
sential nature of the data element.
Obligation Indicates if the data element is required to always or
sometimes be present (contain a value).
Datatype Indicates the type of data that can be represented in the
value of the data element.
Maximum Oc-
currence
Indicates any limit to the repeatability of the data ele-
ment.
Comment A remark concerning the application of the data ele-
ment.
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2.2.5 RDFS. After RDF was defined by the World Wide Web Consor-
tium (W3C), it became logical to extend RDF to higher levels of abstraction. If we
use an RDF triple to denote a class, class property, and value, then we can create
class hierarchies for the classification and description of objects. That is what RDF
Schema (RDFS) does for us [69].
RDFS is a simple set of standard RDF resources and properties to help people
to create their own RDF vocabularies. In essence it applies the idea of object ori-
ented programming to RDF in order to standardize RDF definitions and encourage
their use and reuse. In object oriented programming we use a class to represent a
template or blueprint for an object. In defining the class we give it certain attributes
(what data elements it is made up of) and methods (what actions can be done with
the class). We instantiate classes to become actual working objects in the image
class’s blueprint. Furthermore, we can create subclasses that inherit the attributes
and methods from their parent class (super class). These subclasses can be extended,
or changed depending on the definition of the subclass. The Unified Modeling Lan-
guage (UML) described briefly in Section 2.2.6 is a method of graphically depicting
the parent-to-child relationship that exists in classes.
RDFS can also be thought of as similar to relational databases. Relational
databases use metadata tags to define the structure of the database. RDFS’s meta-
data does the same thing for RDF and XML information. It provides the resources
necessary to describe the objects and properties of a domain-specific schema. This
becomes a vocabulary used to describe objects and their attributes within an area of
interest [82].
RDFS is popular language to write semantic code in. A 2007 survey of ontol-
ogy languages used by the community reported 64.9% of individuals surveyed were
currently using RDFS. It came in a close second to OWL which was used by 75.9%
of individuals surveyed [68]. OWL is discussed in more detail in Section 2.2.10.
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2.2.6 Taxonomies. Taxonomies are ways of classifying or categorizing a set
of things in a hierarchy. A definition from the dictionary [52] is :
1. the study of the general principles of scientific classification: SYS-
TEMATICS
2. CLASSIFICATION; especially : orderly classification of plants and
animals according to their presumed natural relationships
Applying this to the Web, we can then say that taxonomies on the Web are classifying
information entities in the form of a hierarchy, according to the presumed relationships
of the real-world entities that they represent [69]. Thus a taxonomy is a semantic
hierarchy in which information entities are related by either the “subclassification of”
relationship or the “subclass of” relationship. We use these classifications to further
add knowledge and meaning to “things.”
These taxonomies on the Web are sometimes diagramed in Universal Modeling
Language (UML). An example is provided in Figure 2.5. UML uses the open triangle
line connection to denote subclasses and superclasses. Thus, relating to the example
in Figure 2.5, a floppy is a magnetic storage which is a component and so on.
While taxonomies are good at classifying “things” and moving up the knowledge
hierarchy, they are seen as “weak semantic” systems. Taxonomies are weak seman-
tic systems because the relationship from parent to child (superclass to subclass) is
underspecified or ill defined. In a taxonomy, it is possible for a subclass to be de-
fined as a subclass in one instance, and a part of the superclass in another instance.
This ambiguity is what makes taxonomies weaker in semantic reasoning and makes
it possible for us to deduce knowledge that was not intended. Referring to Figure 2.6
we see that taxonomies are one of the weakest forms for ontologies. We will describe
ontologies in more detail in Section 2.2.7.
2.2.7 Ontologies. The definition of an ontology is often misunderstood
because two different disciplines use the word ontology to mean two different things.
Ontologies originated in philosophy where it is defined as “a part of metaphysics
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Figure 2.5: An example taxonomy using UML [39]
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Figure 2.6: The ontology spectrum: Weak to strong semantics [69]
concerned with the nature and relations of being” with a specific theory of the nature
of being also being called an ontology [69]. That definition of an ontology still holds
since the birth of philosophy during the Renaissance, however, a new definition has
emerged with the rise of information technology. A simple definition of an ontology
is that an ontology “defines the common words and concepts (the meaning) used to
describe and represent an area of knowledge” [69]. To make an ontology we need two
things: 1) a vocabulary, and 2) a set of explicit assumptions regarding the intended
meaning of that vocabulary.
Vocabularies and the meaning of words within those vocabularies is a key area
of defining ontologies. It is essential in a semantic web paradigm to have exactly the
same definitions of words. Since this is rarely the case in the real world, committees
often meet to discuss and come to agreement on a set of terms and what they mean.
This has often been the case when XML, RDF, or other languages are used as a
interface between two systems. Each item that is being passed from one application
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Table 2.8: Ontological levels [69]
Name of Level Meta Level to: Object level to: Example
Knowledge rep-
resentation(KR)
level
OC Level N/A Class, Relation, Instance,
Function, Axiom, Rule
ontology con-
cept(OC) level
OI Level KR Level Person, Location, Event,
Parent, Hammer, etc.
ontology in-
stance(OI) level
N/A OC Level Harry S. Truman, Per-
son2554, 1995-Ford Taurus-
VIN-67YI84ZZU90
to another has to map unambiguously. Thus defining vocabularies are similar to
defining interfaces just in a larger sense and with more stakeholders.
What ontologies give us is an unambiguous language with which we can turn
our unambiguous real world definitions into a set of rules or axioms with which a
computer can reason the meaning of things. It is important to note that this is our
end goal. High end ontology languages are thus backed with tight formal logic making
ontologies machine-interpretable.
By machine interpretable we mean that the semantics of the mode is
semantically interpretable by the machine; in other words, the computer
and its software can interpret the semantics of the model directly – without
direct human involvement. Software supported by ontologies moves up to
the human knowledge/conceptual level; humans do not have to move down
to the machine level. Interaction with computers takes place at our level,
not theirs. This is an extremely important point, and it underscores the
value of ontologies [69].
It is important to make distinctions among different representation levels when
discussing ontologies. This is necessary because ontologies can be viewed as languages,
or vocabularies with accompanying semantics. The levels that ontologies are often
divided into are listed in Table 2.8.
The knowledge representation (KR) language level defines the constructs that
will be used at the ontology concept (OC) level. KR languages include languages that
came before the Semantic Web [69] like Ontolingua, LOOM, Knowledge Interchange
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Format (KIF), and UML, and Semantic Web languages like RDF/S, DAML+OIL,
and OWL. We will discuss ontological languages in detail in Section 2.2.9.
At the OC level, ontologies are defined using the constructs of the KR level. At
this level, we are interested in modeling the generic or universal content or domain
knowledge. At the ontology instance (OI) level, the constructs are instances of OC
level constructs. As a result, this level is concerned with the knowledge base that are
assertions about instances or individuals [69].
One might ask how an ontology is constructed. There are two primary methods
for constructing ontologies, the push method and the pull method. Pushing is accom-
plished by web page developers who code their content along with metadata ahead of
time in their web documents. Pulling is when web pages are not populated with meta-
data upon construction requiring webcrawler-like applications to read documents and
define relationships from untagged content. The preferred method is pushing because
then we can be certain that the meaning is as intended, and not just a result of an
applications interpretation of content which could be incorrect.
2.2.8 Similarities and Differences of Vocabularies, Taxonomies, and Ontolo-
gies. It may seem that taxonomies, vocabularies, and ontologies are all very similar.
That is because they have the following in common [38]:
• They are approaches to help structure, classify, model, and or represent the
concepts and relationships pertaining to some subject matter of interest to some
community.
• They are intended to enable a community to come to agreement and to commit
to use the same terms in the same way.
• There is a set of terms that some community agrees to use to refer to these
concepts and relationships.
• The meaning of the terms is specified in some way and to some degree.
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They do have differences, however. A vocabulary might not have meaning
specified, as it could just be a set of understood terms by the community. On the other
hand, a vocabulary could have very detailed definitions for each term. Taxonomies
have additional meaning because of the hierarchical links. Thus terms have both
definitions of what they are, and definitions from where they are in the hierarchy to
include inherited definitions. An ontology is the most commonly used term and is
often used naively to refer to taxonomies and vocabularies because ontologies extend
the definitions of taxonomies and vocabularies. They tend to refer to things that
have a rich and formal logic-based language for specifying the meaning of terms. This
formal logic is what gives ontologies additional deductive power and what makes them
the most commonly used tool to define semantics for automated reasoning tools. By
defining formally the rules in a language that is sound, a computer can apply those
unambiguous rules to a data set to move up the data continuum [38].
2.2.9 Evolution of Ontological Languages. Ontological Languages, or Knowl-
edge representation languages as we have referred to them before, have evolved
over the last decade. The first significant effort was Simplet HTML Ontology Ex-
tension (SHOE) language developed by the University of Maryland which began
in 1995 [82]. Work on OIL (Ontology Interface Language) led by the University
of Amsterdam and funded by the European Union began in 1997 was released in
2000 [77] [82]. DAML (DARPA Agent Markup Language) was then developed by
DARPA (Defense Advanced Research Projects Agency) in 2000 [77]. In December
2000, the two languages (DAML and OIL) were combined into what is known as
DAML + OIL [13]. DAML + OIL was later superseded by OWL (Web Ontology
Language) which is the current World Wide Web Consortium (W3C) standard on-
tology language [13]. OWL is in fact a family of languages, OWL-DL, OWL-Lite,
and OWL-Full. OWL-DL’s and OWL-Lite’s semantics are based on Description Log-
ics, which have attractive and well-understood computational properties. OWL-Full
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uses a different semantic model intended to provide compatibility with RDF Schema
(RDFS) [54].
2.2.10 OWL. Because OWL was derived from DAML + OIL and works
with XML, RDF, and RDFS, it has become a defacto standard ontology language for
the Semantic Web. In fact, a survey done in 2007 listed OWL as the most widely used
ontology language with 75.9% of individuals surveyed saying they have used it [68].
When OWL was being developed it had the following design goals [82]:
• Ontologies must be sharable, so that more than one business within a particular
business domain could use the same ontology defined for that domain.
• Evolving ontologies should be given version numbers and the schema defining
the ontology given a separate URI for each version.
• Ontologies must be interoperable.
• Inconsistencies in ontologies must be detected automatically to prevent them
from occurring.
• Ontologies must balance expressivity and scalability.
• Ontologies must be consistent with other standards.
These goals provided the basis for what has become a powerful language to express
semantics in the web.
OWL adds capabilities to that of RDF and RDFS. One such capability is the
ability to create local range restrictions. In RDF and RDFS, we could only give one
range for a property. In many cases the range for a property should vary based on
what class is in the domain. As an example, we might have a property to a class
“Person” called “eats.” We would want to constrain “eats” with a range restriction
that it would have to come from something of class “Food.” It follows that if we then
created a subclass of a “Person” called “Vegetarian” that we would further want to
constrain the “eats” relationship. There does not exist a way to do this in RDF or
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RDFS. In OWL, we can leave “eats” unchanged, but in the “Vegetarian” class restrict
it to only eating “Vegetarian Food,” a subclass of “Food” [77].
OWL also introduces basic set functionality like union, intersection, comple-
ment, and disjointedness. As a result we can define classes and subclasses as mutually
exclusive (Ex. a “Person” can be either “Alive” or “Dead”). Such disjointedness was
not supported or defined in RDF or RDFS [77].
OWL also introduces the concept of cardinality. It allows the ontology author
to define maximum and minimum cardinalities on instances. Thus in OWL we can
require “twins” to be exactly two children, and “bilingual” to have at least two lan-
guages [77].
Because of similarities in the way classes are defined in RDFS and OWL, one
might ask when it is more appropriate to code in one or the other. Shelly Powers’,
author of Practical RDF, recommendation is:
If you are defining a fairly simple vocabulary primarily for your own use,
and if you are concerned primarily with the striped nature of RDF/XML,
you will most likely want to just define your vocabulary in RDF and RDFS.
However, if you are documenting a model of a specific domain and you
hope to encourage others to use it and, best of all, be able to use the data
to make sophisticated queries, you are going to want to use OWL to take
advantage of its many inferential enhancements [82].
2.2.10.1 Ontology Editors. With the growth of ontologies and OWL
has come a growth in tools that help manipulate and code ontologies. The most widely
used ontology editor is one developed by Stanford University called Prote´ge´ [45]. In a
2007 survey it was listed as the #1 ontology editor with 68.2% of individuals surveyed
responding that they were using it currently with the #2 editor SWOOP being used
by only 13.6% of individuals surveyed [68]. The Prote´ge´ platform supports two appli-
cations for modeling ontologies: the Prote´ge´−Frames and Prote´ge´−OWL editors.
Prote´ge´ ontologies can be exported into a variety of formats including RDFS, OWL,
and XML Schema. Written in Java, Prote´ge´ is extensible, and provides a plug-and-
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play environment that makes it a flexible base for rapid application development [45].
Figure 2.7: A Prote´ge´ screen shot [45]
2.2.11 The Importance of Common Meaning in Building a Semantic Web.
There have been some individuals that believe that it takes more than new technolo-
gies and coding standards to bring about the Semantic Web; it takes agreement on
the meaning of words. David Moschella stated such an argument in “Semantic Ap-
plications, Or Revenge of the Librarians” [80]. He posits that with the addition of
metadata and the progress of individual industries toward forming a common language
we begin to make progress in defining the Semantic Web. He believes that the true
battle is in coming to agreement on common definitions so that industries can begin
to relate the right information together. This relating is what is required to move us
from Level 1 to Level 2 in the evolution of data fidelity referred to in Figure 2.4. Only
through standardization of tagging, as shown in Section 2.2.4.1, can we truly begin to
interoperate together on progress to Level 2. It is these standards that are standards
of language and definition that in the human sense allow us to communicate, interpret
and understand. For computers to do this on a broad semantic scale the definitions
must be far-reaching and precise. Despite the idea of the Semantic Web being known
since 2001, this standard has yet to emerge on a broad scale, and only exists in small
domains.
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2.2.12 An Example Semantic Web Project: CS AKTiveSpace. One demon-
stration using Semantic Web is with the project known as CS AKTiveSpace [84].
CS AKTiveSpace is a Semantic Web application developed by the University of
Southampton, UK which “attempts to provide an overview of current UK University-
based research in Computer Science” [84]. Its application focused primarily on pulling
non-tagged information from websites and then relating it together into ontologies in
an automated fashion. Using the AKT Reverence Ontology [59] as a basis, it related
content from 24,000 research projects from almost 2000 research facilities in the UK
together in about ten million RDF triples. The application won the 2003 Semantic
Web challenge [60], however it highlighted several shortfalls of the Semantic Web.
With a relatively small input set they discovered issues with how best to sustain
a metadata acquisition and harvesting activity. This included decisions about how
best to model the harvested content, how to cope with the large number of duplicate
items that are referring to the same objects or referents, and how this information
is meant to be sustained and maintained. One might be impressed by the nearly 10
million RDF triples that were derived from the 24,000 research projects as being very
thorough, however the research admits that “despite [their] successful harvesting of
the web and exploitation of various organizations’ RDF, [they] still [could not] reflect
the richness of the queries [their] system [could] support because [they] do not always
have enough content” [84].
2.2.13 Semantic Web Applications. In Berners-Lee’s initial vision for the
Semantic Web, he envisioned computer applications that related the semantic in-
formation together in the place of humans. To this point, we have primarily just
discussed the encoding of semantic information with web content and the methods
for reasoning over that information. Ultimately the end goal is to move up the data
continuum to knowledge. Having applications that can relate and merge data together
to form information, and ultimately knowledge is the end goal of the Semantic Web.
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Applications thus far have taken many different forms. Most are very tight in
scope applying to the specific domains for which they were designed. As a result they
tend to be highly specialized and therefore not very well suited outside the domain in
which they were designed. We will discuss one type of application with the end goal
to apply in a broad scale across many domains: the Semantic Web Browser.
2.2.13.1 Semantic Web browsers. Semantic Web browsers are web
browsers that are tailored to take advantage of the semantic information that has
been added to HTML documents. Many of the popular web portals and search engines
today, like Google and Yahoo, take advantage of XML and RDF tagged information
using ontology-based approaches to organize content on the Web [71]. The shortfall is
that most of the content on the web is not thoroughly tagged. Thus their traditional
keyword searches end up being more applicable to the web’s current landscape. As a
result they are more seen as web browsers that have been augmented by semantics,
rather than true Semantic Web browsers.
Leveraging Semantic Tagging
There exists many websites that are taking advantage of semantic tagging. A recent
trip to Home Depot online [48] noted semantic content being used. It allowed the
products being viewed to be sorted by different category, price, and brand. As a result,
an individual using the site can easily tailor their search dynamically. Figure 2.8 shows
an example visit. You can see in Figure 2.8 that there are many choices that we use to
segment products into different sections to include category, price, brand, color, shape,
or popularity. Each is tailored by the type of product, thus suggesting a hierarchical
structuring of products, and an XML/RDF method of tagging and retrieving data.
While this additional organization is very welcome and dramatically improves the
shopping and searching experience, it still falls short of what a true Semantic Web is
capable of.
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Figure 2.8: A Home Depot Online Buying Experience [2]
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For example, consider if one wanted to compare products from another store
to Home Depot’s products. Assuming that the other online store had XML/RDF
tagged information as well, it is easy to see that the data exists, but it needs to be
assembled properly. An additional application would have to be brought in to merge
the two data sets together. This is because Home Depot’s web server is fixing the
presentation of their website in a certain manner, while when we bring in another
website and attempt to aggregate the information, we are no longer just viewing a
page generated within the Home Depot server’s scope of control. Thus, the home
depot server and its web site acts like a portal that is in full control of the content
provider, and only gives presentation control to the end user through certain controls
that are limited by the scope of the web site developer. A true Semantic Web browser
is capable of aggregating content from several sources in a way that is not limited by
what a web site developer thinks an end user will want, it actually gives full control
to the end user.
Mashups
Another example of Semantic Web Browsing exists in mashups. A mashup is defined
as “a web application that combines data and/or functionality from more than one
source” [36]. Mashups are becoming very common. One website that lists and tracks
websites is www.programmableweb.com. Here people list their mashup sites that they
have created. You can find everything from messaging centers that combine data
from cell phone messaging sites, with home value sites, to mapping sites that combine
data from listing sites like craigslist.com [11]. Figures 2.9 and 2.10 show how the
mashup sites are broken up by category and how their quantity has grown recently.
Again, similar to the Home Depot site discussed earlier, these mashup sites can be
very informative, but are hard-coded solutions from web developers with the same
inflexibilities unless you bring computing programming skills and develop your own
sites for your own purposes.
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Figure 2.9: Mashups over time [44]
Figure 2.10: Breakout of Mashups on
Web [36]
If mashups are the style of information that a developer is looking for, but they
are not that savvy in writing the code for it, MIT developed a tool called Exhibit
that was acquired by Google on Mar 27, 2008 [20]. The tool is a three-tier web
application framework written in Javascript. An individual that only wants to show
a few hundred records of data on maps, timelines, scatter plots, interactive tables,
etc., without having to learn SQL, ASP, PHP, CGI, or any other language can use
Exhibit to do it for them. All they need to do is to write a simple data file, and an
HTML file to specify how the data should be shown. The developer writes the data
and the presentation; Exhibit does the rest [49].
Hakia
There are a few Semantic Web searches that have been deployed on the Internet. One
that uses true semantics is www.hakia.com. Hakia is a semantic search engine that
brings relevant results based on “concept” match rather than “keyword” match or
popularity ranking as current search engines use [28]. It uses an algorithm it calls
“SemanticRank” that is comprised of solutions from the disciplines of Ontological
Semantics, Fuzzy Logic, Computational Linguistics, and Mathematics [28]. It has
built a series of ontologies to pull out the meaning of the sentence structure in docu-
ments listed on the web and extracts all the possible queries that could lead to this
sentence [27]. Hakia is currently in Beta testing and is using 2008 to harvest results
for their Hakia development [28].
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PowerSet
Another Semantic Web search that exists on the internet is a search called PowerSet
at www.powerset.com. PowerSet’s first product is a search and discovery experience
for Wikipedia, that was launched in May 2008 [3]. PowerSet differs from Hakia
in that it does not use an ontology as its basis for semantic search, it rather uses a
system that parses the syntax of the sentence and guesses matches based on statistics.
This approach means that for questions that do not match previously encountered
syntactical patterns, the system will not be able to find answers, even if there are in
fact answers in the database [37].
Faceted Browser
Lastly, there exists a type of tool that is known as a “faceted browser.” A “faceted
browser” is a software tool that uses faceted navigation to help users browse infor-
mation. “Faceted navigation” gives the users the ability to find items based on more
than one dimension, to see breakdowns and projections of the items along different
axis, which helps users gather insights about the data they are exploring [21]. Faceted
browsers are especially powerful when they are used over a dataset that is fully tagged
with RDF or OWL. That is because faceted navigation is context dependent, meaning
that available facets, facet values and their count are based on the current set of results
that the user is browsing. In large datasets this constant recalculating of facets can
become time intensive, which is handled by caching and pre-loading the most com-
mon combination of searches. Tools that are faceted browsers include Longwell [34],
Flamenco [24], Apache Solr [55], Endeca [18], and WorldCat [58].
2.2.13.2 Reasoning Engine Tools. There are several tools that have
been built over the years that are implementations of reasoning engines as defined in
Section 2.1.5. We will discuss the Closed World Model, Jena, Racer, Pellet, and Jess.
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Closed World Model
The Closed World Model (CWM) inference engine was written in Python by Tim
Berners-Lee and Dan Connolly. It is a general-purpose data processor for the Semantic
Web. It stores RDF triples in a query-able triples database and performs inferences
as a forward chaining first-order predicate logic inference engine. It can be used for
querying, checking, transforming, and filtering information [64] [12].
Jena
Jena is a Java framework for building Semantic Web applications. It provides a
programmatic environment for RDF, RDFS and OWL, SPARQL and includes a rule-
based inference engine. Jena is open source and grown out of work with the HP Labs
Semantic Web Programme [32]. Jena is the most popular reasoning engine according
to a survey done in late 2007. In the survey it reported that Jena was used by 53.6% of
individuals surveyed [68]. It is clear that the fact that Jena was built on Java, is open
source, works with several different schemas and formats, and is easily extendable are
key reasons for its high usage.
Racer
Racer was the # 2 most used reasoning engine according to a survey done in 2007
stating that it was currently being used by 28.2% of individuals surveyed [68]. Racer
and its derivatives RacerPro, RacerPlus, RacerMaster, and RacerPorter are developed
by Prof. Dr. Volker Haarslev, Kay Hidde, Prof. Dr. Ralf Moller and Michael Wessel
who in September 2004 founded the Racer Systems GmbH & Co. KG to give the
RacerPro software a home in the commercial business world [46]. Racer sits on top of
OWL-DL, the most commonly implemented version of OWL. Figure 2.11 shows how
Racer works with external applications, databases, and other semantic languages.
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Figure 2.11: RacerPro application interface layers [46]
Pellet
Pellet is an open source, OWL-DL reasoner in Java that is developed, and com-
mercially supported, by Clark & Parsia LLC. Based on the tableau algorithms for
expressive Description Logics (DL), Pellet supports the full expressivity of OWL-
DL, including reasoning about enumerated classes. Pellet supports all the features
proposed in OWL 1.1, with the exception of n-ary datatypes [42].
Pellet reasoner can be set up to work in Jena without using the DL Implementors
Group (DIG) interface. This allows for improved speed and overcomes some of the
limitations in the DIG protocol [32]. Pellet was also mentioned in the 2007 survey
as the third most widely used reasoning engine with 23.4% of individuals surveyed
saying they have used it [68].
38
Jess
Jess [33] is a rule engine and scripting environment built on Java. It uses an enhanced
version of the Rete algorithm [72] to forward or backward chain based on a set of facts
and a set of rules in order to discover new facts. Rete is efficient at solving difficult
many-to-many matching problems inherent in deduction. While Jess is written in
Java, and can be called in from Java software code, it also is written as a scripting
language to allow it to take input and produce outputs from many different sources.
The developers have also created plug-ins to development tools such as Eclipse [17].
Jess is the reasoning engine that was chosen to be integrated into our system
to generate knowledge from vehicle tracks. It was chosen primarily because of its
simplilcity to integrate into Java and Eclipse. Its Rete engine is powerful in deduction,
and it was easily scalable for large and small rule sets. It is also portable where the
rules used in a Java code version can be reused exactly if it were adapted to integrate
with other software in its scripting form.
2.2.14 Summary of Semantic Web. Throughout the discussion on Semantic
Web there are a few key take-aways that should be restated.
1. We must have richly tagged data at the core in order to extract it. This should
be provided by the publisher, or we must design in a method to extract it from
untagged data.
2. Ontologies are the intersection and translation point of the real world semantics
to computer language semantics. Only with tight, sound ontologies can we hope
to integrate and relate disparate data together into information. OWL, built on
RDF, XML, and RDFS, has been largely the language of choice for ontologies
in the past few years.
3. Having richly tagged data and tightly built ontologies are useless unless we have
the means to make use of that data through a semantic agent, semantic browser,
faceted browser, or a reasoning engine.
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2.3 Computer Video Indexing
One key area of knowledge generation from surveillance video is the processing
of video into content that is understandable by a computer. Video must first be pro-
cessed and tagged in a computer in order for a computer to be able to work on it,
understand it, and reason over it. The last few decades have had substantial progress
in the area of storage technology. Individuals are able to processes large amounts of
data for themselves personally. That has brought significantly more multimedia in the
form of pictures and video content on their computers and available on the web. The
web has grown as well, but most of the search capabilities are focused on text-search,
because it is much easier for algorithms to process text-based information instead
of multimedia information. That is because multimedia data needs many stages of
pre-processing to be indexed in such a way that it is relevant to run queries against.
Current day research has dealt with the indexing shortfall somewhat, but still contin-
ues to have areas with shortfalls in capabilities. Most recently research has focused
on the use of internal features of images and videos computed in an automated or
semi-automated way. Semi-automated processing adds the assistance of human inter-
action to automated processing. Automated analysis uses statistics to approximate
the content features and determine if the features match a set of pre-loaded features.
Processing has gradually built from solely tagging items syntactically to identify-
ing semantic features. These systems, known as Content-Based Retrieval (CBR) or
Content-Based Information Retrieval (CBIR) systems, operate at a semantic level and
use motion-features in addition to other features like color, and object identification to
build a greater awareness of what is going on in the image or video. CBR systems use
various techniques to build semantic information from images. We will discuss some of
the these techniques including abstracting multimedia content, matching techniques,
and the application learning methods to multimedia [79].
2.3.1 Abstracting Multimedia Content. Multimedia content can be modeled
as a hierarchy of abstractions. At the lowest level are individual pixels consisting of
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basic information such as color or brightness. At the intermediate level are objects
and their attributes formed from the individual pixels. Above the intermediate level
is the human level concepts that interpret the objects interactions together. Using
these levels of abstraction, descriptive features can be categorized as either syntactic
features or semantic features. Syntactic features are low-level characteristics such as
an object boundary or a color histogram. A semantic feature represents an abstract
feature such as the label road assigned to a region of an image.
2.3.1.1 Syntactic Indexing. Several CBR systems use syntactic fea-
tures as the basis for matching, and then use an interface via Query-by-example or
Query-through-dialog-box to retrieve images. Query-through-dialog-box was the first
method that was used and it has limitations that the end user must have intricate
knowledge of how the programmer processed and tagged the data in order to put to-
gether meaningful queries with accurate results. Query-by-example is a method where
the user is presented a number of example images, and the user indicates which im-
age is the closest to their desired search. Then the system analyzes that (or those)
image(s) for color, shape, texture, spatial distribution, and features to arrive at a
new list of candidates [79]. This type of searching has had moderate success, but
suffers from a lack of semantic understanding. While a user can help in the feedback
loop, the computer still is uncertain which particular features the user finds most
important. If a picture of a bird, in front of a waterfall, in the middle of the jungle
is chosen, and the computer accurately pulls out those three features, how does it
know which feature was the driving reason for the image being chosen? It could be
one of those features, a combination of those features, or even the presence of those
features without an absent feature (for example, without a rainbow). It could also
be the fact that the bird was blue, or the jungle had a certain plant in it. It is very
difficult for the computer to reach this level of understanding, especially the absent
feature making the Query-by-example method sometimes frustrating for users.
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2.3.1.2 Semantic Indexing. Building on syntactic indexing, some re-
search has been done in the direction of developing techniques based on analyzing
the content of images at a higher level. The key benefits that this approach gives us
are: 1) higher-similarity ratings are produced by more relevant semantic features as
opposed to syntactic features, and 2) the performance of search is improved by using
semantic cues as compared to just looking at low-level features [79]. Some work in [89]
builds an a priori model of a video’s structure based on domain knowledge. This is
done often with newscasts or sports broadcasts as they sometimes have parsable in-
formation that is presented in a consistent repeatable form. This work has shown
that problem domain knowledge can be used to simplify the processing of semantic
information in video. Other work has used the pacing of video shots or cinematic
modeling to semantically tag video data and classify it into one of many different cat-
egories of video [74] [83]. The pacing of video shots involves how quickly video cuts
to different sections (faster for action, slower for romance) while cinematic modeling
deals more with how a video shot is set up (i.e. camera zoom out for end of a show, or
zoom in on a character while they’re thinking). This work has further demonstrated
in different problem domains the usefulness of bringing problem domain information
into the processing of the data for increased benefit.
2.3.1.3 Television Related Data Processing Efficiencies. Most the re-
search done has been in the area of indexing television shows to include various sports
and news broadcasts. In these problem domain areas there exists some commonalities
that are used to extract semantic information. Examples of these include indexing
shots made in a basketball game which are related to changes of score on the screen
in a caption section of the screen. Other important elements of a sports game can
be related to slow-motion replays. It is important to note that the better the data
is understood, the more accurate a processing system can be made that indexes it
properly [79].
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Additional work has been done on multiple sporting events with the goal of
creating a system that works for several different domains. Ultimately they still focus
on television related data processing which has its underlying assumptions related to
broadcasting sports, broadcasting news, or cinematic visual effects. These assump-
tions are good within their particular domains, but may not apply well outside their
domains. An example of this would be applying indexing tailored towards basketball
games on ESPN to a different data set such as high altitude surveillance video. Many
video indexing hierarchies are built with a particular domain in mind, and the seman-
tic information made from assumptions that hold within that problem domain. What
makes them useful in these problem domains is the assumptions and the information
that can be extracted as a result. Unfortunately these assumptions may not hold
in different problem domains and that makes them less useful outside of the specific
problem domain in which they are developed.
2.3.2 Matching Techniques. Matching techniques are a method of finding
similarity between two sets of multimedia data (videos or images). It focuses on
using parameters like the level of abstraction of features, distance measures, and
weighting features to find matches to a reference. In VisualSEEK [85], a query is
specified by the colors, sizes and arbitrary spatial layouts of the color regions with their
absolute and relative spatial locations. It generates a value of a function considering
all those elements together of a reference area of an image. It then computes that
function for all images known and returns those images that are closest in value to
that function [79]. Key to this approach is how the function is computed and what
factors and features it uses to create its function values.
There are some shortfalls in the approaches that have been used in matching
techniques. Many use Euclidean distance of low-level features without any method
to automatically generate the weights of the features. They also assume a Gaussian
probability distribution of the features which may or may not be appropriate for the
given problem domain.
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2.3.3 Learning Methods Applied to Multimedia. There have also been strate-
gies of using learning algorithms on representative training data to help construct a
model of a particular domain. Methods such as K-Nearest Neighbor classifiers [88],
decision trees with positive and negative examples [70], linear discriminant analy-
sis [86], and Markovian frameworks [81] have been applied to multimedia data with
positive results. The difficulty with all learning methods is to have the right breadth
and depth of learning in order to accurately identify what items are of interest.
2.4 Geographical Information Systems and Databases
Geographical Information Systems (GIS), also called Geographic Information
Systems are systems that “integrate hardware, software, and data for capturing,
managing, analyzing, and displaying all forms of geographically referenced informa-
tion” [56]. They make visualizing and analyzing geographical information simpler.
GISs in their simplest form are databases that have tables to store data that repre-
sent various layers of information with respect to a certain geographical area. These
layers can represent physical items like roads, a sewer network, water supply lines,
electrical lines, or buildings by using the basic geometries (shapes) of point, line,
and polygon. They also can represent images or video from above of a location. All
these layers are related to one another by a common coordinate system like Lati-
tude/Longitude or Universal Transverse Mercator (UTM). Once layers are related in
a common coordinate system they can related one to another in space both visually
and with queries (i.e. where sewers intersect with roads, or what buildings are within
300 meters of water).
2.4.1 ArcGIS. ArcGIS is a compilation of software produced by the Envi-
ronmental Systems Research Institute, Inc. (ESRI) that together constitute a GIS.
Under the overarching ArcGIS name, there are versions that are tailored for individ-
ual use (ArcGIS Desktop) and multi-user use (ArcGIS Server) [19]. ArcGIS Desktop
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provides all the basic functionality of a GIS including importing data, drawing shapes
manually, querying data spatially, and viewing the data (shown in Figure 2.12).
Figure 2.12: An example ArcGIS screenshot showing the road network and dis-
tances from hospitals in the area [5]
2.4.2 Oracle Spatial. Oracle Spatial [40] is a subcomponent to the Ora-
cle 11g release by the Oracle Corporation. It is a more database-centric approach to
relating spatial data. Within the Oracle Spatial subcomponent, Oracle provides an
extension to database structured query language (SQL) that allows users to query the
database using spatial functions. An example of these spatial functions might include
finding all Starbucks in a five mile radius, or within a zip code, sorted by distance.
It might also include finding which roads intersect with other roads and the points
at which they do. An additional benefit to Oracle Spatial is that SQL can be called
to the database from Java code and manipulated in Java. Oracle has also provided
a tool “Oracle SQL Developer” (screenshot in Figure 2.13) that can be used to test
and debug SQL code prior to calling it from Java.
2.4.3 GIS data resources. Essential to getting the most benefit from GIS
systems is the ability to find data of an area of interest. While typical GIS systems
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Figure 2.13: An Oracle SQL Developer screenshot [35]
have the capability to manually draw shapes or lines, this work can be very tedious
and time consuming if done for a large area. It is very important that the information
is drawn or loaded correctly, because incorrect data leads to incorrect results when
the data is related and queried. Fortunately there are companies that have imported
and done much of the work for the populated areas of the world. ESRI sells a Data
and Maps Media Kit [5], which is updated annually that contains more than 24 GB
of data including:
• Basemap and thematic MXDs for Canada, Europe, Mexico, the United States,
and the world
• Commercial data from Tele Atlas, AND Mapping, DMTI Spatial, WorldSat,
EarthSat, EuroGeographics, Michael Bauer Research, World Wildlife Fund,
SIGSA, and ESRI
• Ninety-meter Shuttle Radar Topography Mission (SRTM) dataset
• All levels of U.S. Census geography and ZIP Codes
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• TIGER 2000-based StreetMap USA data
There are several other web sites that have GIS data available to download.
One maintained by Stanford University [6] lists thousands of websites sorted by areas
of interest (climate, hydrography, topological) and area of the world (Middle East,
Afghanistan, US, Europe, etc.). Garmin [7], a maker of car, boat, and personal GPS
navigation devices, also has data that can be downloaded, and 3rd party affiliates
that have data in other areas of the world. In total, there are many resources for
finding data available to use. For areas that have no data, resources would have to
be expended to create the data in order for a GIS-based solution to be beneficial.
2.5 Surveillance Domain Knowledge
Today’s security forces around the globe focus strongly on deterring, detecting,
and preventing terrorist acts. While terrorists have a benefit that they do not fit
within the traditional nation-state order of the world and often hide across nation-
state boundaries, they also have disadvantages. The main disadvantage that terrorists
have in conducting their operations is that they are extremely dependent on surveil-
lance done during target selection. This surveillance is done as part of target selection
during a six-stage attack cycle: target selection, planning, deployment, attack, escape,
and exploitation [53]. Even before a plan is put together, terrorist are out in the open,
watching potential targets to understand the behavior of targets and assess their weak-
nesses. Only when targets are fully understood can a plan be put together to exploit
the weaknesses. This surveillance often takes several weeks to execute exposing the
terrorists to detection and interdiction well before an actual attack is to take place.
Detecting surveillance is one of the best ways to counter terrorist acts. Counter-
surveillance [53] is the proactive means of spotting terrorist and criminal surveillance
during the target selection and planning stage. By using countersurveillance, security
personnel charged with protecting targets can learn about the individuals which are
conducting surveillance and perhaps interdict them and break up the group before
the planning is complete. A system that would help accomplish countersurveillance
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by using automated knowledge generation techniques would be invaluable to security
personnel.
2.5.1 Suspicious Activities. One method that is useful in detecting surveil-
lance is being able to detect suspicious activities. In a June 2008 release to the
public [30], the Department of Homeland Security (DHS) lists the following examples
of suspicious activities:
• Multiple sightings of the same suspicious person, vehicle, or activity, separated
by time, distance, or direction.
• Individuals who stay at bus or train stops for extended periods while buses and
trains come and go.
• Individuals who carry on long conversations on pay or cellular telephones.
• Individuals who order food at a restaurant and leave before the food arrives or
who order without eating.
• Joggers who stand and stretch for an inordinate amount of time.
• Individuals sitting in a parked car for an extended period of time.
• Individuals who do not fit into the surrounding environment because they are
wearing improper attire for the location or season.
• Individuals drawing pictures or taking notes in an area not normally of interest
to a tourist or showing unusual interest in or photographing security cameras,
guard locations, or watching security reaction drills and procedures.
• Individuals who exhibit suspicious behavior, such as staring or quickly looking
away from individuals or vehicles as they enter or leave facilities or parking
areas.
DHS also list other activities which should cause a heightened sense of suspicion
as [30]:
• Suspicious or unusual interest
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• Surveillance (suspicious in nature)
• Inappropriate photographs or videos
• Note-taking
• Drawing of diagrams
• Annotating maps
• Using binoculars or night vision devices
Police departments across the United States also list other items as suspicious activ-
ities [8] [9] [47]. These include seeing a car driving around the block several times,
individuals watching houses or kids, peeking inside windows of houses, and going
door to door knocking at front doors and back doors. Any of these events when taken
individually may not account for much, but if they are related together they add
credibility to the possibility of surveillance taking place.
2.5.2 Use of Social Networks in Surveillance Activities and Counterterrorism.
Social Networks are a graphical representation of how individuals interact with one
another. They are often used to pictorially represent the relationships among people
within an organization in order to better understand how the organization operates.
An example social graph representing a social network is shown in Figure 2.14. Re-
lated to surveillance activities, one goal is to understand who the actors are in an
organization and where they operate. When an individual has been identified as
suspicious they are put under surveillance by friendly forces in order to better under-
stand who the suspicious individual is operating with and where their illegal activities
might be taking place. The surveillance begins forming the links of which individuals
interact with the suspicious individual and which locations the suspicious individual
visits. The more links that are populated from the suspicious individuals the more we
begin to understand what activities are going on and where they are happening. This
understanding leads to the construction of plans on how best to disrupt the suspicious
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individual and their plan by disrupting the organization (individuals), disrupting their
communication (links), or disrupting their locations of operation.
Figure 2.14: An example social graph [14]
In counterterrorism and counterinsurgency, social networks provide a means of
understanding a terrorist group, who the major actors are, and how best to disrupt
their operations [61]. Specific successes of applying social networks to counterinsur-
gency and terrorism include the search and capture of Saddam Hussein [50] and the
discovery and arrest of a Canadian terrorist cell in 2006 [10]. The National Security
Agency (NSA) keeps phone logs and monitors internet chat rooms in order to ap-
ply social network analysis to pre-empt potential terrorist attacks [31]. While social
networks are a beneficial approach to counterterrorism, they come at a cost. Some
argue that the NSA’s use of monitoring traffic is a breach of privacy under the Con-
stitution [31]. In addition, many resources are expended to included personnel, and
intelligence collection capabilities to monitor suspicious individuals. Another factor
is the time it takes to collect the information. Just as it takes weeks and sometimes
years for terrorists to collect information about potential targets, it often takes just as
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long for friendly forces to collect enough information to act credibly against enemies.
Any improvement that would decrease the time or resources required to build a social
network would be beneficial to finding and interdicting terrorist activities.
2.6 Summary
In this chapter, we discussed the background of AI, Semantic Web, image pro-
cessing, Geographical Information Systems, and basic surveillance tactics as it relates
to knowledge generation. To automatically generate new knowledge, we will build a
system using the Semantic Web concept of moving up the data fidelity ladder (See
Figure 2.4). To accomplish this, we will use an inference engine (reasoning engine)
described in Section 2.1.5 to generate new facts from existing facts in accordance with
a series of rules derived from information on suspicious activities (Section 2.5.1) in
the surveillance domain. We will use the reasoning engine tool Jess (discussed in
Section 2.2.13.2) as our reasoner. We will use ArcGIS (Section 2.4.1) to help us vi-
sualize results and Oracle Spatial (Section 2.4.2) to help us integrate vehicle tracking
information with static GIS information, and also integrate it with the Jess reasoner.
We feel confident that this approach will provide some benefit because of the success
that others have had processing images with learning methods (Section 2.3.3). The
end goal is to integrate a Jess reasoner loaded with suspicious activity focused rules
with vehicle tracks, geographical information and the tools to relate them all together
(in Oracle Spatial) in order to automatically generate new knowledge from vehicle
tracks and GIS layers.
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III. Casing Event Detection Methodology
Over the past several years, interest in applying automated computer processes to
video data has grown. The growth in computer storage space along with the growth of
digital imaging components has created a large repository of digital images and video.
Surveillance applications using these large repositories provide capabilities beyond
the typical rewind and playback used prior to computer-centric video processing [89].
With the advent of these large video sources, a need for automated systems to process
the large amount of information has developed. These automated systems are helpful
in some applications, but only to the degree that they accurately detect objects and
semantically interpret them the way a human would. To make automated systems
useful, the systems must detect objects, and potentially identify relationships between
the objects to detect events.
One event that would be of interest to security personnel using persistent surveil-
lance is the detection of terrorist pre-attack surveillance activities. This pre-attack
surveillance portion of a terrorist’s execution cycle is the most vulnerable to countert-
errorist detection and has the greatest probability of disrupting a terrorist event before
it occurs [53]. The suspicious activity that we detect is a vehicle that is watching a
certain location. We will call this activity a “casing event” or “casing.”
Figure 3.1 shows the traditional flow of processing in a visual surveillance sys-
tem. Throughout the process, the focus is on abstracting pixel data provided by the
images to more abstract concepts such as objects (cars, person, package, building),
then using motion detection to track those objects and further confirm the detection.
The end goal is to model the behavior of these objects and determine the activities
that the objects are involved in to assist in the detection of events that humans are
interested in. These events are logged, and their related images stored into a database
for retrieval.
52
Figure 3.1: Traditional flow of processing in a visual surveillance system [87]
3.1 Overview
The overall paradigm used to approach knowledge generation from persistent
video is applying the concept of moving up a pyramid of data fidelity [69] from basic
“things” to “worlds” (see Fig. 3.2). At the base of the pyramid, “things” relate to
syntactic detections of vehicle movements. We used further syntactic processing to
turn those detected vehicle movements into detections of whether or not a vehicle
has turned left or right in its driving path. This begins crossing into the portion of
“knowledge about things” in the model. An algorithm is built that processed the de-
tection of turns deterministically. Then, the track location waypoints that the track
travels on will be populated with semantic information related to the contextual in-
teractions of each waypoint with other GIS layers. The turn detections, combined
with the point semantics iss reasoned over by an artificial intelligence reasoning en-
gine to detect more complex events like an event where an adversary was driving
circles around a site suspiciously watching that site (i.e. casing). This is discussed in
Section 3.4.
3.2 Turn Detection
Initially, an algorithm for the detection of turns will be designed and tested.
The results of the algorithm will then become the basis of facts for a reasoning engine
to process higher level event detection. The specific details of the turn detection
methodology and additional results are provided in Appendix A.
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Figure 3.2: Evolution of data fidelity as it relates to Persistent Surveillance Video
3.2.1 Problem Definition. The first element in detecting a casing event is
to detect when a vehicle track has changed course as a result of a deliberate action
(i.e. the vehicle has turned). Detecting the points that are turning provides a basis
that we use to move up the data fidelity ladder.
3.2.2 Workload. The workload used is persistent video data over an urban
campus area as shown in Figure 3.3. The video is post-processed to detect moving
vehicles denoted as tracks (vehicular tracking in and of itself is a separate research
effort outside the scope of this thesis [73]). Tracks are listed in a common coordinate
system to relate to other static information from a Geographic Information System
(GIS). Global Positioning System (GPS) track data from the same area was used to
represent vehicular track input to our model. The GPS data [62] is a good representa-
tive of the persistent video data because GPS data logs position coordinates at nearly
the same time interval that typical persistent video systems do. Both sets of data are
also not without fault, as both GPS data and tracks generated from persistent video
can have areas of missing detections caused by system errors.
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Figure 3.3: A sample overhead surveillance shot [63]
Since turn detection is a subset of the overall events we intend to detect and
model, we will only run tests on a portion of the 140,000 detections for turn detection
analysis. These detections represent 14 different vehicle tracks and a total of 25.5
hours of driving time. Specifically, in turn detection we will run it against 3 of the
14 vehicles, representing 106 minutes of total driving time. This will leave data sets
available for future testing against larger events.
3.2.3 Results. The results of testing on the turn detections algorithm show
that the following values for parameters works the best for an urban area. When
asking if a particular point is turning we should look behind that point at least 45
meters, ahead at least 20 meters, and use a 20 degree turn angle, and 0.5 mph speed
differential. In this configuration, we can say, with 95% confidence, that the turn
detection system detects 81.4% to 92.94% of turns, and given the system detects a
turn (P(Real Turn—Detected Turn)) we can say, with 95% confidence, that it is a real
detection between 84.34% and 95.5% of the time. The detection of these turns will
assist us in determining whether a casing event has occurred which will be discussed
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in more detail in Section 3.4. Further detail on the definitions of these parameters
and the extended results of turn detection can be found in Appendix A.
3.3 Point Related Semantics
In addition to using output from a Turn Detection System (TDS) additional
context can be added to tracks to further move up the data fidelity pyramid. By
relating a track to objects that it is on or near, additional context is created which
can be used to improve accuracy to detecting higher level events.
3.3.1 Problem Definition. Continuing with vehicle tracks that have been
augmented by turn detection, it is necessary to distinguish between turns that occur
on streets, in parking lots, in intersections, from streets to parking lots and vice versa.
This provides added context to determine if a track may just be beginning or ending,
and whether it is driving in a normal or abnormal manner.
3.3.1.1 Goals and Hypothesis. The goal of point related semantics
to add context to vehicle tracks by relating it spatially to other information like the
proximity of roads, parking lots, and buildings. Oracle Spatial functions that were
reviewed in Section 2.4.2 will be used to further populate semantics on the GPS track
data.
3.3.2 Workload. The workload that will be used in the point related se-
mantics is the same workload that is used in turn detection. We will, however use all
14 vehicles and tag semantics to all vehicles, not just three vehicles as was used in
turn detection. In addition to the tracks, the results of the turn detection will also
be brought in, as well as other layers that represent the road network, parking lots,
and buildings in the area.
3.3.3 Results. The details of processing the GPS way points to include the
SQL code are discussed in detail in Appendix B. The result is that each GPS way point
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is updated with the additional context of whether that way point is turning left or
right (from Turn Detection), is in a parking lot, is on a road, and is in an intersection.
A screen shot of these results as plotted in ArcGIS is shown in Figure 3.4. Referring
to Figure 3.4, the track driving around the OSU campus is highlighted yellow when
it is in an intersection, red when it is turning right, and green when it is turning
left. Tagging related to parking lots and on roads is omitted to provide a clearer
picture. With these additional semantics, it is now possible to determine when a
vehicle is turning while in a parking lot (parking = TRUE, turn = TRUE), turning
in an intersection (intersection = TRUE, turn = TRUE), going straight through
an intersection (intersection = TRUE, turn = FALSE), or turning when not in an
intersection (intersection = FALSE, turn = TRUE). These insights allow us to model
behavior more accurately as turning into a parking lot from a road, means something
different than turning in an intersection, as an example. The semantics augment the
turn detection to give better meaning to the behavior of a track allowing us to ask
higher level questions with more context.
3.4 Detecting Building Surveillance Activities
One event that would be of interest to security personnel using persistent surveil-
lance would be the detection of a terrorist pre-attack surveillance activity. Discussed
in Section 2.5.1 were several suspicious activities that terrorists accomplish during
their pre-attack surveillance of a potential target. As Section 2.5 discussed, this pre-
attack surveillance portion of a terrorist’s execution cycle is the most vulnerable to
detection and has the greatest probability of stopping a terrorist event before it oc-
curs. The suspicious activity that we will try and detect is a vehicle that is looping
around the block as it is watching a certain location. We will call this looping around
the block in a vehicle a “casing event” or “casing.”
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Figure 3.4: Pictorial results of semantic interpretation of GPS tracks
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3.4.1 Problem Definition. The problem is to detect possible casing events
amongst the track data and have high enough confidence in the detection to avoid a
false positive.
3.4.1.1 Goals and Hypothesis. The goal of detecting a casing event is
to detect every casing event that occurs and to report meaningful information that
can be used to judge whether a detection is accurate or not. The hypothesis is that
the algorithm will be able to detect casing events by tracking the turn behavior of a
vehicle and reporting the possible locations that are being cased.
3.4.1.2 Approach. The approach is to use overhead persistent surveil-
lance video augmented by turn detection and point based semantics to detect casing
events. GPS data will be used to represent the results of tracking vehicles by over-
head persistent surveillance which will be processed with turn detection and point
semantics, and then fed into a Jess reasoner (See Section 2.2.13.2) to detect casing
events.
Finite Automata Model for Casing Event
The Jess reasoner is used to build a finite automata as shown in Figure 3.5 to detect
a casing event. Each input of a Left turn (L) or right turn (R) will transition from
one state to another state. There are some instances where multiple transitions will
occur simultaneously. For example, if the current state is “3 Right”, and a Left turn
(L) occurs, then the Jess reasoner will transition to both the “2 Right” and “1 Left”
state. The Jess reasoner is able to catch all casing events in one pass through the
GPS data and catch such events that are similar to having three right turns, a Left
turn, followed by three more right turns (and all combinations that still constitute a
full 360 degree completed loop).
3.4.2 System Boundaries. The system that is being developed is called the
Casing Event Detect System (CEDS). A block diagram of the system is shown in
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Figure 3.5: The finite automata used to detect casing events
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Figure 3.6: A block diagram of the Casing Event Detection System (CEDS)
Figure 3.6. Along the left side of Figure 3.6 is the workload which will be discussed in
Section 3.4.4. Along the top of Figure 3.6 are the parameters for the CEDS which will
be discussed in Section 3.4.5. System components include the subject computer which
holds Java code for the CEDS algorithm. Within the Java code are extensions that
allow SQL calls to a separate Oracle database, and the Jess reasoner along with the
code depicting the rules to model the casing event. Along the right side of Figure 3.6
are the outputs of the CEDS. These include whether a detection has occurred or not,
the possible buildings involved in the surveillance, and how much time elapsed during
the casing event.
3.4.3 System Services. CEDS’s purpose is to detect casing events. It is
assumed the CEDS will not malfunction, and thus return a result of detection or
non-detection as compared to the truth value. The performance of the system will
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be measured on the probability of detection (PD) as calculated by Equation A.3
and the probability of a true detection (probability a detection is real or P(Real
Event—Detected)) by Equation A.5. The probability a detection is real is similar to
the commonly used probability of false alarm (PFA) and is 1− PFA.
Probability of Detection(PD) =
Number of positives
total number of actual true events
(3.1)
P (RealEvent|Detected) = Number of positives
Number of positives + Number of false positives
(3.2)
3.4.4 Workload. The workload consists of the GPS data tracks, combined
with the results of the point related semantics to include turn detection. This will be
combined with a truth of which casing events actually exist in the data. Specifically,
the CEDS will use 8 of the 14 GPS vehicle tracks available which constitutes 17 hours
of total drive time by 8 different drivers. Only 8 vehicle tracks were used because
of the time consuming process that exists in manually establishing the true casing
events within the 25.5 hours of track time.
3.4.5 System Parameters. Table 3.1 lists the parameters of the CEDS.
For each track detection, the system will decide whether or not a casing event has
occurred. To understand the Complete Loop Distance Error Tolerance, it is first
important to understand the Complete Loop Distance. Figure 3.7 pictorially shows
the Complete Loop Distance as the distance between where the first and fifth turns
occur. Because we want our CEDS to detect casing events that repeat the same
route, not just make turns in the same direction, we need to check the Complete
Loop Distance when a series of turns is found. If the Complete Loop Distance is not
sufficiently small, as defined by the Complete Loop Distance Error Tolerance, then it
will not be considered a casing event. If a Complete Loop Distance Error Tolerance
is set too low, then the CEDS might miss legitimate casing events. Consequently,
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Table 3.1: Parameters that affect the performance of the CEDS
Name Description
Complete Loop
Distance Error
Tolerance
The distance between the point of the first turn, and the point
of the fifth turn, and what distance error is tolerable and still
considered to be the same intersection.
Centerline to Road
Distance
The distance between a road centerline and a point. If the
distance between the centerline and a point is less than the
Centerline to Road Distance, the point will be considered as
being on the road.
Number of Passes
Threshold
The number of times a track passes by the point of interest.
Loop Area The area of the polygon that is formed by the consecutive
turns.
Time Elapsed The elapsed time from the beginning to the end of the casing
event.
Speed Threshold The speed at which the vehicle travels during the casing event.
Intersection Se-
mantics Considera-
tion
Whether or not a turn being done in an intersection is impor-
tant or not. If it is, only turns that happen at intersections
will transition the state of the machine, otherwise, all turns
will transition the machine state whether they occur in an
intersection or not.
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Figure 3.7: An example of five right turns used to help define Complete Loop
Distance
if a Complete Loop Distance Error Tolerance is set too high, then it is more likely
for false casing events to be detected. The key is to find the right tolerance for the
workload that is being used. In the case of an urban environment with vehicle tracks,
we expect the Complete Loop Distance Error Tolerance to be about the distance from
one corner of an intersection to the other.
The only other parameter that needs additional explanation other than what
is listed in Table 3.1 is the Intersection Semantics Consideration parameter. This
parameter is a toggle to tell the CEDS whether we want to consider all turns, or only
those turns that are in intersections as valid turns that will transition the state of the
finite automata depicted in Figure 3.5. So when Intersection Semantics Consideration
is set to “YES,” only turns that occur in intersections will transition the state of the
finite automata. When Intersection Semantics Consideration is set to “NO,” all turns
regardless of whether they occur in intersections or not will transition the state of the
finite automata.
One other assumption is that the Centerline to Road Distance also defines the
boundary of what determines an intersection. Thus, an intersection is defined as
within the Centerline to Road Distance of two roads. An example of this would be
if the Centerline to Road Distance were set to 15m, then an intersection would be
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Table 3.2: Levels of the Centerline to Road Distance factor to be tested
Level Value
1 5m
2 10m
3 15m
Table 3.3: Levels of the Complete Loop Distance Error Tolerance factor to be tested
Level Value
1 15 meters
2 30 meters
3 60 meters
defined as a 30m by 30m square centered on the crossing of those two centerlines (30m
representing 2 × 15m).
3.4.6 Factors. The factors that will be varied in this experiment are the
Complete Loop Distance Error Tolerance, the Centerline to Road Distance, and the
Intersection Semantics Consideration. Each factor will be varied between experiments
as shown in Tables 3.2 - 3.4.
Standard roads in the United States have a lane width of 11ft (3.35m) [15]. It
follows then that two lane roads are 22ft (6.7m) wide, four lane roads are 44ft (13.4m)
wide, four lane roads with a turn lane are 55ft (16.76m) wide, and six lane roads with
a turn lane are 77ft (23.47m) wide. As a result of these different possible road sizes,
the levels of 5m, 10m, and 15m for the edge of the road to center are appropriate as
listed in Table 3.2.
It follows for the size of intersections, that if roads are between 6.7m wide
and 23.5m wide, that the distance from one corner to the opposite corner would be
√
2×width or 9.5m to 42m. As a result, we would expect our Complete Loop Distance
Error Tolerance to be near those numbers. Adding an additional 50% for error gives
us the values that are the top and bottom values in Table 3.3.
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Table 3.4: Levels of the Intersection Semantics Consideration factor to be tested
Level Value
1 Ignore turns not in intersections
2 Consider all turns
Table 3.5: Configuration of the CEDS under test
Computer Specifications Intel Xeon 3.2 GHz, 3 GB RAM
Operating System Windows XP 64-bit Service Pack 2
Java JDK Version 6
Jess Version 7.1p1 8/6/08
Oracle Version Oracle Spatial 11g
JDBC Driver Version 5
OSU data set collection dates 28 Apr 2006, 28 Oct 2007
With regards to the Intersection Semantics Consideration factor, it could be
argued that casing events that only consider turns in intersections are more accurate,
while others might suggest turning into parking lots and looping around buildings in
this manner are potentially more suspicious. As a result, we tested both configura-
tions.
3.4.7 Evaluation Technique. The purpose of the experiment is to determine
the accuracy of the CEDS. Direct measurement was the technique used because data
for direct measurement is available in the form of GPS tracks, and direct measurement
is highly favored because of the increased believability of the results. Table 3.5 lists
the configuration of components in the CEDS.
3.4.8 Experimental Design. A full factorial will be run using the levels
discussed in Section 3.4.6 resulting in 18 different configurations tested.
3.5 Casing Event Detection Methodology Summary
Extending the results from Turn Detection in Section 3.2.3 using the best turn
detection configuration and using the semantics developed in Section 3.3 we extended
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the events that the system will detect to include casing events. This experiment
tests whether intersection semantics are important in detecting casing events, what
distance is best to use for defining that intersection, and what loop distance to use
when detecting casing events. It will also test the finite automata shown in Figure 3.5
for its accuracy in detecting casing events. The goal is to find the levels that result
in the highest probability of detecting a casing event with the minimum probability
of having a false positive result.
67
IV. Casing Detection Results and Analysis
In this chapter we will present the results of the Casing Event Detection experiments,
and arrive at a combination of factors that best detects a casing event. We’ll further
extend those results to provide more information to the user on detected events to
include how much time was spent in the casing event, the address of the likely target,
and the number of times a vehicle has passed by the target.
4.1 Results and Experiment Discussion
The methodology from Section 3.4 was applied to produce the results for the
Casing Event Detection System (CEDS). Results from initial experiments led to a
series of experiments that further refined the best performance of the CEDS. These
series of experiments will be discussed in subsequent sections.
4.1.1 Preliminary Results. The first experiment demonstrated that the
approach using the finite automata in Figure 3.5 missed several casing events. When
run on a subset of the data only 106 minutes long, the algorithm detected only 1 of
10 casing events, and had several false positive results as well. A new approach had
to be developed.
4.1.2 Revised Approach. A revised approach was developed in order to
improve the performance of the system. Instead of detecting a casing event from
five turns, an approach using three turns was implemented to improve the detection
capabilities of the system.
4.1.2.1 Revised Finite Automata Model for Case Event. The Jess
reasoner is used to build a finite automata (FA) as shown in Figure 4.1 to detect
a casing event. As with the FA before, each input of a Left turn (L) or right turn
(R) will transition from one state to another state. Then, when a series of three
turns in the same direction is detected, the code begins tracking forward from the
point of turn three, and backward from the point of turn one, in order to find a
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Figure 4.1: A revised finite automata used to detect casing events
location in common under the Complete Loop Distance Error Tolerance. To improve
performance, the algorithm only looks a set time period in the past and the future
in order to find a portion where the tracks cross. In addition, only points that are
in intersections are checked further improving performance. The concept is shown
pictorially in Figure 4.2. The time period that represents the amount of time to look
forward and backward became a factor in the system called Time Match Threshold
and was tested at the levels shown in Table 4.1.
Table 4.1: Levels of the Time Match Threshold factor to be tested
Level Value
1 5 minutes
2 3.75 minutes
3 2.5 minutes
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Figure 4.2: A three turn approach to detecting casing events. Searching for a
location match traces forward from the 3rd turn and backward from the 1st turn
comparing all points in intersections until one is found less than the Complete Loop
Distance Error Tolerance. The Complete Loop Distance is depicted as the distance
between the past and future tracks.
4.1.3 Experiment #1: Determining Loop Distance and Intersection Semantics.
The first experiment tested and varied the factors (as shown in Tables 3.2, 3.3, 3.4,
and 4.1) over a 106 minutes tracklet. Prior to experimentation, this data set had 6
casing events identified in it from a human visual inspection. After experimentation,
it was discovered that there were actually 10 casing events in the data track. The
first experiment was run setting Time Match Threshold to 5 minutes. Referring to
the results in Table 4.2, it was discovered early on (compare Line 1 and Line 2) that
restricting those turns to only turns at intersections missed half of the casing events.
The root cause of this was that some casing events occurred in areas of the map
that were not roads, but were alleyways instead. Since the alleyways didn’t have
names, they were not tagged as roads, and as a result where they met with roads
were not considered intersections. It was further discovered (compare Lines 2, 3 and
4 in Figure 4.2) that reducing the Loop Distance to 15 meters reduced the number
of detections, and increasing it to 60m had no effect. In addition, it was discovered
that varying the Intersection Semantics Consideration, and the Loop Distance did
not have any effect on execution time. These tests showed that further tests would
likely have the best results if the Loop Distance were set to 30m, and the Intersection
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Table 4.2: Results of Casing Detection varying Loop Distance and Intersection
Semantics
Line
No.
Inter-
section
Dist
Loop
Dist
Inter-
section
On
Time
match
(min)
PD
(%)
Prob
Real
(%)
Exec
Time
1 15m 30m Y 5 50 50 7 min
2 15m 30m N 5 100 83.3 7 min
3 15m 15m N 5 90 81.8 7 min
4 15m 60m N 5 100 83.3 7 min
Semantics Consideration were turned off, considering all turns whether they were in
intersections or not.
4.1.4 Experiment #2: Varying Time Match Threshold and Improving Per-
formance Time. The second experiment tested and varied the Time Matching
Threshold factor over a 106 minute tracklet. Table 4.3 shows the results of varying
the Time Matching Threshold. The results show that decreasing the Time Matching
Threshold decreases the execution time. If decreased too much, it can have a negative
effect on the detection probability. Further testing was accomplished between 3.75
min and 2.5 min Time Matching, to determine the behavior between those values. The
results show the same trend that decreasing the Time Matching Threshold decreased
execution time, but probability of detection was tightly related to the specific data set
that was being tested, so the exact figure is only beneficial in speeding up performance
on a specific data set. Since the focus is on trying to determine parameters that work
for many different locations and driving patterns, not just one driver in one location,
the pursuit of minimizing execution time by lowering Time Matching less than 3.75
minutes was abandoned. Further research can be applied in this area if the benefit
of this performance gain is essential, and the locations and driving patterns are well
constrained.
4.1.5 Experiment #3: Varying Intersection Distance and Improving Perfor-
mance Time. The third experiment tested and varied the Centerline to road
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Table 4.3: Results of Casing Detection varying Time Matching
Line
No.
Inter-
section
Dist
Loop
Dist
Inter-
section
On
Time
match
(min)
PD
(%)
Prob
Real
(%)
Exec
Time
1 15m 30m N 5 100 83.3 7 min
2 15m 30m N 3.75 100 83.3 4.25 min
3 15m 30m N 2.5 60 75 2.15 min
Distance factor over a 106 minute tracklet. Table 4.4 shows the results of varying
the Centerline to Road distance (and likewise the Intersection Distance). The re-
sults show that decreasing the Intersection Distance decreases the execution time
drastically at the expense of decreasing the probability of detection.
Table 4.4: Results of Casing Detection varying Intersection Distance
Line
No.
Inter-
section
Dist
Loop
Dist
Inter-
section
On
Time
match
(min)
PD
(%)
Prob
Real
(%)
Exec
Time
1 15m 30m N 3.75 100 83.3 255 sec
2 10m 30m N 3.75 90 81.8 75 sec
3 5m 30m N 3.75 50 83.3 13 sec
The execution time of the casing detection algorithm is driven by the number
of distances that need to be calculated in matching the past with the future. This is
why decreasing the Time Matching and decreasing the Intersection Distance decreases
execution time, because less points to compare mean less distance calculations. Since
there are multiple points within an intersection, and we really only need to check one
point in the past with one point in the future for each intersection in the past and
future, it was thought that it were possible to reduce the number of computations
required by reducing the number of points that are within an intersection. While
more sophisticated methods might be possible, the approach that was taken was
tagging all points within 15m of an intersection, and then not using those points
less than a certain distance. In this way, we compare points only entering or leaving
and intersection, but not all the points in the middle of one. Table 4.5 shows those
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results. It shows that comparing only those points that fall between 15m and 10m
yields a four-fold performance gain without any loss of accuracy. Further testing
comparing those points that fall between 15m and 13m yields a nine-fold performance
improvement without much loss in probability of detection. Applying these results
Table 4.5: Results of Casing Detection varying Intersection Distance
Line
No.
Inter-
section
Dist
Loop
Dist
Inter-
section
On
Time
match
(min)
PD
(%)
Prob
Real
(%)
Exec
Time
1 15m 30m N 3.75 100 83.3 255 sec
2 15m-10m 30m N 3.75 100 83.3 66 sec
3 15m-13m 30m N 3.75 90 81.8 15 sec
to a real world situation, this means that we could track about 96 vehicles with high
accuracy, and 424 vehicles with slightly diminished accuracy in real-time. Further
analysis was done to determine the speed that a vehicle would have to travel in order
to have a detection missed in the 15m to 10m zone on each side of an intersection.
At a detection rate of one detection every 0.5 sec, the resulting speed is 22 miles per
hour. This means that there is a possibility if a vehicle is traveling over 22 miles per
hour that a detection will not occur in the 15m to 10m zone. Since it is very likely
that vehicles are traveling over 22 miles per hour through an intersection, we tested
these parameters over a larger data set to evaluate if any detections are being missed
because of the Intersection Distance value of 15m less 10m.
4.1.6 Experiment #4: Testing against more data. The fourth experiment
tested whether the levels for the factors determined for a subset of the data applied
to a larger data set. The first data set that was used for Experiments #1 - #3 used
a single track of 106 minutes and 10 casing events. In this experiment the data set
included eight different tracks of 17 hours and 43 casing events. Table 4.6 shows the
configuration of the experiment and the results. All 43 casing events were detected
and only four false positives were found.
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Table 4.6: Results of Casing Detection on 17 hours and 8 tracks
Line
No.
Inter-
section
Dist
Loop
Dist
Inter-
section
On
Time
match
(min)
PD
(%)
Prob
Real
(%)
Exec
Time
1 15m-10m 30m N 3.75 100 91.5 10.5 min
Table 4.7: Number of casing event detections by vehicle track
Track Name Casing Events Detected
AP A 10
L1A 1
L1B 12
L2A 6
L2B 0
L3A 11
OM 3
DB 0
Table 4.7 lists how many casing events were detected on each track. From this
we can also get an idea on which vehicle tracks are likely to be suspicious. Tracks
AP A, L1B, and L3A are likely to be doing suspicious activity as they each have over
10 casing events. Other vehicle tracks like L2A, L1A, and OM have less casing events,
so more information may be needed to confirm them as true suspicious vehicles or
not.
4.1.7 Analysis. A binomial analysis was run on the results shown in Ta-
ble 4.6 to determine a 95% confidence interval for detection of a casing event. Since
all events were detected a confidence interval cannot be found for the probability of
detection. The results of the analysis of the probability that a detection is real show
that while we estimate the probability of detection at 91.5%, we can, with 95% con-
fidence, say that it is between 83.54% and 99.46%. This means that given another
data set, we can expect 95% of the time that the average probability a detection is
real will be between 83.54% and 99.46% on that new data set.
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Even though we are only using points that are between 15m and 10m of an
intersection, and there are several instances where vehicles are driving through inter-
sections at greater than 22 miles per hour, the number of missed casing events did
not increase. As a result, trimming down to only those points within 15m and 10m
of an intersection is not as big of concern as once thought.
4.1.8 Casing Event Detection Results Summary. In this section we have
demonstrated the ability to write and test an algorithm that detects casing events for
GPS vehicle tracks. By using a reasoner to detect a series of turns that have more than
three turns in the same direction ignoring whether those turns are in an intersection,
then looking back 3.75 min from turn one and comparing those detections within 15m
and 10m of an intersection with those points 3.75 min after turn three and within
15m and 10m of an intersection and returning results that are less that 30m away
from each other. In our testing we detected 100% of casing events, and can say, with
95% confidence, that the probability that a detection is real falls between 83.54% and
99.46%.
4.2 Extending Casing Events Detection
Now that we have a detection system that detects the outward behavior with
casing it is possible to move further up into the knowledge layer (Figure 3.2) to
add specificity to the casing event (what building or address is being cased) and
credibility to the detection (number of times the vehicle has passed this location,
and how much time elapsed). Section 4.2.1 will discuss calculating the time duration
of a casing event and its value. Section 4.2.2 discusses a few possible approaches
to deriving a target building from the casing event detection, and implements one
such approach. Section 4.2.4 discusses how to derive a street address given a target
building. Finally, Section 4.2.3 will discuss counting the number of times a vehicle
has passed a particular target building and its applicability to determining whether
casing events are significant or not.
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4.2.1 Time Duration. In the output of the casing detection, it is known
what waypoints are included in the casing detection. By comparing the start point
to the end point we are able to calculate the duration of the event. This value may
be useful in determining whether a casing detection is a true surveillance activity
or not. In general, actors conducting surveillance watch targets for a considerable
amount of time [53], so a casing event that lasts only a few minutes is not likely a
true surveillance activity. We can also use this time duration to help determine what
building might be targeted along the route.
4.2.2 Target Building. There are two major approaches to determining a
target building given the casing detection. One approach is to define a geometry
using the casing track (like a polygon with the roads traveled as the boundaries of
the polygon) and determining what buildings interact with that geometry. Another
approach is to retrace the track and determine what buildings are on that track
on either side of the road. There are benefits and drawbacks to each approach.
These approaches help us in narrowing down a group of possible buildings. Further
computation needs to be done to determine a rank order of those buildings to help
determine the most probable targets.
4.2.2.1 Geometry Approach. There are several ways that geometries
can be derived from the casing detection. One method is to draw a simple rectangle
using the opposite corner points of a track. Another method is to use a convex hull
approach to include the boundary of the entire track. Of additional concern is how
best to apply the geometry approach and consider buildings that are along the track,
but outside the shape that is formed in the boundary of the casing route.
The rectangle approach is a very simple and computationally fast approach
when comparing to other layers (i.e. buildings). Its drawbacks are that it likely
ignores buildings that are on the outside of the casing route, and may miss buildings
if the dimensions of the casing route are not perfectly square, or lined up square with
coordinate lines (like latitude and longitude).
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The convex hull approach takes more time to compute than the rectangle ap-
proach, both in calculating the convex hull, and in comparing the resulting non-square
geometry to other layers. It does fix the problem that the rectangle approach has with
casing routes that are not square and not lined up squarely with coordinate lines. It
still has the shortfall that without additional extension, it only considers buildings
within the casing route, and ignores buildings that are on the route, but on the outside
of the route.
To fix the problem that both geometry approaches have with buildings that are
outside the route, an arbitrary distance value could be used to extend the geometries
to include those items that are a certain distance from the geometry defined by the
casing route. This fixes the problem of ignoring buildings outside the route, but is
highly dependent on the arbitrary distance value chosen. We will discuss an approach
to picking an appropriate value in detail in Section 4.2.2.2.
There is another concern of using a geometry approach. For large area casing
events, the resulting geometry is very large, forcing all buildings within that area to
be considered. For a large area, it is more likely that the buildings near the edges are
the buildings being surveilled than it is for a building in the middle of the geometry.
This means that for large area casing events, more buildings are considered than
potentially should be.
4.2.2.2 Retrace Approach. A retrace approach retraces the casing
route and considers all buildings along that route. There are two ways to define a
building being on that route. One definition is what buildings can be seen from each
point along the route which we will call a line-of-sight retrace approach. Another
definition is what buildings are within a certain distance of the road being traveled on
regardless of whether they can be seen or not. In general, retrace approaches are slower
computationally than geometry approaches because of the number of comparisons that
need to be made. Each retrace approach has its drawbacks and benefits that we will
discuss in more detail.
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Using a line-of-sight approach is the most computationally expensive approach,
but arguably the most accurate approach in terms of our application. Using this
approach would mean that we would only consider those buildings that can actually
be seen from the casing route. The driver behind the expensive computation is the
number of comparisons that need to be made in 3-dimensional (3-D) space. For
each waypoint a 3-D vector is produced between the waypoint and each of the eight
corners of every building in the area. Then each vector is compared to each other
beginning with the shortest vectors (nearest buildings) with the goal of determining
which vectors need to be removed from the overall set of vectors. When all vectors
have been compared and either kept or removed, the remaining set of vectors defines
which buildings are in the line of sight of the waypoint. Considering our example of
25.5 hours of driving time and 140,000 waypoints and an estimated 1000 buildings
this means that 8.96 trillion ((8 vectors × 1000 buildings)2 × 140,000 waypoints)
comparisons would need to be made. Since this is very computational for a simple
problem it makes it not an attractive choice for determining a target building.
Using a retrace approach that identifies buildings with in a certain distance
from the route is a faster approach than calculating line-of-sight. The key element
in making this kind of retrace approach work effectively is finding the appropriate
distance to use for the area. Because the appropriate distance should be related to
the area that we are in, it is necessary to derive it from existing data related to the
area. The approach that we used was to calculate the distance from each building
to its nearest street. We then aggregate that to determine the average and standard
deviation distance for a building to its nearest road. For the data set in the OSU
area, the average distance was 38.5m with a standard deviation of 38.1m.
4.2.2.3 Determining target building through max time interaction.
Once we defined a subset of buildings that are involved in the casing event, we can
further determine what buildings within that subset are more of a focus of the surveil-
lance. Since the purpose of surveillance involves the amount of time being spent in
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view of a target, we will use an approach that calculates the amount of time that
was spent during the casing route on each building. We then can divide the amount
of time spent in front of each building by the total elapsed time to determine what
percentage of time was spent in front of a particular building. We can then use this
to rank order buildings based on the amount of time that was spent in front of them.
If further screening is required on casing events, we can use both the percentage of
time, and the total amount of time in front of a building as discriminators in helping
us determine actual surveillance activities from the casing events that are detected
by the system.
There are a few concerns with using this type of approach. One concern is that
buildings that are larger are more likely to appear that they have a larger amount
of time spent near them. Also buildings that are closer to the road are going to
appear that more time is spent near them. Both these cases occur because we total
the amount of time based on a certain distance from the building. As a result, larger
buildings take up more geographical space, and are more likely to have more detections
near them. This is also the case with buildings that are closer to roads where they
have more road-space within their distance threshold than buildings that are farther
from roads, making buildings that are closer to roads appear that more time is spent
in front of them.
In an urban area such as OSU that has several buildings, it is best for us to use
as small a distance as possible. While this runs the risk of missing the actual building
which is being watched because it is off the road a ways, detections will occur for
buildings that are closer and still yield the correct detection address which can be
used to find the building that is off the road. This is preferred over using a large
distance which will drive results to be centered in the casing area, which may not be
the true target. It is also more difficult to resolve a correct address from the center
of a city block, than it is from the edge. This is because if a point to be resolved is in
the middle of a city block, it can map to four possible different streets, where if it at
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Figure 4.3: A screen shot of casing detection and determining which building is the
target of surveillance
an edge, it maps to one street. While the street number may be off a little, this still
gives a better translation than an incorrect street.
Testing was done on the OSU data for casing event detection using 38m (av-
erage), 76m (avg + stdev), and 114m (avg + 2 StDev). Evidenced by the increase
in the number of predicted locations within a circled route, and those locations near
corners, testing confirmed the concerns about larger values skewing detections to the
center of a casing route and the corners of the casing routes. Testing also showed that
having a small distance does not misinterpret any results or miss the intended target
buildings. For this reason we used 38m (the average road to building distance for the
area) in determining which building is the most likely target. Figure 4.3 shows some
results of the casing detector then concluding what group of buildings is most likely
the source of the surveillance.
4.2.3 Number of Passes. An additional discriminator that could be used in
determining whether a casing event is indicative of a true surveillance activity is the
number of times a vehicle passes by a building of interest. If we have decided that a
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building is being watched, then we can count the number of times that a vehicle has
passed by that building and at what times. This information could be aggregated
over time just as the amount of time spent in front of a building could be aggregated
over time to give a more complete view of how much time a target is spending in
different locations, and what buildings are related to this suspicious vehicle. This
information could be used by a higher level process in determining whether or not a
vehicle is acting suspicious or just has casing behavior but is not actually suspicious.
An example of this might be someone that is lost and looking for an particular location
circling around until they find it, as opposed to a suspicious act. The lost individual
may circle only four times, while a suspicious individual my pass a location over ten
times.
4.2.4 Address Lookup. Once a building of interest is identified, it would
also be helpful in determining the address of the building to be able to find it on a
map, or relate it to other objects by address. First we calculate the centroid of the
building’s geometry and get its latitude and longitude coordinates. Next we can use
a reverse geocoding lookup web site [25] to translate from latitude/longitude into a
street address.
4.2.5 Use of Extended Casing Results at Higher Knowledge Levels. The
results of the CEDS and the extension of those results including the duration of the
casing event, the target building with its address, and the number of passes is infor-
mation that can become inputs to higher level systems focused on determining which
casing events (as we have defined them) are true surveillance activities. For example,
it may be possible to take several series of CEDS results each with time duration,
address, and number of passes and build a learning algorithm that determines what
time duration and number of passes for particular addresses are significant and which
ones are not. This could form a baseline of casing behavior to be used to determine
the finer threshold between true surveillance activities and innocent surveillance-like
behavior.
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4.3 Summary of Casing Event Detection
The results presented in this chapter lead us to the following conclusions regard-
ing casing event detection. First, we found out that the first approach (Figure 3.5)
using five turns did not work, but an approach with three turns and route-trace-
matching did (Figure 4.1 and Figure 4.2). Next, we discovered that the use of se-
mantics in only considering turns that were in intersections was not helpful and all
turns should be considered whether they occur at intersections or not. We verified
that 30m was an appropriate distance for matching up loops considering the size of
intersections discussed in Section 3.4.6 for an urban area. Further, we confirmed a
route-trace approach matching only those points that were in intersections because
they kept high accuracy in detection and decreased execution time. Also, we discov-
ered that tracing back longer than 2.5 min was necessary, and tracing for 3.75 min
was sufficient. Lastly, we discovered that decreasing the intersection distance from
the center of the intersection, while it saved time, it decreased accuracy. A better
approach that only compared points within 15m and 10m saved execution time and
maintained 100% probability of detection with a 91.5% probability that the detection
was real (95% confidence interval from 83.54% to 99.46%). In this 100% detection
mode, it is estimated that 96 vehicles could be tracked simultaneously in real time.
Using an intersection distance between 15m and 13m maintained a 90% probability of
detection and 81.8% probability that a detection was real and sped up execution time
to the point that about 424 vehicles could be tracked simultaneously in real time.
Once a casing event was detected, additional analysis can be done to provide
more information to the user of the system. This would include a description of the
time involved, a likely target based on where the majority of time was spent, the
number of times that vehicle has passed the location, and the address of the location
of interest. These outputs can be used to help filter out those false alarms of an
individual driving loops around the block, that are not actually casing a location.
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V. Automated Social Network Construction Methodology
Social networks are a beneficial analysis tool in surveillance and counter-surveillance
activities as was discussed in Section 2.5.2. The shortfall of applying social networks
to counterterrorism is that social networks often take considerable time and resources
to construct. An automated system that can process persistent video from a 24-hour
overhead source, track vehicles to generate vehicle tracks, and relate the vehicle tracks
to each other would construct a social network to free analysts for other critical tasks.
In addition, such a system could further allow for the constructing of social networks
on individuals before they are identified as suspicious, saving the lead time required
to construct them. In this way, if a suspicious individual is identified, an intelligence
analyst can proceed immediately with checking who the individual has interacted
with and where they have been operating based on the persistent video and the social
network constructed by the system.
5.1 Problem Definition
The problem addressed is applying information contained in the GPS vehicle
tracks, along with other GIS information (buildings, roads) to construct a visualization
of a social network that represents the interactions tracks had with other tracks and
with buildings. For example, two vehicles rendezvous in a parking lot for several
hours and one of them later robs a bank (see example rendezvous in Figure 5.1). The
parking lot interaction would clearly be information valuable to an investigation on
the bank robbery.
The approach was to use parameters as defined in Section 5.3 to define interac-
tions between vehicles and buildings. These interactions form the basis for populating
links from vehicles to vehicles and vehicles to buildings in a social network. This net-
work is then displayed and evaluated for its value to understanding the operations
that occurred.
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Figure 5.1: An example of a vehicle-to-vehicle interaction and resulting graph rep-
resenting a social network
5.2 Workload
The workload consists of the GPS data tracks, combined with the results of the
point related semantics to include turn detection as discussed in Chapters III and IV.
The same discussion os Section 3.2.2 applies as to why GPS tracks are an appropriate
workload representing persistent video tracks. More information will be required than
has been used in previous tests as more relationships need to be built. As a result,
we used all 14 GPS vehicle tracks available which constitutes 25.5 hours of total drive
time by 14 different drivers.
In addition, it is known that of the 14 different tracks generated, some vehicles
worked together in completing their assigned scenarios, while other vehicles did not
interact. It is not known ahead of time what scenarios were accomplished, only that
some were, and some tracks were designated as “random driving.” This is mentioned
because the workload does include both elements of known interaction, and elements of
known non-interaction that should be verifiable after the social network is constructed.
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5.3 Parameters and Definitions
In order to build interactions between vehicles and between a vehicle and a
building, we must first define the parameters that will be used in time and space to
describe these interactions. Links between vehicles will be built when two vehicles
have stopped in the same location for a set period of time. Likewise links between
a vehicle and a building will be built when a vehicle has stopped near a building for
a set period of time. The following sections define the necessary length of time and
distance for these links.
5.3.1 Definition of a stop. Defining a stop is the first necessary step. A
stop will be defined as when a track stays within a 6m radius for over 30 sec. The
6m distance allows some error in tracking, but not more error than the approximate
length of a car. Thirty seconds is likely too accurate as it may also include long
stoplights, but data can be restricted further when individual queries are made. These
parameters were generally tested with the data that was used and may need to be
verified or tweaked in order to apply to the specifics of an area.
5.3.2 Defining vehicle-to-building links. Vehicle-to-building links will be
constructed whenever a vehicle stops in front of a building. There are two approaches
to determine which building is being stopped in front of: a Nearest Neighbor approach,
and a distance approach.
5.3.2.1 Distance Approach. A distance approach would take a vehicle
track, and find all buildings within a certain distance of where that vehicle track
stopped. While this is computationally more efficient than the Nearest Neighbor
approach, it is very dependent on a consistent distance between stop points and
buildings. A distance threshold that is set two low returns no vehicle-to-building
links. A distance threshold that is set to high returns several buildings per stop,
increasing the clutter on the social network.
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5.3.2.2 Nearest Neighbor Approach. A Nearest Neighbor approach
would take a stopped vehicle track, and find the building that is closest to that point.
This approach is the most straight forward and best approach as it is flexible to
different operating environments (those that have lots of buildings, and those that
have few), and reduces each stop to have only one building which is helpful in keeping
the social network uncluttered with unnecessary and redundant information as might
occur with a distance approach. Those areas that have very great distances between
buildings (i.e. rural areas, or 3rd world countries), a Nearest Neighbor approach may
pick out a building that is nowhere near the actual stop. In these cases it might be
best to take a different approach all together than defining vehicle-to-building links.
One suggestion would be sectioning areas off in a grid and populating “vehicle-to-
area links” instead of vehicle-to-building links. In the cases where an area is variable
(some with buildings in pockets, and some areas without buildings) it would be best
to aggregate buildings and areas together. Behavior could be modeled more exactly
to buildings when they are there, and more generally to areas when there are no
buildings.
In constructing vehicle-to-building links, we will use a Nearest Neighbor ap-
proach for stops that are longer than five minutes. This choice of duration is arbi-
trary and can be set higher or lower depending on the granularity of results that are
required. The choice of using a Nearest Neighbor approach is deliberate to include at
least one building per stop, and not over clutter a network with several buildings per
stop.
5.3.3 Defining vehicle-to-vehicle links. Vehicle-to-vehicle links will be con-
structed when two vehicles stop for longer than five minutes within 100m of each
other. The choice of time again is arbitrary and can be set higher or lower depending
on the granularity of results that are required. Setting the distance to 100m is used as
an estimate of a typical parking lot size. When data sets get large, this distance will
likely have to be lowered to decrease computation required and increase the speed of
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Table 5.1: Time and Distance Definitions for a stop, vehicle-to-vehicle link, and
vehicle-to-building link
Parameter Distance Time
Stop < 6 meters > 30 sec
Vehicle-to-Vehicle Link < 100 meters > 5 min
Vehicle-to-Building Link nearest building > 5 min
computing the results. Independent of the computation required, the distance should
be set appropriate to the level of interaction that it is expected to be detected or
modeled as an interaction between vehicles.
5.4 Variables
In Section 5.3 we defined the distances and times for stops, vehicle-to-vehicle
links and vehicle-to-building links. It is important to note that the definitions that we
have set for these terms are flexible depending on the location that is being analyzed.
We suggest that these values are reasonable for an urban area, but in this section we
will discuss how these variables will likely perform in different locations. Table 5.1
summarizes these definitions and we will use this as a basis to discuss how the system
is likely to perform in urban areas as well as rural areas. We can further define
each parameter and its associated distance and time thresholds as variables listed in
Table 5.2.
Table 5.3 describes how increasing or decreasing the variables would likely affect
the results of the visualization of the social network. In addition to the results listed in
Table 5.3 its important to note the effects of using the Nearest Neighbor approach to
vehicle-to-building Links in an urban environment. The Nearest Neighbor approach
will work best when there are many possible buildings. When there are few buildings,
then links may be populated when a vehicle stops several hundred yards or even as
far as miles (if that is the nearest building) making the link produce an interaction
which is probably not representative of true behavior.
87
Table 5.2: Definition of Social Network Variables
Variable Name Description
Stop Distance Thresh-
old
The radius distance that a series of waypoints forming a
track must stay within in order to be considered in the
same place.
Stop Time Threshold The duration of time that a series of waypoints forming a
track must stay within the Stop Distance Threshold radius
in order to be considered a stop.
Vehicle-to-Vehicle
Distance Threshold
The distance that two stops must be under in order for a
vehicle-to-vehicle link to be constructed.
Vehicle-to-Vehicle
Time Threshold
The duration of time that two stops must be under the
Vehicle-to-Vehicle Distance Threshold and stopped, in or-
der for a vehicle-to-vehicle link to be constructed.
Vehicle-to-Building
Distance Threshold
(Distance Approach)
The distance a vehicle must be under when it stops in order
for a vehicle-to-building link to be constructed.
Vehicle-to-Building
Time Threshold
The duration of time a vehicle must stop under the Vehicle-
to-Building Distance Threshold in front of a building in
order for a vehicle-to-building link to be constructed.
5.5 Social Network Construction Methodology Summary
By defining stops for a series of vehicle tracks, and being able to relate them
in space and time, we hope to be able to build a social network that represents the
interactions of vehicles. In this manner we can better understand groups that are
working together and aid an intelligence analyst with a full network of interactions.
The experiments will test whether the parameters chosen are appropriate for an urban
area, and show if the approach to building a social network from vehicle tracks and
GIS information is viable.
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Table 5.3: Behavior of Social Network variables in various environments
Variable
Name
Result if Decreased Result if Increased
Stop Distance
Threshold
Less error tolerant. More pre-
cise determining stop points.
Smaller is better for urban.
May consider very slow moving
vehicles as stops. If taken ex-
treme, will not be accurate in
determining precise location of
stops more than a general area.
Stop Time
Threshold
Pick up stops at stop signs,
stops in traffic, stops at red
lights, short unloading stops.
Focus on longer stops. If too
large, may miss events. Larger
is better for both rural and ur-
ban, but not so large that the
overall event can be missed.
Vehicle-
to-Vehicle
Distance
Threshold
Assumes small area of in-
teraction, vehicles must be
near each other for interac-
tion to occur. If set too
small, may miss interaction be-
cause of parking availability
constraints. Smaller necessary
for urban because many false
positives of parking in same
parking lot.
May get more false interactions
of vehicles parked together,
but not interacting. Larger is
going to get more interactions
in rural without the added er-
ror of false positives.
Vehicle-to-
Vehicle Time
Threshold
Pickup short interactions
like brush-pass interactions,
or quick vehicle-to-vehicle
occupant changes.
Returns longer interactions
like meetings.
Vehicle-to-
Building
Distance
Threshold
(Distance
Approach)
Few links returned, and a pos-
sibility of missing vehicle-to-
building links if the stop is in
an area outside the Vehicle-to-
Building Distance Threshold.
Many links returned. A very
cluttered network that may
lose the actual location of in-
teraction because so many re-
sults are returned per stop.
Vehicle-to-
Building
Time Thresh-
old
Picks up short interactions like
drop off person at a building,
or other interactions that keep
the vehicle running.
Picks up longer interactions
like parking.
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VI. Social Network Construction Results
Following the methodology that was defined in Chapter V a series of visualizations
were created representing the interactions of vehicle GPS tracks. In this chapter
we will discuss how the results were implemented in Section 6.1, the resulting social
network graph visualizations in Section 6.2, some enhancements to the visualizations
in Section 6.3, and lastly we will analyze the meaning of results in Section 6.4.
6.1 Implementation
To display a social network, we chose Prefuse [43] as our visualization package
to represent the social network graph. Prefuse was chosen because it was written in
Java and came complete with several different ways to display the same graph. To use
prefuse, data needed to be populated in two tables; one listing the nodes in the graph,
and one representing the edges in the graph. Once these tables were populated, the
full functionality of prefuse is available. We thought that it was a logical to relate
both vehicles and buildings as nodes and to have edges represent the interactions
between vehicles and buildings.
All the GPS data was loaded into Oracle Spatial by GPS track. The data
was then processed with Oracle Spatial SQL code to determine where tracks stopped
following the definition of a stop as defined in Section 5.3.2. This list of stops was
listed chronologically. To populate the node table, we used SQL code to select the
unique vehicle tracks from the results of the stop query. After the vehicles were added
to the node table, we added those buildings that were the closest buildings to each
stop. Static data like the latitude and longitude of buildings were also loaded to the
node table at this time.
After the node table was fully populated, the edge table was populated. First
vehicle-to-building edges were added by processing to stop query results. For each
entry in the stop query results the criteria for vehicle-to-building links as defined in
Section 5.3.2 was checked and if the time criteria was met, then a link was created
between that track and the nearest building to that stop point. When the edge
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is created additional information like the start time, stop time, latitude, longitude,
duration and address is loaded in the edge table. After the vehicle-to-building links
were loaded, the vehicle-to-vehicle edges were loaded into the edge table. Again, the
stop results were compared to itself returning those stops that occurred at the same
location as defined in Section 5.3.3. The results represented those stops that occurred
within 100 meters of each other. Those results were then processed to determine if
there were overlapping times between two tracks and if so, were added to the edge
table. Again, when the vehicle-to-vehicle edge is created additional information like
the start time, stop time, latitude, longitude, duration and address is loaded in the
edge table.
Once all the data was loaded in the node and edge tables, some additional code
was written to improve the visualization. These included the ability to display infor-
mation when selected, handle multiple links between nodes, and distinguish between
short interactions and long interactions.
6.2 Results
The results of constructing the social network for the 14 GPS tracks are shown in
Figure 6.1. Referring to Figure 6.1, each named node represents a vehicle track (blue),
each numbered node represents a building (pink), and each link represents an inter-
action between vehicles and buildings that was at least five minutes long. Those links
that are more heavily weighted represent durations that were greater than 15 min-
utes, greater than 30 minutes, and greater than 60 minutes. When a link is selected,
the information about that interaction is displayed in the upper left corner. Multiple
links represent multiple interactions. When a node is clicked on, an additional win-
dow is opened that looks like Figure 6.2. This window is another interactive window
that allows a user to search for an actor or building by name. It also will animate
and realign the graph around any node that is clicked on. This view is beneficial if
there is interest on a certain individual already to see what connections exist for that
particular individual.
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Figure 6.1: Social network graph of vehicle tracks and buildings
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Figure 6.2: Radial view of social network graph
6.3 Enhancements
Some additional enhancements have been applied to this visualization. First,
shown in Figure 6.3 is a social network, only with the buildings organized as they
would be in geo-space. This view organizes the buildings in the same relative loca-
tions to one another as scaled by the size of the display window. This view provides
us additional information of relativity and context. One item it shows is when build-
ings are very close to one another, this is depicted now visually where before it was
unknown how far buildings are from one another. An example of this is in Figure 6.1
buildings 785, 700, 718, and 781 are clearly visible, while in Figure 6.3 they are so
close to one another to the point that the label of building 785 obscures the labels for
buildings 718 and 781. Another item it shows is the relative areas where actors are
acting (i.e. acting in same area, or all over the city).
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Figure 6.3: Social network with buildings organized in geo-space
6.4 Analysis
From these visualizations we can deduce information that was not known prior
to the construction of the social network . The location represented by building 785
and 700 (middle of Figure 6.3) was an area of interest for drivers L3A, L1A, L5A,
and L5B who all interacted with each other, and also all visited this same location.
Relating to the map, the area that this refers to is a parking lot on the northeast side
of the OSU football stadium. This parking lot was used as a coordination meeting
place for the four actors prior to their activities.
The other group of interest represented by vehicles L2A, L1B, and L2B (right
side, Figure 6.3) coordinated a separate activity. Specifically they coordinated a
staged kidnaping event involving coordination between L2A and L1B. What is also
depicted in the social network are two primary buildings of interaction, buildings
751 and 680. Figure 6.4 shows the GIS view of this area. After the social network
was constructed it was verified that building 751 was a building of interest used as a
staging area to time up a kidnapping event that occurred in the area of building 680.
94
Figure 6.4: Area of interest of kidnaping event
Also, referring back to the social graph in Figure 6.3 we are able to see that
three tracks that were designated as independent random driving (AP A, AP B, and
OM) did in fact have no interactions with anyone.
The detection of the interactions between actors when there was indeed inter-
action, and no links existing with actors that did not interact show that the social
network is producing the desired results. It is able to relate vehicle-to-vehicle in-
teractions and vehicle-to-building interactions effectively together. This provides us
additional context to an unfolding situation.
Since other data sets are likely to be much larger than the data used, additional
enhancements were made to the social network viewer. This included the ability to
interactively filter out buildings and building interactions in order to focus primarily
on vehicle-to-vehicle interactions. Figure 6.5 shows the social graph filtering out the
vehicle-to-building links.
95
Figure 6.5: Social graph with buildings links hidden
6.5 Summary
In this chapter we presented results on building a social network from vehicle
tracks in an urban environment. We showed that the resulting output was useful
in effectively relating actors together, and relating them to buildings of interest. By
processing the information and displaying it in this manner we were able to determine
which actors were acting in concert with one another and where they were working.
Specifically we were able to determine which actors were random actors, which actors
were working together on events. We also showed the staging location and location
where a kidnapping event occurred. All this information was organized in a user
friendly environment adaptable to the needs of an intelligence analyst.
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VII. Conclusions
7.1 Research Goal
The goal of this research was to generate knowledge from persistent video with-
out the constant intervention of a human. To meet this goal we first produced a
system that detected a “casing event.” With the casing event identifying an actor of
interest (See Section 4.1.8) we built a social network of interactions that the actor of
interest had with other vehicles and buildings in the video (See Section 6.4). In this
manner we were able to move from syntactic lower-level data points, to understanding
the behavior of vehicles, detecting casing events, and relating vehicles to one another.
This processing was done without human intervention providing an analyst with the
ability to focus on other critical tasks.
7.2 Results
Table 7.1: Results of Casing Detection
Line
No.
Inter-
section
Dist
Loop
Dist
Inter-
section
On
Time
match
(min)
PD(%) Prob
Real
(%)
1 15m-10m 30m N 3.75 100 91.5
2 15m-13m 30m N 3.75 90 81.8
7.2.1 Casing Event Detection. In the area of event detection, we were able
to detect all casing events in a data set that included eight different tracks of 17 hours
of driving time and 43 casing events in an urban environment. Table 7.1 shows the
configuration of the experiment and the results. All 43 casing events were detected
and only 4 false positives were found.
The methodology of using a reasoner to detect a series of turns that have more
than three turns in the same direction ignoring whether those turns are in an inter-
section. If a series of three turns is found, then begin looking back 3.75 min from turn
one and comparing those detections within 15m and 10m of an intersection with those
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points 3.75 min after turn three and within 15m and 10m of an intersection. If a point-
to-point comparison exists that is less that 30m away from each other, a casing event
has been detected. Using this methodology we detected 100% of casing events (43 of
43 possible), and can say with 95% confidence that the probability that a detection
is real falls between 83.54% and 99.46%. In this 100% detection mode (configured
as Line #1 in Figure 7.1), 96 vehicles could be tracked simultaneously in real time.
Using an intersection distance between 15m and 13m maintained a 90% probability
of detection and 81.8% probability that a detection was real and sped up execution
time to the point that 424 vehicles could be tracked simultaneously in real time.
Once a casing event was detected, additional analysis was be done to provide
more information to the user of the system. This included a description of the time
involved, a likely target based on the where the majority of time was spent, the number
of times that vehicle has passed the location, and the address of the location of interest.
These outputs can be used to help filter out those false alarms of individuals driving
loops around the block, that are not actually casing a location.
Although the output of this effort was tabular, we took the next step in analysis.
If an individual is indeed suspicious, more information would need to be gathered
about their locations of operations and potential associates. We developed a social
network visualization to represent the additional information that could be displayed
from the existing data that has already been collected. This social network could be
used to further confirm or refute the casing detection, or it could also add information
about who the suspicious individual is working with.
7.2.2 Social Network Construction. In the social network area, we are able
to construct a social network from a series of GPS tracks. This is shown in Figure 7.1
with the buildings organized as they would be in geo-space, that is to mean that they
are in relative location to one another scaled by the size of the display window. In
Figure 7.1, named nodes (blue) represent vehicle tracks, with numbered nodes (pink)
representing buildings.
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Figure 7.1: Social network with buildings organized in geo-space
From this geographically organized depiction we were able to deduce information
that was not known prior to the social network construction. The location represented
by building 785 was an area of interest for drivers L3A, L1A, L5A, and L5B who all
interacted with each other, and also all visited this same location. Relating to the
map, the area that this refers to is a parking lot on the northeast side of the OSU
football stadium. This parking lot was used as a coordination meeting place for the
4 actors prior to their activities.
The other group of interest represented by vehicles L2A, L1B, and L2B coor-
dinated a separate activity. Specifically they coordinated a staged kidnaping event
involving coordination between L2A and L1B. What is also apparent in the social
network are two primary buildings of interaction, buildings 751 and 680. In Fig-
ure 7.2 it shows the GIS view of this area. After the social network was constructed
it was verified that building 751 was a building of interest used as a staging area to
time up a kidnapping event that occurred in the area of building 680. Also, referring
back to the social graph in Figure 7.1 we are able to see that three tracks that were
designated as independent random driving (AP A, AP B, and OM) did in fact have
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Figure 7.2: Area of interest of kidnaping event
no interactions with anyone. The detection of these interactions show that the social
network is able to pick out important events and relate them effectively together.
7.2.3 Results Summary. Putting the casing event detection and social net-
work pieces together can be done with the kidnapping scenario that was enacted.
While it was known ahead of time that some kind of activity was occurring, we were
not aware who was involved ahead of time, when it would occur, or where it would
occur. The casing event detector gives us the first clue as to who is involved, and
where the event would occur. This is because a casing event triggered on vehicles L1B
and L2A. The location that was predicted as the target was building 751, which ended
up not being the target of the kidnapping, but instead was the location of the staging
area prior to the capture. Once L1B and L2A are known as a vehicles of interest, we
can determine that other actors are related to them because of their interaction in the
social network. Referring to Figure 7.1, we can see that L2A had multiple interactions
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with L1B, and they both had interactions with building 751, the staging area. This
evidence shows that no other actors were involved in the kidnapping event, except
the possibility of L2B, who also had interaction with building 680 which both L2A
and L1B had interaction with. At this point, the intelligence analyst knows that a
suspicious event has likely occurred, who is involved, when it occurred, and where it
occurred, all without reviewing any video of the area.
It is now the analysts choice whether he wants to go back and review the video
to confirm the information, or collect more information about the suspicious event
in order to identify what kind of event it was, or judge whether of not it was a true
suspicious event. Regardless, the analyst can use the time stamp to review the video
or the latitude/longitude to find the areas of interest in other tools.
7.3 Research Contributions
The contribution of this research is in closing the gap between raw data collection
and human knowledge and understanding of persistent video. Where GIS systems can
help somewhat visually and geographically orient someone to actions that occur, and
allow us to correlate them in geo-space, more analysis is required to bring in time-
dependent data to correlate it in both geo-space and time-space. This research focused
on defining ways for geo-space and time-space to interact, and used example scenarios
to show the benefit for the area of intelligence and surveillance.
The result is that a single analyst is freed up to track more than one event of
interest at a time. The persistent video can collect on a wide area and feed it to the
computer to detect the events of interest and build a network of interactions. When
an event is detected, the analyst standing by can respond and verify in real time
who the actor is, who they have been involved with, where they are currently, and
where they have spent time in the past. The analyst now can choose whether the
information is relevant and act on it if necessary.
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7.4 Future Work
Surveillance is a critical function to all areas of military operations. Extracting
intelligence from surveillance is a key link in orienting to the battlespace. The United
States Air Force recognizes surveillance and reconnaissance as one of the seventeen
key operational functions of air and space power. The suggestions are presented in
the following three sections: source data, event detection, extending network.
7.4.1 Source Data. In order for the research accomplished in this thesis
to be relevant, the tracking of vehicles from persistent video needs to be improved.
A suggested accuracy needed is the ability to follow vehicles through turns for a
continuous five minute period.
The casing event and social network algorithms can be used on a data set that
is more rural. This can be used to determine how much the parameters need to
vary from an urban to a rural area. In particular all the distance variables listed
in Section 5.4 will likely need to be adjusted. If there are areas that do not have
many buildings, or vary as to the density of the buildings widely, a area will have to
be divided up into subareas to be useful in a social network. The integrating of a
subdivided area and buildings alone would be a large sized undertaking.
7.4.2 Event Detection. The following items could be done in order to im-
prove the accuracy of detecting true casing events, rather than just vehicles looping
around buildings.
• A learning algorithm using the casing event detector to determine the best values
for number of passes, time duration, percentage of building time, and amount
of building time.
• Aggregating target building approach over several casing detections to improve
accuracy in overall event detector. This could provide an overall cumulative
baseline to compare individual events to in order to determine which locations
routinely have traffic that is looping, and which do not.
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• The addition of categorical information to the Jess reasoner to be able to predict
what kind of surveillance is occurring, and also different method for predicting
target of surveillance. This can include items such as an area or enemy that is
known for striking certain targets categorically. Each building would be labeled
categorically (i.e. transportation, restaurant, financial, parking lot) and the
reasoner would recommend a target based on category, rather than amount of
time spent.
The following items are bigger picture items that could be worked on in order to
improve the overall concept of event detection through an automated process.
• Defining and testing normal and abnormal behavior. A system that could detect
all abnormal behavior would be a great step forward. The problem is that the
context of what normal behavior is for different situations has many different
variables. Not only does the number of variables make the problem difficult,
but the which variables are most important changes with the context.
• Adding more events to detect. These events might include brush passes, speed-
ing on roads, running red lights, illegal parking, U-turns, driving the wrong way
on one-way streets, driving on the wrong side of the road to mention a few.
7.4.3 Extending Network. The following items could be items of future work
related to extending the social network.
• Adding the functionality to do Social Network Analysis or other analysis on the
social network to determine who primary, secondary and central actors are.
• Augmenting the GIS-based social network with different types of connective
information to perhaps include phone conversations, chat room interactions,
social networking sites, or emails.
• Adding people to the social network. While this research focused on vehicles
as primary actors, it is people that we are trying to model. Relating people
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to vehicles, people to buildings, and people to other people would increase the
usefulness of the resulting social network.
7.5 Summary
As a consequence of the research presented in this thesis, the detection of events
using tracks generated from persistent video is possible but highly dependent on the
ability of tracking objects from the video. Using GPS tracks the casing event detector
detected 100% of casing events, and had a probability that a detection was real of
91.5%. A slight decrease in probability of detection to 90% decreases execution time
by a factor of 4.4. In addition, tracks can be related to form social networks that
define their patterns of behavior over time. Both the casing event detector, and
the social network give us additional knowledge of the behavior of vehicles through
automated processing techniques. If applied, these techniques can allow us to process
more persistent video into intelligence faster, and with less human involvement.
104
Appendix A. Turn Detection
This appendix discusses the details of turn detection. It discusses the method that
was used to attack the problem and presents and analyzes the results of experiments
built from that methodology.
A.1 Methodology
Within the scope of detecting objects in surveillance video, there are many areas
that can be improved. One main area of automated surveillance that can be improved
upon is increasing the accuracy of event detection. In recent work individuals have
been able to track moving vehicles with reasonable confidence [73] using a persistent
video platform over Ohio State University (see Figure A.1) to track vehicle movements.
To improve vehicle detection and event detection I will relate the detections together
to determine if a vehicle is turning or not.
Figure A.1: A sample overhead surveillance shot over Ohio State University [63]
A.1.1 Goal. The goal is to detect events of interest in persistent video using
a computer model and algorithm. The particular events of interest is the motion of
vehicles, called “tracks.” Table A.1 is a list of the events to be modeled and tested.
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Using these tracked detections and other time and space information, a model will
be developed to detect events of interest. The first step to accomplish this is to
accurately determine if a track is turning.
Table A.1: The events that will be detected by the algorithm
Ref No. Name Description
1 Track Turn Left A track was going in a certain direction, and now
turned left
2 Track Turn Right A track was going in a certain direction, and now
turned right
A.1.2 Approach. The goal of this research is to augment persistent surveil-
lance to detect events that would be of interest to a human surveillance monitor by
finding events that are anomalies, or events that run contrary to expected behavior.
The approach is to use overhead persistent surveillance video to detect those events
of interest listed in Table A.1. Representative subsets of the OSU persistent video
data set are used to test the event algorithm to determine if a detection occurs and
compare those detections to whether the event actually occurred.
A.1.3 System Boundaries. The system that is being developed is called the
Turn Detection System (TDS). A block diagram of the system is shown in Figure A.2.
Along the left side with arrows into the system is the workload which will be discussed
in Section A.1.5. The top arrows represent input parameters to the system and
are discussed in detail in Section A.1.7. System components include: the physical
computer where all the software is being run also known as the “subject computer,”
the Microsoft Access database software, the Visual Basic (VB) plug-in to Microsoft
Access, and the component under test (CUT), the event detection algorithm.
A.1.4 System Services. TDS provides one service: Turn Detection. This
service can have one of several outcomes, as listed in Table A.2. Referring to Table A.2,
the first 4 outcomes are an exhaustive combination of what the system detects along
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Figure A.2: A block diagram of the Turn Detection System
with what the truth of the situation is. If the system detects an event, and there
is in fact that event occurring, the outcome will result in an overall detection or
True Positive. Similarly, if the system detects an event, and there is not that event
occurring, the outcome will result in a false alarm or False Positive. It follows that if
the system does not detect an event that is in fact occurring, the outcome is a miss
or False Negative. Lastly, if the system does not detect an event, and the event is not
occurring, then the outcome is a non-detection or True Negative. A system that has
high detections and non-detections, with low false alarms and misses is desirable.
It is assumed TDS will not malfunction. That is, the hardware and software will
function correctly which is not the same as saying TDS will accurately detect turns.
As a result, TDS determines a reading whether or not a turn has occurred, which
direction the turn is, and is able to match that up with a truth value. Detections can
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Table A.2: The possible outcomes of running the Turn Detection System
System Detection Truth Description
detection 1 1 True Positive
false alarm 1 0 False Positive
miss 0 1 False Negative
non-detection 0 0 True Negative
false start System does not start
no termination System does not terminate
system fails System terminates, but does not
return yes or no
be used to form a probability of detection (True Positive), and a probability given
the system detects an event, that it is a real event detection.
A.1.5 Workload. The workload is the Ohio State University (OSU) persis-
tent video data shown in Figure A.1. Prior to input to the TDS, the video is processed
to identify elements of the video to be denoted as tracks. In addition, the tracks are
listed in a common coordinate system to relate to other static information from the
Geographic Information System (GIS). The OSU data is an appropriate workload
because it is persistent video data. It is also taken from an urban environment where
several vehicles are driving around producing tracks.
There are some concerns with the results of processing the video into tracks.
The method of detecting tracks from images is not without error. The data set [63]
has 8140 detections (dots) of vehicle movements within a 69.8 second period. The
best results achieved on the OSU data set detected 77.1% of vehicle movements with
a 43.2% probability of a false alarm [73]. This imagery processed, with the error
involved, was able to relate the 8140 vehicle detects into 730 tracks. It is uncertain
what error is associated with the relationship of vehicle detections to tracks. Of those
730 tracks, only 72 of them are 20 detections in length or longer. None of the 730
tracks involve vehicles that are turning at street corners. This makes testing a turn
detection system difficult using tracks derived directly from persistent video.
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While research is ongoing and continues to improve on building tracks from
persistent video data, there is a data set that represents what the intended results of
the track generation from images. It is Global Positioning System (GPS) data.
GPS data [62] was collected over the same geographic region as the imagery.
While not without its own errors (mostly driven by losing communication with a
satellite in certain locations), GPS provides a baseline data set that can be used to
test a turn detection system. It is believed that continued improvement of generating
tracks from change detectioned images will improve towards the data fidelity that
exists currently with GPS data.
The second element of the workload is the GIS data. The GIS data (buildings,
roads) was built by a different person than the detection algorithm, so the event
detection algorithm generation is independent of track detection, and the GIS data.
Figure A.3 shows an example of what the data looks like in the GIS. In the figure,
the diamonds represent a vehicle that was driven while logging Global Positioning
System (GPS) information every second or half second to create a track. The dots
represent change detections that were discovered in processing images of the area.
The GPS data (diamonds) represent 14 separate vehicles driving routes over a 25.5
hour period with over 140,000 detections.
The GPS data is a good representative of the persistent video data for several
reasons. First, the time between detections is very similar. The GPS data logs
position coordinates every half second or second. The results of processing persistent
video data creates detections that are between 0.6 and 0.9 seconds apart. Second,
neither data set is perfect in its detections. GPS data will sometimes lose signal if
too many satellites are obstructed by buildings. This is similar to the persistent video
data missing detections because of obstructions or other errors. As a result of these
two similarities, the GPS data is deemed a good representative of the tracking that
persistent video will be able to achieve as the processing of the data improves over
time.
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Figure A.3: Tracks viewed through the GIS
110
The final element of the workload is a data set of actual detections. It lists the
X, Y coordinates along with T time of the event detection in the video data being
run. This data is compared to the performance of the TDS to determine how accurate
the TDS is in detecting turns.
Since turn detection is a subset of the overall events we intend to detect and
model, we will only run tests on a portion of the 140,000 detections for turn detection
analysis. Specifically we will run it against 3 of the 14 vehicles, representing 106
minutes of total driving time. This will leave data sets available for future testing
against larger events.
A.1.6 Performance Metrics. The key element that is of interest is the
accuracy of turn detection. A turn detection system that accurately detects turns
with minimal false positives is useful, while one that misses turns is not useful neither
is one that has many false positives. As a result, two metrics related to the accuracy of
detection best determine whether the TDS is performing well. These are probability
of detection and the probability that given a detection, a detection is real. Equations
A.1 and A.2 are used to measure these metrics.
Probability of Detection(PD) =
Number of positives
total number of actual true events
(A.1)
P (RealTurn|DetectedTurn) = Number of positives
Number of positives + Number of false positives
(A.2)
A.1.7 System Parameters. Table A.3 lists the parameters of the TDS. For
each track detection, the system detects whether an event of interest has occurred.
The Before Event Count Track Threshold (called “BE Count” for brevity in discus-
sion) establishes how far back the system looks to determine its history in terms of
number of data points. These data points are the results of processing the images
for motion detections at particular times and places. The After Event Count Track
Threshold (AE Count) establishes how far in the future in terms of number of data
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points the system looks to determine if the event has occurred. Ultimately, the system
checks to see if the event has occurred at the event point by establishing a trend from
the past and comparing it to the future. The BE Count and AE Count thresholds
define how far in the past or how far in the future. To help determine how many
waypoints to look before and after, distance thresholds are established (Before Event
Distance Threshold and After Event Distance Threshold). This makes the previous
detection at least a certain distance from the point of interest instead of a certain
number of data points. It counts back detections until at least the minimum distance
is achieved above the Before Event Distance Threshold. The After Event Distance
threshold is similar to the Before Event Distance Threshold, only it looks forward in
time rather than backward.
The Turn Degree Threshold helps define what constitutes a turn. A turn that
is less than the indicated threshold is defined as straight (slow, gradual turns less
than the threshold will be missed). Lastly, the Speed Differential Threshold is used
to determine the speed that the target is going into the turn minus the speed that
the target is going after the turn. This differential of speed is used to test whether a
target has slowed down prior to a turn, and accelerated after making the turn.
Figure A.4 shows an example of how these parameters are defined using the
GPS data. In the figure, a vehicle is traveling south (down), turns right, and then
goes west. There are two circles centered around the point of interest which represent
the Before Event Distance Threshold and the After Event Distance Threshold. They
determine the Before Event Track Count and After Event Track Count to be 7 and
6 respectively by selecting the first point that is outside their respective distance
thresholds. Once these endpoints are chosen, the two resulting vectors form an angle
which is measured using the dot product, and compared to the Turn Degree Threshold
to determine if a turn has occurred or not. The Speed Differential is also calculated
by taking the difference between the before turn speed and after turn speed. Both
the before and after turn speeds are calculated from the distance vectors and divided
by the change in time.
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Figure A.4: Example of system parameters in the Turn Detection System
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Table A.3: Parameters that affect the performance of the TDS
Name Description
Before Event Track
Count Threshold
The number of previous data points to be used to
define the prior direction the target was headed.
After Event Track
Count Threshold
The number of future data points to be used to
define the new direction the target is headed.
Turn Degree Thresh-
old
The threshold that will determine of what consti-
tutes a turn in degrees.
Before Event Distance
Threshold
The distance between the current data point and
a former data point that is used to help determine
which prior data point will be used to define the
prior direction the target was headed.
After Event Distance
Threshold
The distance between the current data point and
a future data point that is used to help determine
which future data point will be used to define the
new direction the target is headed.
Matching Threshold Given there is a event detected, how far should
the algorithm look to find a match of truth before
declaring it as a false detection.
Speed Differential
Threshold
The difference between the speed which the target
is leaving a turn minus the speed at which a target
is approaching a turn.
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A.1.8 Factors. The factors used in the experiment are the Before Event
Distance Threshold, the After Event Distance Threshold, the Turn Degree Threshold,
the Matching Threshold, and the Speed Differential Threshold. Each factor will be
varied between experiments as shown in Tables A.4 - A.8. Table A.4 shows the levels
that will be used for the Before Event Distance factor. Table A.5 shows the levels
that will be used for the After Event Distance factor.
Table A.4: Levels of the Before Event Distance factor to be tested
Level Value
1 35 meters
2 40 meters
3 45 meters
4 50 meters
5 55 meters
Table A.5: Levels of the After Event Distance factor to be tested
Level Value
1 20 meters
2 25 meters
3 30 meters
4 35 meters
5 40 meters
Considering the potential input data, both the before event and after event have
discrete data points. The approach taken is one that defines past and future not in
terms of number of detection data points, but in terms of distance. Preliminary tests
showed that looking out a greater distance in the past(before event) established a
better initial direction vector, while a shorter after event turn vector detected turns
with greater accuracy.
Table A.6 shows the levels of turn degrees that will be tested. Since most
turns on roads deal with 90 degree angles, half that amount (45 degrees) was used
in preliminary tests. After this initial experimentation is was determined that angles
115
Table A.6: Levels of the Turn Degree factor to be tested
Level Value
1 20 degrees
2 25 degrees
3 30 degrees
4 37.5 degrees
5 45 degrees
smaller than 45 degrees improved detection, while false detections caused by curving
roads could be limited with other factors.
The false detections of having such a small angle was minimized by collapsing
continuous turn detections into one detection. An example of this might be explained
using a 90 degree turn. It is very possible for several 20 degree turns to be detected
centered on the 90 degree turn. A collapsing of these turns would take a range of
one to many turns that are detected one after the other, and reduce it to one turn
detection in the place of the middle point of all the continuous turns. An approach
such as this would maximize detection by using a small angle, but minimize false
detections by collapsing redundant detections together.
This collapsing of continuous turns is helpful in matching a detected turn with
truth of actual turn detections as it gives only one detected turn to match with
one truth of turn. Table A.7 shows the levels for the Matching Threshold factor.
Because of the performance of vehicles turning normally taking about 2 to 5 seconds
to complete, the matching of a turn detection to that the truth values should be in the
same order of magnitude. If a matching threshold is too large, it is possible to confuse
the system and miss detections as multiple turns might occur within the matching
threshold buffer. This would cause turns to go undetected. At the same time, if
the matching threshold is set to low, then the human error of lining up truth values
exactly where the system detects a turn would be cumbersome to measure accurately.
It is this discussion that drove the levels to be set as they are in Table A.7.
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Table A.7: Matching Threshold time between a detection and the truth of an event
occurring
Level Value(seconds)
1 5
2 10
3 15
Table A.8: Threshold of Speed Differential between leaving a turn and entering a
turn
Level Value (miles per hour)
1 .5 mph
2 1 mph
3 2 mph
4 3 mph
5 4 mph
A.1.9 Evaluation Technique. In the experiments, I will be evaluating the
accuracy of the TDS. Evaluation is necessary to determine if the accuracy of the
system is acceptable and to provide a measurable level which can be improved upon
if necessary. The technique used is direct measurement of the system because data
for measurement is available (GPS tracks) and direct measurement is highly favored
because of the increased believability in the results of the experiment. Table A.9 lists
the particular configurations components in the TDS.
A.1.10 Experimental Design. Initially, a full factorial will be run using
the levels discussed in Section A.1.8 without the speed threshold resulting in 375
Table A.9: Configuration of the TDS under test
Computer Specifications Intel Xeon 3.2 GHz, 3 GB RAM
Operating System Windows XP 64-bit Service Pack 2
Microsoft Access 2003 Service Pack 3
VBA Version 6.5
OSU data set collection dates 28 Apr 2006, 28 Oct 2007
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tests. Then, once results are analyzed, one of the before or after thresholds will be
fixed, a full factorial will be run varying the speed threshold, one of the before/after
thresholds, the angle, and the matching threshold.
Only one replication will be run on each data set because the algorithm is
deterministic, which means that given the same workload, the exact same results will
be obtained. To get a reasonable level of confidence, it is important to have a workload
that has enough detections. The data that will be used is an aggregation of 14 data
sets comprising over 140,000 detections. Only 7% of the data has been tagged with
truth values representing 123 turns. As stated earlier in Section A.1.5, only this 7%
of the data will be used to configure and test the turn algorithm, leaving the rest of
the data available for the testing of larger events.
The goal is to determine the probability of detection and probability a detection
is true in order to apply it to future data sets. To do this, an interval is constructed
based on ninety-five percent confidence. Ninety-five percent confidence is chosen be-
cause high confidence is expected for the data, but extreme confidence is not necessary
(i.e. lives of people are not in jeopardy if the mean is improperly estimated).
A.1.11 Turn Detection Methodology Summary. Persistent surveillance is
difficult because of the sheer amount of data that is collected. The goal of automated
detection and reasoning is to improve the useability of the data that is collected. To
move up the continuum from data to information (“things” to “worlds”), the first
step is to determine that right configuration of factors to detect turns. The design
of this experiment tests the factors of the events, specifically how far to look in the
past, the future, and what angle constitutes a turn, and the speed differential to see
which levels result in the highest probability of detecting a turn with the minimum
probability of having a false positive result.
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A.2 Turn Detection Results and Analysis
A.2.1 Algorithm. The overall process in detecting turns is shown in Fig-
ure A.5. Each point in a track sequence is run through the selection and detection
process to produce a series of turn detections. Then, those detections are collapsed
down if there are redundant contiguous detections. Lastly, the detections are com-
pared against truth, and the calculations made for the probability of detection.
Figure A.5: Block diagram of the sequence of steps in detecting turns
Algorithm A.2.1 details the first step in detecting turns, the selection of end
points to create two vectors. It takes a track sequence and Before and After distance
thresholds and determines the end points of the vectors. First, it determines an Before
Event Track Count by looping and counting backwards until a point is reached that
the distance between the point of interest and the Before Event Track Point is greater
than the Before Distance Threshold. Then it determines the After Event Track Count
by looping and counting forward until a point is reached that the distance between the
point of interest and the After Event Track Point is greater than the After Distance
Threshold. With the point of interest chosen, the Before Event Track Point, and
the After Event Track Point, two vectors are created to be the vector inputs for
Algorithm A.2.2. The first vector goes from the Before Event Track Point to the
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point of interest. The second vector goes from the point of interest to the After Event
Track Point.
Algorithm A.2.1: Selection(
TrackSequence, before distance threshold, after distance threshold)
comment: to test all the data points, i is iterated for each point in the track
for i← 1 to Length(TrackSequence)
do
SelectPi
a← i
b← i
while Distance(Pi, Pb) < before distance threshold
do b← b− 1
while Distance(Pi, Pa) < after distance threshold
do a← a + 1
exit
Algorithm A.2.2 details the second step in detecting turns, the calculation of
the angle between two vectors, the comparison verses the turn threshold, and a de-
termination whether the turn is to the left or right. It does this by first computing
the dot product between the two vectors resulting in the angle between the vectors.
If the angle between the vectors is greater than the Turn Degree Threshold and the
difference in speed of the before vector and the after vector is greater than the speed
differential then a turn is detected. If a turn is detected, the algorithm uses the cross
product between the two vectors to determine which direction the turn occurs. This
direction of turn will become a basic semantic tag on the point of interest designating
that the track is turning in a certain direction at that point.
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Algorithm A.2.2: Detection(V ector1, V ector2, turn threshold, speed diff)
if (dot product(V ector1 to V ector2) > turn threshold and
Speed(V ector1)− Speed(V ector2) > speed diff)
then
if (cross product(V ector1 to V ector2) > 0)
then return (Left Turn)
else return (Right Turn)
else return (No Turn)
exit
Algorithm A.2.3 details the third step in detecting turns, the collapsing of re-
dundant turn detections that occur one after each other in the same direction into
one turn detection centered on the middle of the series of redundant detections. This
collapsing of redundant turns is helpful in comparing the TDS results to the truth
value in order to determine how accurate the TDS is. Ordinarily as an output, the
redundant turns will be kept in order to give more semantic information to a higher
level of knowledge. In this way it will better represent true reality in which turns take
time to occur rather than happening instantaneously. But for truth matching it is
more accurate to reduce contiguous, redundant turns in the same direction down to
one turn.
Algorithm A.2.3 is run on the full output of Algorithm A.2.2 taking the entire
Detection Sequence as an input. It then processes through the sequence looking for
detections to collapse. When it finds a detection, it counts the number of detections
in the same direction and reduces them to one detection centered on the midpoint of
the sequence of detections.
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Algorithm A.2.3: CollapseDetections(DetectionSequence)
for i← 1 to Length(DetectionSequence)
do
Overall Turn Direction← Turn Directioni
while Overall Turn Direction = Turn Directioni
do
clear(Turn Directioni)
i← i + 1
turn length← turn length + 1
Turn Directioni−turn length/2 ← Overall Turn Direction
exit
Algorithm A.2.4 details the last step in detecting turns, the matching of truth
value to collapsed detections. It takes the output of Algorithm A.2.3 and matches it
to the truth values to determine whether a point is a detection, false alarm, miss, or
non-detection. The algorithm assumes that if an item is not a detection, a false alarm,
or a miss, then it is a non-detection (truth is 0, detection is 0 as in Table A.2). It then
iterates through the joined tables of Truth and Detection matched up by point and
time until it reaches a truth or detection. If it reaches a detection first, it then begins
a countdown from the matching threshold to 0 to find a matching truth. If it finds
one, then it denotes that detection as a true detection. If it does not find one, then it
denotes the detection as a false alarm (False Detection). If it reaches a truth first, it
begins a countdown from the matching threshold to 0 to find a matching detection.
If it finds one, then it denotes the detection as a true detection. If it does not find
one, then a missed detection has occurred (truth is 1, detection is 0 as in Table A.2).
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Algorithm A.2.4: TruthMatch(DetectionSeq,matching threshold, TruthSeq)
for i← 1 to Length(DetectionSeq)
do
if (Is Turn(DetectionSeqi) = TRUE)
then
Overall Turn Direction← Turn Directioni
countdown← matching threshold
while not (countdown = 0) and not match found
do

if (Overall Turn Direction = Truthi)
then
match found = TRUETrue Detectioni = TRUE
countdown← countdown− 1
i← i + 1
if ( not match found)
then False Detectioni−countdown = TRUE
else
if (Is Turn(Truthi))
then
Overall Turn Direction← Truthi
countdown← matching threshold
while not (countdown = 0) and not match found
do

if (Overall Turn Direction = Turn Directioni)
then
match found = TRUETrue Detectioni = TRUE
countdown← countdown− 1
i← i + 1
if ( not match found)
then Missed Truthi = TRUE
exit
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Algorithms A.2.1, A.2.2, and A.2.3, when run one after the other take a track
sequence along with the thresholds for Before Event distance, After Event Distance,
Turn Degree Angle, and Speed Differential, produce a series of turn detections along
the track sequence. The results of Algorithm A.2.4 are the counts of true and false
detections, which can be used to calculate the probability of detection, and the proba-
bility that given we have a detection, the detection is real by following Equations A.1
and A.2.
Table A.10 shows an example results of Algorithm A.2.4. The results are that
there were 107 detections, 12 false alarms, 16 missed detections, and 9,992 non-
detections. Following Equation A.3, I step through the calculations to arrive at the
probability of detection of 86.99% in Equation A.4. Following Equation A.5, I step
through the calculations to arrive at the probability of given we have a detection, that
it is a true detection of 89.92% in Equation A.4.
Table A.10: Results set for one combination of factors to demonstrate equation
results
Detection Non-Detection
Turn 107 16
No Turn 12 9,992
Probability of true Positive = Sensitivity =
Number of true positives
total number of actual events
(A.3)
Probability of true Positive = Sensitivity =
107
107 + 16
= 0.8699 (A.4)
True detection rate =
Number of true positives
Number of true positives + Number of false detections
(A.5)
True detection rate =
107
107 + 12
= 0.8992 (A.6)
A.2.2 Results. Algorithms A.2.1, A.2.2, A.2.3, and A.2.4 were run against
a 106 minute subset of 25.5 hours of GPS track data of vehicles driven on the OSU
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Table A.11: Top results of Turn Detection without using a speed differential
Name Behind
(meters)
Ahead
(meters)
Angle
(degrees)
Match
(sec)
Prob
Detect
(%)
Prob
Real
(%)
A-60-20-30-10 60 20 30 10 84.43 81.1
A-50-20-30-10 50 20 30 10 85.25 80
A-45-20-30-10 45 20 30 10 86.07 82.03
A-45-20-30-15 45 20 30 15 86.07 83.33
campus. Following is the sequence of experiments that were run, the results of each
experiment, and the overall evolution toward finding the best configuration for turn
detection.
A.2.2.1 Experiment #1: Finding the best before or after distance.
Over the 106 minutes there were a total of 123 turns for the algorithms to detect.
Table A.11 shows some of the highlights of the results of the first experiment, without
using a speed threshold. As a result of these tests, it was determined that a good
value for the ahead distance threshold was 20 meters, as that kept repeating in the top
results, and also small angles like 30 degrees were producing the best results overall.
These results led to an additional series of tests that fixed the angle threshold at 30
degrees, and the ahead distance at 20 meters in the search for an appropriate speed
differential.
A.2.2.2 Experiment #2: Fixing ahead distance at 20 m and angle at 30
degrees. Since the Results of Experiment #1 led us to have top results with a
20 meter after event distance, Experiment #2 was designed to test the incorporation
of speed differential into the results. The results of that experiment are shown in
Table A.12.
The results in Table A.12 show a few general trends. First, as the speed differ-
ential is increased, the probability of detection decreases, and the probability given a
detection, that it is a real detection increases. Since we wish to maximize both the
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Table A.12: Initial results of Turn Detection using a speed differential
Name Bhd
(m)
Ahd
(m)
Ang
(deg)
Match
(sec)
Speed
Diff
(mph)
Prob
Detect
(%)
Prob
Real
(%)
S-45-20-30-10-1 45 20 30 10 1 79.51 89.81
S-65-20-30-10-1 65 20 30 10 1 77.87 90.48
S-65-20-30-10-2 65 20 30 10 2 76.73 92.08
S-45-20-30-10-4 45 20 30 10 4 69.67 96.59
S-45-20-30-10-.5 45 20 30 10 0.5 81.15 89.19
S-45-20-30-10-.75 45 20 30 10 0.75 81.15 90.0
S-45-20-30-10-1 45 20 30 10 1 80.33 90.74
probability of detection and probability given we have a detection that the detection
is real, a compromising value in between was arrived at with 0.5 mph speed differen-
tial. With the speed differential introducing a way to decrease false positives, at the
cost of missing detections, it was thought that bringing in more detections through a
smaller angle might improve overall performance. This led to the design and test of
Experiment #3, to lower the turn angle even further to test this fact.
A.2.2.3 Experiment #3: Decreasing turn angle less than 30 degrees with
speed differential. Experiment #3 was designed to see if the probability of detection
might be increased by decreasing the turn angle and including the speed differential
to minimize the additional false positives created by decreasing the turn angle. The
results are shown in Table A.13. The results were positive and let to the acceptance of
on overall best configuration of 45 meters behind (Before Event Distance, 20 meters
ahead (After Event Distance, 20 degree turn angle, 10 second matching, and 0.5 mph
speed differential.
A.2.3 Analysis. A binomial analysis was run on the results of configuration
S-45-20-20-10-.5 (Last line in Table A.13) to determine a 95% confidence interval
for detection of turns. The results of that analysis show that while we estimate the
probability of detection at 86.99%, we can, with 95% confidence, say that it is between
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Table A.13: Top results of Turn Detection using a speed differential
Name Bhd
(m)
Ahd
(m)
Ang
(deg)
Match
(sec)
Speed
Diff
(mph)
Prob
Detect
(%)
Prob
Real
(%)
S-45-25-30-10-.5 45 25 30 10 0.5 82.79 89.38
S-45-20-30-10-.5 45 20 30 10 0.5 81.97 90.09
S-45-20-25-10-.5 45 20 25 10 0.5 86.07 89.74
S-45-20-20-10-.5 45 20 20 10 0.5 86.99 89.92
81.4% and 92.94%. This means that given another data set, we can expect 95% of
the time that the average probability of detection will be between 81.4% and 92.94%
on that new data set.
A binomial analysis was also run on the results of configuration S-45-20-20-10-.5
to determine a 95% confidence interval for probability that a detection is real. The
results of that analysis show that while we estimate the probability a detection is real
at 89.92%, we can, with 95% confidence, say that it is between 84.34% and 95.5%.
This means that given another data set, we can expect 95% of the time that the
average probability a detection is real will be between 84.34% and 95.5% on that new
data set.
A.2.4 Turn Detection Summary. In this section I have demonstrated the
ability to write and test an algorithm that detects turns for GPS vehicle tracks. By
looking behind 45 meters, ahead 20 meters, with a 20 degree turn angle, 10 second
matching, and 0.5 mph speed differential, I can say with 95% confidence that the
system detects 81.4% to 92.94% of turns, and given the system detects a turn I can
say with 95% confidence that it is a real detection between 84.34% and 95.5% of the
time. While not without error, applying the TDS to the GPS data provides a step
up the knowledge chain in semantics that are reasonably certain to be correct.
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Appendix B. Oracle Spatial Semantic Tagging Code
This appendix is intended to supplement the discussion of Oracle Spatial with specific
code examples and results as it was applied to the GPS data and the campus of Ohio
State University.
B.1 Database Organization
The data in the database is organized in a series of tables. The main data table
has the GPS tracks and is called “ASHTECH PALOMINO A EVENTS.” A screen
shot of this is shown in Figure B.1. In addition to the basic elements of time, latitude,
and longitude, additional elements (road, intersection, left, right, parking) have been
added to the table to be populated by the SQL code that will follow later. Each
of these additional elements represent a truth value (1 for true and 0 for false) as
to whether a waypoint is interacting with the element at that time and place. Also
of note is the Geometry column, which is Oracle’s interpretation of the record in
geographical space. This geometry provides the means by which other layers (tables)
can be compared to one another in geo-space. Lastly is the ID number of the data
point which is used to distinguish between way points. Along the left side of Figure B.1
there is a listing of tables that will be reference later as well. An explanation of the
pertinent tables and what data they hold is listed in Table B.1.
B.2 Road Semantics
The first element that will be updated will be associating roads with the GPS
tracks. To do this, we will relate the centerlines table to the GPS track table with
the sequence of statements that are listed in Table B.2. The first code sequence
returns all GPS tracks that are within 15 meters of a centerline. The second code
sequence removes the duplicate results of the first code sequence as a data point that
is within 15 meters of two different centerlines would be returned twice. The third
code sequence initializes the road value to false (0) on all GPS way points. The fourth
code sequence sets the road value to true (1) whenever a way point is within 15 meters
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Figure B.1: The table holding the basic GPS data
Table B.1: Listing of relevant tables in the Semantic tagging of GPS data
Table Name Description
Ashtech Palomino A events The main table that holds all the GPS
way points that when strung together
in sequence create the track
Centerlines Series of Centerlines of roads in the
OSU area represented as lines
Buildings Polygons that represent different build-
ings on the OSU campus
Ongoing Turns Series of GPS data points with the re-
sults of Turn Detection
OSU Parking Lat Lon Polygons that represent location and
boundaries of parking lots in OSU
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of a centerline. The end result when all the code is run in sequence is the GPS data
table is updated with the semantics of whether a waypoint is on a road or not.
Table B.2: SQL code for updating road semantics
1 SELECT a.*
FROM ashtech palomino a events a, centerlines r
WHERE SDO WITHIN DISTANCE
( a.ORA GEOMETRY, sdo cs.make 2d(r.ORA GEOMETRY),
’DISTANCE=15 UNIT=METER ’)=’TRUE’;
2 SELECT DISTINCT a.ogr fid from ash a center 15 a,
ashtech palomino a events B
WHERE A.ogr FID = b.ogr fid
3 UPDATE ASHTECH PALOMINO A EVENTS SET road = 0
4 UPDATE ashtech palomino a events
SET ashtech palomino a events.road = 1
WHERE EXISTS
(SELECT *
FROM ash a center 15 A1
WHERE A1.ogr fid = ashtech palomino a events.ogr fid)
B.3 Parking Lot Semantics
The second element that will be updated will be associating parking lots with
the GPS way points. To do this, we will relate the parking lot table to the GPS track
table with the sequence of statements that are listed in Table B.3. The first code
sequence returns all GPS tracks that have any interaction with a parking lot polygon.
This “any interaction” in the case of comparing points to polygons, includes any time
the point is within the polygon, or on the edge (boundary) of the polygon. The second
code sequence removes the duplicate results of the first code sequence. The third code
sequence initializes the parking value to false (0) on all GPS waypoints. The fourth
code sequence sets the parking value to true (1) whenever a waypoint interacts with
any parking lot. The end result when all the code is run in sequence is the GPS data
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point table is updated with the semantics of whether each point is within a parking
lot or not.
Table B.3: SQL code for updating parking lot semantics
1 SELECT a.ogr FID
FROM ashtech palomino a events a, osu parking lat lon R
WHERE SDO RELATE(a.ora geometry, R.ora geometry,
’MASK=ANYINTERACT ’) = ’TRUE’
2 SELECT DISTINCT a.ogr fid
FROM ash a PARKING a, ashtech palomino a events B
WHERE A.ogr FID = b.ogr fid
3 UPDATE ashtech palomino a events SET parking = 0
4 UPDATE ashtech palomino a events
SET ashtech palomino a events.PARKING = 1
WHERE EXISTS
(SELECT *
FROM ash a PARKING A1
WHERE A1.ogr fid = ashtech palomino a events.ogr fid)
B.4 Turn Semantics
The next item that we will update semantics on is whether a way point is cur-
rently turning or not and in what direction. To illustrate this, I will just demonstrate
the code for updating left turns as updating right turns is exactly the same. To do
this we will compare the GPS data table with the ongoing turns table. The ongoing
turns data was the results of the Turn Detection System with one change. In the
turn detection, shown in Figure A.5 it was necessary for truth matching to collapse
redundant contiguous turns to determine the accuracy of the turn detection system.
When updating semantics, we are more interested in the series of way points that
constitute the turn, not just the instantaneous point where the midpoint of the turn
is. The series of way points is a better model of the actual behavior of a vehicle as
it typically takes a vehicle a few seconds to complete a turn, rather than it being
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Table B.4: SQL code for updating turn semantics
1 SELECT *
FROM ongoing turns a
WHERE a.”Turn” = ’L’
2 SELECT a.ogr FID
FROM ashtech palomino a events a, ongoing turn L R
WHERE SDO RELATE(a.ora geometry, R.ora geometry,
’MASK=ANYINTERACT ’) = ’TRUE’
3 SELECT DISTINCT a.ogr fid
FROM turn L a, ashtech palomino a events B
WHERE A.ogr FID = b.ogr fid
4 UPDATE ashtech palomino a events SET left = 0
5 UPDATE ashtech palomino a events
SET ashtech palomino a events.left = 1
WHERE EXISTS
(SELECT *
FROM turn L A1
WHERE A1.ogr fid = ashtech palomino a events.ogr fid)
an instantaneous change of direction. As a result, the ongoing turns represents the
results of the turn detection system without collapsing turns.
The SQL code for updating turns is listed in Table B.4. The first code sequence
returns all GPS tracks that are turning. The second code sequence matches the turn-
ing points with the points in the main GPS data table (ashtech palomino a events).
The third code sequence removes the duplicate results of the second code sequence.
The fourth code sequence initializes the turn value (left) to false (0) on all GPS way-
points. The fifth code sequence sets the turn value (left) to true (1) whenever a
waypoint has a turn that matches with that waypoint. The end result when all the
code is run in sequence is the GPS data point table is updated with the semantics of
whether each point is turning or not.
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B.5 Intersection Semantics
The last item that we will update semantics on is whether a waypoint is in a
road intersection or not. The SQL code for accomplishing this is listed in Table B.5.
The first code sequence defines an intersection as the interaction between any two
centerlines. In this way, if centerlines touch or cross, it will be labeled as an inter-
section. Once those combinations of street crossings are determined, the second code
sequence checks each way point to see if it is within 15 meters of two different road
centerlines. The third code sequence removes duplicate results. The fourth code se-
quence initializes the GPS waypoint values of intersection to false (0). Lastly, the fifth
code sequence sets the intersection value to true (1) whenever a waypoint is within
15 meters of two centerlines that cross one another. The result when all sequences of
code are run together is that the GPS waypoint data is updated with whether each
waypoint is in an intersection or not.
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Table B.5: SQL code for updating road intersection semantics
1 SELECT b.strname, C.strname as str name 1, b.ora geometry, c.ora geometry
as ora geometry 1
FROM centerlines c, centerlines b
WHERE SDO RELATE(c.ora geometry, b.ora geometry,
’MASK=TOUCH+OVERLAPBDYINTERSECT
+OVERLAPBDYDISJOINT’) = ’TRUE’
AND (b.ogr fid <> c.ogr fid)
2 SELECT a.ogr FID
FROM ashtech palomino a events a, intersect center i
WHERE SDO WITHIN DISTANCE( a.ora geometry,
sdo cs.make 2d(i.ora geometry), ’DISTANCE=15 UNIT=METER ’)
= ’TRUE’
AND SDO WITHIN DISTANCE( a.ora geometry,
sdo cs.make 2d(i.ora geometry 1), ’DISTANCE=15 UNIT=METER ’)
= ’TRUE’
3 SELECT DISTINCT * FROM ash a intersect
4 UPDATE ashtech palomino a events a SET a.intersection = 0
5 UPDATE ashtech palomino a events
SET ashtech palomino a events.intersection = 1
WHERE EXISTS
(SELECT *
FROM ash a intersect A1
WHERE A1.ogr fid = ashtech palomino a events.ogr fid)
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