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Abstract
Following the successful standardization of High-Speed Packet Access (HSPA),
the 3rd Generation Partnership Project (3GPP) recently speciﬁed the Long
Term Evolution (LTE) as a next generation radio network technology to meet
the increasing performance requirements of mobile broadband. The results in-
clude a ﬂexible and spectrally eﬃcient radio link protocol design with low over-
head. The ﬁrst release of LTE provides peak rates of 300 Mbps in downlink and
75 Mbps in uplink. It is a signiﬁcant increase in spectrum eﬃciency compared
to the previous cellular systems. Single-Carrier Frequency Division Multiple
Access (SC-FDMA) has been selected as the uplink access scheme in the LTE.
With SC-FDMA, the frequency spectrum resource is divided into time-frequency
grids, referred to as resource blocks (RBs). Multiple-access is achieved by dis-
tributing resource blocks to users. The function of resource block allocation
algorithms is to distribute resource blocks among users in a fair and eﬃcient
manner. The Modulation and coding scheme is determined adaptively accord-
ing to the time-varying channel conditions. Sounding Reference Signals (SRS)
are transmitted in the uplink direction to allow for the base station to estimate
the uplink channel quality at diﬀerent frequencies. The LTE system supports
wideband SRS and narrowband SRS.
In this thesis, we propose two resource-block allocation algorithms in or-
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2der to provide quality of service (QoS) for the uplink transmission in the LTE
system. Various classes of traﬃc are transmitted based on their QoS require-
ments, transmission history, and their channel conditions. The ﬁrst algorithm
is called: Class-of-service Aware Scheduling Algorithm (CASA), which employs
the wideband SRS technique together with a credit pooling technique to allocate
resource blocks among customers' classes of service in a fair manner. In CASA,
a weighted round robin arbitration mechanism is employed to determine the
priority of users in each Class-of-service (CoS) by their long term transmission
records. The second algorithm is called: Independent Channel Aware Schedul-
ing Algorithm (ICAS), which employs the narrowband SRS technique. ICAS
algorithm divides resource blocks into a number of groups, and employs a pri-
ority based scheduling to distribute these groups among customers. Both of
these algorithms support Class-of-service (CoS) capabilities. In particular, we
test both algorithms with three CoSs which are based on the well-known Diﬀer-
entiated Services IP (DiﬀServ). These are called: Expedited Forwarding (EF),
Assured Forwarding (AF) and Best Eﬀort (BE). We also consider the chan-
nel condition in our algorithms based on the Adaptive Modulation and Coding
(AMC) scheme.
We have developed an in-house simulation program in C++ to evaluate and
compare the performance of CASA and ICAS algorithms in terms of packet loss
ratio, delay, and throughput. Simulation results show that the proposed algo-
rithms are able to satisfy the QoS requirements. Both of proposed algorithms
support multiple CoSs simultaneously without impeding the ﬁrst class (Expe-
dited Forwarding) transmission. Also, both of the proposed algorithms achieve
high throughput in a large range cell.
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Nomenclature
β¯m mean of received SINR
Tcp Length of Cyclic Preﬁx
N Number of active UEs in the system
Γ(m) Gamma function
m Nakagami fading parameter
RRB Information transmission rate of the resource block
Rbpsymbol Bit rate of each symbol
vj CoS j's weight
Vj CoS j's credit pool size
ui UE's weight (ui)
Ni UE's credit pool size
µij Weight of UE i in CoS j
Ntotal The total number of available resource blocks within a given transmission cycle∑
a ua The sum of all active UEs' weight∑
b vb The sum of CoSs' weight
Reqij The number of Bytes of data requested from UE i for CoS j
nreqij The number of resource blocks requested from UE i for CoS j
Nremainder All remaining credits in the CoS credit pools.
Sgi Group size for UE i
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Mi Amount of data in byte that can be supported within each resource group in
the 0.5 ms timeslot for UE i
Qi Total request size for UE i
Chapter 1
Introduction
With the social and economic progresses, more and more people have started
using mobile communications, leading to a tremendous increase in wireless data
transmission. According to a research report from ERICSSON [34], in 2008 the
increase in data transmission was up by a factor of ﬁve, and large operators'
network are now carrying data on the order of 5∼10 Tbytes/day. This causes
an extremely heavy load for the existing networks. Customers also want better
services from their network operators. So the operators have to ﬁnd a new
technology to provide new and more advanced services at a reasonable cost.
The new technology should also provide existing services in a better and more
cost-eﬃcient way. In order to solve these challenges, the Long Term Evolution
(LTE) was designed as a project of the Third Generation Partnership Project
(3GPP).
From a technical point of view, the LTE provides a downlink peak data rate
of at least 100 Mbps, an uplink data rate of at least 50 Mbps, and round-trip
times of less than 10 ms. LTE supports a wide range of bandwidth, from 1.4
MHz up to 20 MHz. It also supports both Frequency Division Duplex (FDD)
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and Time Division Duplex (TDD). In order to replace the General Packet Radio
Service (GPRS) Core Network and provide compatibility with some legacy or
non-3GPP systems, the LTE system was designed as a ﬂat IP-based network
architecture. The main advantages with LTE are high throughput, low latency,
plug and play, FDD and TDD in the same platform, an improved end-user
experience and a simple architecture resulting in low operating costs. LTE will
also support seamless passing to cell towers with older network technologies
such as GSM, WCDMA, and CDMA2000[36]. The next step for LTE evolution
is LTE Advanced which is currently being standardized in 3GPP Release 10.
The multiple-access scheme in LTE downlink transmission is Orthogonal
Frequency Division Multiple Access (OFDMA), which is based on Orthogo-
nal Frequency Division Multiplexing (OFDM). Based on OFDMA, the entire
bandwidth will be divided into a set of narrowband sub-channels (subcarriers).
Based on this property, LTE network can support a more ﬂexible frequency
selective scheme. During the transmission, the LTE will insert a Cyclic Pre-
ﬁx (CP) for each data symbol to eliminate the Inter-symbol Interference (ISI).
Based on this technique, the User Equipment (UE) can easily detect the data
by a low-complexity single tap equalizer. Cyclic Preﬁx is also important for the
Multiple-input Multiple-output (MIMO) technique implementation.
Because of the power limitation in UE and the relatively larger peak to
average power ratio (PAPR) in OFDMA, the multiple-access for LTE uplink
transmission is chosen as Single-carrier Frequency Division Multiple Access (SC-
FDMA). Unlike OFDMA, in SC-FDMA the system will choose the appropriate
modulation scheme for the entire subcarrier without the single symbol in the
subcarrier. This can improve the Radio Frequency (RF) transmission power
eﬃciency. Like OFDMA, the uplink transmission also employs the Cyclic Preﬁx,
which will help base station to detect the received signal easily.
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In order to estimate the channel condition, the LTE system employs two
types of Sounding Reference Signals (SRS): one is wideband Sounding Reference
Signal; the other one is narrowband Sounding Reference Signal. By employing
a suﬃciently wideband SRS, the entire transmission bandwidth can be covered
by a single wideband SRS. Because the narrowband SRS has much more narrow
bandwidth than wideband SRS, a sequence of narrowband SRS sent from the
UE will jointly cover the entire bandwidth. Based on the strength of the re-
ceived SRS signal in base station, the Adaptive Modulation and Coding (AMC)
scheme can be employed in the LTE to maximize the system throughput by cho-
sen appropriate Modulation and Coding scheme, like BPSK, QPSK and QAM.
When the system employs the 64-QAM, the peak data rate for the downlink
can achieve 300 Mbps; the peak date rate for uplink transmission is approxi-
mately 75 Mbps. This is a suﬃcient transmission capacity in wireless networks,
which allows LTE to support multiple services, such as real-time voice, video,
and non-real time applications (email, website, etc).
In order to support multiple services, the LTE system has to face diﬀerent
Quality-of-service (QoS) requirements, such as delay, throughput and packet loss
ratio. So, it is very important to design an eﬃcient resource allocation algorithm
for the LTE data transmission. We also need to consider long term fair share of
resource between the UEs. In this thesis, we propose two new resource allocation
algorithms for the LTE uplink transmission. One is called Class-of-service Aware
Scheduling Algorithm (CASA); and the other is called Independent Channel
Aware Scheduling Algorithm (ICAS). Both of these algorithms consider the
Class-of-service and the channel condition.
1.1 Review of previous works
Most of the previous works about channel aware scheduling algorithms fo-
CHAPTER 1. INTRODUCTION 15
cused on the OFDMA, like [9]. But the methods they proposed can give us
some insights. Recently, some researchers have conducted research on LTE up-
link transmission with SC-FDMA. In [12], the authors presented the Channel-
Dependent Scheduling (CDS) methods based on the diﬀerent subcarrier map-
ping scheme; Localized FDMA and Interleaved FDMA. Unfortunately, these
algorithms did not consider that the allocated resource blocks have to be kept
continuously in the frequency domain.
In [28], a channel aware scheduling algorithm was proposed to exploit the
bandwidth ﬂexibility. This algorithm employs a resource block-user matrix to
distribute the resource blocks. The system started the distributing processing
from the resource block-user pair with the maximum value in the matrix. The
system expanded bandwidth for this user until another user has a higher metric
value on the adjacent resource block or reached physical constraints (the spec-
trum edge or the resource block had been assigned to another user) on both
sides. This algorithm is simple and ﬂexible. However, it did not consider the
fair share between diﬀerent UEs. It also did not consider the QoS.
In [10], the authors proposed three channel-aware scheduling algorithms:
First Maximum Expansion (FME), the Recursive Maximum Expansion (RME)
and the minimum area-diﬀerence to the envelope ( MADE ). Similar to [28],
all of these three algorithms are implemented based on a two dimensional user-
resource block (user−RB) matrix. The value of the matrix element is dependent
on the channel condition. In FME, the algorithm found combination user−RB
with the highest metric value (i.e. user0−RB0) and assign RB0 to user0. Then
the system expanded user's bandwidth on one side until reached physical con-
straints (the bandwidth edge or the resource block had been assigned to another
user). The RME is similar to FME, but it employs a recursive search for the
largest value. Unlike FME, The expansion for each user in RME is on both
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sides. The expansion will not stop until reached physical constraints or another
user has a higher metric value on the adjacent resource block. The MADE
is a improvement for RME. This algorithm employs another envelope-metric,
which consists of all the maximum values in all RBs' column. After the normal
RME processing ﬁnished, the algorithm will reassemble the user-RB combina-
tion based on the value in envelope-metric to achieve the minimum diﬀerence
between user-RB matrix and envelope-metric. All these three algorithms are
simple and ﬂexible. In MADE , authors also considered the fair share between
diﬀerent users to some extent. But they still have some limitations: If a user
always has a better channel condition than other users, it will receive much
more resource blocks in the whole simulation time. The long term fair share
between diﬀerent users can not be achieved. Additionally, all these three did
not consider the Class-of-service.
In [24], the authors proposed a method that allows the TDD-LTE uplink to
support the VoIP service. This paper introduced the operation of the TDD-LTE
and shown the simulation method for the VoIP and analyzed some restrictive
factors' eﬀect on the VoIP capacity. Based on this paper and G.711 standard, we
employed VoIP transmission in our simulation to represent the ﬁrst class real-
time voice data. We simulated our designed system with the FDD operation.
In [26] and [27], new kinds of the channel estimation methods were intro-
duced. They focus on the diﬀerent area of the LTE network. This is an im-
portant issue that we considered in the resource allocation algorithm designing
processing.
In [30], Weighted Random Early Detection (WRED) buﬀer management
mechanism is introduced and explained. The WRED measures the average
queue size and drops packets based on probability. If most of the buﬀer space is
empty, all incoming packets will be accepted. However, when the average queue
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size exceeds a preconﬁgured minimum threshold, the WRED will drop or accept
the arriving packet based on a certain probability, where the probability is a
function of the average queue size. As the queue size grows, the probability for
dropping an incoming packet grows. When the buﬀer is full, the probability has
reached 1 and all incoming packets are dropped. WRED will keep the average
queue size low while allowing occasional bursts of packets in the queue. We
adopted WRED to manage the Class-of-service (CoS) queues in our proposed
system.
1.2 Thesis Contributions
In order to provide quality of service (QoS) for the uplink transmission in
the LTE system, we designed two resource-block allocation algorithms. Various
classes of traﬃc are transmitted based on their QoS requirements, transmission
history, and their channel conditions. The ﬁrst algorithm is called: Class-of-
service Aware Scheduling Algorithm (CASA), which employs the wideband SRS
technique together with a credit pooling technique to allocate resource blocks
among customers' classes of service in a fair manner. The second algorithm
is called: Independent Channel Aware Scheduling Algorithm (ICAS), which
employs the narrowband SRS technique. ICAS algorithm divides resource blocks
into a number of groups, and employs a priority based scheduling to distribute
these groups among customers. Both of these algorithms support Class-of-
service (CoS) capabilities. The weighted round robin arbitration mechanism is
employed in both algorithms to determine the priority of users by their long
term transmission records. In particular, we test both algorithms with three
CoSs which are based on the well-known Diﬀerentiated Services IP (DiﬀServ).
These are called: Expedited Forwarding (EF), Assured Forwarding (AF) and
Best Eﬀort (BE). We also consider the channel condition in our algorithms based
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on the Adaptive Modulation and Coding (AMC) scheme.
1.3 Thesis Outline
This thesis will be organized as follows. In Chapter 2, we will introduce the
background knowledge about the LTE system and SC-FDMA scheme. Chapter
3 shows the simulated system architecture, which includes: system model, trans-
mission cycle, architecture of the scheduling algorithm and the uplink channel
model. Chapter 4 and Chapter 5 show the Class-of-service Aware Scheduling
Algorithm and Independent Channel Aware Scheduling Algorithm, respectively.
In Chapter 6, we will introduce the simulation setup and analyze the simulation
results. In Chapter 7, we will provide concluding and the possible future work.
Chapter 2
Physical Layer for LTE
Uplink
2.1 Introduction
In this section, we summarized some of the desirable attributes of the LTE
uplink. These attributes are shown below in no particular order:
1. In order to minimize intra-cell interference and maximize capacity, the
uplink transmission for each User Equipment (UE) should be kept or-
thogonal.
2. Adaptive Modulation and Coding scheme will be employed to choose a
wide range of data rates based on the received Signal-to-Interference plus
Noise Ratio (SINR) of sounding reference signal.
3. In order to achieve higher power eﬃciency, transmission waveform should
have low Peak-to-Average Power Ratio (PAPR).
19
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4. It should fully exploit the system bandwidth (up to 20 MHz), even when
the data is being transmitted at low data rates.
5. Frequency-selective scheduling will be employed.
6. In order to exploit spatial diversity and enhance uplink capacity, advanced
multiple-antenna techniques should be employed in the system.
Single-Carrier Frequency Division Multiple Access (SC-FDMA) has been chosen
as the multiple-access scheme for the LTE uplink transmission to achieve the
principles shown above.
2.2 Single Carrier Frequency Division Multiple
Access Principles
Based on the SC-FDMA scheme, the entire bandwidth is divided into mul-
tiple parallel subcarriers, which is similar to OFDMA. By using a Cyclic Preﬁx
(CP) or guard time, diﬀerent frequency-selective channels will be kept orthog-
onal. Using a Cyclic Preﬁx can also eliminate the impact of the Inter-Symbol
Interference (ISI) between SC-FDMA information blocks. It transforms the
linear convolution of the multipath-channel into a circular convolution. The
receiver can simply use a complex gain factor to scale each subcarrier in order
to equalize the channel.
However, unlike OFDMA, where the data symbols directly modulate each
subcarrier independently (such that the amplitude of each subcarrier at a given
time interval is set by the constellation points of the digital modulation scheme),
in SC-FDMA the signal modulated onto a given subcarrier is a linear combi-
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Figure 2.2.1: SC-FDMA transmitter and Receiver
nation of all the data symbols transmitted at the same time interval. This is
achieved by employing the Discrete Fourier Transform (DFT) element in the
transmitter [1]. Thus in each symbol period, all the transmitted subcarriers of
an SC-FDMA signal carry a component of each modulated data symbol. This
gives SC-FDMA its crucial single-carrier property, which results in the PAPR
being signiﬁcantly lower than pure multicarrier transmission schemes such as
OFDMA. The receiver and transmitter structure for SC-FDMA are shown in
Figure 2.2.1.
2.3 Uplink Physical Resource
In the LTE system, the uplink transmission scheme is based on the SC-
FDMA. The wireless resource is speciﬁed in both time-domain and frequency-
domain. According to the proposed LTE standard [5], in the time-domain, the
LTE uplink consists of 10 ms radio frame, divided into 10 equal size sub-frames
with 1.0 ms length. Figure 2.3.1 shows the general structure of the LTE uplink.
To be more speciﬁc, each 1 ms sub-frame consists of two equal size 0.5 ms
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Figure 2.3.1: General LTE uplink time-domain structure
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Figure 2.3.2: Details of the LTE uplink structure
time slots, which is shown in Figure 2.3.2. In order to eliminate the Inter-Symbol
Interference (ISI), the LTE also employs the Cyclic Preﬁx (CP). There are two
kinds of CP. One is called normal CP, whose length is Tcp ≈ 5.1µs in the ﬁrst
symbol and Tcp ≈ 4.7µs in all other symbols. The other is called extended CP,
whose length is Tcp ≈ 16.7µs.
In frequency domain, the LTE system considers the radio resource as Re-
source Blocks (RBs). The LTE uplink consists of a number of resource blocks,
ranging from 6 to 110 resource blocks. This corresponds to the entire uplink
bandwidth from 1 MHz to 20 MHz. As shown in Figure 2.3.3, each resource
block consists of 12 equal size subcarriers in frequency domain. Each subcarrier
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Figure 2.3.3: Structure of Resource Block in frequency domain
has 15 KHz space.
Figure 2.3.4 shows the structure of a resource block in both time and fre-
quency domain. Each resource block can be considered as a two dimensional
radio resource unit. It consists of 12 subcarriers during 0.5 ms slot. Each sub-
carrier contains seven or six resource elements, according to normal CP and
extended CP. So each resource block square is consisted of 84 or 72 resource
elements.
LTE uplink transmission supports both Frequency Division Duplex (FDD)
and Time Division Duplex (TDD) as shown in Figure 2.3.5. In FDD technique,
the LTE employs two separated transmission band, one for uplink transmission
and the other for downlink transmission. Both uplink and downlink transmis-
sions can be implemented simultaneously. TDD is a kind of Time Division
Multiplex (TDM) technique. Both uplink and downlink transmissions share a
transmission band. In order to eliminate the transmission collision happened
during the uplink and downlink switching, the system employs a special frame.
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Figure 2.3.4: Resource block structure in both frequency and time domain
As shown in Figure 2.3.5.(b), the special frame contains the Uplink Part, Guard
Period, and the Downlink Period. Both Uplink Part and Downlink Part can
support the normal transmission data.
2.4 Uplink Reference Signals
In order to help the system to perform demodulation and channel condition
estimation, the LTE uplink transmission employs two kinds of reference signals.
One is Demodulation Reference Signal (DRS) and the other is Sounding Refer-
ence Signal (SRS). Demodulation Reference Signal is used to help the system to
determine the demodulation scheme, so it will be transmitted with the uplink
data on Physical Uplink Shared Channel (PUSCH). If there is no data transmit-
ted on the uplink, the DRS will be transmitted on the Physical Uplink Control
Channel (PUCCH). Unlike DRS, the Sounding Reference Signal will be used
to help the base station to estimate the channel condition and to enable the
frequency selective scheme. The Sounding Reference Signal will cover the whole
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Figure 2.3.5: Illustrations for both FDD and TDD
bandwidth, so it will not be associated with uplink data. Both the Demodula-
tion Reference Signal and Sounding Reference Signal are time multiplexed with
the uplink data. In our paper, we focus on the scheduling algorithms, so the
Sounding Reference Signal is more important than the Demodulation Reference
Signal.
2.4.1 Sounding Reference Signal
As we mentioned above, the Sounding Reference Signal will be used to esti-
mate the transmission channel condition. The channel condition is an important
factor that is considered in our algorithm. For this reason, the detailed expla-
nation of Sounding Reference Signal is given below.
The Sounding Reference Signal will be transmitted from UEs periodically.
The transmission interval could be chosen as 2, 5, 10, 20, 40, 80, 160 and 320
ms. When the Sounding Reference Signal is being transmitted, it will always
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Figure 2.4.1: Illustration of the SRS position with 2 ms interval
occupy the last symbol of the sub-frame, which is shown in Figure 2.4.1.
Since the base station has to estimate the channel condition for all the UEs,
the Sounding Reference Signal should be overlapped very well. In order to avoid
collision between Sounding Reference Signal and the PUSCH transmission from
other UEs, all UEs will be aware of which sub-frame will be used to transmit the
Sounding Reference Signal. On the other hand, if the Sounding Reference Sig-
nal from diﬀerent UEs will cover the same bandwidth, the system can transmit
them simultaneously based on the Phase Rotation technique. Diﬀerent Sound-
ing Reference Signals can be orthogonal with each other by assigning diﬀerent
phase rotations. When the Sounding Reference signal is mapped to subcarriers,
the spectrum can be considered as a `comb'. By assigning diﬀerent oﬀsets to
diﬀerent Sounding Reference Signal, the phase rotation can be achieved. Mul-
tiple Sounding Reference Signals can be transmitted in parallel, which is shown
in Figure 2.4.2.
In order to cover the interest bandwidth in frequency domain, the LTE
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Figure 2.4.2: Illustration of the SRS parallel transmission
system employs two types of Sounding Reference Signals: one is wideband SRS;
the other one is narrowband SRS. Each type of Sounding Reference Signal works
as follows [5]:
1. By employing a suﬃciently wideband SRS, a single wideband SRS can
cover the entire transmission spectrum.
2. The narrowband SRS has much more narrow bandwidth than wideband
SRS. In order to cover the transmission bandwidth, the LTE system sup-
ports frequency hopping of narrowband SRS. As shown in Figure 2.4.3.(b),
in order to cover the entire spectrum, a sequence of narrowband SRS sig-
nals will be sent periodically. Each narrowband SRS signal will cover a
part of spectrum. The base station will use the received SINR of each nar-
rowband SRS to estimate the channel condition for its covered spectrum.
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Figure 2.4.3: Operations of Wideband SRS (a) and Narrowband SRS (b)
As shown in Figure 2.4.3, we can see that the main beneﬁt of the wide-
band SRS is that the entire bandwidth can be covered by a single wideband
SRS. As the Sounding Reference Signal is time division multiplexed with the
transmitted data, the wideband SRS has a higher bandwidth eﬃciency than the
narrowband SRS. However, if the system is running in a bad channel condition
(i.e. high uplink path loss), the received wideband SRS may have a relatively
lower power strength. And this may reduce the quality of the channel condition
estimation, even though there are some high quality sub-channel is existing. So
in this case, the narrowband SRS will be more eﬃcient in the channel condition
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estimation processing. The narrowband SRS will give the base station more
speciﬁc information about the channel condition.
2.5 Summary
In this chapter, we introduced some important properties of the SC-FDMA
transmission scheme used for the LTE uplink. We introduce physical resource
in LTE uplink, with which we will use to transmit data. We also introduced
details about the sounding reference signal technique, which is one of the most
important techniques in our design. Based on the back ground knowledge men-
tioned above, we will introduce the speciﬁc information about the LTE system
used in our simulation in Chapter 3.
Chapter 3
System Architecture
3.1 Basic Model of LTE Wireless System
In this thesis, we consider the uplink of a single-cell operating in Frequency
Division Duplex (FDD). The cell contains one base station communicating si-
multaneously with N mobile user equipments (UEs). For convenience, we only
focus on uplink transmission. We assume this LTE communication system has
a 20 MHz bandwidth. In the frequency domain, the channel is grouped into 100
available RBs. Each RB consists of 12 subcarriers each with a 0.5 ms slot. Each
subcarrier has a 15 KHz space. The multiple-access is achieved by distributing
RBs to UEs. In the frequency domain, the RBs allocated to each UE should be
continuous.
The modulation and coding mode for any UE is speciﬁed adaptively ac-
cording to the UE's channel condition. The representative modulation schemes,
which include BPSK, QPSK, 16QAM and 64QAM, are adopted in our discussion
according to the instantaneous Signal-to-Interference plus Noise Ratio (SINR)
of the entire channel or the narrowband sub-channel, based on the wideband
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Parameter Value
System LTE
Uplink Channel Bandwidth 20 MHz
Subcarrier spacing 15 KHz
RB size 12 subcarriers
Total number of RBs in frequency domain 100
Frame period 10 ms
Sub-frame period 1 ms
Timeslot period 0.5 ms
Transmission Time Interval (TTI) 0.5 ms / 1.0 ms
Table 3.2: Summary of the test LTE system
SRS or narrowband SRS technique, respectively. According to proposed LTE
standard, the resource is considered as resource block (RB) when Transmission
Time Interval (TTI) is set to 0.5 ms, and a pair of adjacent resource blocks
when TTI is set to 1 ms. The parameters of this LTE communication system,
which we consider in this thesis, are summarized in Table 3.1.
3.2 Transmission Cycle
A typical transmission cycle begins with the execution of the proposed al-
gorithm in the base station. After the scheduling process completed, the base
station sends the grant message to the users with the downlink data. After
the users received the grant message, users will use the assigned resource to
transmit data at the assigned time interval in parallel during next 2 ms time
interval. In our simulation, the transmission cycle consists of scheduling time,
grant transmission time and the data transmission time, as shown in the ﬁgure
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Figure 3.2.1: Illustration of transmission cycle
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Figure 3.3.1: The general architecture of the scheduling algorithm
3.2.1.
3.3 Architecture of the scheduling algorithm
In this thesis, we focus on the uplink transmission for simpliﬁcation. Figure
3.3.1 shows the general architecture of the scheduling algorithm for the uplink
data transmission. We assume that the user can generate multiple classes of
data, such as real time video, real time voice and non-real time data. UE will
employ multiple CoS queue buﬀer for diﬀerent CoS data. The user's generated
data will be classiﬁed according to their diﬀerent classes and stored in diﬀerent
CoS queues. Based on the CoS queue size, the user will send the request infor-
mation to the base station. The request information contains the user I.D, CoS
I.D and the waiting data size in byte. Also, during the transmission cycle, the
user will send the Sounding Reference Signal to the base station.
After the transmission cycle is ﬁnished, the scheduler will start the schedul-
ing process. Based on the channel estimates obtained at the base station, the
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Adaptive Modulation and Coding (AMC) selector determines the modulation-
coding pair, whose index will be sent back to user with the grant information.
The scheduler will use this value to calculate the transmission rates for users,
which will be used in the scheduling algorithm. This processing will be shown
in Chapter 3.5.
The base station also employs a resource-allocation matrix, as shown in both
Figure 3.3.2 and Figure 3.3.3. The Transmission Time Interval (TTI) in LTE
has two length, one is 0.5 ms; the other is 1.0 ms. If the system employs the 0.5
ms TTI, the minimum unit of the available resource in the system is RB. The
two dimensional resource-allocation matrix will consist of four 0.5 ms column in
time domain and 100 RB in frequency domain, which is shown in Figure 3.3.2.
The total amount of resource in this resource-allocation matrix is 400 RBs. If
the system employs the 1.0 ms TTI, the minimum unit of the available resource
in the system is RB-pair. The two dimensional resource-allocation matrix will
consist of two 1.0 ms column in time domain and 100 RB-pairs in frequency
domain, which is shown in Figure 3.3.3. The total amount of resource in this
resource-allocation matrix is 200 RB-pairs.
In our proposed Class-of-service Aware Scheduling Algorithm (CASA), the
resource-allocation matrix will work as a re-arrange matrix. After the scheduler
allocated the resource to users based on the Class-of-service requirement, the
matrix will add the resource block I.D information to the grant information
from the scheduler, which only has the grant size information.
In the Independent Channel Aware Scheduling (ICAS) algorithm, the resource-
allocation matrix works with the scheduler together. During the algorithm work-
ing time, the matrix will share the resource information with the scheduler. And
after the scheduling processing ﬁnished, the matrix will also stop.
After the distribution processing is ﬁnished, the base station will send the
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Figure 3.3.2: The resource-allocation matrix for 0.5 ms resource blocks
CHAPTER 3. SYSTEM ARCHITECTURE 37
Figure 3.3.3: The resource-allocation matrix for 1 ms resource block pairs
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grant information to the users. The grant message includes the information
about the number of resource blocks for each CoS, the resource block I.D. and
the user I.D.
3.4 Uplink Channel Model
According to [9], we assume that the uplink channel is a general Nakagami-m
model in our simulation. The channel state stays essentially invariant during the
information transmission time. In order to estimate the channel condition, the
received SINR β is thus a random variable with a Gamma probability density
function [32], which is given by:
p(β) =
mmβm−1
β¯mΓ(m)
exp(−mβ
β¯
), β ≥ 0 (3.4.1)
Γ(m) =
ˆ ∞
0
tm−1e−tdt, m ≥ 1
2
(3.4.2)
where β¯mis the mean of received SINR, Γ(m) is the Gamma function, and m
is the Nakagami fading parameter. According to [35], the channel model is
suitable for ﬂat-fading channels as well as frequency-selective fading channels
cooperated with orthogonal frequency-division multiplexing (OFDM) systems,
when m = 1.
When m = 1, the SINR of the received SRS signal β, which is a random
variable with a probability density function given by:
p(β) =
1
β¯
exp
(
−β
β¯
)
=
1
β¯
exp
(
−β
β¯
)
, β ≥ 0 (3.4.3)
where β¯ is the mean of SINR and is assumed to be a function of distance in our
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simulations, as shown below:
β¯ =

19 0Km < D ≤ 2Km
15 2Km < D ≤ 10Km
7 10Km < D ≤ 20Km
4 else
(3.4.4)
3.5 Parameters of AMC mode
Adaptive Modulation and Coding (AMC) scheme is used to adaptively adjust
the modulation-coding pair for each user or each resource block according to the
wideband SRS or narrowband SRS technique respectively. With AMC scheme,
the power of the transmitted signal is kept constant during the transmission
cycle. The modulation and coding format is adjusted according to the strength
of the received SRS signals, which is represented by Signal-to-Interference plus
Noise Ratio (SINR). Based on the AMC, the base station determines the trans-
mission rate for users, which will help the system to achieve a good balance
between transmission capacity and the transmission accuracy. Consequently,
the transmission rate of each resource block changes periodically according to
its AMC mode, which is shown in Table 3.2.
For example, if the received SINR of the SRS is in the range of 7 ∼ 11 dB,
then the base station will choose mode 3 for this user. In this case, we know
that one symbol represents 2 bits with QPSK modulation scheme. With the
coding rate 3/4, the information bit rate on each symbol is thus:
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AMC SINR(dB) Modulation Coding Bit/symbol RRB (Kbps)
1 1.5∼4 BPSK 1/2 0.5 84
2 4∼7 QPSK 1/2 1.0 164
3 7∼11 QPSK 3/4 1.5 252
4 11.5∼13.5 16QAM 9/16 2.25 378
5 13.5∼18.5 16QAM 3/4 3.0 504
6 >18.5 64QAM 3/4 4.5 756
Table 3.4: Summary of the Adaptive Modulation and Coding scheme mode
Rbpsymbol = 2 bit/symbol × 3
4
= 1.5 bit/symbol (3.5.1)
Based on the structure of the LTE uplink resource block we mentioned in
section 3.4, the information transmission rate of the resource block is given by:
RRB = Rbpsymbol × 7 symbol/subc× 12 subc/RB × 1RB
0.5ms
= 1.5 bit/symbol × 7 symbol/subc× 12 subc/RB × 1RB
0.5ms
(3.5.2)
= 252Kbps
Similarly, we can obtain the information transmission rate for the resource
block with other AMC modes.
3.6 Buﬀer management in UE
In our design, every UE will generate multiple classes of data based on the
Class-of-Service (CoS). Before the data can be transmitted, it has to be stored
in the UE's buﬀer. So we assume that each UE will separate the buﬀer into a
number of queues, each queue serving a speciﬁc CoS. The CoSs may be used
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to deliver a type of data, such as real-time voice, video and non-real-time data
traﬃc. They can also be mapped to standardized classes deﬁned in DiﬀServ.
DiﬀServ is a computer networking architecture that speciﬁes a simple, scalable
and coarse-grained mechanism for classifying, managing network traﬃc and pro-
viding Quality of Service (QoS) guarantees on modern IP networks. In our the-
sis, CoS1 will be mapped to Expedited Forwarding (EF), which provides for low
loss and delay-sensitive services; CoS2 will be mapped to Assured Forwarding
(AF), which provides for low loss services; and CoS3 will be mapped to Best
Eﬀort (BE), which does not require any commitment from the network. All of
the queues in each UE share a common buﬀer space. The well-known Weighted
Random Early Detection (WRED) buﬀer management mechanism [30] is imple-
mented in every UE in order to monitor these queues and penalize them if they
take up more than their fair share of the buﬀer space.
WRED operates on the average queue size Sα for every CoS n (or queue n
), where α is from 1 to n. On the arrival of a CoS n packet at the UE buﬀer,
the WRED computes a new value for Sα using an exponential weighted moving
average:
Sα = η × Si + (1− η)× S′α (3.6.1)
, where η is a weight parameter, and Si is the current queue size for all CoSs
1 to n. The WRED will then decide to drop the newly arrived packet based on
the outcome of the following tests:
1. If Sα is less than a predetermined minimum queue threshold (Smin), the
packet will not be dropped;
2. Else, if Sα exceeds a predetermined maximum queue threshold (Smax),
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Figure 3.6.1: Illustration of the WRED processing
the packet will be dropped;
3. Else, the packet will be dropped with the probability (p)
p = Pd × (Sα − Smin)/(Smax − Smin) (3.6.2)
, where Pd is a maximum drop probability [30]. This processing is illustrated
by Figure 3.6.1
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3.7 Summary
In this chapter, we introduced some details of our design, such as system
model, transmission cycle, architecture of the scheduling algorithm, uplink chan-
nel model and so on. In section 3.5, we introduced AMC scheme. Using the
AMC scheme, the base station can choose the transmission rates for users based
on their channel condition, which is an important factor considered in our pro-
posed algorithm. In section 3.6, WRED buﬀer management buﬀer management
mechanism is introduced. WRED keep the average queue size low while allow-
ing occasional bursts of packets in the queue. It helps our proposed algorithms
provide a more fair service for all the incoming packets. According the infor-
mation we mentioned above, we will introduce CASA and ICAS algorithms in
coming chapters.
Chapter 4
Class-of-service Aware
Scheduling Algorithm
In this chapter, we will introduce the Class-of-service Aware Scheduling Al-
gorithm (CASA). This algorithm employs the wideband SRS technique together
with a credit pooling technique to distribute resource among customers' classes
of service in a fair manner.
4.1 System Structure
Figure 4.1.1 shows the structure of the CASA implemented in the base sta-
tion. The base station maintains credit pools for both CoSs and UEs. The
credit pool for a given CoS is used to enforce a long-term average rate of CoS
traﬃc transmitted from all users, while still permitting short-term bursts above
the allowed amount of resources. The credit pool for CoS j has a set of two
programmable parameters: weight (vj) and the number of resource blocks (Vj),
which will ﬁll into the credit pool before scheduler processing. The base station
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Figure 4.1.1: Structure of the CASA system
also maintains N credit pools for UEs, which are used to control the usage of
the resource blocks by UEs. N is the number of active UEs in the system. The
credit pool for UE i has two parameters: weight (ui) and the number of resource
blocks (Ni), which will ﬁll into the credit pool before scheduler processing. In
our design, the value of UE i's weight ui is conﬁgured by the user's service level
agreement (SLA) [37]. In our thesis, the scheduling interval of CASA is set to
be 2 ms.
At the beginning of every cycle, all the CoSs' and UEs' credit pools are
initialized with their pre-conﬁgured Vj and Ni for the next cycle, respectively.
A request from an active UE i for a certain CoS j is granted if there are enough
resource blocks in both the UE and CoS credit pool. A fair distribution of CoS
j credits among UEs is established through the assignment of the weight µij .
In this algorithm, we use Weighted UE scheduling Order (WUSO) arbitration
mechanism to enforce these weights [6].
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There are M WUSO arbiters in the system, one arbiter before each CoS.
Each WUSO arbiter j ensures that the contending UEs for CoS j will receive
a fair share of the CoS credit pool, based on their weights. The arbiter uses
the number of CoS j bytes scheduled so far for every UE i (aij) and the total
number of CoS j bytes scheduled so far (Aj) in order to obtain a relative priority
pij with which new requests from UEs will be processed. Ideally, the ratio of aij
to Aj should be µij . The goal of the WUSO arbiter j is to achieve this optimum
ratio for every UE. For example, both UE x and UE y are requesting resources
from CoS j's credit pool:
pxj =
axj
Aj
− µxj
µxj
< pyj =
ayj
Aj
− µyj
µyj
(4.1.1)
If expression 4.1.1 is true then UE x will be considered for CoS j credits
before UE y. Otherwise, UE y will be considered before UE x. The advantage
of the WUSO arbitration mechanism is that it can be executed oine (i.e.,
during the previous cycle) in order to produce the UE orders for the current
cycle.
The wideband SRS technique is employed with this algorithm. During the
transmission cycle, each UE will send a single wideband SRS signal to the
base station. As we mentioned in Chapter 3.2, the transmission cycle in our
simulation is 4 ms. As shown in Figure 4.1.2, the wideband SRS will be sent
by UE periodically in every 2 ms. The single wideband SRS will cover the
whole uplink bandwidth. In our thesis, bandwidth is 20 MHz space in the
frequency domain. The whole bandwidth consists of 100 resource blocks in
the frequency domain. After the base station received this wideband SRS, the
Adaptive Modulation and Coding (AMC) selector will choose the appropriate
transmission rate for the UE, based on the SINR of the received reference signal.
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Figure 4.1.2: Illustration of the wideband SRS transmission
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For example, if the received SINR of this wideband SRS is in the range of 7 ∼ 11
dB, then the base station will choose mode 3 for this UE based on Table 3.2. In
this case, one symbol represents 2 bits with QPSK modulation scheme. With
the coding rate 3/4, the information bit rate on each symbol is given by:
Rbpsymbol = 2 bit/symbol × 3
4
= 1.5 bit/symbol (4.1.2)
Based on the structure of the LTE uplink resource block we mentioned in
section 3.4, the information transmission rate of the resource block is given by:
RRB = Rbpsymbol × 7 symbol/subc× 12 subc/RB × 1RB
0.5ms
= 1.5 bit/symbol × 7 symbol/subc× 12 subc/RB × 1RB
0.5ms
(4.1.3)
= 252Kbps
Because of the single wideband SRS signal from UE will cover the whole
bandwidth, only one SINR value can be obtained. So, for each UE, all the
resource blocks in the system will have the same transmission rate during a
given transmission cycle.
A re-arrange buﬀer is employed with CASA. The re-arrange buﬀer stores
the credit calculated for all UEs during the scheduler processing. Each entry
of the re-arrange buﬀer contains three information elements: UE I.D, CoS I.D
and the number of resource blocks given to that speciﬁc UE in that CoS. At
the end of the scheduling time, the total number of resource blocks stored in
the rearrange buﬀer will not be more than the maximum number of resource
blocks in the transmission cycle. After the scheduling is completed, the base
station will rearrange the resource blocks so that all grants for a certain UE will
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be grouped together. Then the rearrange buﬀer generates grant messages and
sends them to UEs. The grant message contains: UE I.D, CoS I.D, RB I.D,
and the amount of allocated RBs. The data transmission will start from the
farthest UE to the nearest UE.
4.2 Grant Processing
The base station will use the following algorithm (CASA) to calculate grants
for each UE. The CASA algorithm includes two rounds of execution. The ﬁrst
round is mandatory that gives rise to the distribution of the most of the available
resource blocks between UEs. At the end of this round, some of the resource
blocks may still remain in the credit pools. The second round is designed to
redistribute the remaining resource blocks between UEs. And the second round
of the algorithm will lead to a work-conserving scheduling service.
Round 1
Step 1: The base station will choose an appropriate transmission rate Ri
for each UE based on the SINR of the received reference signal as we mentioned
before.
Step 2: The base station will ﬁll up both CoS and UE credit pools, which
are given by:
Ni =
⌊
ui∑
a ua
×Ntotal
⌋
(4.2.1)
Vj =
⌊
vj∑
b vb
×Ntotal
⌋
(4.2.2)
,where Ntotal is the total number of available resource blocks within a given
transmission cycle.
∑
a ua is the sum of all active UEs' weight.
∑
b vb is the
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sum of CoSs' weight.
Step 3: For each UE, the base station will convert the number of CoS Bytes
of data requested from each UE to the number of resource blocks:
nreqij =
⌈
Reqij
Ri × 0.5ms
⌉
(4.2.3)
,where Reqij is the number of Bytes of data requested from UE i for CoS j.
Step 4: The base station begins processing grants for CoS 1 ﬁrst. After CoS
1 grants for all UEs are calculated, the base station will process CoS 2 grants.
In general, the base station will begin processing CoS j grants only after all CoS
(j − 1) grants have been calculated.
The calculation of CoS j grant for each UE is as follows. The base station
takes the ﬁrst UE, for example UE i stored in the priority database pij , and
compares the requested number of resource blocks nreqij with both CoS j and
UE i credit pool (Ni and Vj), and will grant this request if there is an equivalent
amount of credits exist in both CoS j and UE i credit pools. If either of these
credit pools does not have enough credits, UE i will get all the existing credits
from the smaller credit pool. The base station will put UE i into the partial
grant set. Whenever the base station issues a full or partial grant, it subtracts
the number of resource blocks from both the credit pools. The base station
then calculates a grant for the next UE in the priority database using the above
algorithm.
Round 2
The base station ﬁrst examines the total number of credits in all CoS credit
pools. If the total number of credits is zero, the grant processing will be ﬁn-
ished. If the total number of credits is not zero, it means that there are some
credits still remaining in the CoS credit pools altogether, which is represented
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by Nremainder. These unused credits can be recollected and distributed be-
tween UEs that have received partial or no grant in Round 1. The base station
distributes these unused credits between the CoSs in proportion (vj):
V
′
j =

⌊
vj∑
b vb
×Nremainder
⌋
j=1⌊
vj∑
b vb
×Nremainder
⌋
+ αj−1 j>1
(4.2.4)
The ﬁrst term in the right side of (4.2.1) represents the fair share of the
remaining credits (from Round 1) that will be given to each CoS in the second
round. While CoS 1 gets its fair share only, a lower priority CoS j (j > 1) gets
its fair share plus extra αj−1 credits. The αj−1 is the total credits that will
remain unused in CoS j1 credit pool when the processing of grants for that
CoS is completed in the second round.
The base station executes the same algorithm as in Round 1, but this time
it only considers the UEs stay in the partial grant set. Like in Round 1, the
CoS 1 grants are processed ﬁrst, followed by other CoSs in sequence. Once the
processing of grants for CoS 1 is completed, the base station knows exactly how
many credits are still remaining in the CoS 1 credit pool, i.e. α1. The base
station will then conﬁgure CoS 1 credit pool with its fair share of the remaining
bandwidth plus α1. In general, the exact value for αj−1 is known once the
processing of grants for CoS (j − 1) is completed.
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Figure 4.2.1: Illustration of the grant processing
Chapter 5
Independent Channel Aware
Scheduling Algorithm
In this chapter, we will introduce the Independent Channel Aware Schedul-
ing Algorithm (ICAS). This algorithm employs the narrowband SRS technique
together with a credit pooling technique to allocate resource blocks among cus-
tomers' classes of service in a fair manner.
5.1 System Structure
Figure 5.1.1 shows, the structure of the ICAS implemented in the base sta-
tion. The base station maintains N credit pools for UEs, which are used to
control the usage of the resource blocks by UEs. The credit pool for UE i has
two parameters: weight (ui) and the size (Ni). ui is a pre-conﬁgured value,
which is based on the Service Level Agreement (SLA) [37]. Ni will be initialized
in grant processing. In our thesis, the scheduling interval of ICAS is set to be 2
ms.
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Figure 5.1.1: Structure of the ICAS system
Similar to CASA, the Weighted UE scheduling Order (WUSO) arbitration
mechanism is also employed with the ICAS. But in ICAS, the base station only
employs one WUSO arbiter to ensure that the contending UE i will receive a
fair share of the resource, based on its weight (µi) in WUSO. In our thesis, we
set µi = ui. In order to achieve expected Class-of-service, UE will distribute
assigned resource blocks to diﬀerent CoSs based on their weight.
During the transmission cycle, each UE will send four groups of 25 narrow-
band SRS signals to the base station. Each group of narrowband SRS signals
will cover one fourth of the entire 100 resource blocks in the frequency domain,
which is shown in Figure 5.1.2. Since diﬀerent resource block will be covered by
diﬀerent narrowband SRS, the base station will consider the resource blocks in
the frequency domain to be diﬀerent. So in this algorithm, the base station will
choose the transmission rate for each resource block in the frequency domain
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Figure 5.1.2: The transmission of the narrowband SRS in ICAS
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based on the received SINR of each narrowband SRS signal.
5.2 Grant Processing
The base station will use the following algorithm (ICAS) to calculate grants
for each UE. The ICAS algorithm includes two rounds of execution. The ﬁrst
round is mandatory that gives rise to the assignment of most of the available
resource blocks between UEs. At the end of this round, some of resource blocks
may still remain in the system. The second round is designed to reassign the
remaining resource blocks between UEs, which received partial grant in the
ﬁrst round. The second round of the algorithm will lead to a work-conserving
scheduling service.
Round 1
Step 1: The base station will choose an appropriate transmission rate Rim
for UE i on the mth (m = 1, ..., 100) resource block in the frequency domain
based on the mth SINR of the received narrowband SRS signal, this processing
had been mentioned in Chapter 3.5.
Step 2: The base station takes the ﬁrst UE, for example UE i, stored in the
priority database WUSO based on its priority value pi:
pi =
ai
A − µi
µi
(5.2.1)
,where ai is the total amount of data (Bytes) sent by UE i in the previous
transmission, and A is the total amount of data (Bytes) transmitted in the
system.
Step 3: The base station will assign a group of resource blocks to UE i,
which is consists of four 0.5 ms time slots. The group size is deﬁned by the
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Figure 5.2.1: The processing for choosing resource blocks group for UE i
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number of resource blocks in a 0.5 ms timeslot. So the group size for UE i is
given by:
Sgi =
⌊
µi∑
s µs
× 100RB
⌋
(5.2.2)
where the
∑
s µs is the sum of all active UEs' weights. Since the resource blocks
within each group (Sgi) have to be adjacent, there are at most ni diﬀerent
locations within the 0.5 ms timeslot where the group can be located, where ni
is given by:
ni =
⌊
100
Sgi
⌋
(5.2.3)
Then the base station will decide the position of the group for UE i based on the
UE channel condition. As shown in Figure 5.2.1, the base station will calculate
the amount of data in byte (Mia and a is from 1 to ni) that can be supported
within each resource group in the 0.5 ms timeslot for UE i:
Mi1 =
Sgi∑
m=1
(Rim × 0.5 ms)
Mi2 =
2×Sgi∑
m=Sgi+1
(Rim × 0.5 ms)
...
Mini =
ni×Sgi∑
m=(ni−1)×Sgi+1
(Rim × 0.5 ms)
Then the base station will assign the group with maximum value (Maxi =
MAX(Mi1, ..., Min)) to UE i and initialize the UE credit pool size to be
Ni = 4×Maxi (5.2.4)
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Figure 5.2.2: Illustration of remove of the resource blocks group of UE i
Because of the scheduling interval is set to be 2 ms, there are four 0.5 ms time
slots in the group in equation (5.2.4). After the group is assigned to UE i, the
base station will remove the allocated resource group to UE i from the available
spectrum, which is shown in Figure 5.2.2. Sgi will be subtracted from the total
100 available resource blocks in 0.5 ms timeslot.
Step 4:
1. The base station will calculate the total request size Qi for UE i:
Qi =
l∑
j=1
Reqij (5.2.5)
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where l is the number of CoSs. Reqij is the number of Bytes of data
requested from UE i for CoS j.
2. The base station compares the request size Qi with the UE i credit pool
size Ni. If Qi > Ni, the base station will assign Ni to UE i, which means
the whole group of resource blocks will be assigned to UE i. The base
station will begin the allocation from CoS 1. And the grant for CoS j will
be calculated only after CoS j−1 grants have been calculated. Each CoS'
grant is calculated based on it predeﬁned proportion. UE i will be moved
to partial grant set. If Qi = Ni, the base station will assign Ni to UE i.
Base station will consider UE i received a full grant. If Qi < Ni, then the
base station will check whether Qi can be accommodated by a multiple
integral time slots in the group. The number of integral time slots (c) is
given by
c =
⌊
Qi
Maxi
⌋
where c could be 1, 2 or 3. If Qi = c×Maxi, the base station will assign
c time slots of resource blocks in the group to UE i. If Qi > c×Maxi, the
base station will assign the integral time slots (c) of resource blocks to UE
i ﬁrstly and subtract this part of data from Qi, since the resource blocks
in one time slot must keep continuously. Since the base station knows the
transmission rates of all resource blocks in the (c+1)th time slot, the base
station can pick up a minimum set of continuous resource blocks for UE i
to transmit the rest requested data (Qi − c×Maxi). UE i will receive a
full grant. Figure 5.2.3 shows an example of the processing we mentioned
above, in this example we assume Qi = 70 and Maxi = 20. There are
eight resource blocks in one time slot.
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3. After the grant calculation for UE i, the base station then calculates a
grant for the next UE in the priority database using the above algorithm.
Round 2
Firstly, the base station examines the partial grant set. If the partial grant
set is empty then ﬁnish the processing and send the grant information to UEs.
If the partial grant set is not zero, it means that there are some UEs that
received a partial grant in Round 1. Like Round 1, the base station will pick
up the UE in the partial grant set who has a lower priority value. Since the
resource blocks in the frequency domain must be continuous, the base station
will make sure that it assigns the resource blocks to the UE continuously in
the frequency domain. So the base station will check if there are any unused
resource blocks existing in both the upper side and lower side of the UE group.
The base station will check whether these unused resource blocks connect with
the UE group. If it is true, the base station will assign these extra resource
blocks to the UE. Otherwise, these unused resource blocks will not be assigned
to UE. The processing is shown in the back slash part of Figure 5.2.4. In Figure
5.2.4, the UE assigned in group i received a partial grant in round 1. In round
2, the base station will check if there are unused resource blocks in both group
i − 1 and group i + 1. If it is true, the base station will check whether these
unused resource blocks connect with group i. In Figure 5.2.4, we can see that in
group i− 1 there are some resource blocks that had been assigned in time slot
3. The base station can only allocate the resource blocks above those assigned
resource blocks to the UE in group i, which is shown by the black slash part in
the Figure. In group i+ 1, the processing is the same. If all resource blocks in
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Figure 5.2.3: Illustration of the resource blocks assignment when Qi < Ni
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Figure 5.2.4: Illustration of the grant processing
a time slot are unused, all resource blocks will be assigned to the UE in group
i, which is shown in the time slot 4 in group i− 1 in the Figure 5.2.4.
Like in Round 1, for each UE the CoS 1 grants are processed ﬁrst, followed
by other CoSs in sequence.
After the grant processing is ﬁnished, the base station will send the grant
message to all UEs. The grant message contains: UE I.D, CoS I.D, and allocated
RB I.D. The grant processing is shown in Figure 5.2.5.
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Figure 5.2.5: Illustration of ICAS grant processing
Chapter 6
Simulation Analysis
In this chapter, we will present our simulation framework and introduce
the traﬃc models for diﬀerent classes of data. We have developed an in-house
simulation program in C++ to evaluate and compare the performances of CASA
and ICAS algorithms in terms of packet loss ratio, packet delay and throughput.
6.1 The traﬃc models for CoS
We adopt three classes of traﬃc in our simulation: CoS 1, CoS 2 and CoS
3. These CoSs share a common buﬀer space of F = 5 Mbytes at each UE.
CoS 1 represents low-loss, delay-sensitive Expedited Forwarding (EF) service,
which typically provides for CBR voice. CoS 2 represents Assured Forward-
ing (AF) service, which provides for non-delay sensitive, bandwidth guaranteed
VBR (Variable Bit Rate) video/data. CoS 3 represents Best Eﬀort (BE) service,
which requires no bandwidth commitment from the network.
In each UE, the CoS 1 is represented by a CBR VoIP traﬃc. Based on G.711
standard, the data rate for the VoIP stream is chosen as rCBR = 66 packets/s
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and packet length LCBR = 120 Bytes. The amount of CBR traﬃc is kept
constant for all simulations. The oﬀered load at each UE is varied by changing
the rate with which the traﬃc is generated for CoS 2 and CoS 3.
We used an ON-OFF source to generate traﬃc for each of these two CoSs at
each UE. The two sources have identical parameters. For each source, the ON
and OFF (silent) intervals are drawn according to a Pareto distribution [33].
If X is a random variable with a Pareto distribution, then the probability
that X is greater than some number x is given by:
Pr(X > x) =

(
xm
x
)k
for x ≥ xm
1 for x < xm
(6.1.1)
, where xm is called the location parameter, and is the minimum possible value
of random value X. k is called a shape parameter. Both xm and k are positive
in value. The probability density function (PDF) of a Pareto distribution is
given by:
fx(x) =

k
xkm
xk+1
for x ≥ xm
0 for x < xm
(6.1.2)
The cumulative distribution function (CDF) is given by:
FX(x) =

1− (xmx )k for x ≥ xm
0 for x < xm
(6.1.3)
The expected mean value and variance of the Pareto distribution are given by:
E(X) =
kxm
k − 1 (6.1.4)
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Figure 6.1.1: Pareto probability density function (PDF) for with xm = 1
The PDF and CDF of a Pareto distribution with xm = 1 are illustrated in
Figure 6.1.1 and Figure 6.1.2, respectively.
The Pareto distribution is a heavy-tailed distribution characterized by the
shape parameter k and the location parameter xm. This distribution has a ﬁnite
mean and inﬁnite variance when the shape parameter is chosen in the interval
[1, 2] [6]. In our simulations, the shape parameter for the ON and OFF intervals
is set to 1.4 and 1.2, respectively. The location parameter is a function of the
shape parameter and the mean of the distribution, shown in Formula 6.1.5,
xm = E(X)× (k − 1.0) /k (6.1.5)
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Figure 6.1.2: Pareto cumulative distribution function (CDF) for with xm = 1
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We assume that the amount of data in CoS 3 is twice than CoS 2. To achieve
the desired oﬀered load in the system, for each UE the average arrival rates of
each ON-OFF source for CoS 2 and CoS 3 varied in the interval [0.10, 2.48]
and [0.20, 4.96] Mbps, respectively. The length of packets generated during
an ON state follows the tri-modal distribution used in [6]. These three modes
correspond to most frequent packet sizes 64, 594 and 1518 Bytes. In our sim-
ulations, each of these packets is generated with a frequency of 62%, 10%, and
28%, respectively.
6.2 Simulation setup
In this thesis, we intend to evaluate the performance of the CASA and ICAS
algorithms to support multiple users in a large cell. In our simulation, we will set
the distance between a given UE and the base station randomly in the interval
[0Km, 30Km]. In order to test the two algorithms fairly and make sure that
the UEs will be well-distributed in the cell, we assume that the UEs will stay
stationary during the simulation.
Based on the transmission cycle of the sounding reference signal, the schedul-
ing interval for both CASA and ICAS is chosen to be 2 ms. All the UEs have
identical traﬃc parameters and oﬀered loads. The oﬀered load for system is
deﬁned as a ratio of total incoming data rate to the maximum transmission
capacity of the LTE uplink. Based on the speciﬁed LTE standard, we know the
peak rate of the LTE uplink transmission is 75 Mbps. So we will use this value
to represent the maximum uplink transmission capacity. In our simulation we
assume that all UEs will share the entire wireless resource. We set the weight
of every UE in WUSO to be the same value µi = 1N in the case of ICAS and
µij =
1
N×M in the case of CASA, where N is the number of the UEs and M is
the number of the CoSs. In our simulation we assume N = 10 and M = 3. So
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the oﬀered load for each UE will be given by:
CoS1 = 0.064 Mbps (6.2.1)
CoS2 = (75× ρ− (10× 0.064))× 1
3
/N Mbps (6.2.2)
CoS3 = (75× ρ− (10× 0.064))× 2
3
/N Mbps (6.2.3)
, where ρ is the oﬀered load for the system, which ranges from 0.1 to 1.0.
6.3 Simulation results and analysis
In our simulation, we use the delay, packet loss ratio, throughput and re-
source blocks allocated ratio to evaluate the performance of the proposed algo-
rithms. In our thesis, the packet delay is measured from the packet generated in
UE to it received by the base station. It consists of queuing delay, transmission
delay and propagation delay. The packet loss ratio is given by
packet loss ratio =
number of dropped packets in CoS queue
Total packets generated in CoS
The throughput is given by
throughput =
total amount of data received in the base station
total simulation time
In our thesis, the resource block allocated ratio is used to represent the normal
bandwidth utilization. The resource block allocated ratio is given by
resource block allocated ratio =
total allocated resource blocks
total available resource blocks in system
Since the scheduling interval is 2.0 ms, the total available resource blocks in
the system are 400. In [2], the authors' simulation results show that in the
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Figure 6.3.1: CASA and ICAS average delay with 0.5 ms TTI
case of a 0.5 ms Transmission Time Interval (TTI), the system can achieve
higher capacity. In the case of 1.0 ms TTI, the system will achieve higher power
eﬃciency. Based on this property, we will run our simulation with both 0.5 ms
and 1.0 ms TTI.
6.3.1 Simulation results with 0.5 ms TTI
In case of 0.5 ms TTI, the minimum resource unit can be allocated to UEs is
resource block. The simulation results of both CASA and ICAS with 0.5 ms TTI
will be shown below in the Figure 6.3.1 through Figure 6.3.5. The simulation
results of CoS i (i = 1, 2, 3) is labeled as CASA CoS i and ICAS CoS i in the
ﬁgures, respectively.
Figure 6.3.1 shows the average packet delay of the each CoS traﬃc achieved
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by CASA and ICAS when the system is running with 0.5 ms TTI. We measure
the average delay as a function of the network oﬀered load.
From Figure 6.3.1, we can see that CoS 1 data in both algorithms got almost
the same performance; the average delay of CoS 1 increases slightly while the
network loads increase. In our simulation, the average delay stays in the interval
[3.6 ms, 4.0 ms].
The CoS 2 average delay in both CASA and ICAS increases as the network
load increases. The CoS 2 delay of CASA is signiﬁcantly less than ICAS when
the network load is in [0.3, 0.7] interval. When the network load is higher than
0.7, the performance of CASA approaches ICAS. As we mentioned in Chapter 5,
the ICAS scheduler will assign the resource group to UE. In some transmission
cycle, the UE with high WUSO priority value may get a group in bad channel,
since the good channel will be used to transmit the data from the UE has lower
priority value. In this case, the UE can only send a small amount of data which
is stored in the UE's CoS queue with low transmission rate. The rest of the
data have to wait for another grant when UE will use a good group to send
data. This will increase the queuing delay of these stored data. It will cause
the total average packet delay of ICAS to increase without aﬀect the average
throughput.
For CoS 3, ICAS has a better performance than CASA. Based on the results
shown in Figure 6.3.4, we can see that ICAS CoS 3 has a much higher throughput
than CASA CoS 3. This means that there are more packets can be transmitted
from ICAS CoS3 queue. For each packet in ICAS CoS queue the packet queuing
delay will be reduced. So the total queuing delay in the ICAS CoS 3 is lower
than CASA CoS 3.
Figure 6.3.2 shows the average packet loss ratio for both CASA and ICAS
with 0.5 ms TTI. For CoS 1, the packet loss ratio of both CASA and ICAS
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Figure 6.3.2: CASA and ICAS Average Packet Loss Ratio with 0.5 ms TTI
stays zero, which means the VoIP service will not be degraded by other CoSs
transmission. For both CASA and ICAS, the CoS 2 packet loss ratio increases
as the network load increases. The CoS 2 packet loss ratio of ICAS is less than
ICAS when the network load is in the [0.3, 0.7] interval. When the network
load is higher than 0.7, the performance of CASA approaches ICAS. CASA CoS
3 has higher packet loss ratio than ICAS CoS 3.
Figure 6.3.3 shows both CASA and ICAS performance in throughput with
0.5 ms TTI. From this ﬁgure we can see that ICAS has higher throughput than
CASA. When the oﬀered load increases, the maximum throughput of ICAS in-
creases and eventually reaches to a maximum value of 35 Mbps. The throughput
of CASA however reaches to a saturation level of 23 Mbps, when the oﬀered
load exceeds 0.3. As we mentioned in Chapter 5, ICAS employs the narrowband
SRS technique. The ICAS scheduler can obtain more speciﬁc information on the
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Figure 6.3.3: CASA and ICAS network throughput with 0.5 ms TTI
entire transmission channel. Even though the UE will transmit data through
a high path-loss channel, the UE can send data with the resource blocks has a
relatively higher transmission rate. But in CASA, wideband SRS is employed.
If UE is in a heavy path-loss channel, the SINR of received wideband SRS may
have a relatively lower value. This may reduce the quality of the channel condi-
tion estimation, even though there are some high quality sub-channels existing.
UE will use a relatively lower data rate to transmit the data. So CASA has a
lower throughput than ICAS.
Figure 6.3.4 shows the average throughput performance of each CoS for
both CASA and ICAS when TTI is set to be 0.5 ms. Both CASA CoS 1 and
ICAS CoS 1 throughputs show exactly what is expected of the CBR traﬃc.
There was no change in CoS 1 traﬃc. Both CASA CoS 1 and ICAS CoS 1
throughputs remain constant as the oﬀered load increases. For CoS 2, both
CASA and ICAS have similar performance. As the oﬀered load increases, both
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Figure 6.3.4: CASA and ICAS CoS throughput with 0.5 ms TTI
CASA CoS 2 and ICAS CoS 2 throughputs increase. For CoS 3, as the oﬀered
load increases ICAS CoS 3 throughput increases. As shown in the ﬁgure, the
performance of CASA CoS 3 starts deteriorating as the oﬀered load exceeds 0.3.
As shown in 6.3.3, after the oﬀered load exceeds 0.3, the throughput of CASA
approaches saturation. In order to support the data transmission in CASA CoS
2, the base station will assign more resource blocks to CASA CoS 2. This will
reduce the amount of available resource blocks for CASA CoS 3. This causes
the deterioration in CASA CoS 3 throughput.
Figure 6.3.5 shows the resource block allocated ratio performance of both
CASA and ICAS. As the oﬀered load increases, the resource block allocated ratio
of ICAS keeps increasing and reaches saturation after the oﬀered load exceeds
0.7. Under diﬀerent oﬀered load, CASA has almost the same performance. In
some cases, the wideband SRS technique in CASA may reduce the quality of
channel condition estimation. This will cause the CASA to use more resource
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Figure 6.3.5: CASA and ICAS resource block allocated ratio with 0.5 ms TTI
blocks than ICAS to transmit same amount of data.
6.3.2 Simulation results with 1.0 ms TTI
In case of 1.0 ms TTI, the minimum resource unit can be allocated to the
UEs is a pair of resource blocks. The simulation results of both CASA and
ICAS with 1.0 ms TTI will be shown in the Figure 6.3.6 through Figure 6.3.10
below. The simulation results of CoS i (i = 1, 2, 3) is labeled as CASA CoS i
1.0 ms and ICAS CoS i 1.0 ms in ﬁgures, respectively.
Figure 6.3.6 shows the average packet delay of the each CoS traﬃc achieved
by CASA and ICAS algorithms when the system running with 1.0 ms TTI. We
measure the average delay as a function of the network oﬀered load.
From Figure 6.3.6, we can see that CoS 1 data in both algorithms have almost
the same performance; the average delay of CoS 1 increases slightly while the
network loads increase. In our simulation, the average delay stays in the interval
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Figure 6.3.6: CASA and ICAS average packet delay with 1.0 ms TTI
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Figure 6.3.7: CASA and ICAS Average Packet Loss Ratio with 1.0 ms TTI
[3.6 ms, 4.0 ms]. The CoS 2 average delay in both CASA and ICAS increases
as the network load increases. For CoS 2, the delay performance of CASA is
signiﬁcantly less than ICAS. For CoS 3, ICAS and CASA have almost the same
performance.
Figure 6.3.7 shows the average packet loss ratio for both CASA and ICAS
with 1.0 ms TTI. For CoS 1, the packet loss ratio of both CASA and ICAS stay
zero, which means the VoIP service also will not be degraded by any other CoS
transmission with 1.0 ms TTI. For CoS 2, the packet loss ratio of both CASA
and ICAS increases as the network load increases. ICAS has higher packet loss
ratio than CASA after the oﬀered load exceeds 0.1. CASA CoS 3 1.0 ms has less
packet loss ratio than ICAS CoS 3 1.0 ms when the oﬀered load is below 0.7.
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Figure 6.3.8: CASA and ICAS network throughput with 1.0 ms TTI
When the network load is higher than 0.7, the performance of CASA approaches
ICAS.
Figure 6.3.8 shows both CASA and ICAS performance in throughput with
1.0 ms TTI. From this ﬁgure we can see that CASA has higher throughput
than ICAS. As the oﬀered load increases, the maximum throughput of ICAS
increases and eventually reaches a maximum value of 21 Mbps. The throughput
of CASA however reaches a saturation level of 23 Mbps, when the oﬀered load
exceeds 0.4.
Figure 6.3.9 shows the average throughput performance of each CoS for both
CASA and ICAS when TTI is set to be 1.0 ms. Both CASA CoS 1 and ICAS
CoS 1 throughputs remain constant as the oﬀered load increases. For CoS
2 throughputs, both CASA and ICAS increase as the oﬀered load increases.
CASA has higher throughput than ICAS in CoS 2. For CoS 3, as the oﬀered
load increases ICAS CoS 3 throughput keep increasing until it reached saturation
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Figure 6.3.9: CASA and ICAS CoS throughput with 1.0 ms TTI
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Figure 6.3.10: CASA and ICAS resource allocated ratio with 1.0 ms TTI
when the oﬀered load exceeded 0.6. The performance of CASA in CoS 3 starts
deteriorating at an oﬀered load higher than 0.3. As shown in 6.3.8, after the
oﬀered load exceeds 0.3, the throughput of CASA reaches saturation. In order
to support the data transmission in CASA CoS 2, the base station will assign
more resource blocks to CASA CoS 2. This will deduct the amount of available
resource blocks for CASA CoS 3. This causes the deterioration in CASA CoS 3
throughput.
Figure 6.3.10 shows the resource block allocated ratio performance of both
CASA and ICAS. As the oﬀered load increases, the resource block allocated ratio
of ICAS keeps increasing and reaches saturation after the oﬀered load exceeded
0.4. Under diﬀerent oﬀered load, CASA has almost the same performance.
CHAPTER 6. SIMULATION ANALYSIS 82
Figure 6.3.11: ICAS Average delay with 0.5 ms and 1.0 ms TTI
6.3.3 Simulation results comparison with 0.5 ms TTI and
1.0 ms TTI
In this section we will compare the performance of ICAS and CASA with
0.5 ms TTI and 1.0 ms TTI respectively.
6.3.3.1 The comparison of ICAS performance with 0.5 ms TTI and
1.0 ms TTI
The simulation results of CoS i (i = 1, 2, 3) is labeled as ICAS CoS i 0.5 ms
and ICAS CoS i 1.0 ms in ﬁgures, respectively.
Figure 6.3.11 shows the average packet delay of the each CoS traﬃc achieved
by the ICAS algorithm with 0.5 ms TTI and 1.0 ms TTI, respectively.
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Figure 6.3.12: ICAS Average Packet Loss Ratio with 0.5 ms and 1.0 ms TTI
Looking at Figure 6.3.11, we can see that CoS 1 data of ICAS with both 0.5
ms TTI and 1.0 ms TTI got almost the same performance; the average delay
of CoS 1 increases slightly while the network loads increase. In our simulation,
the average delay stays in the interval [3.6 ms, 4.0 ms]. The CoS 2 average
delay of ICAS in both 0.5 ms TTI and 1.0 ms TTI increases as the network load
increases. The CoS 2 delay of ICAS CoS 2 0.5 ms is signiﬁcantly less than ICAS
CoS 2 1.0 ms when the network is loaded. For CoS 3, ICAS CoS 3 0.5 ms has
lower packet delay than ICAS CoS 2 1.0 ms. Based on the observation, we can
see that the ICAS with 0.5 ms TTI has a much better packet delay performance
than with 1.0 ms TTI.
Figure 6.3.12 shows the average packet loss ratio for ICAS with both 0.5 ms
TTI and 1.0 ms TTI. For CoS 1, the packet loss ratio of ICAS with both 0.5
ms TTI and 1.0 ms TTI kept at zero, which means the VoIP service of ICAS
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Figure 6.3.13: ICAS network throughput with 0.5 ms and 1.0 ms TTI
can be guaranteed with both 0.5 ms TTI and 1.0 ms TTI. Both CoS 2 and CoS
3 packet loss ratio in ICAS with both 0.5 ms TTI and 1.0 ms TTI increases as
the network load increases. For both CoS 2 and CoS 3, ICAS with 0.5 ms TTI
has a much better packet loss ratio performance than it with 1.0 ms TTI.
Figure 6.3.13 shows ICAS performance in throughput with both 0.5 ms and
1.0 ms TTI, respectively. From this ﬁgure we can see that ICAS with 0.5 ms TTI
has higher throughput than with 1.0 ms TTI. When the oﬀered load increases,
the throughput of ICAS with 0.5 ms TTI increases and eventually reaches a
maximum value of 35 Mbps. When the oﬀered load increases, the throughput
of ICAS with 1.0 ms TTI increases and reaches to a saturation value of 21 Mbps.
Figure 6.3.14 shows the average throughput performance of each CoS for
ICAS with both 0.5 ms and 1.0 ms TTI. For CoS 1, throughputs of ICAS with
both 0.5 ms and 1.0 ms TTI remain constant as the oﬀered load increases. For
both CoS 2 and CoS 3, throughputs of ICAS with both 0.5 ms and 1.0 ms
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Figure 6.3.14: ICAS CoS throughput with 0.5 ms and 1.0 ms TTI
TTI increase as the oﬀered load increases. ICAS with 0.5 ms TTI has higher
throughput than it with 1.0 ms TTI. For CoS 3, as the oﬀered load increases,
throughput of ICAS with 1.0 ms TTI also increases and reaches saturation when
the oﬀered load exceeded 0.6.
Based on the observations shown above, we can see that the ICAS with 0.5
ms TTI has much better performance in packet delay, packet loss ratio and
throughput than it with 1.0 ms. As shown in Figure 6.3.15, if there is a small
size of data request to transmit, in the case of 0.5 ms TTI, the ICAS scheduler
can only assign a resource block to a UE. But in case of 1.0 ms TTI, the ICAS
scheduler has to assign the whole pair of adjacent resource blocks (1.0 ms) to a
UE, which will waste more than half of the resource. It reduces the eﬃciency of
ICAS scheduling. This causes the ICAS to have poor performance in the case of
1.0 ms TTI. Also, it makes ICAS allocated more resource to UEs, which cause
ICAS with 1.0 ms TTI has higher resource blocks allocated ratio than it with
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Figure 6.3.15: Example of the resource allocation in case of 0.5 ms TTI and
1.0 ms TTI
0.5 ms TTI. It is shown in Figure 6.3.16.
Figure 6.3.16 shows the resource block allocated ratio performance of ICAS
with both 0.5 ms and 1.0 ms TTI. As the oﬀered load increases, the resource
block allocated ratio of ICAS with both 0.5 ms and 1.0 ms TTI increases and
reaches saturation after the oﬀered load exceeds 0.4. The ICAS with 1.0 ms
TTI has higher resource block allocated ratio than it with 0.5 ms TTI.
6.3.3.2 The comparison of CASA performance with 0.5 ms TTI and
1.0 ms TTI
The simulation results of CoS i (i = 1, 2, 3) are labeled as CASA CoS i
0.5 ms and CASA CoS i 1.0 ms in the ﬁgures, respectively. The performance
of CASA with 0.5 ms TTI and 1.0 ms TTI in packet delay, packet loss ratio,
throughput and resource blocks allocated ratio is shown in Figure 6.3.17 through
to Figure 6.3.21, respectively.
As the Figures shown below, we can see that CASA with 0.5 ms TTI has
almost the same performance in packet delay, packet loss ratio, throughput, and
resource blocks allocated ratio as 1.0 ms TTI. As we mentioned in Chapter 4, a
rearrange buﬀer is employed in CASA. In the case of 1.0 ms TTI, the minimum
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Figure 6.3.16: ICAS resource blocks allocated ratio with 0.5 ms and 1.0 ms
TTI
unit of the resource is a pair of resource blocks. Every time after the ﬁrst round
of CASA scheduling processing is ﬁnished, the rearrange buﬀer will help the
system rearrange the assigned resources for UEs. For each UE, the rearrange
buﬀer will move the grant into continuous pairs of adjacent resource blocks. It
will ﬁll up the pair of resource blocks one by one. It helps CASA make up for the
reduced resource usage eﬃciency caused by the pair of resource blocks, which
is shown in Figure 6.3.15. This helps CASA to achieve the same performance
with both 0.5 ms TTI and 1.0 ms TTI.
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Figure 6.3.17: Comparison of average delay performance of CASA with 0.5 ms
and 1.0 ms TTI
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Figure 6.3.18: Comparison of average Packet Loss Ratio of CASA with 0.5 ms
and 1.0 ms TTI
Figure 6.3.19: Comparison of average throughput of CASA with 0.5 ms and
1.0 ms TTI
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Figure 6.3.20: Comparison of average CoS throughput of CASA with 0.5 ms
and 1.0 ms TTI
Figure 6.3.21: Comparison of resource blocks allocated ratio of CASA with
0.5 ms and 1.0 ms TTI
Chapter 7
Conclusion and Future Works
In this thesis, we proposed two novel resource allocation algorithms for
LTE uplink transmission. One is Class-of-service Aware Scheduling Algorithm
(CASA) and the other one is Independent Channel Aware Scheduling Algorithm
(ICAS). Both of algorithms support Class-of-service (CoS). We tested them with
three classes: Expedited Forwarding (EF), Assured Forwarding (AF) and Best
Eﬀort (BE). CASA employs the wideband SRS technique together with a credit
pooling technique to distribute resource among customers' classes of service in
a fair manner. In CASA, Weighted UE scheduling Order (WUSO) arbitration
mechanism is employed to determine the priority of UE in each CoS by its long
term transmission record. In ICAS, the narrowband SRS technique is employed.
Similar to CASA, ICAS also employs credit pooling technique and WUSO ar-
bitration mechanism. Unlike CASA, in ICAS the WUSO arbiter is only used
to ensure that the contending UE i will receive a fair share of the resource.
We also account the channel condition in our algorithms based on the Adaptive
Modulation and Coding (AMC) scheme.
We have developed an in-house simulation program in C++ to evaluate and
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compare the performance of these two algorithms in terms of packet loss ratio,
delay, and throughput. We compared the performance of these two algorithms
with both 0.5 ms Transmission Time Interval (TTI) and 1.0 ms TTI. In our
thesis, the resource is considered as resource block (RB) when TTI is set to
0.5 ms, and as a pair of resource blocks when TTI is set to 1 ms. Under the
diﬀerent simulation conditions (diﬀerent oﬀered loads), the obtained simulation
results showed that the proposed two algorithms can match the Class-of-service
requirements of diﬀerent CoSs. The system supports all three classes traﬃcs
simultaneously without impeding the transmission of data in the ﬁrst class (Ex-
pedited Forwarding). Also, both of CASA and ICAS achieved relatively high
throughputs in the simulation. Based on the simulation results, we also see that
if the power eﬃciency is an important factor, CASA algorithm can be chosen
with 1.0 ms TTI. If the transmission capacity will be considered preferentially,
ICAS with 0.5 ms TTI can be employed in the system.
In our works, we chose Nakagami-m model and did not consider the eﬃciency
of Sounding Reference Signal. We did not compare our algorithms with other
algorithms. In the future, we will run simulation with other kinds of channel
models for the LTE uplink transmission. We will also design an eﬃcient channel
condition estimation algorithm for the Sounding Reference Signals in the LTE
uplink transmission. We will simulate the channel estimation algorithm with the
CASA and ICAS together. We will compare the performance of the proposed
algorithms with other algorithms to ﬁnd possible future improvements. We will
also consider integrating the LTE system with other access networks, such as
Passive Optical Networks together.
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