Joint models of longitudinal and survival data have become an important tool for modeling associations between longitudinal biomarkers and event processes. The association between marker and log-hazard is assumed to be linear in existing shared random effects models, with this assumption usually remaining unchecked. We present an extended framework of flexible additive joint models that allows the estimation of nonlinear, covariate specific associations by making use of Bayesian P-splines. Our joint models are estimated in a Bayesian framework using structured additive predictors for all model components, allowing for great flexibility in the specification of smooth nonlinear, time-varying and random effects terms for longitudinal submodel, survival submodel and their association. The ability to capture truly linear and nonlinear associations is assessed in simulations and illustrated on the widely studied biomedical data on the rare fatal liver disease primary biliary cirrhosis. All methods are implemented in the R package bamlss to facilitate the application of this flexible joint model in practice.
Introduction
The joint modeling of longitudinal and survival processes has gained large attention in the last decade and has seen a broad range of developments. In this work we present a flexible framework for Bayesian additive joint models that allows for a highly flexible specification of the association between a longitudinal biomarker and a survival process to gain further insights into complex diseases. A special focus is placed on potentially nonlinear associations between a longitudinal biomarker and the log-hazard of an event.
The research into joint models has largely been motivated by biomedical applications such as modeling of CD4 counts and HIV progression (Wulfsohn and Tsiatis, 1997; Tsiatis and Davidian, 2001) , PSA values and prostate cancer (Taylor et al., 2013) or breast cancer (Chi and Ibrahim, 2006) and receives growing attention in applied research (Sudell et al., 2016) . In all these applications there is a need for unbiased modeling of a longitudinal covariate, often a biomarker, and its association to the hazard of an event. This situation demands a special treatment as the longitudinal covariate is potentially subject to measurement error, measured at individualspecific timepoints and as an internal time-varying covariate only observed until the occurrence of the event. Joint models take all these complications into account by formulating a joint likelihood for the longitudinal and the survival submodel and thereby achieve an unbiased modeling of both. As a detailed overview of the field of joint models for longitudinal and time-to-event data is beyond the scope of this work, we refer to the excellent reviews on the topic from Tsiatis and Davidian (2004) , Rizopoulos (2012) and Gould et al. (2015) . The main idea of this modeling framework is that a set of parameters is assumed to influence both the longitudinal and the survival submodel with conditional independence between the two models, given those parameters. This shared parameter linking the two submodels can be a latent class structure, as in joint latent class models (Proust-Lima et al., 2014) , or random effects, as is the case in most developments in joint modeling. The associations between longitudinal marker and log-hazard in this class of shared random effects models can be parameterized differently such that only the random effects, the current value of the marker or further transformations of this current value are associated (see Hickey et al. (2016) for an overview of associations structures in multivariate joint modeling). Focus in this work is placed on the current value association.
Existing shared random effects models include the linearity assumption that the effect of the modeled marker trajectories on the logarithm of the hazard is linear. In the context of survival analysis checking the linearity assumption as well as the modeling of an appropriate functional form has been under study (Buchholz and Sauerbrei, 2011; Holländer and Schumacher, 2006) . In different biomedical applications it was shown that appropriate modeling of the functional form of continuous covariate effects reduces bias and allows for additional insights into prognostic factors, for example in the study of breast cancer (Gray, 1992; Sauerbrei et al., 1999) , lung cancer (Gagnon et al., 2010) and leukemia (Inaba et al., 2012) . For the accurate specification of nonlinear effects of continuous covariates in the time-to-event model different strategies have been applied, such as fractional polynomials (Royston and Altman, 1994; Sauerbrei et al., 2007) as well as unpenalized (Sleeper and Harrington, 1990; Wynant and Abrahamowicz, 2016) and penalized spline approaches (Hastie and Tibshirani, 1995; Hofner et al., 2011) .
The results from survival modeling suggest that the linearity assumption may also not always be met when modeling the effects of a longitudinal marker in a joint model. To our knowledge, to date no shared random effects joint model approach extends or even tests this assumption.
The user of a joint model can only assume that, given an appropriate transformation of the raw marker values such as a log-transformation, the association is indeed linear. The present work aims to fill this gap by allowing greater flexibility in the specification of the association between marker and event. Note that joint latent class models (Proust-Lima et al., 2014) , where the latent class is associated with the log-hazard and the association between marker and event is only implicit, also allow for a particular kind of nonlinear relationship between marker and hazard. However our interest lies in gaining insights into the detailed nature of this association, and therefore an explicit modeling of this association is necessary.
We have previously presented a general framework for flexible structured additive joint mod-els (Köhler et al., 2017) with the focus on modeling highly subject-specific nonlinear individual longitudinal trajectories as well as a time-varying association. This flexibility is achieved by formulating the joint model as a structured additive regression (Fahrmeir et al., 2004) in which all model parts, which are the baseline hazard, baseline and time-varying covariate effects, mean and variance of the modeled longitudinal marker as well as the association are structured additive predictors. These predictors can encompass nonlinear, smooth and time-varying effects by making use of P-splines (Eilers and Marx, 1996) and capture highly flexible nonlinear individual trajectories by modeling them as functional random intercepts (Scheipl et al., 2015) . The model is estimated in a Bayesian framework with smoothness and random effects structures induced by appropriate prior specifications. In the present work this framework is generalized further to allow for nonlinear associations between a marker and the event process as well as to allow this nonlinear association to vary with covariates.
In order to facilitate the application of this flexible joint model it is fully implemented in the R package bamlss thereby adding to the available range of joint model packages. Software packages in the shared random effects approach are JM (Rizopoulos, 2010) and its Bayesian counterpart JMbayes (Rizopoulos, 2016) , joineR (Philipson et al., 2017) , frailtypack (Rondeau et al., 2012) as well as the stata package stjm (Crowther, 2013) and the SAS macro JMFit (Zhang et al., 2016) of which many are rather restricted in the amount of flexibility they allow in modeling nonlinear individual trajectories and the association itself. Out of these packages up to date the R package JMbayes offers the most flexibility in modeling individual trajectories and different association structures while, however, also assuming linearity in the association between the marker and the log-hazard. We therefore compare our implementation with this established package in our simulation study.
The paper is structured as follows: Section 2 presents the general framework with details on the Bayesian estimation in Section 3. An extensive simulation study in Section 4 and a practical application of the model on the well-known data on primary biliary cirrhosis (PBC) (Murtaugh et al., 1994) , which is included in the R package JMbayes, in Section 5 give further insights into the performance of this flexible model. Section 6 presents concluding remarks and further technical details can be found in the Appendix. The presented methods are implemented in the R package bamlss. A current version of the package can be found on (https://github.com/ Meike-K/bamlss-dev) and source code to fully reproduce the results of the simulations and the application is given in the Supplementary Information. The developments of this work will be included in the next CRAN update of the R package bamlss.
A flexible additive joint model
In the following we further generalize the previously formulated flexible additive joint model (Köhler et al., 2017) to allow for complex nonlinear association structures between a longitudinal marker and the time-to-event process.
General model
For each subject i = 1, . . . , n we observe the longitudinal response y i = [y i1 , · · · , y in i ] at the potentially subject-specific time points
The predictor η µ denotes the "true" longitudinal marker that serves as a time-varying covariate in the time-to-event model. Additionally we observe for every subject i = 1, . . . , n a potentially right-censored follow-up time T i and the event indicator δ i , which is 1 if subject i experiences the event and 0 if it is censored. The hazard of an event at time t is modeled by structured additive predictors η k , k ∈ {λ, γ, α, µ} as
with η λ the predictor for all time-varying survival covariates and effects including the log baseline hazard, η γ representing time-constant effects of baseline survival covariates, the longitudinal marker η µ and the potentially nonlinear association between the longitudinal marker and the hazard η α . Note that by modeling the latter as a function of η µ and time t, a variety of association structures can be specified.
In general, the vector of predictors for all subjects is expressed as
In the longitudinal part of the model, the predictor vector is η k (t), k ∈ {µ, σ} of length N = i n i containing entries η ki (t ij ) for all j = 1, . . . , n i per subject i, i.e. corresponding evaluations at all observed time points t = [t 1 , · · · , t n ] . In the survival part of the model, the predictor vector η µ (t) is of length n containing one observation per subject at time t. This setup in the survival part is analogous to the setup for the other predictors in the survival submodel and additionally, η k (T) denotes the evaluation of the respective predictor at the vector of follow-up times for all subjects
Each predictor η ki with k ∈ {λ, γ, µ, σ} is a structured additive predictor 
can also depend on time. By using suitable (e.g. spline) basis matrices X km for every term m of predictor k and corresponding penalty P km a variety of effects such as nonlinear, spatial, time-varying or random effects can be modeled under the generic structure f km = X km β km and
Here f km denotes the vector of function evaluations stacked over subjects, X km are the design matrices of size n × p km or N × p km for the survival and longitudinal submodel, respectively, and 
which is an n × n identity matrix. This penalty ensures β kmi ∼ N (0, τ 2 km ) independently. For the setup of smooth effects using P-splines we refer to the next subsection and details on the setup of the predictors, function evaluations and design matrices for the submodels can be found in the Appendix and in Köhler et al. (2017) .
All effects are modeled within a Bayesian framework by specifying appropriate prior distributions for the coefficient vectors, as presented in more detail in Section 3.
Flexible associations
The special focus in the generalization of the hazard in (2) lies on the flexible specification of the predictor η α to incorporate not only time-varying and covariate-dependent associations η αi (t) · η µi (t) as previously presented (Köhler et al., 2017) , which assume an association linear in η µi (t), but also nonlinear associations between the predicted longitudinal marker and the time-to-event process.
The general predictor is formulated as
, that is a function of the potentially smooth time-varying predicted marker trajectories η µi (t) from (1), further covariatesx αi as well as time t. Note that we drop the subscript m whenever this is simpler, as M α = 1. We make use of a suitable basis representation to incorporate this flexible specification into our framework as
with denoting the row tensor product. The row tensor product of a p × a matrix A and a p × b matrix B is defined as the p × ab matrix A B = (A ⊗ 1 b ) · (1 a ⊗ B) with · denoting elementwise multiplication and ⊗ the Kronecker product. In this notation g 1 (η µi (t)) represents the basis vector of the potentially nonlinear effect of the longitudinal predictor η µi (t) and g 2 (x αi , t)
represents the basis vector for the effects of relevant covariates and/or a smooth function of time t. The resulting design vector x αi and parameter vector β α are of length p α = p α1 · p α2 .
The standard linear association between the longitudinal predictor and the log-hazard can be formulated as g 1 (η µi (t)) = I(η µi (t)) = η µi (t), where I(·) denotes the identity, and g 2 ≡ 1. For nonlinear associations we use P-splines (Eilers and Marx, 1996) by specifying a B-spline representation of the longitudinal predictor effect
Here, B d denotes the d-th basis function over the observed range of η µi (t), with g 1 (η µi (t)) being the corresponding design vector of length p α1 of the spline evaluations at η µi (t). The corresponding penalty matrix of the effect of η µ (t) is a zero matrix
and a P-spline penalty matrix K α1 = D r D r with the r-th difference matrix D r for g 1 (η µi (t)) = In order to model simple parametric, nonlinear or time-varying effects, g 2 (x αi , t) can be specified accordingly as a constant, a spline representation of a continuous covariate effect or as spline representation of an effect of time t with appropriate penalty matrix K α2 . To further illustrate the notation, consider the following effect specifications
where p α = 1 · p α2 with p α2 the length ofx αi ,
with p α2 the number of spline basis functions in B(t),
with p α1 the number of spline basis functions in B (η µi (t)),
with p α1 the number of spline basis functions in B (η µi (t)) and p α2 the length
with p α1 and p α2 the number of spline basis functions in B (η µi (t)) and B(t), respectively.
For both, time-varying effects and nonlinear associations, Bayesian P-Splines (Lang and Brezger, 2004) are employed where smoothing is induced by appropriate prior specification.
In more detail the difference penalties are replaced by their stochastic analogues, i.e. random walks. The full penalty P α allows for different amounts of smoothing across both η µi (t) and the covariate or time effects by using an anisotropic smooth with
where I a is an a×a identity matrix. Within the R package bamlss currently all above mentioned linear associations as well as constant and group-specific nonlinear associations are implemented.
Further nonlinear associations are under construction.
Identifiability
Given the additive structure of the model and the fact that all model parts always contain an intercept in our construction, constraints on certain predictors are necessary to obtain an identifiable model. The general constraint for all nonlinear terms in the model is a sum-to-zero constraint over all n or N observations for predictors in the survival and longitudinal submodel, respectively, e.g. i f λm (T i ) = 0 or i f γm (x γmi ) = 0. These constraints are implemented for Bsplines by transforming the n×p km basis matrix X km into an n×(p km −1) matrixẊ km for which it holds thatẊ km 1 p km −1 = 0 as shown in Wood (2006, chapter 1.8) , and adjusting the penalty accordingly. For tensor product smooth terms the constraint is achieved by transforming the marginal basis matrices and the corresponding marginal penalties. For example, the constraint for functional random intercepts in η µi (t) is achieved by transforming the marginal basis matrix of the smooth effect of time and the corresponding marginal penalty as above. In the case of a nonlinear specification of η αi (η µi (t)) the marginal basis in g 1 is constrained slightly different. As the predictor η µi (t) and therefore also its spline basis evaluation is estimated within the model, we choose a constraint based on the observed marker. In more detail, we constrain the term to sum to zero on a fixed grid y * from the 2.5th to the 97.5th quantile of the observed longitudinal response, i.e. 1 η α (y * ) = 0 with 1 a vector of ones. For nonlinear effects per factor level g the same constraint is enforced for every level g and one intercept per factor level except the reference level is included in the model.
Estimation
We estimate the model in a Bayesian framework using a Newton-Raphson procedure and a derivative-based Markov chain Monte Carlo (MCMC) algorithm to estimate the mode and the mean of the posterior distribution of the vector θ of all parameters, respectively.
Assuming conditional independence of the survival outcomes [T i , δ i ] and the longitudinal outcomes y i , given the parameters θ, the posterior of the full model is 
Likelihood
The log-likelihood of the longitudinal part is
where R = blockdiag(R 1 , · · · , R n ). R simplifies to a diagonal matrix, as we assume
The log-likelihood of the survival part of the model is
where
Priors
In our setup different terms, such as smooth, time-varying or random effects, are specified by the choice of corresponding design matrices and priors. For linear or parametric terms we use vague normal priors on the vectors of the regression coefficients, e.g. β km ∼ N (0, 1000 2 I), to approximate a precision matrix K km = 0. Multivariate normal priors
are used to regularize smooth and random effect terms with precision matrix K km as specified in the penalty (3). For anisotropic smooths as in the flexible association η α in (5), when multiple variance parameters are involved, e.g. τ 2 α = (τ 2 α1 , τ 2 α2 ), we use the prior
As priors for the variance parameters τ 2 km , which control the trade-off between flexibility and smoothness in the nonlinear modeling of effects, we use independent inverse Gamma hyperpriors τ 2 km ∼ IG(0.001, 0.001) to obtain an inverse Gamma full conditional (component-wise in the case of variance vectors τ 2 km ). Further priors for the variance parameters, such as half-Cauchy, are possible.
Posterior Mode and Posterior Mean
To obtain starting values for the posterior mean estimation and to gain a quick model assessment we estimate the mode of the posterior using a Newton-Raphson procedure. In more detail, we maximize the log-posterior by updating blockwise each term m of predictor k in each iteration l as
with steplength ν [l] km , the score vector s(β km ) and the Hessian H(β km ). In each updating step we optimize the steplength ν [l] km over (0, 1] to maximize the log-posterior and the variance parameters to minimize the corrected AIC (AICc, Hurvich et al., 1998) . The block-wise score vectors and Hessians can be found in the Appendix. For quick approximate inference we derive credibility intervals from N (β km , [−H(β km )] −1 ) assuming an approximately normal posterior distribution for the coefficients β km . Note however, that as these credibility intervals do not take into account the optimization of the variance parameters, they tend to underestimate the variability and posterior mean sampling should be used for exact inference.
The focus of our model estimation lies on the derivative-based Metropolis-Hastings posterior mean sampling. We construct approximate full conditionals π(β km |·) based on a second order Taylor expansion of the log-posterior centered at the last state β [l] km as shown in Umlauf et al. (2017) . This approximate full conditional results in a multivariate normal proposal density with the precision matrix (Σ
km ) and the mean µ
km − H(β [l] km ) −1 s(β [l] km ). We draw a candidate β * km from the proposal density q(β * km |β This is the case in the sampling of variance parameters for anisotropic smooths or when other hyperpriors than the inverse Gamma are used. We suggest to use DIC for model selection.
Simulation
The performance of the presented framework is tested in extensive simulations of which a subset of the results is shown in the following. Three main questions motivated the simulations: First, we aim to assess how well the flexible joint model can estimate truly linear associations, also in comparison to established implementations as in the R package JMbayes. Second, we explore how well the model can capture truly nonlinear associations and assess the extent of the bias if the nonlinear association is falsely modeled as linear in the log-hazard in JMbayes. Third, the performance of fitting a nonlinear effect per subgroup is assessed. As previous work has shown a strong dependence of the estimation precision on the number of subjects, we test data sets of two different sizes in all three simulation settings.
Simulation design
We simulate data according to (1) and (2) where we use in setting 1 the linear association η αi (η µi (t)) = 1 · η µi (t) between the longitudinal marker and the log-hazard, in setting 2 the nonlinear association η αi (η µi (t)) = −0.1(η µi (t)+3) 2 +η µi (t)+1.8 and in setting 3 a group-specific nonlinear association η αi (η µi (t), g i = 1) = −0.1(η µi (t)+3) 2 +η µi (t)+1.8 and η αi (η µi (t), g i = 0) = 0.1(η µi (t)−3) 2 +0.75η µi (t)−0.8. In all settings we generate Q = 200 data sets with n = 300, 600, respectively, to assess the influence of sample size on the precision of the estimates.
In more detail we generate longitudinal marker values η µi (t) = 5 m=1 f µm (x µmi , t) at a fixed grid of timepoints t * = 1, . . . , 120 with the time effect f µ1 (t) = 0.1(t + 2) exp(−0.075t), random intercepts f µ2 (i) = r i where r i ∼ N (0, 0.25), functional random intercepts (i.e. smooth subject-specific trajectories) f µ3 (t, i) = X µ3 β µ3 = (X µ3s X µ3t )β µ3 where X µ3s and X µ3t are the basis representations of a random intercept and a spline over t, respectively, as well as a global intercept f µ4 (x µi ) = 0.5 and covariate effect f µ5 (x µi ) = 0.6 sin(x 2i ) with x 2i ∼ U (−3, 3).
The functional random intercepts are simulated using P-Splines based on cubic B-splines where the true vector of spline-coefficients with 4 basis functions per subject is drawn from β µ3 ∼ N (0, [(1/τ 2 µ3s )K µ3s + (1/τ 2 µ3t )K µ3t ] −1 ) whereK µ3s = K µ3s ⊗ I 4 with K µ3s = I n as the penalty matrix for the random effect andK t = I n ⊗ K µ3t with K µ3t as an appropriate penalty matrix for the smooth effect of time with K t = D 2 D 2 , τ 2 s = 1 and τ 2 t = 0.2. Similar to (5) the two marginal penalties enter into a Kronecker sum penalty.
We calculate the hazard h i (t) for every subject using η λ (t) = 1.4 log((t + 10)/1000), η γi = 0.3x 1i , with x 1i ∼ U (−3, 3) and η α as described above. Survival times for every subject are derived using survival probabilities obtained by numerical integration as described in Bender et al. (2005) and Crowther and Lambert (2013) and censored at t = 120. We additionally censor all survival times uniformly using U (0, 1.5 · 120). In order to mimic the irregular measurement times we randomly delete 90% of the generated longitudinal measurements resulting in a median of 6 measurements per subject (interquartile range (IQR): 3, 10) for every setting. Finally we obtain longitudinal observations y ij from η µi (t) by adding independent errors ij ∼ N (0, 0.3 2 ) for each t ij in t. As the estimation showed stability issues in the most complex model in setting 3 for small samples we fit setting 3 also leaving more longitudinal observations by deleting only 80% of the simulated observations resulting in a median of 12 measurements per subject (IQR: 6, 18).
We fit the 1600 generated data sets ((3 + 1) settings × 2 sample sizes × 200 replications) with our model implementation in bamlss where setting 3 is simulated using a median of 6 and 12 measurements per subject. Additionally we compare our results in setting 1 and 2 with the linear estimation in JMbayes. For bamlss we estimate the longitudinal trajectories using P-splines (Eilers and Marx, 1996) with cubic B-Splines, a second order difference penalty and 10 knots (2 internal knots) for the overall mean and the individual trajectories resulting in 5 · n basis functions. The association η αi (η µi (t)) is also modeled using P-Splines with 5 basis functions after imposing the constraint in setting 1 and 2, and for each of both groups in setting 3. In a few cases the posterior mode estimation led to extreme predictions in η µi (t) for single subjects. In these cases we reduced the number of coefficients for η αi (η µi (t)) by 2 to stabilize the estimation. This occurred 2 and 4 times in setting 1, for small and large data sets, respectively, 3 and 2 times in setting 2, and 5 and 1 times in setting 3 with a median of 6 observations per person as well as 2 times each with a median of 12 observations per person. Further, the baseline hazard η λ is estimated using P-Splines with 9 resulting basis functions. For setting 3 we allow the nonlinear association to vary between the two subgroups η αi (η µi (t), g i ). For comparison we also fit the data sets assuming a linear association with the log-hazard using JMbayes in setting 1 and 2 and try to achieve otherwise comparable models by modeling the nonlinear effects in the longitudinal submodel by the available unpenalized B-splines and the baseline hazard by P-splines. The number of knots were assessed in preliminary simulations to minimize the AIC resulting in 3 basis functions per subject with diagonal covariance matrix of the random effects for n = 300 and 4 basis functions per subject for n = 600. For the posterior mean estimation we sample for 13000 iterations, discard 3000 samples as burnin and keep 5000 samples per model after thinning.
In every estimated model we calculate mean-squared error (MSE), bias, and frequentist coverage of the 95% credibility interval both averaged over all time points and averaged per time point. For the predictors in the longitudinal model, i.e. k ∈ {µ, σ}, the average MSE in each sample q is M SE 
] 2 for all t in t * . For the survival predictors η γ and η λ , the average MSE is M SE
2 using evaluations at the subject's event times for η λ and for the time-constant η γ . For η λ the error is additionally evaluated at the fixed grid of time points t * as above. For the potentially nonlinear association η αi (η µi (t)) a variety of different evaluations are possible. As the association is a survival predictor we compute the average error as
To assess the performance over the full range of the marker values and to assess deviations from a linear fit we
where η * µ is from a fixed grid from -0.5 to 2 in 120 steps. This fixed grid was chosen as the maximum range of true values η µ that were simulated in all settings. For setting 3, this measure is computed per group and then averaged over groups. All these error measures are then averaged over all Q samples per setting. Additionally we compute a point estimate of the average slope of the association as the averaged first derivative 1 n n i=1 η αi (η µi (T i )) of the estimated association in setting 1.
Simulation results
In setting 1 bamlss allows for an unbiased modeling of the linear association with satisfactory frequentist coverage of the credibility bands. All survival predictors show systematically less estimation error when more information is available as for n = 600 (cf. Table 1 ). Only the predictor η σ has a coverage clearly below 0.95. However, as inference for this predictor is rarely of interest, this deviation is not deemed problematic. JMbayes achieves similar performance in setting 1 for most predictors, however the coverage for η λ and also η α in the smaller data setting is below the nominal 0.95, especially for n = 300. MSE bias coverage n = 300 n = 600 n = 300 n = 600 n = 300 n = 600 η α bamlss 0. The nonlinearly estimated association from bamlss shows a higher MSE than the linear estimation from JMbayes. As previous simulations (Köhler et al., 2017) The estimation of the nonlinear model in bamlss shows some stability issues when less data is available such that initially 10% of the estimations for n = 300 and 4% of the estimations for n = 600 failed as they got stuck in areas of the parameter space where the Hessian for β µ was no longer negative definite. When restarting the algorithm in such cases with a different seed, these error rates decreased to 7% and 1%, respectively. Due to the flexibility in the model, especially in the random functional intercepts, the estimation of bamlss takes on average 3.6 and 7.3 hours for n = 300 and n = 600, respectively, compared to 4 and 7 minutes for JMbayes on a single core of a 2.6GHz Intel Xeon Processor E5-2650. This computation time can be reduced by using more than one core in the MCMC sampling in bamlss as implemented in the package for Linux systems. for n = 300 and n = 600, respectively.
In the most complex model in setting 3 where the association is nonlinear and group-specific, Table 2 : Posterior mean simulation results from bamlss and results from JMbayes from setting 2 (nonlinear η α ) for small and large data sets.
MSE bias coverage n = 300 n = 600 n = 300 n = 600 n = 300 n = 600 η α bamlss 0. η αi (η µi (t), g i ), the estimation of this association is less precise and more variable than in setting 2 (cf. Table 3 as well as Figure 2 ). The precision of the association estimate is generally higher for more subjects, with more longitudinal observations per subject and especially in the areas where η µ is more densely observed. As in the previous simulations, less information about η µ was available for the lower and higher values. The estimates are mainly unbiased with only η γ showing a showing a small negative bias for n = 300, which is due to an underestimation by on average -0.074 of the global intercept -5.143 in the survival submodel. Further, the credibility intervals show a satisfactory coverage, except for η σ .
The most complex estimation of a group-specific nonlinear association also suffers most from stability issues such that 43.5% of the estimations in setting 3 for n = 300 as well as 18.5% of those for n = 600 fail for a median of 6 longitudinal observations. These numbers reduced to 30% and 13% after restarting the algorithm with a different seed. Included in these problematic estimations are also 2 and 1 estimations, respectively, in which a low acceptance rate (< 30%) in η µ indicated sampling issues. In comparison, more observations per subject result in error rates of only 13% and 4.5%, which reduced to 5% and 1% after restarting with a different seed.
Simulations took on average 4.4 and 8.4 hours for n = 300 and n = 600, respectively, for a median of 6 observations per subject and 4.6 and 9 hours for a median of 12 observations.
In conclusion, the simulations show that both truly linear associations and truly nonlinear associations can be estimated precisely and unbiasedly with the flexible additive joint model.
Estimates are comparable between bamlss and JMbayes; however, the latter shows coverage issues, especially when truly nonlinear associations are present. The model is further able to distinguish between nonlinear associations of different subgroups. In this rather complex case however, estimation is only stable with enough data, both regarding the total number of subjects and the number of observations per subject, and is more stable in areas of η µ where more longitudinal information is available. Stability issues in the estimation can be alleviated by restarting the algorithm with a different seed. , g i ) in setting 3 for g i = 0 (alpha0) and g i = 1 (alpha1), n = 300 and n = 600 as well as for a median of 6 longitudinal observations per subject (less observations) and 12 observations per subject (more observations); displayed effects are subject to centering constraints as explained in Section 2.3 and alpha1 additionally includes the group intercept relative to the reference group g i = 0.
Application
We illustrate the flexible modeling approach on the widely used PBC biomedical data (Murtaugh et al., 1994) , included in the R package JMbayes, which is concerned with the study of survival in subjects with a rare fatal liver disease. By reanalyzing this data set with the flexible additive joint model, assumptions and modeling alternatives can be tested. In more detail we aim to assess the adequacy of the linearity assumption of the association between marker and log-hazard and are interested in the best transformation of the marker. Our framework allows us to check several transformations and base a decision on the DIC and/or residual diagnostics without having to worry about a potentially resulting nonlinear association between the transformed marker and the log-hazard. Lastly, the analysis of subgroups regarding their association between marker and log-hazard is of interest.
In this study 312 subjects were followed in the Mayo Clinic from 1974 to 1984 to study the influence of the drug D-penicillamine on the survival of the patients. Visits were scheduled at six months, 12 months and annually thereafter. In the dataset 140 subjects died during follow-up with a median survival time of 3.72 years (IQR: 2.08, 6.66) and 172 survived of which 29 received a transplant with a median censoring time of 7.77 (IQR: 5.73, 9.91). In total there are 1945
longitudinal observations with a median number of visits per subject of 5 (IQR: 3, 9).
To illustrate the general framework we model the survival of PBC-patients as a function of the baseline covariates medication (drug vs. placebo), age at study entry in years and the presence of an enlarged liver at baseline. We chose these baseline covariates based on previous Table 3 : Posterior mean simulation results from bamlss for setting 3 (nonlinear, group-specific η α ) using a median of 6 observations per subject or 12 observations per subject. MSE bias coverage median n i n = 300 n = 600 n = 300 n = 600 n = 300 n = 600 η α 6 0. Results are based on 140 and 176 estimates using a median of 6 observations per subject for n = 300 and n = 600, respectively, and 190 and 197 estimates using a median of 12 observations per subject.
joint model analyses of the data Rizopoulos (2012 Rizopoulos ( , 2016 . The focus of the analysis is the association between the levels of serum bilirubin, a biomarker expected to be a strong indicator of disease progression, and the log-hazard of death. To account for individual nonlinear marker trajectories we model the levels of serum bilirubin using functional random intercepts with 5 basis functions per subject.
To further explore the influence of the marker parameterization on the association we fit three models, differing in their association between serum bilirubin and survival. First, we model serum bilirubin using the log-transformed marker log(Bilirubin), as previously used in (Rizopoulos, 2012 (Rizopoulos, , 2016 and allow the association to be nonlinear. Second, we use a squareroot transformation of the raw marker values √ Bilirubin and again allow the association to be nonlinear. Third, we allow the non-linear association between log(Bilirubin) and the loghazard to also vary between the patients with an enlarged liver at baseline and those without.
This predictor η α is parameterized as potentially nonlinear effect for both groups, subject to the sum-to-zero constraint as explained in Section 2.3, with an additional intercept for the group of subjects with an enlarged liver to allow not only for differences in the nonlinearity of the biomarker effect but also in the overall level. As the group difference for the hazard is already included in η α , the baseline effect of an enlarged liver is not included in η γ in model 3 to avoid redundancy. As our focus lies primarily on the association between the biomarker and survival, and to avoid instabilities in the estimation, we censor subjects 1 year after their last longitudinal measurement. In all three models, and in line with previous analyses, the treatment is not associated with survival (log-hazard effect estimate [95% credibility interval]: with the respective credibility interval covering 0. Note that due to the identifiability constraint applied to the nonlinear terms in the association η α this group-specific intercept is not directly comparable to the group effect in models 1 and 2.
The focus of interest is the nonlinearly modeled association predictor η α . As Figure 3 shows, the association between marker and the log-hazard for the event is linear when using the logtransformed marker log(Bilirubin) and nonlinear when transformed differently as √ Bilirubin.
In model 3 the groups differ in their overall level, although the credibility interval of the group intercept covers 0. Additionally the slope of the association is highly similar in both groups.
When comparing the models via DIC, model 1 achieves the lowest DIC (1876.76) followed by model 3 (1889.67) and 2 (2194.58). Our flexible joint model thus allowed us to check previously made model assumptions for this data set and to conclude that in this particular case, a linear association that is not covariatedependent is sufficient to model the relationship between the log-marker and the log-hazard.
Additionally, nonlinear associations can also be captured in real data if necessary, as shown for the square-root transformation in model 2. The model potentially further allows to observe group-specific nonlinear association structures for subgroups of subjects, even though no strong group structure was present in this data set.
Discussion and Outlook
In this work a highly flexible additive joint model is presented, which allows for nonlinear, potentially covariate-dependent association structures between marker values and the log-hazard of an event. The benefits and challenges of this flexibility were shown based not only on simulated data but also on the well-known PBC data set. Using this new model the generally unchecked linearity assumption as well as the appropriateness of transformations of marker values can be assessed in the context of joint models. This is particularly important if marker values need to be transformed to better fulfill the normality assumption in the longitudinal submodel and different transformations are compared. It is clear that several transformations cannot fulfill the linearity and normality assumption simultaneously and relaxing the linearity assumption allows to choose the most appropriate model in terms of residual normality and/or DIC. The modeling of nonlinear associations between a longitudinal marker and the log-hazard does not only avoid bias but also allows further insights into underlying disease mechanisms. Additionally, subgroups of subjects with different marker associations can be identified. The simulation results show that our model can identify truly linear as well as truly nonlinear associations. We used the model to check the linearity assumption when using transformed Bilirubin values in the PBC data set and could confirm that the association is linear if log(Bilirubin) is used, while using √ Bilirubin would necessitate estimating a nonlinear association structure.
This flexible modeling however also comes at a price. When modeling longitudinal trajectories using flexible functional random intercepts and allowing for nonlinear association structures, many subjects and a relatively dense grid of measurements until the event time are necessary in order to achieve a stable estimation. Further, there should not be large gaps between the latest longitudinal measurements and the event time to allow for a stable estimation. If these gaps are present in real data, censoring as in Section 5 can alleviate the stability issue. Additionally the estimation takes more time than standard joint models but can be parallelized if corresponding computing facilities are available.
Future work could investigate further numerical approaches to stabilize estimation for complex model specifications with relatively small datasets. In addition, we plan to implement additional nonlinear association structures within the R package bamlss and to speed up the computations further in order to allow for a broader usage of this flexible additive joint model framework in practice.
longitudinal model
For ease of notation we denote the vector a = [a 1 , · · · , a n ] as [a i ] for i = 1, . . . , n and drop the subscript m for the different terms per predictor in this illustration.
For the computation of likelihood, score vector and Hessian, evaluations of the predictors are also necessary at the survival times T. Here, X k (T) denotes the respective n × p k design matrix of evaluations of the time-varying predictors of the survival part k ∈ {λ, α, µ} at time points T.
Likelihood, Scores, and Hessian
In the following score vectors and Hessians for the regression coefficients of every predictor are presented. Please note that in comparison with the previously presented flexible additive joint model (Köhler et al., 2017) only the score and Hessians for the predictors η α and η µ have changed relevantly for the nonlinear specification. The full log-likelihood is
For the flexible association in (4) the term g 1 (X µ (T)β µ ) reduces to X µ (T)β µ for a linear association and is B (X µ (T)β µ ) for a nonlinear association. Likewise the term g 2 (X α (T)) reduces to 1 n for a simple constant association, is the covariate vector or design matrix of the parametric input for covariate-dependent associations and is the evaluation of a spline basis matrix for a time-varying association. We denote this term in the following as X α2 to represent all three possible forms.
The 
Score Vectors
with ψ i (u) = exp x λi (u) β λ + g 1 x µi (u) β µ x α2i (u) β α and the diagonal matrix R = diag exp [X σ (t) β σ ] 2 . For the score vector s * (β µ ) the derivative of g 1 x µi (u)β µ with respect to β µ is needed which can be derived by chain rule
The derivative of g 1 (X µ (T)β µ ) follows analogously. Whereas the inner derivative ∂ηµ(u) ∂βµ = x(u) is the same for both linear and nonlinear associations, the outer derivative, which we denote by g 1 x µi (u)β µ , differs between the parameterizations. For linear associations it holds that g 1 x µi (u)β µ = 1 and g 1 (X µ (T)β µ ) = 1 n . Nonlinear associations as implemented using penalized B-splines in bamlss yield g 1 x µi (u)β µ = B (x µi (u)β µ ) and g 1 (X µ (T)β µ ) = B (X µ (T)β µ ), which have a straightforward analytical solution for the derivative (Fahrmeir 
