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Abstract We describe two construction processes of rel-
evant measures, one in any non-empty compact metric space,
and the other in the space l∞(R). Both have invariance prop-
erties with respect to maps defined in a natural way in these
spaces. These properties imply that these measures are appro-
priate generalisations of the Lebesgue measure. Results about
their uniqueness are showed, and some applications and comple-
mentary properties are quickly studied.
Résumé Cet article décrit deux procédés de construction de
mesures pertinentes, l’un dans tout espace métrique compact non
vide, l’autre dans l’espace l∞(R). Toutes deux possèdent des pro-
priétés d’invariance vis à vis d’applications naturellement définies
dans ces espaces. Ces propriétés montrent que ces mesures sont
de bonnes généralisations de la mesure de Lebesgue. On prouve
ensuite des théorèmes au sujet de leur unicité, puis on donne
rapidement quelques applications de nos résultats.
Keywords:
Integral geometry, compact metric space, probability, measure invariant by
isometries, infinite dimensional integration.
Introduction
1 Existence of an invariant by translations Borel
measure on l∞(R)
We shall now show our most impressive application of the geometry and
probability theorem: on the space l∞ of bounded real sequences endowed
with the topology given by the supremum norm, there is a measure defined
on Borel sets which is invariant by translations. Moreover, this measure is
locally finite and non zero.
1
1.1 Construction of the measure on a unit cube
1.1.1 Construction of a weak measure invariant by translations
in a unit cube
Let E = l∞ the Banach space of bounded real sequences, endowed with the
supremum norm ‖.‖∞. Denote (xi) the canonical Schauder basis of E (in
weak topology), that is each xi is the sequence whose all values are zero,
except the i-th which equals 1; and denote (fi) the dual family of (xi):
fi is the continuous form which gives the i-th coordinate of a vector. Let
‖.‖w =
∑
i
1
2i
|fi(.)| be the weak norm. It defines a weaker topology than
the usual one. We call the topology associated to ‖.‖∞ the strong topology.
Finally, denote C =
⋂
i f
−1
i ([0; 1]) the unit cell of E (it is the strong ball of
E centred in
∑
i
1
2xi and with radius 1/2).
‖.‖w is known to define the weak topology of E, that is the topology of the
simple convergence of all coordinates. C is compact for this topology. Then,
our main theorem says that there is a measure µC on C defined on weak
Borel sets (that is, the set spanned as a σ-algebra by the weak topology of
C). Moreover, this measure is invariant by partial ‖.‖w-isometries, peculiarly
by translations defined on weak opens.
Now, let us now that the invariance by translations is in reality true for
all weak Borel sets.
In order to prove that, we need the following definition.
Definition 1 A parallelepiped of E is a set
⋂
i f
−1
i (Ii) where the Ii are in-
tervals of R, or the empty set. If all the Ii are closed, the parallelepiped is
said closed, and if all the Ii are open, the parallelepiped is said open.
In fact, closed parallelepipeds are strongly and weakly closed, and the
open ones are only strongly open.
First of all, we show that the invariance is true for open parallelepipeds
and for finite dimensional translations, that is translations whose vector t is
such as t =
∑
i≤N λixi for any N and suitable (λi) (set λi = 0 for i > N).
Let then B be an open parallelepiped of E included in C such as B+ t ⊂ C.
B =
⋂
i f
−1
i ((ci − ri; ci + ri)), where (ri) are positive real numbers and (ci)i
the center of B. One has ci − ri > 0 and ci + ri < 1 for all i, and since
B+ t =
⋂
i f
−1
i ((ci+λi− ri; ci+λi+ ri)), ci+λi− ri > 0 and ci+λi+ ri < 1
for all i. Choose a ε > 0 such as ε < min({ci − ri, 1 − ci − ri, ci + λi −
ri, 1 − ci − λi − ri, i ≤ N}). Then C ∩
⋂
i≤N f
−1
i ((ci − ri − ε; ci + ri + ε))
and C ∩
⋂
i≤N f
−1
i ((ci − ri+ λi− ε; ci + λi+ ri+ ε)) are weak opens of C in
relation by the translation of vector t. Hence the measures µC restricted to
each of them are in relation by this translation, and µC(B) = µC(B + t).
Note then that for any fi, and for any x ∈ (0, 1), f
−1
i (x) has measure
0, since for all y ∈ (0, 1) and all α small enough, the f−1i ((y − α, y + α))
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are isometric for the weak distance. Hence f−1i (x) in intrinsically null for
x ∈ (0, 1), and even if x ∈ [0, 1]. Since the boundary of any parallelepiped is
a denumerable union of sets included in such f−1i (x), it is null, and the mea-
sures of closed parallelepipeds are invariant by finite dimensional translations
too.
Now,we show that the invariance is true for parallelepipeds and for any
translation.
Let B be a closed parallelepiped and t =
∑
i λixi such that B and B + t
are contained in C. Denote BN = B + tN where tN =
∑
i≤N λixi. (tN )
weakly converges to t. Note that BN ⊂ C for all n. The space of weakly
closed subsets (as closed parallelepipeds for example) of C, endowed with
the Hausdorff distance associated with the weak distance is well known to
be a compact set. Thus, the following proposition holds :
Proposition 1 Let K be a compact metric space, [K] be the set of closed
of K endowed with the Hausdorff distance, and m a probability defined on
Borel sets of K. If (An) is a converging sequence of [K], one has:
lim sup
n→+∞
m(An) ≤ m( lim
n→+∞
An)
Let us show that BN approaches B in Hausdorff weak distance. Choose
a ε > 0, and N such that
∑
i>N
1
2i
< ε. Then, for any p ≥ N , the Hausdorff
weak distance between B + t and Bp is smaller than ε. Indeed, for any x in
B + t, x −
∑
i>p λixi is in Bp, and ‖
∑
i>p λixi‖w < ε. Hence infy∈Bp ‖y −
x‖w < ε. We can show the same way that infx∈B ‖y − x‖w < ε for any y
in B. Hence lim supn→+∞ µC(BN ) = µC(B) ≤ µC(B + t) for any closed
parallelepiped B, and any vector t such that the partial translation is well
defined.
Hence, µC(B + t) ≤ µC(B + t − t) = µC(B), and parallelepipeds keep
their measure by translation.
Now, it is clear that the family of parallelepipeds is closed under finite
intersections, and that it contains a basis of the weak topology (indeed, it
contains the f−1i ((a, b)) ∩ C for all i and all (a, b) ⊂ R whose set spans the
weak topology). Consider then t a vector of C, and the family of weak Borel
sets S of C such that S + t is in C. The biggest one is B = C ∩ (C − t),
and it is a parallelepiped. Any parallelepiped of B is measure-invariant by
the t-translation, and the family of Borel sets of B measure-invariant by this
translation is a Dynkin system. Hence it contains the σ-algebra generated by
the family of parallelepipeds of B, and consequently the σ-algebra generated
by the weak topology of B (which is weakly separable). So, all weak Borel
sets are measure-invariant by partial translations.
3
1.1.2 Construction of the measure for all Borel sets
We will now use a method which looks like our construction of the metrically
compatible probability. The lemma 13 is the translation of the proposition
4, the lemma 14 corresponds to lemmas 3 and 5, and lemma 15 to lemma
7. The present construction is not exactly the same as before since the
situation is a bit different, but the underlying ideas are the same. We begin
with definitions and proofs imitating what happens with the algebra of sets
M .
Definition 2 Let E be a set. A family F of subsets of E stable by countable
union and containing the empty set is called a u-system.
Given a family G of subsets of E, the smallest u-system containing G is
called the u-system generated by G.
Note that the u-system generated by any family of sets always exist: just
take the intersection of the u-systems containing the family.
With the notations of the paragraph, if A is a subset of C, we denote
u(A,C) the u-system generated by the closed parallelepipeds of C included
in A. Obviously, for any A, u(A,C) is contained in the weak Borel σ-algebra
of C. Moreover, we have:
Lemma 1 Let O and O′ be disjoint strong opens of C. Then:
u(O ∐O′, C) = {b∐ b′, b ∈ u(O,C), b′ ∈ u(O′, C)}.
Consequently, for any B ∈ u(O ∐ O′, C), B ∩ O ∈ u(O,C) and B ∩ O′ ∈
u(O′, C).
Demonstration: On one hand, it is obvious that u(O,C) ⊂ u(O ∐
O′, C) and that u(O′, C) ⊂ u(O ∐ O′, C). Hence {b ∐ b′, b ∈ u(O,C), b′ ∈
u(O′, C)} ⊂ u(O ∐O′, C) thanks to stability by unions.
On the other hand, {b∐ b′, b ∈ u(O,C), b′ ∈ u(O′, C)} contains all paral-
lelepipeds included in O ∐ O′. Indeed, since parallelepipeds are connected,
if a parallelepiped is included in O ∐ O′, it is included in either O or O′.
We just have to prove that {b ∐ b′, b ∈ u(O,C), b′ ∈ u(O′, C)} is a u-
system. But it is clear that it contains ∅, and that it is stable by countable
unions.
Consequently, {b ∐ b′, b ∈ u(O,C), b′ ∈ u(O′, C)} is a u-system contain-
ing parallelepipeds included in O ∐ O′, hence: u(O ∐ O′, C) ⊂ {b ∐ b′, b ∈
u(O,C), b′ ∈ u(O′, C)}, which leads to the conclusion.
For the last point, if B ∈ u(O∐O′, C), B can be written B = b∪ b′ with
b ∈ u(O,C) and b′ ∈ u(O′, C), and B ∩O = b, B ∩O′ = b′.

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Now, we define a new set function in order to define the desired measure.
For all subsets A of C,
m′(A) = sup
B∈u(A,C)
µC(B).
m′ is an increasing function, m′(∅) = 0, and m′ is invariant by well
defined partial translations. Moreover, if O is a weak open, m′(O) = µ(O).
Indeed, O can be written as a denumerable union of weak closed positively
included in O, and each of them can be covered by a finite union of weak balls
positively included (for the weak norm) in O. Just use the weak compactness
of C to show this, taking a finite sub-covering of a covering by small enough
weakly open balls. Hence O can be written as a denumerable union of weakly
closed weak balls, and these are closed parallelepipeds. Hence O ∈ u(O,C),
and m′(O) = µC(O).
Next, if (Ai) is a sequence of disjoint subsets of C, for any ε > 0,
choose a Bi in u(Ai, C) such that m′(Ai) ≥ µC(Bi) ≥ m′(Ai) − ε2i+1 .
Then m′(
∐
iAi) ≥ µC(
∐
iBi) ≥
∑
im
′(Ai)− ε. Consequently, m′(
∐
iAi) ≥∑
im
′(Ai).
Now, if Oi are disjoint strong opens of C, we have:
m′(
∐
i
Oi) ≥
∑
i
m′(Oi).
Choose then any ε > 0, and a B ∈ u(
∐
iOi, C) such that m
′(
∐
iOi) ≤
µC(B) + ε. With the lemma, B ∩ Oi ∈ u(Oi, C) for all i. Indeed, Oi and∐
j 6=iOj are disjoint opens. Hence: m
′(
∐
iOi) ≤ µC(B) + ε =
∑
i µC(B ∩
Oi) ≤
∑
im
′(Oi). So: m′(
∐
iOi) =
∑
im
′(Oi). m′ appears to behave like a
measure for open sets. This fact is quite encouraging for our purpose. Now,
let us show :
Lemma 2 m′(O) = m′(O) for any strong open O of C.
Demonstration: If O is a strong open of C, we have m′(O) ≥ m′(O),
where O denotes the strong closure of O. And for any ε > 0, m′(O) ≤
µC(
⋃
iBi) + ε for some denumerable union
⋃
iBi of closed parallelepipeds
Bi of O. Now, since µC is regular, for any i, there is a closed parallelepiped Ci
positively included in Bi (for the strong norm) such that µC(Bi) ≤ µC(Ci)+
ε
2i+1
. Hence µC(
⋃
iBi \
⋃
iCi) ≤
∑
i
ε
2i+1
= ε, and Ci ⊂ O for all i. So:
m′(O) ≤ µC(
⋃
iBi) + ε ≤ µC(
⋃
iCi) + 2ε ≤ m
′(O) + 2ε. This is true for all
ε > 0, so: m′(O) = m′(O) for all strong opens.

Following the proof of our first main theorem, we show now :
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Lemma 3 Let (Oi) be a countable family of strong opens, not assumed to
be disjoint. Then :
∑
i
m′(Oi) ≥ m
′(
⋃
i
Oi).
Demonstration:
∑
i
m′(Oi) ≥
∑
i
m′(Oi \
⋃
j<i
Oj) = m
′(
∐
i
Oi \
⋃
j<i
Oj)
= m′(
∐
i
Oi \
⋃
j<i
Oj) ≥ m
′(
⋃
i
(Oi \
◦︷ ︸︸ ︷⋃
j<i
Oj))
≥ m′(
⋃
i
(Oi \
⋃
j<i
Oj)) ≥ m
′(
⋃
i
Oi) ≥ m
′(
⋃
i
Oi).

The construction is nearly finished. Let us define:
m(A) = inf
A⊂O strong open
m′(O).
m is increasing, m(∅) = 0, and m equals m′ on strong opens. Conse-
quently, m equals µC on weak opens, and m is additive on disjoint strong
opens.
Let us now show that m is an exterior measure: let (Ai) be a countable
family of sets. Choose a ε > 0. For all i, m(Ai) ≥ m′(Oi) − ε2i+1 for
some strong open Oi ⊃ Ai. Then m(
⋃
iAi) ≤ m
′(
⋃
iOi) ≤
∑
im
′(Oi) ≤∑
im(Ai) + ε. This is true for all ε > 0, hence m is an exterior measure.
Therefore, with the theorem of metric exterior measures, m is a measure
defined on strong Borel sets of C, and m prolongs µC . Consequently, it is a
probability and it is outer regular and inner regular by closed sets, since C
is a metric space (see [8] for this theorem). We use the following definition:
Definition 3 A measure is said inner regular by closed sets if the measure
of any measurable set can be approached as close as wished by the measure
of a closed contained in.
A question naturally arises now : is m the restriction to strong Borel
sets of the completion of µC by null sets ? A positive answer would really
help for the comprehension of m. In fact, it is true. To show this, let A be
a strong closed. For all positive integer n, there is a strong open On ⊃ A
such as m′(On) ≥ m(A) ≥ m′(On)− 12n , and we can choose the On in order
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to have A =
⋂
nOn. For all k ∈ N
∗, A ⊂
⋂
n≤k On and m
′(
⋂
n≤k On) ≥
m(A) ≥ m′(
⋂
n≤k On)−
1
2k
. So limk→∞m′(
⋂
n≤k On) = m(A).
Now, if U is any set, one can choose a V ∈ u(U,C) such that : µC ≤
m′(U) ≤ µC(V ) + ε/2 for any ε > 0. And since V is a countable union of
closed parallelepipeds, we can take a finite union W of parallelepipeds such
thatW ⊂ V and µC(V )−µC(W ) < ε/2. Then µC(W ) ≤ m′(V ) ≤ µC(W )+ε
and W is a weak closed.
Then, choose a ε > 0. With a recursive process, for k = 1, take a weak
closed F1 ⊂
⋂
n≤1On such as µC(F1) ≤ m
′(
⋂
n≤1On) ≤ µC(F1) + ε.
Next, for k = 2, we have
⋂
n≤2On \ F1 ⊂
⋂
n≤1On \ F1, hence it is
possible to choose a weak closed F2 ⊂ F1 ∩
⋂
n≤2On such that µC(F2) ≤
m′(F1 ∩
⋂
n≤2On) ≤ µC(F2) + ε/2, so with µC(F2) ≤ m
′(
⋂
n≤2On) ≤
m′(
⋂
n≤2On \ F1) +m
′(
⋂
n≤1On). Indeed, both
⋂
n≤1On and
⋂
n≤2On \ F1
are strong opens, and
⋂
n≤2On ⊂
⋂
n≤1On ∪ (
⋂
n≤2On \ F1). So µC(F2) ≤
m′(
⋂
n≤2On) ≤ µC(F2) + ε+ ε/2.
We build this way a decreasing sequence Fk of weak closed sets such that
for all k, Fk ⊂
⋂
n≤kOn and µC(Fk) ≤ m
′(
⋂
n≤k On) ≤ µC(Fk) + ε
∑k−1
i=0
1
2i
.
Therefore
⋂
n Fn ⊂
⋂
nOn and for all k,
µC(
⋂
n
Fn) ≤ m
′(
⋂
n
On) ≤ lim
k→∞
m′(
⋂
n≤k
On) ≤ µC(Fk) + 2ε,
hence µC(
⋂
n Fn) ≤ m(A) ≤ µC(
⋂
n Fn) + 2ε, and
⋂
n Fn ⊂
⋂
nOn = A.
So, for all ε > 0, there is a weak closed W ⊂ A such that m(W ) ≤
m(A) ≤ m(W ) + ε. Hence, any strong closed A can be written as a union
of a weak Borel set and a null set.
Hence the σ-algebra generated by the weak Borel sets and the m-null
sets contains strong closed sets, so it contains the σ-algebra generated by
strong closed, and thus strong Borel sets.
Now, let us show that m-null sets are µC-null sets. Let N be any m-null
set. For all ε > 0, there is a strong open O such that N ⊂ O and m(O) < ε,
since m is regular. But m(O) = m′(O), and m′(O ∐ ∁CO) = m′(O) +
m′(∁CO) = m
′(O ∐ ∁CO) = m
′(C) = 1. Thus, m′(O) = 1 −m′(∁CO) < ε,
andm′(∁CO) > 1−ε. So, with the definition ofm′, there is a countable union
of closed parallelepipeds, hence a weak Borel set B, such that B ⊂ ∁CO, and
µC(B) > 1 − 2ε. Then, N ⊂ O ⊂ O ⊂ ∁CB, and µC(∁CB) < 2ε. Since for
all ε > 0, ∁CB is a weak Borel set, N is µC-null.
So:
Theorem 1 The completion of µC on C by null sets is defined on strong
Borel sets.
Last point, it is obvious that m, the restriction of the completion of µC to
strong Borel sets, is invariant by translations, since both µC and the family
of null sets are invariant by translations.
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1.1.3 A patching measures theorem
The further step of our construction uses the following theorem.
Theorem 2 Let E be a set endowed with a σ-algebra M such that there is
a family (Bi)i∈I of measurable sets covering E, and such that for all i ∈ I
there is a non-negative measure mi on Bi defined on the induced σ-algebra.
There is then a measure µ on E defined on M , canonically chosen, such as:
µ(B) = sup
∑
i
mi(Ai),
where the supremum is taken over disjoint families (Ai)i∈I of measurable sets
contained in B, with for all i, Ai ⊂ Bi, and such that the set of i satisfying
Ai 6= ∅ is countable. It is called the supremum measure of the (mi)i∈I .
Moreover, assuming that for all i and j in I, and all measurable set B
of M contained in Bi ∩ Bj, mi(B) = mj(B) then for all i ∈ I, and all
measurable set B contained in Bi, µ(B) = mi(B). This last measure is
called the canonical patching measure of the family (mi)i∈I .
The fact that no cardinal assumption has been made about I has to be
pointed out.
Demonstration: Let us use the definition of the theorem: for all mea-
surable set B of E,
µ(B) = sup
∑
i
mi(Ai),
where the supremum is taken over disjoint families (Ai)i∈I of measurable sets
contained in B, with for all i, Ai ⊂ Bi, and such that the set of i satisfying
Ai 6= ∅ is countable.
Let us show that µ is a measure. Let (Cj)j∈N be a countable family of
disjoint measurable sets, and C its union. We have to prove that µ(C) =∑
j µ(Cj).
Choose a ε > 0. There is a family (Ai)i∈I of measurable sets contained
in C, with for all i, Ai ⊂ Bi, such that the set of i satisfying Ai 6= ∅ is
countable, and such as: µ(C) ≥
∑
imi(Ai) ≥ µ(C) − ε. Then: µ(C) − ε ≤∑
i
∑
jmi(Ai∩Cj) =
∑
j
∑
imi(Ai∩Cj) ≤
∑
j µ(Cj). Indeed, one can swap
the sum symbols in series whose terms are non-negative, and the (Ai∩Cj)i∈I
are disjoint measurable sets contained in Cj, with for all i, Ai ∩ Cj ⊂ Bi,
and such that the set of the i satisfying Ai∩Cj 6= ∅ is countable. This being
true for all ε > 0, we get an inequality.
Then, a ε > 0 still being chosen, for all j, there is a disjoint family
(Ci,j)i∈I of measurable contained in Cj, with for all i, Ci,j ⊂ Bi, such that the
set of i satisfying Ci,j 6= ∅ is countable, and such as: µ(Cj) ≤
∑
imi(Ci,j) +
ε
2j
. Then:
∑
j µ(Cj) ≤ 2ε +
∑
j
∑
imi(Ci,j) = 2ε +
∑
i
∑
jmi(Ci,j) = 2ε +
8
∑
imi(
∐
j Ci,j). Indeed, the (Ci,j)j∈N are disjoint and contained in Bi for all
i. Then:
∑
j µ(Cj) ≤ 2ε+
∑
imi(
∐
j Ci,j) ≤ µ(C)+2ε, since the (
∐
j Ci,j)i∈I
are disjoint measurable sets contained in C, such that for all i,
∐
j Ci,j ⊂ Bi,
and such that the set of i satisfying
∐
j Ci,j 6= ∅ is countable. Indeed,∐
j Ci,j 6= ∅ ⇔ ∃j ∈ N/Ci,j 6= ∅, hence the set of i such that
∐
j Ci,j 6= ∅ is a
countable union of countable sets. This being true for all ε > 0, we get the
reverse inequality.
This shows that µ is a measure. Let us prove now that it prolongs the
(mj) under the last assumption: choose a j in I, and B a measurable set of
Bj. First of all, µ(B) ≥ mj(B) (look at the definition). Then, for all ε > 0,
there is a disjoint family Ai of measurable sets contained in B, such that
for all i, Ai ⊂ Bi, and such that the set of i satisfying Ai 6= ∅ is countable,
with: µ(B) ≤
∑
imi(Ai) + ε. But all the Ai are contained in Bj , and with
the theorem assumption: mi(Ai) = mj(Ai). Hence, with σ-additivity,
µ(B) ≤ mj(
∐
i
Ai) + ε ≤ mj(B) + ε.
This being true for all ε > 0, we get the conclusion.
Finally, this construction is canonical, since it uses no arbitrary choice.

Note that when I is countable, that patching measure is unique: to
prove it, just build a countable measurable partition of E whose elements
are contained in the Bi. By instance, choose Pn = Bn \ (
⋃
k≤n−1Bk). One
can then show the uniqueness proving that for a measurable set B, the only
possible measure µ(B) is: µ(B) =
∑
nmn(B ∩ Pn).
At last, note that when I is not countable, many measures can be com-
patible with restrictions. Indeed, chose E = R and Bi = {i} for all i ∈ R,
and mi = 0. Then the Lebesgue measure and the zero measure are compat-
ibles with this system.
1.1.4 Construction of the measure on l∞
We use the previous theorem and the measure m built before to construct
our measure on the whole space E = l∞. Let Ct = C + t for all t ∈ E and
mt be the translation of m of vector −t. It is a probability defined on Borel
sets of Ct, invariant by well defined partial translations. Check now that the
family mt can be patched. Let B be any Borel set of Ct ∩ Ct′ . We have:
B−t ⊂ C and B−t′ ⊂ C. Since B−t = B−t′+(t′−t),m(B−t) = m(B−t′),
and mt(B) = mt′(B), thanks to the invariance of m by partial translations.
The hypothesis of the patching measure theorem are satisfied, so the (mt)
define a patching measure that we will denote µ on the σ-algebra of (strong)
Borel sets of E. For any t ∈ E, it equals mt, so for any strong ball D of
radius 1/2, µ(D) = 1, and µ is strongly locally finite.
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Moreover, looking at the definition of the patching measure, we see that
µ is inner regular by weakly closed sets. Indeed, let A be a Borel set of E.
If µ(A) is finite, for any ε > 0, one can choose (Atn), a sequence of disjoint
Borel sets included for all n in (C+tn)∩A such that µ(A) ≤
∑
nmtn(Atn)+ε.
We can then take an integer N such that µ(A) ≤
∑
n≤N mtn(Atn) + 2ε, and
for each n ≤ N , a weak closed Fn included in Atn such that mtn(Atn) ≤
mtn(Fn) +
ε
2n+1
. Then: µ(A) ≤
∑
n≤N mtn(Fn) + 3ε = µ(
∐
n≤N Fn) + 3ε,
and
∐
n≤N Fn is a weak closed contained in A. If µ(A) is infinite, the same
kind of reasoning gives the result.
Finally, µ is invariant by translations. Indeed, let A be any Borel set,
and t be any vector of E. Assume µ(A + t) is finite. Then for all ε >
0, µ(A + t) ≥
∑
imti(Ai) ≥ µ(A + t) − ε for a denumerable family of
disjoint Borel sets Ai included in (C + ti) ∩ (A + t). And:
∑
imti(Ai) =∑
im(Ai − ti) =
∑
im−t+ti(Ai − t). The (Ai − t) are disjoint Borel sets
included in (C + ti − t) ∩ A for all i. Hence: µ(A + t) ≤
∑
imti(Ai) + ε ≤∑
im−t+ti(Ai−t)+ε ≤ µ(A)+ε for all A and t. Therefore, µ(A+t) ≤ µ(A).
If µ(A+ t) is infinite, we show similarly that: µ(A+ t) ≤ µ(A).
Then µ(A) ≤ µ(A+ t− t) ≤ µ(A+ t), and µ(A) = µ(A+ t) for all Borel
set A and all t ∈ E.
We showed:
Theorem 3 There is a measure µ on l∞ defined on Borel sets which is lo-
cally finite, invariant by translations, and inner regular by weakly closed sets.
More precisely µ(D) = 1 for any ball D of radius 1/2, and the restriction of
µ to Borel sets of D is weakly outer regular.
The construction could have been done for any non-empty parallelepiped
instead of C.
Note that our theorem is not contradictory with the known theorems
affirming that many obstructions prevent the existence of relevant measures
in infinite dimensional spaces. Recall for example the following theorem (see
[27]).
Theorem 4 On a locally convex, infinite dimensional, topological vector
space, there does not exist any Borel measure which is σ-finite and invariant
by all translations.
In fact our measure is not σ-finite. This is due to the non-separability of
l∞.
In addition of this theorem, we have a characterisation of null sets for µ
and a description of strong Borel sets of finite measure.
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Theorem 5 The null sets for the measure µ previously defined on l∞ are
exactly the sets A such that for any ball C of radius 1/2, µ(C ∩A) = 0 (still
denoting µ for its own completion by null sets).
Demonstration: It is obvious that null sets satisfy the condition. Con-
versely, if a set A satisfies the condition, just look at the definition of µ as a
patching measure.

Theorem 6 The strong Borel sets of E of finite measure are exactly the
unions of null sets with increasing countable unions of weakly closed sets.
Demonstration: Just use the fact that µ is inner regular by weakly
closed sets.

Finally, note the following fact. Let C be the unit cell of E associ-
ated with the canonical basis. One obviously has µ(C) = 1. But, de-
noting L the lattice associated with the canonical basis (xi) (that is L =
{
∑
i λixi, (λi) bounded sequence of integers}), and L
′ =
∑
i
1
2xi+L a trans-
lated lattice, we have the following property: for any z ∈ L′, µ((z+C)∩C) =
0. Indeed, µ(z + C) ∩ C ≤ µ(
⋂
n f
−1
n ([0; 1/2]) with invariance by transla-
tions ((fn) is the dual basis of (xi)), and µ(
⋂
n≤N f
−1
n ([0; 1/2]) ≤ (
1
2 )
N for
all N ∈ N. Hence, a set can be non-null but can appear to be null along all
the cells of a lattice. Consequently, the previous characterisation of null sets
seems sharp. Peculiarly, knowing the restrictions of µ along all cells of the
lattice associated with the canonical basis is not sufficient for knowing µ on
the whole space E.
1.2 Uniqueness of the measure
Now, we give sufficient conditions for uniqueness of our measure.
Definition 4 Let E be a metric measured space. A measurable set A such
that for any ball B of radius r > 0, A ∩ B is null is called a null set for
r-balls.
Theorem 7 In l∞, denote C a ball of radius 1/2. If a Borel measure m is
invariant by translations, with m(C) = 1, and if any null set for 1/2-balls is
null, then m equals the previously defined measure µ.
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Demonstration: Let n be any natural number and (xi) the canonical
basis of E = l∞. Consider the restriction of m to the σ-algebra Bn of Borel
sets of E which can be written A × V ect(xi, i > n), where V ect(xi, i >
n) = {
∑
i>n λixi, λi ∈ R, (λi) bounded}. The push-forward measure of that
restriction by Φn : E → Rn defined by: Φn(
∑
i λixi) =
∑
i≤n λiei ((ei) being
the canonical basis of Rn) is just the Lebesgue measure on Rn. Indeed, this
measure is invariant by translations and the measure of the unit cell is 1.
These conditions are satisfied by the push-forward measure of µ by Φn too.
Hence, since they characterize the Lebesgue measure, Φn∗(m) = Φn∗(µ),
and µ and m equal on
⋃
nBn. Indeed, for each n, Bn is the push-forward
σ-algebra of the Borel σ-algebra of Rn by Φn. Therefore, they equal on weak
opens of C, hence on the Dynkin system generated by weak opens, that is
on the weak Borel σ-algebra of C. Consequently, their completions equal,
and µ = m on the strong Borel sets of C. With invariance by translations,
this true for any ball B of radius 1/2.
It follows that null sets of E for µ and for m are the same, using the
third hypothesis of the theorem.
Now, let us study the case of general strong Borel sets. Let A be such a
set.
With the notation of the following lemma, assume first that for a δ > 0
and a r ∈ C, NZδ,>(r)(A) = {z ∈ L/m((A − r) ∩ (C + z)) > δ} is infinite.
Note that with invariance by translations, NZδ,>(r)(A) = {z ∈ L/m(A ∩
(C + z + r)) > δ}. A contains then a Borel set with measure as tall as
wished for m and µ (take unions of A∩
◦︷ ︸︸ ︷
C + z + r which are disjoint). Then
m(A) = µ(A) = +∞.
Assume now that NZδ,>(r)(A) is always finite. Since m is a Borel mea-
sure on E which is inner and outer regular for weak topology on every 1/2-
ball, with the following lemma, A can be written A = N∪M , with N null for
1/2-balls, hence null, and M which can be covered by a countable family of
1/2-balls, say (Bn). Then : m(A) = m(M) =
∑
nm(M ∩ (Bn \
⋃
k<nBk)) =∑
n µ(M ∩ (Bn \
⋃
k<nBk)) = µ(M) = µ(A). So m = µ.

Definition 5 A set A ⊂ E is said σ-finite for µ if there is a countable family
of 1/2-balls (Bi) such that A \
⋃
iBi is µ-null. Such a family (Bi) is called
an almost everywhere countable covering by 1/2-balls.
Lemma 4 (Key Lemma for σ-finiteness) Let (xi) be the canonical basis
of E = l∞, L the associated lattice:
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L = {
∑
i
λixi, (λi) bounded sequence of integers}
and C = {
∑
i λixi, (λi) ∈ [0, 1]
N} its unit cell. Let A be any strong Borel
set of E, and denote NZδ,>(r)(A) = {z ∈ L/µ((A − r) ∩ (C + z)) > δ} for
all δ > 0.
Assume that NZδ,>(r)(A) is finite for all r and δ. Then A is σ-finite for
µ.
Demonstration: We will also use another notation: NZδ,≥(r)(A) =
{z ∈ L/µ((A − r) ∩ (C + z)) ≥ δ}. Fist, we prove that NZδ,≥(.)(A) :
C → P (L) is upper semi-continuous in weak topology for any strong Borel
set A and any δ > 0. Let (un) be a sequence of C weakly converging
to a u∞. Let us show that if z ∈ NZδ,≥(un)(A) for n tall enough, then
z ∈ NZδ,≥(u∞)(A). That is, if µ((A− un) ∩ (C + z)) ≥ δ for n tall enough,
µ((A−u∞)∩ (C+ z)) ≥ δ. Choose a ε ∈ (0; δ), and let O be a weak open of
C+z such that (A−u∞)∩(C+z)) ⊂ O and µ(O) < µ((A−u∞)∩(C+z)))+ε.
For all n, let Fn be a weak closed included in (A − un) ∩ (C + z) with
µ(Fn) ≥ δ − ε. Since C + z is a weak compact, the set of weak closed of
C + z is compact for the weak Hausdorff distance. Hence, one can choose a
subsequence of (Fn) converging to a F , and it is clear that F ⊂ O. Hence
µ(O) ≥ µ(F ) ≥ lim supn→+∞ µ(Fn) ≥ δ − ε. Indeed (Fn) approaches F in
weak Hausdorff distance, and µ is regular for weak topology. So: µ((A −
u∞)∩ (C+z))) ≥ δ−2ε for all ε > 0. Therefore µ((A−u∞)∩ (C+z))) ≥ δ.
Hence NZδ,≥(.)(A) : C → P (L) is upper semi-continuous in weak topol-
ogy.
Now, note that z ∈ NZδ,>(r)(A) ⇔ µ((A − r) ∩ (C + z)) > δ, hence
z ∈ NZδ,>(r)(A)⇔ µ(((E\A)−r)∩(C+z)) < 1−δ, so z ∈ NZδ,>(r)(A) ⇔
z 6∈ NZ1−δ,≥(r)(E\A). Consequently, L\NZδ,>(r)(A) = NZ1−δ,≥(r)(E\A)
for all δ ∈ (0, 1), r ∈ C, and all strong Borel set A.
We will now use a compactness argument to show that A is σ-finite. Let
F be any finite subset of L, and denote CF = {r ∈ C/NZδ,>(r)(A) ⊂ F},
assuming that NZδ,>(r)(A) is finite for all r and δ. It is obvious that the
family (CF )F finite covers C. Moreover, C is compact in weak topology. Let
us show that CF is a weak open for any finite F .
Indeed, C \ CF = {r ∈ C/NZδ,>(r)(A) 6⊂ F} = {r ∈ C/NZ1−δ,≥(r)(E \
A)∩F 6= ∅}. Now, we will show that {r ∈ C/NZ1−δ,≥(r)(E\A)∩F 6= ∅} is a
weak closed for any δ ∈ (0, 1). Let (rn) be a sequence of that set converging
to, say, r∞. For any n, we can choose a zn ∈ NZ1−δ,≥(rn)(E \ A) ∩ F ,
and since F is finite, we can find a strictly increasing sequence ϕ of natural
numbers such that (zϕ(n)) is constant, equalling, say, z∞ ∈ F . Then (rϕ(n))
approaches r∞, and z∞ ∈ NZ1−δ,≥(rϕ(n))(E \A)∩F for all n. Hence, since
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NZδ,≥(.)(B) : C → P (L) is upper semi-continuous in weak topology for any
strong Borel set B, z∞ ∈ NZ1−δ,≥(r∞)(E \ A) ∩ F , and C \ CF is a weak
closed. Consequently, CF is a weak open for any finite set F ⊂ L.
So, C is a weak compact covered by the family of opens (CF )F finite.
Hence, it can be covered by only a finite number of them, say (CFi), and
so C ⊂ C⋃
i Fi
. Then, there is a finite set Φδ(A) =
⋃
i Fi ⊂ L such that
C = CΦδ(A). Consequently, for any r ∈ C, NZδ,>(r)(A) ⊂ Φδ(A).
Now, since C is a weak compact, there is a denumerable weakly dense
subset P in C. And Mδ(A) =
⋃
r∈P
⋃
z∈Φδ(A)
z + r + C is a denumerable
union of strong 1/2-balls. Now, for any 1/2-ball B, m(A ∩B \Mδ(A)) ≤ δ.
Let us prove this.
Let B be any 1/2-ball. We can write B = z + r + C with z ∈ L and
r ∈ C. Then r is a weak limit of a sequence of P , say (rn). For any n,
m(A∩(z+rn+C)\Mδ(A)) ≤ δ. Indeed, if z ∈ NZδ,>(rn)(A), m(A∩(z+rn+
C)\Mδ(A)) vanishes, and if z 6∈ NZδ,>(rn)(A), m(A∩(z+rn+C)\Mδ(A)) ≤
m(A ∩ (z + rn + C)) ≤ δ. Hence, for any n, z 6∈ NZδ,>(rn)(A \Mδ(A)),
that is, z ∈ NZ1−δ,≥(rn)(E \ (A \ Mδ(A))). Since (rn) weakly converges
to r, z ∈ NZ1−δ,≥(r)(E \ (A \ Mδ(A))), and z 6∈ NZδ,>(r)(A \ Mδ(A)).
Consequently, m(A ∩ (z + r + C) \Mδ(A)) ≤ δ.
Then, denote M =
⋃
n∈NM1/n(A). It is a denumerable union of denu-
merable unions of finite sets of 1/2-balls, so it is a countable union of 1/2-
balls. And for any strong 1/2-ball B, m(A∩B \M) ≤ m(A∩B \Mδ(A)) < δ
for all δ > 0. Then, m(A ∩ B \M) = 0, and A \M is null for 1/2-balls,
hence null. Consequently, A is σ-finite.

As a consequence, we see that if a Borel set A has finite measure, it is
σ-finite.
1.3 A technique for a easy calculus of integrals
We will now describe a easy way to calculate integrals for µ in E = l∞.
First of all, we need to know some properties of integrable functions. Let
f : l∞ → R be any measurable function, (xi) the canonical basis of l∞, L the
associated lattice and C its unit cell. It is well known that f can be written
f = f+ − f− with f+ and f− measurable non-negative functions such that
|f | = f+ + f−. f+ and f− are called the non-negative and the non-positive
parts of f . f is integrable if and only if f+ and f− are integrable.
1.3.1 Notion of support of a measurable function
We begin with recalling an elementary fact dealing with the support of a
function and its integral. We use here the notion of measurable support
which is suitable in measure theory. Usually, the support of a function is the
closure of the measurable support defined here.
Lemma 5 Let f be any measurable non-negative function, and A any mea-
surable set for any measure m.
∫
A fdµ = 0 if and only if m({x ∈ A/f(x) 6=
0}) = 0.
Demonstration: We have: {x ∈ A/f(x) 6= 0} =
⋃
n∈N∗{x/f(x) ≥
1/n}. Hence, if m({x ∈ A/f(x) 6= 0}) 6= 0, there is a n ∈ N∗ such that
m({x/f(x) ≥ 1/n}) 6= 0, and
∫
A fdµ ≥
∫
{x/f(x)≥1/n} fdµ ≥
1
nm({x/f(x) ≥
1/n}) > 0, which is absurd. The converse is obvious.

We use the following definition:
Definition 6 Let f be any measurable function on E = l∞. The set {x ∈
A/f(x) 6= 0} is called the (measurable) support of f and denoted Supp(f).
The support of a measurable function is obviously a measurable set.
1.3.2 Integrability of measurable functions
We will now give a necessary condition for a non-negative function to be
integrable using that notion of support.
Proposition 2 Let f be any non-negative measurable function on E = l∞.
Assume that f is integrable. Then Supp(f) is σ-finite.
Demonstration: Assume that
∫
E fdµ < +∞. Choose a ε > 0, and as-
sume that Supp(max(f − ε, 0)) is not σ-finite. Then
∫
Supp(max(f−ε,0)) fdµ ≤∫
E fdµ < +∞, and
∫
Supp(max(f−ε,0)) fdµ ≥ εµ(Supp(max(f − ε, 0))) = +∞.
It is absurd. Hence Supp(max(f − ε, 0)) is σ-finite for all ε > 0, and
Supp(f) =
⋃
n∈N Supp(max(f−1/n, 0)) is a denumerable union of countable
unions of 1/2-balls with null sets, hence is σ-finite.

Then we have :
Theorem 8 (Characterisation of integrable functions) Let f be any
measurable function on E. f is integrable if and only if both its non-negative
and non-positive parts are.
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Let f+ be a non-negative function. It is integrable if and only if its
support is σ-finite for an almost everywhere countable covering by 1/2-balls
(Bi), and if the family (
∫
Bi\
⋃
j<iBj
fdµ)i is a convergent series.
Let f be a measurable function on E. It is integrable if and only if
its support is σ-finite for an almost everywhere countable covering by 1/2-
balls (Bi), if for all i, f is integrable on Bi \
⋃
j<iBj and if the family
(
∫
Bi\
⋃
j<iBj
|f |dµ)i is a convergent series.
Demonstration: The first point is well known. The second is quite
obvious with what we showed. For the third one, note that Supp(f) =
Supp(f+) ∪ Supp(f−), so Supp(f) is σ-finite if and only if both Supp(f+)
and Supp(f−) are. Use then the characterisation given by the two first points
and the well known results about integrability and convergence of series.

1.3.3 Integrals of integrable functions
First of all, we have the obvious :
Proposition 3 Let f be any integrable function on E = l∞. Then :
∫
E
fdµ =
∑
i
∫
Bi\
⋃
j<i Bj
fdµ,
where (Bi) is an almost everywhere countable covering of Supp(f) by
1/2-balls.
We need now to find an easy way to calculate integrals of integrable
functions on 1/2-balls.
Let f be such an integrable function defined on a parallelepiped P con-
taining a strong 1/2-ball C. Denote (ci)i the center of C, di = ci−1/2 for all
i, and let (ai)i be any element of P . For example, one can choose ai = 0 for
all i if 0 ∈ P . f can be seen as a function of a sequence of numbers of [0; 1]
(in the canonical basis, recall that this basis is in reality a weak Schauder
basis):
f((xi)i) = f(d0 + x0; d1 + x1; d2 + x2; ...; dn + xn; ....).
Denote fn : [0; 1]N → R the map such that :
fn((xi)i) = f(d0+x0; d1+x1; d2+x2; ...; dn−1+xn−1; dn+xn; an+1; an+2; ...).
This definition makes sense since P is a parallelepiped. It is clear that
for any sequence of numbers (xi) of [0; 1]N, the sequence (
∑
i<n(di+ xi)ei+
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∑
i≥n aiei)n approaches
∑
i xiei in weak topology ((ei) denotes the canonical
basis). Moreover, since f is integrable on C which is weakly metric compact,
with Luzin Theorem, there is a null set N such that f is weakly continuous
out of N . Hence, (fn) simply converges to f out of N . Suppose now that
f is bounded by, say, M , on P , except on a null set. Then, with Lebesgue
convergence theorem :
lim
n→+∞
∫
C
fndµ =
∫
C
fdµ.
More generally, without any assumption about f , for all M ,
lim
n→+∞
∫
C
fn(x)1{|fn(x)|≤M}dµ =
∫
C
f(x)1{|f(x)|≤M}dµ,
and :
lim
M→+∞
lim
n→+∞
∫
C
fn(x)1{|fn(x)|≤M}dµ =
∫
C
fdµ.
Indeed, fdµ is a finite non-negative measure, and
⋂
n∈N{|f(x)| > n} = ∅
since f : P → R.
Now, in order to easily calculate integrals like
∫
C fndµ, we will use a
simple form of Fubini Theorem for µ on C. µ equals on C the measure
given by the Geometry and Probability Theorem for any limit notion (by
uniqueness) because of the patching measures Theorem. And the Geometry
and Probability Theorem states that once a ultra-filter is given, for any
compact spaces K and K ′, µK ⊗µK ′ = µK×K ′. Here, for any n ∈ N, [0; 1]N
can be written as the product of [0; 1]n+1 for the n first coordinates with
[0; 1]{i>n+1,i∈N} for the last ones (they are in denumerable cardinal), and
both these spaces are compact in weak topology. Hence, for n ≥ 1 :
∫
C
fndµ =
∫
[0;1]n+1
(
∫
[0;1]{i>n+1,i∈N}
fndµ[0;1]{i>n+1,i∈N})dµ[0;1]n+1
=
∫
[0;1]n+1
fn|[0;1]n+1×{(ai)i≥n+1}dλ.
So :
lim
n→+∞
∫
[0;1]n+1
fn|[0;1]n+1×{(ai)i≥n+1}dλ. =
∫
C
fdµ,
for any bounded function. We showed :
Theorem 9 Let f be any integrable function on a parallelepiped containing
a given element (ai)i and a 1/2-ball, say (di)i+[0, 1]
N. Denote fn((xi)i≤n) =
f(d0 + x0; d1 + x1; d2 + x2; ...; dn−1 + xn−1; dn + xn; an+1; an+2; ...).
17
- Assume that f is bounded on P . Then the limit limn→+∞
∫
[0,1]n+1 fndλ
exists, and we have :
lim
n→+∞
∫
[0,1]n+1
fndλ =
∫
C
fdµ,
where dλ is the Lebesgue measure of finite dimensional spaces.
- Without any more assumption about f ,
∫
C
fdµ =
lim
M→+∞
lim
n→+∞
∫
[0,1]n+1
fn1{|fn|≤M}dλ.
Moreover, using Luzin and Lebesgue Theorems, we can show :
Proposition 4 Let f be any measurable function on a parallelepiped con-
taining a given element (ai)i and a 1/2-ball, say (di)i + [0, 1]
N. We use
the same notations as above. Then f is integrable if and only if all M ,
limn→+∞
∫
[0,1]n+1 |fn|1{|fn|≤M}dλ exist, and:
lim
M→+∞
lim
n→+∞
∫
[0,1]n+1
|fn|1{|fn|≤M}dλ < +∞.
Beware to the fact that one can have limn→+∞
∫
[0;1]n+1 fndλ 6=
∫
C fdµ
when f is integrable but unbounded. For instance, look at the following
function :
f : [0; 1]N→ R
(xi)i 7→
3
21{x0∈[0;1/3]∪[2/3;1]} ×
∏
i≥1 1{xi∈[0;1/3]}+
∞∑
n=1
3n+1 − 3n
2n
∏
i<n
1{xi∈[0;1/3]∪[2/3;1]} × 1{xn∈[2/3;1]} ×
∏
i>n
1{xi∈[0;1/3]}.
f is measurable for the strong σ-algebra, and Supp(f) = ([0; 1/3] ∪
[2/3; 1])N . Moreover,
µ(Supp(f)) =
∫
Supp(f)
dµ = lim
n→+∞
∫
([0;1/3]∪[2/3;1])n+1
dλ
= lim
n→+∞
(
2
3
)n+1 = 0,
since x 7→ 1 is bounded. Hence,
∫
[0;1]N fdµ = 0.
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But: ∫
[0;1]N+1
f(x0; ...;xN ; 0; ...; 0; ...)dλ =
2×
3
2
(
1
3
)N+1 +
N∑
n=1
3n+1 − 3n
2n
(
2
3
)n(
1
3
)N−n+1 =
1
3N+1
(
N∑
n=1
(3n+1 − 3n) + 3) = 1
for all N .
We can now give a method to calculate integrals for µ.
Let f be any measurable function on E, and denote f¯n((xi)i≤n) =
f(x0;x1; ...;xn−1;xn; 0; 0; ...).
- Calculate Supp(f).
- If Supp(f) is not σ-finite, f is not integrable. If it is, choose an almost
everywhere countable covering of Supp(f) by 1/2-balls (Bi).
- Calculate
∫
Bi\
⋃
j<iBj
|f |dµ for all i with the formula :
∫
Bi\
⋃
j<i Bj
|f |dµ =
lim
M→+∞
lim
n→+∞
∫
(Bi\
⋃
j<i Bj)∩R
n+1
|f¯n|1{|f¯n|≤M}dλ(x0; ...;xn).
- If some of them are infinite, f is not integrable. Otherwise,
- Calculate :
∑
i
∫
Bi\
⋃
j<iBj
|f |dµ.
If it is infinite, f is not integrable, and if not, f is integrable.
- Calculate
∫
Bi\
⋃
j<iBj
fdµ for all i with the formula :
∫
Bi\
⋃
j<i Bj
fdµ =
lim
M→+∞
lim
n→+∞
∫
(Bi\
⋃
j<iBj)∩R
n+1
f¯n1{|f¯n|≤M}dλ(x0; ...;xn).
- Finish with :
∫
E
fdµ =
∑
i
∫
Bi\
⋃
j<i Bj
fdµ.
Beware to the fact that f can have a σ-finite support, with f integrable on
all Bi\
⋃
j<iBj (where (Bi)i is a almost everywhere covering of Supp(f)), and
such that the sum
∑
i
∫
Bi\
⋃
j<iBj
fdµ converges, but without integrability of
f . In this case,
∑
i
∫
Bi\
⋃
j<i Bj
|f |dµ = +∞.
1.4 Invariance by translations
With the previous calculus method and invariance of µ by translations, we
can easily show :
Theorem 10 Let f be any function on E, and t ∈ E. f is integrable if and
only if x 7→ f(x+ t) is, and in this case,
∫
E
fdµ =
∫
E
f(x+ t)dµ(x).
1.5 Fubini Theorems
By the same method, we can show :
Theorem 11 Let E = l∞, (ei) be its canonical basis. Let V be a finite
dimensional vector space of E admitting a basis made of elements of (ei),
and W be the strong closure of the space generated by the other elements of
(ei). We have : E = V ⊕W . Then, for any integrable function f ,∫
E
fdµ =
∫
V
(
∫
W
fdµW )dλV ,
where dµW is the previously built measure associated to W , a space iso-
morphic to E, and dλV the usual Lebesgue measure of V . Moreover, any
function g : E → R is integrable if and only if g|W+{x} is integrable for
λ-almost all x ∈ V , and if x 7→
∫
W g|W+{x}dµW is integrable on V .
The proof is straightforward with the usual Fubini Theorem and the
behaviour of µ with products.
We are sure that a generalisation of the previous result can be made
weakening the assumption that V and W are built with the canonical basis.
It demands a geometric theory of l∞ using the fact that the canonical basis
is a weak Schauder basis. It has to be linked with a notion of Jacobian
determinant, and with a notion of linear continuous maps preserving the
measure, as in the finite dimensional case.
Nevertheless, something quite new appears in our frame of work.
Theorem 12 Let E = l∞, and (ei) be its canonical basis. Let V
′ be an
infinite dimensional vector space of E admitting a basis made of elements of
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(ei), but such that infinitely many ei do not belong to V
′, V its strong closure,
and W be the strong closure of the space generated by the other elements of
(ei). We have : E = V ⊕W . Then, for any integrable function f ,∫
E
fdµ =
∫
V
(
∫
W
fdµW )dµV ,
where dµW and dµV are the previously built measure associated to W and
V . Moreover, any function g : E → R is integrable if and only if g|W+{x} is
integrable for µV -almost all x ∈ V , and if x 7→
∫
W g|W+{x}dµW is integrable
on V .
The proof follows the same way as before.
These theorems suggest that a theorem of the following kind holds, with
good hypothesis.
Assume that E =
⊕
i Vi, a denumerable direct sum of closed vector sub-
spaces of E, such that for any i, Vi is the strong closure of its subspace
generated by the elements of the canonical basis contained in. This assump-
tion contains the geometry, and can surely be weakened. Then, for any
bounded integrable function f , limn→+∞
∫
V0
(
∫
V1
...(
∫
Vn
fdµVn)...dµV1)dµV0
exists, and
∫
E
fdµ = lim
n→+∞
∫
V0
(
∫
V1
...(
∫
Vn
fdµVn)...dµV1)dµV0 ,
where dµVi can be a measure of the previous type or a Lebesgue measure
on a finite dimensional space for all i. Maybe some other analytic assumption
has to be made about f (probably something about the support of f and
null sets).
Conclusion
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