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Abstract
A generalization of the operator method by Grisvard is used to ensure weak and strict
solutions to some degenerate differential equations with delay in Banach spaces, whose
operator coefﬁcients are time depending. Some applications to ordinary and partial
differential equations with delay are described.
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1. Introduction
The problem
MðtÞu0ðtÞ þ LðtÞuðtÞ þ KðtÞuðt  1Þ ¼ f ðtÞ; tX0; ð1:1Þ
uðtÞ ¼ jðtÞ; 1ptp0; ð1:2Þ
when the operators MðtÞ; LðtÞ; KðtÞ ðtX0Þ are closed and linear from a complex
Banach space X into itself, and MðtÞ is not necessarily invertible, was recently
considered by some authors. See [3,4,10,11], where some examples from physics are
also given. We conﬁne ourselves to mentioning the papers [2,12], where the
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solvability and properties of solutions to explicit time-dependent delay equations
(MðtÞ is the identity operator) were considered in Banach and Hilbert spaces, and
the monograph [9] (Section 6), where these questions were considered in a ﬁnite-
dimensional space.
In [4], the key assumption to handle time-dependent operators in degenerate
equation (1.1) reads
jjðzMðtÞ þ LðtÞÞ1jjpC1; jzj4C; ð1:3Þ
when tX0: It follows that z ¼ 0 is a simple pole for the resolvent ðz þ TðtÞÞ1; where
TðtÞ ¼ MðtÞL1ðtÞ; or a regular point of TðtÞ: We suppose that the domain DðLðtÞÞ
of LðtÞ is contained in DðMðtÞÞ-DðKðtÞÞ and LðtÞ has a bounded inverse operator.
In what follows, restriction (1.3) will be maintained only for every time interval ½0; t0

with C1 ¼ C1ðt0Þ and C ¼ Cðt0Þ: Under some regularity conditions, we showed in
[4] that (1.1), (1.2) has a unique sectionally continuous solution (i.e. uðtÞ is
continuously differentiable for tA½1;NÞ\fkgNk¼0; MðtÞuðtÞ is continuous on ½0;NÞ
and continuously differentiable for tA½0;NÞ\fkgNk¼1; (1.1) holds for
tA½0;NÞ\fkgNk¼0; and (1.2) is veriﬁed) or a unique continuous solution
uðtÞACð½1;NÞ; XÞ: In this paper, by using a completely different approach related
to the operator method by Grisvard [7,8] and its generalization by Favini and Yagi
[5], we shall treat both (1.1), (1.2) and the problem
d
dt
ðMðtÞuðtÞÞ þ LðtÞuðtÞ þ KðtÞuðt  1Þ ¼ f ðtÞ; tX0 ð1:4Þ
together with (1.2), and more regular solutions shall be obtained. In fact, we shall
reduce (1.1), (1.2) to a suitable problem of type (1.4), (1.2). To this end, in Section 2
we shall study the operator equation
ðB þ sÞTv þ v ¼ h ð1:5Þ
in a complex Banach space E; where T is a bounded linear operator from E into
itself and B is a closed linear operator from E into itself.
Section 3 contains the main results on (1.1), (1.2) and (1.4), (1.2). In Section 4, we
illustrate the abstract theorems by giving some applications to ordinary and partial
differential equations with delay.
2. Some results on operator equations
Let B be a closed, densely deﬁned linear operator from a complex Banach space
ðE; jj  jjEÞ into itself such that for some d40 and C240 the following estimate holds:
jjðB þ zÞ1jjpC2ð1þ jRe zjÞ1; Re zX d: ð2:1Þ
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For sake of simplicity, we shall denote by jj  jj the norm of E andLðEÞ: Here and in
the futureLðE1; E2Þ denotes the Banach space of all bounded linear operators from
a Banach space E1 into a Banach space E2; with LðE1; E1Þ ¼LðE1Þ: Let T be a
bounded linear operator from E into itself ðTALðEÞÞ such that
jjðzT þ 1Þ1jjpC3; jzj4C0 ð2:2Þ
for some C340 and 0oC0od: We shall show that the assumption C0od is not
restrictive for applications.
Let s40: We shall consider existence and uniqueness of the solution v to operator
equation (1.5) when h is a given element of E: To accomplish this, we shall need one
further assumption on the commutator
½B; ðzT þ 1Þ1
 ¼ BðzT þ 1Þ1  ðzT þ 1Þ1B; ð2:3Þ
precisely, the commutator ½B; ðzT þ 1Þ1
 has a bounded extension from E into itself
such that
jj½B; ðzT þ 1Þ1
jjpC4; jzj4C0: ð2:4Þ
The following existence and uniqueness result holds. We refer to [5, pp. 100–105], for
related results, where a further assumption on the commutator is needed to
compensate for a somewhat less restrictive condition than (2.2).
Theorem 2.1. Suppose that for some C240; d40 the resolvent ðB þ zÞ1 satisfies (2.1)
and for some C340; 0oC0od the resolvent ðzT þ 1Þ1 satisfies (2.2). Suppose also
that commutator (2.3) has a bounded extension from E into itself with (2.4). If s is
suitably large, then problem (1.5) has one and only one solution for any hAE:
Proof. We begin with the uniqueness. Let Tv ¼ w: If ðB þ sÞTv þ v ¼ 0 then TðB þ
sÞw þ w ¼ 0: It is sufﬁcient to show that w ¼ 0: Let G be the counter-clockwise
oriented circumference z ¼ reiy; 0pyp2p; where r ¼ ðC0 þ dÞ=2: One has
0 ¼ 1
2pi
Z
G
z1ðB þ s  zÞ1ðzT þ 1Þ1ðTðB þ sÞw þ wÞ dz
¼ 1
2pi
Z
G
z2ðB þ s  zÞ1ðB þ sÞw dz
 1
2pi
Z
G
z2ðB þ s  zÞ1ðzT þ 1Þ1ðB þ sÞw dz
þ 1
2pi
Z
G
z1ðB þ s  zÞ1ðzT þ 1Þ1w dz
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¼ðB þ sÞ1w þ 1
2pi
Z
G
z2ðB þ s  zÞ1½B; ðzT þ 1Þ1
w dz
 1
2pi
Z
G
z2ðB þ s  zÞ1ðB þ sÞðzT þ 1Þ1w dz
þ 1
2pi
Z
G
z1ðB þ s  zÞ1ðzT þ 1Þ1w dz ¼ ½1
 þ ½2
 þ ½3
 þ ½4
:
Since z2ðzT þ 1Þ1w is analytic on jzj4C0 and (2.2) holds, Cauchy Theorem yields
1
2pi
Z
G
z2ðzT þ 1Þ1w dz ¼ 0;
hence, we have
½3
 ¼ 1
2pi
Z
G
z1ðB þ s  zÞ1ðzT þ 1Þ1w dz ¼ ½4
;
and thus
0 ¼ ðB þ sÞ1w þ 1
2pi
Z
G
z2ðB þ s  zÞ1½B; ðzT þ 1Þ1
w dz ¼ ½1
 þ ½2
:
Therefore, after some calculations,
0 ¼ w þ 1
2pi
Z
G
z2ðB þ s  z þ zÞðB þ s  zÞ1½B; ðzT þ 1Þ1
w dz ¼ w þ Fw;
where
F ¼ 1
2pi
Z
G
z1ðB þ s  zÞ1½B; ðzT þ 1Þ1
 dz:
It follows from (2.1), (2.4) that
jjF jjpC2C4
2p
Z
G
jzj1ð1þ s þ jRe zjÞ1jdzj-0; s-N:
Therefore, if s is sufﬁciently large, jjF jj is small, so that 1þ F has a bounded inverse.
This yields w ¼ v ¼ 0; as desired.
Concerning existence, we prove that if s is large enough, then
v ¼ 1
2pi
Z
G
z1ðzT þ 1Þ1ðB þ sÞðB þ s  zÞ1y dz; ð2:5Þ
where y shall be deﬁned more precisely later, resolves (1.5).
We observe that
v ¼ 1
2pi
Z
G
z1ðzT þ 1Þ1y dz þ 1
2pi
Z
G
ðzT þ 1Þ1ðB þ s  zÞ1y dz;
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so that
Tv ¼ 1
2pi
Z
G
z2ðzT þ 1 1ÞðzT þ 1Þ1y dz
þ 1
2pi
Z
G
z1ðzT þ 1 1ÞðzT þ 1Þ1ðB þ s  zÞ1y dz
¼ 1
2pi
Z
G
z1ðB þ s  zÞ1y dz  1
2pi
Z
G
z1ðzT þ 1Þ1ðB þ s  zÞ1y dz
¼ðB þ sÞ1y  1
2pi
Z
G
z1ðzT þ 1Þ1ðB þ s  zÞ1y dz:
Hence,
ðB þ sÞTv ¼ y  1
2pi
Z
G
z1½B; ðzT þ 1Þ1
ðB þ s  zÞ1y dz
 1
2pi
Z
G
z1ðzT þ 1Þ1ðB þ sÞðB þ s  zÞ1y dz ¼ y  v  Wy;
where
W ¼ 1
2pi
Z
G
z1½B; ðzT þ 1Þ1
ðB þ s  zÞ1 dz:
Since (2.1) and (2.4) are veriﬁed, W has a small enough norm for sufﬁciently large s:
Take
y ¼ ð1 WÞ1h:
Then v (2.5) satisﬁes (1.5). This ﬁnishes the proof. &
We shall apply the general result in Theorem 2.1 to handle the initial-value
problem:
d
dt
ðMðtÞuðtÞÞ þ LðtÞuðtÞ ¼ f ðtÞ; t0ptpt0 þ t; ð2:6Þ
uðt0Þ ¼ u0: ð2:7Þ
Here MðtÞ; LðtÞ are two families of closed linear operators from the complex Banach
space X into itself for t0ptpt0 þ t with domains DðMðtÞÞ; DðLðtÞÞ; respectively,
such that DðLðtÞÞ is independent of t and for all tA½t0; t0 þ t
;
DðLðtÞÞ ¼ DDDðMðtÞÞ; (L1ðtÞALðX Þ: ð2:8Þ
Denote TðtÞ ¼ MðtÞL1ðtÞALðX Þ: Henceforth, we shall suppose that MðtÞ; LðtÞ
are strongly continuously differentiable on D: Then the bounded operators
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Lðt0ÞL1ðtÞ; L1ðtÞ; TðtÞ are strongly continuously differentiable on X and hence
Lðt0ÞL1ðtÞ; L1ðtÞ; TðtÞACð½t0; t0 þ t
;LðX ÞÞ: If I is an interval of R and k is a non-
negative integer, the symbol CkðI ; X Þ denotes the space of all k times continuously
differentiable X -valued functions on I ; with C0ðI ; XÞ ¼ CðI ; XÞ: We shall also
assume that the operator pencil zMðtÞ þ LðtÞ satisﬁes restriction (1.3) for all
t0ptpt0 þ t: It follows that the Laurent expansion of the resolvent ðzTðtÞ þ 1Þ1 ¼
LðtÞðzMðtÞ þ LðtÞÞ1 in the neighborhood of inﬁnity ðjzj4CÞ does not contain
positive powers of z: ðzTðtÞ þ 1Þ1 ¼PNn¼0 RnðtÞzn; where RnðtÞ ¼ 12pi Hjzj¼rðzTðtÞ þ
1Þ1zn1 dz ðr4CÞ: Moreover, the resolvent ðzTðtÞ þ 1Þ1 satisﬁes the restriction
jjðzTðtÞ þ 1Þ1jjpC5; jzj4C6 ð2:9Þ
for some constants C5; C640 and for all t0ptpt0 þ t: Really, since the operator
zTðtÞ þ 1 is jointly continuous in the variables tA½t0; t0 þ t
; zAflAC : jlj ¼ rg in
the operator norm, the bounded inverse operator ðzTðtÞ þ 1Þ1 is also jointly
continuous in the variables t; z in the operator norm. Then ðzTðtÞ þ 1Þ1 is
uniformly bounded on the compact ½t0; t0 þ t
  flAC : jlj ¼ rg; i.e. jjðzTðtÞ þ
1Þ1jjp %Cðt0; t; rÞ: It follows that jjRnðtÞjjp %Cðt0; t; rÞrn: Hence, jjðzTðtÞ þ
1Þ1jjp %C
1rjzj1 ðjzj4rÞ: This yields (2.9). Note that since L1ðtÞ is uniformly bounded
on ½t0; t0 þ t
; (1.3) follows from (2.9). Thus, (1.3) is equivalent to (2.9). In virtue of
(2.9), the direct sum decomposition X ¼ RðTðtÞÞ"NðTðtÞÞ holds and the restriction
T˜ðtÞ of TðtÞ to RðTðtÞÞ is an isomorphism from RðTðtÞÞ onto RðTðtÞÞ ðt0ptpt0 þ
tÞ: Here and in the future we denote by RðTÞ and NðTÞ the image and the null space
of T ; respectively.
Concerning f ðtÞ; it is assumed that f ðtÞACð½t0; t0 þ t
; X Þ: We shall seek a function
uðtÞACð½t0; t0 þ t
; X Þ such that uðtÞAD for any tA½t0; t0 þ t
; LðtÞuðtÞACð½t0; t0 þ
t
; XÞ; MðtÞuðtÞAC1ð½t0; t0 þ t
; XÞ and (2.6), (2.7) hold. Such a function is also said
to be a strict solution to (2.6), (2.7). We now indicate how to handle (2.6), (2.7) by
means of Theorem 2.1. To this end, let
wðtÞ ¼ LðtÞuðtÞ  Lðt0Þu0  ðt  t0Þv1; ð2:10Þ
where v1 shall be deﬁned precisely later. We see that problem (2.6), (2.7) becomes
d
dt
ðTðtÞwðtÞÞ þ wðtÞ ¼ hðtÞ; t0ptpt0 þ t; wðt0Þ ¼ 0; ð2:11Þ
where
hðtÞ ¼ f ðtÞ  T 0ðtÞ½Lðt0Þu0 þ ðt  t0Þv1
  TðtÞv1  Lðt0Þu0  ðt  t0Þv1: ð2:12Þ
Here T 0ðtÞ denotes the strong derivative of TðtÞ: Suppose that
f ðt0Þ  ð1þ T 0ðt0ÞÞLðt0Þu0ARðTðt0ÞÞ: ð2:13Þ
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Now we can deﬁne the vector v1 in (2.10) as
v1 ¼ T˜1ðt0Þð f ðt0Þ  ð1þ T 0ðt0ÞÞLðt0Þu0Þ: ð2:14Þ
Then hðtÞ (2.12) satisﬁes hðtÞAC0ð½t0; t0 þ t
; XÞ; where
C0ð½t0; t0 þ t
; XÞ ¼ fyðtÞACð½t0; t0 þ t
; XÞ; yðt0Þ ¼ 0g:
It is easy to verify that under assumption (2.13), if wðtÞAC0ð½t0; t0 þ t
; XÞ satisﬁes
(2.11), then the function
uðtÞ ¼ L1ðtÞ½wðtÞ þ Lðt0Þu0 þ ðt  t0Þv1

with v1 (2.14) is a strict solution to (2.6), (2.7).
Now we only need to notice that Theorem 2.1 applies when E ¼ C0ð½t0; t0 þ
t
; XÞ; Bv ¼ dv
dt
with DðBÞ ¼ fvAC1ð½t0; t0 þ t
; X Þ; vð0Þ ¼ v0ð0Þ ¼ 0g and T is the
bounded linear operator from E into itself given by ðTvÞðtÞ ¼ TðtÞvðtÞ: Indeed, the
resolvent assumption (2.2) are obviously guaranteed by (1.3) and the operator B
satisﬁes (2.1) when d4C0: Now we show that estimate (2.4) holds. In this case, the
commutator ½B; ðzT þ 1Þ1
 coincides with the operator @@tðzTðtÞ þ 1Þ1 ¼
zðzTðtÞ þ 1Þ1T 0ðtÞðzTðtÞ þ 1Þ1: The symbol @@t means the strong derivative. In
as much as T 0ðtÞ is strongly continuous on ½t0; t0 þ t
; the operator T 0ðtÞ is uniformly
bounded jjT 0ðtÞjjpC7: Taking into account (2.9), we get jj @@tðzTðtÞ þ
1Þ1jjpjzjC25C7; jzj4C6: Since ðzTðtÞ þ 1Þ1 is jointly continuous in the variables
t; z on ½t0; t0 þ t
  flAC : jlg ¼ rg ðr4C6Þ in the operator norm, the operator
@
@tðzTðtÞ þ 1Þ1 is also jointly continuous in the variables t; z in the operator norm.
Consequently, R0nðtÞ ¼ 12pi
H
jlj¼r
@
@tðzTðtÞ þ 1Þ1zn1 dz and jjR0nðtÞjjprnþ1C25C7: For
this reason, the series
PN
n¼0 R
0
nðtÞzn converges uniformly in tA½t0; t0 þ t
: Hence,
jj @@tðzTðtÞ þ 1Þ1jjprC25C7 11rjzj1; jzj4r: This yields the estimate jj @@tðzTðtÞ þ
1Þ1jjpC4; jzj4C0; that is precisely (2.4). The change of the unknown function
wðtÞ ¼ estvðtÞ reduces (2.11) to the form
d
dt
ðTðtÞvðtÞÞ þ sTðtÞvðtÞ þ vðtÞ ¼ esthðtÞ; t0ptpt0 þ t; vðt0Þ ¼ 0 ð2:15Þ
with arbitrary s40: Now we can treat (2.15) as operator equation (1.5).
Summing up, we deduce the result as follows.
Theorem 2.2. Let (1.3) and (2.8) be valid for all t0ptpt0 þ t: Suppose
MðtÞy; LðtÞyAC1ð½t0; t0 þ t
; X Þ for all yAD and further suppose f ðtÞACð½t0; t0 þ
t
; XÞ: If u0AD satisfies condition (2.13), then there exists a unique strict solution to
problem (2.6), (2.7).
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Remark 2.1. If uðtÞ is a solution to problem (2.6), (2.7), then
f ðtÞ  ð1þ T 0ðtÞÞLðtÞuðtÞARðTðtÞÞ; t0ptpt0 þ t: ð2:16Þ
Really, since vðtÞ ¼ LðtÞuðtÞ satisﬁes the equation
d
dt
ðTðtÞvðtÞÞ þ vðtÞ ¼ f ðtÞ;
it follows that
T 0ðtÞvðtÞ þ lim
D-0
TðtÞ vðt þ DÞ  vðtÞ
D
 
þ vðtÞ ¼ f ðtÞ:
Taking into account that RðTðtÞÞ is a closed subspace, we obtain
f ðtÞ  ð1þ T 0ðtÞÞvðtÞARðTðtÞÞ; t0ptpt0 þ t:
It gives (2.16).
To handle problem (1.1), (1.2), we need results concerning the equation
MðtÞu0ðtÞ þ LðtÞuðtÞ ¼ f ðtÞ; t0ptpt0 þ t: ð2:17Þ
Theorem 2.3. Let (1.3) and (2.8) be valid for all t0ptpt0 þ t: Suppose
MðtÞy; LðtÞyAC1ð½t0; t0 þ t
; X Þ for all yAD and f ðtÞAC1ð½t0; t0 þ t
; XÞ: If a vector
u0AD satisfies the condition
f ðt0Þ  Lðt0Þu0AMðt0ÞD; ð2:18Þ
then problem (2.17), (2.7) has a unique strict solution uðtÞAC1ð½t0; t0 þ t
; XÞ such that
LðtÞuðtÞAC1ð½t0; t0 þ t
; XÞ:
Proof. Note that the operator function LðtÞL1ðt0ÞALðX Þ is strongly continuously
differentiable. Then the inverse operator function Lðt0ÞL1ðtÞALðX Þ is also
strongly continuously differentiable. Let D be endowed with the norm jjujjD ¼
jjLðt0ÞujjX ; that is equivalent to the usual graph norm; we choose it to simplify some
calculations. A strict solution uðtÞ to (2.17), (2.7) satisﬁes uðtÞAC1ð½t0; t0 þ t
; DÞ; for
Lðt0ÞuðtÞ ¼ ½Lðt0ÞL1ðtÞ
½LðtÞuðtÞ
: Introduce the restriction of MðtÞ to D: M˜ðtÞ ¼
MðtÞjD : D-X : We have LðtÞ; M˜ðtÞALðD; XÞ; SðtÞ ¼ L1ðtÞM˜ðtÞALðDÞ: The
operator functions LðtÞ; M˜ðtÞ; L1ðtÞ; SðtÞ are strongly continuously differentiable
and hence uniformly bounded in the operator norm on ½t0; t0 þ t
:
Eq. (2.17) is written in the space D as the following:
SðtÞu0ðtÞ þ uðtÞ ¼ L1ðtÞf ðtÞ; t0ptpt0 þ t: ð2:19Þ
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Note that (2.9) yields the estimate of ðzSðtÞ þ 1Þ1 in the space LðDÞ:
jjðzSðtÞ þ 1Þ1jjLðDÞpjjL1ðtÞjjLðX ;DÞjjðzTðtÞ þ 1Þ1jjLðXÞjjLðtÞjjLðD;X Þ:
Since (1.3) is equivalent to (2.9) and the operator norms
jjL1ðtÞjjLðX ;DÞ; jjLðtÞjjLðD;XÞ are bounded, we obtain that there exists a constant
C840 such that jjðzSðtÞ þ 1Þ1jjLðDÞpC8; jzj4C6; when t0ptpt0 þ t: Then D ¼
RðSðtÞÞ"NðSðtÞÞ: Here RðSðtÞÞ ¼ RðS2ðtÞÞ is a closed subspace of the space
D; SðtÞ is not degenerate on RðSðtÞÞ ¼ L1ðtÞMðtÞD and hence the operator MðtÞ is
not degenerate on RðSðtÞÞ too. Note that MðtÞD ¼ MðtÞRðSðtÞÞ: Denote by QðtÞ the
projector onto NðSðtÞÞ along RðSðtÞÞ and PðtÞ ¼ 1 QðtÞ: It follows from [4,
Lemma 3.1] that PðtÞ and QðtÞ are strongly continuously differentiable. Moreover,
P0ðtÞ ¼ Q0ðtÞ; S0ðtÞ ¼ PðtÞS0ðtÞ þ P0ðtÞSðtÞ; S0ðtÞQðtÞ ¼ SðtÞQ0ðtÞ; Q0ðtÞSðtÞ ¼
QðtÞS0ðtÞ:
Our strategy in solving (2.19), (2.7) is as follows. We treat the Cauchy problem in
the space D;
d
dt
ðSðtÞvðtÞÞ þ vðtÞ ¼ d
dt
ðL1ðtÞf ðtÞÞ; t0ptpt0 þ t; ð2:20Þ
vðt0Þ ¼ v0; ð2:21Þ
according to Theorem 2.2, where v0AD will be precised below. Let vðtÞ be the unique
strict solution to it. Integrating both members in (2.20), using (2.21) and SðtÞALðDÞ;
we get
SðtÞvðtÞ  Sðt0Þv0 þ
Z t
t0
vðsÞ ds ¼ L1ðtÞf ðtÞ  L1ðt0Þf ðt0Þ; t0ptpt0 þ t:
Let
uðtÞ ¼ u0 þ
Z t
t0
vðsÞ ds; ð2:22Þ
so that u0ðtÞ ¼ vðtÞ: Then uðtÞAC1ð½t0; t0 þ t
; DÞ satisﬁes
SðtÞu0ðtÞ þ uðtÞ ¼ L1ðtÞf ðtÞ þ u0 þ Sðt0Þv0  L1ðt0Þf ðt0Þ; t0ptpt0 þ t; ð2:23Þ
together with uðt0Þ ¼ u0: If uðtÞ must be a strict solution to (2.19), we are compelled
to take v0 with Sðt0Þv0 þ u0 ¼ L1ðt0Þf ðt0Þ; i.e. Mðt0Þv0 ¼ f ðt0Þ  Lðt0Þu0: On the
other hand, by (2.18), there exists a unique vector %v0ARðSðt0ÞÞ such that
Mðt0Þ%v0 ¼ f ðt0Þ  Lðt0Þu0: ð2:24Þ
Moreover, if uðtÞ is the seeked solution to (2.19), (2.7), after multiplying (2.19) by
QðtÞ; we get QðtÞuðtÞ ¼ QðtÞL1ðtÞf ðtÞ; or QðtÞu0ðtÞ ¼ ½QðtÞL1ðtÞf ðtÞ
0  Q0ðtÞuðtÞ:
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Since MðtÞ is not degenerate on RðSðtÞÞ; PðtÞu0ðtÞ is uniquely determined from
MðtÞ½PðtÞu0ðtÞ
 ¼ f ðtÞ  LðtÞuðtÞ: In particular, PðtÞu0ðtÞ ¼ u0ðtÞ  QðtÞu0ðtÞ yields
Pðt0Þu0ðt0Þ ¼ u0ðt0Þ  ddt ½QðtÞL1ðtÞf ðtÞ
jt¼t0 þ Q0ðt0Þu0: Since %v0 is the unique element
in RðSðt0Þ satisfying (2.24), we conclude that the only choice for v0 in (2.21) is just
v0ð¼ u0ðt0ÞÞ ¼ %v0 þ d
dt
½QðtÞL1ðtÞf ðt0Þ
jt¼t0  Q0ðt0Þu0: ð2:25Þ
It is easily seen that in fact, if vðtÞ is a strict solution to (2.20), (2.21) with the initial
condition precised in (2.25), then uðtÞ in (2.22) is a strict solution to (2.17), (2.7) and
conversely. Really, such a function uðtÞAC1ð½t0; t0 þ t
; DÞ; and therefore,
uðtÞAC1ð½t0; t0 þ t
; XÞ; LðtÞuðtÞ ¼ ½LðtÞL1ðt0Þ
½Lðt0ÞuðtÞ
AC1ð½t0; t0 þ t
; X Þ:
Notice also that Sðt0Þv0 þ u0  L1ðt0Þf ðt0Þ ¼ Sðt0Þ ddt½QðtÞL1ðtÞf ðtÞ
jt¼t0 
Sðt0ÞQ0ðt0Þu0: The last expression is written as
d
dt
½SðtÞQðtÞL1ðtÞf ðtÞ
jt¼t0 
d
dt
SðtÞQðtÞ
 
jt¼t0
u0
 S0ðt0ÞQðt0ÞL1ðt0Þf ðt0Þ þ S0ðt0ÞQðt0Þu0: ð2:26Þ
The ﬁrst two addenda in (2.26) vanish in virtue of the deﬁnition of QðtÞ: Moreover,
Qðt0Þ½Lðt0Þ1f ðt0Þ  u0
 ¼  Qðt0ÞLðt0Þ1f f ðt0Þ  Lðt0Þu0g
¼  Qðt0ÞLðt0Þ1Mðt0Þ%v0;
so that it vanishes as well. Therefore, d
dt
½QðtÞL1ðtÞf ðtÞ
jt¼t0  Q0ðt0Þu0ANðSðt0ÞÞ: In
order to verify that Theorem 2.2 applies to problem (2.20), (2.21) with the indicated
choice for v0 in (2.25), we must show that
d
dt
½L1ðtÞf ðtÞ
jt¼t0  ½1þ S0ðt0Þ
v0ARðSðt0ÞÞ: ð2:27Þ
Now, note that
d
dt
½L1ðtÞf ðtÞ
jt¼t0  ½1þ S0ðt0Þ
v0
¼ d
dt
½PðtÞL1ðtÞf ðtÞ
jt¼t0  %v0 þ Q0ðt0Þu0  S0ðt0Þv0
¼ Pðt0Þ d
dt
½L1ðtÞf ðtÞ
jt¼t0 þ P0ðt0ÞSðt0Þ%v0  %v0  S0ðt0Þv0
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¼ Pðt0Þ d
dt
½L1ðtÞf ðtÞ
jt¼t0  Pðt0ÞS0ðt0Þ%v0
 S0ðt0Þ d
dt
½QðtÞL1ðtÞf ðtÞ
jt¼t0 þ S0ðt0ÞQ0ðt0Þu0  %v0
¼ Pðt0Þ d
dt
½L1ðtÞf ðtÞ
jt¼t0  Pðt0ÞS0ðt0Þ%v0  S0ðt0ÞQ0ðt0ÞSðt0Þ%v0
 S0ðt0ÞQðt0Þ d
dt
½L1ðtÞf ðtÞ
jt¼t0  %v0
¼ Pðt0Þ d
dt
½L1ðtÞf ðtÞ
jt¼t0  Pðt0ÞS0ðt0Þ%v0  Sðt0ÞQ0ðt0ÞS0ðt0Þ%v0
þ Sðt0ÞQ0ðt0Þ d
dt
½L1ðtÞf ðtÞ
jt¼t0  %v0ARðSðt0ÞÞ:
It follows that v0 satisﬁes relation (2.27).
Thus, problem (2.17), (2.7) has a unique strict solution. The theorem is
proved. &
Remark 2.2. If uðtÞ is a solution to (2.17), then
f ðtÞ  LðtÞuðtÞAMðtÞD; t0ptpt0 þ t:
Remark 2.3. Since LðtÞ is only a closed operator, LðtÞuðtÞAC1ð½t0; t0 þ t
; XÞ is not a
direct consequence of uðtÞAC1ð½t0; t0 þ t
; XÞ and LðtÞ being strongly continuously
differentiable.
3. Equations with delay
The main result concerning problem (1.4), (1.2) reads as follows.
Theorem 3.1. Suppose (2.8) is valid for all tX0 and DCDðKðtÞÞ: Suppose also for
every t040 there exist constants C1 ¼ C1ðt0Þ40 and C ¼ Cðt0Þ40 such that (1.3)
holds for all tA½0; t0
: Assume MðtÞy; LðtÞyAC1ð½0;NÞ; X Þ; KðtÞyACð½0;NÞ; XÞ for
all yAD; f ðtÞACð½0;NÞ; XÞ; jðtÞACð½1; 0
; XÞ; KðtÞjðt  1ÞACð½0; 1
; X Þ: If the
function jðtÞ satisfies the condition
f ð0Þ  Kð0Þjð1Þ  ð1þ T 0ð0ÞÞLð0Þjð0ÞARðTð0ÞÞ; ð3:1Þ
problem (1.4), (1.2) has a unique strict solution uðtÞACð½1;NÞ; X Þ;
MðtÞuðtÞAC1ð½0;NÞ; XÞ; LðtÞuðtÞACð½0;NÞ; X Þ:
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Proof. To solve problem (1.4), (1.2), we apply the method of steps. We shall consider
the equation
d
dt
ðMðtÞuðtÞÞ þ LðtÞuðtÞ ¼ hðtÞ; ð3:2Þ
where hðtÞ ¼ KðtÞuðt  1Þ þ f ðtÞ; successively on the intervals ½k; k þ 1
; k ¼
0; 1;y: For k ¼ 0; we have hðtÞ ¼ KðtÞjðt  1Þ þ f ðtÞACð½0; 1
; X Þ: According
to Theorem 2.2, there exists a unique strict solution u1ðtÞ of Eq. (3.2) on ½0; 1
 with
initial value u1ð0Þ ¼ jð0Þ: Note that Lð0Þu1ðtÞ ¼ ½Lð0ÞL1ðtÞ
½LðtÞu1ðtÞ
ACð½0; 1
; XÞ
and hence KðtÞu1ðtÞ ¼ ½KðtÞL1ð0Þ
½Lð0Þuðt  1Þ
ACð½1; 2
; XÞ: By Remark 2.1,
f ð1Þ  Kð1Þu1ð0Þ  ð1þ T 0ð1ÞÞLð1Þu1ð1ÞARðTð1ÞÞ:
This relation implies that there exists a unique strict solution u2ðtÞ to Eq. (3.2) on the
interval ½1; 2
 with initial value u2ð1Þ ¼ u1ð1Þ: Here hðtÞ ¼ KðtÞu1ðt  1Þ þ f ðtÞ:
Repeat the same argument on any interval ½ j; j þ 1
; j ¼ 2; 3;y : The function
uðtÞ ¼ jðtÞ; 1pto0;
ujðtÞ; j  1ptoj; j ¼ 1; 2;y
(
is a strict solution to (1.4), (1.2). This completes the proof. &
We have the result below for the equation with delay (1.1).
Theorem 3.2. Suppose (2.8) is valid for tX0 and DCDðKðtÞÞ: Suppose also
for every t040 there exists constants C1 ¼ C1ðt0Þ40 and C ¼ Cðt0Þ40 such
that (1.3) holds for all tA½0; t0
: Assume MðtÞy; LðtÞy; KðtÞyAC1ð½0;NÞ; XÞ for
all yAD; f ðtÞAC1ð½0;NÞ; XÞ; jðtÞACð½1; 0
; XÞ; KðtÞjðt  1ÞAC1ð½0; 1
; XÞ and
jð0ÞAD: If the function jðtÞ satisfies the condition
Lð0Þjð0Þ þ Kð0Þjð1Þ  f ð0ÞAMð0ÞD; ð3:3Þ
there exists a unique function uðtÞACð½1;NÞ; X Þ such that LðtÞuðtÞACð½0;NÞ; X Þ;
uðtÞ; LðtÞuðtÞAC1ðð j; j þ 1Þ; X Þ ð j ¼ 0; 1;yÞ and (1.1) holds for tA½0;NÞ\f jgNj¼0
and (1.2) holds for tA½1; 0
: At the points t ¼ 1; 2;y the functions uðtÞ; LðtÞuðtÞ have
derivatives on the right and on the left, at the point t ¼ 0 the function uðtÞ has
derivatives on the right and on the left too, the function LðtÞuðtÞ has a derivative on the
right.
We shall call the function uðtÞ; deﬁned in Theorem 3.2, a weak solution to problem
(1.1), (1.2).
Proof. To solve problem (1.1), (1.2), we again apply the method of steps. We ﬁrst
consider the equation
MðtÞu0ðtÞ þ LðtÞuðtÞ ¼ hðtÞ ð3:4Þ
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on the interval ½0; 1
 with hðtÞ ¼ f ðtÞ  KðtÞjðt  1Þ: By Theorem 2.3, there exists a
unique solution u1ðtÞ with initial value u1ð0Þ ¼ jð0Þ such that
LðtÞu1ðtÞAC1ð½0; 1
; XÞ: We have Lð0Þu1ðt  1ÞAC1ð½1; 2
; XÞ and hence KðtÞu1ðt 
1Þ ¼ ½KðtÞL1ð0Þ
½Lð0Þu1ðt  1Þ
AC1ð½1; 2
; XÞ: By Remark 2.2 for the solution u1ðtÞ
to Eq. (3.4) on ½0; 1
; the following relation holds: f ð1Þ  Kð1Þjð0Þ 
Lð1Þu1ð1ÞAMð1ÞD: Now set hðtÞ ¼ f ðtÞ  KðtÞu1ðt  1Þ and consider
Eq. (3.4) on ½1; 2
: By Theorem 2.3, there exists a unique solution u2ðtÞ with u2ð1þ
0Þ ¼ u1ð1 0Þ such that LðtÞu2ðtÞAC1ð½1; 2
; XÞ: Moreover, limt-10 LðtÞu1ðtÞ ¼
limt-1þ0 LðtÞu2ðtÞ:
Next, we seek successively for j ¼ 3; 4;y a solution ujðtÞ to Eq. (3.4) on the
interval ½ j  1; j
 with hðtÞ ¼ f ðtÞ  KðtÞuj1ðt  1Þ such that ujð j  1þ 0Þ ¼
uj1ð j  1 0Þ: Put u0ðtÞ ¼ jðtÞ;  1ptp0: The function
uðtÞ ¼ ujðtÞ; j  1ptoj; j ¼ 0; 1;y ð3:5Þ
is a unique solution to problem (1.1), (1.2). The theorem is proved. &
In Theorem 3.3, we indicate conditions on the initial function jðtÞ in (1.2) so that
the solution to initial-value problem (1.1), (1.2) is continuously differentiable on
½1;NÞ: A weak solution uðtÞ to problem (1.1), (1.2) will be termed a strict solution,
if uðtÞAC1ð½1;NÞ; X Þ and uðtÞ satisﬁes Eq. (1.1) for all tX0: Recall that QðtÞ is the
projector onto NðSðtÞÞ along RðSðtÞÞ; where SðtÞ ¼ L1ðtÞMðtÞjD : D-D; D is the
Banach space endowed with the graph norm jjujjD ¼ jjLð0ÞujjX (see the proof of
Theorem 2.3), D ¼ RðSðtÞÞ"NðSðtÞÞ: As we already know, QðtÞ ðtX0Þ is a strongly
continuously differentiable operator function with values in LðDÞ: Denote by Q0ðtÞ
its strong derivative. Since L1ðtÞf ðtÞAC1ð½0;NÞ; DÞ; L1ðtÞKðtÞjðt  1ÞAC1
ð½0; 1
; DÞ; we have QðtÞL1ðtÞf ðtÞAC1ð½0;NÞ; DÞ; QðtÞL1ðtÞKðtÞjðt  1ÞAC1
ð½0; 1
; DÞ:
Theorem 3.3. Let for all tX0 relations (2.8) be valid and also DCDðKðtÞÞ: Assume
that for every t040 there exist constants C1 ¼ C1ðt0Þ40 and C ¼ Cðt0Þ40 such that
(1.3) is true for all tA½0; t0
: Suppose MðtÞy; LðtÞy; KðtÞyAC1ð½0;NÞ; XÞ for all
yAD; f ðtÞAC1ð½0;NÞ; XÞ; jðtÞAC1ð½1; 0
; DÞ: If the function jðtÞ satisfies the
compatibility conditions
Mð0Þj0ð0Þ þ Lð0Þjð0Þ þ Kð0Þjð1Þ ¼ f ð0Þ; ð3:6Þ
Qð0Þj0ð0Þ ¼ d
dt
fQðtÞL1ðtÞ½ f ðtÞ  KðtÞjðt  1Þ
gjt¼0  Q
0ð0Þjð0Þ; ð3:7Þ
there exists a unique strict solution to problem (1.1), (1.2).
Proof. By Theorem 3.2, there exists a unique weak solution uðtÞ to problem
(1.1), (1.2) deﬁned by (3.5). Here uðtÞACð½1;NÞ; DÞ; KðtÞuðt  1Þ ¼
A. Favini, L. Vlasenko / J. Differential Equations 192 (2003) 93–110 105
½KðtÞL1ð0Þ
½Lð0ÞuðtÞ
ACð½0;NÞ; XÞ and ujðtÞAC1ð½ j  1; j
; DÞ; KðtÞujðt  1ÞAC1
ð½ j  1; j
; XÞ for all j ¼ 0; 1;y: We show that under the present assumptions the
derivative u0ðtÞ is continuous at the points t ¼ 0; 1;y; namely u0jð j  0Þ ¼ u0jþ1ð j þ
0Þ; j ¼ 0; 1;y: The function ujðtÞ is a solution to (3.4) on ½ j  1; j
: Then for all
j ¼ 1; 2;y;
SðtÞu0jðtÞ ¼ ujðtÞ  L1ðtÞ½KðtÞuj1ðtÞ  f ðtÞ
; j  1ptpj: ð3:8Þ
Relations (3.8) at t ¼ j  1 and t ¼ j gives us
Sð jÞu0jð j  0Þ ¼Sð jÞu0jþ1ð j þ 0Þ
¼  uð jÞ  L1ð jÞ½Kð jÞuð j  1Þ  f ð jÞ
; j ¼ 1; 2;y;
Sð0Þu01ðþ0Þ ¼ jð0Þ  L1ð0Þ½Kð0Þjð1Þ  f ð0Þ
:
Taking into account conditions (3.6) and that the operator Sð jÞ is not degenerate on
Pð jÞD; we get
Pð jÞu0jð j  0Þ ¼ Pð jÞu0jþ1ð j þ 0Þ; j ¼ 0; 1;y : ð3:9Þ
The operator CðtÞ ¼ QðtÞL1ðtÞKðtÞjDALðDÞ is strongly continuously differentiable
on ½0;NÞ and FðtÞ ¼ QðtÞL1ðtÞf ðtÞAC1ð½0;NÞ; X Þ: Apply to (3.8), the projector
QðtÞ and differentiate
QðtÞu0jðtÞ ¼ F 0ðtÞ  C0ðtÞuj1ðt  1Þ  CðtÞu0j1ðt  1Þ  Q0ðtÞujðtÞ;
j  1ptpj; j ¼ 1; 2;y: ð3:10Þ
Comparing (3.7) and (3.10) for j ¼ 1 and t ¼ 0 we get Qð0Þu01ðþ0Þ ¼ Qð0Þu00ð0Þ:
Using (3.9) for j ¼ 0; we have u00ð0Þ ¼ u01ðþ0Þ: Relations (3.10) for j ¼ 1; t ¼ 1 and
for j ¼ 2; t ¼ 1 give Qð1Þu01ð1 0Þ ¼ F 0ð1Þ  C0ð1Þu0ð0Þ  Cð1Þu00ð0Þ 
Q0ð1Þu1ð1 0Þ ¼ F 0ð1Þ  C0ð1Þu1ðþ0Þ  Cð1Þu01ðþ0Þ  Q0ð1Þu2ð1þ 0Þ ¼ Qð1Þu02ð1þ
0Þ: Using (3.9) for j ¼ 1; we have u01ð1 0Þ ¼ u02ð1þ 0Þ: By successive comparing
(3.10) for j and j þ 1 when t ¼ j ð j ¼ 2; 3;y) and using (3.9), we obtain
u0jð j  0Þ ¼ u0jþ1ð j þ 0Þ ð j ¼ 2; 3;y). The theorem is proved. &
4. Examples
We shall give some applications of our general results obtained in Section 3.
Example 1. For over 25 years the theory of differential-algebraic equations (DAEs)
has been intensively developed. We refer, for example, to the work [6]. In [1],
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stationary DAEs with delay were considered. Let us illustrate how our results work
by means of a simple system of ordinary differential equations with coefﬁcients
depending on time. Consider the following DAE with delay:
ð1þ tÞu02ðtÞ þ u1ðtÞ  u2ðt  1Þ ¼ f1ðtÞ; tX0;
u02ðtÞ þ u2ðtÞ  u1ðt  1Þ ¼ f2ðtÞ; tX0: ð4:1Þ
For this DAE, consider the initial data
uiðtÞ ¼ jiðtÞ; 1ptp0; i ¼ 1; 2: ð4:2Þ
We consider problem (4.1), (4.2) as an abstract problem (1.1), (1.2) in the space C2;
where
uðtÞ ¼ u1ðtÞ
u2ðtÞ
 !
; f ðtÞ ¼ f1ðtÞ
f2ðtÞ
 !
; jðtÞ ¼ j1ðtÞ
j2ðtÞ
 !
;
MðtÞ ¼ 0 1þ t
0 1
 !
; LðtÞ ¼ 1 0
0 1
 !
; KðtÞ ¼ 0 11 0
 !
:
The matrices MðtÞ; LðtÞ; KðtÞ are inﬁnitely differentiable. It is not difﬁcult to see that
there exist positive constants C; %C such that
jjðzMðtÞ þ LðtÞÞ1jjp %Cð1þ t0Þ; jzj4C41
for all tA½0; t0
: We suppose that f ðtÞAC1ð½0;NÞ;C2Þ; jðtÞAC1ð½1; 0
;C2Þ: In the
case of problem (4.1), (4.2), condition (3.3) is
j1ð0Þ  j2ð1Þ  f1ð0Þ ¼ j2ð0Þ  j1ð1Þ  f2ð0Þ: ð4:3Þ
Then on account of Theorem 3.2, if the functions f ðtÞ and jðtÞ satisfy relation (4.3)
there exists a unique weak solution uðtÞ to problem (4.1), (4.2). On each interval
½ j  1; jÞ; the solution uðtÞ is equal to ujðtÞ ¼ uj;1ðtÞuj;2ðtÞ
	 

; where the functions ujðtÞ are
deﬁned by the recurrent formulae
u0;iðtÞ ¼ jiðtÞ; 1ptp0; i ¼ 1; 2; ð4:4Þ
uj;2ðtÞ ¼ etuj1;2ð j  1 0Þ þ
Z t
j1
ett½ f2ðtÞ þ uj1;1ðt 1Þ
 dt;
j  1ptpj; j ¼ 1; 2;y; ð4:5Þ
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uj;1ðtÞ ¼ ð1þ tÞðuj;2ðtÞ  uj1;1ðt  1Þ  f2ðtÞÞ þ uj1;2ðt  1Þ þ f1ðtÞ;
j  1ptpj; j ¼ 1; 2;y ð4:6Þ
in the following way
uiðtÞ ¼ uj;iðtÞ; j  1ptoj; j ¼ 0; 1;y; i ¼ 1; 2: ð4:7Þ
To provide the existence and uniqueness of a strict solution to problem (4.1), (4.2),
we apply Theorem 3.3. We have
SðtÞ ¼ MðtÞ; RðSðtÞÞ ¼ a
b
 !
AC2: a ¼ bð1þ tÞ
( )
; NðSðtÞÞ ¼ a
0
 !
AC2
( )
;
PðtÞ ¼ 0 1þ t
0 1
 !
; QðtÞ ¼ 1 ð1þ tÞ
0 0
 !
:
Conditions (3.6), (3.7) in the case of problem (4.1), (4.2) are, respectively, the
following:
f1ð0Þ þ j2ð1Þ  j1ð0Þ  j02ð0Þ ¼ f2ð0Þ þ j1ð1Þ  j2ð0Þ  j02ð0Þ ¼ 0; ð4:8Þ
j01ð0Þ  j02ð0Þ þ j01ð1Þ  j02ð1Þ þ j1ð1Þ
 j2ð0Þ þ f2ð0Þ  f 01ð0Þ þ f 02ð0Þ ¼ 0: ð4:9Þ
Thus, if the functions f ðtÞ and jðtÞ satisfy relations (4.8), (4.9) there exists a unique
strict solution uðtÞ to problem (4.1), (4.2). The solution is deﬁned by (4.4)–(4.7).
Example 2. Let OCRn be a bounded domain with smooth boundary @O: Consider a
self-adjoint strongly elliptic differential expression Aðx; DÞ ¼Pjajp2m aaðxÞDa;
whose coefﬁcients aaðxÞ possess the regularity aaðxÞACjajð %OÞ; %O ¼ O,@O: We use
the standard notation Da ¼ @jaj
@x
a1
1
?@xann
; a ¼ ða1;y; anÞ; jaj ¼ a1 þ?þ an: We
associate with the differential expression Aðx; DÞ the operator A in L2ðOÞ: Au ¼
Aðx; DÞu; uADðAÞ; DðAÞ ¼ W 2m2 ðOÞ-W m2;0ðOÞ: Here, W 2m2 ðOÞ is the Sobolev space
of order 2m; W m2;0ðOÞ is the closure of CN0 ðOÞ in W m2 ðOÞ: It is well known that the
operator A is self-adjoint and its ﬁnite spectrum consists of at most a countable set of
eigenvalues which are simple poles of the resolvent ðA  lÞ1: Let a be an eigenvalue
of A and b be a regular point of A: Let Kðt; x; DÞ ¼Pjajp2r kaðt; xÞDa; rpm be
another strongly elliptic differential expression with coefﬁcients kaðt; xÞ such that
Db @
j
@t jKaðt; xÞACð½0;NÞ  %OÞ ðjbjpjaj; j ¼ 0; 1Þ: The differential expression
Kðt; x; DÞ induces the family KðtÞ of closed linear operators in L2ðOÞ: KðtÞu ¼
Kðt; x; DÞu; uADðKðtÞÞ; DðKðtÞÞ ¼ W 2r2 ðOÞ-W r2;0ðOÞ: Clearly, DðKðtÞÞ*DðAÞ:
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Consider the partial differential equation with time delay
X
jajp2m
aaðxÞDa @uðt; xÞ
@t
þ uðt; xÞ
 
 a @uðt; xÞ
@t
 buðt; xÞ
þ
X
jajp2r
kaðt; xÞDauðt  1; xÞ ¼ f ðt; xÞ; tX0; xAO; ð4:10Þ
with Dirichlet boundary conditions
Dauðt; xÞ ¼ 0; tX0; xA@O; jajpm  1 ð4:11Þ
and initial data given by
uðt; xÞ ¼ jðt; xÞ; 1ptp0; xAO: ð4:12Þ
We suppose that @
j
@t j f ðt; xÞACð½0;NÞ  %OÞ for j ¼ 0; 1; Da @
j
@t j ðt; xÞACð½1; 0
  %OÞ
for j ¼ 0; 1; jajp2r; Dajðt; xÞ ¼ 0 for 1ptp0; xA@O; jajpr  1; @ j@t j ð0; xÞA
C2mð %OÞ for j ¼ 0; 1; Da @ j@t j ð0; xÞ ¼ 0 for j ¼ 0; 1; jajpm  1; xA@O:
Put X ¼ L2ðOÞ; M ¼ A  a; L ¼ A  b; the mixed problem (4.10)–(4.12) is
written in the space X as abstract problem (1.1), (1.2). Note that zM þ L ¼
ðz þ 1ÞðA  zaþb
zþ1 Þ; za 1: Since the point a is a simple pole of the resolvent, we
have the estimate jjðA  l aÞ1jjp djlj; jljoe: Hence, jjðzM þ LÞ1jjp djbaj;
jzj4jbaje þ 1: Then estimate (1.3) is valid. If the relation holds
X
jajp2m
aaðxÞDa @jð0; xÞ
@t
þ jð0; xÞ
 
 a @jð0; xÞ
@t
 bjð0; xÞ
þ
X
jajp2r
kað0; xÞDajð1; xÞ ¼ f ð0; xÞ; xAO;
condition (3.6) and hence (3.3) are true. Thus, all the conditions of Theorem 3.2
hold. So, there exists a unique weak solution uðt; xÞ to mixed problem (4.10)–(4.12).
Generally, the solution is not differentiable at the points t ¼ 0; 1;y and does not
satisfy (4.10) at these points. If in addition, Da @
j
@t j ðt; xÞACð½1; 0
  %OÞ for j ¼
0; 1; jajp2m; Da @ j@t j ðt; xÞ ¼ 0 for 1ptp0; xA@O; j ¼ 0; 1; jajpm  1 and for
some vðxÞAC2mð %OÞ such that DavðxÞ ¼ 0 for xA@O; jajpm  1 the following
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relationship is veriﬁed:
X
jajp2m
aaðxÞDa  b
2
4
3
5@jð0; xÞ
@t
þ
X
jajp2r
@kað0; xÞ
@t
Dajð1; xÞ þ kað0; xÞDa @jð1; xÞ
@t
 
 @f ð0; xÞ
@t
¼
X
jajp2m
aaðxÞDa  a
2
4
3
5vðxÞ; xAO;
we have (3.7) and can apply Theorem 3.3 to obtain a strict solution to (4.10)–(4.12),
i.e. continuously differentiable on ½1;NÞ and satisfying (4.10) for all tX0:
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