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Abstract 
In this thesis we discuss the use of Hausdorff dimension to characterize surface 
roughness. We also develop a new simulation method . In particular, we model 
surface line transects using Gaussian processes and provide a periodogram-based 
estimator of Hausdorff dimension from such data. In cases when the surface is 
the result of multi-processing we suggest simple stochastic models and modify the 
periodogram-based estimators to estimate Hausdorff dimensions for the penulti-
mate and ultimate stages of the surface. Simulation study is often useful in this 
kind of study, and so we develop a simulation method based on circulant embed-
ding to generate multi-dimensional Gaussian processes. The thesis is divided into 
four chapters. 
The first chapter provides background and motivation for our later work. In 
particular , we give a brief introduction to the different definitions of fractal di-
mension , and we discuss in some detail the connection between Hausdorff dimen-
sion and the roughness parameter , which we call fractal index, in the covariance 
function for Gaussian processes. Moreover , we review literature on simulation 
methods and explain why a new method is needed. 
In Chapter 2 we sugg st an stimator of Hausdorff dimension of line transect 
samples for surfaces. The theoretical surface model is typically a stationary, 
Gaussian or Gaussian-like random field. The line transect samples are usually 
evenly spaced surface height measurements along a particular direction. Rough 
surfaces generally produce line transects with non-integer Hausdorff dimension 
lying between 1 and 2. Our estimator is based on periodogram. However we 
: 
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argue that the cosine part of the periodogram is more appropriate than the full 
periodogram for this application. The term semiperiodogram is used to describe 
the cosine component , and our estimator is based on simple linear regression of 
the logarithm of the semiperiodogram on the logarithm of frequency. 
In some physical applications the fractal model describes the result of grinding 
or polishing a surface. This processing often involves several stages of varying 
:fineness , which might be likened to finishing a timber surface using different 
grades of sandpaper. Numerical analysis of surfaces that are produced in this 
way sometimes reveals traces of a penultimate processing step , involving a Haus-
dorff dimension which differs from that in the final stage. An example of such 
data is the electrolytically zinc-plated surface. Simple stochastic models of this 
phenomenon are developed in Chapter 3. We also extend our theory for Haus-
dorff dimension estimator in Chapter 2 to the estimation of both penultimate and 
ultimate Hausdorff dimensions for processed surfaces. 
Contemporary computing power has enabled Monte Carlo methods to assume 
a central role in the assessment of new techniques and methodologies . However , 
most of the existing simulation methods generate realizations which do not have 
the exact distribution specified in the model. For those that generate 'exact" 
realizations , they either require the model in a certain special form or can deal 
with only short realizations . In Chapter 4 we introduce the Circulant Embed-
ding Simulation Method which generates "exact" N-dimensional Gaussian pro-
cesses. There are only two conditions on the model: (i) the covariance function is 
summable on ]RN, and (ii) the spectral density is strictly positive on [O, l]N . Our 
procedure can cope with more than 50,000 grid points in many cases, even on a 
relatively modest comput r. 
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Chapter 1 
FRACTAL DIMENSION AND STOCHASTIC 
SIMULATION 
1 Introduction 
What are fractals? What is fractal dimension? Before we answer these questions , 
let us go back to something we are all familiar with - point , line and disk. They 
have (topological) dimensions 0, 1, and 2 respectively. However , mathematically 
there exist many objects in between those mentioned which have non-integer 
dimensions. Mandelbrot (1975a, 1977) invented the term fra ctal to describe these 
objec ts. They can be a collection of points , lines, curves and even graphs . They 
can also be either deterministic or random and either self- similar or self- affine. 
Their dimensions depend on their complexity. The more complex they are the 
hjgher their dimensions. 
In recent years , scientists in many disciplines have been trying to solve prac-
tical problems via fractal geometry. For example in the Proceedings of the R oyal 
Society, Series A volume 423 (1989) , there was a collection of papers on "Fractals 
in th natural sciences". More recent , the Royal Statistical Society organized a 
one-day m eting on the subjects of chaos , including es timation of fractal dimen-
sion for attractors of dynamical systems, in 1991 and published the presented 
papers with discussion in the Journal of the Royal Statistical Society, Series B 
I 
• 
2 
volume 54 (1992). 
There has also been considerable interest in modelling real phenomena using 
self-similar processes. One particularly popular application is to the problem 
of describing surfaces. For example, the surface of a fractured metal bar or of 
a highly magnified polished metal sheet , may be modelled in this way. Often 
the data obtained from surfaces are in the form of line transect samples , and 
so the self-similar process under study is a curve in the plane rather than a 
surface in three dimensional space. In this context, some recent developments in 
time series analysis are of interest , namely work that has focused attention on 
processes exhibiting long range dependence. Such processes are characterised by 
a power spectrum proportional to an inverse power law near the origin and have 
covariances that decay slowly; examples are fractional Brownian motion, due to 
Mandelbrot & Van Ness (1968), and fractional differences, introduced by Granger 
& Joyeux (1980) , and Hosking (1981), both of which have been used to model 
strongly dependent behaviour in economics , geophysics and hydrology. Various 
approaches to the es timation of parameters of interest in strongly dependent 
processes have been proposed, including the rescaled range and frequency domain 
methods . The former are discussed by Mandelbrot (1975b) and Mandelbrot & 
Taqqu (1979) while Fox & Taqqu (1986), Geweke & Porter-Hudak (1983) , Janacek 
(1982) and Kashyap & Eom (1988) consider the latter. Cox (1984) and Hampel 
(1987) provide general reviews of many of these ideas. 
In the first part of this thesis we are mainly concerned with the problem of 
es timating the fractal dimension, in particular the Hausdorff dimension , of line 
transect samples, which can be modelled using Gaussian processes, but because 
we have in mind applications that involve examining the smoothness of surfaces 
our focus of attention centres not on the long range properties of the process but 
on its local behaviour. As in most studi s of estimating fractal dimension , we 
need both simulated realizations and real data. In the s cond part of this thesis 
I 
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we develop a new simulation method , which is fast and "exact in principle", to 
simulate required realizations. 
In Section 2 we give a brief introduction to Hausdorff measure and dimension. 
Section 3 discusses the relationship between the Hausdorff dimension and the 
covariance function of Gaussian or Gaussian-like processes. In Section 4 we give 
a literature review on simulation methods and explain why a new simulation 
method is needed. Finally, in Section 5 we provide a summary of topics studied 
in the remainder of this thesis. 
2 Hausdorff Measure and Dimension 
Hausdorff measure and dimension , also known as Hausdorff-Besicovitch dimen-
sion, were first introduced in Hausdorff (1919). In this section we define Hausdorff 
measure and dimension and list some of their properties. 
Let U denote a non-empty subset of ]RN . We define the diameter of U as 
IUI = sup{ lx -yl: x, y EU}. 
If {Ui} is a countable (or finit e) coll ction of sets of diameter at most 8, we say 
{Ui} is a 5-cover of F if 
00 
F C LJ Ui with O < IUil '.S 8 for each i. 
i=l 
For F a subset of ]RN, s a non-negative number and 8 > 0, we define 
rl'/i(F) = inf { ~ IUil" : {Ui} is a 8-cover of F} (1.1) 
where th infimum is taken over all 5-covers of F . Note that as 8 decreases, the 
class of permissible covers of F in (1.1) is reduced and h nee rls(F) increases . 
I 
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Now we define the s-dim ensional Hausdorff measure of F , 
1-i"(F) = lim 1-is( F ). 
0-+0 
(1.2) 
This limit exists for any subset F of !RN, though the limiting value can be zero 
or infinity. The quantity 1-i" is a measure and has the following properties: 
(i) 'H"(0) = O; 
(ii) 1-i"(E) ::; 1-i"(F) if E C F ; 
(iii) If {Fi} is countable sequence of sets then 
1-i" ( lJ Fi) ::; f, 1-i"(Fi). 
•= l t =l 
The equality holds if the Fi are disjoint Borel sets. 
(iv) If F C !RN and A > 0 then 
A "1-i" ( F) 
where AF = {A x : x E F} . 
(v) If F C !RN and f: F - !Rd is a mapping such that lf (x)- J(y)J ::; cJx - yJ°', 
where x, y E F , c > 0 and a > 0, then for each s, 
Equations (1.1) and (1.2) imply that for any given set F and 5 < 1, 'H7;( F ) 
and 1-i"(F) are non-increasing with s. There is a critical value of s at which 
1-i"(F) "jumps" from infinity to zero. This critical value is called the Hausdorff 
dimension of F , and is written dimF: 
That is 
dimF = inf {s : 'H"(F) = O} sup{s: 1-i"( F ) = oo}. 
{ 
oo if s < dimF 
1-i"(F) = 
0 if s> dimF. 
Hausdorff dimension satisfies the following properties: 
I 
• 
(i) If F C !RN is open, then dimF = N . 
(ii) If F is a continuously differentiable d-dimensional surface of ]RN then 
dimF = d. 
(iii) If E c F then dimE S dimF. 
(iv) If F1 , F2 , . .. is a (countable) sequence of sets then 
dim( _lJ Fi) = sup (dimFi)-
•=l . 1:=;i<oo 
(v) If Fis countable then dimF = 0. 
( vi) If F C !RN and f : F ---+ ]Rd satisfies a Holder condition 
lf( x) - f (y)I S clx -yl°' x,y E F 
for constants c > 0 and a> 0. Then dimf (F) S (1/a)dimF. 
(vii) If f : F ---t ]Rd is a Lipschitz transformation , i.e. 
lf( x)- f(y) I ~ clx-yl x, y E F 
where c > 0, then dimf(F) S dimF. 
(viii) If f : F ---+ ]Rd is a bi-Lipschitz transformation , i. e. 
cilx - YI S lf( x) - f(y) I S c2lx - YI x, Y E F 
where O < c1 S c2 < oo , then dimf(F) = dimF. 
5 
Consider , for example, one of the best-known fractals - the Cantor set which 
is constructed from a unit interval by deleting the middle third from the existing 
interval( s) . It has Hausdorff dim nsiou equal to log 2 / log 3 c::::'. 0. 6309. Often the 
Hausdorff dimension is hard to calculate and to estimat . 
The former estimated pointwise dimension via local exponent for time series . The 
latter estimated Hausdorff dimension via two types of approximate likelihood 
functions for sets. 
6 
There are many different notions of fractal dimension, some pertaining to sets 
and some pertaining to distributions and time series. Examples include (mod-
ified) box-counting dimension , capacity dimension , compass dimension, correla-
tion dimension, covering dimension , divider dimension, information dimension, 
Lyapunov dimension , mass dimension, Minkowski-Bouligand dimension, packing 
dimension and pointwise dimension. See Billingsley (1986) , Cutler (1990, 1991), 
Falconer (1985, 1990), Farmer et al. (1983), Mandelbrot (1977, 1982) and Taylor 
(1986). In principle there can be a difference between the values suggested by 
different notions of fractal dimension for a given object. However, in the context 
of Gaussian or Gaussian-like processes, which is the case considered in this thesis, 
all applicable notions give the same value. See Fischer (1993) for further details. 
There exist many different ways to estimate fractal dimension in practice. 
Cutler & Dawson (1989, 1990) discussed the nearest neighbour estimator of the 
local Hausdorff dimension. Hunt (1990) and Sullivan & Hunt (1988) estimated 
the capacity dimension by box-counting and quadrature methods respectively. 
Broomhead & Jones 198 ) and Ogata & Katsura (1991) used maximum likeli-
1 ns-a .-+ .;,., I; f-_ 1;. p 't. 
hoodtpubuc et a. (1989a, 1989b) introduced the variation method for profiles 
and surfaces. Virtually all methods for estimating fractal dimension are based on 
so-called scaling laws , which involve seeking approximately linear relationships 
between the logarithm of a certain es timable function and the logarithm of its 
argument. There are many possible choices for the function. We refer the reader 
to Berry & Hannay (1978) , Brown et al. (1993), Burrough (1981) , Carr & Benzer 
(1991), Carter et al. (1988), Coster & Chermant (1983) , Delfiner & Delhomme 
(1975) , Ling(1987: 1989, 1990) , Majumdar & Bhushan (1991) , Mandelbrot et al. 
(1984), Sayles & Thomas (1978) , Serra (1968), Taylor & Taylor (1991), Thomas 
& Thomas (1988) , among others. More references are listed at the end of the 
next section. 
In this thesis we shall focus on Hausdorff dimension of the graph of a Gaussian 
process. W shall refer to it as fractal dimension and denot it by dim or D from 
7 
now on. In the next section , we shall discuss how to estimate fractal dimension 
for graphs which can be modelled using stationary Gaussian processes. 
3 Fractal Dimension and Gaussian Processes 
Chapter 8 of Adler (1981) provides a detailed discussion of fractal dimension for 
a range of Gaussian processes. We recall some of the relevant results here. 
Define an (N, d) Gaussian field to be a ]Rd-valued Gaussian random field on 
N· JR ' i.e . 
We assume that X has mean 0 , continuous covariance function and homogeneous 
increments , i.e. the d incremental variance functions 
o-f(s , t) = E{ IXi(s)-Xi(t)l2} , for i= l , . . . , d, 
are functions of s - t only. Next we definite the index-{3 , (N, d) Gaussian fi eld. 
DEFINITION 1.1 (Adler (1981) , Definition 8. 3. 1} Let X(t) be an (N, d) Gaus-
sian fi eld, such that each X i has zero-mean, stationary increments, and a continu-
ous covariance function. For each i = 1, . .. , d set o;(t) = E{ IXi(s + t)-Xi(s)12} . 
Th en if for each i = l , . .. , d there exists a /3i such that 
/3i = sup{/3: oi(t) = o(iltll .B), lltll l O} = inf{/3: lltl l.B = o{oi(t)} , ll t ll l O} , 
(1.3) 
and O < f3i :=:; 1, we call X an index-{3 Gaussian fi eld for {3 = (/31, .. . ,/3d)-
Adler has pointed out tha t an important special case of (1.3) occurs when 
lim Oi(t) = Ci, 
lltll!O jjt jj.B 
8 
for each i, and O < Ci < oo . He also proved the following theorem and corollary 
which enable .us to establish a very direct and simple relationship between fractal 
dimension dim or D and index (3 . Before we state the theorem we need to 
introduce notation and regularity conditions. 
Write E (t) for the covariance matrix of the vector X(t) - X(O) , so that 
the diagonal elements of E(t) are the incremental variance functions o-f (t) = 
E{IXi(t) - Xi(O)l2}. We assume that there exists E > 0, such that for all t E 
J; = [-1 , l ]N, 
det E (t) 
d > E. IL=1 a-f (t) (1.4) 
Write the graph and image of X as 
GrX = {(t, X(t)): t E I o} C !RN+d 
and 
lmX {X(t) : t E 10 } C !Rd, 
where 10 = [O, l ]N C ]RN. 
THEOREM 1.1 {Adler {1981), Theorem 8.4.1) Let X be an (N, d) Gaussian 
fi eld on I O = [O, 1 ]N of index f3 , with coordinates so arranged that the f3 satisfy 
If {1.4) holds and the <Ti (t) are bounded away from zero on 1; = [-1, l]N fort 
bounded away from the origin, then, with probability one, 
dim(ImX) 
dim(GrX) 
. {d N + I:, f=1 (/3d - /3i) } 
mm , /3d , 
min { N + I:, f=;:/3d - {Ji), N + t(l -/3i )} 
{ 
dim(ImX) if dim(lmX) < d, 
N + I:, f=1 (1 - /3i) if dim(ImX) = d. 
9 
COROLLARY 1.2 (Adler {1981), Corollary on P.204) Let X be as in the 
theorem, and suppose that each coordinate fi eld has the same incremental variance 
fun ction, with the same index j3. Th en, with probability one, 
dim(ImX) min (d, ;) , 
dim(GrX) min { ; , N + d(l - /3)}. 
In this thesis we are interested only in ( N , 1) stationary Gaussian processes 
of the form 
with covariance function 
,(t) = ,(O) - cll t ll 0 + o(ll t ll 0 ), as 11t11 -t 0, 
where N 2'. 1, c > 0 and O < a :S 2. Hence X has incremental variance function 
given by 
a2(s , t) E{IX(s) - X(t)l2} 
2 {,(O) - ,(lit - s1/ )} 
2 cll tll 0 + 0 (11 t 11°). 
According to Definition 1.1 , Xis an index- ~, (N, 1) Gaussian process . And 
Corollary 1.2 implies that dim( GrX) has fractal dimension, 
1 
D = N + 1- -a. 
2 
(1.5) 
Hence, w can calculate or estimate fractal dimension via the roughness parameter 
a of the covariance function. Throughout this thesis we shall refer to a as fractal 
index. (Note that in Taylor (1986) and Taylor & Taylor (1991) the term fractal 
index has been used to denote what we call fractal dimension in this thesis .) When 
the fractal index is equal to 2, the process Xis differentiable with probability one, 
10 
and so D = N + l - ½2 = N , as expected. In practice most curves and surfaces 
of interest have fractal index less than 2. In this case, the fractal dimension 
is fractional, and lies strictly between N and N + l. The relationship (1.5) 
between fractal dimension and fractal index persists for a variety of non-Gaussian 
processes, but not for all such processes. For example, if X = IZI", where Z is 
a Gaussian process with zero mean and v > - ½, then (1.5) holds if and only if 
v 2'. ½- See Hall & Roy (1994) for further details. 
The idea of estimating fractal dimension via modelling observed data as Gaus-
sian process has been discussed in Constantine & Hall (1994) , Feuerverger et al. 
(1994) , Hall (1994) and Hall & Wood (1993) . They have employed the box-
counting, level crossing counting and variogram methods to estimate the fractal 
index and hence fractal dimension. In this thesis , we suggest a technique for 
estimating fractal index based on the periodogram. 
4 Literature Review on Simulation Methods 
There is a sizeable geos tatisti cs literature on simulating N-dimensional stationary 
Gaussian processes. Our main sources are the helpful reviews given by Ripl y 
(1987) (section 4.5) and Cressie (1991) (section 3.6) , the ref rences given in those 
two books, and papers in recent volumes of the journal M athematical Geology. 
In order to put our approach into context and explain why it fills a gap in this 
literature, we briefly mention arlier proposals without giving any details of the 
methods concerned. 
On possibility is to use th Cholesky factorization of the relevant covariance 
matrix. This approach , which has be n widely used , is exact in principle and 
does not r quire stationarity, but it breaks down wh n the number of grid points 
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is moderately large. Let us consider N-dimensional stationary Gaussian process 
on a rectangular grid 
{ 
j (j[l] j[N])T . } t = - = - · · · - : 0 < J[f..] < n[f..] -1 1 < f.. < N C [0 l)N C rr:r,N 
n n[l] ' ' n[ N] - - ' - - ' ~ ' 
where j[l] and n[l] are integers with n[l] ~ 1 fixed for 1 -::; e-::; N. If ii. = TT~ 1 n[f] 
is sufficiently large ( e.g . n ~ 1200) , Cholesky factorizat ion of the relevant covari-
ance matrix is not feasible, a consequence of the fact that storage requirements 
of the Cholesky approach are O(n2 ) . For example, Cholesky factorization of a 
matrix of order 50 , 000 x 50 , 000 is beyond the capacity of any computer. In con-
tras t , our approach can comfortably deal with n = 50 ,000 in many cases, even 
on a relatively modes t computer. 
A second possibility, which is widely used for simulating isotropic Gaus-
sian processes on !RN , is the "turning bands" method. See Bras & Rodriguez-
Iturbe (1985) , Brooker (1985) , Cressie (1991) , Christakos (1987) , Dimitrakopou-
los (1990), Journel & Huijbregts (1978) , Mantoglue (1987) , Mantoglue & Wilson 
(1982), Matheron (1973) and Ripley (1987). However , as noted by all these au-
thors , the turning bands method for simulating isotropic Gaussian processes is 
approximate because it depends on application of a central limit theorem. So, 
the turning bands approach is not "exact in principle". 
A variety of one-dimensional and multi-dimensional spectral methods have 
been proposed . However , with one exception, which is discussed below, all the 
proposals based on spectral methods that we have seen require one of three types 
of approximation: either the invocation of a central limit theorem , or the in-
exact treatment of "edge effects", or approximation of the covariance function 
by a function which has compact support. Whether such approximations are of 
consequence from a practical point of view is highly context-dependent , but it is 
clear that if any of the three approximations mentioned above is made, then the 
resulting procedure will not b exact in principle. For further details of approx-
imate procedures based on sp ctral methods , see Borgman et al. (1984), Davis 
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et al. (1981), Mejia & Rodriguez-Iturbe (1974), Miller & Borgman (1985) , Rice 
(1954) , Shinozuka (1971) and Shinozuka & Jan (1972). 
Another possibility is to use spatial nearest-neighbour or autoregressive mod-
els; see Martin (1979, 1990, 1991), Sen (1989, 1990, 1991) , Sharp & Aroian (1985, 
1989) and Smith & Freeze (1979a, 1979b). Assuming that we wish to view the 
covariance function as prescribed, as is the case here, this kind of approach has 
the following significant drawback: the resulting autoregressive structure will not 
be sparse except in very special circumstances . There is also a question mark 
over whether it is feasible to implement this kind of approach exactly in principle 
when the number of grid points is at least moderately large (e.g. n ~ 1200). 
Davis (1987) has suggested an approximate approach based on the idea of 
approximating the square root of the covariance matrix by a matrix polynomial. 
Black & Freyberg (1990) proposed the one-dimensional moving average approach, 
which is exact in principle if the relevant covariance matrix is a type of band 
matrix but not otherwise. 
Finally, we mention an iterative simulation method - the Gibbs sampler. See 
Gelman & Rubin (1992) and Tanner (1993). Although the domain of application 
for the Gibbs sampler is not the same as our method , there are situations which 
both methods can be applied, e.g. the Ornstein-Uhlenbeck process. It requires a 
similar amount of storage to our method but it is not "exact in principle". 
"Exactness in principle" is a theoretical property of a simulation procedure. 
Why, then , do we give it weight when most users will probably be more interested 
m "reasonably good" distributional accuracy in practice, rather than exactness 
m theory? The main reason is a practical one. When studying the accuracy 
of an exact procedure, e.g. es timation procedure for fractal dimension, we only 
n ed consider two issues: inaccuracy in computer arithm tic and the choice of 
random numb r generator. However , when there are additional sources of er-
In practice, roughness measuring instruments record thousands of measurements 
across a very sho,rt distance. For example, the zinc-plated surface data presented 
in Chapter 3 were recorded at 3885 equally-spaced points over a line transect 
1 mm long. We can rescale and relocate the process into the interval [-1, 1] 
without loss of generality. Information about the length of the process and the 
surface type may be obtained via the scale parameter c in the covariance function. 
Our asymptotic theory is based on the number of sampled points increasing over 
the interval. We show that the cosine part of the periodogram, which we call 
the semiperiodogram, has certain advantages over the full periodogram in the 
context of estimating fractal index. It can be estimated via the slope of the 
approximately linear relationship between the logarithm of semiperiodogram and 
the logarithm of frequency. Of course, there are other besides the p riodogram 
and semiperiodogram for estimating fractal dimension in the frequency domain 
for stationary Gaussian processes. 
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ror , assessment of the accuracy of the procedure is likely to become far more 
complicated. 
5 Summary of Thesis 
Often data obtained from surfaces are in the form of line transect samples, e.g. 
the electrolytically zinc-plated data. Thus in Chapters 2 and 3 we restrict our 
attention to index-} , (1 , 1) stationary Gaussian processes, or simply referred to 
as stationary Gaussian processes. Now we have 
where O < a ~ 2. 
1 D = 2- - a 2 ' (1.6) 
In Chapter 2 we suggest a technique for estimating fractal index a, and hence 
(using formula (1.6)) fractal dimension D of the sample paths of a stationary 
Gaussian process , based on the periodogram. We assume that the data are in the 
form of a trace of the process in the continuum. The trace need not be a long one. 
our asymptotic theory is based on a trace over a fixed interval, which we 
<:;ce_ take without loss enerality to be [-1, 1]. We show that the cosine part of the 
L _ hAi-0 I periodogram, which we call setni-periodogragi.,.-h s certain advantages over the 
?.1.,y:: I full periodogram in the context ~~ fractal index . It can be estimated 
I via the slope of t e-- proximately linear relationships between_ the logarithm of 
se · oa.ogram and the logarithm of frequency. ------==-------, 
The degree of roughness of an engineeiing surface is frequently the result of 
several processing steps. If the surface is new then these steps usually represent 
increasingly fine polishes. However , they could result from deliberate roughening 
of the surface, for example to construct lubricant-bearing er vices . If the surface 
is worn then the final processing step might be the result of abrasion during 
14 
the surface's life. In the first of these examples the penultimate roughness is 
greater than the ultimate roughness, although this inequality is reversed in the 
latter two cases. Statistical calculations of surface roughness sometimes reveal 
evidence of both ultimate and penultimate processing operations. In Chapter 3 
we suggest simple stochastic models for repeated polishing steps, and show that 
the data which derive from these models do exhibit the features observed in 
practice. In particular, they produce a "broken stick" linear regression of the 
logarithm of periodogram, or semiperiodogram, on logarithm of frequency. The 
break is upward in the case of increasing roughness, and downward for decreasing 
roughness. 
We should stress that in Chapters 2 and 3 all our theory is conducted under 
the semi-parametric model 
1 (t) = 1 (0) - c/t/ 0 + o(/t/ 0 ) as t -+ 0, 
rather than a fully parametric model such as ,(t) = exp(-c/t/ 0 ). It is easy to 
show that an estimator based on the latter assumption is inconsistent if the model 
is misspecified. 
Often a simulation study is useful for examining the numerical performance 
of new estimation methods such as those introduced in Chapters 2 and 3. It 
is desirable to have realizations which are "exact in principle" in the simulation 
study. In Chapter 4 we introduce the Circulant Embedding Simulation Method. 
It is a method for simulating (N, 1) stationary Gaussian processes with prescribed 
covariance function on a fine rectangular grid in [O , l)N C ]RN. It is assumed that 
the proc ss is stationary with respect to translations of ]RN , but the method 
does not require the process to be isotropi·c. As with some other approaches to 
this simulation problem, our procedure uses discrete Fourier methods. A notable 
£ ature of our procedure is that it generates realizations which are "exact in 
principl ''. while at the same time it exploits the speed and efficiency of the Fast 
Fouri r Transform. It is es tablished that sufficient conditions for it to be possible 
II 
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to apply the procedure are (i) the covariance function is summable on ]RN and 
(ii) a certain spectral density on the N-dimensional torus , which is determined 
by the covariance function on ]RN , is strictly positive. The procedure can cope 
with more than 50, 000 grid points in many cases, even on a relatively modest 
computer. An approximate procedure is also proposed , to cover cases in which it 
is not feasible to apply the procedure in its exact form. 
II 
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Chapter 2 
PERIODOGRAM-BASED ESTIMATORS OF 
FRACTAL PROPERTIES 
1 Introduction 
The fractal properties of the sample paths of a stationary Gaussian process may 
be described very simply in terms of the behaviour of its covariance function at 
the origin. For example, if the stationary Gaussian process X has covariance 
given by ,(s - t) = cov{X(s) ,X(t)}, and if 
,(t) = 1(0) - citl 0 + o(ltl 0 ) (2.1) 
as t - 0, where 0 < a ~ 2 and c > 0, then a is called the fractal index of X. The 
fractal or Hausdorff dimension of X, equivalent also ( on the present occasion) to 
other dimension definitions , is given by 
1 D = 2- -a. 
2 (2.2) 
See Chapter 1. When a = 2, the proces~ X is differentiable with probability 
one, and so D = 2 - ½2 = 1, as expect d. For smaller values of a the fractal 
dimension is fractional, and lies strictly between 1 and 2. The relationship (2.2) 
between fractal dimension and fractal index persists for a variety of non-Gaussian 
processes; but not for all such processes. 
(\J 
~ 
· 1.0 
(\J 
·1 .0 
Figure 2.1: Simulated stationary Gaussian processes 
(a) 
·0.5 0.0 0.5 
time 
(b) 
·0.5 0.0 0.5 
time 
17 
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In practice we are mainly interested in processes with fractal dimension greater 
than 1 (i.e. 0 < a < 2). When we study roughness of a surface, e.g. an 
electrolytically zinc-plated surface, we let X denote the surface height of the 
transect sample curve above an arbitrary fixed level. We observe X at points on 
a grid and assume that X may be modelled as a stationary Gaussian process. 
For the purpose of analysis based on the periodogram or semiperiodogram, we 
rescale the location of the transect to [-1, 1] and refer to it as time. Figure 2.1 
illustrates two simulated stationary Gaussian processes with covariance function 
of the form 
,(t) = exp(--cltl 0 ), 
wher (c,a) = (1 , 0.5) and (1 , 1.5) . Hence fractal dimensions ar qual to 1.75 
and 1.25 respectively. Note that the roughness of the surfac transect decreases 
with its fractal dimension. To make it easier to compar with the zinc-plated 
surface, which we shall study in more detail in the next chapter , the lengths of 
I 
' 
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these processes are chosen to be the same as the real data, 3885. 
In this chapter , we suggest a technique for estimating fractal index , and hence 
(using formula (2.2)) fractal dimension of the sample paths of a stationary Gaus-
sian process , based on the periodogram. We assume that the data are in the form 
of a trace of the process in the continuum. The trace need not be a long one. 
Indeed , our asymptotic theory is based on a trace over a fixed interval , which we 
take without loss of generality to be [-1 , 1] . Issues of aliasing, i.e. of discretizing 
a continuous trace on a grid, are discussed both theoretically and numerically. 
We show that the cosine part of the periodogram has certain advantages over the 
full periodogram in the context of estimating a. 
We should stress that all our theory is conducted under the semi-parametric 
model (2.1), rather than a fully parametric model such as ,(t) = exp(-ci tl °'). It 
is easy to show that an estimator based on the latter assumption is inconsistent 
if the model is misspecified. 
In Section 2 we introduce our estimator and derive its basic properties, includ-
ing bias , variance and asymptotic distribution. In Section 3 we discuss numerical 
issues and summarize the result of a simulation study. Proofs of theorems in 
Section 2 are deferred to Section 4. 
2 Methodology and Basic Properties 
2.1 Introduction and summa~y 
Our estimator of fractal index is based on a version of the periodogram for a 
continuous trace of a stochastic process X. The definition of the continuum 
p riodog1:am, I , is similar to that of the periodogram computed from discrete 
-
... 
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observations of X , and is given in Subsection 2.2 . It is composed of both cosine 
and sine parts. We define the semiperiodogram, J , to be the cosine part of the 
periodogram. Subsection 2.2 provides asymptotic formulae for expected values 
of both the cosine and sine components of I , assuming a regularity condition 
similar to {2.1) . Those results imply that when a > 1 the value of a cannot be 
estimated directly from the periodogram, but that the semiperiodogram can be 
employed successfully whenever O < a < 2. Therefore we fo cus attention on the 
semiperiodogram , and define an estimator 6: based on regression of log J on the 
logarithm of frequency. 
Bias and variance of 6: are discussed in Subsections 2.3 and 2.4 respectively. 
The size of bias depends critically on behaviour of the "o(l t l°')" term in {2.1), 
and so that expansion must be elaborated upon if we are to describe bias . Sub-
section 2.5 discusses the overall performance of 6:, explaining concisely how the 
accuracy of 6: is affected simultaneously by both deterministic errors and stochas-
tic fluctuations. We present a central limit theorem for the estimator , and address 
the issue of recording the data on a fine grid rather than in the continuum. This 
matter of "aliasing", as it is often called, can influence the accuracy of our theo-
retical description of the properties of 6: . We state an explicit condition on grid 
width that is sufficient to ensure that aliasing does not affect the central limit 
theorem for 6:. 
P roofs of the theorems in Subsections 2.2 to 2.5 are given in Section 4. 
2.2 Methodology 
Let X d note a stationary Gaussian process observed on interval [- 1, 1], and 
define 
A(w) [ 1
1 
X(t) cos (wt) dt , B(w) [
1
1 
X(t ) sin(wt) dt , 
.. 
I 
I 
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I(w) = A(w) 2 + B(w) 2 , J(w) = A(w)2 . 
We call I the periodogram and J the semiperiodogram. Note that I(w) = I( - w) , 
J ( w) = J ( - w). If w is an integer multiple of 21r then , regardless of the mean of 
X , E{A(w)} = E{B(w)} = 0. Henceforth we suppose that w is a positive integer 
multiple of 21r. 
The theorem below states that if O < a: < 2 then E{ J(w)} ,...., const . w- (0+ 1 ) 
as w ., oo , and that the same is true of E{J ( w)} provided O < a: '.S 1. These 
properties form the basis of our approach to estimating a:. To state the theorem 
we must introduce regularity conditions , which we do next. 
Given ~ > 0, let A(O denote the class of functions h on (0 , 2) such that , 
sup f
2 
lh(t + u) - h(t)I dt = O(5e) 
lul~5 }0 
as 5 ., 0. (We extend h from (0 , 2) to (-oo , oo) by periodicity.) Note that , if 
0 '.S T/ < 1, the function h(t) = CTI is in A(l - rt) - Given a real-valued function g, 
let g' , g" , . .. or equivalently 9 (1), 9 (2), .. . denote its successive derivatives . Define 
91 by 
,(t) = 1(0) - c t 0 + 91(t) , t > 0, (2.3) 
for constants c > 0 and 0 < a: < 2 (as in (2.1)). We assume that for some E > 0, 
g~ E A(o: + c) (if a: < 1) or g~ E A(o: + c - 1) (if 1 '.S a: < 2) . (2.4) 
For 5 > 0, put 
K{ ,i"}( - 5) = f 00 r 5 { sin }(t)dt , 
co, lo cos 
respectiv ly. H r , th sine and cosine functions should be taken respectively. 
We note that 
Ksin(-5) f(l - 5) COS ( ?f/) 0 < b < 2, 
and Kcos (-5) = r(l - 5) sin ( ~5) 0 < 5 < 1. 
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THEOREM 2.1 Assume condition {2.4). Then, as w ---t oo through integer 
multiples of 21r , 
E{A(w)2} - w- 1fo\2 - t) ,'(t) sin(wt) dt 
l 2caw-(c.r +l)Ksin (a -1) 2cw- 2 2ca (a - l)w-(c.r+l)Kcos (a - 2) if O <a< 1 if a= 1 if 1 <a< 2 
2 c r( a + 1) sin (1r
2
a ) 0 <a< 2, 
-w-
1fo 2 (2 - t) ,'(t) sin(wt) dt + 2w- 2fo 2 ,'(t) cos(wt) dt 
+ 2w- 2 {,(0) - ,(2)} 
2caw- (c.r+ l )Ksin(a - 1) if 0<a<l 
2 { C + 1(0) - 1 (2)} w- 2 if a= l 
2 {,(O) - ,(2)} w- 2 if 1 <a< 2. 
(2.5) 
(2.6) 
In view of the theorem, logE{J(w)} ,..., -(a+ l)logw for 0 <a:::; 1, but 
log E{ I ( w)} ,..., -2 log w for 1 < a < 2. Thus , in the case a > 1 we cannot expect 
to be able to estimate a in terms of the slope of the regression of log I ( w) on 
logw. On the other hand, logE{J(w)},..., -(a+ l)logw for 0 <a< 2, so that 
regression of log J(w) on log w is practicable for estimating a in this wider range. 
Therefore we focus attention on the semiperiodogram. 
Let u(w) 2 = E{A(w) 2 } , Z(w) = A(w)/u(w) , Y(w) = log A(w)2, e(w) = 
log Z(w) 2 - E{log Z(w) 2 } , C1 = E{log Z(w) 2}. Since Z(w) has the Standard 
Normal distribution for each w then C1 does not depend on w. This is corre-
sponding to an exact scaling law . In this notation , 
Y(w) = log a(w) 2 + C1 + e(w). 
Formula (2 .5) may be writt n as u(w) 2 ,...., C2w-(c.r+ 1l , where C2 > 0. This obser-
vation prompts the approximate r gressiou model , 
Y(w) '.::::'. C3 - (a+ l)logw + e(w) , 
where C3 = C1 + log C2 . That in tum suggests to es timate a based on the least 
squares stimator of the slope, a+ 1. Let w1 < · · · < wk denote positive integer 
"'" 
--- 1-
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multiples of 21r. Put Xj = log Wj, x = k- 1 I: Xj, Yi = Y(wj), 
The systematic and random errors of this estimator are described by bias and 
variance, respectively. We treat them separately. To simplify exposition we take 
Wj = 21rmj , l ::; j ::; k , where the integer m = m(k) 2:'. 1 may depend on k and 
could diverge to positive infinity as k --+ oo. 
2.3 Bias 
The size of bias is determined by the "o(IW·)" term in (2.1), corresponding to 
91 in (2.3). In order to be explicit about bias it is necessary to enter into more 
detail about properties of 91 . With this in mind we shall refine (2.4) to the new 
condition (2 .8), below. 
Define 92 by 
1(t) = 1 (0) - ct0 - dta+{3 + d't2 + 92(t), t > 0, (2 .7) 
for constants c > 0, d > 0, d' E Ill , 0 < a < 2, 0 < /3 < 1, /3 i- 2 - a. We ass ume 
that for some E > 0, 
Put 
Me = 
-
-
9~ E A ( a + /3 + E) (if a+/3 < 1) 
or g; E A(a + /3 + E - 1) (if 1 ::; a+ /3 < 2) 
or g;'EA(a+/3+E-2) (if 2<a+f3<3) . 
K sin (( - 1) , if 0 < l < 1 
1 if l = l 
< (( - l)Kcos(( - 2) if 1 < ( < 2 
0 if l = 2 
-(l - 1)(( - 2)Ksin(( - 3) if 2 < l < 3 
r(flsin (~l) 0 < ( < 3, 
(2 .8) 
(2. 9) 
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THEOREM 2.2 A ssume condition (2.8). Th en, as m(k) and k ---+ 00
1 
2.4 Variance 
If the variables Yj = Y ( Wj) were stochastically independent then variance would 
be given by 
var(&) - { t(•; -x)'f ~ar(Y,) 
Of course, the Yjs are not independent , but we claim that nevertheless, this 
variance formula is asymptotically correct, as evidenced by the following theorem. 
T HEOREM 2.3 A ssume condition (2.4), and that ,"'(t) = O(t°'-3 ) as t l 0. 
Then, as k ---+ oo , 
(2.10) 
We should comment on the fact that , in Theorem 2.3 , the asymptotic variance 
of a does not depend on m , although that quantity does appear in our asymptotic 
formula for bias ; see Theorem 2.2. The fact that m does not enter the first-order 
asymptotics for var( a) is a consequence of our definition of the design points , 
Xj = log(27rmj) ; note that m vanishes from the centred design points Xj - x. 
For other choices of design, in particular for Wj / 271' equal to the integer part of 
exp{( mjY} for some c > 0, and Xj = log W j, the first asymptotic relation in (2.10) 
continues to hold but the second is no longer true. 
... 
Ill 
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2 .5 Discussion 
The conditions of both Theorems 2.2 and 2.3 hold if we assume that for some 
E > 0, the function 92 appearing in (2 .7) satisfies 
(2.11) 
as t 1 0. In the event that the conditions of both theorems hold , we may deduce 
from those results that as k ---t oo , 
where the random variable Wk has zero mean and variance s2 = var{log N(O , 1) 2 } . 
Thus , a - o: in probability ask - oo. If m(k) is chosen so large that k1 - 2f3m- 213 -
0 as k ---t oo (for example, if m 2- 1 in the case {3 > 1/ 2), then k112 (a - o:) has 
asymptotically zero mean and variance s 2 • Quite generally, k 112(a. -Ea.) has an 
asymptotic Normal distribution , as our next result shows. 
THEOREM 2.4 A ssume condition (2 .4) ) and that 1 <4)(t) = O(t''-4 ) as t 1 0. 
Then k 112 (a - Ea.) is asymptotically Normally distributed with zero mean and 
variance s2 . 
Condition (2 .11) is sufficient for the assumptions of Theorem 2.4. 
In practice, the integrals defining A(w1 ) , ... , A(wk) , and hence a, would usu-
ally be approximated by series computed from points of a grid. So, we should 
state a result which points out that if the grid points are sufficiently closely spaced 
theu our asymptotic results continue to hold. In the discussion above we noted 
that k 112(a - o: ) has a noudegen rate distribution , and so it suffices to describe a 
series-based approximation to a: which is accurate to terms of smaller order than 
k- 1/ 2 , a~ k - oo. 
.... 
-1--
25 
To this end, define 
n-1 
An(w) = n - 1 I:: X(i / n) cos(iw/n) , 
i=-n 
our approximation to A(w) based on a (2n)-point grid. Let &n denote the 
corresponding approximation to a, computed with An(wj) replacing A (wj) for 
1 ~ j ~ k . Our next theorem shows that if n = n(k) increases sufficiently rapidly 
then a - an= o(k - 112 ), so that (for example) an - Ea satisfies the same central 
limit theorem as a - Ea . 
THEOREM 2.5 A ssume condition {2. 4), and that I is decreasing on an inter-
val ( 0, t:) J or t: > 0 suffi ciently small. Suppose n = n( k) -t oo so f ast that 
(2.12) 
as k -t oo . Th en k 1l 2 (a - an ) -+ 0 with probability one. 
We suspect that condition (2 .12) is substantially more severe than is necessary 
m practice, and our simulation study indicates this too. However , in strictly 
rigorous theoretical terms we have not been able to improve on it . The effect of 
discretizing the time variable, commonly called aliasing, will be taken up in more 
detail in the next section. It should be stressed that the problem is aggravated 
by the requirement that we examine the spectral density for large values of its 
argument , w; for small values the effects of aliasing are much less. However , there 
seems no way of avoiding this difficulty. 
The cosine and sine parts of th p riodogram are not , individually, shift in-
variant - that is , the random processes 
A(w , A) = 1-~ X(t) cos{w(t + A)} dt and B(w , A) = [ 1
1 
X(t) sin{w(t + A)} dt 
ar non-d g nerate functions of A as w 11 as w. (The full periodogram, {A(w , A)2+ 
B(w , A) 2 } , and their squar d xp ctations , E{A(w , A)2} and E{B(w , A) 2 } , do not 
-
.. 
I 
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depend on A.) This property may be used to enhance the performance of the esti-
mator& , as follows. Let a(A) denote the same function of A(wi , A) , ... , A(wk, A) 
as & was of A(wi), ... , A(wk); let v 2:'.: 1 be an integer ; let Ai , . .. , Av be arbitrary 
real numbers ; and put 
V 
ao v-i La( Aj ). 
j=i 
The distribution of a(A) does not depend on A, and so 
E(&o) = E(&) , var(&o) ~ var(&) . 
It follows that in mean-squared error terms , &0 performs at least as well as &, 
and possibly a little better. 
To appreciate the extent of any improvement offered by &0 we must evaluate 
its variance. To this end , note that A(w, Ai)/a-(w) and A(w, A2 )/ a-(w) have a 
bivariate Normal distribution with zero means , unit variances, and correlation 
coefficient equal to 
uniformly in Ai and A2 , as w ---+ oo. Let g(p) denote the covariance of (log N; , 
logNn if (Ni , N2 ) are bivariate Normal N(O ,O; 1, 1, p) . Then g(p) depends only 
on IPI , and is strictly positive unless p = 0, in which case g(p) = 0. Hence the 
asymptotic variance of &0 equals 
which for appropriate choice of v( ---+ oo) and Ai , .. . , Av is asymptotic to k-iTJS 2 
where 0 < T/ < 1 and s2 = var{log N(O , 1)2}. 
The variance may be further reduced by using appropriate weights in the linear 
regression, but it may not be r duced to o(k-i ). The specific practical problem 
which motivated this work , that of assessing the roughness of electrolytically zinc-
plated surfaces, is one where additional data values may b derived for relatively 
little exp nse. Therefore we have not felt particularly motivated to discuss issues 
However , in practice roughness mcasunng instruments only produce equally-
spaced data. In this subsection, we will discuss the effect of different sampling 
designs on our present problem based on simulation and conclude that we can im-
prove the approximation based on uniform sampling by assigning unequal weights. 
We consider estimating A( w) using 2n + 1 observations of the process X 
at the points ti,n, i = -n, ... , n , over the interval [-1, 1], and employing an 
approximation of the form 
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of statistical efficiency, in terms of choice of v and the A's . The issue of aliasing has 
been of much greater concern. However, the matter of statistical inconsistency, 
in connection with practical estimation of fractal dimension via the periodogram 
when a > 1, has considerable practical interest . 
3 Numerical Results 
3.1 Sampling design and integral approximation 
Recall from Subsection 2.5 that our initial approximation of semiperiodogram 
A( w) is defined by 
n-1 
An(w) n-1 L X(i/n) cos(iw/n). 
i=-n 
This , of course, amounts to using a uniform sample design of 2n points on the 
interval [-1, 1). It is known, however, that for the problem of approximating a 
weighted integral of a stochastic process over a finite interval , uniform sampling 
is not necessarily optimal. See Benhenni & Cambanis (1992) and the references 
- ~
contained therein. More generally, therefore, we may consid @stinratmg A( w) 
<::ec (r~+- using 2n + 1 observations of the pTOeess X at the points ti ,n, i = -n, .. . , n , ove1 cl e~e . ~ -th ·n-te:rva:t""[-1, 1], and employing an approximation of the form __ J 
n 
An(w) = L WiX(ti ,n) cos(wti,n) 
i=-n 
where th sample design { ti,n} and weights { wi} are chosen so as to minimise the 
asymptotic mean-squared error E{A(w) - An(w) }2 ; see Benhenni and Cambanis 
op. cit. This choice depends on covariance structure of the process . In the simu-
lations reported in Subsection 3.2 the underlying covariance function is assumed, 
for convenience, to be of the fully parametric form 
,(t) = exp( -cl tl 0 ), t E IR, (2.13) 
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where c > 0 and O < a < 2. We shall therefore examine this case in a little more 
detail. 
From the two differential equations given in (2.14) below it is st raightforward 
to verify that the regularity conditions required by Benhenni and Cambanis for 
the determination of the op timal sample design are only applicable if we know 
that a = l. There we find that { ti ,n} is obtained by solving 
n +i 
2n ' 
where the constant "-w is such that 
[
1
1 
"-wl cos(wt)l 2/ 3 dt 1. 
i = -n, ... , n , 
We have evaluated { ti ,n} for van ous combinations of w and n. We found 
that only for small values of w does lti ,n - i/nl equal or exceed the length of the 
uniform sampling interval; for moderate and large values the difference between 
the optimal and uniform sampling points is less than n-1 by an order of magnitude 
at worst . Although the above results relate to the particular case a = 1 it is clear 
that the close proximity of {ti,n} and {i/n} for increasing w is brought about 
by the increasingly rapid oscillations in I cos(wt)/ 2/ 3 over [-1, 1], and it appears 
reasonable to conjecture that the behaviour of the cosine function would similarly 
dominate such calculations for other values of a , and the more general covariance 
functions as defined in (2.1). This suggests that in general very little may be 
lost by using a uniform sample design. Indeed, in practice the true value of a is 
unknown and we envisage estimating it using a range of frequency values . Thus, 
the estimation process will be more convenient and versatile if the same set of 
sampling points can be employed in all circumstances , as appears to be the case. 
Once the sample design is known, determination of the weighting sequence 
{wi} is governed by continuity properties of X. Differ ntiating ,(t) in (2.13) we 
... 
I 
Ill .... 
obtain 
8,(t) 
at 
a2,( t) 
8t2 
- sgn(t) ca itl °'-1 exp(-cl t l°') 
ca{caitl 2°'- 2 - (a - l)ltl °'- 2 } exp(-cl tl °'). 
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(2.14) 
Since all a's of interest are less than two , these formulae confirm (Benhenni and 
Cambanis , 1992, p .166) that the process has no quadratic mean derivative. Given 
that the optimal sampling design is closely approximated by the uniform sequence 
{ i/n }, particularly when w = 21rf is large, then following the arguments presented 
immediately above we see that the optimal weighting is likely to differ little from 
the trapezoidal rule. Hence, in the simulation experiments that follow we shall 
consider the performance of the quasi-optimal integral approximation 
An(w) = n-1 [ {(X(-1) + X(l)} /2 +_ I: X(i/n) cos(iw/n) ]. 
i=-n+l 
With regard to the latter , it is perhaps of interest to observe that An(w) may 
be viewed as a conventional approximation based on tapered data. It is known 
that in the frequency domain analysis of time series, tapering can produce high 
resolution estimates with enhanced performance; see Dahlhaus (1988). As a basis 
for comparison we shall therefore also investigate the alternative approximation 
n-1 
A.n(w) = n-1 L X(i /n) cos(iw/n )h(i/n), 
i=-n 
where h( ·) is the split cosine taper with cosine bell applied to 20% of the data. 
To complete this study we also investigate the properties of the average series 
approximation, 
n 
n-1 L X(i/n) cos(iw/n), 
i=-n 
and the shifted series approximation , 
n-1 
.An(w) = n- 1 L X{(i + 1/ 2) / n} cos{(i + 1/ 2)w/n}, 
i=-n 
will also be examined. 
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3.2 Simulation study 
The purpose of this study is to illustrate the methodology outlined in Section 2 
and to compare the performance of the five integral approximations introduced 
in the previous subsection. In view of the theoretical results presented above the 
experiments are based on the simulation of Gaussian processes whose covariance 
function is as given in (2.13). The following values for the covariance parameters 
c and a were considered: 
a = 0.01 , 0.25 , 
C = 
{ 
(2°)/10 
2" 
0.5 , 0. 75 , 1, 1.25, 1.5, 1. 75 and 1.99, 
a :s; 1 
otherwise. 
The total number of sampling time points was taken to be 3751 (n = 1875) or 
5001 (n = 2500). The frequency spacing parameter m was taken to be 1, 2, or 
3. The number of frequency values, k, was [n/(2m)] or [(2n + l)P / m l, where 
p = 1/ 3, 1/2 or 2/ 3, for each n and m, with [x] denoting the integer part of 
x . Thus, the Ph frequency point , Wj , was chosen to be 21rmj for j = 1, ... , k. 
The first value for k gave the Nyquist frequency and provided an upper bound. 
This value was used as a point of reference even though, according to condition 
(2.12) in Theorem 2.5 , it is not strictly appropriate. This condition implies that 
n > m1+1/ 0 k1+61°(log k) 21° for 0 < a < 2. If m = 1 and k = 25 it would mean 
sampling the realization of the process at at least 7 x 1010 points for 1 :s; a < 2. 
For smaller a, the required sample size increases to infinity. Clearly this is not 
practicable. The last three values for k were chosen to accord with the spirit of 
Theorem 2.5 whilst maintaining feasibility. 
For each combination of values, 100 replications of 2n + 1 observations of 
the proc ss X on the uniform grid {i/n} were generated , each with zero mean , 
unit variance and cov{X(i /n) , X(j /n )} = , {(i - j)/n}, for i, j = -n, . . . , n. 
The realizations were genera.t d using the simulat ion method developed in Chap-
ter 4. For each realization , values of the estimates Dn, Dn, Dn, Dn and Dn were 
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then obtained, the different estimates indicating that A(wj) , for j = 1, ... , k was 
replaced by An(wj ), An(wj) , An(wj) , An(wj) and An(wj) respectively when com-
puting the approximation to b. The empirical performance of the five estimators 
was summarized by calculating the observed bias (B) , st andard deviation (SD) 
and mean-squared error (MSE) in the usual manner , viz: given an,l, ... , an,lOO , 
say, the estimated values of the true a obtained from each replication , we put 
Dn,l 2 - an,t/2, f =l , ... , 10O 
100 
Dn 100- 1 I: iJ n,l 
l=l 
B Dn- D 
100 
SD 2 100- 1 I:(b - jj )2 n,l n 
l=l 
and 
MSE B2 + SD 2 . 
Some representative results are presented in Tables 2.1 to 2.4. The rows 
labelled U and L give counts of the number of times the estimator of D produced 
a value greater than 2, and less than 1 respectively. If the estimate of D fell 
outside the interval [1, 2] it was reset to the nearest value within the interval. 
The es timates of bias , standard deviation and mean-squared error include such 
reset values . 
Table 2.1 presents the observed outcomes obtained using the different integral 
approximations when D = l.75 , 1.5 , 1.25 (a = 0.5 , 1, 1.5) , n = 1875, m = 1 
and k = [ v375f] = 61. It indicates that although there is no estimator that 
dominat s the others the top two rankings are invariably shared between Dn, Dn 
and Dn, whatever the performance criterion. A more detailed analysis of the 
r lationships between the performance measures and the interaction between n, 
m and k is provided in Tables 2.2 to 2.4. For the moment we simply note that 
although a choice betw en thes thr e estimators is problematic, on the basis of 
th se and other results not report d here, we would express a preference for Dn. 
"' 
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Table 2.1: Comparison among different approximations when n = 1875, m = 1, 
k = 61 
Dn Dn Dn Dn b n 
B 0.006 0.022 0.003 -0.076 -0.011 
SD 0.136 0.143 0.153 0.183 0.130 
D = l.75 MSE 0.019 0.021 0.023 0.039 0.017 
u 5 7 5 4 5 
L 0 0 0 0 0 
B -0.003 -0.012 -0.014 -0.095 -0.002 
SD 0.144 0.146 0.138 0.189 0.156 
D = 1.5 MSE 0.021 0.021 0.019 0.045 0.024 
u 0 0 0 0 0 
L 0 0 0 2 0 
B -0.022 -0.039 -0.018 -0.061 -0.024 
SD 0.128 0.147 0.139 0.149 0.165 
D = 1.25 MSE 0.017 0.023 0.020 0.026 0.028 
u 0 0 0 0 0 
L 5 9 6 11 5 
• 
I 
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Table 2.2: Comparison among different values of n and k when m = 1 for Dn 
n 1875 2500 
k = [~2n + 1] 15 17 
B -0.044 -0.002 
SD 0.278 0.238 
D = 1.75 MSE 0.079 0.057 
u 27 24 
L 2 0 
B -0.026 0.012 
SD 0.300 0.292 
D = 1.5 MSE 0.090 0.085 
u 8 4 
L 11 5 
B 0.060 -0.001 
I SD 0.285 0.254 
I 
D = 1.25 MSE 0.085 0.064 
u 4 2 
L 22 30 
i 
"' 
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Table 2.3: Qomparison among different values of k when n = 1875 and m = 1 for 
Dn 
k 937 241 61 15 
B 0.121 0.031 0.001 -0.082 
SD 0.046 0.078 0.151 0.308 
D = 1.625 MSE 0.017 0.007 0.023 0.102 
u 0 0 1 10 
L 0 0 0 7 
B 0.088 0.006 0.002 -0.022 
SD 0.036 0.079 0.193 0.312 
D = 1.375 MSE 0.009 0.006 0.037 0.098 
u 0 0 0 6 
L 0 0 1 21 
Table 2.4: Comparison among different values of m and k for Dn with n = 1875 
m 1 2 3 
k 15 30 80 
B 0.060 -0.027 -0.001 
SD 0.285 0.203 0.133 
D = 1.25 MSE 0.085 0.042 0.018 
u 4 0 0 
L 22 19 3 
The results given in Table 2.2 relate to the behaviour of the estimator Dn when 
D = 1.75, 1.5, 1.25, m = 1 and (n , k) = (n , [ij2n + 1]) = (1875, 15) , (2500 17). 
They show that increasing n can improve the estimation of D even though almost 
the same value of k is being employed. This presumably reflects the increasing 
accuracy of the integral approximation as a consequence of using a fin er grid over 
a fix d interval. 
I 
I 
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The figures given in Table 2.3 show how the performance of the estimator Dn 
changes as k is varied. They relate to the situation where D = 1.625, 1.375 ( a = 
0.75 , 1.25) , n = 1875, m = 1, p = 2/3 , 1/ 2, 1/ 3, k = [1875/2] = 937 and 
= [3751P] = 241 , 61 , 15. From the table it is clear that the standard deviation is 
reduced by about one half as k is increased by a factor of four. It is also apparent 
that a reduction in bias can be obtained by increasing k. Similar results are 
reflected in the figures in Table 2.4. There we fix D = 1.25, n = 1875 and compare 
performance of the estimator Dn as m and k are varied. The bias reduces as mk 
increases and the standard deviation reduces as k increases. Such results are to be 
anticipated , of course, from Theorems 2.2 and 2.3 , but the improvement achieved 
is neither harmonic nor monotonic, particularly for the bias. This suggests that 
although for fixed m, both k = [(2n+1) 213 /m] and k = [n/(2m)] may be too large 
in relation to n, coarser discretizations than would be allowed under condition 
(2.12) of Theorem 2.5 may be efficacious. As intimated previously, sampling at 
a rate corresponding to n > m 1+1/akl+6/a(log k )2!0 , 0 < a < 2, as implied by 
(2.12) , is not claimed to be optimal in any sense. Thus in practice we choose m 
and k such that k = [(2n + l)P /ml, for O < p < l. 
It go s without saying that extrapolating from limited and specialised Monte 
Carlo experiments is fraught with dangers. Nevertheless, the results we have 
obtained lend support to the following tentative conclusions: The reduction in 
both bias and variance, and hence mean-squared error , produced by increasing 
the number of frequency values and associated frequency spacing and sampling 
time points predicted by our th oretical results can often be considerable. The 
estimator Dn based on the quasi-optimal integral approximation An( w) performs 
well relative to the alternativ s. Although we may be able to improve the per-
formance of .An(w) by changing the tapering percentage, we are satisfied by the 
quasi-optimal integral approximation for A( w). This approximation will be used 
in Chapter 3. And the semiperiodogram, regression-based t chnique seems to 
provide a r asonable proc <lure for stimating fractal dimension . 
-
I 
: 
I 
I 
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Figure 2.2: ~he log-log semiperiodogram applied to simulated stationary Gaus-
sian processes 
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We conclude this section by applying the above technique to the two simu-
lated stationary Gaussian processes shown in Figure 2.1. Figure 2.2 shows the 
corresponding log-log semiperiodogram plots, together with the least-squares re-
gression lines. Table 2.5 shows the point estimators , D, with their corresponding 
asymptotic standard deviations for a few combinations of m and k. Here p = 
2/3, 3/5 and 1/2. Comparing their true fractal dimensions , D = 1.75 and 1.25, 
we find that the true fractal dimension are within one standard deviation from 
the point estimators in all but one case. This indicates that the semiperiodogram 
regression-based fractal dimension es timator can give reliable results in practice . 
I 
I 
I 
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I 
I 
I Table 2.5: D1942 for simulated stationary Gaussian processes when different 
combinations of m and k are chosen ( with asymptotic standard 
deviations in bracket) 
process m k fJ 
(a) 1 247 1. 794 (0.079) 
1 142 1.854 (0.100) 
I 
1 62 1.726 (0.168) 
2 123 1.837 (0.122) 
2 71 1.851 (0.151) 
I 
2 31 1.763 (0.274) 
(b) 1 247 1.274 (0.073) 
1 142 1.231 (0.093) 
1 62 1.172 (0.171) 
2 123 1.328 (0.098) 
2 71 1.285 (0.123) 
2 31 1.351 (0.211) 
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4 Proofs 
4.1 Proofs of Theorems 2.1-2.3 
Our proofs rely on the following lemmas. 
LEMMA 2 .6 If h E A( 0 for some O < e ~ 1, then if g( X) denotes either sin X 
orcosx , 
fo
2 
h(t) g(wt) dt 
as w --t oo through int eger multiples of 1r . 
Proof. Theorem 4. 7(i) of Zygmund (1959) implies that if f is a 21r-periodic 
function and if as 8 --+ 0, 
1 fo 211" 
sup - lf (x + v) - f (x)I dx 
lvlSO 21r 0 
then 
- f(x) exp(-ivx) dx = O(lvl-e) 1 la2.,,-
21r 0 
as lvl --t oo . One may complete the proof by putting h(t) = f(1rt) and changing 
variables to t = x/1r and u = v /1r. 
LEMMA 2.7 Let O < l < 3, define 
and let Me be g·iven by (2. 9) . W e have as w --t oo thro·ugh ·integer m ·ult·ip les of 1r , 
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Proof. Only an outline is given here. We employ elementary calculus after making 
the change of variable u = wt , and we use Lemma 2.6. When O < { < 1, we have 
Le(w) fo 2 (2 - t) tE-1 sin(wt) dt 
2 fo00 tE-l sin(wt) dt - 2100 tE-1 sin(wt) dt - fo2 tE sin(wt) dt 
2 w-e1a
00 
ue- 1 sin u du+ 2 w-1
00 
tE-1 d{ cos(wt)} + w-1fo 2 tEd{ cos(wt)} 
2 w-e Ksin({ - 1) - 2Ew-1 - 2 ({ - 1) w-1
00 
tE- 2 cos(wt) dt + 2Ew-1 
- {w-1fo2 tE-l cos(wt)dt 
2 w-e Me - 2 ({ - 1) w-e f 00 uE-2 cos u du - { w-1 f 2 tE-1 cos(wt) dt J2w Jo 
2 Mew-e + O(w-(e+i)) , as w ---t oo. 
Similarly the equation holds for 1 :s; { < 3. 
LEMMA 2.8 Assume that O < (3 < 1. Th en ask---+ oo, 
k ( k )( k ) k-1 ~F13 logj - k- 1 ~r13 k-1 ~logj 
3=1 3=1 3=1 
= -(3 (1 - f3t 2k-13 + O(k-1 log k) , 
k ( k ) 2 k- 1 ?;(logj) 2 - k- 1 ?;logj = 1 + O(k-1 log k). 
Proof. We note that each of the summations is asymptotically equal to its corre-
sponding integral as k ---t oo. For example, 
k k 
L)-/3 - j x-13 dx = 0(1) 
j=l 1 
Thus w have 
and 
j=l 
k 
k- 1 I:logj 
j=l 
k 
k- 1 L F 13 log j 
j=l 
log k - 1 + O(k-1 ) 
as k ---too. 
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k 
k-1 I::(logj)2 = (log k) 2 - 2log k + 2 + O(k-1). 
j=l 
We complete this proof by substituting the above equations in the left-hand sides. 
To obtain the initial equation in (2.5), we observe that since w is an integer 
multiple of 271" , 
[
1
1
[
1
1 
,(t1 - t2) cos(wt1) cos(wt2) dt1 dt2 
w-1[
1
1 
cos(wt2) {
1
1 
,(t1 - t2)d{sin(wt1)} dt2 
-w-1{
1
1 
cos(wt2) {
1
1 
,'(t1 - t2) sin(wt1) dt1 dt2 
- (2wt1{
1
1
[
1
1
,'(t1 - t2)[sin{w(ti - t2)} + sin{w(t1 + t2)}]dt1 dt2. 
(Note that cos(wt2) sin(wt1) = 2-1[sin{w(ti + t2)} + sin{w(t1 - t2)}].) Next we 
write t for t1 -t2. Thus , J~1 J21 · dt1dt2 becomes t 2 f2i-t · dt2dt + J; J2~t · dt2dt. 
Writing s2 = -t2 and s = -t we see that 
{
0
2 
,'(t) [
1
1
_ t [sin(wt) + sin{w(t + 2t2)}] dt2 dt 
lo j -1 1'(-s) [sin(-ws) + sin{ w(-s - 2s2)}] d(-s2) d(-s) 2 1-s 
= {2 ,'(t) ji-t [sin(wt) + sin{w(t + 2t2)}] dt2 dt. 
Jo -1 
Hence we have 
- w-1 f 2 ,'(t) j 1 [sin( wt) + sin { w( t + 2t2)}] dt2 dt Jo 1-t 
- w-1fo2 ,'(t)(2 - t) sin(wt) dt. 
A similar sequence of identities gives the first equation in (2.6). 
By (2.3), we have 
-w-1fo2 ,'(t)(2 - t) sin(wt) dt 
caw-1fo 2 t 0 - 1(2 - t) sin(wt) dt - w-11a2 g~(t)(2 - t) sin(wt) dt. 
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By Lemma 2. 7, the first term is equal to 2 ca Maw-(a+l) + 0( w-(a+ 2)) as w - oo. 
By condition (2.4) and Lemma 2.6 , for some small E > 0 the second term is equal 
to O(w-(a+E+1 )) as w - oo. (Integration by parts is necessary when a 2'. 1. ) 
Similarly the asymptotic relation of (2.6) follows from Lemmas 2.6 and 2.7. 
This completes the proof of Theorem 2.1. 
To derive Theorem 2.2 , recall that 
{ 
k }-1 k 
a = - ~(xj - x) 2 ~(xj - x)Y; - 1, 
3=1 J= l 
Wj = 21rmj , Xj = log Wj. Put log k = k-1 I:; log j , and observe that by Lemma 2.8 
ask - oo , 
k 
I)xj - x)2 
j=l 
k 
I)logj - log k) 2 
j=l 
k ( k ) 2 
~ (log j) 2 - k-1 ~ log j 
k + O(log k) , (2. 15) 
k k 
I:( xj - x) w;f3 (21fm tf3 I:(log j - log k) j-(3 
j=l j=l 
(2,cmi-• { t,r• logj - ( k-' t,log j )( t,r•)} 
- {3 (l - f3t 2 (21rmtf3kl-f3 + O(m-f3 log k) (2.16) 
More simply, if O < {3 + E < 1 then as k - oo , 
k 
I:( xj - x) w;f3-E = O(m-f3-Ek1-f3 -E log k). 
j=l 
By (2.7) , 
u(w )2 - w- 1fo 2 (2 - t) ,'(t) sin(wt) dt 
(2 .17) 
- w- 1fo 2 (2 - t) {-ca t"'- 1 - d (a+ {3) ta+f3- l + 2 d't} sin(wt) dt 
_ w-11a2 (2 - t) g;(t) sin(wt) dt. 
In view of Lemma 2.7, the first term on the last right-hand side equals 
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as w ---+ oo . By Lemma 2.6, the second term equals O(w-<0 +.a+,+1l), provided 
E > 0 is sufficiently small. (Integrations by parts are necessary if a + f3 ~ 1. ) 
Therefore, 
u(w) 2 
log u(w) 2 
E(a) - a 
2 ca M 0 w-(a+1) { 1 + T1W- ,8 + O(w-(.8+<))}, 
log(2 ca M0 ) - (a+ 1) log w + T 1w-.8 + O(w-(.8+<) + w- 2.a), 
- { t,(x; - x)'} _, t,(x; - x) log u(w;)' - (a+ 1) 
the last line following from (2. 15)- (2 .17). This completes the proof of Theo-
rem 2.2. 
As a prelude to establish Theorem 2.3 we derive the following lemmas . Let 
w1 and w2 denote positive integer multiples of 21r. In this subsection , symbols 
C, C1, C2, ... denote generic positive constants. 
LEMMA 2.9 If Z1 , Z 2 have bivariate Normal distribution with zero means, 
unit variance and correlation coefficient p, then there exists an absolute constant 
C > 0 such that 
Proof Let </> denote the joint probability density function and </>0 be the product 
of the two marginal probability density functions . By Taylor expansion we can 
write 
(21rt1(1 - p2t112 exp{-(1 - p2t1(zf + z; - 2pz1z2) / 2} 
(21rt1 exp{ - (zf + z;)/2}{1 + z1z2 p + R(z1z2)p2} , 
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where IR(z1, z2)I ~ C1 exp{(zf + zn/4} for all IPI ~ Po , say, for some Po > 0. 
Thus 
cov{log IZ1l , log IZ2I} 1-:1-: log lz1 I log lz2I{ ef>(z1 , z2) - ef>o(z1, z2)} dz1 dz2 
1-:1-: log lz1 I log lz2I { z1z2p + R( z1, z2)/}ef>o(z1, z2) dz1 dz2 
p{ (21r t 1l2 j_: z log lzl exp(-z2 /2) dz r + O(p2) 
O(p2). 
This completes the proof. 
LEMMA 2.10 Under the conditions of Theorem 2.3) 
Furthermore, there exists a constant C > 0 such that, for w1 < w2 , 
and for w2/2 < W1 < w2 , 
icov{A(wi) , A(w2)}I < Cw12w;a. (2.20) 
Proof To obtain (2.18), observe that since w1 and w2 are integers multiple of 21r , 
cov{A(w1), A(w2)} = E{ A(w1)A(w2)} 
j_1
1
j_1
1 
,(t1 - t2) cos(w1li) cos(w2t2) dt1 dt2 
- w11j_11 cos(w2t2)j_11 1 '(t1 - t2) sin(w1t1) dt1 dt2 
- (2w1t 1j_11j_11 1 '(t1 - t2){sin(w1t1 - w2t2) + sin(w1t1 + w2t2)} dt1 dt2 . 
Writing t = t1 - t 2 , we have 
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f 2 Jl /\(1-t) - (2wit1 ,'(t) {sin(w1t + w1t2 - w2t2) -2 (-1)v(-l-t) 
+ sin(w1t + w1t2 + w2t2)} dt2 dt 
l2 jl-t -w11 ,'(t) [sin{w1t + (w1 - w2)t2} + sin{w1t + (w1 + w2)t2}] dt2 dt 0 -1 
w11lo2 ,'(t) { (w1 - w2t1 + (w1 + w2t1} { cos(w2t) - cos(w1t)} dt 
2(wf - w~t1lo
2 
,'(t){ cos(w2t) - cos(w1t)} dt. 
To derive (2.19), note that when a < 1, using condition (2.4) and Lemmas 2.6 
and 2.7 , 
lo\' ( t) cos( wt )dt 12 { - c{~-1 + g~ (t)} cos(wt) dt 
O(w-a + w-(a+E)) = O(w-°'); 
and that when a~ 1, by the same argument , 
lo\'(t) cos(wt) dt = -w-1la2 ,"(t) sin(wt) dt 
Result (2.19) is now immediate from (2 .18). 
To establish (2.20) , observe that for O < o: < 2, 
Now, 
12 ,' ( t ){ cos( w2t) - cos( w1 t)} dt 
-w21 lo
2 
,"(t) sin(w2t) dt + w11 lo
2 
,"(t) sin(w1t) dt 
w2212 ,"'(t){l - cos(w2t)} dt - w12 lo2 ,"'(t){l - cos(w1t)} dt 
(w22 - w12 ) 12 ,"'(t){l - cos(w2t)} dt 
+ w12 12 1 111 ( t ){ cos( w1 t) - cos( w2t)} dt. 
0 { w21fo2w2 (t/w2) 0 - 3 (1 I\ t2) dt} 
= O{w;- 0 (1 + w~-2)} 
O(w;-0 ), 
fo2 1111 (t){ cos(w1t) - cos(w2t)} dt 
fo2 , 111 (t)[cos{(w1 - w2) t} cos (w2t) - sin{ (w1 - w2) t} sin(w2t) 
- cos(w2t)]dt ( ) 12 t 111 (t) [1 - cos{(w1 - w2) t} ( t) = W2 - W1 I ( ) COS W2 0 W1 - W2 t 
sin{(w1 - w2) t} . ( )] d 
+ ( ) sm w2t t W1 - W2 t 
-2( ) r2w2 t "'(t/ ) [1 - cos{(0 - 1) t} 
w2 w2 - W1 Jo I W2 ( 0 _ 1) t cos t 
sin { ( 0 - 1) t} . ] 
+ ( 0 _ 1) t sm t dt 
where 0 = w1/w2 , 
H( ) _ iu [1 - cos{(0 - 1) t} sin{ (0 - 1) t} . ] d 
u - (0 ) cos t + (0 ) sm t t , 0 - lt - lt 
and note that H ( u) is bounded uniformly in u > 0. Thus, 
fo2w2 t,"'(t/w2) dH(t) 
(fol + 12w2) t ,111(t/w2) dH(t) 
= 12w2 t,111(t /w2) dH(t) + O(w~-a) 
-12w2 {, 111(t /w2) + t,(4)(t/w2)} H(t) dt + O(w2 + w~-a) 
= O(w~- 0 ) 
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Hence, r sult (2.20) follows from (2.18). This completes the proof of Lemma 2. 10. 
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To derive Theorem 2.3, we recall the definition of a and note that for j = 
1, . .. , k, var(1-"j) = var{log N(O , 1)2}. Hence, 
va,(&) = {t(•; -x)' r••r(Y;) 
+ { IJxi - x)2} - 2 ~ ~(xi1 - x)(xi2 - x) cov(1";1 , 1-';2 ). 
3=1 31 f-3 2 
By Lemma 2.9, there exists a constant C > 0 such that 
1 
4 icov{Y(w1), Y(w2)}I = icov{log IZ(w1)l , log IZ(w2)l }I 
< C[corrln{Z(wi) , Z(w2)}] 2 = C[corrln{A(w1) , A(w2)}]2. 
By Theorem 2.1, var{ A(w)} rv const · w-(a+l) as w -+ oo , and so inequalities 
(2.19) , (2.20) yield, for a constant C1 > 0 and W1 < w2 , 
and for w2/2 < w1 < w2 , 
lcorrln{A(w1) , A(w2)}1 < C1w~a-J)/2wf-a)/2_ (2.22) 
Put 
L L icov(1-"jll 1-';2 )1 < 4CS2 , (2.23) 
l ~jl <i2~k 
where 
S2 L L [corrln{A(wj1 ) , A(wiJ}]2. 
l ~j1<i2~ k 
Results (2 .21) (in the case w1 ~ w2/2) and (2.22) (for W1 > w2/2) imply that 
) ( )}I C (l -a)/2 (a-3)/2 icorrln{A(w1 , A W2 ~ 2W1 W2 . (2.24) 
Therefore, 
C3 L L jt-a j~-3 
1 S,j , <frS: k 
0 ( l k Xl-a1k Ya-3dy dx) 
o{ lk xl-a(ka-2 - xa-2)dx} 
0 { k0 - 2 (k 2 - a - 1) + log k} 
O(log k). 
Combining (2.15), (2.23) and (2.25) we deduce that 
l~~(xj, -x)(xh-x)cov(lj, , Yji)I < 2(logk)2S1 31 "F32 
< 8 C(log k)2 S2 
o(k) = o{I:(xj - x) 2 } 
as had to be proved. 
4.2 Proof of Theorem 2.4 
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(2.25) 
Our proof is by the method of moments . Note that , since Z(w) is a linear function 
of a Gaussian processs , it has a Normal distribution. Let E , E0 denote expectation 
under the true model for the joint distribution of Z(wj), 1 ::; j::; k, and under the 
model where the Z(wj) 's are stochastically independent with Standard Normal 
marginal distributions. Putµ= E{log IN(O, 1)1}- It suffices to show that for each 
integer 11 ~ 1, 
E [t,(x; -X){log IZ(w;)I - µ}] " -E0 [t,(x; -X){log IZ(w;) I - µ}]" = o(k"1') 
as k --t oo. By multinomial expansion , noting that Xj - x < log j for 1 ::; j ::; k, 
the left-hand side is dominated by a constant multiple of a sum of a bounded 
number of terms of the form 
Wit , ... ,w;m 
all distinct 
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where 
d(f1 , ... ,fm; Wj 1 , • •• ,Wjm ) = (E - Eo) [fi {log \Z(wj;)I - µ}'·] , 
and 1 ::; m ::; k and f 1 , ... , lm ~ 1 denote integers satisfying f 1 + · · · + lm = v. 
Put Z = { Z ( Wj1 ) , ••• , Z ( Wjm )} T, let I: denote the covariance matrix of Z , and 
let I be the identity matrix. Define b.. = I: - I , and consider Taylor expansions 
of the quantities (I + b..t 1 and (J + b.. t 1l2 in b.. . Arguing thus we may express 
the density of Z , 
</>6( z ) = (21r tm/2 \I + b.. \-1/2 exp { - } zT(I + b..tlz} ' 
as a Taylor expansion of the form 
</>6( z ) = </>o(z){l + P1(z ) + P2(z ) + · · ·}, 
(2.26) 
(2.27) 
where </>o ( z ) = ( 21r )-m/2 exp ( ½ zT z) , and Pi ( z) denotes a polynomial in the ½m( m+ 
1) quantities Zi
1 
Zi2 , 1 ::; i 1 ::; i2 ::; m , in which each coefficient is a sum of constant 
multiples of products of precisely j elements of b.. , and J Pi<Po = 0. 
In this notation , 
d(i1, . . . ,lm; wj, , ... ,wim ) = j {fi(log \zi\ - µ)'- }{</>6 (z) - </>o(z )} dz(2. 28) 
= ~ j {!}log lz,I - µ,)';} p; (z) ¢o (z) dz. (2.29) 
Now, p;(z ) may be written as a linear form in terms 
wher Hei (u) are the Hermite polynomials: 
and so on; see for xample, Abramowitz & Stegun (1972, formula 22.3.11) . They 
ar orthogonal with respect to the weight function e-u
2
12 , and ar normalised so 
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that the leading coefficient is unity. Note that Hei(u) is of degree i and is an 
even or odd function according as i is even or odd. The number of such terms 
is bounded by a constant depending only on j and m, and the coefficient of 
each term is a product of j elements of b.. Thus, the jlh term in (2.29) may be 
expressed as a linear form in terms 
j {jj(log lzil - µt Hes,(zi) } <Po(z) dz 
IT { (21rt112/ (log lul - µ)l, Hes.(u) e-u2 / 2 du} . 
•=1 
(2.30) 
The quantity in (2 .30) vanishes if (i) for some i, Si is odd ; or (ii) for some i, 
Si = 0 and f.i = 1. Therefore, we may assume that for each i, either (a) f.i = 1 and 
Si= 2, 4, . . . , or (b) f.i ~ 2, and Si= 0, 2, 4, ... ; and also that (c) not each Si= 0. 
(The case where each Si= 0 corresponds to the subtracted term in (2.28) .) 
Without loss of generality, we assume the first r s;'s all exceed zero and the 
others all equal zero. Let Pi i i 2 = corrln { Z ( wi..), Z ( Wj,2)} . Inspecting the way in 
which (2 .27) arises from (2 .26) we see that the coefficient of (2 .29) is dominated 
by a linear form in terms like 
r 
II P:h(i), 
i= l 
where i-=/- h(i) E {1 , ... , m} . Note that , since f.i ~ 2 for r + 1 :Si :Sm, we have 
1 1 
r+2(m-r):Sv, i.e. m-r:S 2(v-r):S 2(v-1). 
Therefore, it suffices to show that for each 1 :S r :S m satisfying m - r :S 
½(v - 1) , and functions h: {1 , . .. , r } - {1 , .. . , m } such that h(i)-=/- i, we have 
r 
sup L '· · L II p;h(i) = o{k1112 (log kt" }. 
h Wit , ... ,Wjm i= l 
all distinct 
Result (2.25) implies that 
LL [corrln{Z(wj1 ) , Z(wj2 )}] 2 
i 1fi2 
H nee the left -hand side of (2.31) equals 
0 {(log k)}. 
(2.31) 
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which establishes (2.31) and completes the proof of Theorem 2.4. 
4.3 Proof of Theorem 2.5 
Theorem 2 of Garsia (1972) (see also Theorem 3.3.3 of Adler (1981)) implies 
the existence of a random variable V such that , with probability one for all 
-1 < s < t < 1 satisfying t - s ~ ½, 
IX(s) - X(t)I < V {(t - s)°l log(t - s) l}112 . 
Therefore, if n 2:'. 2, 
sup IX(t) -X(i/n)I < V(n-alogn) 112, 
i/n9:S: (i+1)/n 
whence for O < w < 21rk , 
IA(w) - An(w)I = I { 1
1 
X(t) cos(wt) dt - n-1 }~n X(i/n) cos(wi/n) I 
< n-1 it n [ i/n::; t~f+1 )/n IX(t) - X(i/n) I 
+ { sup IX(t)I} sup I cos(wt) - cos(wi /n)I] 
-l<t<l i/n:S: t :5: (i+l )/n 
< W { (n-a log n)1l2 + kn- 1} , 
where the random variable W does not depend on w orn. 
If 6 > 0 th n the complement of the event 
has probability 
k 
P(£) < I:P{IZ(wi)I ~ 6} < k6. 
j = l 
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Note that P(IZI ~ 5) = J~5 f(x)dx ~ 25supf(x) = 25(21rt1!2 < 5, for all 
standard normal random variables Z. Hence, if we choose 5 = 5(k) = o(k-1 ) 
then P(£) -t 1. Furthermore, for a constant C1 > 0, <T(wj) 2:: C1w;(a+l)/2 for all 
j , and so on the set £ , 
jlAn(wj)I - IA(wj)lj IA(wj)1-l < w { (n-a log n) 1l 2 + kn-1} { C1w;(a+1)/25r1 
< C2W {n-°' (mk)°'+ik2r12 5- 1 . 
Therefore, 
I& - &nl < 2{ t(xj - x)2}-l 
3=1 
k 
x I: lxi - xi llog[l + { I.An(wi)I - IA(wi)l}IA(wJ l-1JI j=l 
0 [{n-°'(mk)°'+1k2 } 1i 25-1 log k] (2 .32) 
with probability one. Condition (2.12) is adequate to ensure that 5 = 5(k) may 
be chosen so that 5 = o (k-1 ) and the right-hand side of (2.32) equals o(k- 112 ). 
This shows that k1l2 Ian - al -t 0. 
Chapter 3 
STOCHASTIC FRACTAL MODELS FOR 
MULTI-PROCESSED SURFACES 
1 Introduction 
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In Chapter 2 we developed techniques based on the cosme part of the pen-
odogram, which we call the semiperiodogram, J , for estimating the fractal index 
and hence the fractal dimension of a single-stage surface. By single-stage surface, 
we mean those surfaces that have not been processed and whose fractal proper-
ties can be described by a single fractal dimension. However in some physical 
applications the fractal model describes the result of a ground, plated or polished 
surface. Figure 3.l(a) shows a line transect of surface height of an electrolytically 
zinc-plated sheet. 
This processing often involves several stages of varying fineness, which might 
be likened to eroding a metal surface by acid. In this case the surface becomes 
rougher and hence its fractal dimension increases . The processing might also be 
likened to finishing a timber surface using different grades of sandpaper. In this 
case the surface becomes smoother and hence its fractal dimension decreases. A 
numerical analysis of surfaces that are produced in these ways sometimes reveals 
traces of a penultimate processing step, involving a fractal dimension which differs 
from that in the final stage. W shall call the fractal dimension corresponding 
1: 
Cl 
·a; 
.s:: 
<I) 
0 
"' 'C
:, 
en 
E 
e> 
Cl 
0 
'O 
0 
-~ 
a. 
.E 
Q) 
.e 
Cl 
.2 
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to the penultimate processing step penultimate fractal dimension and denote it 
by D 1 , and the fractal dimension corresponding to the final stage ultimate fractal 
dimension and denote it by D 2 . If the surface under study has been roughened, 
we have D 1 < D 2 and vice versa if the surface has been smoothed. 
Figure 3.l(b) illustrates the log-log semiperiodogram plot of the line tran-
sect shown in Panel (a) . It suggests that the relationship between logarithm of 
frequency and logarithm of the semiperiodogram is piecewise linear for multi-
processed surfaces. In the present case it suggests that fitting two straight lines 
which join somewhere near log(frequency) = 6 is more appropriate than fitting 
one single straight line. It also suggests that both lines have negative slopes. 
The downward break indicates that the slope of the left-hand side line segment 
is greater than the right-hand side one. We shall show that the downward break 
implies that the electrolytically zinc-plated sheet has been smoothed. 
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Our purpose in this chapter is to suggest simple stochastic models of this 
phenomenon. We show that statistical analysis of simulated data, generated 
by our mod ls, reveals features that are similar to those observed in real data 
describing a repeatedly processed surface. 
Section 2 describes the processing phenomenon in more detail , and introduces 
our increasing roughness and decreasing roughness models. Statistical method-
ology for analysing models based on the technique developed in Chapter 2 is 
presented in Section 3. In Section 4 we simulate two ultimate Gaussian processes 
corresponding to the two models introduced in Section 2 and apply our tech-
niques to both simulated and real data. The real data represents surface height 
measurements on an electrolytically zinc-plated sheet. Proofs of theorems are 
deferred to Section 5. 
2 Stochastic Models 
2.1 Summary 
In practice , surfac processing can progress to either a rougher or smoother sur-
face. Since the increasing roughness model is simpler we tr at it first , in Subsec-
tion 2.2. The deer asing roughne mod 1 is discussed in Subs ction 2.3 . 
In both subsections the ultimate fractal dimension , D2 , represents the dimen-
sion ( .g. Hausdorff dimension) , in a strict mathematical sens , of line transect 
traces of the surface. The p nultimate fractal dimension, D1 , is not strictly 
d fined , mathematically, in terms of such traces, but we shall show that it is nev-
ertheless stimabl from the proc ssed surface if the record d data are analysed 
appropriat ly. 
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We should perhaps comment on the linear multi-processing models suggested 
in Subsections 2.2 and 2.3. Both are physically plausible. The first model repre-
sents the effect of adding roughness explicitly to a relatively smooth trace, and 
illustrates the effect of coarse grinding; see Figure 3.2. The second model suggests 
a moving average, describing the effect of fine polishing; see Figure 3.3. 
We also note that certain non-linear procedures produce non-Gaussian but 
stationary processes whose sample paths are multifractals. For example, if X 1 
and X 2 ar independent Gaussian processes whose traces have fractal dimensions 
D1 and D2 respectively, then the dimension of neither X(1) = min(X1, X 2) nor 
x(2) = max(X1 , X 2 ) is equal to a unique value. In different places the sample 
paths of each of x(1) and x( 2) both have D1 and D2 as their fractal dimensions . 
2.2 Increasing roughness 
A line transect sample of a smooth surf ce, under high magnification , might 
resemble the curve in Figure 3.2(a) . If, in the process of wear , the surface were 
roughly abraded then the result could resemble that depicted in Figure 3.2(c). To 
model this transition we might represent the line transect sample of the smooth 
surface by a sample path of a stationary stochastic process X 1 , with covariance 
function 11 having the property 
11 (t) = cov{X1(s) , X1(s + t)} = 11 (0) - c1ta1 + 91(t) , t > 0. (3.1) 
Here, c1 > 0 and 0 < a 1 < 2 are constants . If X1 is Gaussian then fractal dimen-
sion is given by D 1 = 2 - ½a1 ; s e Chapter 1. The second, coarser level of surface 
processing may be modelled by adding to X 1 a multiple Eo of an independent 
Gaussian process X 2 with rougher oscillations, for some small positive Eo, so that 
the obs rved surface has line transect samples which have the distribution of the 
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process 
(3.2) 
Panel (b) in Figure 3.2 depicts c0X 2 (t). We envisage X 2 having zero mean and 
covariance function 
where c2 > 0 and O < a 2 < 2. The sample paths of X 2 have fractal dimension 
D 2 = 2 - ½a2 . Since the oscillations of X 1 are finer than those of X 2 then we ask 
that O < a2 < a1 < 2. 
The theorem below states a formula which relates the covariance function of 
X , i.e. 1 , to the fractal indices a 1 and a 2 . Before we state the theorem we must 
introduce a regularity condition. We assume that for ·i = 1 and 2, 
9i(t) = o(IW'i), as t-+ 0. (3.4) 
THEOREM 3.1 A ssume X1 and X 2 are independent stationary Gaussian pro-
cesss with covariance functions (3 .1) and (3.3) respectively. Also assume condi-
tion (3.4). Then for each co > 0, the process X defined in (3.2) is a stationary 
Gaussian process which has covariance fun ction 
,(t) ,1(t) + €~12(t) 
1 (0) - c3ltl02 + o(ltl 02 ), as t-+ 0. (3.5) 
Moreover, if lg1(t)I ::;; c1ltl01 and lg2 (t)I ::;; ltl 02 for ltl ::;; c = c(c1) then fo r 
co<< €a1-a2 and €~/(a1-a2) ::;; ltl ::;; €, 
(3.6) 
In vi w of (3.5) in the above theorem , ,(t) - 1(0) ,...., const · ltl02 for small 
/t/, in particular as t -+ 0. Thus, it implies that the process X has fractal 
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Figure 3.2: Increasing roughness processes 
11(t) = exp(-lti1·8 ), 1 2(t) = exp(-ltl 0 ·2) and Eo = 0.05 
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dimension D equal to that of the rougher of the two processes X 1 and X 2 : 
If a portion of a sample path of X is recorded sufficiently accurately, for example 
on a sufficiently fine grid, then an estimator of D will assume a value close to D 2 • 
However , equation (3.6) shows that evidence of the penultimate fractal dimension 
D1 is also present , in the sense that for c1 small and non-zero constants co and 
c, such that co << l'1- o:2 , we have ,(t) '.:::'. ,(0) - c11tlo: ' for c~/(0:,-0:2 ) ::; !ti::; c, 
i.e. for small-but-not-too-small ltl. We shall show in Section 3 that D1 can be 
estimated. 
2.3 Decreasing roughness 
Unlike in Subsection 2.2 , we might have a rough line transect like the one shown 
in Figure 3.3(a). If, in the process ofrefining, the surface were smoothed then the 
result could resemble that depicted in Figure 3.3(b ). To model this transition we 
might represent the line transect sample of the rough surface by a sample path of 
a stationary stochastic process X 1 , with covariance function 11 as defined in (3.1). 
If X 1 is Gaussian then fractal dimension is given by D 1 = 2 - ½a1. The second 
smoother surface may be modelled by forming the weighted integral average 
!to X(t) = -to X 1 (t + u) h(u) du (3.7) 
where 
for constants 0 < t0 , 77 = 1 - (a2 - a 1 ) E (0 , 1). The quantity 77 in (3 .8) is 
the smoothing parameter which defin s the amount of smoothing and hence the 
ultimate fractal dimension, D2 = 2 - ½a2 . We shall call a2 a fractal index. Since 
the p nultimat proc ss is rougher than the ultimate process th n we ask that 
0 < a 1 < a 2 < min(a1 + 1, 2) . Th quantity t0 in (3.7) is essentially a bandwidth, 
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Figure 3.3: Decreasing roughness processes 
11(t) = exp(-ltl 0 ·9 ), to= 0.026 and 'TJ = 0.1 (a2 = 1.8) 
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and the operation of smoothing X 1 via an integral moving average is perhaps the 
most common approach to smoothing continuous data. 
Suppose g1(t) in (3.1) satisfies 
91 (t) = o(IW' 1 ) , as t - 0. (3.9) 
The following theorem allows us to relate the covariance function of X , i. e. 1 , to 
the fractal indices a 1 and a2. 
THEOREM 3.2 Assume X 1 is a stationary Gaussian process with covariance 
fun ction (3.1). Also assume condition (3. 9) . Then for each to > 0, T/ = 1 - ( a2 -
a 1 ) E (0 , 1) and a weighting function h as defined in {3.8), the process X defined 
in (3. 1) is a stationary Gaussian process which has covariance function 
,(t) 1::
0
1_t:
0 
11 (t + v - u) h(u) h(v) du dv. 
1 (0) - b2 jtj 02 + o(j t j02 ), as t - 0. (3.10) 
Moreover, if jg1(t)j ~ E1jtj 01 fo r jtj ~ 2to + E, E = E(E1) then for to << E and 
to~ jtj ~ E, 
(3.11) 
where 1 (0) = ,1(0) - t~J~0t0 {c1lu - vj 01 - g1(lu - vj)}h(u)h(v)dudv , 
b1 = 4C2c1t~(1- 11l/( l - "1) 2 and b2 = 2C2c1t~-11 /(1-,,,) 2 • 
As in the incr as ing roughn ss cas , quation (3 .10) impli s that ,(t)-,(0)"' 
const. jtj 02 for small jtj, in particul ar as t - 0. Thus, averaging the process X 1 
has th effect of r ducing fr actal dim nsiou from D1 = 2 - ½a1 to D2 = 2 - ½a2. 
However , for non-zero t0 such that t0 << E, equation (3. 11 ) impli s that ,(t) '.:::'. 
1 (0) - b1 jtj 01 , for t0 ~ t ~ E, i .. for small-but-not-too-small jtj. Thus evidence 
of the penultimate fractal dimension D1 is also present and can be estimated . 
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3 Methodology and Basic Properties 
3 .1 Summary 
Subsection 3.2 describes techniques that may be used to estimate the penultimate 
and ultimate fractal dimensions, D 1 and D 2 of the observed process X via the 
fractal indices, 0:1 and a 2 . Our methods are based on the cosine portion of the 
periodogram, the semiperiodogram , J , and produce estimators of o:1 and o:2 that 
derives from the slopes in an approximate piecewise linear regression . The slope 
of the first piece represents the penul timate dimension D1 = 2 - ½ o:1 ; and the 
slope of the second , the ultimate dimension D 2 = 2 - ½o:2 . In Subsection 3.3 we 
derive the basic properties of the es timators defined in Subsection 3.2, namely &1 
and &2. 
In practice there may be more than two stages of surface processing, and 
so it is conceivable that the regression line could be broken into more than two 
pieces. The methods sugges ted in Section 2 are easily adapted to th is situa-
tion . Howev r , we are not aware of rea.l data sets that clearly illustrate surface 
processing with three or more steps. 
3.2 Methodology 
Suppose we record the process X over an interval. By relocating and rescaling we 
may, without loss of generality, take the interval to be [-1, l ]. In practice the data 
are often r corded in a genuinely continuous way, for example by moving a fine 
stylus over the surface, but ar later digitized on a grid for the purpose of storage 
and analysis. Thus , integrals such as that defining A(w) below would actually 
be approximated by series An(w) as introduced in Subsection 3.1, Chapter 2. In 
our th or tical discussion we shall assume that the effects of such approximation , 
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sometimes called aliasing, may be neglected. However , aliasing can be a serious 
practical problem in high frequency analysis. 
As shown in Chapter 2, we should base our analysis on the semiperiodogram, 
J ( w) = { A ( w)} 2 = { [ 1
1 
X ( t) cos (wt) dt r , 
where the frequency w is a positive integer multiple of 21r . The full periodogram 
I , in which the square of the sine integral is added to J , could be used instead. 
However , in Chapter 2 we have shown that I is ineffective in estimating fractal 
dimensions less than 1.5, i. e. values of fractal index greater than 1, using the 
techniques suggested below. 
The theorem below states that E{J(w)} ,...., const · w-(02 +1) for w - oo and 
E{J(w)} -:::. const · w-(01 +1) for large-but-not-too-large w, say n1 < w < n < oo . 
These properties form the basis of our approach to estimating a 1 and a 2 . To state 
the theorem we must introduce regularity conditions. In the view of Theorems 3.1 
and 3.2, we define 93 and 94 by 
(3. 12) 
and for some small 5 > 0 
(3.13) 
where d1 , d2 and 51 are constants with respect to t . In the case of increasing 
roughness with c1, a 1 in (3 .1), Eo in (3 .2) and c2,a2 in (3 .3) , we have d1 = c1, 
d 2 C' ! / (a , -o~) d O 2 I I f d · 2 = C2Eo, o 1 = t:0 an < a 2 < a 1 < . n t1e cas o ecreasmg 
roughn ss with c1, a 1 in (3.1) , a 2 = 1 - 17 + a 1, t0 in (3.7) and 17 in (3.8), we have 
di= 4C 2c1t~(i-,.,J/(1 - 17) 2 , d2 = 2C 2c1tt'1/( l - 11) 2, 51 = to and 0 < a1 < a2 < 
min( a 1 + 1, 2). 
W assum that 93 can be ext nd to (0 , 2) and for som Ei > 0, i = 1, 2, 
where A is defin d in Subsection 2.2 , Chapter 2. 
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THEOREM 3.3 A ssume condition {3. 14} and w to be an integer multiple of 
21r. Then 
E{J(w)} as w ---+ oo . 
M oreover, if 
and 
for w > n1 = !11(E), where J(-) denotes either sin(·) or cos( -), then for !11 < w < 
n = n(51) < oo, 
where Ci = 2diMo:;, i = 1, 2, M o:;'s are constants as defined in (2.9} and 51 as 
defin ed in (3. 13). 
Let O"(w )2 = E{J(w)} , K(w) = J(w)/O"(w) 2 , µ = E{log K(w)} , Y(w) = 
log J ( w) , e( w) = log K ( w) - µ . Since the ultimate process X is Gaussian un-
der both models then K ( w) has exactly the Xi distribution , for each w that is an 
integer multiple of 21r. In this notation, 
Y(w) = log O"(w) 2 + µ + e(w). 
This indicates an approximate piecewise linear relationship between Y(w) and 
log w - "broken stick" regression , for some suitable choice of O < oo , 
where Ci+2 = µ+log Ci, for i = 1, 2. Both pieces of the lin ar regression have 
negativ gradi nts. The break is upward in the case of incr asing roughness , 
where a 1 > a 2, and downward wh n roughness is decreasing, i. . a 1 < az. 
Figure 3.4: The log-log semiperiodogram and cumulative averaged log-log 
semiperiodogram plot s of the simulated ultimate processes 
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Thus , after determinating the break-point n from the graph of Y(w) against 
log w , we can estimate the penultimate fractal dimension D1 from the least-square 
linear regression based on points with w < n and estimate the ultimate fractal 
dimension D2 based on points with w > n. Panels (a) and (c) of Figure 3.4 
are the log-log semiperiodogram plots corresponding to the ultimate processes in 
Figures 3.2 and 3.3. Both plots suggest that 4 < log n < 6. Hence fitting a least-
square linear regression with log w < 4 will give an estimator for the penultimate 
fractal dimension and fitting another least-square linear regression with log w > 6 
will give an estimator for the ultimate fractal dimension. Note that Figure 3.4(a) , 
which corresponds to the ultimate process from the increasing roughness model, 
shows an upward break; whereas Figure 3.4( c), which corresponds to the ultimate 
process from the decreasing roughness model, shows a downward break. 
While a graph of Y(w) against logw may exhibit this "broken stick" phe-
nomenon , the stick will be somewhat indistinct owing to noise. We may dampen 
noise by cumulatively averaging the semiperiodogram after taking logarithms. 
Obviously, the way in which this averaging is conducted depends on selection 
of the break-point in the "broken stick" regression. In practice there are rarely 
enough data to make the selection in a particularly sophisticated way. In all our 
examples we made the choice by simply minimizing the sum of mean-squared 
residuals over a range of appropriate positions of break-point. In the above ex-
amples, the range of appropriate positions of break-point was in the form of 
log(21fj) E ( 4, 5) where j E z. We can also generalize this approach by minimiz-
ing the weighted sum of mean-squared residuals , where the weights were taken 
to be p and 1 - p , 0 < p < 1, and then minimization was over p as well as over 
appropriate positions of the break-point. Note that choosing p = 0.5 gives the 
original minimization. This was essentially the same as selecting the break-point 
by eye. 
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Suppose Y is calculated at frequencies wi = 21rmj , 1 ~ j ~ k , where 
m = m( k) > 1 is an integer. In Chapter 2 we showed that mk should be 
the integer part of some fractional power of the process length and 21rmk should 
not exceed the Nyquist frequency. Let the break-point occur at log n, 21rmk* ~ 
n < 21rm(k* + 1). Put xi = log wi and Yj = Y(wi)- To obtain a distinct 
break-point we compute cumulative average logarithm frequencies and logarithm 
semiperiodograms separately on either side of log n, 
i 
r 1 I:xl if 1 ~ j ~ k* 
x· l=l 3 i (j - k*t l I: Xl if k* < j ~ k, 
l=k'+l 
and 
i 
r 1 I:Yt if 1 ~ j ~ k* 
Yi l=l i (j - k*tl I: Yt if k* < j ~ k. 
l=k'+l 
Instead of graphing Yj against xi we graphed Yi against xi. Panels (b) and (d) in 
Figure 3.4 are the cumulative averaged log-log semiperiodogram plots , showing 
the piecewise linear relationship and the break-point more clearly. It is easy to 
verify that the piecewise linear relationship between xi and Yj is identical to the 
relationship between Xi and Yi· Hence we can estimate 0'.1 and 0'. 2 from either 
the log-log semiperiodogram or the cumulative averaged log-log semiperiodogram 
plots . 
Let 
msmall:,; 
m small x 
and put 
k' 
(k*t 1 I:xi, m1arge:,; 
i=l 
k' 
(k*t 1 L Xi, m1arge x 
i= l 
k 
(k - k*tl L xi, 
i=k'+l 
k 
(k - k*t1 L Xi, 
i=k'+1 
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0'.2 [{ t (xj - m1arge ,,)2 }-l t (xj - m1arge x) 0] -1, 
j=k'+l j=k'+l 
0'.1 - [{ I) xj - ffi small ;; ) 2}-l I:( xj - msmall ;;) Yi] - 1, 
J=l J=l 
Although the cumulative averaged log-log semiperiodogram plot shows the break-
point rather well, the estimators a1 and a2 have higher variances than a1 and 
&2 due to the highly correlated fjj's. Thus we select the break-point , log n, and 
hence k* via cumulative averages , and then we estimate a 1 and a 2 by a1 and 
&2. Finally for i = 1, 2, we put Di = 2 - ai/2 as the estimated penultimate and 
ultimate fractal dimensions . 
3.3 Basic properties 
In this subsection we discuss the biases, variances and asymptotic distributions 
of a 1 and a 2 defined in Subsection 3.2. In order to be explicit about biases it is 
necessary to enter into more detail about properties of 93 and 94 in (3 .12) and 
(3 .13) . With this in mind we shall refine (3.14) to the new condition (3. 17) below. 
We define 9s and 96 as follow , 
(3.15) 
and for some small 5 > 0 
(3.16) 
for constants d1, d2 , d3 , d4 , d5, d6 , 51, 0 < a2 < a 1 < 2 in case of increasing 
roughn ss and O < a 1 < a 2 < min( a 1 + 1, 2) in case of decreasing roughness , 
0 < f3i < 1, /Ji -=f:. 2 - O'.i, i = 1, 2. We assume that 95 can be extend to (0 , 2) and 
9i+4 E A(ai + f3i + Ei) (if ai +/Ji< 1) or gi~4 E A(ai + /3i + Ei - 1) 
(if 1 :'.S lti + f3i < 2) or 9i~4 E A( ai + /3i + Ei - 2) (if 2 < a,;+ f3i < 3) , 
for i = 1, 2. The quantity A is defined in Subsection 2.2, Chapter 2. 
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(3.17) 
The definitions of &1 and &2 are very similar to that of & in Chapter 2 except 
for the range of summation. Thus they share similar properties as well. As 
k* --+ oo, &1 has almost the same asymptotic properties as & except now the 
asymptotic formulae will be in terms of k* rather than k. 
Suppose integer k* satisfies 
k* = o{k (log kti+13 }, as k--+ oo. (3.18) 
Then &2 has the same asymptotic properties as &. Theorems 3.4 and 3.5 below 
state their asymptotic biases and variances. 
For i = 1, 2 we put Ti = di+2d;- 1 (1 + a;-1 /3i)M;;/ Ma;+/3; and Ti+2 = Ti/3i(l -
/3i)- 2 (21r )-13;. 
THEOREM 3.4 Assume conditions (3.17) and (3.18}. Th en ask--+ oo , 
and as k* --+ oo, 
THEOREM 3.5 Assume condition (3.14) and (3.18}. Also assume that,111(t) = 
O(t02 - 3 ) and 1 111 (t) ~ C1t01 - 3 if 81 < ltl < 8 for some small 8 > 0, constants C1 
and 81 depend on model parameters. Th en as k --+ oo, 
k -1 2 ,....., s , 
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and as k* ---t oo , 
where s 2 = var(log xi). 
Thus , the theorems confirm that the bias of a2 is asymptotically negligible if 
a large number of large values of w are used as design points. Similarly, the bias 
of <i1 is small in size. Although the errors e( w) are correlated, the strength of the 
dependence is sufficiently weak for a2 to have first-order asymptotic properties 
identical to those which it would enjoy if the e(w) 's were independent. For exam-
ple, if w3 = 21rmj for 1 ::; j ::; k, where m ~ 1 is any integer , then the variance 
of a2 is typically asymptotic, as k ---t oo , to the value which it would assume for 
independent errors distributed as log Xi- Likewise the variance of a1 is close to 
the value for independent log Xi errors . 
4 Numerical Results 
In Subsections 4.1 and 4.2 we present two simulated ultimate stationary Gaus-
sian processes corresponding to models introduced in Subsections 2.2 and 2.3 
respectively and estimate their penultimate and ultimate fractal dimensions by 
the method described in Section 3. To make it easier to compare the simulated 
ultimate processes with the real data, the length of both ultimate processes was 
chosen to b the same as the real data, i. e. 3885. In Subsection 4.3 we first 
' 
demonstrat that there is no vidence to sugges t that the zinc- plated shee t line 
trans cts are not stationary Gaussian processes. Then we apply the methodology 
on them and conclude that its roughness is decreased. 
70 
4.1 Simulated roughened process 
We simulated two independent stationary Gaussian processes X1 and X 2 of length 
3885 with covariance functions 
exp(- lti1·8) and exp(-lt1°·2), t E IR 
respectively. From the covariance functions we know that X 1 has fractal dimen-
sion 1.1 and hence is relatively smooth. And X 2 is a relatively rough process with 
fractal dimension 1.9. 
With the increasing roughness stochastic model in mind, we can increase the 
roughness of X 1 by adding to it a scaled rough process EoX2 with Eo = 0.05. 
Figure 3.2 shows the smooth process, scaled rough process and the roughened 
process, i .e. the ultimate process which has penultimate and ultimate fractal 
dimensions 1.1 and 1.9 respectively. Its corresponding log-log semiperiodogram 
and cumulative average log-log semiperiodogram plots are shown in panels (a) and 
(b) of Figure 3.4. With m = 1, k = [(3885) 517] = 366 and p = 0.5 , the estimated 
break-point is between log(21r 28) and log(21r 29). The estimated penultimate 
and ultimate fractal dimensions are 1.14 and 1.94 with standard deviations 0.19 
and 0.10. (In this subsection, standard deviation means asymptotic standard 
deviation. See Theorem 3.5) The two leas t-squares regression lines are included 
in Figure 3.4(a) . 
4.2 Simulated smoothed process 
To simulate a smoothed ultimate process, we simulated a longer and relatively 
rough stationary Gaussian process X 1 of length 3985 with covariance functions 
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and took 'f/ = 0.1. Hence Di = 2- 0.9/2 = 1.55, t0 = (3985 - 3885)/3884 = 0.026 
and D 2 = 2 - (1 - 0.1 + 0.9)/2 = 1.1. We note that h in (3.8) is equal to infinity 
at zero , thus we redefine h in simulation as follow: for some small Eo > 0 
where C is defined such that J~~o h(u) du = l. We chose Eo to be 2/3884 = 
0.0005. Figure 3.3 shows the rough process and the smoothed process, which 
has penultimate and ultimate fractal dimensions 1.9 and 1.1. Panels (c) and (d) 
in Figure 3.4 show the corresponding log-log semiperiodogram and cumulative 
average log-log semiperiodogram plots. With m = 1, k = [(3885) 719 ] = 619 
and p = 0.5 , the estimated break-point is between log (21r 21) and log(21r 22). 
The es timated penultimate and ultimate fractal dimensions are 1.66 and 1.06 
with standard deviations 0.20 and 0.06 . The two least-squares regression lines 
are included in Figure 3.4(c). Note the similarity between Figure 3.4(c) and 
Figure 3.l(b) . It indicates that the decreasing roughness model can simulate line 
transect traces that resemble those recorded from the zinc-plated sheet. Also it 
suggests that the zinc-plated sheet could be a smoothed surface. We shall analyse 
the real data in more detail in the next subsection. 
The above two examples illustrate that both our models and the technique 
give r asouably good results and refi ct what is happening in the real situation. 
The penultimate and ultimate fractal dimensions are deliberately chosen close to 
the extreme possible values so as to show distinct upward and downward breaks 
in ( cumulative average) log-log semiperiodogram plots. The distinctness of the 
breaks d er as s with the difference b tween the penultimate and ultimate fractal 
dim nsions . 
72 
4.3 Zinc-plated surface 
Now we have a closer look at a real surface - electrolyti cally zinc- plated sheet. 
Data were available of the surface height of a metal sheet plated electrolytically 
with zinc. A fine stylus (part of a stylus profilometer) was drawn across the surface 
and height was recorded at 3885 equally-spaced points over a line transect 1 mm 
long. Nine traces were obtained in this way, made in parallel and taken very 
close together. Thus all traces should have the same penultimate and ultimate 
fractal dimensions . Without loss of generality, we can assume that the heights 
were measured over the time interval [-1 , 1]. Figure 3.l(a) shows oue of these 
traces. 
Before we apply the technique in Section 3, we shall check that all traces are 
consistent with being realizations of a stationary Gaussian process. First we 
checked for stationarity; we partitioned each trace into segments of length 500 
and compared the es timated correlations from each segment. All of the segments 
from a given trace gave similar es timates. Figure 3.5 shows two segments of the 
trace shown in Figure 3.1 and their es timated correlations from lag O to 50. We 
conclude that there is no evidence to suggest that the traces are not stationary. 
To check if they are Gaussian , we chose the normal quantile-quantile plot 
approach. For each trace, we estimated its 500 x 500 covariance matrix E. Post-
multiplying any segment of length 500 by :t-1/ 2 for a given trace should produce 
a sequence of independent standard normal realization provided the original trace 
is Gaussian. Figure 3.6 shows the standardized sequences corresponding to the 
segments show din Figure 3.5 and their normal quantile-quantile plots with both 
axes and the 45° line. All other sequences give similar normal quantile-quantile 
plots . Alt rnatively we can employ a test of normality based on the test statistic 
D describ d in D 'Agostino (1971). Only a few of the standardized sequences 
show evid nc of departure from normality. These results may be due to the fact 
that the stimated covariance matrix was used instead of true covariance matrix. 
Bas d on all th t sts , we conclud that ther is no evid nc to suggest that the 
trans cts ar not Gaussian. 
Figure 3.5: Two segments of length 500 of one of the zinc-plated line trace 
and their es timated correlations 
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Figure 3.6: Two standardized sequences and their normal quantile-quantile plots 
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Now we apply the technique to the traces. To estimate the penultimate and 
ultimate fractal dimensions (D1 and D2 ) of this surface along the direction the 
data were recorded , we calculated the semiperiodogram separately for each trace. 
There are "spikes" at high frequency for most of the nine traces. They are the 
result of aliasing problems , due to rounding by the stylus employed to record the 
data and to the discrete nature of the recorded data. 
There are many different methods for computing the penultimate and ultimate 
fractal dimension estimators D1 and D2 from the nine traces. Three methods 
were considered. Method 1: we treated the nine traces individually and computed 
penultimate and ultimate fractal dimension estimators from each of them. Letting 
D1i and D2i denote the penultimate and ultimate fractal dimension estimator for 
the i th trace , we put 
var(D1) 
The following two methods compute fractal dimension estimators from new 
log-log semiperiodogram plots which contain information from all nine traces . 
Method 2: we computed the mean log-semiperiodogram at each design point and 
then estimated D1 and D2 via the resulting log-log plot. Method 3: we computed 
the mean semiperiodogram at each frequency, took logarithms and then estimated 
D1 and D2 via this new log-log plot (see Figure 3. 7). We had used p = 0.5, m = 
1 and k = [(3885)P] where p ranges from 0.6 to 0.8. The result of the estimation 
with the corresponding standard deviations in brackets for each method is showed 
in Table 3.1. Despite the presence of the "spikes" at high frequ ncies, all three 
methods gave very close results and all lead to the same conclusion that the 
zinc-plat d sheet has been smooth cl. The regression lines corresponding to the 
above methods are represented in Figure 3. 7( a) by solid, dashed and dotted lines 
respectively. 
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Table 3.1: Fractal dimension es timators for the electrolytically zinc-plated sheet 
( with standard deviations in brackets) 
Method penultimate fractal ultimate fractal the fractal dimension , D1 dimension, D2 dimension , D 
1 1.543 (0.045) 1.047 (0.002) 1.043 (0.032) 
2 1.453 (0.063) 1.018 (0.032) 1.026 (0.032) 
3 1.340 (0.055) 1.109 (0.032) 1.011 (0.032) 
From the above analysis , the differe1,1ce between D 1 , and D 2 may be deduced 
to be less than 0.5. This explains why the downward break is not as distinct 
as in the simulated smoothed process in the previous subsection. If we carry out 
the analysis ignoring the presence of any break then we shall estimate the fractal 
dimension , D , of the surface. We estimated D in all three ways as above. The 
results are presented in the last column of Table 3.1. Note that all fractal dimen-
sion estimators , b , are close to their corresponding ultimate fractal dimension 
estimators , D2 • This observation agrees with what we have discussed earlier and 
is to be anticipated from Theorem 3.3. The estimated fractal dimension, D does 
not lie between [)1 and D2 , due to the use of different values of k. 
Figure 3. 7: Log-log mean semiperiodogram and the cumulative averaged 
log-log mean semiperiodogram plots of the electrolytically 
zinc-plated sheet 
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5 Proofs 
5.1 Proof of Theorem 3.1 
Formula {3.2) defined X as a linear combination of two independent stationary 
Gaussian processes, hence the process X is stationary and Gaussian with covari-
ance function, 
,(t) cov{X(O), X(t)} 
/1 ( t) + Eh2 ( t) 
11(0) + E~12{0) - C1ltla1 - C2E~ltla2 + 91(t) + E~g2(t), 
where 9i(t) = 'Yi(t) - , i{O) + Cil tl a;. It is obvious that as t --+ 0 we can write both 
c1ta1 and 91{t) as o{ltla2 ). 
Let E > 0 be so small that l91{t)I ~ E1ltla 1 and l92(t)I ~ ltla2 for ltl ~ E. Then 
for Eo << Ea 1 -a2 and E~/(ai-a2 ) < ltl < E, 
I - C2E~l t la2 + 91{t) + E~g2{t)I < {EoC2 + E1 + Eo)ltla 1 
< (toVE1)(c2+2)1tla1 • 
This completes the proof. 
5.2 Proof of Theorem 3.2 
By the definition of X in (3 .7) , X is stationary and Gaussian with covariance 
function, 
,(t) cov{X(O), X(t)} 
j_t:
0
1::
0 
,1(t + u - v) h(u) h(v) dudv 
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,(0) - ,(t) ! to !to -to -to b1(u - v) - ,1(t + u - v)} h(u) h(v) du dv 
[ ! to !to C2 C1 -to -to (It+ u - via' - iu - vla 1 ) iui - 17 lvl-17 du dv 
! to !to ] + -to -to {g1(u - v) - 91(t + u - v)}lul-11 lvl-11 dudv . 
Put 
I = 1-t:
0
1-t:
0 
(It+ u - via' - lu - vla 1 ) lul-17 lvl-17 du dv. 
After making changes of variables x = u/t and y = v /t, we have 
j to /t jto/t I = tai-Z1J+Z (11 + X - Yla' - Ix -yla1 ) lxl-11 jyj-17 dx dy , 
-to/t -to/t 
fort > 0. Splitting the double integral into two according to the size of jx - yj , 
we have 
J J . JJ·+JJ·. 
lxl ,IYl <to/t lxl ,I Yl <to/t lxl,IYl<to/t 
lx-yl <l lx-yl>l 
When Ix - yj < 1, we have 
jl + X -yja1 (l+x-y)°1 
a1 ( a1 - 1) 2 ( a 1 + a1!x - yj + 2 Ix - YI + 0 Ix - YI ). 
Hence, for small t, 
j j (jl + x - yja 1 - Ix - yja,) jxj-17 jyj-17 dx dy 
lxl ,IYl <to/t 
lx-yl <l 
l <lxl,IYl <to/t 
lx-yl <l 
j t0 /t j(to/t) /\ (l+y) 2 y-11 x-11 dx dy 
1 lV(-l+y) 
j to /t X y-11 dy 
1 
X (\o) l-11. 
When Ix - YI > 1, we have 
Hence 
11 + X - Yl °'1 
{ 
(1 + X - y)°'1 if X - y > 1 
( - 1 - X + y )°' 1 if X - y < - 1 
Ix - yl°'t {1 + I a1 I+ a;l(a1 -I!)+ O( lx -yl-3) } 
x- y x-y 
if X - y > 1 
Ix - Yl°'1 { 1 - Ix: YI + a;l~a~ ~
1
!) + O(lx - Yl -3)} 
if X -y < -1. 
11 + x - Yl °'1 - Ix - Yl °'1 
a1lx - yl °'1-1 + a1(a1 - l) lx -yl°'1-2 + O(lx -yl°'i-3) 
2 
if X - y > 1 
-a1lx -yl°'1-1 + a1(a1 - 1) Ix - vl°'1-2 + O(lx -yl°'i-3) 
2 
if X - y < -1. 
Thus writing 
JJ ·= JJ ·+ JJ ·, 
lxl ,IYl<to/t lxl ,IYl <to/t lxl,IYl<to/t 
lx-yl>l x-y>l x-y<-1 
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and making changes of variables u = -x and v = -y in the second double 
int gral , w have for small t 
j j (11 + x - vl 01 - Ix - Yl°'1) lxl-11 lvl-11 dx dy 
Ix I, IYI <to/ t 
lx-yl>l 
j j (x - y)°'1-2 lxl-11 IYl-11 dx dy 
lxl,IYl <to/t 
lx-yl> l 
j j (x - y)°' 1-2lxl-11IYl-11dxdy. 
l <lxl ,IYl<to/t 
x-y> l 
Put w = x -y, 
ff w01 - 2y-2T/ dw dy + ff w 0 i -T1- 2y-T/ dw dy 
1 <w<y<to ft 1 <y<w<to ft 
;:::::: (\Q) O J -2T/. 
Since 0:1 - 1 - 'f/ = 0:2 - 2 < 0, for O < o:1 < o:2 < 2 we have as t --+ 0 
and 
,(0) - ,(t) 
To derive (3.11) , we write 
I = ltl01 1-t:
0
1-t:
0 
(11 + u~vl01 -lu~vl 01 ) lul-T/lvl-T/dudv , 
for t > 0. We can split the double integral as follows , 
ff· = ff· + ff· . 
lu/,lvl<to lul ,lvl<to lul ,lvl <to 
lu-vl<t lu-vl>t 
Following a similar argument as above we have for to < t < 2to, 
I ::=::: Jtl 0 J ff Jul-T/Jvj-Tldudv+ ff lu~vl 01 - 2 Jul-T/Jvl-T/dudv ) 
)ul ,lvl<to lul ,lvl<to 
lu-vl <t lu-vl>t 
;:::::: ltl 01 1-t:
0
1-t:
0 
lul-T/ lvl-T/ du dv 
(
2t~-T/ ) 2 ltlo,_ 
1 - ,,, 
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Le t E > 0 b e so small that lg1(t)I ::; E11tl 0 1 for ltl::; 2to + E. Then for to << E and 
to < ltl ::; Ewe h ave 
11-t:
0
1-t:
0 
{g1 (u - v) - g1 (t + u - v)}lul-T/ lvl-T/ du dvl < E1I. 
This comple tes the proof. 
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5.3 Proof of Theorem 3.3 
The initial equation in (2.5) in Theorem 2.1 states that if X has covanance 
function I and w's are integer multiples of 21r then 
E{J(w)} j_1
1
j_1
1 
,(t1 - t2) cos(wt1) cos(wt2) dt1 dt2 
- w-1fo\2 - t) ,' ( t) sin(wt) dt. 
Equation (3 .12) implies that 
Thus, as w --+ oo , following an argument similar to that in the proof of Theo-
rem 2.1 , we derive 
E{J(w)} 
2d2a2w-<02 +1)Ksin(a2 -1) + o(w-<02+1)) 
2d2w- 2 + o(w- 2 ) 
if O < a2 < 1 
if a 2 = 1 
2d2a2(a2 - l)w-(a2+l)Kcos(a2 - 2) + o(w-<02+1)) if 1 < a2 < 2, 
where K sin and Kcos as defined in Chapter 2. 
Equation (3.13) implies that 
E{J(w)} = -w-1fo\2 - t){-d1a1ltl" 1 - 1 +g;(t)}dt 
for w < n = n ( 81) < 00. 
Let E > 0 be so small that 
and 
lfo
2 
g;(t) {:~:}(wt)dtl < 
lfo
2 
g;(t) {:~:}(wt)dtl < € W-(0 1 +Et -2) 
lfo\2 - t) t" 1 - 1 sin(wt) dt - 2M01 w- 0 1 I < 1:w-01 
for w > 0 1, th n 
for 0 1 < w < n < oo. This completes the proof of Theorem 3.3. 
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5.4 Proofs of Theorems 3.4 and 3.5 
As a prelude to establishing Theorem 3.4 we derive the following lemma. 
LEMMA 3.6 A ssume that O < f3 < 1. Then ask* --too, 
t,(logj)' - (k.J-1 (f,1ogj )' = k•{l+ o( l)} , (3.19) 
and 
f,r"(Iogj)- (k'J-1 (f,1ogj )(f,r•) 
= - /3(1 - /3t 2 (k*tf3+i + o{(k*)-f3+1 }. (3.20) 
If condition (3. 18) holds, then ask --t oo , 
k{l + o( l)} , (3 .21) 
and 
jat+l j-P(Jogj) - (k - k·t' Cat., logj )Cat., r•) 
= - /3(1 - f3t 2k-f3+i + o(k-r,+i ). (3 .22) 
Proof Equations (3 .19) and (3.20) follow from Lemma 2.8. We derive (3.21) and 
(3.22) by equating each summation to its asymptotic integral: 
_ t logj- (J k logxdx - _{' ' logxdx) = o(k-k") , as I,;-+ oo . 
1=k · +1 
Thus we hav , 
k I: 1ogj 
j=k·+1 
k I: (1ogj)2 
j=k'+l 
k log k - k - k* log k* + k* + o(k*) 
k(log k) 2 - 2k log k + 2k - k*(log k*)2 + 2k* log k* - 2k* 
+o(k*) 
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k I: j-t3(1ogj) 
j=k·+1 
(1 - .Bt1 [k - f3+i log k - (l - .Bt1k-13+i - (k*t 13+1 log k* 
+(1 - ,Bt1(k*tf3+i + o{(k*tf3+i }] . 
Condition(3 .18) implies equations (3.21) and (3.22). This completes the proof of 
Lemma 3.6. 
To obtain the first result in Theorem 3.4, with Xj = log Wj = log(21rmj), 
k* + l ::; j ::; k , we observe that 
and 
E(1-'j) = log E{J(wj)} + µ , 
where µ= E(log xi). Formula (3.21) in Lemma 3.6 implies that 
k 
L (xj - m1arge x)2 = k{l + o(l)}. 
j = k·+1 
For large w , in particular as w---+ oo , the first equation in (3 .15) implies that 
E{J(w)} = - w- 1fo 2(2 - t){-d2a2t'~i- 1 - d4 (a2 + ,82 )taz+/3-i -l + 2d6 t}sin(wt)dt 
-w-
1fo 2 (2 - t)g~ sin(wt)dt. 
In the view of Lemmas 2.6 and 2. 7, for some sufficiently small t:2 > 0, 
E{J(w)} 
logE{J(w)} 
2d2a2Ma
2
w- (cxz +i) { 1 + T2W -{½ + O(w- (/3-i +Ez) )} 
log(2c2a2Ma2 ) - (a2 + l)log w + T 2w-f3-i + O(w- (f½ +E2 ) + w-2!½ ). 
Thus as k ---+ oo , (3.22) implies that 
k . 
L (x j - m1arge x) { T2w; 132 + O(w; (/32+E2 ) )} 
j=k·+1 
- T2,82(l - .B2t2(21rmtf½ k- f½ +1 + o{(mkt/3-i k}. 
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Hence the first result follows. 
Following similar argument, by (3 .16) we have for every E > 0 there exists 
f21 < Wi < f2 such that, 
and make use of the first two results in Lemma 3.6. This completes the proof of 
Theorem 3.4. 
The proof of Theorem 3.5 is very similar to the proof of Theorem 2.3 except 
that o: in equation (2.24) is taken to be either o:1 or o:2 . The former one leads to 
the second result and the latter one leads to the first result . Thus, we have 
and 
L L (xii - m1argex )(xi2 - m1argex)cov(Yj1 , Yj2 ) 
,.,. <ii <i2 ~k 
L L (xi 1 - msmall x)(xi2 - msmall x)cov(Yj1 , YjJ 
l ~it <i2~1.:· 
This compl tes the proof of Theorem 3.5. 
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Chapter 4 
CIRCULANT EMBEDDING SIMULATION 
METHOD 
1 Introduction 
In recent years , vast improvements in the speed and cost of computation have re-
sulted in the development of simulation studies of new statistical techniques. For 
example, in Chapters 2 and 3 we require a procedure to simulate one-dimensional 
stationary Gaussian process with specified length, mean and covariance function. 
In some other situations, one may need to simulate higher-dimensional stationary 
Gaussian processes with a given covariance function, which is not necessarily 
isotropic. Often we need realizations which are "exact in principle" and can be 
generated efficiently. By "exact in principle" , we mean that realizations would 
have exactly the required multivariate normal distribution if (i) there were no 
inaccuracies in computer arithmetic and (ii) genuinely random and independent 
numbers , ra ther than pseudo-random numbers, were used. '·Exactness in princi-
ple" is clearly a desirable property for a simulation procedure to have, particu-
larly if th re is no sacrifi ce in speed and fficiency relat ive to existing approximate 
methods. 
In this chapter, we describe a m thod for simulating r alizations of a zero 
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mean (N, 1) stationary Gaussian process , 
X = {X(t) E IR : t E !RN}, 
with covananc fun ction , , on a rectangular grid on [O, 1 )N c ]RN, or more 
precisely on the set 
{ (
j[l] j[N])T. . } N N 
n [ l] , · · · , n [ N] · 0 '.S J [ l] '.S n [ l] - 1, 1 '.S l '.S N c [ 0, 1) c IR , ( 4 .1 ) 
where j[l] and n[l] are integers with n[l] 2: 1 fixed for 1 '.S l '.S N. We assume 
that the covariance function 1 : !RN - IR is stationary with respect to translations 
of !RN , but not necessarily isotropic. If we need to simulate line transect traces 
of surfaces, we have N = 1. If we need to simulate surfaces, we have N = 2. 
We notice that the covariance matrix of Xis symmetric Toeplitz when N = 1. 
It is symmetric block Toeplitz when N = 2, assuming that the components 
have been arranged in a suitable way. For N > 2, it is symmetric (nested) 
block Toeplitz. It is easy to show that any symmetric Toeplitz matrix can be 
embedded in a symmetric circulant matrix. In similar fashion , any symmetric 
(nested) block Toeplitz matrix can be embedded in a (nested) block circulant 
matrix which is symmetric. The main idea of our procedure is to simulate from 
a longer vector, whose covariance matrix has circulant structure, and then select 
a subvector whose covariance matrix has the appropriate Toeplitz form. Hence 
we call our method the Circulant Embedding method , or Circulant method for 
short. Calculation of the square root of the circulant , assuming it is non-negative 
definite, may b performed efficiently using the Fast Fourier Transform, provided 
the dimension of the circulant is "highly composite" . A notable £ ature of our 
procedure is that it generates realizations which are "exact in priciple", while at 
the same time it exploits the sp ed and fficiency of the Fast Fourier Transform. 
In this ·hapt r w discuss the one-dimensional Circulant Embedding method 
which is bas don the same idea as Davis & Harte (1987, App ndix) and Feuerverger 
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et al. (1994, Section 4) and extend their algorithm to the general N-dimensional 
case. Since completing the work in this chapter , it has come to our attention that 
Dietrich & Newsam (1993) have also adopted the circulant embedding approach 
and extended it to higher dimensions. 
In Section 2 we discuss the one-dimensional case, and then move on to the 
general N-dimensional case in Section 3. In some circumstances it may be neces-
sary to consider an approximate circulant embedding procedure; this is described 
in Section 4. In Section 5 we outline the simulation procedure. The results of 
some numerical experiments are described in Section 6, and proofs are deferred 
until Section 7. 
2 The One-Dimensional Case 
Suppose that we wish to generate a random vector 
x = {x(o),x(¾) ,· ·· x(n: 1)}T 
from a zero mean (1 , 1) stationary Gaussian process , {X(t) E IR : t E IR}, with 
prescribed covariance function 1 . Then X has covariance matrix 
,(0) , (¾) 
G , (¾) ,(0) 
1 (n: 1) 1 (n: 2) 
We note that G is a symmetric Toeplitz matrix. 
1 (n: 1) 
1 (n: 2) 
,(0) 
(4.2) 
The essenc of our simulation approach is indicated in Steps 1 and 2 below. 
Step 1 Embed Gin a circulant covariance matrix C (m x m) , where m = 2g for 
some integer g, and m ~ 2 (n - 1). 
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Step 2 Use the Fast Fourier Transform twice, as indicated below, to generate 
a random vector Y = (Yo , Yi , . .. , Ym-1f which is a stationary Gaussian 
process with zero mean and covariance matrix C. Then , with appropriate 
construction of C in Step 1, the subvector (Yo , .. . , Yn-if of Y is equal to 
X in distribution. 
In Step 1 we take C to be the circulant matrix 
where 
C 
c · J 
Cm-1 Co Cm-2 
{ '(!) '(m: j) 
if O ~ j ~ m / 2 
if m / 2 ~ j ~ m - 1. 
(4.3) 
( 4.4) 
Note that , by construction , C is symmetric and , provided m ~ 2(n-1), the n x n 
submatrix in the top left-hand corner of C is equal to Gin (4.2). 
It may happen that , for a particular m , C in ( 4.3) fails to be non-negative 
definite. In such cases, we consider two options: 
(i) increase m (motivation for increasing mis given in Theorem 4.2 below)· 
(ii) use the non-negative definite part of C (see Section 4) . 
In practice, we have found that it is usually possible to choose m so that 
C is non-negative definite. In such cases, the procedure is exact in principle. 
Occasionally, we have had to resort to option (ii) . If option (ii) is used, then the 
procedure is approximate. However , in Section 4 we give simple yet fairly tight 
probabilistic bounds for the error incurred in using option (ii) . 
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Suppose now that C in ( 4.3) is non-negative definite. We briefly indicate how 
Step 2 of the simulation procedure is performed. Standard results for symmetric 
circulant matrices (see e.g. Brockwell & Davis (1987)) show that C = QAQ*, 
where A = diag{>.o, ... , Am-1} is the diagonal matrix of eigenvalues of C and 
Q = { qjk : 0 ~ j , k ~ m - 1} is the unitary matrix with entries 
1/2 ( 21ri jk) q jk = m exp -~ . 
Throughout this chapter Q* denotes the conjugate transpose of Q, and i denotes 
If we define Y = QA 1l 2Q* Z , where A 1 / 2 = diag{>.~12, ... , .x;!~1 } and Z 
(Zo, Z1 , ... , Zm_1)I' is a vector of independent N(0 , 1) random variables , then 
Y ,...., Nm(0, C) , since Q is unitary. Note that the vector X we wish to generate 
has the same distribution as the subvector of Y indicated in Step 2 above. In 
many cases of interest , m will be large , e.g. m = 218 . Thus , the computational 
problem is to compute Y = QA 1!2Q* Z quickly using minimal storage. We proceed 
as follows: 
(S1) Determine the eigenvalues Ao, . .. , Am-l of C. These are given by the dis-
crete Fourier transform of the sequence { c0 , c1 , .. . , Cm-l } , i.e. 
m-l ( 21rijk) Ak = L Cjexp --- , 
j=O m 
k = 0, 1, .. . , m - 1. (4.5) 
(S2) Simulate Q* Z directly and at the same time determine W = A 1l 2Q* Z. 
Note that Q* Z may be simulated directly using Theorem 4.3 below. 
(S3) Calculate X = {X(0) , X(l /n), ... ,X((n - 1) /n) V , where 
k = 0, 1, .. . , n - 1. ( 4.6) 
The important point is that ( 4.5) and ( 4.6) may be calculated extremely 
efficiently using th one-dimensional Fast Fourier Transform, provided mis highly 
composit (e.g. if m = 29 for some integer g) . 
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It turns out that the approach described above can be extended to the problem 
of simulating a zero mean (N, 1) stationary Gaussian process {X(t) E IR : t E 
!RN} on a grid of the form ( 4.1) . In the one-dimensional case, the Toeplitz matrix 
G defined in ( 4.2) is embedded in the circulant matrix C defined in ( 4.3) and 
(4.4). In the general N-dimensional case, an analogous construction works: we 
embed a block Toeplitz matrix in a block circulant matrix; and the role of the 
one-dimensional Fast Fourier Transform is played by the N-dimensional Fast 
Fourier Transform. The fo cus of the remainder of this chapter is on the general 
N-dimensional case. 
3 The General N-Dimensional Case 
We first introduce some notation. Let zN denote the set of N-vectors with 
integer components. Components of members of zN will be indicated by square 
brackets: e.g. if j E zN, then j = (j[l], ... , j[NJ?. We also define division in 
zN in componentwise fashion: 
j (j [l] j[N]) T 
n = n [ 1 ]' · .. ' n [ NJ ' 
which is well-defined provided n[f] -=/- 0, f = 1, .. . , N . 
For rn E zN with strictly positive components , we define sets 
I(rn) 
I*(rn) 
{j E zN : 0 ~ j[f] ~ m[f] - 1, 1 ~ f ~ N} , 
{j E zN: 0 ~ lj[f]I ~ m[f] - 1, 1 ~ £ ~ N} , 
( 4. 7) 
and write m = Tif: 1 m[f]. Note that mis the number of elements in the set I(rn). 
Consider an array of complex numbers {a(j) : j E I(rn) C zN}. When 
convenient , { a(j)} will be interpret d as a column vector of length m using the 
following convention: th multi-index j E I(rn) is related to the index r of the 
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column vector by 
r = j[l] + m[l] j[2] + m[l] m[2]j[3] + · · · + m[l] · · · m [N - 1] j[N]. (4.8) 
Note that (4.8) defines a bijection between I(rn) and {O, 1, ... , m - 1}. 
Suppose that we are given a covariance function ,(t) for an (N, 1) stationary 
Gaussian process. Note that , will have symmetry about the origin in the sense 
that 
,(t) = 1 (- t) for all t E ]RN , ( 4.9) 
but that it need not possess any stronger form of symmetry. Using the notion of 
division indicated in ( 4. 7), our simulation problem may be expressed as follows: 
generate zero mean (N, 1) Gaussian process 
x = {x (!) : j E J(n)} (4.10) 
with covariances given by 
E{x(!) x(~)} = ,(i:k) , j ,k EI(n) . (4.11) 
In (4.10) and (4.11), n E zN is fixed and has strictly positive components. Note 
that the spacing between sample points along the l th coordinate axis is given by 
the reciprocal of n[l]. 
The covariance matrix determined by ( 4.11) has block Toeplitz structure. Our 
first task is to specify an analogue of the embedding matrix C defined in ( 4.3) and 
(4.4). Define the m x m matrix C = {Cjk: j , k E J(rn)} where C3k = c(j - k), 
c(h) = 1 (:) , h,h E I*(rn) , (4.12) 
h = h(h) is given by 
! h[t] if o :::; lh[t]I :::; m[tJ/2 lt(h)[l] = h[l] - m[l] if m[l] / 2 < h[l ] :::; m[l ] - 1 h[l] + m[l] if m[l] / 2 < - h[l] :::; m[l] - 1 1 :::;t:::; N. (4.13) 
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Some care is needed in the construction of C via (4.12)- (4.13) , as we now 
explain. We say that I is even in the £th coordinate if 
,(t[l], ... , t[f], ... , t[N]) = ,(t[l], .. . , -t[f], ... , t[N]) 
for all (t[l], ... , t[N]f E !RN; otherwise, we say that I is uneven in the f th 
coordinate. If I is even in each coordinate, then no problem with construction of 
(4.12)- (4.13) can arise. However , if I is uneven in the £th coordinate, and m[f] 
is even , then C will usually not have circulant structure, because of conflicting 
definitions at points h E I*(m) with h[f] = ±m[f] / 2. This problem cannot 
occur when N = 1, but it can occur when N > 1. Two possible resolutions are 
suggested below. 
( a) If I is uneven in the £th coordinate, choose m[f] to be an odd integer. Other-
wise choose m[f] to be even. To optimize the efficiency of the Fast Fourier 
Transform, we suggest taking m[f] to be of the form 
m[~ = { 
and satisfy m[f] ~ 2 (n[f] - 1) . 
2g[l) if m[f] is even 
3g[l) if m[f] is odd, 
(4. 14) 
(b) If I is uneven in the £th coordinate, still choose m[f] to be of the form 2g[l) 
for some integer g[f] , m[f] ~ 2n[f] and define c( ·) using (4.12) and (4.13) , 
but with the following exceptions : 
put c(h) = 0 for all h E I*(m) with lh[f]I = m[f]/2 for some f. (4. 15) 
Either way, the resulting matrix C constructed in ( 4.12)- ( 4.13) will have block 
circulant structur . Note that , in view of ( 4.9) , C is symmetric. 
Th N -dimensional discrete Fouri r transform of c in ( 4.12) is given by 
A(k) = . L c(j) exp { - 21rijT (!)} , k E J(m) . 
3E l (m) 
(4. 16) 
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For each j E I(m) , define a vector qi of length musing (4.8) , with components 
qj(k) = m-1/ 2 exp { -21rijT(:)}, k E I(m). (4.17) 
THEOREM 4.1 The following representations hold for C , defined in (4.12) -
(4.15) . 
C = L >.(j) qj qj = L >.(j) Rj, (4.18) 
jEI(m) jEF 
where). is defin ed in (4-16), qi is defin ed in (4-17) , the asterisk indicates conjugate 
transpose, and F is a subset of I(m) to be determined. Them x m matrices Ri , 
j E F , are real, symmetric, idempotent and, for each j , k E F , satisfy 
(4.19) 
Note that (4.18) and (4.19) imply that the >.(j) are the eigenvalues of C. 
Theorem 4.1 has a number of useful consequences, one of which is the following. 
If C is non-negative definit e, then it has a square root 
c112 = L >-112u) qj q; 
jEI (m) 
L >,1 /2(j) Rj. 
jEF 
( 4.20) 
The argument which establishes the second equality in ( 4.20) is identical to 
the argument which establishes the second equality in (4 .18) . Note that (4.20) 
implies that if C is non-negative definite, then C1l 2 is real , symmetric and non-
negative definite. 
Since, by construction, C is symmetric, it will be an admissible covariance 
matrix if and only if it is also non-negative definite. We now give sufficient 
conditions for C to be positive definite for m E zN with compon nts sufficiently 
large. 
THEOREM 4. 2 Suppose that 
(4.21) 
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and that the spectral density 
is strictly positive for all t E [O, 1 JN . Th en there exists an integer u0 = u0 ( n , 1 ) 
such that for all rn which satisfy min19sN m[l] ~ u0 ) C is positive definite. 
Write Q for the m x m matrix whose r th column is qi, where qi is defined in 
( 4.17), and r E {O , 1, ... , m - 1} and j E I( rn) are identified using ( 4.8). Define 
the m x m matrix A = diag{A(j), j E J(rn)} , with the ordering of the >.(j) 
determined by (4 .8) . Then, it follows from (4.18) and (4.20) that 
C = QAQ* and c1/2 = QA 112Q*. ( 4.22) 
Let Z = {Z(j), j E I(rn)V denote anmvectorofindependent N(0 , 1) variables. 
Then ( 4.22) implies that 
y = c 1! 2z = QA112Q*Z rv Nm(O , C) , ( 4.23) 
provided that C is non-negative definite. Finally we put 
x(!) Y(!) , jEI(n) . 
Efficient calculation of ( 4.23) may be performed using exactly the same steps 
as in the one-dimensional case (see (Sl)- (S3) in Section 2) , except that the 
N-dimensional discrete Fourier transform (4.16) is used in place of the one-
dimensional discrete Fourier transform ( 4.5) . 
We can simulate Q* Z directly by writing 
Q*Z = S +iT, ( 4.24) 
where S and T are vectors of 1 ngth m whose components are real Gaussian 
random variables with zero mean. 
96 
THEOREM 4.3 Th e random vectors S and T satisfy the following: 
(i) E(S) = E(T) = 0 and E(S TT)= 0, so that S and T are independent. 
(ii) If j E I (rn) and j[l] = 0 or m[l]/2 for each l E {1 , ... , N}, then for each 
k E I (rn), 
and T(j) = 0. 
{ 
1 if j = k 
cov{S(j), S(k)} = 
0 otherwise 
(iii) For j E I (rn), define k = k(j) E I (rn) by 
k[l] = k(j)[l] = { j[l] if j[l] = 0 or m[l]/2 1 :::; £:::; N . 
m[l] - j[l] otherwise 
If at least one j[l] is not equal to 0 or m[l]/2, then for each h E I (rn) 
{ 1 if h = j or k -cov{S(j), S( h)} = 2 0 otherwise 
and 
1 
if h =j -2 
cov{T(j) , T(h)} 1 
2 if h = k 
0 otherwise. 
The abov theorem implies that Q* Z(j) are real and independent N(0 , 1) 
random variables for all j E I(rn ) such that j[l] is either equal to 0 or m[l]/2 , 
for 1 :::; £ :::; N. Also it implies that for other j E I ( rn ) and k as defined above, 
Q* Z (j) and Q* Z ( k) form a conjugat pair where the real and imaginary parts are 
independ nt N(0 , 1/2) random variables. Furthermore, we can compute A112Q* Z 
directly by multiplying >.(j) and Q* Z(j) for all j E I (rn ). The simulation details 
for both on -dimensional and N-dimensional cases are given in Section 5. 
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4 Approximate Circulant Embedding 
As noted in Section 2, non-negative definiteness of C can usually be achieved 
by increasing the components of ni ; see Theorem 4.2. However , it occasionally 
happens that those ni for which C is non-negative definit e have components 
m[l], ... , m[N] which are too large to be practicable. In such cases, we propose 
the following approximate embedding procedure. 
Suppose that , for given ni , C defined in (4.12)- (4.15) is not non-negative 
definite (i. e. some of the eigenvalues of C are strictly negative). Starting from 
the first term in ( 4.22), we write 
C = QAQ* = Q(A+ - A_) Q* 
where 
A± = diag{max(O, ± A(j) ), j E J(ni)}. 
Then we use the symmetric, non-negative definite matrix p2C+ , with suitable 
p i= 0, as an approximate embedding matrix. Two choices for p are 
tr(A) 
Pi = tr(A+) and 
_ { tr(A) } 112 
Pz - tr(A+) (4 .25) 
The choice p = p2 leads to the correct one-dimensional marginal distributions ; 
the motivation for choosing p = p1 is given below. 
Recall th definitions of Y = {Y(j / n) : j E J(ni)} and C = {Cjk : j , k E 
J(ni)} , put J = I(n) , ii = IT~ 1 n[l] and define the subvector Y(J) and the 
submatrix C(J) by 
Y(J) = {y (!) :j E J} and C(J) = {C3k :j , k E J}. 
The submatrices C_(J) and C+(J) are defined similarly. We may write Y+(J) = 
Y(J)+~ , where Y(J) and~ are independent N.,.(0 C(J)) and Nn(O , C_(J)) re-
spectively. H nc Y+(J) ,.__, Nn(O , C+(J)) . Note that Y(J) is equal in distribution 
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to the array that we wish to simulate. For given p -=/- 0, we may view 
U = {U(j) , j E JV = p Y+(J) - Y(J) rv N.,.(0 , (1 - p) 2C(J) + p2C_(J)) 
as the random error due to the approximation in the embedding. Using an 
inequality for multivariate Normal probabilities on rectangles (see Tong 1980, 
Chapter 2), we have, for each x > 0, 
( 4.26) 
where 
u
2 
= u
2 (p) = {(1 - p)2tr(A) + p2tr(A_)} /m. ( 4.27) 
By calculating the bound in ( 4.26) for various values of x, we can obtain a good 
idea of the distributional error incurred by setting the negative eigenvalues of C 
to zero. Note that u 2 (p) , and also the right-hand side of ( 4.26), are minimized 
when p = p1 = tr(A)/tr(A+), and that 
u
2(p1 ) = tr(A)tr(A_) / {mtr(A+)}. 
5 The Simulation Procedure 
An explicit specification of the simulation procedure is now given. The one-
dimensional case is dealt with first , in Subsection 5.1. Th n we cover the general 
N-dimensional case in Subsection 5.2. 
5.1 The one-dimensional case 
We employ the notation in Section 2. It is assumed that n and the covariance 
function I are given, and that m = 29 for some integer g > 0 to be determined. 
99 
Preliminary Step . Find the smallest integer g such that C defined in ( 4.3) 
and (4.4) is non-negative definite, and 2g ~ 2 (n - 1). Store the eigenvalues 
>.(O), >.(1) , ... , >.(m - 1) corresponding to this choice of g. 
If such a g cannot be found , or if it is too large to be practicable, then use 
the approximate embedding matrix p2C+ with particular choices of p =f O and g 
(see Section 4) . In this case, write >.(O) , >.(1) , ... , >.(m - 1) for the eigenvalues of 
p2C+. 
Th e Procedure 
Step 1 Generate independent random variables U ,..__, N(O , 1) , V ,..__, N(O , 1) and 
then put 
Step 2 For 1 :=; j < m / 2, generate independent random variables Uj ,..__, N(O , 1) , 
½ ,..__, N(O , 1) and then put 
a(j) 
a(m - j) 
(2mt1/2 >.1 f2 (j)(Ui + i½), 
(2mt1/2 >.1 f2(j)(Ui - i½). 
Step 3 Use the Fast Fourier Transform to obtain 
X ( ~) = 1 a(j) exp ( - 27r: k) , 0 :=; k :=; n - 1. ( 4.28) 
It is straightforward to check that the sequence ( 4.28) has covariance structure 
given by (4.2). 
5.2 The N-dimensional case 
The simulation procedure in the general N-dimensional case is based on exactly 
the sam id as as in the one-dimensional case, but technically it is a little more 
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involved. We allow for the possibility that the covariance function I is uneven 
in some coordinates, and assume below that option (a) (see (4.14)) rather than 
(b) ( see ( 4.15)) is followed in this case. Were option (b) followed instead, the 
procedure would be iderttical, but the preliminary step would need to be modified. 
We shall state the modification at the end of this subsection. 
Preliminary Step . Find g E zN to minimize 
( L g[t] ) log 2 + ( L g[t] ) log 3 
l :m[l]even l:m[l]odd 
subject to the constraints m[f] ~ 2 (n[f] - 1), f = l , . .. , N , and >..(j) ~ 0, 
j E I(rn) , where the m[f] are of the form (4.14) and the >..(j) are the eigenvalues 
of C defined in (4. 12) and (4. 13). 
If such a g cannot be found , or if the components of such a g are too large to 
be practicable, then use the approximate embedding matrix p2C+ with suit able 
choices of p =/c O and g , as indicated in Section 4. In this case, write >..(j) , 
j E I (rn ), for the eigenvalues of p2C+. 
For given rn E zN with strictly positive components , define rn t E zN as 
follows : 
m t[f] = int(m[f]/2) + 1, 1 ~ f ~ N , 
where int(· ) denotes "integer part" . Write mt = ITf: 1 mt[f], and define the 
bijection pt : {O , 1, ... , mt - 1} ---+ I ( rn t) as the inverse of the map ( 4.8), with 
rn t replacing rn . 
Th e Procedure 
Step O Put r = - 1. 
Step 1 S tr = r + l , j = pt(r) E J(rnt ), determine the set 
A(j) = { f E {1 , ... , N} : 0 < j[f] < m[f]/2}, 
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and obtain x(j), the cardinality of A(j). If x (j) > 0, go to Step 3. 
Step 2 Generate U,...., N(0 , 1) , put 
a(j) m-1/2 >,1/2(j) u, 
and go to Step 6. 
Step 3 Label the 2xU) subsets of A(j) in pairs of complementary subsets in some 
convenient way, to obtain B(l) , B c(l), .. . , B(2xU)-1), B c(2xU)-1) say. Put 
s = o. 
Step 4 Changes to s + 1 and determine j 1 , j 2 E J(m) as follows: 
{ 
j[l] 
i1[l] = 
m[l] - j[l] 
i2[l] = { j[l] 
m[l] - j[l] 
if l rt B(s) 
if l E B(s) 
if l rt Bc(s) 
if l E Bc(s) 
1 :S l :SN, 
1 :S l :S N. 
Step 5 Generate independent random variables U,...., N(0 1) , V,...., N(0 1) , then 
put 
a(j1) (2mt1/2 >.1 /2 (j1)(U + iV) 
a(j2) (2mt1/2 >.1/2(j1)(U - iV) 
and return to Step 4 if s < 2xU)-1. 
Step 6 If r < int - 1, return to Step 1. 
Step 7 Use the N-dimensional Fast Fourier Transform to calculate 
Then the array (4.29) has zero mean and covariance structure given by (4.11) . 
We close this subsection by stating the preliminary step when option (b) is 
followed: 
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Find g E 'lf to minimize 
N 
I::g[tl 
l=l 
subject to the constraints m[f] = 2u(l] 2'. 2 n[f], f = l , ... , N, and >.(j) 2'. O, 
j E I (rn), where the >.(j) are the eigenvalues of C defined in (4.12), (4. 13) and 
(4. 15) . 
6 Numerical Results 
In Subsection 6.1 we present several one-dimensional and two-dimensional exam-
ples, including details of central processing unit (CPU) timings. In Subsection 6.2 , 
we present a comparison between the Circulant method and the Gibbs sampler , 
which require similar storage as the Circulant method , in terms of accuracy and 
CPU timings in the case of the Ornstein- Uhlenbeck process. 
6.1 Examples with CPU timings 
Figures 4.1 and 4.2 present single realizations based on the covariance functions 
,(t) = exp( -clti''), t E IR ( 4.30) 
in the one-dimensional case, and 
,(t) = exp( -cll t ll 0 ), t = ( t[l], t[2]f E IR2 (4.31) 
with lltll = /t[1]2 + t[2]2 , in the two-dimensional case, where O < o: :S 2 and 
c > 0. Theoretically, we can prove that th erraticity of the r alizat ioH decreases 
as o: increases for both covariance functions. This fact is demonstrated in both 
figures. 
Table 4. 1 gives average CPU timings for simulating one realization in seconds 
on a SPARCSTATION 10/52 running SOLARIS 2.2. These averages are based 
Figure 4.1: (1 , 1) stationary Gaussian processes of length n = 50000 with 
covariance function ( 4.30) where c = 100 and a = 0.5, 1.0, 1.5, 
1.9 respectively 
(a) 
N 
0.0 0.2 0.4 0.6 0.8 1.0 
(b) 
0.0 0.2 0.4 0.6 0.8 1.0 
(c) 
N 
0.0 0.2 0.4 0.6 0.8 1.0 
(d) 
N 
0.0 0.2 0.4 0.6 0.8 1.0 
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Figure 4.2: (2 , 1) stationary Gaussian processes of length n = (100,100) with 
covariance function (4.31) where c = 100 and a= 1.0, 1.9 
respectively 
······· ········1.··--... ____ _ 
·--... _ 
... ---·· ··--... 
-······· ·-... _ 
··--... _ 
N ...... > 
0 0 
···:,: ······-- ...... ·· .. 
······~ 
·--... 
0 0 
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on 10 replications for each combination. Here, T1 is the time used in calculating 
the eigenvalues for a given m , T2 is the time used in the simulation step, and T = 
T1 + T2 is the total CPU time required. If more than one realization is required 
with a given covariance function , the total CPU time, T , will be approximately 
T1 + (number of realizations required) x T2. The asterisk in Table 4.1 indicates 
that the approximate circulant embedding approach was used ; see Section 4. For 
both N = 1 and 2, it was necessary to use an approximate embedding when 
a = 2. We considered two embeddings , corresponding to g = 17 and g = 20. 
When N = 1 for a single simulation, the corresponding values of 0" 2 (p1 ) , defined 
in ( 4.25) and ( 4.27), were 5.29 x 10-9 and 3.40 x 10-9 , respectively. The values of 
0'2 (p 1 ) for other simulations and when N = 2 were of the same order of magnitude. 
Note that there is a trade-off between a (much) smaller CPU time (g = 17) on the 
one hand , and a (slightly) smaller value of 0" 2 (p 1 ) , indicating a (slightly) smaller 
error due to the approximation , when g = 20. In general, if we calculate the 
bound in ( 4.26) for various values of x, the trade-off can be made in a sensible 
and informed way. 
In Tables 4.2 and 4.3, true and es timated correlations are compared for single 
realizations generated using covariance functions ( 4. 30) and ( 4. 31) . In some cases 
there appear to be a small but noticeable deterioration in accuracy as distance 
increases. This is to be expected on purely statistical grounds, but perhaps not 
to the extent observed in some of the examples. However, considerable reassur-
ance is provided by Figure 4.3 below. It shows that the estimated variance and 
correlations of a realization which is simulated by the Circulant method are very 
close to the true values when n = 219 and the covariance function is given by 
(4.33) . 
From the point of view of the simulation procedure, there is no particular 
advantage in choosing n[l] = n[2] when N = 2, but it does make calculation of 
the es timat d correlations somewhat easier. 
Table 4.1: Average CPU timings in seconds with c = 100 in all cases. (An 
asterisk indicates that an approximate embedding was used.) 
N , nor n a g T1 T2 T 
0.5 17 4.189 6.483 10.672 
1.0 17 4.028 6.537 10.565 
1, 50000 1.5 17 4.069 6.478 10.547 
1.9 17 4.110 6.527 10.637 
* 2.0 17 4.454 6.443 10.897 
* 2.0 20 47.778 59.951 107.729 
1.0 (8 , 8) 2.973 3.619 6.592 
1.5 (8 , 8) 3.034 3.718 6.752 
2, (100 , 100) 1.9 (8 , 8) 3.131 3.664 6.795 
* 2.0 (8 , 8) 3.381 3.777 7.158 
* 2.0 (10 , 10) 62.346 70.447 132.793 
1.0 (9 , 9) 13. 715 16.745 30.460 
1.5 (9 , 9) 14.024 16.864 30.888 
2, (250 , 250) 1.9 (9, 9) 13.844 16.570 30.414 
* 2.0 (9 , 9) 14.198 16.368 30.566 
* 2.0 (10 , 10) 63.513 71.356 134.869 
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Table 4.2: Comparison between true and estimated correlations with covariance 
function ( 4.30), c = 100, and n = 50 , 000 
ltl a= 0.5 a= 1.0 a= 1.5 True Estimated True Estimated True Estimated 
n-1 0.6394 0.6365 0.9980 0.9977 1.0000 1.0000 
2n-1 0.5313 0.5284 0.9960 0.9954 1.0000 1.0000 
3n- 1 0.4609 0.4549 0.9940 0.9931 1.0000 0.9999 
4n- 1 0.4088 0.4019 0.9920 0.9908 0.9999 0.9999 
5n-1 0.3679 0.3560 0.9900 0.9885 0.9999 0.9999 
6n- 1 0.3344 0.3224 0.9881 0.9863 0.9999 0.9998 
7n- 1 0.3063 0.2982 0.9861 0.9840 0.9998 0.9998 
8n-1 0.2823 0.2755 0.9841 0.9818 0.9998 0.9998 
9n- 1 0.2614 0.2519 0.9822 0.9796 0.9998 0.9997 
1on- 1 0.2431 0.2346 0.9802 0.9775 0.9997 0.9997 
6.2 Comparison with Gibbs sampler 
The Circulant Embedding method proposed here and the Gibbs sampler (see e.g. 
Tanner (1993)) have domains of application which are to a large extent comple-
mentary. The circulant approach requires normality and stationarity, whereas 
the Gibbs sampler requires "nice" conditional dependence structure. However , 
there is an important case in which both can be applied: the Ornstein-Uhlenbeck 
process, which corresponds to a covariance function of the form 
wh r d, CT 2 > 0 and VJ E (0 , 1) are parameters . 
We consider the problem of generating (1 , 1) Gaussian random v ctor X ,...., 
Nn(O , }:;) , where }:; = (}:;pq) = (VJlp-ql) and VJ E (0 , 1). The viability of the Gibbs 
sampler in this application depends on the band structure of }:; - 1 = (}:;PQ) , which 
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Table 4.3: Comparison between true and estimated correlations with covariance 
function (4 .31), c = 100 and n = (100 , 100) = (250 , 250) 
lltll 0: = 1.0 0: = 1.5 0: = 1.9 True Estimated True Estimated True Estimated 
(n[l]) - 1 0.368 0.371 0.905 0.904 0.984 0.977 
v'2(n[l]t1 0.243 0.241 0.845 0.839 0.970 0.957 
2 (n[l]t1 0.135 0.139 0.754 0.755 0.943 0.930 
v'S(n[l]tl 0.107 0.112 0.716 0.709 0.929 0.912 
v'8(n[l]t1 0.059 0.071 0.621 0.610 0.892 0.872 
3(n[1])-1 0.050 0.046 0.595 0.599 0.880 0.864 
v'IO(n[l]t1 0.042 0.038 0.570 0.564 0.868 0.848 
\ffi(n[l]) - 1 0.027 0.032 0.504 0.491 0.834 0.812 
4 (n[l])-1 0.018 0.026 0.449 0.458 0.802 0.783 
vTI(n[l]) - 1 0.016 0.018 0.433 0.430 0.791 0.770 
v18(n[l]t1 0.014 0.016 0.417 0.398 0.781 0.759 
v'20(n[l]) - 1 0.011 0.014 0.388 0.376 0.761 0.739 
(n[l]) - 1 0.670 0.668 0.975 0.970 0.997 0.992 
v'2(n[l]t1 0.568 0.567 0.958 0.948 0.995 0.984 
2 (n[l]t1 0.449 0.450 0.931 0.920 0.990 0.978 
v'S(n[l]tl 0.409 0.410 0.919 0.903 0.987 0.970 
v'8(n[l]t1 0.323 0.320 0.887 0.865 0.980 0.957 
3 (n[l]t1 0.301 0.303 0.877 0.861 0.978 0.959 
v'IO(n[l]tl 0.282 0.281 0.867 0.846 0.976 0.951 
\ffi(n[l]t1 0.236 0.234 0.841 0.814 0.969 0.938 
4 (n[l]) - 1 0.202 0.200 0.817 0.797 0.962 0.935 
vTI(n[l]t1 0.192 0.192 0.809 0.784 0.960 0.928 
v18(n[l]t1 0.1.83 0.180 0.802 0.770 0.958 0.921 
v'20(n[l]) - 1 0.167 0.164 0.787 0.757 0.953 0.915 
is given by 
I;P9 
if p = q = 0 or n - l 
(1 - 'lf,, 2t 1 (1 + 'lf,, 2 ) if p = q = l, .. . , n - 2 
-'lf,, (1 - 'lf,, 2 t 1 if IP - qi = 1 
0 otherwise. 
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( 4.32) 
By one iteration of the Gibbs sampler , we mean simulation of X(j / n) condi-
tional on {X(k / n) = x(k / n) : k = 0, l , . .. , n - l , k =J. j} for j = 0, 1, .. . , n - l , 
using the updated X-values at each stage . From ( 4.32) , these conditional distri-
butions are given by 
X(O)lrest ~ N ('lf,,x (¼) , l - 'lf,, 2) , 
x(n: 1)/rest ~ N('lf,,x (n: 2) ,1-'lf,,2) , 
and , for j = 1, ... , n - 2, 
where x(*) /rest denotes the conditional distribution of x(*) given X (O) 
x(O) , .. . , xe~1 ) = xe~1 ) , x(~ ) = x(~ ), ... , x(n:1 ) = x(n:1 ) . 
Two starting options were considered: (a) generate the X(j / n) independently 
with the corr ct common marginal distribution , N(0 , 1) , and (b) use a com-
mon starting value, which is gen rated from N(0 1). Two options for sweeping 
through an iteration were considered: (c) in a fixed sequence, given by the order-
ing 0,1, ... ,n- 1, and (d) in a random order 1ro, --· , 1rn-1, where (1ro, --· ,1rn_i) 
is a random p rmutation of (0 , 1, . .. , n - l) which is generated independently for 
each iteration. All four combinations w re tried. We found that implementing 
option ( d) took longer than option ( c) du to the extra step at each iteration . 
But the diffi r nc s in both CPU timing and sp ed of converg nc were found to 
be minor . 
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Figure 4.3: Comparison between the Circulant Embedding method and the Gibbs 
sampler method , 'I/; = 0.95 
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true 
Circulant method 
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True and estimated variance 
true 1.000 
Circulant method 0.997 
Gibbs sampler, 10 0.305 
Gibbs sampler, 50 0.547 
CPU timings (in seconds) 
Circulant method 107.253 
Gibbs sampler, 1 0 154.186 
Gibbs sampler, 50 804.459 
......__ --- ---= =---= =---= =--_; =--_,,, _:_:-~ -~ ---
40 60 80 100 
lag 
The CPU tim for one iteration of the Gibbs sampler is O(n) , but independent 
of 'lj;. For th values of n we considered, one run of the Circulant Embedding 
method , including both applications of th Fast Fourier Transform, corresponded 
to approximately s ven iterations of th Gibbs sampler. 
We used th closeness of the es timated correlations to their true values as 
an informal ( and fairly crude) m asur of the degree of convergence achieved 
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by the Gibbs sampler. We found that the larger the value of '1/J, the slower the 
convergence. With n = 219 , we found that when '1/J ~ 0.6, convergence had 
occurred by the 10th iteration of the Gibbs sampler; when '1/J = 0.8, convergence 
occurred at around the 50th iteration ; but when '1/J = 0.95, the Gibbs sampler 
was still a long way from convergence by the 50th iteration. To demonstrate this 
observation, we simulated three realizations of length 219 and covariance function 
,(t) = 0.95 21 9 \ 0 ~ t < 1, ( 4.33) 
one via the Circulant method and the other two via the Gibbs sampler method. 
The latter two are not independent ; they resulted after 10 and 50 iterations , re-
spectively, from the same simulation. We used option (a) to generate the initial X 
and option ( c) to update X in each iteration. Figure 4.3 shows the true and esti-
mated correlations for each realization. It shows that the estimated variance and 
correlations from the realization, which was simulated by the Circulant method, 
are very close to the true values. For the Gibbs sampler, there is improvement 
from 10 iterations to 50 iterations. However , compared to the Circulant method 
it is still far from the true values . One could futher improve the distribution of 
the resulting realization of the Gibbs sampler by increasing the number of iter-
ations. However, when we consider the CPU timings for simulating the above 
processes as shown in the Figure 4.3, we found that it took about eight times 
longer to compute the 50th iteration for the Gibbs sampler than our Circulant 
Embedding method. Finally we conclude that our Circulant Embedding method 
is more efficient than the Gibbs sampl r for the same accuracy for a ra11ge of 
(1, 1) stationary Gaussian processes. 
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7 Proofs 
Before going on to prove Theorems 4.1- 4.3, we mention some elementary prop-
erties of the r th roots of unity. For any positive integer r , define the r th roots of 
unity 
( 21riu) Wu = exp -r- , u = 0, 1, ... , r - 1. 
Then w: = 1 for each integer u , and for each integer v 
f w~ = { r if v = 0 ( mod r) 
u=O O otherwise. 
(4.34) 
By considering the real and imaginary parts of ( 4.34) separately, it is also seen 
that 
r-l (21ruv) 
I: cos --
u=O r 
and 
if v = 0 (mod r) 
otherwise 
(4 .35) 
f sin C1rruv) = 0 (4.36) 
u=O 
for each integer v. The following Lemma, which extends (4.35) and (4.36) , will 
be used in proofs of Theorems 4.1 and 4.3. 
LEMMA 4.4 For any h E zN 
. I: COS {21rhT (!)} 
3El(m) {: 
and 
. I: sin {21rhT (!)} = 0. 
3El(m) 
if h[f] = 0 (mod m[f]), 1 ~ f ~ N(
4
_37) 
otherwise 
( 4.38) 
Proof. Note that (4. 37) and (4.38) are the real and imaginary parts of 
~ IIN (2 . h[f]j[f]) ~ exp 1ri f 
jE I (m) l=l m[ ] . I: exp { 21ri hT (!)} = 3El(m) 
N { m(l)-1 ( . h[f] j[f] ) } g j~ o exp 21ri m[f] , ( 4.39) 
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and (4.37) and (4.38) follow after using (4.34) on each factor of (4.39). 
7.1 Proof of Theorem 4.1 
Choose any k1 , k2 E J(m). Then , by the definition of qi in (4.17) , 
Substituting for >.(j) using (4.16), we obtain 
m-1 L L c(h) exp {21ri (k 2 - k1 - hf (L)} 
jEI{m) hEl(m) m 
= m-1 L c(h) L exp {21ri (k2 - k1 - hf (L)} 
hEI(m) jEI(m) m 
c(k1 - k2) = ck1k2, 
which proves the first equality in ( 4.18). Note that in the penultimate step , we 
used Lemma 4.4. 
To prove the second equality in ( 4.18), we argue as follows. For each j E I( m) , 
define 
A(j) = {l E {1 , ... , N}: 0 < j[l] < m[l]/2 or m[l]/2 < j[l]:::; m[l] - 1} , 
and consider the following subsets of J(m): 
E o = {j E J(m): A(j) = 0}, Et = {j E J(m) : min{A(j)} = £}, 
E? ) {j E Et: 0 < j[l] < m[l]/2}, E?) = Ed Ei1) , 1 :::; l:::; N. 
By construction, the 2N + 1 sets Eo , EP) , Ei2 ) , . .. , E~), E~) are disjoint and 
their union is J(m). We now define a function h: J(m) --t J(m) as follows: for 
j E J(m) , h(j) E J(m) is given by 
ii(j)[l] = J 'F { 
·[t] if l d A(j) 
m[l] - j[l] if l E A(j) . 
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There are two points to note. First , symmetry in the construction of C in (4.12)-
(4.15) implies that >.(j) = >.{h(j)} for all j E I(m) . Secondly, 
It follows that the middle term in ( 4.18) may be written as 
h F E E (1) E (1) (1) w ere = a U 1 U 2 ... U EN , and 
if j E E a 
if j E F \ E a. 
It is easily checked that for each j E E a, the components of qi are real; and 
for each j E F \ E a, q[(j) = q; . Hence, Ri must be real and symmetric for each 
j E F . Idempotence and (4.19) follow from the following easy consequence of 
Lemma 4.4: for any j , k E I(m ), 
{ 
1 if j = k 
0 otherwise. 
7.2 Proof of Theorem 4.2 
Suppose that m E zN has m[l] > 2 for £= 1, . . . , N , and write 
{ . ( m[l] - 1) . . ( m[l] ) } B(m) = J E '11,N : -int 2 ::; J[l]::; mt - 2- , 1 ::; f::; N , 
where int( ·) denotes "integer part". The complement of B (m) in zN is written 
Suppose that 
inf g(t) 
tE[a,1]N 
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Then ( 4.21) implies that there exists a u 0 = u 0 ( n , 1 ) such that for all m which 
satisfy min{m[l], ... , m[N]} ~ u0 , 
Now if we consider the function k : I(m) - I* (m) defined by 
k(j)[f] = { j[f] if O ::; j [f] ::; m[f]/2 
j[f] - m[f] if m[f]/ 2 < j[f] ::; m[f] - 1 
1 ::; £::; N, j E I(m), 
and note the properties indicated in (4.9) , (4.12) and (4.13) , then it follows that 
>.(j) may be re-written as 
L 1 (:) exp { - 21ri jT (!)} 
kEB (m) 
for each j E I(m) ; and so 
1(2n)N g ( ~) - A(j)I < kE~mi' (~) exp {-2nij' ( ! ) } 
< kE~J, (~)I < ~12' 
provided min{m[l ], ... , m [N]} ~ uo . Thus 
min >.(j) ~ (21r)N inf g(t) - 71 / 2 = 71 / 2 > 0 
jEI (m ) t E(O,l]N 
when min{m[l], . .. , m[N]} ~ uo. 
7.3 Proof of Theorem 4.3 
Using (4.17) and (4.24), we may write 
S(k) = in,1 / 2 . L cos {21rjT (!)} Z(j) 
3E I (m) 
and 
T(k) in,112 . L sin {21rjT (!)} Z(j) , 
3E I (m) 
116 
where {Z(j), j E I(rn)} is a collection of independent N(O , 1) random variables . 
Clearly E(S) = E(T) = O; and for k1 , k2 E I(rn) , 
E{S(k1) T(k2)} = m - 1 jEf m/os { 2?rjT (~)} sin { 21rjT ( ~)} 
(2mt1 . L [sin {21rjT (k1 : k2 )} 
3E l (m) 
+ sin { 21rjT ( k2 : ki)}] 
0, 
by Lemma 4.4 and the fact that sin 0 cos</> = { sin( 0 + </> ) + sin( 0 - </>)} /2. Other 
trigonometric identities yield 
and 
. - 1 ~ [ { ·T ( k2 - k1) } (2m) . ~ cos 21rJ rn 
3E l (m) 
{ 2 ·T (k1 + k2) }] - cos 7rJ . rn 
Results (ii) and (iii) of Theorem 4.3 then follow easily from Lemma 4.4. 
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