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Abstract
Iterative Feedback Tuning constitutes an attractive control loop tuning method for processes in the absence of process insight.
It is a purely data driven approach for optimization of the loop performance. The standard formulation ensures an unbiased
estimate of the loop performance cost function gradient, which is used in a search algorithm for minimizing the performance
cost. A slow rate of convergence of the tuning method is often experienced when tuning for disturbance rejection. This is due to
a poor signal to noise ratio in the process data. A method is proposed for increasing the data information content by introducing
an optimal perturbation signal in the tuning algorithm. The theoretical analysis is supported by a simulation example where
the proposed method is compared to an existing method for acceleration of the convergence by use of optimal prefilters.
Key words: Controller tuning, Direct tuning, Iterative schemes, Iterative Feedback Tuning
1 Introduction
Control design and tuning for disturbance rejection is
one of the classical disciplines in control theory and con-
trol engineering science. Design of compensators for dis-
turbance rejection is well documented [1,4,2]. Given a
particular control design, the tuning of the control pa-
rameters can be conducted based on tuning rules or by
minimization of some loop performance criterion. Given
a model of the system, the set of optimal control pa-
rameters which minimize the performance cost can be
evaluated. In absence of a sufficiently reliable model, the
tuning can be performed based on data obtained from
the loop, by a data driven optimization. Iterative Feed-
back Tuning is a method for optimizing control parame-
ters using closed loop data which forms the basis for the
modifications presented here. The basic algorithm was
first presented in [14] and has since then been analyzed,
extended and tested in a number of papers. For an ex-
tensive overview of the development of the method and
references to applications, see [6,12,15]. Alternative data
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driven tuning algorithms are Correlation based Tuning
[18,19] and Virtual Reference Feedback Tuning [5,20].
The performance criterion, FN (yt, ut), used in the con-
troller tuning is a function of the output and the control
action. Hence it is a function of the true system, the con-
troller and external signals acting on the loop. We will
use the set-up in Fig. 1 where G is a causal scalar linear
time-invariant system, C is the controller, which also is
assumed to be causal scalar linear time-invariant, and
where rt is the reference signal and vt is the disturbance,
respectively. Assuming, as we will, that the disturbance
is stochastic implies that the performance cost is itself
a random variable. However, as in, e.g., LQG-control, it
is natural to minimize the expected cost
F (·) , E [FN (·)] (1)
where E[·] is the mathematical expectation over the ran-
dom disturbances acting on the closed loop system. No-
tice that in the following, when expectation of F (·) is
taken, the expectation refers not to the random distur-
bances acting on the system when assessing the closed
loop performance. Instead it refers to the random vari-
ables that have affected the experimental data that has
been used to design the controller for which the perfor-
mance of F (·) is to be assessed.
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Fig. 1. A general feedback loop designed for disturbance re-
jection. The process,G, and the compensator in the feedback
loop, C, is given as scalar linear transfer functions.
Our objective is to design a controller such that F is
minimized when rt ≡ 0, i.e. we are interested in dis-
turbance rejection. Adding a reference signal during the
experimentation phase may however improve the qual-
ity of the obtained controller C. In Iterative Feedback
Tuning, one tries to minimize F with respect to the con-
troller using noisy closed loop experiments. The accu-
racy of this design very much depends on the shape of
the cost function F one tries to minimize. Any change
in the spectrum Φr of the reference signal, will affect the
output spectrum Φy and the input spectrum Φu. Hence
the reference signal spectrum affects the minimum and
the shape of the performance cost surface. By designing
the spectrum of an external reference it is consequently
possible to shape the performance cost function in order
to improve the convergence properties of the search al-
gorithm. However, one has to bear in mind that shaping
the cost function will also influence the location of the
minimum in the controller parameter space. Despite this
unfortunate consequence, successful simulation studies
are reported with respect to convergence using Iterative
Feedback Tuning with external perturbation, when tun-
ing for disturbance rejection [16].
1.1 Formulating a design criterion
Let F (ρ,ϑ) denote the cost function that we are inter-
ested in minimizing, where ρ and ϑ represent the free
control parameters which are to be tuned and a set of
parameters which characterize the reference signal spec-
trum, respectively. The objective is to find the optimal
ρ for a given ϑ = ϑ0, where ϑ0 corresponds to rt ≡ 0.
We denote the optimum ρ by ρ¯(ϑ), indicating its depen-
dence on ϑ. Since the system will be affected by noise
it is only possible to obtain a minimizer, ρˆn(ϑ), with a
certain accuracy; we use subscript n to denote that n
iterations are performed in the tuning method. Hence
Iterative Feedback Tuning will produce a solution with
the following error
Σn(ϑ) , E
[
(ρˆn(ϑ)− ρ¯(ϑ)) (ρˆn(ϑ)− ρ¯(ϑ))T
]
(2)
Using a continuity argument it may therefore be advan-
tageous to optimize ρ for aϑ 6= ϑ0, i.e. it may be that the
controller corresponding to ϑmay result in a smaller ex-
pected cost for the desired excitation conditions (which
correspond to ϑ0) than the controller tuned with the
desired operating conditions ϑ0 i.e. E
[
F (ρˆn(ϑ),ϑ
0)
]
<
E
[
F (ρˆn(ϑ
0),ϑ0)
]
Our objective is to determine oper-
ating conditions ϑ such that E
[
F (ρˆn(ϑ),ϑ
0)
]
is min-
imized. This is a difficult problem since F (ρˆn(ϑ),ϑ
0)
is a complicated and non-linear function of the random
disturbances originating from the experiments on which
ρˆn(ϑ) is based. This in turn means that the expecta-
tion with respect to these random variables is difficult to
compute. Our approach to cope with this is to perform a
local analysis, assuming ϑ to be close to ϑ0. Using Tay-
lor expansion to second order near the optimum gives
F (ρˆn(ϑ),ϑ
0) ≈ F (ρ¯(ϑ0),ϑ0)+
1
2
Tr
{
∂2F (ρ¯(ϑ0),ϑ0)
∂ρ2
(
ρˆn(ϑ)− ρ¯(ϑ0)
) (
ρˆn(ϑ)− ρ¯(ϑ0)
)T}
By taking the expectation and rearranging using equa-
tion (2) it is seen that
E
[
F (ρˆn(ϑ),ϑ
0)
]− F (ρ¯(ϑ0),ϑ0) ≈
1
2
Tr
{
∂2F (ρ¯(ϑ0),ϑ0)
∂ρ2
(
ρ¯(ϑ)− ρ¯(ϑ0)) (ρ¯(ϑ)− ρ¯(ϑ0))T}
+
1
2
Tr
{
∂2F (ρ¯(ϑ0),ϑ0)
∂ρ2
Σn(ϑ)
}
, ∆Fn(ϑ) (3)
Now, if the covariance, Σn(ϑ), can be evaluated then
∆Fn(ϑ) is a quantity that can be minimized with re-
spect to ϑ in order to find the (approximately) optimal
(reference) perturbation signal spectrum to be used in
the experiments when tuning the controller parameters
ρ using Iterative Feedback Tuning. The two terms in
∆Fn(ϑ) can be interpreted as follows: The first term is
the bias error due to that ϑ 6= ϑ0 is used in the opti-
mization whereas the second term is the variance error
incurred on F (ρˆn(ϑ),ϑ
0). The bias error will typically
increase as ϑ moves away from ϑ0. As noted above, it
may be possible to decrease the variance error if ϑ is
suitably chosen. The optimal perturbation choice ϑ = ϑ¯
will balance these two terms. The aim of this study is to
construct a systematic and formal algorithm for design-
ing an optimal external perturbation signal for Iterative
Feedback Tuning for the disturbance rejection problem
based on (3).
The paper is organized as follows: Section 2 presents the
basic Iterative Feedback Tuning algorithm for distur-
bance rejection and the error Σn(ϑ) of the method de-
rived in [11]. In Section 3 the effect of adding an external
perturbation signal to the loop in the tuning method is
analyzed. In Section 4, a formal design criterion for the
perturbation spectrum in Perturbed Iterative Feedback
Tuning is derived. Finally a simulation example serves to
illustrate the advantages of introducing optimal exter-
nal perturbation when tuning the loop for disturbance
rejection.
2
2 Iterative Feedback Tuning for disturbance re-
jection
The Iterative Feedback Tuning algorithm for distur-
bance rejection is illustrated in the following [13]. The
feedback loop in Fig. 1 depicts the signals and transfer
functions which are used in the algorithm for tuning the
parameters ρ in C. The objective is minimization of the
cost function:
F (ρi) =
1
2N
E
[ N∑
t=1
(yt(ρi)− ydt )2 + λ(ut(ρi))2
]
(4)
where N is the number of discrete time data points and
yd = 0 is the desired output response for disturbance re-
jection. The sensitivity of the cost function with respect
to the control parameters is
J(ρi) =
1
N
E
[ N∑
t=1
yt(ρi)
∂yt(ρi)
∂ρ
+ λut(ρi)
∂ut(ρi)
∂ρ
]
(5)
The minimization is realized by iterating in the scheme
ρi+1 = ρi − γiR−1i J(ρi) (6)
whereRi is a positive definite matrix typically chosen as
the Hessian of the cost function with respect to the con-
trol parameters. If a model for the system is unknown,
the gradients of the input and output and hence the
cost function gradient cannot be evaluated analytically.
In the traditional Iterative Feedback Tuning framework
the minimization of the cost function, (4), is based on
data from two successive experiments:
• Collect data {y1t (ρi), u1t (ρi)}t=1,..,N where r1t = 0
• Collect data {y2t (ρi), u2t (ρi)}t=1,..,N where r2t = −y1t
This data is used to estimate the derivative of the cost
function in (5) with {yt, ut} = {y1t , u1t} and
∂̂yt
∂ρ
,
∂C(ρi)
∂ρ
y2t (7)
∂̂ut
∂ρ
,
∂C(ρi)
∂ρ
u2t (8)
where (7) and (8), are the estimators for the gradients
of the input and output. Given that the noise v is a zero
mean, weakly stationary random signal, the key contri-
bution in Iterative Feedback Tuning, is that it supplies
an unbiased estimate of the cost function gradient, with-
out requiring a plant model estimate. The unbiased es-
timate of (5) consists of two terms: A term for the de-
sired gradient, SN , and a variance term, EN . The latter
term is due to the noise present in the second experiment
[13]. A Gauss-Newton approximation of the Hessian to
the performance cost function which is computed from
these estimates was suggested in [14].
2.1 Asymptotic accuracy of the tuning method
The stochastic contribution in the gradient estimate will
affect the asymptotic convergence rate of the tuning
method. A quantitative analysis was performed by [10].
The result is as follows: With n being the iteration num-
ber and ρ¯ the optimal set of parameters, the sequence
of random variables,
√
n(ρn − ρ¯), converge in distribu-
tion to a normally distributed random variable with zero
mean and covariance matrix Σ according to
√
n(ρn − ρ¯) D→ N (0,Σ)
Σ = a2
∫ ∞
0
eAtR−1Cov
[
Ĵ(ρ¯)
]
R−1eA
T tdt
(9)
The result in (9) is valid given the following conditions:
(1) The sequence ρn converges to a local isolated mini-
mum ρ¯ of F
(2) H(ρ¯) is the Hessian for F (ρ) at ρ¯.
(3) The gain sequence {γn} in (6) is given by γn = a/n,
where a is a positive constant.
(4) There exists an index n¯ and a matrix R such that
Rn = R for all n > n¯.
(5) The matrix A = 1/2I − aR−1H(ρ¯) is stable, i.e.
the real parts of all the eigenvalues are negative.
(6) The covariance matrix Cov
[
Ĵ(ρ¯)
]
is positive defi-
nite.
The result in (9) means that asymptotically the distribu-
tion for the deviation between the n’th iterate of the con-
troller parameter and the true optimum is known, and
that the method converges to the true local minimizer
of the performance cost function. In [11] it is shown that
the covariance expression for the distribution simplifies
ifH(ρ¯), i.e. the true Hessian, is used as the matrixR in
(6). Hence for a Newton-Raphson optimization
Σ =
a2
2a− 1R
−1Cov
[
Ĵ(ρ¯)
]
R−1 (10)
As a measure of the quality of the controller for a given
iteration, n, in the tuning algorithm [11] suggests the dif-
ference between the expected value of the performance
cost with C(ρn) in the loop minus the theoretical mini-
mum value. This quantity is by definition a positive mea-
sure and were approximated in (3) by ∆Fn, which will
be referred to as the control quality index. It is seen that
the covariance of the gradient estimate for the perfor-
mance cost function influences both the asymptotic co-
variance of the distribution of ∆ρ¯n and also the control
quality index, through (3), given the parameters ρn. A
decomposition of this covariance expression gives
Cov
[
Ĵ(ρ)
]
= Cov[SN (ρ)] + Cov[EN (ρ)] (11)
3
The limits lim
N→∞
NCov[SN (ρ)] and lim
N→∞
NCov[EN (ρ)]
are presented in [10].
The following section will illustrate how external pertur-
bations can improve the control quality index and ac-
celerate convergence of the tuning method. In [13] it is
shown how a similar acceleration can be achieved by fil-
tering the reference signal before the two gradient exper-
iments, and subsequently filtering of the input/output
data from these experiments with the inverse of the fil-
ters. Optimal design of the prefilters, Wi, have been in-
vestigated in [9,11] where the asymptotic accuracy of the
tuningmethod is improved byminimizing the covariance
of the gradient estimate. The optimal prefilter is
|W opti (ejω)|4 = β|S(ejω,ρi)|2Φv(ω)
[
1 + λ|C(ejω,ρi)|2
]2
× Tr
{
R−1i
∂C(ejω,ρi)
∂ρ
∂C∗(ejω,ρi)
∂ρ
}
(12)
where the constant β is given by the design restriction
and S is the sensitivity transfer function for the loop.
3 Introducing external perturbations in the
tuning
It is desired to improve the convergence and the asymp-
totic accuracy of the tuning method. To achieve this,
the signal to noise ratio in data must be increased. An
external perturbation signal will be used as reference in
the first of the two experiments used in the tuning algo-
rithm. The experiments are then defined as follows:
• Collect data {y1t (ρi), u1t (ρi)}t=1,..,N where r1t = rpt
• Collect data {y2t (ρi), u2t (ρi)}t=1,..,N where r2t = −y1t
where the external input rpt is characterized by the spec-
trum Φrp . A discussion on using external perturbations
in the Iterative Feedback Tuning algorithm and an in-
troduction to Perturbed Iterative Feedback Tuning are
given in [16]. Introducing the external perturbation sig-
nal will affect the estimates of the input and output
gradients in (7) and (8) and the two terms SN (ρi) and
EN (ρi) in the gradient estimate of the cost function. As-
suming the unknown disturbance, {vt}, and the known
reference signal, rpt , to be Gaussian processes and let
a known realization of rpt be used for all iterations in
the tuning, then the asymptotic covariance expressions
for SN (ρ) and EN (ρ) exists and the expressions are de-
rived in [15]. From these covariance expressions and the
Gauss-Newton estimate of the Hessian from data, it is
seen how external perturbation will affect the relevant
functions in relation to the covariance of the cost func-
tion gradient estimate. The asymptotic expressions for
SN and EN are affine functions in the following vari-
ables: Φ2rp , Φ
2
v and ΦrpΦv, hence so is the asymptotic co-
variance estimate of the performance cost. The Hessian
estimate is an affine function in Φrp and Φv only.
3.1 A special design for minimum variance control
It would be interesting to have a design of rpt which
would not change the dynamics in the response of y or
u compared to the unperturbed case. This is in general
not possible [15] but for λ = 0, i.e. minimum variance
control, it is. From the general feedback loop, Fig. 1,
it is seen that the closed loop transfer functions to the
output are
yt = GS(ρi)r
p
t + S(ρi)vt (13)
If rpt = (
√
α/G)vt would be realizable, the output in (13)
will simplify to yt = (1 +
√
α)S(ρi)vt which is only a
scaled expression of the output for the unperturbed case
which multiplied with -1 will be used as the reference to
the gradient experiment. This perturbation signal design
will render the gradient estimate unbiased for λ = 0.
3.2 External perturbations versus prefiltering
The use of external perturbations in the tuning algo-
rithm accelerates the convergence by improving the noise
to signal ratio in data used for estimation of the cost
function gradient. The prefiltering approach does simi-
larly accelerate the convergence by suppressing the influ-
ence of the noise in a certain frequency band. Hence the
perturbations give an active interaction with the loop
while the prefiltering uses a passive. A formal compari-
son between the methods is difficult since several param-
eterizations of the perturbation signal can be considered.
For simplicity the two methods are compared for λ = 0
and rpt = (
√
α/G)v¯t where Φv¯ = Φv, hence knowledge of
the system and the noise spectrum needs to be assumed
in order to apply any of the two methods. The spectra of
the output gradient estimate for the two approaches are
ΦFilty′ =
∂C(ρi)
∂ρ
(|T |2|S|2Φv + |Wi|−2|S|2Φv) (14)
ΦPIFTy′ =
∂C(ρi)
∂ρ
(|T |2|S|2(1 + α)Φv + |S|2Φv) (15)
where T is the complementary sensitivity function. The
first term is the deterministic part of the gradient esti-
mate and the second is the noise term. For a fair com-
parison the input power in r2t to the gradient experiment
must be equal, i.e. E(WiSvt)
2 = (1 + α)E(Svt)
2
α =
E(WiSvt)
2 − E(Svt)2
E(Svt)2
(16)
In order to quantify which method would perform best
the ratio between the deterministic and the variance part
of the estimate (7) is evaluated for each method i.e. the
signal to noise ratio. The ratio between these, ΞP IF T/F ilt,
are computed as
ΞP IF T/F ilt =
∫ |Wi|2|S|2Φvdω ∫ |Wi|−2|S|2Φvdω∫ |S|2Φvdω ∫ |S|2Φvdω (17)
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When this ratio is larger than one Perturbed Iterative
Feedback Tuning will give better performance that It-
erative Feedback Tuning with optimal prefilters. The
Cauchy-Schwarz inequality gives that ΞP IF T/F ilt ≥ 1 for
any system and for all filters Wi given the restriction
imposed in this section.
(∫
|SF |2dω
)2
=
(∫
|SFWi||SFW−1i |dω
)2
≤
∫
|SFWi|2dω
∫
|SFW−1i |2dω (18)
where F is a spectral factorization of Φv. The expression
(17) is not easily evaluated due to the complexity of the
optimal prefilter. It is however seen that for λ = 0, the
squared magnitude function of the optimal filter (12)
can be approximated by |W opti |2 = |S(ρi)|
√
Φv. In this
expression, the trace of the matrix and the constraint
variable β has been combined and set equal to one. This
is possible since α is adjusted according to the prefilter
through equation (16). Inserting |W opti |2 in (17) yields
ΞP IF T/F ilt =
∫ |S|3Φ3/2v dω ∫ |S|Φ1/2v dω∫ |S|2Φvdω ∫ |S|2Φvdω (19)
It is seen that the closed loop transfer function from the
noise to the output SH is appearing in all the integrals.
4 A formal design criterion for the perturbation
spectrum
The previous section has shown that Perturbed Itera-
tive Feedback Tuning can improve the convergence and
decrease the necessary number of iterations when the
objective is disturbance rejection. From Section 1.1 we
have seen that ∆Fn(ϑ) in Eq. (3), the control quality in-
dex, is a suitable design criterion where ϑ0 correspond-
ing to a zero reference signal. Equation (9) and condi-
tion 1–6 in Sec. 2.1, gives that Σn(ϑ) can be expressed
asΣn(ϑ) ≈ 1/nΣ(ϑ) where n is the number of iterations
to be performed, and
Σ(ϑ) = a2
∫ ∞
0
eAtR−1Cov
[
Ĵ(ρ¯,ϑ)
]
R−1eA
T tdt
(20)
Cov
[
Ĵ(ρ,ϑ)
]
= Cov[SN (ρ,ϑ)] + Cov[EN (ρ,ϑ)] (21)
where asymptotic (in the experiment length N) expres-
sions for Cov[SN (ρ,ϑ)] and Cov[EN (ρ),ϑ] are given in
[15]. In case the gain direction R in the Iterative Feed-
back Tuning algorithm (6) is taken as ∂
2F (ρ¯(ϑ),ϑ)/∂ρ2, the
approximation (10) can be used for Σn(ϑ). When full
process knowledge is available all quantities in ∆Fn(ϑ)
can be computed and thus one can optimize this crite-
rion in order to obtain a reference signal spectrum suit-
able for Iterative Feedback Tuning of the control loop for
disturbance rejection. Since the design criterion is based
on a Taylor expansion it is recommended to introduce a
constraint on the reference signal power in the optimiza-
tion. There are many possibilities for parameterizing the
reference spectrum. In the following section a straight-
forward method is used, where the filter coefficients are
used as design variables ϑ. It is also possible to use a
linear parameterization of the spectrum itself [17]. The
Hessian needed to calculate the control quality index,
∂2F (ρ¯(ϑ0),ϑ0)/∂ρ2, may have to be replaced by an approx-
imation. The reason is that the Hessian evaluated with
perturbations, ∂
2F (ρ¯(ϑ),ϑ)/∂ρ2, is used when evaluating
Σn(ϑ). The following approximation is proposed
g(ϑ) ,
F (ρ¯(ϑ),ϑ0)
F (ρ¯(ϑ),ϑ)
∂2F (ρ¯(ϑ),ϑ)
∂ρ2
(22)
This approximation is accurate when
ν ,
d
dρ
∂2F (ρ¯(ϑ),ϑ)
∂ρ2
∣∣∣∣
ϑ=ϑ0
is small. Note that g(ϑ) has a first order derivative at
ϑ = ϑ0 given by g′(ϑ0) = ν.
As in general experimental design algorithms, the eval-
uation of the optimal solution relies on knowledge of
the true system which is not available [8,7,3]. Therefore,
practical use of the method will have to rely on an initial
plant model. However, since the cost function appears
to be smooth in many problems, e.g. the example in the
following section [15], the accuracy of this model does
not seem to be critical. In [16], were Perturbed Iterative
Feedback Tuning has been introduced; a different crite-
rion for the perturbation signal design was used. That
design, inspired by system identification literature, is fo-
cused on achieving rich information content in data by
shaping the Hessian of the cost function i.e. making it
large in some sense. The criterion proposed in this paper
is less general but tailored for improving the convergence
properties of the Iterative Feedback Tuning method.
5 An example
A simulation study is performed in order to illustrate
the ideas and advantages of introducing external pertur-
bations in the Iterative Feedback Tuning method when
tuning for disturbance rejection. For simplicity the con-
trol loop used is a discrete-time linear time-invariant
transfer function model, and the controller has only
two adjustable parameters. The random disturbance
acting on the system is et ∈ Niid(0, σ2) where σ = 1.
The nomenclature refers to the block diagram in Fig. 1
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where vt = H(q)et.
Plant model: G(q) =
q−1 − 0.5q−2
1− 0.3q−1 − 0.28q−2
Noise model: H(q) =
1
1 + 0.9q−1
Controller: C(q) = ρ1 + ρ2q
−1
(23)
This system was used in [11] to test the advantages of
optimal prefilters in Iterative Feedback Tuning for dis-
turbance rejection with λ = 0.6 in the performance cost
function. We have adopted this example to relate ex-
ternal perturbations to prefilters in Iterative Feedback
Tuning. Since we thus far have no way of suggesting a
good structure for the perturbation filter when λ 6= 0 we
will choose a structure which is identical to the inverted
system model times the noise model. This choice is mo-
tivated by Section 3.1 and we believe this model to be
sufficiently simple in terms of number of free parameters
and complex in terms of structure for this example. The
initial values for the filter parameters are selected as the
model parameters θ.
rpt =Grp(q)H(q)et, et ∈ Niid(0, σ2) (24a)
where
Grp(q) =
1 + ϑ1q
−1 + ϑ2q−2
q−1 + ϑ3q−2
(24b)
ϑ0 = θ =
[
−0.3 −0.28 −0.5
]T
(24c)
hence non causal filtering is required due to the forward
time shift. In this filter design the parameter α which
adjusts the gain will not be included in ϑ as a free pa-
rameter. Hence variance of the perturbation signal will
be determined by the remaining free parameters. The
optimal set of filter parameters can be determined by
the minimization of the control quality index, ∆Fn(Φrp)
as an unconstrained problem. The optimal perturbation
power will be a trade off between the displacement of
the optimal control parameters due to perturbation, and
the distance between the expected and optimal perfor-
mance. When applying this filter for the perturbation
signal the parameter α can be used to constraint the sig-
nal power. The optimal solution based on full process
insight where computed as
ϑopt =
[
−14.48 −15.29 0.5247
]T
In the following, four series of 1000 Monte Carlo exper-
iments are performed each containing n = 10 iterations
in the tuning. Initially the loop starts with the optimal
set of control parameters for the unperturbed operation,
ρ = [−0.832 0.433]. First standard Iterative Feedback
Tuning is used as a base case, then two series of Per-
turbed Iterative Feedback Tuning where a white noise
signal and the optimized perturbation signal are used
respectively. Finally the tuning is performed using the
optimal prefilter. In the last three cases, the perturba-
tion signal or the prefilter is constrained such that the
reference signal to the gradient experiment is twice that
of the standard Iterative Feedback Tuning method. The
results of these four trials are shown in Fig. 2 and in Ta-
ble 1. Please note that the abscissa in Fig. 2b is differ-
ent from the other three plots. The results in Fig. 2 and
Table 1 clearly illustrate the advantage of speeding up
the convergence when tuning for disturbance rejection.
The optimal set of perturbation filter parameters signi-
ficantly reduces both the variance of final control param-
eters from the 1000 Monte Carlo experiments, and the
displacement of the optimal control parameter solution
for the perturbed problem. It is also clearly seen that the
spectral properties of the perturbation signal plays an
important role since applying a white noise signal gives
a performance which is much worse than standard Itera-
tive Feedback Tuning and introduces a clear bias. Tuning
with the optimized prefilter or perturbation signal gives
comparable results in this case where λ = 0.6. The mean
square error of the resulting controllers is smallest when
the Perturbed Iterative Feedback Tuning is applied.
6 Conclusions
The convergence properties of the Perturbed Iterative
Feedback Tuning algorithm for optimizing control pa-
rameters for disturbance rejection problems, have been
investigated and compared to standard Iterative Feed-
back Tuning and tuning with optimal prefilters. A con-
trol quality index for Perturbed Iterative Feedback Tun-
ing is proposed which can be evaluated based on asymp-
totic expressions for the covariance of the cost function
gradient. It is shown that using a deterministic external
perturbation signal in the tuning, will affect the control
quality index. The magnitude of the improvement de-
pends on the power and the frequency content of the per-
turbation signal. An algorithm based on process insight
for minimizing the control quality index has been pro-
posed. This algorithm is shown to be able to produce a
perturbation signal which significantly improves the con-
trol quality index. Hence Perturbed Iterative Feedback
Tuning performs better than classical Iterative Feed-
back Tuning when tuning for disturbance rejection. A
direct comparison between the uses of perturbations ver-
sus prefilters to accelerate the convergence of the tuning
is complicated. The prefiltering design is based on an
explicit expression given |S|2Φv while the optimal per-
turbation signal is a result of an optimization requiring
information about the open loop plant dynamics. For
the minimum variance control design it is shown that
Perturbed Iterative Feedback Tuning gives better signal
to noise ratio for the gradient estimates, than Iterative
Feedback Tuning with optimal prefilters.
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Fig. 2. The final control parameters from 1000 Monte Carlo experiments each with 10 iterations in standard IFT, PIFT with
white noise and an optimized signal as perturbation signal and IFT with optimal prefilter. The optimal value for the control
parameters for the unperturbed problem is marked with the straight lines.
Statistic mean(ρ1) mean(ρ2) σ
2
ρ1
· 103 σ2ρ2 · 10
3
σρ1,ρ2 · 10
3 MSE·103
IFT -0.686 0.328 1.67 1.30 -1.20 2.99
PIFT - white noise -0.469 0.283 0.913 0.796 -0.580 52.9
PIFT - Optimized -0.697 0.326 0.810 0.821 -0.583 1.69
IFT w. Opt. filt -0.688 0.329 0.947 0.823 -0.628 1.78
Table 1
Mean, variance and the cross-covariance for the set of control parameters from 1000 Monte Carlo experiments with 10 iterations
in the tuning method. Standard IFT, PIFT with white noise and an optimized perturbation signal and IFT with optimal
prefilter for λ = 0.6. The mean squared error of the parameters with respect to the optimal ones are presented in the last column
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