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ABSTRACT
Context : In recent years there has been growing concern
about conflicting experimental results in empirical software
engineering. This has been paralleled by awareness of how
bias can impact research results.
Objective: To explore the practicalities of blind analysis of
experimental results to reduce bias.
Method : We apply blind analysis to a real software
engineering experiment that compares three feature
weighting approaches with a na¨ıve benchmark (sample
mean) to the Finnish software effort data set. We use this
experiment as an example to explore blind analysis as a
method to reduce researcher bias.
Results: Our experience shows that blinding can be a
relatively straightforward procedure. We also highlight
various statistical analysis decisions which ought not be
guided by the hunt for statistical significance and show
that results can be inverted merely through a seemingly
inconsequential statistical nicety (i.e., the degree of
trimming).
Conclusion : Whilst there are minor challenges and some
limits to the degree of blinding possible, blind analysis is a
very practical and easy to implement method that
supports more objective analysis of experimental results.
Therefore we argue that blind analysis should be the norm
for analysing software engineering experiments.
Categories and Subject Descriptors
D.2.9 [Software Engineering]: Management—Cost
estimation; I.2.6 [Learning]: Analogies
Keywords
Researcher Bias, Blind analysis, Software engineering
experimentation, Software effort estimation
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We seek to evaluate blinding techniques, specifically blind
analysis, to reduce researcher bias within empirical
software engineering. As a vehicle to explore this we use an
experiment to compare various feature weighting
techniques over a software project effort data set and
report our experiences. Our goal is to make blind analysis
a more widespread practice.
For some time commentators have been concerned about
the lack of agreement amongst the many empirical studies
conducted in the various branches of empirical software
engineering including defect prediction [19] and software
effort estimation (SEE) [15, 22]. Closer investigation
suggests that a contributory reason — though only one of
many — is selective reporting and partial analysis [21, 14].
One technique for reducing the propensity for bias is to
conduct blind analysis [11]. This entails, as a minimum,
the labels of the different treatments being anonymised
such that the researchers performing the analysis of the
results do not know which result data (i.e., the response
variables) relate to which treatment. This renders “cherry
picking” results more difficult.
In order to explore this technique in a practical setting
we apply it to a real life empirical investigation of various
feature weighting techniques applied to analogy-based SEE.
This involves benchmarking various existing methods, na¨ıve
methods and a new method proposed by one of the authors
[BS]. The techniques are evaluated on the Finnish software
effort data set used in the study by [17].
The remainder of the paper is organised as follows. Next
we review what is known about bias in scientific research
in general and empirical software engineering in particular.
This is followed by a description of the context of our SEE
empirical study. Then we give a description of our
experimental approach and the decision making involved,
results and experimental conclusions. The final section
discusses the conduct of, and issues relating to, blinding
the analysis.
2. SOURCESOFBIAS INRESEARCHAND
BLINDING TECHNIQUES
“[L]et us define bias as the combination of various
design, data, analysis, and presentation factors
that tend to produce research findings when they
should not be produced.” John Ioannidis [13]
Researchers have been concerned about the potential
impact of unintentional bias upon the part of scientists for
at least the past three decades. In considering this it is
important to distinguish between bias where there are
systematic underlying reasons and processes leading to
wrong research findings and general randomness. Since
confidence limits and null hypothesis testing typically set
thresholds at 95% this implies an acceptance of 5% of Type
I errors, i.e., wrongly rejecting the null hypothesis or where
the true population statistic lies outside the estimated and
reported sample confidence limits. Conversely, depending
upon the power of the study there is also the random
possibility of failing to reject the null hypothesis when we
should i.e., a Type II error.
There have been concerns that many areas of research
ranging from medicine to social policy and experimental
psychology to genomics have been impacted by different
sources of bias. Delgado-Rodr´ıguez and Llorca [3] have
published a catalogue of more than 70 different types of
scientific bias. Moreover these exclude those specifically
related to data analysis, reporting and citation behaviours.
At a generic level these include:
• publication bias [4], which is the reduced likelihood of
publishing certain types of study when the results are
not perceived as ‘interesting’. Generally results seen
as not interesting are typically exemplified by the null
hypothesis being retained. This may either be due to
the peer review process (some results are seen more
favourably by the referees than others) or the “file
drawer problem” [20] (when researchers fail to
complete or submit papers in a non-random way).
• selective reporting in that the study only reports a
subset of results [12]. Again this process can lead to
the over-reporting of ‘interesting’ results and the
under reporting of non-significant results or results
with small or no effect size.
• analysis bias where statistical procedures are selected
according to their ability to yield ‘interesting’ results.
In passing we note that null hypothesis significance
testing (NHST) is particularly vulnerable since the
logic of this approach leads the researcher to an all or
nothing situation, of significance or no significance.
More than twenty years ago Dickersin observed how
significant results are substantially over-represented
in the field of medical research [4].
Unfortunately software engineering does not seem to be
immune from these biases. A major meta-analysis of 600
results derived from 42 primary studies of defect prediction
algorithms found that the research team that conducted
the work explained approximately 25 times more variance
in the performance of the predictor as did the choice of
algorithm [21]. Research group was also more important
than the data set used to validate the predictor and
considerably more so than choice of metrics or inputs to
the predictor. Such biases also confound meta-analyses
since the goal to uncover all relevant studies is thwarted by
the systematic non-availability of certain types of result.
Thus the entire research community is harmed along with
our reduced ability to make reliable recommendations to
practitioners.
Of course the question arises as to why scientists may
exhibit bias. The first thing we wish to be absolutely clear
about is that we are not suggesting that this bias is
intentional or for morally questionable reasons. Possible
explanations include the fact that expertise may not be
evenly distributed, moreover some techniques are highly
sophisticated and the parameter free-space extensive. As a
result it is conceivable that a research group may be able
to use Technique A more effectively than Technique B.
Conversely a second group might behave in the opposite
way. Another explanation is the majority of predictors
exploit different machine learning techniques [26]. Such
research generally proceeds experimentally and there is
little theory to guide. Such research tends also to explore
many variants of prediction systems often with many
different parameter settings. The consequence is many
results. This in itself is not necessarily problematic and
there are various statistical procedures for adjusting
significance thresholds accordingly. However what is less
clear and therefore more difficult is the stopping criterion;
at what stage should the researchers stop their experiments
and report results? And a related problem is should all
results be reported? There may be many intermediate
results. These kind of problems mean that selective
reporting can be difficult to address.
One approach to combat these biases is blinding the
analysis [11]. The idea is that by relabeling the different
treatments e.g., as predictor 1, 2, ... , n then the researcher
conducting the analysis of the results is no longer aware of
which is the new ‘pet’ technique nor which are the results
from benchmarks. Searching for a test or procedure that
yields statistical significance is less straightforward since it
is more difficult for the analyst to have a view as to what
results are ‘interesting’. Note that only the response
variables are blinded, therefore context descriptors will be
unchanged. We are unaware of this approach being used in
software engineering but there are examples in other
disciplines such as physics [1]. Note also that the technique
is not appropriate to other forms of empirical analysis such
as case studies and focus groups.
Clearly for blind analysis to be effective it requires a
minimum of two researchers. Figure 1 outlines the process
which we describe in more detail in subsequent sections.
Note that in our study Researcher 1 was BS and
Researcher 2 was MS. Thus the blinding was achieved as
follows. MS selected a data set. The application of the
different prediction systems to the data set was performed
by BS who then sanitised the treatment labels. Next the
results files were passed to MS who performed the
statistical analysis. Once this was complete BS revealed
the actual treatments which are described in Section 4.
The remainder of this paper reports on our experiences
of using blinding when experimentally evaluating a new
algorithm for feature weighting when using case-based
reasoning to predict software project effort.
3. EXPERIMENTAL DESIGN
The description follows the steps numbered within Figure 1.
Step 1: Researcher 1 determined four different
treatments or methods for software effort estimation using
various analogy or case-based reasoning (CBR) methods,
specifically:
1. Forward sequential weighting (FSW) uses continuous,
non-negative weights [24]
2. Forward sequential selection(FSS) uses binary weights,
thus a feature is selected or excluded
3. Case-based reasoning (CBR) uses all features equally
weighted
4. Na¨ıve prediction uses the sample mean.
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Figure 1: Experimental design and blind analysis process
These methods present a range of possible strategies for
analogy based effort estimation. A trivial or na¨ıve
approach is included in order to determine the extent to
which the more sophisticated techniques offer any value, in
other words a baseline we expect to be able to improve
upon.
In passing we note that elsewhere we have demonstrated
the dangers of not using proper benchmarks and how
researchers can be unaware that their methods in fact
perform less well than guessing [22]. CBR might be
thought of as the baseline well-established technique and
has been applied since the mid 1990s [23]. Subsequently
FSS has generally been found to be an effective
improvement over CBR; our systematic review found 16
out of 17 relevant primary studies reported positive results
[25]. Finally FSW is a recent improvement to FSS [24] that
uses an efficient algorithm to search for individual feature
weights.
The response variables are Standardised Accuracy (SA)
[22] and the absolute residuals to measure predictive
performance. MMRE is avoided due to its asymmetry and
bias towards prediction models that under-estimate [18, 9].
For this experiment a leave-one-out cross-validation
(LOOCV) procedure is employed [5]. Although
computationally intensive for larger datasets when using a
wrapper (because a new predictor has to be built for each
case or project in the data set being held out) there is the
advantage of the results being deterministic. By
comparison, m × n fold cross validation will depend upon
the random allocation of cases to the individual folds and
so there is often some variability in the results.
Step 2: The choice of data set(s) is made independently
by Researcher 2 without knowledge of the treatments. This
is because it could be known that some data sets might
particularly favour some SEE methods. It is a relatively
complex data set so will challenge a feature weighting
technique as there are a large number of cases and
features. The data set characteristics are shown in Table 1.
The Finnish data set has also been used for studies
focusing on meta-heuristic search for FSS e.g.,[17, 16].
This data set is characterised by a skewed distribution of
effort values as can be seen from the fact that the mean is
considerably greater than the median. A redacted version
of the data set is available from [8].
Step 3: The data set used in this study is the same data
set used by [17] which removed some features due to
missing values so as to ensure none of the projects had
missing values. Researcher 1 did not remove any outliers.
However, two projects had the actual effort being equal to
zero which is hard to interpret as meaningful, therefore
these were removed these two projects (so out of the total
of 407 projects 405 remain). Researcher 1 then applied all
the treatments (prediction methods) to the data set using
the archANGEL software tool (adapted to also compute
the FSW) and for each result computed the absolute
residual i.e, |yi − yˆi|.
4. EXPERIMENTAL RESULTS
Step 4: All statistical analysis of the results is based on
absolute residuals. These were provided with anonymised
treatment labels to Researcher 2. Note that for this
experiment we were using a repeated measures design and
there was no particular need to look at context variables or
experimental moderators. In other settings this might be
relevant, however, it is only the treatments labels that need
blinding consequently blind analysis does not inhibit richer
or more sophisticated analysis when appropriate.
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Figure 2: Boxplots showing residual distributions for
Finnish Data Set
Table 1: Descriptive statistics for the ‘cleaned’ Finnish data set
Data set No. of cases No. of features Min effort Max effort Mean effort Median effort
Finnish 405 44 55 63694 5031 2500
Step 5: However, there were a number of challenges
relating to the statistical analysis of the experimental
results. First, the distributions of the residuals are
extremely skewed and not amenable to simple
transformations (see the box plots of the absolute residuals
for the prediction systems PS1, . . . , PS4. in Figure 2).
Second, there are many ties (depending upon the
particular pairwise comparison this ranges between 114
and 168 out of 405 cases). Third the data are dependent
since we are comparing the performance of four different
predictors on the same data. Finally alpha needs
correcting since multiple pairwise comparisons or tests are
needed (in our case six, since there are four treatments).
Table 2: Comparing absolute residuals by prediction sys-
tem
Pred Mean abs Median abs
system residual residual
PS2 (FSW) 1911.5 701.9
PS4 (FSS) 2146.8 761.3
PS3 (CBR) 2645.7 1173.3
PS1 (Na¨ıve) 4438.5 3580.0
Step 6: Next Researcher 2 considered the questions of
confidence limits for the descriptive statistics such as
medians and then measures of effect size. Non-parametric
methods are required due to the non-normality of the
distributions of the absolute residuals.
The Harrell-Davis percentile estimator [10] with
bootstrap was used as an efficient, robust technique to
estimate the 95% confidence limits for the median (i.e., the
50th quantile) value of the absolute residuals (see Table 3).
If the intervals are compared it would seem some overlap,
for example, PS2 and PS4 and others do not, for example,
PS3 and PS1. Note that the treatments are listed in
decreasing order of performance so that smallest residuals
,and therefore best predictive performance, occur first. The
treatments are labelled for the reader’s convenience only as
this information was not available to Researcher 2 at the
time of the analysis.
Table 3: Harrell-Davis 50th percentile estimators for pre-
diction system absolute residuals
Pred Lower Upper Estimated
system bound bound median
PS2 (FSW) 581.8 848.1 711.4
PS4 (FSS) 676.6 913.76 772.7
PS3 (CBR) 1069.7 1712.9 1235.8
PS1 (Na¨ıve) 3370.7 3787.2 3597.7
The next part of the analysis was to turn attention to
effect size [6], in this case measured as ∆ which is defined
as the difference in the median absolute residuals for the
two treatments being compared and normalised by the
pooled standard deviation. This is reported in Table 4
along with the Standardised Accuracy (SA) of each
approach relative to guessing based on permutation (see
Shepperd and McDonnell [22] for details of the method).
Note even using the sample mean is 11% better than
guessing. To help interpret the effect sizes relative to
guessing, these could be characterised as ‘small’ (∼ 0.2) or
‘medium’ (∼ 0.5) and although not obtained, ∼ 0.8 might
be regarded as a ‘large’ effect size [2]. Analysed in this
fashion none of the SEE techniques can be seen as
particularly successful and is a powerful reminder of how
far we still have to go in pursuit of practical, effective SEE.
Table 4: SA and effect size ∆
Approach
Criteria
SA (%) ∆
PS2 (FSW) 62.16 0.427
PS4 (FSS) 57.48 0.395
PS3 (CBR) 47.40 0.326
PS1 (Na¨ıve) 11.42 0.078
Step 7: The basic descriptive analysis from Steps 5 and 6
suggests that the medians of the absolute residuals appear
to differ by treatment but this difference needs to be tested
using inferential statistics. Likewise Step 6 suggests that the
95% confidence limits from the medians do not all overlap
implying significant differences.
Unfortunately traditional non-parametric tests such as
Wilcoxon-Mann-Whitney can lack power [7], do not handle
ties well and are unlikely to be satisfactory [28]. For this
reason a robust test was used to compare differences in
marginal medians using Wilcox’s percentile bootstrap using
the R function dmedpb from the WRS library. Family-wise
errors arising from multiple testing were controlled using
Rom’s method since k < 10. For details see Wilcox [27].
The predictors are compared pairwise starting with the
greatest median difference. The probability of the median
difference = 0 is given by p. The upper and lower bounds
give the 95% confidence limits for the median difference
therefore for a significant difference one would not expect
the limits to straddle zero.
The analysis is shown in Table 5 in which the pairwise
comparisons between prediction systems are organised in
decreasing order of difference which facilitates the
application of Rom’s method which is based on the idea of
sequential rejection so that once a threshold has been
exceeded there is no purpose in testing for smaller
differences [28]. Again the results are presented unblinded
for the convenience of the reader.
Step 8: The results of the analysis therefore show that
whilst the new technique FSW outperforms the na¨ıve
Table 5: Pairwise comparison of median absolute residual
differences using Wilcox’s percentile bootstrap
Lower Upper Median
Test p bound bound difference
FSW v Na¨ıve ∼ 0 -2741.6 -2100.0 -2489.5
FSS v Na¨ıve ∼ 0 -2658.8 -1771.1 -2410.0
CBR v Na¨ıve ∼ 0 -2140.8 -1227.3 -1758.8
FSW v CBR ∼ 0 -457.4 -146.0 -252.7
FSS v CBR ∼ 0 -289.3 -58.9 -179.5
FSW v FSS 0.954 -0.5 0 0
sample mean and traditional CBR there is no significant
difference with FSS for this particular data set despite a
slightly superior effect size ∆ and SA value (see Table 4).
Thus we cannot argue the new feature weighting technique
is superior for this particular data set.
5. DISCUSSION AND CONCLUSIONS
Although the previous section describes the procedure
adopted by Researcher 2, in practice MS had a number of
decisions to make and no a priori reason to consider one
superior to another.
• The level of trimming to apply since trimming
provides a continuum of approaches from including
all observations in estimating population
characteristics to the other extreme of excluding all
but the central point, i.e., the median. Researcher 2
elected to use medians primarily because this is
common practice but other decisions might easily be
justified such as trimming 10% or 20% of each tail
[28]. If we apply a 20% trim (see Table 6) then this
yields a different set of results; specifically that there
is a significant difference between the absolute
residuals from FSW and FSS such that FSW would
be reported as significantly superior.
• The choice between Winsorized trimming and
trimming since Winsorizing involves the replacement
of values with the trimmed minimum or maximum as
opposed to discarding the values with trimming. The
impact of such as choice is unclear.
• The type and direction of the null hypothesis, for
example one could use one or two tailed tests.
Researcher 2 chose to use 2-tailed tests.
• How to correct alpha since methods range from
Bonferroni’s correction which is a conservative
method to methods such as Rom’s method as
adopted by Researcher 2.
• The choice of inferential test to compare medians is
again somewhat open even if we correctly restrict
ourselves to robust methods since these include
Cliff’s, Brunner-Munzel and Wilcox’s methods.
• Lastly, a small but subtle difference is median
difference between treatments or comparison of the
medians of the treatments
Table 6: Pairwise comparison of mean absolute residual
differences using Wilcox’s percentile bootstrap (Trimmed
means 0.2)
Lower Upper Median
Test p bound bound difference
FSW v Na¨ıve ∼ 0 -2764.5 -2219.7 -2492.1
FSS v Na¨ıve ∼ 0 -2652.0 -2098.0 -2375.0
CBR v Na¨ıve ∼ 0 -2112.9 -1511.9 -1812.4
FSW v CBR ∼ 0 -880.2 -479.3 -679.7
FSS v CBR ∼ 0 -769.8 -355.5 -562.6
FSW v FSS ∼ 0 -75.1 -59.0 -64.7
The decisions taken by Researcher 2, as previously
mentioned can lead to a different conclusion. For example,
Table 6 shows that using an analysis based on 20%
trimmed means results in p ∼ 0 for the pairwise
comparison of FSW v FSS (see the highlighted cell). This
strongly contrasts with Table 5 where the same test yields
p = 0.954. The consequence is that a ‘result’ may be
transformed from insignificant to significant by changing
the choice of interferential test. Thus in evaluating FSW v
FSS Researcher2 could easily and ‘correctly’ employ
trimmed means to evaluate FSW v FSS. Trimmed mean
looks to reduce the effects of outliers but in a less
conservative fashion than analysis based on medians which
in a sense is the most extreme form of trimming possible
since only the central observation is retained [28]. The
choice results in different conclusions for the evaluation of
FSW v FSS.
But our point is not which is the most appropriate
statistical approach to make comparisons between
experiment treatments but that if the analyst has a priori
expectations, and it’s difficult not to, then these can
influence the choice of technique and in a highly
non-random fashion. Blind analysis does not prevent
inappropriate analysis, it does, however, militate against
systematic use of statistical methods in order to yield
‘positive’ results.
So to summarise, it is relatively easy to change the
results of a statistical analysis without resorting to
scientific misconduct. This is particularly the case for null
hypothesis significance testing. For example moving to
trimmed means (0.2) has the impact on the results
transforming a not significant result (Table 5) in terms of
evaluating a new algorithm into a significant one (Table 6).
The basic principle of blind analysis was straightforward
to implement. The analyst was only provided with
residuals since actual predicted values could potentially
jeopardise the blinding for techniques such as using a
sample mean since all predicted values would be the same.
One advantage of the relatively meaningless values was
that the analyst (Researcher 2) could proceed in a
somewhat detached fashion.
As a means of reducing systematic bias in terms of
statistical and analysis decisions being made in order to
achieve particular types of outcome we believe blind
analysis has a great deal to commend it. However, it needs
to be stressed that blind analysis will not eliminate
statistical errors and poor practice but what it does
address is statistical procedures being systematically
selected on the basis of them yielding desired results.
In this paper we have described our experiences for a
single experiment. There is no control and n = 1. All this
demonstrates is that it is possible to manipulate results
without recourse to poor practice or scientific misconduct
and that it is straightforward to blind the analysis. Beyond
this our argument rests upon advocacy. Nevertheless, we
do argue that blind analysis should become normal practice
within empirical software engineering when dealing with
multiple treatments (and associated response variables) in
some experimental or quasi-experimental setting.
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