Abstract. In this paper we introduce and solve a class of optimal stopping problems of recursive type. In particular, the stopping payoff depends directly on the value function of the problem itself. In a multi-dimensional Markovian setting we show that the problem is well posed, in the sense that the value is indeed the unique solution to a fixed point problem in a suitable space of continuous functions, and an optimal stopping time exists. We then apply our class of problems to a model for stock trading in two different market venues and we determine the optimal stopping rule in that case.
Introduction
In this paper we introduce a class of optimal stopping problems whose stopping payoff is defined in terms of the value function of the problem itself in a recursive way.
To gain some intuition on the nature of the problem we consider an individual who is allowed to choose the entry time to one of two possible (investment) projects, say A and B, with random payoffs. If the individual chooses project A she immediately receives the corresponding payoff and the optimisation is over. Project B has the potential for larger revenues but it is subject to a higher degree of uncertainty. In particular, at the time when the individual chooses project B, she is not sure whether the project will succeed or not. The individual learns about the outcome of project B at a future (random) time and, if it is successful, she receives the associated payoff. If instead the project fails, the optimisation must start afresh. In this sense the individual needs to find the right balance between risk and returns, in order to maximize her gains.
This situation arises for instance in finance when an agent has the opportunity to trade in the standard stock exchange and in a dark pool. In the former, orders are executed (almost) instantaneously. In a dark pool instead, orders may not be executed but, if they are executed, revenues are higher. Another example is offered by the R&D department of a large firm. The department must decide between several possible research directions (two in our example). Some projects may be considered safer than others (in terms of their expected outcome) but not particularly innovative. On the contrary, the most innovative projects are typically associated to higher risk of failure.
In our class of recursive optimal stopping problems we consider a right-continuous, R dvalued strong Markov process X and denote by E x the expectation conditional upon X 0 = x. We want to find a continuous function v such that for every x ∈ R d v(x) = sup (τ,α) E x e −rτ ϕ(X τ )1 {α=0} + e −r(τ +ϑ) (pψ(X τ +ϑ ) + (1 − p)v(X τ +ϑ )) 1 {α=1} .
Here τ denotes the decision time and α indicates the project to be chosen (a precise definition of the admissible couples (τ, α) is given in Section 2). Functions ϕ and ψ are real-valued, continuous, with ψ ≥ ϕ. These represent the revenues associated to project A (corresponding to α = 0) and to project B (corresponding to α = 1), respectively. The random variable ϑ is the delay associated to the output of project B (the riskier one) and p ∈ [0, 1] is the probability of a positive outcome for such project. Notice that at time τ +ϑ the optimiser learns if project B has succeeded, hence whether the optimization is over or needs to start afresh. In Section 2 we associate ϑ to a general cumulative distribution function F : R + → [0, 1].
In the paper we first show that the problem above is equivalent to a recursive problem of stopping only (see Lemma 2.4) . Using this fact we prove that (1) admits a unique fixed point v in a suitable Banach space of continuous functions. Furthermore there exists an optimal couple (τ * , α * ) and the value function v fulfils suitable (super)martingale properties (see Theorem 3.1 and Lemma 2.4).
In order to investigate in more detail the structure of optimal strategies for this class of problems, we consider an example where X is a two-dimensional geometric Brownian motion and the functions ϕ and ψ are affine. In this case we show that the state space can be reduced to one dimension (Proposition 4.3) thus allowing for a more explicit description of the geometry of the stopping set (Theorem 4.10 and Corollary 4.11). Further, we prove that the value function v is continuously differentiable (in both state variables) so that smooth-fit holds at the boundary of the stopping set. The latter feature was never observed in this class of problems. Finally, we characterise the value function v as the unique solution of a suitable free boundary problem (Proposition 4.12).
To the best of our knowledge the class of problems that we introduce and solve has never been addressed in the mathematical literature. Some loose links can be drawn to control problems featuring recursive utility, optimal multiple stopping problems and some impulse control problems with delay. However motivations and settings are very different as briefly explained below.
The study of control problems with recursive (intertemporal) utilities was initiated with the work of Epstein and Zin [10] in a discrete time setting and was later extended to continuous time models (see, e.g., Duffie and Epstein [8] ). Recursive preferences were introduced to model investors' impatience and found applications in problems of asset pricing and optimal portfolio/consumption decisions. The idea is that the utility process of a given consumption strategy is defined recursively through an aggregator function which is used to combine an agent's current consumption level with the utility of the future consumption stream. We are not aware of extensions of this theory to problems of optimal stopping.
Problems of optimal multiple stopping were motivated by applications to swing options in the commodity market. A swing contract allows the buyer to exercise a sequence of n American options with a fixed minimum time lag between two subsequent rights of execrise. A rigorous mathematical formulation was given in Carmona and Touzi [3] and a more recent account of further developments in the area can be found in the introduction of De Angelis and Kitapbayev [7] . In general, a swing contract with n rights has a payoff that depends on the value of the same contract with n − 1 rights. In this sense there is a recursive formulation of the problem. However, the recursion is of a different type to the one that we introduce in (1) , where the payoff depends directly on the value for the same problem. As an extreme case, a swing contract with infinitely many rights of exercise can be seen as a problem of optimal stopping whose payoff depends on the value function itself. We can formally reduce our problem (1) to that setting by taking both indicator variables equal to one, ψ = 0, p = 0 and by fixing a deterministic ϑ > 0 (i.e., taking F in our formulation as a Dirac delta).
Bayraktar and Egami [1] study a particular class of impulse control problems with delay that they rewrite with a recursive formulation. In their work an impulse exerted at a (stopping) time τ shifts the state dynamic to a different point in the state space after a (deterministic) delay ∆. At this point the controller is faced with the same optimisation but starting from a different point in the state space. In [1] authors consider a one dimensional controlled diffusion and restrict the class of admissible strategies to so-called threshold strategies (i.e., upon hitting a level b the process is shifted downwards to a new level a < b, after the delay ∆). These assumptions allow them to adopt direct solution methods, often used in stopping problems for one-dimensional diffusions and based on a characterisation of the value via excessive functions (see, e.g., Dynkin and Yushkevich [9] and more recently Dayanik and Karatzas [6] ). However, those techniques cannot be generalised to our multi-dimensional setting. Moreover, even if we restrict to X ∈ R, the random delay time in (1) implies that we have no control on the value of X τ +ϑ so that the ideas used in [1] concerning threshold strategies do not apply to our setting.
The example that we consider in Section 4, with a two-dimensional process, is motivated by stock trading in the standard exchange and in a dark pool. Dark pools are alternative trading venues where information about prices and market depth 1 are hidden to traders. Compared to the exchange market, trading in the dark pool has some benefits. For instance, orders are executed at a more favourable price (typically the mid-price between the bid and ask prices) and they are not subject to price impact. However, orders placed in a dark pool are not publicly observable and traders only learn with a delay whether these are executed or not.
Several papers consider the problem of a trader who can invest in the standard exchange and in a dark pool. This literature is mainly motivated by problems of optimal liquidation and aims to study features like the effect of liquidity and market impact on the optimal liquidation strategy (see, e.g. Kratz and Schöneborn [13] , Kratz and Schöneborn [14] , Crisafi and Macrina [5] and references therein). An in-depth analysis of trading mechanisms in dark pools falls outside the scopes of our paper. Instead, we suggest a simple model that draws from the class of recursive stopping problems studied in this work, with the aim to inform future more focussed applications. In particular, in our example an investor holds a certain number of shares of a stock and wants to find the best time to sell the whole inventory with a single trade. In this framework we can fully characterise the optimal trading rule in terms of the first time the underlying two-dimensional process exits a cone in the plane.
The paper is organised as follows. In Section 2 we give the main modelling assumptions, we introduce the recursive optimal control/stopping problem and we establish its equivalence to a recursive problem of optimal stopping only. In Section 3 we prove that the stopping problem is well-posed and that an optimal stopping time exists. The application to trading in the dark pool, using a two-dimensional geometric Brownian motion, is illustrated in Section 4. In particular, the optimal trading boundaries and regularity properties of the value function are given in Section 4.2. Finally, a short technical Appendix concludes the paper.
Modeling framework and problem formulation
We fix a probability space (Ω, F, P) endowed with a right-continuous and complete filtration F = (F t ) t≥0 with F ∞ = t≥0 F t =: F. Let X = (X t ) t≥0 be a time-homogeneous rightcontinuous, with left limits, strong Markov process, taking values in R d , that can be realised as a stochastic flow (t, x) → X x t , so that X x 0 = x, P-a.s. We denote P x ( · ) := P( · |X 0 = x) and, for any integrable functional f on the space of right-continuous paths in R d , we denote
Moreover, thanks to strong Markov property we can also write E Xτ [f (X · )] = E[f (X τ +· )|F τ ] for any F-stopping time τ . Finally, we let ϑ be a non-negative random variable, independent of X, with cumulative distribution F (·).
In what follows we consider a constant discount factor r > 0, a parameter p ∈ (0, 1) and functions ϕ : R d → R + and ψ : R d → R + with ϕ ≤ ψ on R d . We denote by T the set of F-stopping times and define the set of admissible control/stopping pairs as
Let | · | d denote the Euclidean norm in R d , let x i be the i-th coordinate of x ∈ R d and adopt the convention that
for any Borel-measurable function f : R d → R, each x ∈ R d and any τ ∈ T .
Our objective is to solve the following problem.
The optimisation problem in (2) describes situations in which the stopper can choose between a payoff ϕ(X) at time τ , or a larger payoff ψ(X), which will only be attained with probability p ∈ (0, 1) at a future random time τ + ϑ. If the stopper opts for ψ(X) and the payoff is not attained (which occurs wit probability 1 − p) then the optimisation must start afresh (at the time τ + ϑ when the outcome is revealed).
It is intuitively clear that in choosing her strategy the stopper will need to keep track of multiple sources of uncertainty. As usual there is an underlying stochastic dynamic X and a discount factor that penalises waiting. Additionally to that, one must account for the relative convenience of ψ compared to ϕ, which needs to be 'weighted' with the risk of an unsuccessful transaction and the random waiting time after the decision to stop.
Remark 2.1 (Extensions and standard optimal stopping).
(a) The problem formulation above may be extended to accommodate specific applied situations. While it is difficult to concisely account for all such possible extensions, we note that in (2) one could add a fixed cost c > 0 that further penalises the negative outcome in case α = 1, by taking (1 − p)(v(X x τ +ϑ ) − c). This tweak does not affect the analysis and the results in the rest of the paper and we set c = 0 for simplicity. (b) If we take p = 0 and P(ϑ = 0) = 1 we reduce to a classical optimal stopping problem with gain function ϕ. Then equation (2) can be interpreted as a version of the dynamic programming principle, where at each stopping time τ the optimiser can decide whether to stop (α = 0) or to continue (α = 1).
Next we introduce the set
where
is a Banach space (the proof of this fact is given in Appendix for completeness).
Remark 2.2. The case in which X is a two-dimensional geometric Brownian motion will be considered in Section 4. In that setting the process is bound to evolve in R 2 + and we will consider the space A + 2 defined as in (3) but with R 2 + in place of R d . Next we give standing assumptions on the process X and on the payoff functions. (i) There exists ρ ∈ (0, 1) such that the process ( X t ) t≥0 defined by
(iii) for any x ∈ R d and any sequence (x n ) n≥0 converging to x, it holds
(iv) functions ϕ and ψ belong to A d (with ϕ ≤ ψ).
Notice that if X is a solution to a stochastic differential equation whose coefficients have sublinear growth we can always find a constant r > 0 sufficiently large to guarantee that (i) and (ii) in Assumption 2.3 hold. If moreover the coefficients are Lipschitz continuous, then (iii) also holds for suitable r > 0 (these claims can be verified adapting the proofs of [15, Thm. 9 and Cor. 10, Ch. 2, Sec. 5] to e −rt X t ).
In Section 3 we will often use that since the process X in (i) of Assumption 2.3 is a nonnegative supermartingale, then it is a supermartingale for t ∈ [0, ∞] and optional sampling theorem gives We now prove that Problem 1 has an alternative characterisation in terms of a problem of optimal stopping only. To this end we introduce the following optimisation.
Problem 2. Find a continuous functionṽ :
where for any continuous function f :
is a solution of Problem 1 if and only if it solves Problem 2. Moreover, if Problem 2 has a solution and admits an optimal stopping time τ * , then the couple (τ * , α * ), with α * := 1 {(Λv)(Xτ * )>ϕ(Xτ * )} , is optimal for Problem 1.
Proof. Assume v is a solution of Problem 1. From (2), using independence of ϑ and X we obtain
Since α is F τ -measurable, using Fubini's theorem, the strong Markov property of X and (6) we get
Now, we can use the tower property of conditional expectation and (8), in the right-hand side of (7), in order to obtain
Equality in (9) is obtained by choosing the Markovian control α(x) = 1 {(Λv)(x)>ϕ(x)} . Optimality of the couple (τ * , α * ) then follows as well.
Lemma 2.4 allows us to use equivalently the problem formulation given in either (2) or (5). In the rest of the paper we will mainly focus on the study of (5) and we setṽ = v throughout.
Existence of a value
In this section we prove that Problem 2 (hence Problem 1) is well-posed. That is, the value function v in (5) (and equivalently v in (2)) is uniquely determined as a fixed point in A d , an optimal stopping time exists in (5) and therefore an optimal pair (τ * , α * ) exists in (2), due to Lemma 2.4. In order to do this we introduce the operator Γ given by (Γf )(x) := sup
for every continuous function f : R d → R + , where Λ is defined in (6) . Equation (10) defines an optimal stopping problem for each f ∈ C(R d ; R + ).
Our goal is to prove the following result.
Theorem 3.1. Problem 2 admits a unique solution v ∈ A d . Moreover, the stopping time
is optimal for (5), the process
is a right-continuous (non-negative) P x -supermartingale and the process
is a right-continuous (non-negative) P x -martingale, for any x ∈ R d .
The proof of Theorem 3.1 requires intermediate steps in order to show that the operator Γ is a contraction in A d . First we show in Lemma 3.2 that the operator Λ maps A d into itself. Second we prove in Lemma 3.3 that an optimal stopping time exists in (10) and that Γf is lower semi-continuous for each f ∈ A d . Finally we show in Lemma 3.4 that Γf is also upper semi-continuous for each f ∈ A d , and hence continuous. The section closes with the proof of the contraction property of Γ.
where we first used triangular inequality and then, in the final step, we used Jensen's inequality and condition (i) in Assumption 2.3. Consequently Λf A d < ∞. Second, it follows from (ii) and (iii) in Assumption 2.3 that for every x ∈ R d and any
for all t ∈ [0, ∞). Therefore, by dominated convergence and continuity of ψ and f we get that
Lemma 3.3. For every f ∈ A d , the stopping problem in (10) is well-posed in the sense that
is an optimal stopping time, the function Γf is lower semi-continuous, the process
is a right-continuous (non-negative), P x -supermartingale and the stopped process
is a right-continuous (non-negative), P x -martingale, for any x ∈ R d . Proof. Fix f ∈ A d . By Lemma 3.2 it is immediate to see that x → max{ϕ(x), (Λf )(x)} is continuous and there exists a constant c > 0 (14) we get
Since the payoff process t → max{ϕ(X x t ), (Λf )(X x t )} is continuous and non-negative, we can apply results from optimal stopping theory (see, e.g., Karatzas and Shreve [11, Appendix D] ) that guarantee that τ f * as in (11) is indeed optimal and the (super)-martingale properties (12) and (13) of the discounted value process hold.
Moreover, for any fixed τ ∈ T given and fixed, the mapping
is continuous thanks to (iii) in Assumption 2.3 and an application of dominated convergence. Then Γf is lower semi-continuous as supremum of continuous functions.
Lemma 3.4. For every f ∈ A d and x ∈ R d given and fixed, we have (15) for any sequence (x n ) n≥1 such that x n → x as n → ∞.
and let (x n ) n≥1 be a sequence such that x n → x as n → ∞. With no loss of generality we can assume |x n | d ≤ 1 + |x| d for n ≥ 1. In order to simplify notation we set G(x) := max{ϕ(x), (Λf )(x)}, so that G ∈ A d by Lemma 3.2.
Thanks to Lemma 3.3, for any x n there exists an optimal stopping time τ n := τ f * (x n ) for the problem in (10) with value function (Γf )(x n ). Take an arbitrary deterministic time S > 0, then we have
For the second term, using Hölder inequality, the growth condition on G ∈ A d and (i) in Assumption 2.3 (see also (4)) we obtain
where in the final inequality we have used that
Notice that the constant c 1 > 0 is independent of S and n.
Next we consider the first term in the last line of (16). We fix m ≥ 1 and define the stopping times σ m n := inf{t ≥ 0 :
and we need to study separately the two terms
For the first one we notice that, given an arbitrary η > 0, there exists ε η,m > 0 such that
where the supremum is taken over all |x| d ≤ m, |y| d ≤ m, such that |x−y| d ≤ ε η,m . Moreover, due to (iii) in Assumption 2.3, for any given δ > 0 we can find N δ,S,η,m ≥ 1 such that
and for simplicity denote E = E n,S,η,m . Using Hölder inequality, (i) in Assumption 2.3 and estimates similar to those in (17), we obtain
where the constant c 2 > 0 is independent of δ, η, n, m, S. Likewise, for the other term we obtain
It is convenient to find an upper bound for P(σ m n < S). By sub-additivity of P, Markov inequality and (ii) in Assumption 2.3 we obtain
Both the constants c 3 , c 4 > 0 are independent of n, m, S (since x n and x lie in a compact). Combining (16), (17), (18), (19) and (20) we get, for all n ≥ N δ,S,η,m
where c := max{c i , i = 1, . . . , 4}. Hence, in particular lim sup
Keeping S fixed and letting η, δ → 0 and m → ∞ gives lim sup
Finally, letting S → ∞ we obtain (15).
We are now ready to prove Theorem 3.1.
Proof. (Proof of Theorem 3.1)
We only need to show that Γ is a contraction in A d . Optimality of τ * and the (super)martingale property of the value function v will then follow from Lemma 3.3, upon choosing f = v in all statements. First we prove that Γ maps A d into itself. Fix f ∈ A d and recall that, by Lemma 3.3 and Lemma 3.4, the mapping x → (Γf )(x) is continuous from R d to R + . Then, since ϕ ∈ A d , using Lemma 3.2 and Cauchy-Schwartz inequality, for any τ ∈ T , we obtain To prove that Γ is a contraction, take f ∈ A d and g ∈ A d and denote by τ f * and τ g * the optimal stopping times as in (11) for Γf and Γg, respectively. Fix
where in the first inequality we use that τ f * is sub-optimal for (Γg)(x) and z → max{ϕ, z} is 1-Lipschitz, in the second one we use Jensen's inequality and in the final one we use (i) in Assumption 2.3.
Using the same argument, with τ g * in place of τ f * we also obtain
and therefore, combining (22) and (23), we get
Taking the supremum over x ∈ R d in (24) leads to
Moreover, for every fixed x ∈ R d , using triangular inequality and Jensen's inequality we get
where the last inequality uses (i) in Assumption 2.3. From (26) we deduce (Λf )
Since p ∈ (0, 1), the operator Γ is a contraction and the proof is complete.
The arguments of proof employed above require no assumption on the cumulative distribution function F . However, there is one particular case which deserves a comment. Intuitively, if the payoff ψ(X) is revealed with no delay, i.e. P(ϑ = 0) = 1, the optimiser would always choose α = 1 in (2). Indeed, if ψ(X) is not achieved on the first attempt (i.e., with probability 1 − p) the investor learns about it immediately and she will instantly stop again and choose α = 1. Formally, this mechanism continues (instantaneously) until the payoff is attained. Then our problem reduces to a standard stopping problem with gain function ψ. These heuristics are confirmed in the next corollary.
Proof. From Theorem 3.1 we know that v is well defined and v ≥ ϕ. Then by using that F (0) = 1 and ψ ≥ ϕ we have max{ϕ(x), (Λv)(x)} = max{ϕ(x), pψ(x)
Using (28) we get
and choosing τ = 0 we also obtain v(x) ≥ pψ(x) + (1 − p)v(x). Therefore v ≥ ψ and (29) gives
For the reverse inequality we recall that t → e −rt v(X t ) is a P x -supermartingale (Theorem 3.1), so that
Rearranging terms in the expression above and combining it with (30) leads to (27).
Application to stock trading with the dark pool
In this section we discuss an application to a financial framework of the recursive optimal stopping problems introduced above. We consider a trader who wants to sell a certain number of shares of a stock, in a single transaction. At any (stopping) time the trader may decide to sell the whole inventory in the traditional market exchange or in a dark pool. Since we do not allow for gradual liquidation, with no loss of generality we will later assume that the inventory consists of a single share.
The execution of orders in the two markets obeys different mechanisms and the sale prices are also different. On the standard exchange the order is certainly executed instantaneously, whereas in the dark pool orders are executed only with some probability p ∈ (0, 1) and with a delay which can vary across different orders. This means that with probability 1 − p the order is not executed and the trader learns about the outcome of the trade some time after the order was placed. Hence it is reasonable to model such delay with a random variable ϑ.
We denote by S = (S t ) t≥0 the (non-negative) bid price process. Sales in the standard exchange are subject to price impact and, in order to account for this feature, we say that the sale price of the stock in this market, at time τ , is γS τ with γ ∈ (0, 1] a given constant. Since the trader is interested in a single sale for a fixed number of shares, the use of a fixed (proportional) price impact (given by γ) seems a reasonable choice that leads to a tractable model.
In the dark pool the stock can be sold at a more favourable price (typically the mid price between bid and ask) with no price impact. Hence, we let K = (K t ) t≥0 be a non-negative process representing a spread on the bid price. If an order placed in the dark pool at time τ is executed, the trader receives S τ +ϑ + K τ +ϑ at time τ + ϑ. Alternatively, if the order is not executed the trader must start her optimization afresh.
4.1.
Setting and reduction to one dimension. Let (Ω, F, P) be a probability space and consider two independent Brownian motions (B 1 t ) t≥0 , (B 2 t ) t≥0 . Let F be the natural filtration generated by B 1 and B 2 , completed with P-null sets. We model the price process S and the spread K by correlated diffusions as follows:
where µ 1 , µ 2 ∈ R and σ 1 , σ 2 > 0 are constants and ν ∈ [−1, 1].
The problem formulation corresponds to that of Section 2 where X = (S, K), ϕ(X) = γS and ψ(X) = S + K, so that equation (2), and its equivalent formulation given in equation (5), read as
In this setting, for any continuous function f :
and the second equality in (33) holds because of Lemma 2.4. Note that, in this example, the processes S and K are positive and our state space is R 2 + . Then, instead of working on the Banach space A 2 , we can consider the space A Remark 4.1. In this setting, if r > µ i + σ 2 i /2 for i = 1, 2, then Assumption 2.3 is fulfilled. However, due to the explicit form of the processes involved, one could repeat arguments as in Section 3 to prove that a fixed point can be found in the space
, under weaker conditions than those in Assumption 2.3. In particular it would be sufficient to require that (i) of Assumption 2.3 holds for S s t + K k t in place of |X x t | 2 d . This would then imply that (33) is well defined as soon as r > µ i , i = 1, 2.
In light of the above remark, and in order to avoid repetitions, here we simply assume that r > µ i + σ 2 i /2 for i = 1, 2 so that all results from Section 3 apply to the current setting. Moreover, with no loss of generality we take γ = 1 in (33), for notational simplicity. It will be clear that all results below also hold for any other γ ∈ (0, 1).
The problem stated in (33) has some interesting features. The first one is that the value function is homogeneous in s, as shown in the next lemma.
Proof. Since v is the unique fixed point of the operator Γ defined in (10), for any f 0 ∈ A + 2 , setting f n+1 = (Γf n ) for n ≥ 0, we have
where the limit is taken in A + 2 . Therefore, homogeneity of v in the s variable holds if such property is satisfied by f n , for every n ∈ N.
We proceed by induction and assume that f n is homogeneous in s, i.e. f n (s, k) = sf n (1, k/s).
Hence, f n+1 is also homogeneous in the s variable, which concludes the proof thanks to (35).
In the next proposition, we use Lemma 4.2 and the dynamics of S and K (see (31)- (32)) to reduce the dimension of the state space. For this we consider a process Z defined as the unique strong solution of
with initial condition Z z 0 = z > 0, whereB := (B t ) t≥0 is the P-Brownian motion given by
for t ≥ 0, and we define β 1 := σ 2 ν − σ 1 and β 2 := σ 2 √ 1 − ν 2 . Then we also introduce the operator
for any g ∈ A + 1 , where A + 1 is defined as in (34) but replacing R 2 + by R + . The operator Π plays the role of the operator Λ from (6) but in the one dimensional setting.
Similarly to (10), for any g ∈ A + 1 we also define the operatorΓ (Γg)(z) := sup
Since r > µ 1 + σ 2 1 /2, it would not be difficult to adapt the proofs from the previous sections to show thatΓ admits a unique fixed point in A + 1 . However, we follow a slightly different line of arguments.
In Propositiom 4.3 below we formulate an optimal stopping problem equivalent to (33) in the reduced state space. Proof. It is easy to check that u ∈ A + 1 using that v ∈ A + 2 and Assumption 2.3. For the remaining claim, the idea is to use a change of measure induced by the dynamic of the processẐ defined asẐ t := K t /S t , for t ≥ 0. Here some care is needed due to possibly infinite stopping times.
For an arbitrary deterministic T > 0 we define a probability measure Q on F T , with density dQ dP F T := e
The measures Q and P are equivalent on F T and by Girsanov Theorem B Q t := B 1 t − σ 1 t is a Q-Brownian motion for every t ∈ [0, T ]. Then, applying Itô formula toẐ t = K t /S t , under Q we obtain
where β 1 and β 2 are as in (37) and B Q is the Q-Brownian motion given by
Comparing (41) to equation (37), it is clear thatẐ under Q has the same law of Z under P, i.e.
where the first equality comes from (43), the second one from the change of measure and the final one from (42). Recalling (39), it is natural to set
Next, we want to prove that
We give the full argument of (46) for (Γ T u) as the computations for v T are analogous.
First, (Γ T u) ≤ (Γu) on R + since stopping times in (44) are bounded by T . Second, T → (Γ T u) is increasing as the set of admissible times increases. Then
For the reverse inequality we notice that, for any stopping time τ , Fatou's lemma and continuity of the gain process give
Hence, (47) and (48) Uniqueness of the fixed point for u follows from uniqueness of the fixed point for v.
Thanks to Proposition 4.3 we know that the recursive stopping problem
is well-posed and, recalling also Theorem 3.1, we obtain a simple corollary. 
is optimal for (50). Moreover, the process
is a continuous (non-negative) P z -supermartingale and the process
is a continuous (non-negative) P z -martingale, for any z ∈ R + .
Let us choose f 0 ∈ A + 2 such that f 0 (s, k) = sf 0 (1, k/s). For n ≥ 0, set f n+1 = (Γf n ) and g n (z) := f n (1, z) for z ∈ R + . We can easily check that g n ∈ A + 1 since f n ∈ A + 2 . Moreover, (36) implies that f n+1 (s, k) = sf n+1 (1, k/s) = sg n+1 (z). Hence, repeating the argument of proof of Proposition 4.3, we obtain
The next is a simple corollary of (52) and of the fact that Γ (and henceΓ) is a contraction. (a) (Asymptotic growth). Recalling that r > µ 1 ∨ µ 2 and using the explicit form of the solution of (37) we have
Then, combining (53) with the fact that u ∈ A + 1 (i.e., u has sublinear growth) we get lim sup t→∞ e −(r−µ 1 )t u(Z t ) = 0, P z -a.s., for all z ∈ R + . (54) (b) (Supermartingale property). From (38), using Fubini's theorem and the strong Markov property we have
for any stopping time τ ∈ T . Now, t → e −(r−µ 1 )t (1 + Z t ) and t → e −(r−µ 1 )t u(Z t ) are non-negative and uniformly integrable supermartingales by Assumption 2.3 and Corollary 4.4. Hence, they are supermartingales on [0, +∞]. Moreover, for s ≥ t we have {τ + t ≤ s} ∈ F s−t ⊆ F s , so that τ + t is a stopping time in T . Then the optional sampling theorem gives
for any τ ∈ T .
4.2.
Optimal boundaries and smooth-fit. In this section we aim to study additional propertes of the solution u to the one dimensional problem (50) that will enable to characterize the optimal stopping rule (for both the one dimensional and the original two dimensional problem) in terms of two optimal boundaries. Moreover we will prove that u ∈ C 1 (R + ), hence v ∈ C 1 (R 2 + ). The first result shows monotonicity and convexity of u. Proof. It follows from Corollary 4.5 that u = lim n→∞Γ g n in A + 1 . Thus, it is sufficient to show that if g n is non-decreasing and convex thenΓg n inherits such properties.
Step 1. (Monotonicity.) Assume that g n is non-decreasing. Then by (37) and (38) we get that Πg n is also non-decreasing. This implies that z → max{1, (Πg n )(Z z τ )} is nondecreasing for any τ ∈ T given and fixed, and hence, by comparison arguments we have that z → g n+1 (z) = (Γg n )(z) is non-decreasing as well.
Step 2. (Convexity.) Assume that g n is non-decreasing and convex. From (37) and (38) we immediately see that Πg n is convex too. Then, z → max{1, (Πg n )(z)} is convex and non-decreasing. Let us now consider z 1 < z 2 and λ ∈ (0, 1), and set z λ = λz 1 + (1 − λ)z 2 .
Using convexity of max{1, (Πg n )}, linearity of z → Z z τ (for τ ∈ T given and fixed) and the inequality sup(a + b) ≤ sup(a) + sup(b) we derive
Monotonicity and convexity of u follow from the two steps above.
The advantage of dealing with a convex function (of one variable) is that its first derivative has at most countably many points of discontinuity. We will now show that higher regularity holds for our value function.
Proposition 4.8. We have that u ∈ C 1 (R + ).
Proof. The proof relies on an application of Itô-Tanaka-Meyer formula (see Protter [16, Thm. 70, Ch. IV]) and the supermartingale property of the value function u. Assume there existsz ∈ R + such thatc
where u (z±) are the right/left-derivatives of u at a point z. Denote ζ ε := inf{t ≥ 0 : Zz t / ∈ (z−ε,z+ε)}, for ε > 0 given and fixed. Then for any t ∈ (0, 1) we have
thanks to Itô-Tanaka-Meyer formula, where (L a t ) t≥0 is the local time of the process Z at a point a ∈ R + , u is understood as a non-negative measure, the left-derivative u (z−) is well defined by convexity and the martingale term has been removed.
We now notice that u is locally bounded since it is of bounded variation on R + (Proposition 4.7) and u is bounded on [z − ε,z + ε] by continuity. Then, using (56) and (57) we get
where c ε > 0 is a suitable constant independent of t. In the limit as t → 0 one has E[Lz t∧ζε (Zz)] ∼ √ t and E [t ∧ ζ ε ] ∼ t (see, e.g., eqs. (34) and (35) in [7] ). Hence the positive term in (58) dominates and
for sufficiently small t ∈ (0, 1). This inequality violates the supermartingale property of u, thus implying thatc = 0.
Next, we will use properties of the value function u to describe the geometry of the continuation and stopping region for the one dimensional problem (50). By monotonicity of u (and of Πu) and noticing that (Πu)(z) ↑ +∞ as z → ∞, it is clear that there exists at most a unique point z 0 < ∞ such that (Πu)(z 0 ) = 1. To be more precise we set
We want to show that z 0 > 0. Lemma 4.9. We have z 0 > 0 if and only if F (0) < 1.
Proof. We observe that since (Πu)(z) is increasing and continuous, then (Πu)(0) < 1 if an only if z 0 > 0.
Step 1. (z 0 > 0 ⇒ F (0) < 1.) Assume z 0 > 0. Then (Πu)(z) < 1 for z ∈ [0, z 0 ). However, from Corollary 3.5 we know that if F (0) = 1 it must be (Πu)(z) = p(1 + z) + (1 − p)u(z) ≥ 1 for all z ≥ 0 (see (28)), where the final inequality uses u ≥ 1. Hence we reach a contradiction and F (0) < 1.
Step 2. (z 0 > 0 ⇐ F (0) < 1.) Let us assume F (0) < 1 and let us prove (Πu)(0) < 1. Recall that u = lim n→∞Γ g n (see Corollary 4.5). First, we show that if g n (0) = 1 then z n 0 > 0, where z n 0 := inf{z ∈ R + : (Πg n )(z) > 1}. By dominated convergence, letting z ↓ 0 and using that Z z t ↓ 0, P-a.s., for all t ≥ 0 we obtain (Πg n )(0) := lim
where the final inequality uses r > µ 1 , F (0) < 1 and g n (0) = 1. This establishes z n 0 > 0. Second, we show that g n+1 (0) = (Γg n )(0) = 1. Using again dominated convergence and that Z z τ ↓ 0 as z → 0, P-a.s., for any τ ∈ T given and fixed, we find (Γg n )(0) := lim
Finally, letting n → ∞ in the last equation we also deduce u(0) = 1. Then, by the same argument as in (60) we get that (Πu)(0) = lim z→0 (Πu)(z) < 1, which concludes the proof.
Next, we will characterize the geometry of the stopping set. We denote by The results of Theorem 4.10 and Corollary 4.11 have the following interpretation. First of all we notice that holding the asset is penalised by effect of discounting (since r > max{µ 1 , µ 2 }). Then the trader is unwilling to delay the sale for too long, irrespectively of how low/high the stock price is. Second, our model suggests that what matters in the trader's decision is the ratio between the spread and the stock price. If the ratio between K and S is very low (below a * ), the trader sells the stock in the standard exchange; indeed, in this case there is no additional benefit in attempting a sale in the dark pool, where the risk of a failed transaction is not compensated by a sufficiently large spread. If instead the ratio between the spread and the bid price is large (above b * ), the trader is willing to take on the additional risk and attempts a sale in the dark pool, see Figure 1 .
Finally, we comment on the fact that z 0 ∈ C (see (59)). When the spread-price ratio equals z 0 the trader is faced with an extremely uncertain market condition. Indeed, by definition z 0 is such that s = (Λv)(s, z 0 s). That is, at z 0 the payoff from a sale in the standard exchange market is equal to the expected one from a sale in the dark pool. Hence, it is natural for the trader to wait a little longer and see how the market is going to behave.
4.3.
Free boundary formulation and final remarks. Due to continuity of u and thanks to standard optimal stopping theory we know that u is in fact C 2 in the continuation set C and it satisfies
where L Z is the generator of Z, that is
Now, notice that u ∈ C 1 (R + ) implies that Πu ∈ C 1 (R + ). The explicit dependence of the solution to equation (37) on its initial point and an application of dominated convergence theorem allows to write (Πu) (z) = (ii)û ≥ max{1, (Πû)} on R + , withû(z) > max{1, (Πû)(z)} iff z ∈ (â,b); (iii) the conditions below hold assume that there is a compact U ⊂ R d such that x 0 ∈ U and (x k ) k∈N ⊂ U . Fix ε > 0, then for any n ≥ N ε we have
where c U := [2 sup x∈U (1 + |x| 2 d )] 1/2 . Taking limits as k → ∞ we prove continuity, thanks to arbitrariness of ε.
