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1. INTRODUCTION 
In recent years considerable attention has been given to a class of linear 
control problems known as minimum effort problems. There are various 
approaches to the problem and many generalizations. In 1962, Neustadt [l] 
formulated the minimum effort problem, and in 1964 he extended this 
problem to a formulation in Lebesque spaces. Also in 1962, Reid [2] con- 
sidered a problem of this type and again the setting was in Lebesque spaces. 
Reid and Neustadt both attacked the problem by transforming the mini- 
mum norm problem to an equivalent finite moment problem. 
In 1966, Porter and Williams [3] formulated the minimum effort control 
problem in an abstract Banach space and applied classical techniques of 
functional analysis to analyze the problem. In [4], Minamide and Nakamura 
considered a problem which includes as special cases the minimum effort 
problems and a class of approximation problems. The method of Minamide 
and Nakamura is very geometric and informative. 
In this paper, we present a problem which is a direct generalization of 
Problem (P) in [4], and an existence result. The problem is formulated without 
any references to topological structure, and we prove the existence of an 
optimal solution by applying an affine separation theorem. We take this 
abstract approach for two reasons. 
The abstract approach is geometric and provides insight into the structure 
of the problem. Also, this geometric approach illustrates that affine separation 
is sufficient in many existence proofs while, in general, continuous supporting 
functionals are needed to discuss necessary conditions. 
Moreover, there is no requirement that the operators be continuous, and 
hence the results obtained may be applied without “solving” the “state 
equations.” 
* This research was supported by the National Science Foundation under Grant 
No. GP 28931x2. 
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2. PRELIMINARIES 
Let X be a real vector space and J: X --+ (- CO, + co] a function such that 
J(x) < + co for at least one x E X. Such a function is said to be convex if 
J&l + [I - 4 4 G Jh) + P - Al I(4 (2.1) 
for all x1 , x, E X, and X E (0, 1). 
A point 5 E X is said to be a core point of a set K _C X if, for each x E X 
with x # .$, there is a y E (0, 1) such that, if 0 < h ,< y, then /\x + [l - h] f 
belongs to K. The set of all core points of K is called the core of K and will 
be denoted by core K. 
Remark 2.1. If X is a linear topological space and K _C X is convex, then 
it follows that the interior of K is a subset of core K (see [5, 61). However, 
consider the following. 
EXAMPLE 2.1. Let Y = CIO, l] be the Banach space of real-valued con- 
tinuous functions on [0, l] with uniform norm, and let X be the subspace of 
real-valued continuously differentiable functions on [0, I]. Define T: X -+ Y 
by [TX] (t) = x’(t). Let K be the convex set given by 
K = {x E x: 11 TX 11 < l}. (2.2) 
It follows that the interior of K is empty but that 
core K = {x E X: 11 TX /I < l}. 
As Example 2.1 indicates, constraint sets defined by unbounded operators 
may have empty interior, and it is here that some of the classical separation 
theorems fail. 
If K _C X, then a point [ is said to be linearly accessible from K if there 
exists a point x E K such that for all X E (0, 1) the point hx + [l - h] f 
belongs to K. The set of all points linearly accessible from K is denoted by 
lina K, while lin K = K u lina K. The edge of the set K will be the set 
denoted by edge K and given by lin K\core K. 
If X is a linear topological space and K is a convex set with a nonempty 
interior, then it follows that the interior of K equals the core of K, the closure 
of K equals lin A, and the boundary of K is the edge of K. If K is the set 
given by (2.2) in Example 2.1, then the boundary of K is all of K, while the 
edge of K is the set (x E X: 11 TX 11 = I}. 
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3. THE MINIMUM COST PROBLEM 
The following problem is formulated as a generalization of Problem (P) 
in [4]. Therefore, some of the terminology shall be introduced that agrees 
with the terminology employed in [4]. 
Throughout this section X, Y, and 2 will denote real vector spaces, 
T: X + Y and S: X --+ 2 will be linear operators, and Sz C X will be a 
convex set containing 13. Moreover, J will denote a real-valued convex 
function defined on X x Y such that 
Ax, Y) 3 cl for all (x, y) E X X Y, (3.1) 
J(& e> = 0. (3.2) 
For clarity of future reference, we shall state the following hypothesis. 
(H) 0 E core L2, and R(S) = 2. 
Hypothesis (H) is very weak and indeed is satisfied in most problems. 
PROBLEM (I). Suppose hypothesis (H) is satisJLied and w, = (f, 7) is an 
element in Y x 2, with q E S[core Q]. Find an element x,, E J2 sattifying Sx, = 77 
and such that 
I(xo > 5 - TX,) < J(x, 5 - TX) (3.3) 
for all x E Q satisfying Sx = 7. 
If there exists an element x,, E $2 satisfying condition (3.3) and Sx, = ?, 
then X0 is called an optimal so&ion to Problem (I). 
It is to be noted that in the statement of Problem (I) there is no requirement 
that Y or 2 be distinct from the trivial space {0}. 
The operator Q: X x Y -+ Y x 2 will be defined by 
Q(x, Y) = (TX + y, sx). 
If CL > 0, then B(ol) will denote the set 
w4 = [Q x Yl n {(x, y>: J(X> Y> d 4, 
while the set A(a) will denote the image of B(or) under the operator Q. The 
extended Minkowski functional p: Y x Z -+ [0, + co] is defined by 
+a, if (x, Y) 6 U 4% 
v>o 
P(%Y) = (3.4) 
inf@ > 0: (x, y) E A(a)}, if (Xl Y> E u. 44 
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We now state the fundamental existence theorem. 
THEOREM 3.1. Suppose hypothesis (H) is satisfied and w,, = (5,~) is given. 
Then Problem (I) has an optimal solution x,, with 1(x,, , f - TX,,) = U@ > 0 
if and only ;f 
w. = (5, d E [edge 4~o)l n t+,)l. 
In order to prove Theorem 3.1, we shall need a few preliminary results. 
The following result may be found in Valentine [5, p. 121. 
LEMMA 3.1. Let X be a real vector space and KC X a convex set. If 
5 E core K and x E lina K, then for all h satisfy‘ng 0 < h < 1 the element 
Ax + [I - A] E also belongs to core K. 
One should note that, if K is a convex set with more than one element, then 
KC lina K and hence lin K = lina K. 
LEMMA 3.2. Suppose X is a real vector space and KC X is convex. If 
f E core K, then there exists a y > 1 such that, if 1 < h < y, then At E K. 
Proof. The conclusion follows readily if 5 = 0; therefore, suppose 5 # 0. 
Let x = 2(, and note that since f E core K there exists a y1 with 0 < yr < 1 
and such that Xx + [l - h] [E K for all h satisfying 0 < h < yr . Let 
y = 1 + y1 , and suppose that 1 < X < y. It follows that 0 < X - 1 < yr , 
and hence 
A( = (A - 1) x + [l - (h - I)] f E K. 
If X is a linear vector space and K _C X is a convex set, then E E X is said 
to be a support point of K if there exists a nonzero linear functional $, such 
that 4 satisfies 
d(f) = SUP&&+ x E K). (3.5) 
A linear functional 4 satisfying (3.5) is called a support functional of K at 4. 
The following result is a direct consequence of Theorem 2.7 in Valentine 
[5, p. 241 or Theorem 1.1 in [6]. 
LEMMA 3.3. Let X be a real vector space and K _C X a convex set with 
0 E core K. If 4 E X and 6 & core K, then [ is a support point of K. Moreover, 
if+ is any support functional to K at f, then 4(t) > 0. 
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LEMMA 3.4. Suppose hypothesis (H) is satasfed and q E S[core 52-j. If 
J(x, f - TX) > (Y for each x E core Q satisfying Sx = T?, then 
J(x, f - TX) b 01 
for each x E 52 satisfying Sx = 7. 
Proof. Suppose x E .Q and Sx = 7. Since 17 E S[core Q], there exists an 
element x0 E core a such that Sx, = 7. From Lemma 3.1, it follows that 
x,, = Xx + [l - X] x,, belongs to core Q for each h satisfying 0 ,< h < 1. 
Also, by direct computation we have that SC, = n. Therefore, if 0 f X < 1, 
then 
a < Jh 3 5 - WI 
= JP(x, 5 - TX) + [l - Xl (x,, E - TX,)] 
< hJ(x, 5 - TX) + [l - A] J(xo , E - TX,), 
and hence it follows that 
01 < $$XJ(x, 5 - TX) + [I - 4 J(x, , E - %)J- = J(x, 5 - W. 
Proof of Theorem 3.1. Suppose that 
wo = K?) fz [edge 4~o)l n L%o)l 
for some 01~ > 0. Since R(S) = Z, it follows that R(Q) = Y x Z. From 
conditions (3.1) and (3.2) it follows that (6, 0) E core B(oJ, and hence (6, 6) 
will be a core point of A(cL,). The element ulo belongs to A(ol,): therefore, 
there is an element (x0 , yo) E B(oc,) such that 
Q(xo > ~0) = (TX, + ~0, Sxo) = wo = (E, 4. 
In particular, we have that y. = .$ - TX, and J(xo , 5 - TX,) < ~1~. In 
light of Lemma 3.4 we need only to show that J(x, 5 - TX) > 06 for each 
x E core Q satisfying Sx = n. 
If x E core Sz and Sx = 7, then it follows from Lemma 3.3 that 
Q(x, 6 - TX) = w. is a support point of A(cL,). Let + be a nonzero linear 
functional such that 
(b(wo) = suPM+ w f JC$J1 > 0. 
The element x belongs to the core of Sz; thus by Lemma 3.2 there exists a 
y > 1 such that Xx E Sz for all X satisfying 1 < X < y. In particular, if {X,} 
is a sequence converging to 1 and such that 1 < Xlafl < X, < y, then for 
each n = 1, 2,..., we have that X,,(X, E - TX) belongs to Sz x Y and 
QMx, 5 - TX)] = &PA,. 
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On the other hand, it follows that $(hnzuuo) = h&w,,) > &~a), and hence 
h,w, 6 A(%). This implies that 
and consequently X&V, 4 - 5%) $L(ar,). Therefore, for n > 1 we have that 
J[h,(x, 5 - TX)] > 01~ , and hence 
Conversely, suppose that Problem (I) has an optimal solution x,, with 
J(x,, , 5 - TX,) = % > 0. Clearly, (x0 , f - TX,) belongs to B(ol,), and 
hence 
wo = Q@o > t - TX,) E A(%) C lin A(%). 
If eo, $ edge A(&, then w. E core A(%) and there exists a h > 1 such that 
hw, E A(q). However, A-lB(%) C B(X-$,), and hence it follows that there 
exists an element (x, y) E B(X%,J such that 
Q(x, Y) = (-54 and 
This contradicts the optimality of the solution x0 . 
LEMMA 3.5. Let p: Y x Z-+ [0, +a~] be the Minkowski functional 
deJined by (3.4). If 0 < a < +a, then 
core A(or) _C ((2, y): p(x, y) < a> _C A(a) 
C {(x, y): p(x, y) < a> C lin A(4 
In particular, if ~(5, 7) = 01, then (6,~) E edge A(cy). 
4. APPLICATION TO A MINIMUM EFFORT CONTROL PROBLEM 
Throughout this section X, Y, and Z will denote normed linear spaces, T 
and S will be linear operators (not necessarily bounded), 62 will be closed, 
and J is lower semicontinuous. In addition to hypothesis (H) we assume that 
either Sz is bounded or else that J(x, y) -+ + co as /1(x, y)l/ + +co. Under 
these assumptions the sets B(a) are closed and bounded convex sets. 
The following result is a direct generalization of the existence theorem 
found in [4]. H owever, the assumptions are weaker than those in [4] and 
involve the operators defining the system. 
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THEOREM 4.1. Suppose hypothesis (H) is satisfied along with the abowe 
conda’tions, and p(w,,) = 0~~ > 0. If Q takes closed and bounded convex sets to 
closed sets, then there exists an optimal solution x, to Problem (I) with 
Remark 4.1. As the problem is stated, the operator T could be the 
operator defining the dynamical system and the operator S the boundary 
operator. In this case T might be a differential, partial differential, or func- 
tional differential operator, and in general, is unbounded. When this formula- 
tion is made, one is actually seeking an optimal trajectory. This formulation 
has the advantage that the state equations need not be solved. However, when 
one attempts to formulate necessary conditions, there is the disadvantage of 
constructing adjoints of unbounded operators. For a detailed treatment of 
this topic, see [7]. 
It should also be noted that some difficulties may be removed by formula- 
ting the problem in certain Sobolov spaces in place of the more traditional 
spaces. For example, in the “correct” space the differential operator is 
continuous, and this removes many problems concerning the adjoint operator. 
This approach seems to be very fruitful and was used in [&lo]. 
Remark 4.2. The assumption that Q take closed and bounded convex 
sets to closed sets may seem artificial. However, when one considers the 
properties of the operators T and S that define the problem, it is readily seem 
that this is a condition satisfied in many problems. For example, this condi- 
tion is satisfied by Q in all of the following cases. 
(i) T and S are closed and X and Y are reflexive Banach spaces, 
(ii) T is bounded, S is closed, and X is a reflexive Banach space. 
(iii) Q is a closed operator with closed range and a reflexive null space. 
In particular, if X, Y, and Z are Banach spaces and Q is a Fredholm 
operator, then Q will take closed and bounded convex sets to closed sets. 
Condition (ii) is weaker than the assumptions made in [4]. 
Remark 4.3. The linear functional + supporting the set A(%) at ws will 
not necessarily be continuous, and indeed the continuity of 4 is not needed to 
prove existence of an optimal solution. However, when necessary conditions 
are sought, one needs continuous support functionals in order to make repre- 
sentations. If Q is a closed operator with complete range and if Q takes closed 
and bounded convex sets to closed sets, then it follows that Q is an open map. 
Therefore, if we require that 0 be an interior point of L? and that _T be con- 
tinuous, then it would follow that A( 01 is a convex body and hence each ) 
boundary point of A(N) would be a support point. Moreover, each support 
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functional would be continuous. However, since it is possible that the adjoint 
operator for Q may have only the zero functional in its domain, necessary 
conditions again become difficult to formulate (see Goldberg [l 11). 
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