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Coarse-grained simulations are often employed to study the translocation of DNA through a
nanopore. The majority of these studies investigate the translocation process in a relatively
generic sense and do not endeavour to match any particular set of experimental conditions. In
this manuscript, we use the concept of a Pe´clet number for translocation, Pt, to compare the
drift-diffusion balance in a typical experiment vs a typical simulation. We find that the standard
coarse-grained approach over-estimates diffusion effects by anywhere from a factor of 5 to 50 com-
pared to experimental conditions using dsDNA. By defining a coarse-graining parameter, λ, we are
able to correct this and tune the simulations to replicate the experimental Pt (for dsDNA and other
scenarios). To show the effect that a particular Pt can have on the dynamics of translocation, we
perform simulations across a wide range of Pt values for two different types of driving forces: a force
applied in the pore and a pulling force applied to the end of the polymer. As Pt brings the system
from a diffusion dominated to a drift dominated regime, a variety of effects are observed including
a non-monotonic dependence of the translocation time τ on Pt and a steep rise in the probability
of translocating. Comparing the two force cases illustrates the impact of the crowding effects that
occur on the trans side: a non-monotonic dependence of the width of the τ distributions is obtained
for the in-pore force but not for the pulling force.
PACS numbers: 87.15.ap, 82.35Lr, 82.35.Pq
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INTRODUCTION
The translocation of a polymer through a nanopore has
been the subject of intense study in recent years, both
due to its biological relevance as well as emerging nan-
otechnology applications such as nanopore-based devices
for detecting and sequencing DNA. Among this body
of work, there have been numerous Molecular Dynam-
ics simulation studies employing a coarse-grained (CG)
approach in which a relatively generic polymer is simu-
lated. As shown in Table I, a typical CG setup consists
of a polymer on the order of 100 monomers (N = 100),
an external driving force of F = 1–10 /σ (where σ is the
monomer or bead diameter, and  is the characteristic
energy, typically the strength of the bead-bead interac-
tion), and a thermal energy of kBT ≈ . In this paper,
we consider the physical appropriateness of such setups
for modelling the translocation of polyelectrolytes such
as double stranded DNA (dsDNA) . We thus consider a
typical setup of N = 100, F ≈ /σ, kBT ≈  and in-
vestigate what experimental conditions this corresponds
to.
To do so, we define a Pe´clet number for translocation,
Pt, such that we can quantify the balance between the
drift (external force) and diffusive (thermal noise) com-
ponents of the translocation process. We then introduce
a coarse-grained scaling factor λ such that allows us to
easily change this balance. Low λ values correspond to
Reference N F [ 
σ
] kBT []
[1] 100–500 1–20 1.2
[2] 100–400 10 1
[3] 256 0.05–5 1.2
[4] 200 0–2 1
[5] 16–256* 0.5–10 1.2
[6] 100 0–10 1
[7] 8–256 4–6 1.5
[8] 31–251 0.3–10 1
[9] 100 1–100 1
TABLE I: Values of the degree of polymerization N , the driv-
ing force F and the thermal energy kBT found in the litera-
ture for 3D Langevin Dynamics simulations of translocation
(* indicates estimated values).
a diffusion dominated process while high λ values yield a
drift dominated process.
To test the role of the diffusion-drift balance, we sim-
ulate polymer translocation across a wide range of Pt
values. We demonstrate that the translocation process
changes significantly as we move from a diffusive to a
drift dominated regime. Effects include a steep rise in the
probability of translocation, a non-monotonic increase in
the translocation time, and a non-monotonic decrease in
the spread of translocation times.
At the end of the manuscript, we consider different ex-
perimental translocation scenarios: dsDNA, ssDNA and
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2rod-like viruses. These examples demonstrate the use-
fulness of using Pt to match simulations to experimental
conditions via measurable quantities. By estimating the
λ value appropriate for each scenario, we also show that
the standard approach is unphysical for certain cases.
Most dramatically, we find that typical CG setups for
dsDNA over-estimate diffusive effects by a factor of 5-50.
THEORY
Pe´clet number for translocation
As for most transport-based processes, the transloca-
tion of a polymer through a nanopore contains aspects
of both diffusive and driven dynamics, the latter aris-
ing primarily from the presence of external forces. The
balance between these two mechanisms can greatly af-
fect the dynamics of translocation. In the limit of zero
field, or unbiased translocation, a polymer started half-
way through the pore will exhibit stochastic, random-
walk behaviour (albeit sub-diffusive) for the majority of
the process. On the other hand, in the limit of zero dif-
fusivity, the trajectory of a given translocating polymer
will be deterministic.
To characterize the balance between drift and diffu-
sion, we define a dimensionless parameter given by the
ratio of the free solution polymer relaxation time τrelax
over the translocation time τtrans. As it characterizes the
drift-diffusion balance, this metric is essentially a Pe´clet
number [10] for translocation:
Pt =
τrelax
τtrans
. (1)
A similar argument was given by Saito and Sakaue [11] as
well as Dubbeldam et al. [6] where a Pe´clet number was
given in terms of simulation parameters such as the fric-
tion coefficient. Our goal here is to match coarse-grained
simulations to experimental conditions and thus we de-
fine Pt in terms of quantities obtainable both experimen-
tally and in silico. As usual, the free solution-relaxation
time is given by the expression:
τrelax =
R2go
Do
, (2)
where Rgo is the equilibrium radius of gyration and Do is
the free solution diffusion coefficient. Our Pe´clet number
is then given in terms of three observables:
Pt =
1
τtrans
R2go
Do
. (3)
In order to match experimental and simulation results,
we will now develop quantitative expressions for Pt for
both cases. Starting with the latter, it is first necessary
to introduce our simulation approach.
Simulation Setup
Langevin Dynamics Simulations
We employ a coarse-grained simulation approach that
is very common in molecular-dynamics based translo-
cation work [1–9, 12]. Performing Langevin Dynamics
(LD), the effects of the solvent are included implicitly
and the resulting equation of motion is
m~˙v = ~F − ~∇U(~r)− γ~v +
√
2γkBT ~ξ(t) (4)
where m is the mass of the particle, ~v is the velocity,
~F is the applied external force, −~∇U(~r) is the sum of
the conservative forces, γ is the friction coefficient and
the term −γ~v represents the damping effects of the fluid.
The last term in Eq. (4), in which ~ξ [12] is a random
vector, models the random kicks of the solvent.
From Eq. (4), it is straightforward to show that for a
free particle (∇U(~r) = 0), the diffusion coefficient D and
drift velocity vdrift are given by
D =
kBT
γ
, (5)
and
~vdrift =
~F
γ
. (6)
Finally, using the equipartition theorem, the thermal ve-
locity of the particle is given by:
vth =
√
3kBT
m
. (7)
Coarse-Graining
Equations 5, 6, and 7 characterize the dynamics of a
single particle. In a typical coarse graining procedure,
we take a single simulation bead as a model for many
individual particles of mass m. Consider such a bead to
represent λ smaller units. In the case of free-draining
hydrodynamics, each particle contributes independently
to the friction of the simulation bead such that its net
friction is λγ. Similarly, the mass of the bead is λm, and
if each sub-particle feels a force F , the net force is λF .
Hence, using the following transformations
γ → λγ, (8)
~F → λ~F , (9)
m → λm, (10)
3equations 5, 6, and 7 become
D =
kBT
λγ
, (11)
~vdrift =
λ~F
λγ
=
~F
γ
, (12)
vth =
√
3kBT
λm
. (13)
The drift velocity is thus unaffected in the free-draining
limit. We will use λ as a coarse-graining parameter (with
this general definition, it is possible to use λ < 1.0). We
will use the fact that the physics of translocation depends
on Pt and that Pt itself is a direct function of λ to use
the latter parameter to tune the simulations to attain the
experimentally relevant conditions.
Polymer Simulations
To model the forced translocation of a polymer chain,
we use a common CG approach [12]. A purely repulsive
WCA potential is used for excluded volume interactions
between beads [13]:
UWCA(r) =
{
8
[(
σ
r
)12 − (σr )6] for r < 2 16σ
0 for r ≥ 2 16σ.
(14)
This defines the simulation units of length (σ, the size
of the monomers) and energy (). The WCA potential is
also used to model the membrane as a continuous surface
with a pore of radius 1 σ. This ensures single file translo-
cation [14]. To link connected monomers, the FENE po-
tential is used; similar to the work of Kremer and Grest,
we set its maximum spring extension to 1.5σ [12, 15]. For
reasons which will be clarified later, stable interactions
are needed between connected beads over an unconven-
tionally wide range of thermal forces. To achieve this, we
increased the prefactors for the WCA and FENE poten-
tials by a factor of two from what is typically found. We
thus use a FENE spring constant of k = 60 /σ2.
As the probability of translocation is very low at low
λ values, we initiate the polymer with one monomer on
the trans side. We examine two different force scenarios:
a driving force F = 1.0 /σ applied to the monomer(s)
located in the pore, and a pulling force F = 1.0 /σ
applied on the end monomer (see cartoon insets of Fig. 3).
From now on, we will drop the LD units for simplicity.
The Simulation Pe´clet Number
From the definition in Eq. 3, we require the free solu-
tion diffusion coefficient, the equilibrium radius of gyra-
tion, and the translocation time of a polymer of N beads.
Since there is no hydrodynamic coupling in LD, the net
friction coefficient scales like Do = kBT/γN . Incorporat-
ing the coarse-graining λ factor we obtain
Do =
kBT
λγN
. (15)
Simulations were performed at kBT =  to determine
τtrans as a function of F , N , and γ. Our data agree with
τtrans = A
γ
F
Nα. (16)
For F = 1.0, γ = 1.0 , and N = 50, 100, 200, A=3.28 [σ]
and α=1.43 is the effective scaling exponent, in good
agreement with previous studies (e.g., [5, 7]). These pa-
rameters are only weakly dependent on kBT (data not
shown). Finally, the equilibrium radius of gyration can
be fitted using the standard expression
Rgo = BN
3
5 (17)
where B = 0.468 [σ] in our case. Using Eq. 3, our
simulation translocation Pe´clet number is thus given by
Psim u
(
F
AγNα
) (BN 35)2
kBT
λγN
(18)
u
CλFN0.77
kBT
(19)
where C = 0.067 [σ] (Psim is dimensionless as required).
Note that Psim is independent of the friction coefficient.
The scaling Psim ∼ λ allows us to tune the simula-
tion Pe´clet number via the coarse-graining parameter λ.
In practice though, a LD simulation does not directly
include λ; instead, λ is used in an implicit way when in-
terpreting the simulation data. However, Eq. 19 shows
that we can effectively tune λ (as we shall see, we will
need to increase Psim) by changing one (or any combina-
tion of) the three simulation parameters N , F , or kBT
as discussed below.
1. Using longer polymers by increasing N will increase
Psim, but this quickly becomes prohibitively expen-
sive in terms of computation time.
2. While increasing F works well for small increases in
F , it generally becomes problematic at very large
forces because the friction parameter is unchanged.
Unless one is careful, very high forces may lead
to situations where we are no longer in the over-
damped regime that is intrinsic to nanofluidics.
This limits our ability at tuning Psim via F .
3. We can also change Psim by varying the thermal
factor kBT in the simulations. This is clearly the
best approach since Eq. 11 and 13 indicate that
what actually matters is the ratio kBT/λ. Chang-
ing 1/kBT is thus fully equivalent to changing λ.
4RESULTS
To demonstrate how the Pe´clet number can affect
translocation dynamics, we have performed simulations
of driven translocation across a wide range of λ. Sim-
ulations were performed for polymers of length N = 50
and N = 100. We focus on the N = 50 results as it is
easier to resolve all relevant regimes for the shorter poly-
mer. Two driven translocation cases were studied: i) a
force applied to any monomer that is in the pore and
ii) a force applied to the lead monomer which pulls the
polymer through the pore. The results for the transloca-
tion time are shown in Fig. 1. In discussing the results,
we present the data in terms of the dependence on the
coarse-graining parameter, λ, where different values of λ
correspond to different Pe´clet numbers.
FIG. 1: Translocation time τ (normalized by the local min-
imum τmin) vs. λ for the in-pore force case (black) and for
pulling at the end case (orange) for a polymer chain of size
N = 50. The corresponding simulation Pe´clet number Psim is
shown as a dotted green line.
Non-monotonic results are obtained for both force sce-
narios. From the results, we define three regimes. At low
λ values (high T), τ increases with increasing λ. For in-
termediate λ values, τ decreases slightly with increasing
λ. And finally, at high λ values (low T), τ again increases
with increasing λ. Given the definition of Pt, we can asso-
ciate these three regimes with the relative drift-diffusion
balance: i) low λ values correspond to a diffusion dom-
inated regime ii) intermediate λ values correspond to a
transition regime and iii) high λ values correspond to a
primarily driven regime.
These regimes can be verified by examining the prob-
ability of translocation as shown in Fig. 2. At low λ,
diffusion is dominant over drift and thus the polymer
frequently retracts to the cis side. At high λ, the ther-
mal noise is suppressed and thus, as the process becomes
purely deterministic, the polymer never retracts and the
translocation probability goes to 1. In the transition
regime, the probability rapidly increases between these
two limits (note the x=axis is logarithmic). Having out-
lined three regimes, we explore the physics of transloca-
tion in each one.
FIG. 2: Probability of a successful translocation event vs. λ
for the in-pore force (black) and force at end (orange) cases
for a polymer chain of size N = 50.
Diffusive: Low λ
At low λ, τ increases with increasing λ. This regime
corresponds to the quasi-static limit for translocation.
Given the high diffusivity, the relaxation time of the poly-
mer is very short and in fact is shorter than the typi-
cal time for monomers to translocate through the pore.
Hence, the polymer is relaxed at each stage of translo-
cation. This allows for an approximation in which the
polymer is reduced to a single particle between two ab-
sorbing walls subject to diffusion-drift while crossing an
entropic barrier [16–18]. The validity of this approxi-
mation has been demonstrated in simulations where the
high diffusivity is achieved by lowering the viscosity of
the fluid [19, 20].
In this regime, two factors contribute to τ decreasing
as λ decreases. First, a higher diffusion coefficient means
that the rate of motion for the polymer increases which
result in faster translocation, and thus higher diffusion
aids translocation. More importantly, there is also a se-
lection process implicit to the dynamics at low λ. This
can be seen in Fig. 2 where the probability of transloca-
tion is very low for λ < 1.0. As λ decreases, the probabil-
ity of translocation decreases further. This means that,
translocation only occurs for those events in which the
polymer quickly moves towards the trans side; i.e., only
5the fastest events survive and τ decreases.
To examine the details of how τ increases with λ,
the distributions for four selected λ values are shown in
Fig. 3. For both the in-pore and pulling forces, at low
λ values, the distributions shift to longer translocation
times as λ increases; this agrees with the physical pic-
ture outlined above.
FIG. 3: Distribution of translocation times for the force in
pore (top) and force at end (bottom) cases for a polymer
chain of size N = 50. In both cases, four different λ values
are shown.
Transition: Intermediate λ
Examining the distributions beyond the low λ values,
the nature of the transition region becomes clear. Al-
though the distributions continue to shift to larger τ val-
ues, the width of the distributions begins to decrease sig-
nificantly. As the dynamics transition from diffusion to
drift, the contribution to the variance in τ arising from
the thermal noise rapidly diminishes. Most significantly,
this reduction in the impact of the stochastic path re-
duces the instances of long-time events. Hence, even
though the most probable value of τ is increasing, the
mean of τ is actually decreasing. This yields the non-
monotonic nature of the transition region.
To quantify this, the standard deviation, σst, normal-
ized by the mean translocation time τ for all λ values is
shown in Fig. 4. For the pulling force, the normalized
width continuously decreases with increasing λ. For the
in-pore force case, σst/τ decays with increasing λ both
in the diffusion and transition regimes, but it increases
when λ is very large.
FIG. 4: Standard deviation of the translocation time distri-
butions, σst (normalized by the mean, τ) vs. λ for a polymer
of size N = 50.
High λ: driven translocation
For the pulling force case, the normalized standard de-
viation σst/τ at high λ values appears to be plateauing
at a finite value. As shown in Fig. 1, τ plateaus at high λ
values. If thermal factors are negligible, the dynamics are
essentially fully deterministic, and hence increasing λ has
no further effect. Recall there are two factors contribut-
ing to the variance in τ for the pulling case: variations in
the stochastic path and in the initial conformation of the
polymer [11, 21]. As λ increases, the first factor becomes
negligible but the second remains since it is independent
of the λ value. Hence, both τ and σst level off at high λ
and thus so does the normalized width σst/τ .
The behaviour is very different for the in-pore force
where σst/τ increases with λ at high λ (this increase
can also be seen in the distribution plots, Fig. 3). This
6difference in the σst/τ plots highlights one of the main
differences between the two force cases: for the pulling
force, there is no crowding on the trans side. For the
in-pore force, once the monomers are through the pore,
there is no force on them. At high λ values, they do
not diffuse away quickly and thus significant crowding
is observed. This crowding presents a steric barrier to
translocation: the translocation time for the in-pore force
increases much more dramatically than for the pulling
force where it is actually levelling off (Fig. 1).
As τ increases, one expects σst to increase as well since
the stochastic path will have a larger impact. However,
σst/τ increases at high λ indicating that σst is increas-
ing at a faster rate than τ . The reason for this is that
crowding also presents an additional source of variation
for the translocation time. The degree of crowding for
any particular event will depend on the details of individ-
ual trans conformations. Hence, the translocation time is
dependent not only on the initial conformation and the
stochastic path, but also the trans conformation. This
extra source of variance results in σst/τ increasing at
high λ. Again, this is dramatically different from the
pulling case where only the first two factors are present
and σst/τ levels off.
Considering the increase in τ in this force-in-pore
regime, recall that the probability of translocation is
≈ 1.0. Hence, the increase in τ with increasing λ cannot
be due to a selection process as it was in the low λ, diffu-
sive regime. The increase can be seen by considering the
relaxation of a cis subchain that just lost monomers to
translocation: the relaxed conformation of this shorter
subchain has a centre-of-mass closer to the pore. Hence
relaxation on the cis-side biases the remaining monomers
towards the pore, aiding translocation. As λ increases,
this relaxation is suppressed (the cis subchain remains
stretched away form the pore) and thus τ increases.
EXPERIMENTAL SCENARIOS: TUNING λ
In this section we examine several different experimen-
tal translocation scenarios. For each case, we first esti-
mate the experimental value of the Pclet number and
we then find how λ can be used to tune the simulations
appropriately.
Double Stranded DNA
Smith et al. [22] measured the diffusion coefficient for
a wide range (4–309 kbp) of dsDNA sizes. From their
data we get
Do ≈ 2.38
L0.608
µm2/s, (20)
where L is the polymer length in µm. Smith et al. also
extracted the radius of gyration from their data, from
which we obtain
Rgo = 0.146L
3
5µm. (21)
For the translocation time, we use two seminal studies for
dsDNA through solid state pores. First, Storm et al. in
2001 studied the translocation of DNA strands 2.2-32.6
µm in length and found a scaling of τ ∼ L1.27 [23]. From
their data we estimate
τtrans ≈ 5.6× 10−5L1.27 s (22)
However, Chen et al. obtained a linear scaling for DNA
1.0-16.5 µm in length [24]:
τtrans ≈ 1.0× 10−4L1 s (23)
Both of these results are for an applied voltage of 120
mV, which is a typical value [25–28]. Voltages as low as
20 mV [29] and as high as > 800 mV [24] have also been
used. Using the τtrans forms given above, we obtain
PStorm ≈ 160 L0.54 (24)
PChen ≈ 90 L0.81 (25)
The scaling exponents (for N or L) found in the expres-
sions for Psim, PChen and PStorm are slightly different.
One significant deviation between the simulations and
experiments is that the simulations do not include hydro-
dynamic effects. In spite of these differences, the scaling
is rather similar and thus achieving the correct Pt at one
polymer size will result in essentially the correct Pt for a
fairly range of sizes, as we shall see.
The last step before we can compare simulation and
experimental Pe´clet numbers is the selection of a length
scale, i.e., we need to choose the monomer bead size (σ).
For dsDNA we can set the bead diameter to be 10 nm,
a convenient value that is only slightly larger than esti-
mates for the effective width of DNA (5-10 nm) [30–32].
Since the simulation pore radius is set to be σ, σ = 10 nm
implies a pore with a diameter of 20 nm. This compares
well to the values of 10 nm in Storm et al. [23] and 15 nm
in Chen et al. [24]. With σ = 10 nm, a polymer of 100
beads corresponds to a DNA fragment with a contour
length of 1 µm. This corresponds to the lower bound of
the Chen data cited above, but if we consider doing a
scaling experiment and extending N up to 400, then the
corresponding lengths would encompass the lowest two
or three data points of both the Chen and Storm data.
The Pe´clet numbers from Eq. 19 and 25 are shown
in Fig. 5. For σ=10 nm and λ = 1.0, Psim is signif-
icantly lower than the estimate from experiments for a
given contour length. Hence, this CG model yields an
artificially low Pe´clet number: diffusion is much greater
than it should be. To correct this, we can choose λ = 50:
7this brings the data for Pt from simulation and experi-
ments into much closer agreement. This indicates that
to approximate the experimental balance between diffu-
sion and drift, the diffusivity of the polymer should be
lowered to 1/50 of its “default” simulation value.
To compare these values to typical CG setups, refer
again to the list of parameters used in various simulation
studies as shown in Table I. Most studies take kBT & ,
a force value of 1–10 /σ, and polymers on the order
of N = 100 beads. For these typical values we obtain
Pt ≈ 1–10; this Peclet range is indicated by a shaded area
in the plots of the results section (Figs. 1, 2 and 4). In
contrast to this, we find that Pt ≈ 50 would be required
to model experimental dynamics. As will be shown, the
discrepancy grows for greater amounts of coarse-graining
(i.e., σ corresponding to larger length scales). From this,
we suggest that diffusion effects are too prominent in
the majority of CG simulation setups for studies of the
translocation of dsDNA.
Examining the figures in the results section, λ = 50 lies
within the driven translocation regime. Hence, translo-
cation is primarily driven and, contrary to most coarse-
grained setups, diffusion is a smaller effect. Further, most
simulations are being performed in the transition regime
where the behaviour of the probability, τ , and σst are all
changing. This could greatly complicate the interpreta-
tion of the simulation results and hinder the experimental
relevance.
FIG. 5: Experimental and simulation Pe´clet numbers as a
function of polymer length. The experimental Pt based on the
results of Storm et al. [23] and Chen et al. [24] have slightly
different scalings with respect to polymer length. The simu-
lation Pt are shown for two different length scales: σ=10 nm
is shown in green and σ=100 nm is shown in blue. For the
former, λ=50 brings the simulation and experimental Pt into
good agreement; for the latter, λ=100 is required.
Further, as most studies employ a freely jointed chain
(FJC) model, it is unclear that they are modelling at
the precision of σ=10 nm since a FJC model of dsDNA
implies that σ is at least a Kuhn length (i.e., 100 nm).
Taking σ=100 nm would have the added advantage of
modelling longer DNA strands for a fixed value of N .
For σ=10 nm, polymer lengths of N = 100 or 200 beads
(as typically studied) correspond to DNA strands 1 or
2 µm in length. On the other hand, λ-DNA, which is
often used in translocation experiments [25, 27, 33], has
a length around 16 µm and is thus about an order of
magnitude longer and thus one might choose σ=100 nm,
or simulate longer chains with higher N . However, this
choice also implies a nanopore with a radius of 100 nm.
While experiments are performed with pores as large as
this, most research focuses on tighter pores, particularly
so for applications such as sizing and sequencing DNA.
For this reason, σ=100 nm introduces complications to
the modelling that are avoided by choosing σ= 10 nm.
However, since it is instructive to examine the λ required
to match results for the coarser modelling, the σ=100 nm
results are also shown in Fig. 5. For this case, the λ=1.0
data underestimates the translocation Pe´clet number to
an even greater degree and to match the numbers, a
coarse-graining factor of λ = 250 is needed.
Single Stranded DNA
Translocation of ssDNA presents a slightly more com-
plicated scenario than dsDNA. To ensure single-file
translocation of ssDNA the nanopores need to be smaller
than the ones used for dsDNA. Although most people
turn to biological protein nanopores for this, we will fo-
cus on work using solid-state nanopores [34–40] as these
should have lower interactions with the ssDNA molecule
and are closer to the ‘hole-in-wall’ geometries studied in
typical simulations. To complicate matters, ssDNA will
tend to self-hybridize and form hairpins which fundamen-
tally changes the nature of the translocation process [38].
This could make ssDNA a bad candidate for the generic
model polymer studied in the CG simulations.
Many translocation studies of ssDNA have been re-
stricted to very short molecules (i.e., below than 50 bases)
[35, 36]. However, in 2005 Fologea et al. achieved the
translocation of a 3 kb strand through a nanopore [37].
Using a pH of 13 to prevent hairpin formation from
self-hybridization, they measured a translocation time of
τ=120 µs using a voltage of 120 mV.
Although factors such as pH and finite size effects com-
plicate matters, we now develop a rough estimate for the
Pe´clet number for this experiment. Modelling this as a
freely jointed chain, we can set σ to be the Kuhn length,
7 nm (note this is much more flexible than dsDNA) [41],
and thus the 3 kb strand corresponds to ≈ 190 beads –
a value that is well within the range of CG simulations
[4]. Using the Kratky-Porod (worm-like chain) model,
8we estimate a radius of gyration of 38 nm for this strand.
From Tinland et al. [41], we estimate the diffusion coef-
ficient for a 3 kb strand to be D ≈ 4 µm2/s. Using all of
this in Eq. 3, we find
Pexp ≈ 2. (26)
Hence, while the Pt in typical CG setups is too low for
dsDNA, it is about right for ssDNA with a length on
the order of 3 kb (in agreement with the simulations of
Linna and Kaski [4]). Recall that this is a relatively long
strand of ssDNA for translocation studies. In the studies
performed with shorter lengths [35, 36], Pt will be even
lower – indicating that diffusion is even more prominent.
This result indicates that while translocation of dsDNA
is certainly a non-equilibrium process, it may indeed be a
quasi-static process for short ssDNA strands (here quasi-
static indicates that the relaxation time of the polymer is
much shorter than the translocation time such that the
polymer is essentially relaxed at each stage of translo-
cation) [42]. This approximation was assumed in the
early theoretical work predicting scaling laws [16, 17] and
has been used in many theoretical and simulation studies
since. While generally regarded as an unphysical limit,
the above results indicate that a quasi-static process may
be achievable for short ssDNA strands.
Rod-like Viruses
One of the authors has also used the Pe´clet number
approach to match simulation studies to experimental
results for the translocation of rigid fd viruses through
nanopores [43]. With a persistence length lp that is
greater than three times the contour length L, the viruses
are rod-like and thus L is a more convenient length-scale
in Eq. 3 than the radius of gyration. In this study, λ
was varied between 1 and 12 for comparison to exper-
imentally relevant voltages. As the results were found
to both qualitatively and quantitatively depend on the
strength of the applied field, matching the simulations
to the experimental conditions was crucial for having the
simulations shed light on the experimental results. The
Pe´clet number approach allowed for a very straightfor-
ward matching of diffusion-drift effects using measure-
ments that were easily obtainable in both experiments
and simulations.
CONCLUSIONS
Many simulation studies of polymer translocation have
employed a coarse-grained methodology. Although DNA
translocation is frequently cited as a motivating appli-
cation, the CG models are not often matched to experi-
mental conditions. In this work, we propose a method for
tuning one crucial aspect, the balance between drift and
diffusion, to experimental conditions via a Pe´clet number
for translocation.
Using this definition, we have demonstrated that the
drift-diffusion balance in coarse-grained simulations can
dramatically alter the physics of translocation. Mapping
out three regimes (low, transition, and high λ values), dif-
ferent – and sometimes opposing results – are obtained
for fundamental translocation measurements. For both
in-pore and pulling forces, the probability of transloca-
tion is observed to go from very low values at low λ
to 100% translocation rates at high λ. More surpris-
ingly, the translocation time, τ , is found to vary non-
monotonically across the three regimes. Finally, the vari-
ance in the translocation time is also found to be sensitive
to the drift-diffusion balance.
Simulating in a regime inappropriate for comparison to
experiments will thus have several consequences. First,
the translocation probability will be incorrect. As most
coarse-grained setups tend to over emphasize diffusion,
the probability of retraction to cis (i.e., a failed event)
has likely been over-stated. Second, if we consider simu-
lations with a wide range of polymer lengths, it is possi-
ble that short polymers will fall in one regime while long
polymers fall in another. Not only does this complicate
the calculation of scaling exponents, but agreement be-
tween simulation and experiment could be compromised
if the span of differing regimes is not the same. The
non-monotonic behaviour of τ with λ will thus add a
complicating factor to the determination of scaling laws;
the details of regime dependence invalidate the general-
ity implied by scaling laws. This may help to explain the
persistent disagreement between simulation and experi-
mental scaling exponents.
Third, the disparate results between the two force
models for σst/τ at high λ values demonstrates the
impact that the non-equilibrium, crowding effects can
have on translocation. For the in-pore force, σst/τ
is non-monotonic and begins to increase with λ while
for the pulling force, σst/τ continues to decay. Again,
coarse-grained simulations typically over-emphasize dif-
fusion and thus these crowding effects are not significant.
Hence, the results may be significantly different at proper
λ values where crowding plays a large role in both the
σst/τ and τ values.
We have examined several different experimental
translocation scenarios and estimated the Pe´clet Pt and
corresponding coarse-graining parameter λ for each case.
Most significantly, we find that for translocation of ds-
DNA, Pt for typical simulations is anywhere from 5–50
times lower than for experimental studies. While recent
progress using a tension-propagation model has united
many simulation results [44], the discrepancy with ex-
periments remains [5, 7, 23, 24]. This may be at least
partially explained by the fact that the crowding effects
on the exit (trans side) have not been implemented in
9detail in this approach. Likewise, performing CG simula-
tions at the proper Pt such that crowding effects have the
correct impact may bring simulations and experiments in
closer agreement.
Hence, obtaining the correct balance of drift to dif-
fusion is crucial for modelling translocation and can be
achieved this by using a Pe´clet number for translocation
that is easily calculated for both experimental and sim-
ulation conditions. Achieving the same Pe´clet number
in the simulations is accomplished by matching length-
scales via the coarse-graining λ parameter. While the
examples herein outline the effect that Pt has on the re-
sults, there are many more translocation scenarios where
the impact could be felt.
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