Abstract. In this paper, we first review one of difficult parts of the proof of Witten's conjecture by Kontsevich that had not been emphasized before.
introduction
In this paper we consider a problem from string theory whose solution involves moduli spaces from algebraic geometry, unitary representations of infinitedimensional Lie groups arising as central extensions. We shall adopt standard terminology from algebraic geometry, for example, "a moduli space of a Riemann surface of genus g with n points punched" is a geometric space which is the collection of the complex structure with the n points on the Riemann surface [22] .
Such spaces arise generally (as in our present analysis) as solutions to classification problems: For example, if one can show that a collection of smooth algebraic curves of a fixed genus can be given the structure of a geometric space, this then leads to a new parametrization; so an object viewed as an entirely separate space. This in turn is accomplished by introducing coordinates on the resulting space. In this context, the term "modulus" is used synonymously with "parameter"; moduli spaces are understood as spaces of parameters rather than as spaces of objects.
Examples: The real projective space RP n is a moduli space. It is the space of lines in R n+1 which pass through the origin. Similarly, complex projective space is the space of all complex lines in C n+1 . More generally, the Grassmannian Gk(V ) of a vector space V over a field F is the moduli space of all k-dimensional linear subspaces of V. The Hilbert scheme Hilb(X) is a moduli scheme. Every closed point of Hilb(X) corresponds to a closed subscheme of a fixed scheme X, and every closed subscheme is represented by such a point.
Moduli spaces are defined more generally in terms of the moduli functors, and spaces representing them, as is the case for the classical approaches and problems using Teichmüller spaces in complex analytical geometry. Our presentation here will take place within this generally framework of moduli spaces.
On the physics side, due to intensive study of string theory, in particular, nonlinear sigma model, the intersection number of moduli spaces play a fundamental role, see [22] , where the readers can find other references.
1.1. Notation. Let us recall some definitions in this subsection.
M g,n is the compactification of the parameter space of the complex structures of a Riemann surface with genus g and n points punched out.
L i denotes the line bundle onM g,n ,which fiber at point {C; x 1 , x 2 , · · · , x n } is the cotangent space T * xi (C). c 1 (L i ) denotes the first chern class of the line bundle L i .
When n = 0,M g,0 is the quotient space of the space of metrics G g by the group action of (Diff × Weyl, where Diff and Weyl denotes diffeomorphism and Weyl transformations [20] .
The compactification of M g,n is denoted byM g,n [2] .
The following definitions are often used in this paper:
Another notation that will be used is
where r 0 of the d i s are equal to 0;r 1 of them are equal to 1,etc.
Free energy of genus g:
Partition function:
where the free energy F g (t * ). 
where U = 
This equation is known to have soliton solutions, i.e., u(x, t) = f (x − ct) where f
, where a and c are constants. Since this initial discovery, other after invariants have been found. The first such sequence of invariants came in 1960s from P.Lax's commutator method: Let u = u(x, t) be a function in two variables, and consider
i.e., the Schrödinger operator
acting on function f (x).
Lax (1968) found that if
and this accounts for one infinite family of "integrals" or invariants. Specifically with u = u(x, t), consider L = L u as in (1.6), we then obtain that eigenvalues of (1.6) yield invariants, and the relevant u in (1.7) is from the solutions to the KdV equation (1.4).
1.3. KdV hierarchy. Kontsevich's proof mainly consists of three steps:
1.Based on a theorem of Strebel, the one to one correspondence of the spaceM i ×R n + with the "fat graphs". And then the main identity is proved:
.
( 1.8) 2.By the main identity and the Feynman diagram techniques, the partition function which is the exponential of the free energy F (t 0 (Λ), t 1 (Λ), · · · ), where
is the asymptotic expansion of the random matrix integral
where the measure
By expansion of matrix Airy function and some properties of τ -functions of
KdV hierarchy,the author shows the integral (1.9) is the τ -function is the asymptotic expansion of (1.9) as the rank of Λ goes to infinity.
the first step.
A quadratic differential φ on a Riemann surface C of finite type is a holomorphic section of the line bundle (T * ) ⊗2 . A nonzero quadratic differential defines a metric in a local coordinates z:
A horizontal trajectory of a quadratic differential is a curve along which φ(z)dz (2) to each edge is attached a positive real number, its length(which is determined by the metric);
(3)the valency of each vertex of a fat graph is three(we can derive that each valency is at least 3 by changing to polar system); (4) the loops of the graph is numbered by 1, 2, · · · , n;
(5) we make these graphs double-line graphs(this is not required by the one to one correspondence theorem).
For a fat graph, denote l e the length of a edge(double) e and for each face f , the perimeter p f = e⊂f l e . Then we have
Kontsevich proved the first chern class c 1 (L i ) can be written as (this step is not hard) 
On the other hand, by a very very delicate argument on complex cohomology, one
In the right hand side, we endow a orientation. Therefore we get the main identity
. Then the torsion is defined by
Let 0 → C ′ → C → C ′′ → 0 be a short exact sequence of chain complexes. For a fixed i, we have a short exact sequence
Let V be a vector space over the field F. Then let Ω i = ∧ i V . For an acyclic chain complex C, if each C i is a linear subspace of Ω i , we can define a generalized torsion on this chain complex Definition 3.
where b i is the wedge product of the basis elements of
{e i } is a basis of the vector space V .
By the virtue of the following theorem, we are able to transfer the torsion of 
2. KP and KdV hierarchy
Solutions of KP hierarchy as the orbit of GL
In Kac's presentation, the infinite dimensional group GL ∞ has a representation on Also, Dirac's positron theory can be given a representation-theoretic interpretation and used to obtain highest weight representations of these Lie algebras. The following are the relevant definitions and theorems.
Representation theory.We will follow Jorgensen's book [27] and Kac's book [17] to derive KP hierarchy. We offer a simple philosophy to get the the KP hierarchy , which is a set of infinite many PDEs. Let A be the Heisenberg algebra, the complex Lie algebra with a basis {a n , n ∈ Z; }, with the commutation relations
, and {L n } denotes the Virasoro algebra with central extension c,i.e.,
One thing that is nice in the context of our two infinite systems of operators a n 
3) When = 0, the representation is irreducible, since one can get any polynomial Let V = ⊕ j∈Z Cv j be an infinite dimensional vector space over C with a basis
the Lie bracket being the ordinary matrix commutator.
The Lie algebra gl ∞ is the Lie algebra of the Lie group GL ∞ = {A = (a ij ) i,j∈Z ; A invertible and all but a finite number of a ij − δ ij are zero} (2.4) . The group action is matrix multiplication. Define the shift operator Λ k by
Then the representation of V ect in V α,β in the vector space V can be
which implies
Then L n ∈ā ∞ . 
We list the following propositions and theorems in Kac's book [17] without proofs. These propositions or theorems are useful in this paper. Then in [17] , there are the following Definition 5. The generating series are defined by
where u is a nonzero complex number. 
Then the representation gℓ ∞ can be determined by the isomorphism
Consider the generating function i,j∈Z
The representation inF of this generating function under r is i,j∈Z
where Γ(u, v) is the vertex operator
Proposition 3. The Schur polynomials S λ (x) are contained in Ω. 
where y 1 , y 2 , · · · are free parameters.
Then it becomes the Kadomtzev-Petviashvili(KP) equation: [6] , and [16] ). For the partition function here According to [17] , the Virasoro algebra with central charge c β can be represented by 19) where 20) and when i = 0,
Moreover, since the transported representationr
which is a representation of Heisenberg algebra on B (m) . Then by a result of Fairlie
[?], there is a oscillator representation of Virasoro algebra for arbitrary λ, µ
for k = 0(take = 1 and a 0 = µ). It is easy to verify that the central charge for this Virasoro algebra is 1 + 12λ 2 .
Then in this case the representation of the Virasoro algebra on
2.3. the difficulty of a conjecture of Kontsevich. Kontsevich also proposed some conjectures in [17] . Let us see the some of them that are concerned with the KdV hierarchies. First of all, one can introduce variables s :
It can be shown ( [17] ) that that Z(t * (), s * ) is an asymptotic expansion of
Then we can list the statements of these conjectures are
Z(t, s) is a τ -function for KdV-hierarchy in variables
T 2i+1 := ti (2i+1)!! for arbi- trary s.
T 2i+1 := si (2i+1)!! for arbi- trary t.
Let T be any formal τ -function for the KdV-hierarchy considered as a matrix function. Then T (X)dµ Λ (X) is a matrix τ -function for the KdV-hierarchy in Λ.
We shall explain the difficulty of the first conjecture in this subsection. We recall the Harish-Chandra formula [13] .
Lemma 2.2. If Φ is a conjugacy invariant function on the space of hermitian N × N -matrices, then for any diagonal hermitian matrix Y ,
Φ(X)e − √ −1trXY dX = (−2π √ −1) N (N −1)/2 (V (Y )) −1 Φ(D)e − √ −1trDY V (D)dD,(2.
27) where the last integral is taken over the space of diagonal hermitian matrices D;V is the Vandermonde Polynomial determinant which is defined by
Harish-Chandra generalized the above fact: [14] :
Let G be a compact simple Lie group, L its Lie algebra of order N and rank n, We have the following Lemma 2.3.
(2.30)
Proof. We apply Harish-Chandra's result to the unitary group U(N), then Proof. By direct computation,
By Lemma (2.3), (2.32) can be written as 
Similarly, we can prove for all symmetric polynomials P (Λ),
. This is the main reason why the first conjecture is hard to prove, since the τ -function of KP hierarchy is in C[Λ].
Virasoro conjecture and matrix model
Let us recall the definition ofM g,n (M, β) and some properties [22] .
Definition 6. Let M be a non-singular projective variety. A morphism f from a pointed nodal curve to X is a stable map if every genus 0 contracted component of
Σ has at least three special points, and every genus 1 contracted component has at least one special point.
Definition 7. A stable map represents a homology class
The moduli space of stable maps from n-pointed genus g nodal curves to M representing the class β is denotedM g,n (M, β). The moduli spaceM g,n (M, β) is a Deligne-Mumford stack. It has the following properties:
(1)There is an open subsetM g,n (M, β) corresponding maps from non-singular curves.
(2)M g,n (M, β) is compact.
(3)There are n "evaluation maps" ev i :M g,n (M, β) → M defined by
so long as the space on the right exists.
(5)There is a "universal map" over the moduli space: Traditionally, given classes γ 1 , γ 2 , · · · , γ k ∈ H * (M, Q),the gravitational descendant invariants are defined by
The free energy F M g can be written as
where 
The statement of Virasoro conjecture is that Z M (t) is annihilated by L n , n ≥ −1, which forms part of Virasoro algebra with central charge
for m, n ∈ Z. Since this conjecture was proposed, there have been lots of efforts on it. It has been confirmed up to genus 2 [12] and there have been good results The representation of L n , n ≥ −1 is
10)
where 12) and C j is the j-th power of the matrix C;
14)
The operators (3.10) form a Virasoro algebra with a central charge c = α 1 = χ(M ), if the following condition is satisfied
It was found that the above definition really forms a Virasoro algebra [5] . It is instructive to verify it really forms an algebra here:
Similar to [5] , we have used identities:
( 3.18) 3.1. the planar graph interpretation of Virasoro constraints. The constraints L −1 Z = 0 and L 0 Z have been obtained in [3] and [13] . We shall provide a planar graphic interpretation for L n Z = 0, n ≥ 1. This interpretation is not rigorous so far.
Two dimensional quantum gravity have been proved to be equivalent to hermitian matrix theories. It is well known ,for a very general one matrix model is in fact a planar graph theory [24] [1] [7] , 19) where n i (Γ) denotes the total number of i-valent vertices of Γ and
is the total number of vertices of Γ. We don't know if there is a matrix theory that is equivalent to the theory (3.8). However, we would like to propose
Conjecture The theory (3.8) is equivalent to a planar graph theory.
This conjecture is of course weaker than the statement "the theory (3.8) is equivalent to a matrix theory." We expect that this conjecture can be generalized to some other conformal theories.
In the rest of this subsection, we assume that this conjecture holds, then we shall show how the Virasoro constraints arise: To show that the partition function (3.8)
is annihilated by L n , we will show that L n is the generator of particle antiparticle symmetry of the theory.
There are three terms in the right hand side of (3.10), we claim that the first term corresponds the annihilation of a vertex and creation of a vertex, such that the weight on the target increases n. There are two factors to realize this: once a particle with target weight m+n−j is annihilated and a particle with target weight m is created, from the graph, it is in fact a m + n − j valent vertex becomes a m valent vertex. This makes n − j to the contribution of the n extra target weight.
The rest j target weight comes from directly from the factor (C j ) The third term's explanation can be realized similarly to the second term, by splitting a genus into two vertices. But the target weight increases totally from the
Since Z is invariant under conformal transformation, and according to our analysis above, L n , n ≥ 1 is the representation of generator of this conformal transformation. Therefore Z is annihilated by L n , i.e., L n Z = 0. (ln q i )X * (q i )) + (ln λ)χ(Σ)), (3.20) where σ is the coordinate of the Riemann surface and g ab is the metric on the Riemann surface;ξ m s are fixed points on the Riemann surface; X µ is the coordinate of the target space and G µν is the metric on the target space; q i in the front of X(q i ) denotes an indeterminate which corresponds a basis element of H 2 (M, Q)
and by abuse of notation, in X(q i ), q i also represents the dual basis element in . Since the conformal transformation is local, we would like to conjecture:
The representation of the generators of conformal transformation with central extension is (3.10).
Locally a point in the moduli space can be represented as (z, g ij (z), X µ (z)) (here we only write out the coordinate of one punched point) , which is an infinite dimensional space. We could define the hermitian metric on this infinite dimensional space, as the following
where all the indexes run over complex coordinate index and their conjugates. Then it might be possible, but very complicated, to explicitly compute the first chern class of the vector bundle L i and check the Virasoro condition.
