The Auto-Importance Sampling (AIS) method is a Monte Carlo variance reduction technique proposed for deep penetration problems, which can significantly improve computational efficiency without pre-calculations for importance distribution. However, the AIS method is only validated with several simple examples, and cannot be used for coupled neutron-photon transport. This paper presents improved algorithms for the AIS method, including particle transport, fictitious particle creation and adjustment, fictitious surface geometry, random number allocation and calculation of the estimated relative error. These improvements allow the AIS method to be applied to complicated deep penetration problems with complex geometry and multiple materials. A Completely coupled Neutron-Photon Auto-Importance Sampling (CNP-AIS) method is proposed to solve the deep penetration problems of coupled neutron-photon transport using the improved algorithms. The NUREG/CR-6115 PWR benchmark was calculated by using the methods of CNP-AIS, geometry splitting with Russian roulette and analog Monte Carlo, respectively. The calculation results of CNP-AIS are in good agreement with those of geometry splitting with Russian roulette and the benchmark solutions. The computational efficiency of CNP-AIS for both neutron and photon is much better than that of geometry splitting with Russian roulette in most cases, and increased by several orders of magnitude compared with that of the analog Monte Carlo.
3) Only planar fictitious surfaces which are vertical to coordinate axes can be used.
4) The AIS method makes the random number stride overrun sometimes.
5) The calculation method of the estimated relative error is not precise enough.
Therefore, several novel improvements for the AIS method are described in this paper. Moreover, a completely coupled neutron-photon auto-importance sampling method is proposed with the improved algorithms. In this new method, the variance reduction techniques of the AIS method can be applied to neutrons and photons, simultaneously, in coupled neutron-photon Monte Carlo transport.
Materials and methods

Improved algorithms
Particle transport
In the AIS method, when the particle travels in each sub-space, except for the last sub-space, the particle will be killed once it traverses the CFS, because its contributions to the current fictitious surface have been recorded by the fictitious particles. The particle position at each step of the random walk will be checked to find whether it is in the current or the next sub-space. Once the particle is located in the next sub-space, it will be killed. Although the fictitious particles can be created correctly in this way, the trajectory from the CFS to the position where the particle is killed is recorded redundantly. This will affect the tally results around the CFS, especially when a mesh tally is used.
In the improved particle transport algorithm, after a source or collision event, the distance to the CFS along the current direction will be calculated, and compared with the distance to the next geometry boundary and the next collision point. If the distance to the CFS is the minimum, it will be the distance of the next random walk, and the particle will be killed on the CFS.
As shown in Fig. 1 , the particle will be killed at the next collision point A in the previous algorithm, and the trajectory t is redundant. In the improved algorithm, d
will be the distance of the next random walk, and the particle will be killed at point B. Thus, it will ensure that the contributions to the whole geometry space are correct. 
Fictitious particle creation and adjustment
In the AIS method, the fictitious particle weight is calculated by using next event estimators. The fictitious particle weight is equal to the probability that the particle has a collisionless free-flight to the CFS along the current direction after a source or collision event. The AIS method does not support reflecting surfaces, white boundaries and periodic boundaries, which leads to an underestimation of the fictitious particle weights and number. Actually, when the fictitious particle trajectory hits these surfaces or boundaries, its direction and location should be recalculated according to the type of the surface or boundary. Therefore, in the improved fictitious particle creation algorithm, fictitious particle creation methods dealing with reflecting surfaces, white boundaries and periodic boundaries are added to calculate the trajectory to the CFS and the fictitious particle location.
As mentioned above, splitting/Russian roulette is used in fictitious particle adjustment. When the weight of the fictitious particle is higher than the mean weight, the particle is split and stored in the fictitious particle storage.
If the number of fictitious particles is larger than the number of source particles, the mean weight will be recalculated and redundant particles will be eliminated. In deep penetration problems with multiple materials, large changes may take place in the cross section data between different materials, which will make the weights of the fictitious particles fluctuate significantly. Additionally, when the small probability event that the source particle penetrates the shield is simulated, the weight of the resulting fictitious particle will be much higher than that of other fictitious particles, possibly many orders of magnitude higher. Hence, when the fictitious particles are split, a great number of "split fictitious particles" are generated, causing fictitious particle storage overflow.
Considering that the "split fictitious particles" have exactly the same particle state, there is no need to store all of them in the fictitious particles storage. In the improved fictitious particles adjustment algorithm, a single unit of storage space is set to store the state of "split fictitious particles". Russian roulette is only performed on the serial numbers of fictitious particles, after which the fictitious particles are re-extracted according to the serial numbers.
In this way, storage space is saved, and the data overflow is avoided.
Fictitious surface geometry
The whole geometry space is divided into several sub-spaces by fictitious surfaces in the AIS method. Only planar fictitious surfaces which are vertical to the coordinate axes can be used. It cannot meet the demands in some deep penetration problems, for example, reactor pressure vessel neutron fluence calculations, which require cylindrical fictitious surfaces to divide the reactor. 
Random number allocation
The Russian roulette used in fictitious particle adjustment will cause a large consumption of random numbers. MCNP uses correlated sampling that the i th history will always start at the same point in the random number sequence. The value of the random number stride S allocated to each single history is only 152917 [10] . It cannot meet the demands of random numbers for fictitious particle adjustment, so S is exceeded sometimes.
Two random number sequences are used in the improved random number allocation algorithm. The first random number sequence RS1 is the one used in MCNP. In an AIS simulation, K represents the number of fictitious surfaces and N src represents the number of source particles from source region. Then, the number of histories that needs to be calculated is (K+1)×N src . Similar to MCNP simulation, the i th history of the source particle from source region or fictitious surface will always start at the same point in the random number sequence RS1. Thus, (K+1)×N src random number strides will be used for an AIS simulation. RS1 is only responsible for the normal random walk to avoid exceeding random number stride. The second random number sequence RS2 is used only for fictitious particle adjustment, and the initial random seed of RS2 is fixed. Different from MCNP simulation, RS2 is not segmented into many strides. Random numbers in RS2 are used one after another in an AIS simulation.
Calculation of the estimated relative error
The estimated relative error R at the 1σ level in the AIS method is defined as Eq. (1) and Eq. (2) [11].
.
where x is the estimated mean, 
This algorithm is supposed to be more accurate since it accumulates all the transmission errors of the AIS method to the mean result of each group, avoiding calculating the errors of each sub-space in the AIS method.
Completely Coupled neutron-photon auto-importance sampling
In some radiation shielding designs, for instance, C. In general, for a certain number of histories, more accurate results will be obtained with more fictitious surfaces, however, the simulation will cost more time. The optimum solution of the sub-space division is hard to determine. The sub-space division is relatively satisfactory when the penetrating probability is close to 1/10 in every sub-space [11] .
The procedure of the CNP-AIS method is as follows:
1) From source region to tally region, a series of neutron and photon fictitious surfaces are introduced to divide the whole geometry space into several sub-spaces.
The total number of neutron and photon fictitious surfaces is K, and the number of sub-spaces is K+1. The fictitious surface k (k=1,2…K) is the CFS of sub-space k.
2) The Closest Photon Fictitious Surface (CPFS) and the Closest Neutron Fictitious Surface (CNFS) from the source are recorded.
3) The closest sub-space from the source is set to be the current sub-space, in which the particles will be transported, and the CFS is recorded. At least one of the CPFS and CNFS is the CFS. If the CPFS and CNFS are at the same location, they are both set to be the CFS.
4) The particles are transported from the source. At every source or collision event, fictitious particles are created on the CPFS or CNFS using next event estimators according to the particle type.
5) When the source particle or secondary particle arrives at the CFS, if the particle is a neutron (or photon) and the CNFS (or CPFS) is the CFS, the particle will be killed; if not, its state will be stored and transport will be stopped on the CFS. This ensures that all the neutrons and photons will not traverse the CFS. 6) After all the source particles are transported, the fictitious particles on the CFS will be adjusted to be as many as the source particles using splitting/Russian roulette. These fictitious particles, source particles and secondary particles stored on the CFS will be set as the source of the next sub-space. Then, the process will go back to step 1, and particle transport will be performed in the next sub-space.
When the closest fictitious surface of the same type as the particles is not the CFS, the reason why the particles are stored and stopped on the CFS in step 5 is shown in Fig. 2 . If a neutron traverses the CFS (CPFS) in sub-space S after collision event 1 and has collision event 2 in which a secondary photon is generated, no photon fictitious particle will be created because the secondary photon is beyond the CPFS. A neutron transport in the CNP-AIS method is shown in Fig. 3 . Fig.2 . The situation when a particle traverses the CFS In the CNP-AIS simulation, eleven neutron and eleven photon cylindrical fictitious surfaces whose radii were 188, 215, 230, 340, 360, 390, 420, 450, 480, 510 and 530 cm, were introduced. NPS was 10 5 and T was 8 minutes.
The neutron and photon results are shown in Table 1 and Table 2 respectively. R represents the estimated relative error. The neutron and photon FOM curves of IMP-MC and CNP-AIS are shown in Fig. 5 and Fig. 6 respectively. As shown in Table 1 Table 2 and Fig.   6 . In this example, CNP-AIS was much less time-consuming (only 8 minutes) than IMP-MC, but gave a much better performance. The same PWR model as example 3.1 was used.
Considering the computational efficiency of IMP-MC, an MCNP cylinder surface with radius of 490 cm was set to be the tally surface for neutrons, and an MCNP cylinder surface with radius of 520 cm was set to be the tally surface for photons. The tally surfaces were divided axially into 13 segments at the z values of 30, 60, 90, 120, 150, 180, 210, 240, 270, 300, 330 and 360 cm. The flux of each surface segment was tallied.
In the IMP-MC simulation, NPS was 4×10 7 , and T was 2112 minutes. The average estimated relative error of neutrons was 68.31% and that of photons was 55.82%.
In the CNP-AIS simulation, NPS was 4×10 In the IMP-MC simulation, NPS was 10 7 , and T was 451 minutes. The average estimated relative error for neutrons was 3.12% and that for photons was 4.55%.
In the CNP-AIS simulation, NPS was 5×10 6 , and T was 221 minutes. Four neutron and four photon cylindrical fictitious surfaces, whose radii were 188, 215, 230 and 300 cm, were introduced. The average estimated relative error for neutrons was 1.78% and that for photons was 2.58%. 
Neutron/photon flux spectrum at capsule location
The tally region was located at r=320.06 cm, z=177.27 cm and θ=9.5°, and the 47-group energy structure was used for spectrum tally, which were the same as the DORT calculations in Ref. [12] . NPS, the setting of fictitious surfaces and T were the same as those of example 3.3.
The DORT results, and the calculation results of CNP-AIS and IMP-MC, are shown in Fig. 13 and Fig. 14 . In the IMP-MC simulation, NPS was 10 7 , and T was 380 minutes. The average estimated relative error of the results was 4.18%.
In the CNP-AIS simulation, NPS was 10 7 , and T was 314 minutes. Three neutron cylindrical fictitious surfaces, whose radii were 188, 208 and 222 cm, were introduced.
The average estimated relative error of the results was 4.91%.
In the A-MC simulation, NPS was 10 9 , and T was 2864 minutes. The average estimated relative error of the results was 20.59%. 
