Stability estimates for relativistic Schr\"odinger equation from partial
  boundary data by Senapati, Soumen
ar
X
iv
:2
00
7.
02
33
1v
1 
 [m
ath
.A
P]
  5
 Ju
l 2
02
0
Stability estimates for relativistic Schro¨dinger equation from
partial boundary data
Soumen Senapati∗
Tata Institute of Fundamental Research
Centre for Applicable Mathematics
Bangalore, India
July 7, 2020
Abstract
In this article we study stability aspects for the determination of time-dependent vector and
scalar potentials in relativistic Schro¨dinger equation from partial knowledge of boundary mea-
surements. For space dimensions strictly greater than 2 we obtain log-log stability estimates for
the determination of vector potentials (modulo gauge equivalence) and log-log-log stability esti-
mates for the determination of scalar potentials from partial boundary data assuming suitable
a-priori bounds on these potentials.
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1 Introduction and statement of the main result
Let Ω be a bounded domain in Rn (n ≥ 3) with smooth boundary Γ. Let ν(x) be the outward
unit normal to Γ and Q be the finite cylindrical domain defined by Q = (0, T ) × Ω where T >
diam(Ω). We denote lateral boundary of Q by Σ := (0, T ) × Γ. The relativistic Schro¨dinger
operator on Q denoted by LA,q is defined as
LA,q = (∂t +A0(t, x))2 −
n∑
k=1
(∂xk +Ak(t, x))
2 + q(t, x).
Here A ≡ (Ai)0≤i≤n is the vector potential and q is the scalar potential. We assume q ∈ L∞(Q)
and all the components of vector potential are real valued functions belonging to C∞c (Q). We
are interested in deriving stability estimates for the recovery of A (upto gauge equivalence) and
q from partial boundary data.
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We consider the IBVP: {
LA,q(u) = 0 in Q,
(u|t=0, ∂tu|t=0, u|Σ) = (u0, u1, f).
From [19, 14] it is well known that if u0 ∈ H1(Ω), u1 ∈ L2(Ω) and f ∈ H1(Σ) with the compati-
bility criteria, u0|Γ = f |{0}×Γ then the above IBVP has a unique solution in C1
(
[0, T ];L2(Ω)
)∩
C
(
[0, T ];H1(Ω)
)
and there exists a constant C > 0 such that for any t ∈ [0, T ] we have
‖∂νu‖L2(Σ) + ‖∂tu(t, ·)‖L2(Ω) + ‖u(t, ·)‖H1(Ω) ≤ C
(‖u0‖H1(Ω) + ‖u1‖L2(Ω) + ‖f‖L2(Σ)) . (1)
Let us introduce few notations before we state the result. For ω ∈ Sn−1, we define the following
subsets of Γ and Σ, respectively
Γ+(ω) = {x ∈ Γ; ν(x) · ω > 0}, Γ−(ω) = {x ∈ Γ; ν(x) · ω < 0},
Γ+,ǫ(ω) = {x ∈ Γ; ν(x) · ω > ǫ}, Γ−,ǫ(ω) = {x ∈ Γ; ν(x) · ω < ǫ},
Σ±(ω) = (0, T ) × Γ±(ω), Σ±,ǫ/2(ω) = (0, T ) × Γ±,ǫ/2(ω). (2)
For a fixed ω0 ∈ Sn−1, let us define the input-output operator Λ as
Λ : H1(Ω)× L2(Ω)×H1(Σ) 7→ L2(Σ−,ǫ/2(ω0))×H1(Ω) (3)
Λ(u0, u1, f) =
(
∂νu|Σ−,ǫ/2(ω0), u(T, ·)
)
. (4)
By ‖ · ‖∗ we denote operator norm of the input-output operator with respect to the range and
domain as indicated in (3). Given C0 and α > 0 we introduce the admissble set of potentials
(A, q) as
M(C0, α) = {(A, q) ∈ C∞c (Q)n+1 × L∞(Q); ‖A‖H n+12 +α(Q) ≤ C0, ‖q‖H n+12 +α(Q) ≤ C0}.
Now we state the main result.
Theorem For i = 1, 2 let (Ai, qi) ∈ M(C0, α) and T > diam(Ω). We denote the input-output
operator corresponding to LAi,qi by Λi. Further, assume that div(t,x)A1=div(t,x)A2. Then there
exists C,µ1, µ2, α1 and α2 > 0 depending on C0, α and Q such that
‖A2 −A1‖L∞(Q) ≤ C
(
‖Λ1 − Λ2‖µ1∗ +
∣∣ log | log ‖Λ1 − Λ2‖∗|∣∣−µ2) , (5)
‖q2 − q1‖L∞(Q) ≤ C
(
‖Λ1 − Λ2‖α1∗ +
∣∣∣ log ∣∣ log | log ‖Λ1 − Λ2‖∗|∣∣∣∣∣−α2) . (6)
Let us give some prior work done in the context of inverse problems for hyperbolic equa-
tions. Motivated by the construction of complex geometric optics solutions by Sylvester and
Uhlman[28], Rakesh and Symes[21] proved unique determination of time-independent scalar po-
tential in the wave equation from full Neumann-Dirichlet data. It was extended by Isakov [12]
to the recovery of time-independent time derivative perturbation but in the absence of any space
derivative perturbation. In [23], Ramm and Sjo¨strand dealt uniqueness issues of time-dependent
potential in an infinte cylinder. This was later generalized by Salazar; see [24] and [25]. For
finite time, Rakesh and Ramm showed in [22] that time-dependent potential can be recovered in
some specific set outside which they are known. We should also mention the unique recovery of
time dependent potential from scattering data by Stefanov[26]. Kian in [15],[16],[17] considered
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the problem of unique determination and stability of time derivative perturbation and scalar
potential from full Dirichlet to Neumann data. Using properties of light-ray transform from [20],
[27] Krishnan and Vashisth[18] proved uniqueness of all coefficients (upto a gauge invariance
for vector potential term) appearing in relativistic Schro¨dinger equation from partial boundary
data. Similar coefficient recovery problems in various settings were extensively studied by Ya-
mamoto, Bellassoued, Choulli and Ben Aı¨cha etc in numerous papers; see [5],[6],[2],[2],[8],[9],[7].
Bellassoued and Ben Aı¨cha [2] stably recovered both time-dependent vector field term and scalar
potential from full input-output operator but in the absence of time-derivative perturbation. In
a recent work by Bellassoued and Fraj[4], using Neumann measurements made on arbitrary part
of the boundary stable determination of zeroth order time-dependent perturbation was shown.
The current paper strengthens the result by Bellassoued and Ben Aı¨cha[2] even in the full data
case. In all of our discussion, we consider smooth coefficients vanishing on boundary for vector
potentials for simplicity. One can use the approximation argument presented in [15] for more
general coefficients.
2 Carleman Estimates and Geometric Optics Solu-
tions
We start by providing geometric optics solutions to the relativistic Schro¨dinger equation de-
pending on a large parameter. The existence of geometrical optics solutions will be shown using
weighted L2-coercivity of some conjugated operators also known as Carleman estimate. Then to
bound certain boundary terms we will need boundary Carleman estimate. In [16], Kian proved
those estimates. Without proof we state the results by Krishnan and Vashisth[18] which were
motivated by the one in [16].
Theorem (Boundary Carleman estimates) For ω ∈ Sn−1, (A, q) ∈ M(C0, α) and u ∈
C2(Q¯) satisfying u|t=0 = ∂tu|t=0 = u|Σ = 0 there exists λ0, C > 0 both of which depend only
on C0, α and Q such that for λ ≥ λ0 we obtain∫
Q
e−2λ(t+x·ω)
(
λ2|u(t, x)|2 + |∇(t,x)u(t, x)|2
)
dxdt+ λ
∫
Σ+(ω)
e−2λ(t+x·ω)|ω · ν(x)||∂νu|2dS
+λ
∫
Ω
e−2λ(T+x·ω)|∂tu(T, x)|2 dx ≤ C
(∫
Q
e−2λ(t+x·ω)|LA,qu(t, x)|2dxdt
+
∫
Ω
e−2λ(T+x·ω)
(
λ2|u(T, x)|2 + λ|∇xu(T, x)|2
)
dx
+λ
∫
Σ−(ω)
e−2λ(t+x·ω)|ω · ν(x)||∂νu|2dS
)
. (7)
Corollary 1. (Interior Carleman estimates) Given (A, q) ∈ M(C0, α) then there exist
C > 0, λ0 > 0 depending only on C0, α and Q such that the following estimate holds for
u ∈ C∞c (Q) and λ ≥ λ0;∫
Q
e−2λ(t+x·ω)(λ2|u(t, x)|2 + |∇(t,x)u(t, x)|2)dxdt ≤ C‖e−λ(t+x·ω)LA,qu‖2L2(Q).
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2.1 Construction of Geometric Optics Solutions
We make use of interior Carleman estimates and Hahn-Banach extension theorem to find the
following parameter dependent solutions.
Theorem Let φ ∈ C∞c (Rn) and (A, q) ∈ M(C0, α). Then there exists C > 0, λ0 > 0 depending
on φ, C0, α and Q such that for λ ≥ λ0
u(t, x) = eλ(t+x·ω)
(
φ(x+ tω)e−
∫ t
0 (1,−ω)·A(s,x+(t−s)ω)ds +Rλ(t, x)
)
solves LA,qu = 0, where ‖Rλ‖Hk(Q) ≤ Cλ−1+k‖φ‖H3(Rn) for k ∈ {0, 1, 2}.
Proof: Following exactly same set of arguments presented in [15], we can have similar Car-
leman estimates in negative order Sobolev spaces but with an additional index shift by -1. We
state the result below. For a proof see [15].
Lemma 1 (Lemma 5.4 of [15]) For (A, q) ∈ M(C0, α) let us consider the conjugated operator
PA,λ,ω = e−λ(x·ω+t)(LA,q − q)eλ(x·ω+t).
There exists C, λ0 > 0 depending on C0, α and Q such that for u ∈ C∞c (Q) and λ ≥ λ0
‖u‖H−1λ (Rn+1) ≤ C‖PA,λ,ωu‖H−2λ (Rn+1).
For f ∈ H1λ(Q), we define the linear map S : {P−A,−λ,ωv; v ∈ C∞c (Q)} → R by
S(P−A,−λ,ωv) =
∫
Q
vf dxdt. (8)
Now we use the above Lemma to conclude S is continuous that is,
|S(P−A,−λ,ωv)| ≤ ‖P−A,−λ,ωv‖H−2λ (Rn+1)‖f‖H1λ(Q). (9)
Now by Hahn-Banach theorem we can extend S as a continuous functional on H−2λ (Rn+1) still
denoted as S and satisfies ‖S‖ ≤ ‖f‖H1λ(Q). But by Reisz´ representation theorem, we have a
unique u ∈ H2λ(Rn+1) such that the following holds
S(v) = (v, u)H−2λ (Rn+1),H2λ(Rn+1). (10)
Combining (8) and (10) we get for all v ∈ C∞c (Q)
S(P−A,−λ,ωv) =
∫
Q
vf dxdt = (P−A,−λ,ωv, u)H−2λ (Rn+1),H2λ(Rn+1). (11)
From (11),
u ∈ H2λ(Rn+1) satisfies PA,λ,ωu = f with ‖u‖H2λ(Rn+1) ≤ ‖S‖ ≤ ‖f‖H1λ(Q).
Now we want solutions of relativistic Schro¨dinger equation of the following form
u(t, x) = eλ(x·ω+t)(B(t, x) +Rλ(t, x)).
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That is, we should find B and Rλ so that, e
−λ(x·ω+t)LA,qeλ(x·ω+t)(B(t, x) +Rλ(t, x)) = 0,
or, PA,λ,ωRλ = −qRλ − PA,λ,ωB − qB = −qRλ − 2λ(1,−ω) · (∇(t,x)B +AB)− LA,qB.
If we take B(t, x) = φ(x+ tω)e−
∫ t
0
(1,−ω)·A(s,x+(t−s)ω)ds, it satisfies
(1,−ω) · (∇(t,x)B +AB)(t, x) = 0.
Since LA,qB ∈ H1λ(Q) with ‖LA,qB‖H1λ(Q) ≤ Cλ‖φ‖H3(Rn) it suffices to find
Rλ ∈ H2(Q) satisfying (PA,λ,ω + q)Rλ = −LA,qB. (12)
Define T (f) = u where PA,λ,ωu = f . Then ‖T‖H1λ(Q)→H1λ(Q) ≤
C
λ .
Thus the problem (12) reduces to finding f˜ ∈ H1λ(Q) such that
(I + qT )f˜ = −LA,qB.
For large enough λ, we have invertibility of (I + qT ) in H1λ(Q). So, we can find f˜ ∈ H1λ(Q) and
hence Rλ ∈ H2λ(Q) which satisfies
‖Rλ‖H2λ(Q) ≤ C‖f˜‖H1λ(Q) ≤ Cλ‖φ‖H3(Q). (13)
For future purposes we write (13) in a different way which is,
‖Rλ‖Hk(Q) ≤ Cλ−1+k‖φ‖H3(Rn) for k ∈ {0, 1, 2}.
This ends the construction of geometric optics solutions. ✷
3 Proof of the main theorem
3.1 Stability estimate for vector potential
We outline the proof as follows. Using Green’s formula and geometric optics solutions con-
structed earlier we will establish estimates connecting vector potential and input-output oper-
ator, while doing so we will crucially use boundary Carleman estimate. Then we estimate the
line integrals of a component of the vector potential along the direction of light-rays by the
input-output operator. We include these in Lemma 3 and end up deriving a Fourier estimate as
a corollary. Then under the divergence free condition of vector potential we will stably recover
all components of the vector potential. We use Vessella’s conditional stability result [29] to
obtain Fourier estimate for small frequencies.
Lemma 2. (Integral identity and estimates) For i = 1, 2 let (Ai, qi) ∈ M(C0, α) with
φ ∈ C∞c (Rn) and ω ∈ Sn−1 satisfy |ω − ω0| < ǫ2 . Then there exists β > 0, C > 0, λ0 > 0 which
depend on C0, α and Q such that for all λ ≥ λ0∣∣∣∣∫ T
0
∫
Rn
(1,−ω) · (A2 −A1)(t, y − tω)e−
∫ t
0
(1,−ω)·(A2−A1)(s,y−sω)ds|φ(y)|2 dydt
∣∣∣∣
≤ C
(
1√
λ
+ eβλ‖Λ1 − Λ2‖∗
)
‖φ‖2H3(Rn).
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Proof: For u, v ∈ H2(Q) with u|t=0 = ∂tu|t=0 = u|Σ = 0 and A1,A2 ∈ C∞c (Q)n+1 Green’s
formula gives∫
Q
(LA1,q1(u)v − uL−A1,q1v) dxdt =
∫
Ω
(
∂tu(T, x)v(T, x) − u(T, x)∂tv(T, x)
)
dx
+
∫
Σ
∂νu(t, x)v(t, x) dS. (14)
Now we consider geometric optics solutions corresponding to LA2,q2 and L−A1,q¯1 which we
denote by u2(t, x) and v(t, x) respectively. To cancel the exponential terms, we simultaneously
consider exponentially growing and decaying geometric optics solutions. That is, there exists
R1λ, R
2
λ ∈ H2(Q) such that for all λ ≥ λ0
u2(t, x) = e
λ(t+x·ω)
(
φ(x+ tω)e−
∫ t
0
(1,−ω)·A2(s,x+(t−s)ω)ds +R2λ(t, x)
)
, (15)
v(t, x) = e−λ(t+x·ω)
(
φ(x+ tω)e
∫ t
0
(1,−ω)·A1(s,x+(t−s)ω)ds +R1λ(t, x)
)
, (16)
and ‖Riλ‖Hk(Q) ≤ Cλ−1+k‖φ‖H3(Rn); for i = 1, 2 and k ∈ {0, 1, 2}. (17)
Now taking the initial and boundary data same as u2 we solve the following IBVP and denote
its unique solution by u1 i.e.{
LA1,q1u1 = 0,
u1(0, ·) = u2(0, ·), ∂tu1(0, ·) = ∂tu2(0, ·) and u1|Σ = u2|Σ.
Let Ai(t, x) ≡ (Ai,k(t, x))0≤k≤n for i = 1, 2 and define u = u1 − u2 in Q, then u solves the
following problem
LA1,q1u(t, x) = (2A · (∂t,−∇x)u2 + q˜u2)(t, x), (18)
u(0, ·) = ∂tu(0, ·) = 0 and u|Σ = 0.
where, A(t, x) = (A2 −A1)(t, x) ≡ (Ak(t, x))0≤k≤n.
q˜i(t, x) =
(
∂tAi,0 −
n∑
k=1
∂xkAi,k + |Ai,0|2 −
n∑
k=1
|Ai,k|
2
+ qi
)
(t, x), for i ∈ {1, 2}.
q˜(t, x) = (q˜1 − q˜2) (t, x).
Now we make use of (14) and (18) to get the following integral identity;∫
Q
(2A · (∂t,−∇x)u2 + q˜u2)v dxdt =
∫
Ω
(
∂tu(T, x)v(T, x) − u(T, x)∂tv(T, x)
)
dx
+
∫
Σ
∂νu(t, x)v(t, x) dS. (19)
We wish to modify the integral identity (19) into an estimate connecting line integrals and
input-output operator. We substitute (15) and (16) into (19). We have
(∂t,−∇x)u2(t, x) = eλ(t+x·ω)
(
λ(1,−ω)φ(x+ tω)e−
∫ t
0 (1,−ω)·A2(s,x+(t−s)ω)ds + w2λ(t, x)
)
.
(20)
Also, ∂tv(t, x) = e
−λ(t+x·ω)
(
λφ(x+ tω)e
∫ t
0 (1,−ω)·A1(s,x+(t−s)ω)ds + w1λ(t, x)
)
. (21)
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For i = 1, 2 we see the terms wiλ involve derivatives of φ and R
i
λ. For some C > 0 we arrive at
the following estimate using (17)
‖wiλ‖Hk(Q) ≤ Cλk‖φ‖H3(Rn) for k ∈ {0, 1} and i ∈ {1, 2}.
We use (20) and (21) to get the following relation which will be helpful later as well
A(t, x) · (∂t,−∇x)u2(t, x)v(t, x)
=
(
λA(t, x) · (1,−ω)|φ(x + tω)|2e−
∫ t
0 (1,−ω)·A(s,x+(t−s)ω)ds + pλ(t, x)
)
, (22)
where, ‖pλ‖L1(Q) ≤ C‖φ‖H3(Rn), (using a-priori bounds on A).
Now to estimate R.H.S of (19) we use explicit bounds for v and the boundary Carleman estimate
for u to LA1,q1 . We also have
(Λ1 − Λ2) (u2|t=0, ∂tu2|t=0, u2|Σ) =
(
∂νu|Σ−,ǫ/2(ω0), u(T, ·)
)
.
From (15) and (17) and using trace theorem we get β > 0 and C > 0 such that∥∥ (u2|t=0, ∂tu2|t=0, u2|Σ)∥∥(H1(Ω),L2(Ω),H1(Σ)) ≤ Ceβλ‖φ‖H3(Rn). (23)
From (1) we have, ‖∂νu‖L2(Σ−,ǫ/2(ω0)), ‖u|t=T ‖H1(Ω) ≤ Ceβλ‖Λ1 − Λ2‖∗‖φ‖H3(Rn). (24)
Let K be the RHS of Boundary Carleman estimate (15) corresponding to LA1,q1 applied on u,
K =
∫
Q
e−2λ(t+x·ω)|LA1,q1u(t, x)|2dxdt+ λ
∫
Σ−(ω)
e−2λ(t+x·ω)|ω · ν(x)||∂νu|2dS
+
∫
Ω
e−2λ(t+x·ω)
(
λ2|u(T, x)|2 + λ|∇xu(T, x)|2
)
dx.
We use (18), (20) and a-priori bounds of potentials to get∫
Q
e−2λ(t+x·ω)|LA1,q1u|2dxdt ≤ Cλ2‖φ‖2H3(Rn). (25)
We use continuity of input-output operator defined in (4) and estimates from (24) to get∫
Ω
e−2λ(T+x·ω)(λ2|u(T, x)|2 + λ|∇xu(T, x)|2dx) ≤ Ceβλ‖Λ1 − Λ2‖2∗‖φ‖2H3(Rn). (26)
Since Σ−(ω) ⊆ Σ−,ǫ/2(ω0), using (24), we get
∫
Σ−(ω)
λe−2λ(t+x·ω)|∂νu|2dS ≤
∫
Σ−,ǫ/2(ω0)
λe−2λ(t+x·ω)|∂νu|2dS ≤ Ceβλ‖Λ1 − Λ2‖2∗‖φ‖2H3(Rn).
(27)
Hence K can be bounded by C(λ2+eβλ‖Λ1−Λ2‖2∗)‖φ‖2H3(Rn). Using it with boundary Carleman
estimate we bound each term present in R.H.S of (19). We use Holder’s inequality and trace
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theorem to get from (16)∣∣∣∣∫
Ω
∂tu(T, x)v(T, x) dx
∣∣∣∣
=
∣∣∣∣∫
Ω
e−λ(T+x·ω)∂tu(T, x)(φ(x + Tω)e−
∫ T
0
(1,−ω)·A1(s,x+(T−s)ω)ds +R1λ(T, x))dx
∣∣∣∣ ,
≤ C‖φ‖H3(Rn)√
λ
√∫
Ω
λe−2λ(T+x·ω)|∂tu(T, x)|2 dx,
≤ C‖φ‖H3(Rn)√
λ
√
K ≤ C‖φ‖2H3(Rn)
(√
λ+ eβλ‖Λ1 − Λ2‖∗
)
. (28)
Proceeding similarly we get from (16) and (21)∣∣∣∣∫
Ω
u(T, x)∂tv(T, x) dx
∣∣∣∣ ≤ Cλ‖φ‖H3(Rn)
√∫
Ω
e−2λ(T+x·ω)|u(T, x)|2 dx,
≤ Ceβλ‖Λ1 − Λ2‖∗‖φ‖2H3(Rn). (29)
and,
∣∣∣∣∫
Σ
∂νu(t, x)v(t, x) dS
∣∣∣∣ = 1√λ
∣∣∣∣∫
Σ
√
λ∂νu(t, x)v(t, x) dS
∣∣∣∣ ,
≤ C‖φ‖H3(Rn)√
λ
√∫
Σ
λe−2λ(t+x·ω)|∂νu(t, x)|2 dS. (30)
We made boundary measurements on more than half of the boundary which is Σ−,ǫ/2(ω0). For
the part Σ+,ǫ/2(ω0) we will be using the boundary Carleman estimate.∫
Σ
λe−2λ(t+x·ω)|∂νu(t, x)|2 dS
=
∫
Σ+,ǫ/2(ω0)
λe−2λ(t+x·ω)|∂νu(t, x)|2 dS +
∫
Σ−,ǫ/2(ω0)
λe−2λ(t+x·ω)|∂νu(t, x)|2 dS.
Since Σ+,ǫ/2(ω0) ⊆ Σ+(ω) we obtain the following∫
Σ+,ǫ/2(ω0)
λe−2λ(t+x·ω)|∂νu(t, x)|2 dS ≤
∫
Σ+,ǫ/2(ω0)
λ
ǫ/2
e−2λ(t+x·ω)|ν(x) · ω||∂νu(t, x)|2dS,
≤ 1
ǫ/2
∫
Σ+(ω)
λe−2λ(t+x·ω)|ν(x) · ω||∂νu(t, x)|2dS,
≤ 2
ǫ
K, (using boundary Carleman estimates)
≤ 2C
ǫ
(λ2 + eβλ‖Λ1 − Λ2‖2∗)‖φ‖2H3(Rn). (31)
We assemble the estimates (27),(29),(28) and (31) to obtain from (19) the following∣∣∣∣∫
Q
(2A · (∂t,−∇x)u2 + q˜u2)(t, x)v(t, x)dxdt
∣∣∣∣ ≤ C‖φ‖2H3(Rn) (√λ+ eβλ‖Λ1 − Λ2‖∗) . (32)
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We use expressions of geometrical optics solutions which are (15) and (16) to get∣∣∣∣∫
Q
q˜(t, x)u2(t, x)v(t, x) dxdt
∣∣∣∣ ≤ C‖φ‖2H3(Rn).
Thus, dividing (32) by λ we obtain∣∣∣∣∫
Q
(1,−ω) · A(t, x)e−
∫ t
0 (1,−ω)·A(s,x+(t−s)ω)ds|φ(x+ ωt)|2dxdt
∣∣∣∣ ≤ C ( 1√λ + eβλ‖Λ1 − Λ2‖∗
)
‖φ‖2H3(Rn).
Now we make a change of variables which is y = x+ tω and use A ∈ C∞c (Q)n+1 to obtain∣∣∣∣∫
Rn
(1,−ω) · A(t, y − tω)e−
∫ t
0 (1,−ω)·A(s,y−sω)ds|φ(y)|2dydt
∣∣∣∣ ≤ C ( 1√λ + eβλ‖Λ1 − Λ2‖∗
)
‖φ‖2H3(Rn).
(33)
This completes proof of the lemma. ✷
To get estimates for light-ray transform from (33) we adapt the arguments presented in [6]
or [8]. Basically the proof relies on limit passing argument for an approximate identity.
Lemma 3. For all x ∈ Rn and ω ∈ Sn−1 satisfying |ω−ω0| < ǫ2 , there exist δ > 0, λ0 > 0, C > 0
such that following holds whenever λ ≥ λ0∣∣∣∣∫
R
(1,−ω) · A(s, x− sω) ds
∣∣∣∣ ≤ C ( 1λδ + eβλ‖Λ1 − Λ2‖∗
)
.
Proof:
We can write ∫ T
0
∫
Rn
(1,−ω) · A(t, y − tω)e−
∫ t
0 (1,−ω)·A(s,y−sω)ds|φ(y)|2 dydt
= −
∫
Rn
∫ T
0
|φ(y)|2∂t
(
e−
∫ t
0
(1,−ω)·A(s,y−sω)ds
)
dtdy,
= −
∫
Rn
|φ(y)|2
(
e−
∫ T
0 (1,−ω)·A(s,y−sω)ds − 1
)
dy. (34)
Fix x ∈ Rn and choose φ ∈ C∞c (B(0, 1)) with ‖φ‖L2(Rn) = 1 where B(0, 1) is the open unit ball
in Rn. Let us define
φh(y) = h
−n
2 φ(
y − x
h
) in Rn for h > 0.
Then φh ∈ C∞c (Rn) and there exists C > 0 which depends on φ such that following holds
supp(φh) ⊆ B(x, h), ‖φh‖L2(Rn) = 1 and ‖φh‖H3(Rn) ≤ Ch−3.
Now using (34) we get from (33)∣∣∣∣∫
Rn
|φh(y)|2(e−
∫ T
0 (1,−ω)·A(s,y−sω)ds − 1)dy
∣∣∣∣ ≤ Ch−3( 1√λ + eβλ‖Λ1 − Λ2‖∗
)
. (35)
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As A ∈ C∞c (Q)n+1, using mean value theorem twice we get C > 0 which depends on Q and
a-priori bounds of Ai such that the following holds∣∣∣e− ∫ T0 (1,−ω)·A(s,x−sω)ds − e− ∫ T0 (1,−ω)·A(s,y−sω)ds∣∣∣
≤ C
∣∣∣∣∫ T
0
(1,−ω) · A(s, x− sω)ds−
∫ T
0
(1,−ω) · A(s, y − sω)ds
∣∣∣∣ ≤ C|x− y|. (36)
Consider the following positive continuous function on R
f(x) =
{
ex−1
x for x 6= 0,
1 for x = 0.
(37)
For M > 0 we use continuity of f on the compact interval [−M,M ] to get C > 0 which depends
on M such that
|x| ≤ C|ex − 1| ∀x ∈ [−M,M ].
Since A ∈ C∞c (Q)n+1 we get C > 0 depending on Q and a-priori bounds of Ai such that the
following estimate holds∣∣∣∣∫ T
0
(1,−ω) · A(s, x− sω)ds
∣∣∣∣ ≤ C ∣∣∣e− ∫ T0 (1,−ω)·A(s,x−sω)ds − 1∣∣∣ .
Now, ∣∣∣e− ∫ T0 (1,−ω)·A(s,x−sω)ds − 1∣∣∣ = ∣∣∣∣∫
Rn
|φh(y)|2(e−
∫ T
0
−(1,−ω)·A(s,x−sω)ds − 1) dy
∣∣∣∣ ,
≤
∣∣∣∣∫
Rn
|φh(y)|2(e−
∫ T
0 (1,−ω)·A(s,x−sω)ds − e−
∫ T
0 (1,−ω)·A(s,y−sω)ds) dy
∣∣∣∣
+
∣∣∣∣∫
Rn
|φh(y)|2(e−
∫ T
0 (1,−ω)·A(s,y−sω)ds − 1) dy
∣∣∣∣ , (using triangle inequality)
≤ C
(
h+ h−3
(
1√
λ
+ eβλ‖Λ1 − Λ2‖∗
))
. (using (36) and (35)) (38)
We choose small enough h > 0 such that h and h
−3√
λ
are comparable. It can be done by taking
h = λ−
1
8 . Then for λ ≥ λ0 and |ω − ω0| < ǫ2 we get from (38) there exists δ > 0 such that∣∣∣∣∫
R
(1,−ω) · A(s, x− sω)ds
∣∣∣∣ = ∣∣∣∣∫ T
0
(1,−ω) · A(s, x− sω)ds
∣∣∣∣ ,
≤ C
(
1
λδ
+ eβλ‖Λ1 − Λ2‖∗
)
. (39)
This completes the proof. ✷
Now we use ideas from [7] to have Fourier estimates of some specific components of vector
potentials along right rays.
Corollary 2. There exist an open cone C in Rn+1 such that for (τ, ξ) ∈ C the following holds
for all ω(τ, ξ) ∈ Sn−1 satisfying |ω − ω0| < ǫ2 and ω(τ, ξ) · ξ = τ ,
|(1,−ω(τ, ξ)) · Â(τ, ξ)| ≤ C
(
1
λδ
+ eβλ‖Λ1 − Λ2‖∗
)
.
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Proof: Consider x ∈ Rn and ω ∈ Sn−1 satisfying |ω − ω0| < ǫ/2. Then we have
|(1,−ω) · Â(ω · ξ, ξ)| =
∣∣∣∣∫
R1+n
e−iy·ξe−i(ω·ξ)s(1,−ω) · A(s, y) dsdy
∣∣∣∣ ,
(y→z−sω)
=
∣∣∣∣∫
Rn
e−iz·ξ
(∫
R
(1,−ω) · A(s, z − ωs)ds
)
dz
∣∣∣∣ ,
≤
∫
Rn
∣∣∣∣∫
R
(1,−ω) · A(s, z − sω)ds
∣∣∣∣ dz,
≤ C
(
1
λδ
+ eβλ‖Λ1 − Λ2‖∗
)
. ( using (39) and A ∈ C∞c (Q)n+1) (40)
Now as in [7] we characterize points of Rn+1 for which estimate (40) holds. So we define
Kǫ = ∪|ω−ω0|<ǫ/2ω⊥ and Eǫ = {(τ, ξ) ∈ R×Kǫ/2; |τ | <
ǫ
8
|ξ|}.
Since interior of Kǫ being nonempty, Eǫ contains an open cone say C. Now we will show that if
(τ0, ξ0) ∈ Eǫ, then there exists ω ∈ Sn−1 such that |ω − ω0| < ǫ2 and t0 = ω · x0.
Assume (τ0, ξ0) ∈ Eǫ then ξ0 · ω1 = 0 for some ω1 ∈ Sn−1 with |ω1 − ω0| < ǫ4 . Now we
take, ω = τ0|ξ0|2 ξ0 +
√
1− τ20|ξ0|2ω1. We see then τ0 = ξ0 · ω.
By our choice of ω0 ∈ Sn−1 we observe
|ω − ω0| ≤
∣∣∣∣ τ0|ξ0|2
∣∣∣∣ |ξ0|+
√
1− τ
2
0
|ξ0|2 |ω1 − ω0|+
∣∣∣∣∣
(√
1− τ
2
0
|ξ0|2 − 1
)
ω0
∣∣∣∣∣
≤ ǫ
8
+
ǫ
4
+
ǫ
8
=
ǫ
2
.
Thus for (τ, ξ) ∈ Eǫ we obtain, |(1,−ω) · Â(τ, ξ)| ≤ C( 1λδ + eβλ‖Λ1−Λ2‖∗) where ω ∈ Sn−1 with|ω − ω0| < ǫ/2 so that τ = ω · ξ . ✷
Now we will obtain some uniform norm estimate of vector potentials over a cone so that we
can take advantage of Vessella’s analytic continuation argument for estimating Fourier transform
of vector potentials over large balls. We follow the arguments of [25] in this regard, but we first
consider the full data case to expound Lemma 2.5 of [25]. Then we present the partial data
case providing with an explanation why the method does not work for n = 2.
Lemma 4. For fixed (τ, ξ) ∈ Sn satisfying |τ | < 12 |ξ| consider the following set of equations
(1,−ω(τ, ξ)) · Â(τ, ξ) = G(ξ, ω(τ, ξ)), (41)
(τ, ξ) · Â(τ, ξ) = 0, (This is because A is divergence-free) (42)
where ω(τ, ξ) ∈ Sn−1 satisfies ω(τ, ξ) · ξ = τ. (43)
Then there exist C > 0 independent of {(τ, ξ) ∈ Sn; |τ | < 12 |ξ|} such that for some choice of
ωk(τ, ξ)’s satisfying (43) we have
|Âj(τ, ξ)| ≤ C max
1≤k≤n
|G(ξ, ωk(τ, ξ))|, ∀j ∈ {0, 1, ..., n}.
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Proof: In order to make the presentation clear we assume ξ = en, otherwise one can consider
appropriate rotation in Rn which does not change the end result as orthogonal transformations
respect inner product. Thus the unit vectors ω in (41) satisfy ωn = τ . We observe then
n−1∑
k=1
ω2k = 1− ω2n = 1− τ2 >
3
4
.
Hence all those ω’s can be parametrized by rSn−2 where
√
3
2 < r ≤ 1. Let us choose n − 1
orthogonal vectors from rSn−2 and denote them by ω˜i for i ∈ {1, 2..., n − 1}. We define
ω˜n =
1√
2
(ω˜n−2 + ω˜n−1).
Now we will be considering (41) for ωi’s where ω
i = (ω˜i, τ) for i ∈ {1, 2..., n}. So the system of
equations we are interested is the following
Â0(τ, ξ)−
n∑
j=1
ωijÂj(τ, ξ) = G(ξ, ω
i(τ, ξ)), i ∈ {1, 2, ...n}.
1√
τ2 + |ξ|2 (τÂ0(τ, ξ) +
n∑
j=1
ξjÂj(τ, ξ)) = 0.
Unique solvability of the above system follows from the fact that we are assuming divergence free
potential and orthogonal complement of {(1,−ω(τ, ξ));ω(τ, ξ) ∈ Sn−1 and τ + ξ ·ω(τ, ξ) = 0} is
one dimensional (see Appendix of [24]). For stable recovery of the potentials we want to obtain
a positive lower bound on the absolute value of determinant of the matrix M(τ, ξ) defined by
M(τ,ξ) =

1 −ω11(τ, ξ) · · · −ωn1 (τ, ξ)
1 −ω12(τ, ξ) · · · −ωn2 (τ, ξ)
...
...
. . .
...
1 −ω1n(τ, ξ) · · · −ωnn(τ, ξ)
τ√
τ2+|ξ|2
ξ1√
τ2+|ξ|2 · · ·
ξn√
τ2+|ξ|2
 . (44)
If V (τ, ξ) is the n dimensional volume generated by the vectors {(1,−ωi(τ, ξ))}1≤i≤n, then
detM(τ, ξ) = V (τ, ξ)× P (τ, ξ).
Here P (τ, ξ) is length of the component of (τ, ξ) which is perpendicular to the subspace generated
by {(1,−ωi(τ, ξ))}1≤i≤n. Since (τ, ξ) is at least π8 angle away from the light cone and the vectors
{(1,−ωi(τ, ξ))}1≤i≤n lie on the boundary of light cone we have
|V (τ, ξ)| sin
(π
8
)
≤ |detM(τ, ξ)|.
To compute V (τ, ξ) we consider the Gramian of {(1,−ωi(τ, ξ))}1≤i≤n denoted by G(τ, ξ). For
convenience we denote the unit vectors satisfying (43) as ω only. We see
12
G(τ, ξ) =
∣∣∣∣∣∣∣∣∣
(1,−ω1) · (1,−ω1) (1,−ω1) · (1,−ω2) . . . (1,−ω1) · (1,−ωn)
(1,−ω2) · (1,−ω1) (1,−ω2) · (1,−ω2) . . . (1,−ωn) · (1,−ω2)
...
...
. . .
...
(1,−ωn) · (1,−ω1) (1,−ωn) · (1,−ω2) . . . (1,−ωn) · (1,−ωn)
∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣
1 + τ2 + ‖ω˜1‖2 1 + τ2 + ω˜1 · ω˜2 . . . 1 + τ2 + ω˜1 · ω˜n
1 + τ2 + ω˜2 · ω˜1 1 + τ2 + ‖ω˜2‖2 . . . 1 + τ2 + ω˜2 · ω˜n
...
...
. . .
...
1 + τ2 + ω˜n · ω˜1 1 + τ2 + ω˜n · ω˜2 . . . 1 + τ2 + ‖ω˜n‖2
∣∣∣∣∣∣∣∣∣ . (45)
We now use multi-linearity property of determinants to expand (45) and the fact that Gramian
of {ω˜i}1≤i≤n is zero as they were chosen from Rn−1. That is
G(τ, ξ) =
n∑
k=1
(1 + τ2) Bk(τ, ξ), (46)
where Bk(τ, ξ) has k
th column as (1, 1, ...., 1)t and jth as (ω˜1 · ω˜j , ω˜2 · ω˜j, ...., ω˜n · ω˜j)t for
j 6= k.
We chose ω˜n as a linear combination of ω˜n−2 and ω˜n−1. Thus Bk(τ, ξ) = 0 for 1 ≤ k ≤ n − 3.
To calculate rest of the terms in (46) we observe
Bn−2(τ, ξ) =
∣∣∣∣∣∣∣∣∣
‖ω˜1‖2 . . . 1 ω˜1 · ω˜n−1 ω˜1 · ω˜n
ω˜2 · ω˜1 . . . 1 ω˜2 · ω˜n−1 ω˜2 · ω˜n
...
...
...
...
...
ω˜n · ω˜1 . . . 1 ω˜n · ω˜n−1 ‖ω˜n‖2
∣∣∣∣∣∣∣∣∣ ,
=
1√
2
∣∣∣∣∣∣∣∣∣
‖ω˜1‖2 . . . 1 ω˜1 · ω˜n−1 ω˜1 · (ω˜n−2 + ω˜n−1)
ω˜2 · ω˜1 . . . 1 ω˜2 · ω˜n−1 ω˜2 · (ω˜n−2 + ω˜n−1)
...
...
...
...
...
ω˜n · ω˜1 . . . 1 ω˜n · ω˜n−1 ωn · (ω˜n−2 + ω˜n−1)
∣∣∣∣∣∣∣∣∣ ,
=
1√
2
∣∣∣∣∣∣∣∣∣
‖ω˜1‖2 . . . 1 ω˜1 · ω˜n−1 ω˜1 · ω˜n−2
ω˜2 · ω˜1 . . . 1 ω˜2 · ω˜n−1 ω˜2 · ω˜n−2
...
...
...
...
...
ω˜n · ω˜1 . . . 1 ω˜n · ω˜n−1 ω˜n · ω˜n−2
∣∣∣∣∣∣∣∣∣ ,
=− 1√
2
Bn(τ, ξ).
Similarly we can have Bn−1(τ, ξ) = − 1√2Bn(τ, ξ). Consequently we get
G(τ, ξ) = (1 + τ2)(1−
√
2)Bn(τ, ξ). (47)
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Now,
Bn(τ, ξ) =
∣∣∣∣∣∣∣∣∣
‖ω˜‖2 . . . ω˜1 · ω˜n−2 ω˜1 · ω˜n−1 1
ω˜2 · ω˜1 . . . ω˜2 · ω˜n−2 ω˜2 · ω˜n−1 1
...
...
...
...
...
ω˜n · ω˜1 . . . ω˜n · ω˜n−2 ω˜n · ω˜n−1 1
∣∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣∣
‖ω˜1‖2 . . . ω˜1 · ω˜n−3
ω˜2 · ω˜1 . . . ω˜2 · ω˜n−3
...
...
...
ω˜n−3 · ω˜1 . . . ‖ω˜n−3‖2
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
r2 0 1
0 r2 1
r2√
2
r2√
2
1
∣∣∣∣∣∣∣
=r2(n−1)(1−
√
2). (48)
We combine (47) and (48) to conclude 0 < c ≤ |V (τ, ξ)| where c is independent of (τ, ξ). By
cofactor expansion of the matrix (44) we solve the linear system [41, 42] as
Âj(τ, ξ) =
n∑
k=1
ck,j(τ, ξ)G(ξ, ω
k(τ, ξ)), j ∈ {0, 1, ..., n}, (49)
where ck,j(τ, ξ) =
1
detM(τ,ξ)
Cj,k(τ, ξ) and Cj,k(τ, ξ) is (j, k)
th cofactor of M(τ, ξ).
All entries of M(τ, ξ) have absolute value less than or equal to one and Cj,k(τ, ξ) consist of
products of these terms. So there exist C > 0 independent of {(τ, ξ) ∈ Sn; |τ | < 12 |ξ|} such that
the following holds
|Âj(τ, ξ)| ≤ C max
1≤k≤n
|G(ξ, ωk(τ, ξ))|, ∀j ∈ {0, 1, .., n}.
✷
We now make a modification in the arguments presented above to invert the light-ray trans-
form for partial data case. Before that we make the following observation.
Lemma 5. For fixed (τ, ξ) ∈ Rn+1 satisfying |τ | < ǫ8 |ξ|, the following set if non-empty has
atleast two linearly independent vectors when n ≥ 3.
Bτ,ξ = {ω ∈ Sn+1;ω · ξ = τ and |ω − ω0| < ǫ}.
Proof: Consider the following map defined on the spherical cap {ω ∈ Sn−1; |ω − ω0| < ǫ}
f(ω) = ω · ξ − τ.
We assume the zero-set of continuous function f is non-empty and wish to show it contains
atleast two linearly independent vectors. If possible let it have only one element say ω¯. We
observe then
{ω ∈ Sn−1;ω 6= ω¯ and |ω − ω0| < ǫ} = f−1(−∞, 0) ∪ f−1(0,∞). (50)
For n ≥ 3 we notice the set in the L.H.S of (50) is connected whereas image of it under f is
not. Hence Bτ,ξ must have two linearly independent vectors. This argument does not hold for
the case n = 2, as punctured spherical caps are not connected there. For n = 2, we see Bτ,ξ has
atmost one vector when ǫ > 0 is small enough.
✷
Now for n ≥ 3, we show Bτ,ξ has enough linearly independent vectors so that one can invert the
matrix M(τ,ξ).
Lemma 6. For n ≥ 3, Bτ,ξ has n linearly independent vectors.
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Proof: Without loss of generality we may take ξ = en, otherwise one consider xn-axis along
the vector ξ. Our representation of the unit vector ω in spherical coordinates is as follows
ω1 = sin θ1 sin θ2.... sin θn,
ω2 = sin θ1 sin θ2.... cos θn,
...
ωn = cos θ1.
For ω¯ ∈ Bτ,ξ we represent the angles in bar and we have then cos θ¯1 ∈
(
0, ǫ8
)
. We want to show
that Bτ,ξ contains n linearly independent vectors. If not then Bτ,ξ lie on a plane in Rn+1, hence
we should have a non-zero vector say α ∈ Rn such that for (θ2, . . . , θn) varying in a neighborhood
of (θ¯2, . . . , θ¯n) we have
α · (sin θ¯1 sin θ2.... sin θn, sin θ¯1 sin θ2.... cos θn, . . . , sin θ¯1 cos θ2, cos θ¯1) = 0 (51)
We now differentiate (51) with respect to θ2 twice to get the following
−α · (sin θ¯1 sin θ2.... sin θn, sin θ¯1 sin θ2.... cos θn, . . . , sin θ¯1 cos θ2, 0) = 0 (52)
We now combine (51) and (52) to conclude αn = 0 as, cos θ¯1 ∈
(
0, ǫ8
)
. Now we differentiate (51)
with respect to θ3 twice to get
−α · (sin θ¯1 sin θ2.... sin θn, sin θ¯1 sin θ2.... cos θn, . . . , sin θ¯1 sin θ2 cos θ3, 0, 0) = 0 (53)
We add (53) and (51) to get αn−1 sin θ¯1 cos θ2 = 0 which in turn implies αn−1 sin θ¯1 = 0 as θ2
was varying in a neighborhood of θ¯2. This yields αn−1 is actually zero. Proceeding similarly we
can show α = 0 which contradicts our assumption on α. ✷
Lemma 7. Let C be the open cone as described in Corollary 2. Then there exists an open cone
C0 ⊆ C such that the following holds
|Â(τ, ξ)| ≤ C
(
1
λδ
+ eβλ‖Λ1 − Λ2‖∗
)
, for (τ, ξ) ∈ C0.
Proof: Let (τ0, ξ0) ∈ C ∩Sn then from Lemma we have a set of n linearly independent vectors
from Bτ,ξ denoted by {ωk(τ0, ξ0)}1≤k≤n which implies that the vectors {(1,−ωk(τ, ξ))}1≤k≤n are
linearly independent too. As (τ0, ξ0) is perpendicular to each of those vectors we get the matrix
M(τ0,ξ0) is invertible. Now as we change (τ, ξ) continuously in a neighborhood of (τ0, ξ0) in S
n
say C˜, we notice the hyperplane ξ · x = τ moves in a continuous way. Hence we get n linearly
independent vectors from Bτ,ξ denoted as {ωk(τ, ξ)}1≤k≤n depending continuously on (τ, ξ). As
before M(τ,ξ) becomes invertible for (τ, ξ) ∈ C˜. For a compactly contained open set in C˜ say ˜˜C
we have 0 < c ≤ |detM(τ,ξ)|. Now for (τ, ξ) ∈ ˜˜C we consider the system of equations
(1,−ωk(τ, ξ)) · Â(τ, ξ) = G(ξ, ωk(τ, ξ)), for k ∈ {1, 2, ...n}, (54)
1√
τ2 + ξ2
(τ, ξ) · Â(τ, ξ) = 0, (This is because A is divergence-free). (55)
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We observe that Corollary 2 gives an upper bound of G in the cone C and M(τ,ξ) is a non
singular homogeneous matrix of degree zero. We use these facts to obtain estimates of the
vector potentials in an open cone in Rn+1 from the estimates over ˜˜C. We proceed as in (49) to
get from (54) and (55) for (τ, ξ) ∈ ˜˜C and r > 0
Âj(rτ, rξ) =
n∑
k=1
ck,j(rτ, rξ)G(rξ, ω
k(rτ, rξ)), j ∈ {0, 1, ..., n} (56)
=
n∑
k=1
ck,j(τ, ξ)G(rξ, ω
k(τ, ξ)). (57)
where ck,j(τ, ξ) =
1
detM(τ,ξ)
Cj,k(τ, ξ) and Cj,k(τ, ξ) is (j, k)
th cofactor of M(τ, ξ). Hence for the
open cone C0 (≡ ∪r>0r ˜˜C) in Rn+1 we use Corollary to obtain C > 0 such that
|Âj(τ, ξ)| ≤ C
(
1
λδ
+ eβλ‖Λ1 − Λ2‖∗
)
for j ∈ {0, 1, ..., n}. (58)
✷
Remark: We make a remark for the specific case when there is no time-derivative perturbation
present that is A0(t, x) = 0 in Q. Then we can get the exactly same Fourier estimates over an
open cone as obtained in (58) for the rest of the components of the vector potential without
the divergence-free assumption. This is because for a fixed (τ, ξ) ∈ ˜˜C we have n linearly in-
dependent vectors {ωk(τ, ξ)}1≤k≤n as before which makes (54) an invertible system consisting
of n unknowns to be determined from n equations. After that one carries out the arguments
presented below to arrive at stability results similar to (5) and (6). Thus we do not need any
divergence-free condition (with respect to space variables) on the vector potentials to obtain
stability results.
As mentioned earlier to get Fourier estimate of vector potentials over arbitrary large balls
we need to use Vessella’s analytic cotinuation argument (see [29]) to (58). To do so, we define
fk(t, x) = Â(kt, kx) for k > 0 and (t, x) ∈ Rn+1.
Then fk is an analytic function satisfying the following estimate for multi-index γ
|∂γ(t,x)fk(t, x)| = |∂
γ
(t,x)Â(kt, kx)|,
=
∣∣∣∣∫
R1+n
e−ik(s,y)·(t,x)(−i)|γ|k|γ|(s2 + |y|2) |γ|2 A(s, y) dsdy
∣∣∣∣ ,
≤ (2T 2) |γ|2 k|γ|
∫
R1+n
|A(s, y)| dsdy, (as, diam(Ω) < T )
≤ C∗ (2T 2)
|γ|
2 k|γ| = C∗(
√
2T )|γ||γ|! k
|γ|
|γ|! . (using a-priori estimates of A)
Hence we get,
|∂γ(t,x)fk(t, x)| ≤ C∗ek
|γ|!
(T−1)|γ|
for (t, x) ∈ Rn+1 and multi-index γ. (59)
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Now we appeal to Vessella’s conditional stability result [29] to fk as it satisfies (59). We have
then
‖fk‖L∞(B(0,1)) ≤ Cek(1−θ) ‖fk‖θL∞(C0∩B(0,1)), for some θ ∈ (0, 1). (60)
Since ‖fk‖L∞(B(0,1)) = ‖Â‖L∞(B(0,k)), using Lemma 4 we get from (60)
‖Â‖L∞(B(0,k)) ≤ Cek(1−θ)
(
1
λδ
+ eβλ‖Λ1 − Λ2‖∗
)θ
. (61)
Now using (61) with the a-priori assumption on the potentials, we express the Sobolev norm of
A in terms of the input-output operator
‖A‖
2
θ
H−1(R1+n)
=
(∫
R1+n
(1 + s2 + |y|2)−1|Â(s, y)|2dsdy
) 1
θ
,
=
 ∫
B(0,k)
(1 + s2 + |y|2)−1|Â(s, y)|2dsdy +
∫
B(0,k)c
(1 + s2 + |y|2)−1|Â(s, y)|2dsdy

1
θ
,
≤ C
(
kn+1‖Â‖2L∞(B(0,k)) +
1
k2
) 1
θ
,
≤ C
(
k
n+1
θ e
2k(1−θ)
θ (
1
λ2δ
+ eβλ‖Λ1 − Λ2‖2∗) +
1
k
2
θ
)
, (using (61))
≤ C
k n+1θ e 2k(1−θ)θλ2δ︸ ︷︷ ︸
I
+ k
n+1
θ eβλ+
2k(1−θ)
θ ‖Λ1 − Λ2‖2∗︸ ︷︷ ︸
II
+
1
k
2
θ︸︷︷︸
III
 . (62)
To make (I) and (III) comparable we need to choose large enough k such that
λ = e
k(1−θ)
θδ k
n+3
2θδ .
Then (II) becomes
k
n+1
θ eβ(e
k(1−θ)
θδ k
n+3
2θδ )+
2k(1−θ)
θ ‖Λ1 − Λ2‖2∗.
There exists Lk0 > 0 which depends on θ > 0, δ > 0, λ0 > 0 only such that
k
n+1
θ eβ(e
k(1−θ)
θδ k
n+3
2θδ )+ 2k(1−θ)
θ ‖Λ1 − Λ2‖2 ≤ ee
Lk0
k‖Λ1 − Λ2‖2∗. (63)
Now we choose k = 1Lk0
log
∣∣ log ‖Λ1 − Λ2‖∗∣∣. Then from (62) and (63)
‖A‖
2
θ
H−1(Rn+1)
≤ C
(
‖Λ1 − Λ2‖∗ + (log | log ‖Λ1 − Λ2‖∗|)
−2
θ
)
. (64)
Since we need to satisfy λ ≥ λ0, validity of our above choice of k depends on smallness of the
input-output operator, that is when ‖Λ1−Λ2‖∗ ≤ c∗ (where c∗ depends only on λ0). If it is not
the case that is ‖Λ1 − Λ2‖∗ > c∗ we can do the following
‖A‖
2
θ
H−1(Rn+1)
≤ C‖A‖
2
θ
L∞(Rn+1)
≤ C
c∗
c∗ ≤ C
c∗
‖Λ1 − Λ2‖∗ (65)
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So in both of the cases discussed above we get from (64) and (65)
‖A‖H−1(Rn+1) ≤ C
(
‖Λ1 − Λ2‖
θ
2∗ +
∣∣ log | log ‖Λ1 − Λ2‖∗|∣∣−1) . (66)
We can translate the above norm estimates for much stronger Sobolev norms using a convexity
argument.
Corollary 3. For some µ1, µ2, κ1, κ2 ∈ (0, 1) and C > 0 we have
‖A‖L∞(Rn+1) ≤ C
(
‖Λ1 − Λ2‖µ1∗ +
∣∣ log | log ‖Λ1 − Λ2‖∗|∣∣−µ2) .
and, ‖A‖H1(Rn+1) ≤ C
(
‖Λ1 − Λ2‖κ1∗ +
∣∣ log | log ‖Λ1 − Λ2‖∗|∣∣−κ2) .
Proof: There exists η ∈ (0, 1) such that, n+12 + α2 = η(n+12 + α) + (1− η)(−1).
Since ‖A‖
H
n+1
2 +α(Rn+1)
≤ C using Sobolev embedding and logarithmic convexity of Sobolev
norms we obtain
‖A‖L∞(Rn+1) ≤ C‖A‖
H
n+1
2 +
α
2 (Rn+1)
≤ C‖A‖η
H
n+1
2 +α(Rn+1)
‖A‖1−η
H−1(Rn+1)
≤ C
(
‖Λ1 − Λ2‖
θ
2∗ +
∣∣ log | log ‖Λ1 − Λ2‖∗|∣∣−1)1−η . (using (66))
Hence there exists µ1, µ2 ∈ (0, 1) such that
‖A‖L∞(Rn+1) ≤ C
(
‖Λ1 − Λ2‖µ1∗ +
∣∣ log | log ‖Λ1 − Λ2‖∗|∣∣−µ2) µ1, µ2 ∈ (0, 1). (67)
Similarly one can get
‖A‖H1(Rn+1) ≤ C‖A‖1−ηH−1(Rn+1) ≤ C
(
‖Λ1 − Λ2‖κ1∗ +
∣∣ log | log ‖Λ1 − Λ2‖∗|∣∣−κ2) . (68)
✷
3.2 Stability estimate for scalar potential
Proving stability of scalar potentials will be slightly different from that of vector potentials. In
the process of getting integral identity and estimates we divided (32) by large enough λ which
made the scalar potential term disappear. Now we will use explicit uniform norm estimate for
vector potentials rather than dividing by λ. So we have to make necessary changes in Lemma
2. Then getting suitable light ray transform of scalar potential or arriving at Fourier estimates
of scalar potential will be same as before. In this section, using uniform norm estimates for
the vector potentials and Vessella’s analytic continuation argument, Fourier estimate of scalar
potential over arbitrary large balls will be shown resulting in log-log-log stability of scalar po-
tential in terms of input-output operator.
Proof: We have
LA1,q1u(t, x) = (2A · (∂t,−∇x)u2 + q˜u2)(t, x).
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Now using Ho¨lder inequality, a-priori bounds of Ai, qi and properties of geometric optics solu-
tions from (15),(16),(20) and (22) we have
‖e−(t+x·ω)LA1,q1u||2L2(Q) ≤ C(λ2‖A‖2L∞(Q) + 1)‖φ‖2H3(Rn). (69)
Hence we obtain from (26), (27) and (69)
K ≤ C(λ2‖A‖2L∞(Q) + 1 + eβλ‖Λ1 − Λ2‖2∗)‖φ‖2H3(Rn). (70)
Now we proceed as before to have estimates over light ray transform of scalar potential and in
this situation it will include uniform norm of vector potentials on Q. We see∣∣∣∣∣∣∣
∫
Q
(2A · (∂t,−∇x)u2 + q˜u2)v dxdt
∣∣∣∣∣∣∣ ≤ C
(√
K
λ
‖φ‖H3(Rn) + eβλ‖Λ1 − Λ2‖∗‖φ‖2H3(Rn)
)
,
or,
∣∣∣∣∫
Q
q˜(t, x)u2(t, x)v(t, x) dxdt
∣∣∣∣ ≤ C(λ‖A‖L∞(Q) + 1√λ + eβλ‖Λ1 − Λ2‖∗)‖φ‖2H3(Rn),
or,
∣∣∣∣∫
Q
q˜(t, x)|φ(x + tω)|2e−
∫ t
0
(1,−ω)·A(s,x+(t−s)ω)dsdxdt
∣∣∣∣
≤ C
(
λ‖A‖L∞(Q) +
1√
λ
+ eβλ‖Λ1 − Λ2‖∗
)
‖φ‖2H3(Rn). (71)
Now using mean value theorem and a-priori bounds of vector potentials we get∣∣e− ∫ t0 (1,−ω)·A(s,x+(t−s)ω)ds − 1∣∣ ≤ C‖A‖L∞(Q) for all t ∈ [0, T ]. (72)
Thus we use (71) and (72) to get∣∣∣∣∫
Q
q˜(t, x)|φ(x+ tω)|2 dxdt
∣∣∣∣ ≤ ∣∣∣∣∫
Q
q˜(t, x)|φ(x + tω)|2
(
e−
∫ t
0 (1,−ω)·A(s,x+(t−s)ω)ds − 1
)
dxdt
∣∣∣∣
+
∣∣∣∣∫
Q
q˜(t, x)|φ(x + tω)|2e−
∫ t
0
(1,−ω)·A(s,x+(t−s)ω)dsdxdt
∣∣∣∣ ,
≤ C
(
λ‖A‖L∞(Q) +
1√
λ
+ eβλ‖Λ1 − Λ2‖∗
)
‖φ‖2H3(Rn). (73)
Following similar steps as in Lemma 3 and Corollary 2 we have γ, δ > 0 such that∣∣∣∣∫ T
0
q˜(s, x− ws)ds
∣∣∣∣ and, ‖ˆ˜q‖L∞(C) ≤ C (λγ‖A‖L∞(Q) + 1λδ + eβλ‖Λ1 − Λ2‖∗
)
. (74)
Using (74) and Vessella’s analytic continuation result as done in (61) we get for k large
‖̂˜q‖L∞(B(0,k)) ≤ Cek(1−θ)(λγ‖A‖L∞(Q) + 1λδ + eβλ‖Λ1 − Λ2‖)θ. (75)
Then, ‖q˜‖
2
θ
H−1(Rn+1)
≤ C
(
k
n+1
θ e
2k(1−θ)
θ
(
λ2γ‖A‖2L∞(Q) +
1
λ2δ
+ eβλ‖Λ1 − Λ2‖2
)
+ k−
2
θ
)
.
(76)
Now as in (62) choose λ = e
k(1−θ)
θδ k
n+3
2θδ . For some Lk0 > 0, using (67) R.H.S of (76) can be
dominated by the following term
eLk0k‖Λ1 − Λ2‖2µ1∗ + eLk0k
∣∣ log | log ‖Λ1 − Λ2‖∗|∣∣−2µ2 + eeLk0k‖Λ1 − Λ2‖2∗ + k− 2θ . (77)
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Choose eLk0k = log | log ‖Λ1 − Λ2‖∗|µ2 . That is, k = µ2Lk0 log log
∣∣ log ‖Λ1 − Λ2‖∗∣∣.
Using the choice of k above and µ2 < 1, R.H.S of (77) can have following upper bound
‖Λ1 − Λ2‖2µ1∗
∣∣ log | log ‖Λ1 − Λ2‖∗|∣∣µ2 + ∣∣ log | log ‖Λ1 − Λ2‖∗|∣∣−µ2
+‖Λ1 − Λ2‖2∗ |log ‖Λ1 − Λ2‖∗|+
∣∣ log | log ‖Λ1 − Λ2‖∗|∣∣− 2θ . (78)
Assume ‖Λ1 − Λ2‖∗ small enough say ‖Λ1 − Λ2‖∗ < c∗ such that
a) choice of k above is valid. (79)
b) ‖Λ1 − Λ2‖2µ1∗ ≤ C(log | log ‖Λ1 − Λ2‖∗|)−2µ2 (for α > 0, lim
x→0+
xα log | log x| = 0). (80)
c) (log | log ‖Λ1 − Λ2‖∗|)−µ2 ≤ (log log |log ‖Λ1 − Λ2‖∗|)−µ2 (as, log x ≤ x). (81)
d) ‖Λ1 − Λ2‖∗ |log ‖Λ1 − Λ2‖∗| ≤ C (for α > 0, lim
x→0+
xα log x = 0). (82)
Combining (79),(80),(81) and (82) we dominate (77) by the following term
‖Λ1 − Λ2‖ν1∗ + (log log |log ‖Λ1 − Λ2‖∗|)−ν0 for some ν1, ν0 > 0. (83)
When ‖Λ1 − Λ2‖∗ ≥ c∗ we may proceed as (65) to get similar estimates as (83). Hence by
Sobolev embedding and logarithmic convexity of Sobolev norms we get
‖q˜‖L∞(Rn+1) ≤ C
(
‖Λ1 − Λ2‖ν1∗ +
∣∣∣ log ∣∣ log | log ‖Λ1 − Λ2‖∗|∣∣∣∣∣−ν2) for some ν1, ν2 > 0. (84)
Our goal was to establish norm estimate for q. We observe
q(t, x) = q˜(t, x)−
(
∂tA0 −
n∑
k=1
∂xkAk
)
+
(|A1,0|2 − |A2,0|2) (t, x) + n∑
k=1
(|A2,k|2 − |A1,k|2) (t, x).
So we can write
‖q‖L∞(Rn+1) ≤ C
(‖q˜‖L∞(Rn+1) + ‖A‖H1(Rn+1) + ‖A‖L∞(Rn+1)) .
We combine (68),(67) and (84) to obtain
‖q‖L∞(Rn+1) ≤ C
(
‖Λ1 − Λ2‖α1∗ +
∣∣∣ log ∣∣ log | log ‖Λ1 − Λ2‖∗|∣∣∣∣∣−α2) for some α1, α2 > 0.
This shows stability of scalar potentials from input-output operator. ✷
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