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Seznam uporabljenih simbolov 
VR – Navidezna resničnost (angl. Virtual reallity) 
3D – Tridimenzionalen (angl. Three-Dimensional) 
IP – Internetni protokol (angl. Internet protocol) 
GUI – Grafični uporabniški vmesnik (angl. Graphical user interface) 
CAD – Računalniško podprto načrtovanje (angl. Computer aided design) 
ISO/TS – Mednarodna organizacija za standardizacijo/Tehnične specifikacije 
(angl. International organization for standardization/Technical 
specifications) 
TCP/IP – Protokol za nadzor prenosa/Internetni protokol (angl. Transmission 




Težnja po večji produktivnosti in donosnosti podjetij, ki se ukvarjajo z 
proizvodnjo, je pripeljala do razvoja sodelujočih robotov. Ti roboti se od industrijskih 
razlikujejo v tem, da so narejeni za delo s človekom in so bolj varni. To omogoča 
deljenje skupnega delovnega prostora brez varnostnih pregrad. Ker so se sodelujoči 
roboti začeli uveljavljati šele v zadnjih letih, je potrebno področje zaznane varnosti in 
sprejemljivosti sodelujočih robotov dodatno raziskati 
V diplomski nalogi smo pripravili simulacijsko okolje za eksperimente 
dojemanja varnosti in sprejemljivosti sodelujočih robotov. V drugem poglavju je 
opisana strojna in programska oprema, ki smo jo uporabili pri izdelavi diplomske 
naloge. Tretje poglavje opisuje metodologijo dela. V tem delu smo opisali zasnovo 
merilnega protokola. S programom RoboDK smo izdelali simulacijsko okolje, kjer 
smo naredili simulacijo gibov z robotom UR5e in vzpostavili povezavo z VR očali 
Oculus Quest. V zadnjem delu poglavja smo opisali pripravo grafičnega 
uporabniškega vmesnika z vprašalnikom za eksperiment. V zadnjem poglavju smo 
opisali potek eksperimenta, s katerim smo ugotavljali zaznano varnost in občutke 
testnih oseb. Na koncu poglavja smo predstavili rezultate in ugotovitve. Rezultati 
nakazujejo na to, da na občutje osebe najbolj vpliva izbira orodja, ki ga robot uporablja. 
Veliko manjši vpliv ima hitrost, s katero se robot giblje. Vrsta giba pa skoraj nima 
vpliva na počutje osebe. 
 
 




The pursuit of higher productivity and factory profits has led to the development 
of collaborative robots. Collaborative robots are compared to industrial robots 
designed for work with humans and are more safe. This allows sharing of same 
workspace with humans without safety barriers. Collaborative robots have only begun 
to gain ground in recent years, that is why the area of perceived safety and  
acceptability is needed to be researched. 
In our thesis we prepared a simulation environment for experiments to assess the 
perceived safety of collaborative robots. The second chapter describes hardware and 
software we used in our thesis. The third chapter describes the methodology of the 
work. In this section, we described the design of a measurement protocol. In the 
RoboDK simulation environment, we simulated the movements with the UR5e robot 
and connected the Oculus Quest VR glasses with the RoboDK program. Next, we 
prepared a graphic interface with a questionnaire for the experiment. In the last 
chapter, we described the protocol of the experiment, with which we analyzed the 
perception of safety from the test person’s viewpoint. At the end of the section we 
presented the results and findings. The results show that type of tool robot uses has the 
most effect on the response of the person. Lesser effect has the velocity at which the 
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1  Uvod 
Izvor besede robot sega v leto 1920, ko jo je uporabil češki pisatelj Karel Čapek 
v delu R.U.R Rusum's Universal Robots. V tem delu pisatelj poimenuje umetne ljudi, 
ki so narejeni v tovarni, »univerzalni roboti«. Ti roboti so odlični delavci. Zasnovani 
so tako, da delajo za ljudi, in jim brezpogojno služijo. Delo je bilo nato upodobljeno 
tudi na televiziji in beseda se je začela uporabljati po svetu. Nato je leta 1942 pisec 
znanstvene fantastike Isaac Asimov v delu Jaz, Robot napisal tri zakone, kasneje pa 
dodal še ničti zakon Noben robot ne more škodovati človeštvu ali z nedelovanjem 
povzročiti človeku škodo. Ti zakoni v svetu robotike veljajo še danes [1,2]. 
1.1  Razvoj in industrija 4.0 
Faze v razvoju industrijskih proizvodnih sistemov od ročnega dela do koncepta 
industrije 4.0, ki so prikazane na sliki 1.1, lahko predstavimo kot pot skozi štiri 
industrijske revolucije. Industrijska revolucija označuje spremembo tehnologije, ki se 
uporablja v nekem časovnem obdobju. Začelo se je s prvo industrijsko revolucijo v 18. 
stoletju, kjer so z vodo in paro poganjali mehanizacijo strojev. Drugo industrijsko 
revolucijo je sprožila elektrifikacija. Motorje, ki so delovali na paro so zamenjali z 
motorji, ki so delovali na električno energijo. Za tretjo revolucijo je značilna 
digitalizacija z uvedbo mikroelektronike in avtomatizacije. S tem so povečali 
zmogljivost proizvodnih in montažnih linij. Danes smo v četrti industrijski revoluciji, 
ki jo je sprožil razvoj informacijskih in komunikacijskih tehnologij. Tehnološka 
osnova je pametna avtomatizacija kibernetsko fizičnih sistemov z decentraliziranim 
nadzorom in napredno povezljivostjo kot je računalništvo v oblaku. Industrija 4.0 
olajša in spodbuja napredne koncepte, ki temeljijo na zgoraj omenjeni tehnologiji, za 
ustvarjanje ''pametnih tovarn''. Čeprav je koncept sodelujočih robotov predstavljen 
nekoliko prej kot koncept industrije 4.0, so za področje proizvodnje in predelovalne 
industrije zelo pomembni [3,18]. 
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Slika 1.1:  Industrijske revolucije skozi čas [17] 
1.2  Sodelujoči roboti 
Da bi razumeli koncept sodelujočih robotov, ga moramo najprej primerjati s 
konceptom industrijskih robotov. Industrijske robote lahko definiramo kot velike, 
težke in toge naprave namenjene opravljanju del, ki so težavna za človeka. Industrijski 
roboti so sprogramirani za specifično nalogo, kjer so izolirani od človeka in imajo svoj 
ločen delovni prostor. Sodelujoči roboti pa so zasnovani tako, da delajo skupaj s 
človekom v istem delovnem prostoru. S sodelovanjem robota in človeka v istem 
delovnem prostoru je omogočeno izvajati skupne proizvodne in montažne naloge. 
Glavna prednost sodelujočih robotov je njihova varnost. Pogosto so opremljeni z 
dodatnimi senzorji, ki zaznajo prisotnost človeka v delovnem prostoru robota, ter se 
tako zaustavijo oziroma zmanjšajo svojo operativno hitrost. Roboti so oblikovani brez 
ostrih robov, kar v primeru trka s človekom zagotavlja večjo varnost. Roboti so 
zasnovani za enostvno programiranje, tudi za osebe, ki nimajo programerskega znanja. 
Sodelovanje robota in človeka ponuja večjo produktivnost z zmanjšanimi 
proizvodnimi stroški, saj združuje sposobnost odločanja človeka s ponovljivostjo in 
močjo robotov. Sodelujoči roboti so veliko lažji od industrijskih, zato jih je enostavno 
premikati po prostoru. Ena od prednosti je tudi njihova prilagodljivost. Tako se lahko 
robota uporablja za izvajanje različnih nalog in ga je mogoče implementirati v številnih 
panogah [4]. 
1.2.1  ISO/TS 15066 
Da bi lahko razvijali sodelovalne aplikacije, kjer človek in robot delata v istem 
delovnem prostoru, je bilo potrebno dopolniti standard ISO 10218, ki določa varnost 
industrijskih robotov. Da bi zapolnili to vrzel, je bil izdan dodatek ISO/TS 15066. Ta 
nam poda smernice za načrtovanje varnih sodelovalnih aplikacij. Določa tudi meje za 
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hitrost in silo. S tem se prvič uvede ocena tveganja pri sodelovanju robota in človeka 
[6]. Tako ločimo med štirimi različnimi načini delovanja. 
• Varnostno nadzorovana zaustavitev: dovoljuje gibanje robota samo, če je 
operater zunaj delovnega prostora robota. Takoj, ko operater stopi v delovni 
prostor robota, se ta ustavi in čaka, dokler operater ne izstopi. 
• Nadzor hitrosti in razdalje: operaterju dovoljuje, da vstopi v delovni prostor 
robota. Hitrost robota se dinamično prilagaja odvisno od razdalje med 
robotom in operaterjem. V primeru, da se razdalja zmanjša pod mejo 
dovoljene, se robot ustavi. 
• Ročno vodenje: operater lahko z roko premika robota v njegovem delovnem 
prostoru.  
• Omejitev sile in moči: dovoljuje popolnoma deljen delovni prostor, kjer je 
možnost namernega ali nenamernega trka med človekom in robotom. Da bi 
zagotovili varnost, moramo nastaviti maksimalno moč in silo robota [7]. 
1.3  Raziskave na temo zaznane varnosti 
Kljub napredku tehnologije je še vedno izziv ustvariti varno sodelovalno okolje. 
Raziskave preučujejo različne načine za izboljšanje zaznane varnosti med robotom in 
človekom. V študiji [8] so raziskali vpliv ločevanja ljudi in robotov na dva ločena 
delovna prostora. Da bi lahko naredili raziskavo, so zasnovali eksperiment, ki je 
potekal v virtualnem okolju. Udeleženci so z uporabo VR očal v virtualnem okolju 
opravljali sodelovalno nalogo z robotom. Raziskava je pokazala, da ločitev delovnega 
prostora poveča zaznano varnost naloge in zaupanje do robota. Ugotovili so tudi, da 
zaznana varnost pri delu tudi povečuje pripravljenost osebe na delo z robotom. 
Raziskava [9] pa je testirala uporabniško izkušnjo, kjer so raziskali, če obstaja razlika 
med roboti, ki se uporabljajo že več let in imajo varnostno ograjo in novo nameščenim 
robotom brez varnostne ograje. Prvič so naredili raziskavo en teden po implementaciji 
robota, drugič so jo naredili po 6 mescih in tretjič po letu in pol. Po prvem testiranju 
so dobili nizke ocene zaznane varnosti, ko so opravljali drugo testiranje čez 6 mesecev, 
pa so se ocene bistveno izboljšale. Prišli so do ugotovitve, da se začetne izkušnje s 
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1.4  Cilji diplomske naloge 
Cilj diplomske naloge je bil izdelati eksperimentalno okolje za testiranje 
dojemanja varnosti sodelujočih robotov. S pomočjo prostovoljcev smo želeli ugotoviti, 
kako osebe občutijo gibanje robota v njegovi bližini. V ta namen smo pripravili 
simulacijsko okolje v navideznem okolju, ga povezali s pravim robotom in VR očali. 
Aknketiranec, ki mu je področje robotike tuje, je v navideznem okolju opazoval 
gibanje robota, ter nato odgovoril na vprašanja. Za shranjevanje rezultatov in vodenje 
oseb skozi eksperiment pa smo izdelali grafični uporabniški vmesnik. 
Če povzamemo, cilji diplomske naloge so:  
• Izdelava aplikacije v simulacijskem okolju RoboDK.  
• Povezava očal navidezne resničnosti s programom RoboDk. 
• Izdelava uporabniškega vmesnika. 
• Izpeljava eksperimentov s prostovoljci. 
• Analiza rezultatov. 
• Podati smernice za nadaljnje eksperimente na tem področju. 
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2  Strojna in programska oprema 
Prvi korak pri izdelavi diplomske naloge je bil, da se dodobra spoznamo s samo 
strojno ter programsko opremo, katero smo uporabljali tekom same izdelave 
diplomske naloge. 
V tej diplomski nalogi smo uporabili naslednje opremo:  
• Robot UR5e. 
• Očala za navidezno resničnost Oculus Quest. 
• Simulacijsko okolje RoboDK. 
• Program Matlab R2019b. 
2.1  Robot UR5e 
Robote UR5e izdeluje dansko podjetje Universal Robots. Podjetje je 
specializirano za razvoj sodelujočih robotov. Poleg prej omenjenega modela UR5e 
obstaja tudi njegova manjša izvedba UR3e kot tudi večja UR10e in UR16e. Glavna 
razlika med njimi je v velikosti in nosilnosti koristnega tovora. 
Glavne značilnosti robota (slika 2.1) so, da je lahek, varen in enostaven za 
uporabo. Za doseganje željene lege ima robotska roka 6 stopenj prostosti. Nosilnost 
roke je do 5 kg. Programiranje je možno preko računalnika ali preko ročne učne enote. 
Robotu UR5e lahko nastavimo omejitve moči in sile, ki bo v primeru prekoračitve 
nastavljene meje, robota nemudoma ustavila. Tehnične specifikacije robota so 
prikazane v tabeli 2.1. 





• nadzor kakovosti, 
• pobiranje in spuščanje izdelkov. 
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Slika 2.1:  Robot UR5e 
 
Tabela 2.1:  Specifikacije robota [15] 
Masa: 20.6 kg 
Obremenitev 5 kg 
Doseg 850 mm 
Gibljivost zglobov ± 360° 
Hitrost ± 180 °/s 
Ponovljivost ± 0.03 mm 
Število prostostih stopenj 6 
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2.2  Simulacijsko okolje RoboDK 
RoboDK je vsestransko programsko okolje za simulacijo in programiranje 
robotov. Izdano je bilo leta 2015. Knjižnica vsebuje preko 500 različnih robotskih rok 
[10]. RoboDK omogoča uvoz 3D modelov v formatih .step, .stl, .iges in .obj, ki so 
standardizirani in jih je mogoče ustvari s katerokoli CAD programsko opremo [20].  
Programi so lahko narejeni v RoboDK. Ena od možnosti pa je tudi programiranje 
preko aplikacijskega vmesnika.  
RoboDK nam omogoča indirektno programiranje (angl. off-line programming). 
Prednost indirektnega programiranja je, da robota programiramo zunaj produkcijskega 
okolja. S tem odpravimo izpadli čas proizvodnje, ki ga povzroča programiranje preko 
učne enote robota. Simulacija in indirektno programiranje nam omogočata 
preučevanje različnih scenarijev robotske celice pred implementacijo v proizvodnji. S 
tem lahko odkrijemo napake, ki smo jih naredili pri oblikovanju robotske celice. Ta 
način programiranja je najboljši za povečanje donosnosti naložbe robotskih sistemov. 
Čas za spremembe programov se tako lahko zmanjša iz nekaj tednov na nekaj dni [11]. 
Slika 2.2 prikazuje okolje simulatorja. Na levi strani vidimo drevesno strukturo 
robotske naloge, v kateri se nahajajo vsi elementi celice kot so robot, programi, točke, 
orodje, objekti itd. Zgoraj pa vidimo orodno vrstico programa z glavnimi funkcijami. 
 
Slika 2.2:  Program RoboDK 
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2.3  VR očala Oculus Quest 
Navidezna resničnost (angl. virtual reality) je opredeljena kot zelo interaktivno, 
računalniško podprto in večpredstavno okolje, v katerem uporabnik postane 
udeleženec z računalnikom v navideznem svetu. Tehnologijo pogosto obravnavamo 
kot naravna razširitev 3D računalniške grafike z naprednimi vhodnimi in izhodnimi 
napravami. Na zelo preprost način bi lahko rekli, da je navidezna resničnost okolje, ki 
daje človeku občutek resničnosti [21]. Navidezno resničnost se uporablja na področju 
vojskovanja, izobraževanja, zabave, trženja, turizma, nepremičnin, zdravstva itd.  
Za prikaz navideznega okolja in interakcijo v njem se uporabljajo VR očala 
znana tudi kot zaslon na glavi (angl. head-mounted display). V diplomski nalogi smo 
uporabili VR očala Oculus Quest (slika 2.3). VR očala Oculus Quest se uporablja 
brezžično kot samostojno napravo z lastno integrirano strojno opremo. Lahko jih pa 
tudi povežemo z računalnikom. Poleg očal sta dodana še dva brezžična kontrolerja. Na 
očala so nameščene tudi štiri kamere, ki se jih uporablja za sledenje kontrolerjev ter za 
prikaz okolice, ko stopimo izven območja, ki smo ga določili [22]. 
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2.4  Program Matlab R2019b 
Matlab je programski paket za numerične izračune, obdelavo signalov in 
vizualizacije. Matlab je dandanes eden najpogosteje uporabljenih orodji v inženirskih 
oddelkih. Uporaben je za: 
• računanje, 
• razvoj algoritmov,  
• zajemanje podatkov, 
• modeliranje in simulacijo, 
• obdelavo podatkov (vizualizacija), 
• grafični uporabniški vmesnik (GUI). 
2.4.1  Orodje App Designer 
Del programskega okolja Matlab je tudi orodje App Designer. App Designer 
nam omogoča izdelavo grafičnega uporabniškega vmesnika (GUI). GUI lahko 
urejamo v grafičnem ali kodnem načinu. V grafičnem načinu izdelamo vizualno 
podobo vmesnika. V kodnem načinu pa dodelimo komponentam različne 
funkcionalnosti uporabniškega vmesnika [12]. 
2.5  Povezava strojne in programske opreme 
Na sliki 2.4 so prikazane povezave med posameznimi komponentami, ki smo jih 
uporabljali pri eksperimentu. Preko grafičnega uporabniškega vmesnika (GUI) smo 
pošiljali ukaze za izvajanje gibov programu RoboDK. RoboDK je nato preko 
protokola TCP/IP pošiljal ukaze za premike robotu UR5e. Sočasno se je na VR očalih 
prikazovala slika simulacije programa RoboDK. 
 
Slika 2.4:  Povezava opreme 
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3  Metodologija 
Izdelava simulacijskega okolja za eksperiment dojemanja varnosti sodelujočih 
robotov je od nas zahtevala sistematičen pristop k nalogi. Izdelavo naloge lahko 
razdelimo na tri dele. 
• Definiranje gibov, vprašanj in zasnova merilnega protokola. 
• Izdelava simulacijskega okolja. 
• Izdelava grafičnega uporabniškega vmesnika. 
3.1  Definiranje gibov, vprašanj in zasnova merilnega protokola 
3.1.1  Definiranje gibov 
S pomočjo psihologov z Oddelka za psihologijo Filozofske fakultete smo 
definirali različne kombinacije gibov, katere mora eksperiment vsebovati. Definirali 
smo 6 različnih gibov, kjer smo morali vsak gib izvesti pri nizki in visoki hitrosti, ter 
za vsak gib uporabiti varno in nevarno orodje. Tako smo dobili 24 različnih 
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Tabela 3.1:  Kombinacije gibov 
  Orodje  Hitrost  Smer giba 
1 
Varno orodje  
Počasi 
Desno - levo 
2 Naprej - nazaj 
3 Gor - dol 
4 Krožni gib 1  
5 Krožni gib 2  
6 Naključni gib 
7 
Hitro 
Desno - levo 
8 Naprej - nazaj 
9 Gor - dol 
10 Krožni gib 1  
11 Krožni gib 2  





Desno - levo 
14 Naprej - nazaj 
15 Gor - dol 
16 Krožni gib 1  
17 Krožni gib 2  
18 Naključni gib 
19 
Hitro 
Desno - levo 
20 Naprej - nazaj 
21 Gor - dol 
22 Krožni gib 1  
23 Krožni gib 2  
24 Naključni gib 
 
Za prve tri gibe in naključni gib smo uporabili vrsto premika MoveL, za oba 
krožna giba pa smo uporabili vrsto premika MoveJ. Gibe smo zasnovali na način, da 
se gibljejo čez čim večji del delovnega prostora robota. Pot posameznih gibov je 
prikazana v poglavju 3.2.3 na slikah 3.7, 3.8 in 3.9. Pri izbiri orodja smo pazili, da 
testna oseba zlahka loči, katero orodje je varno in katero nevarno. Za nevarno orodje 
smo izbrali izvijač, za varno pa teniško žogico. Slika 3.1 prikazuje obe orodji. Hitrosti 
gibanja robota smo določili s pomočjo že pripravljenega vmesnika za določevanje 
zgornje in spodnje meje hitrosti, kjer smo s pomočjo prostovoljcev določili nizko 
hitrost kot 330 mm/s in visoko hitrost kot 800 mm/s. 
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Slika 3.1:  Varno in nevarno orodje 
3.1.2  Vprašanja za ocenjevanje 
Vprašanja za ocenjevanje dojemanja varnosti in sprejemljivosti sodelujočih 
robotov so določili psihologi in zaposleni v Laboratoriju za robotiko. Definirali so pet 
različnih vprašanj. Za odgovarjanje na vprašanja smo uporabili 9 - stopenjsko 
Likertovo lestvico [19]. 
Slika 3.2 prikazuje prvi del vprašanj. Pri prvem vprašanju je testna oseba 
ocenjevala, kako prijetno se je počutila ob gibanju robota. Pri drugem vprašanju je 
ocenjevala stopnjo vznemirjenosti ob gibanju robota. Pri tretjem vprašanju pa je 
ocenjevala ali se je počutila nemočno oziroma je imela občutek nadzora. V drugem 
delu vprašanj (slika 3.3) pa je testna oseba ocenjevala, kako varno se je počutila ob 
gibanju robota in pa v kolikšni meri je pripravljena sodelovati z robotom. Na koncu 
smo dodali še vprašanje o VR očalih (slika 3.4). 
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Slika 3.2:  Prvi del vprašanj 
 
Slika 3.3:  Drugi del vprašanj 
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Slika 3.4:  Vprašanje o VR očalih 
3.1.3  Zasnova merilnega protokola 
Preden smo se lotili izdelave simulacijskega okolja in grafičnega uporabniškega 
vmesnika, smo morali začrtati potek eksperimenta. Testiranje osebe je potekalo v 
naslednjem vrstnem redu. 
1. Oseba opazuje gib, ki se bo ocenjeval, na realnem robotu. S tem si ustvari 
predstavo, kako se robot giblje. 
2. Testna oseba si nadane VR očala, nato robot dvakrat ponovi gib z varnim 
orodjem, ter nato zamenja orodje za nevarno in ponovi isti gib. Ob tem je 
potrebno dodati, da se poleg simulacije v RoboDK sočasno premika tudi 
realni robot, od katerega oseba dobiva zvočno informacijo. 
3. Testna oseba izpolni vprašalnik, kjer najprej odgovarja na vprašanja za 
varno orodje ter nato še na vprašanja za nevarno orodje. Vprašanja za varno 
in nevarno orodje so enaka. 
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Gibi so si sledili v naslednjem vrstnem redu:  
1. Počasen gib naprej - nazaj  
2. Hiter gib naprej - nazaj 
3. Počasen gib desno - levo 
4. Hiter gib desno - levo 
5. Počasen gib gor – dol  
6. Hiter gib gor – dol  
7. Počasen krožni gib 1 
8. Hiter krožni gib 1 
9. Počasen krožni gib 2  
10. Hiter krožni gib 2  
11. Počasen naključni gib 
12. Hiter naključni gib 
3.2  Izdelava simulacijskega okolja 
Simulacijsko okolje in gibe smo izdelali v programu RoboDK (v5.0.1), ki smo 
ga prenesli iz njihove uradne spletne strani. V programu je bilo potrebno izdelati 
naslednje elemente: 
• izdelava okolja (gradniki robotske celice), 
• določanje točk, 
• programi, 
• povezava z robotom, 
• povezava VR očal.  
3.2.1  Izdelava okolja 
Za dobro simulacijo v programu RoboDK, je potrebno najprej izdelati 
simulacijsko okolje z vsemi objekti, ki jih potrebujemo. Objekti morajo biti ustreznega 
formata. 3D modele se lahko uvozi iz interneta, nariše v CAD aplikaciji kot je 
Solidworks, obstaja pa tudi spletna knjižnica programa RoboDK, kjer je širok nabor 
robotskih rok, prijemal, orodji itd. 
Najprej smo v spletni knjižnici programa poiskali robota UR5e, mizo in 
prijemalo RobotiQ in jih umestili v simulacijsko okolje. Na koncu smo uvozili še 
teniško žogico in izvijač. Slika 3.5 prikazuje simulacijsko okolje. 
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Slika 3.5:  Simulacijsko okolje 
Za določanje lege objektov jim moramo dodeliti izhodiščni koordinatni sistem. 
V našem primeru je to koordinatni sistem samega robota UR5e. V prva tri barvasta 
polja na sliki 3.6 vpišemo željeno pozicijo objekta. S spreminjanjem vrednosti v prvem 
polju premikamo objekt vzdolž osi X, v drugem polju vzdolž osi Y in tretjem polju 
vzdolž osi Z izbranega koordinatnega sistema. Druga tri polja pa predstavljajo 
orientacijo objekta. S spreminjanjem vrednosti v prvem polju vrtimo objekt okoli osi 
X, v drugem okoli osi Y in v tretjem okoli osi Z izbranega koordinatnega sistema 
robota. Slika 3.6 prikazuje lego mize gleda na koordinatni sistem robota. Iz nje je 
razvidno, da smo mizo premaknili vzdolž osi X za vrednost 20 mm v negativni smeri 
in pa rotirali za 90 stopinj v negativni smeri osi Z. 
 
Slika 3.6:  Lega mize glede na koordinatni sistem robota 
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3.2.2  Določanje točk 
V naslednjem koraku določili točke, v katere se bo robot premikal. Točke smo 
določili na način, da vrh robota premaknemo v željeno lego in v orodni vrstici 
kliknemo na »dodaj novo točko«. Točke smo lahko naknadno tudi premikali tako, da 
smo vpisali koordinate lege, kot smo to storili v poglavju 3.2.1 ali pa jih premikali z 
miško. 
3.2.3  Programi za izvajanje gibov 
Za premikanje robota v željeno točko se v orodni vrstici izbere opcija »dodaj 
nov program izbranemu robotu«. Nato sočasno izberemo program, v katerem hočemo 
izvesti premik, točko v katero hočemo, da se robot premakne, in na koncu v orodni 
vrstici vrsto premika do točke. S klikom na vrsto premika se v izbranem programu 
generira ukaz za premik v izbrano točko.  
Robot lahko potuje v izbrano točko na tri načine. 
• MoveJ izvede sinhrono premikanje vseh sklepov. Parametra, ki ju lahko 
nastavimo za to vrsto gibov, sta hitrost sklepov 𝑑𝑒𝑔 𝑠⁄  in pospešek sklepov 
𝑑𝑒𝑔/𝑠2. 
• MoveL izvede linearen premik vrha robota med točkama. Parametra, ki ju 
lahko nastavimo za to vrsto gibov, sta hitrost vrha robota in pospeševanje 
vrha robota določena v 𝑚𝑚 𝑠⁄  in 𝑚𝑚/𝑠2. 
• MoveC izvede krožni gib, kjer se iz začetne točke premakne  skozi vmesno 
točko, določeno na krožnem loku, do končne točke. 
 
Za izvanje eksperimenta smo morali v programu RoboDK izdelati programe, 
kateri skrbijo za premikanje robota in manipulirajo z objekti. Programe za izvajanje 
simulacije smo razdelili v štiri skupine: 
• osnovni gibi, 
• nastavitve prijemala, 
• manipulacija z objekti, 
• izvajanje končnih gibov. 
Osnovni gibi 
Gibe, ki se jih je ocenjevalo, smo naredili po zgoraj predstavljenem protokolu. 
Na sliki 3.7 so prikazani prvi trije gibi, za katere smo uporabili vrsto premika MoveL. 
Na sliki 3.8 sta prikazana oba krožna giba, za katera smo uporabili vrsto premika 
MoveJ. Na sliki 3.9 pa je prikazano naključno gibanje robota, kjer smo ponovno izbrali 
MoveL.  
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Slika 3.7:  Naprej – nazaj (a), desno – levo (b), gor – dol (c) 
 
Slika 3.8:  Krožni gib 1 (a), in krožni gib 2 (b) 
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Slika 3.9:  Naključno gibanje robota 
Nastavitve prijemala 
Določanje širine prijemala izvedemo s klikom na nastavitve prijemala, kjer mu 
določimo željeno vrednost odprtosti in ponovimo postopek, kot je opisan zgoraj, kjer 
premikamo robota v željeno točko. Pomembno je, da za premikanje prijemala 
izberemo vrsto premika MoveJ. Za naše potrebe smo nastavili prijemalo na tri stopnje 
odprtosti prijemala, kjer sta prvi dve nastavljeni na širino orodja, ki ju uporabljamo, 
tretja stopnja pa je, ko je prijemalo popolnoma odprto. Slika 3.10 prikazuje programe 
prijemala. 
 
Slika 3.10:  Programi prijemala 
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Manipulacija z objekti 
Za manipulacijo z objekti (slika 3.11) se znotraj klicanega programa uporablja 
funkcijo »navodilo za simulacijski dogodek« (angl. Event instruction). 
To smo uporabili v dveh primerih. 
• Prvič smo jo uporabili pri izdelavi simulacije, saj smo z njo definirali začetne 
položaje vseh objektov. Klic te funkcije nam omogoča vrnitev objektov v 
prvotni položaj. Tako lahko ob napaki ali koncu simulacije objekte brez 
težav vrnemo, kjer so bili. 
• V drugem primeru pa smo jo uporabili za pobiranje in odlaganje orodja. Ko 
se izvaja funkcija pobiranja, robot pobere objekt, ki mu je najbližje. Za 
funkcijo odlaganja pa robot odloži orodje na mesto, kjer se nahaja. 
Pomembno je, da mu določimo koordinatni sistem, v katerega se orodje 
odloži. 
 
Slika 3.11:  Okno funkcije »navodilo za simulacijski dogodek« 
Programi za pobiranje in odlaganje orodja so sestavljeni iz premika do začetne 
lege orodja, (za premik do začetne lege orodja smo uporabili vrsto premika MoveL), 
klic programa prijemala, ki odpre prijemalo na vrednost širine orodja, in pa funkcijo 
»navodilo za simulacijski dogodek«, s katero primemo oziroma odložimo orodje. 
Zaporedje izvajanja operacij je prikazan na sliki 3.12. 
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Slika 3.12:  Zaporedje operacij 
Izvajanje končnih gibov 
Za izvedbo gibov robota, kateri so se uporabljali tudi med samim testiranjem, 
smo morali v pravilnem vrstnem redu klicati vse prej omenjene programe. Sestavljen 
je iz programa osnovnega giba, katerega je testna oseba ocenjevala in pa programov 
za pobiranje in odlaganje orodja. Programe je bilo potrebno klicati na način, da se je 
na začetku dvakrat izvedel gib z varnim orodjem. Nato pa je robot zamenjal orodje in 
enkrat ponovil isti gib z nevarnim orodjem. Na koncu je robot orodje odložil in se vrnil 
v začetno pozicijo. Slika 3.13 prikazuje zaporedje klicanja programov. 
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Slika 3.13:  Zaporedje klicanja programov 
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3.2.4  Povezava z robotom 
Komunikacija med robotom in simulatorjem na računalniku teče preko TCP/IP 
protokola. Robot in simulator morata biti povezana na isto omrežje. Povezavo 
vzpostavimo s klikom na gumb »poveži z robotom«, kot prikazuje slika 3.14. Odpre 
se nam okno, kamor vpišemo IP robota. S klikom na tipko »ping« preverimo ali pride 
podatek do robota. Ko se nam izpiše, da je uspešen, kliknemo na tipko »poveži«  in 
robot se poveže s simulatorjem.  
Programe narejene v simulatorju RoboDK lahko na robotu izvajamo na dva 
načina. Prvi način je v poglavju 2.2 omenjeno indirektno programiranje, kjer program, 
ustvarjen v simulatorju, prenesemo na robota in ga nato poženemo preko preko ročne 
učne enote. Sami smo se odločili za drugi način, ki nam omogoča sočasno izvajanje 
programa na realnem robotu in v simulaciji. Razlog za izbiro tega načina je, ker mora 
testna oseba spremljti robota preko VR očal, od realnega robota pa dobiva zvočno 
informacijo. Za izvedbo tega načina moramo z desnim klikom na program v drevesu 
RoboDK-ja izbrati funkcijo »zaženi na robotu«. Tako se klican program izvaja v 
simulaciji kot tudi na realnem robotu. 
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3.2.5  Povezava z VR očali 
Simulator RoboDK nam omogoča enostavno povezavo z VR očali. Za povezavo 
v orodni vrstici izberemo funkcijo »poveži VR očala«, ki odpre novo okno, na katerem 
se prikazuje slika, ki jo vidimo skozi očala.  
Očala navidezne resničnosti za nemoteno delovanje zahtevajo zmogljiv 
računalnik, predvsem grafično kartico. V našem primeru simulacija ni tekla 
popolnoma nemoteno. Da bi si zagotovili boljše delovanje in s tem pridobili več slik 
na sekundo, smo v nastavitvah simulatorja v oknu za prikaz nastavili parametre kot 
prikazuje slika 3.15. Majhne objekte, ki ne vplivajo na našo simulacijo smo odstranili 
in s tem razbremenili grafično kartico. 
 
Slika 3.15:  Nastavitve prikaza 
3.3  Izdelava grafičnega uporabniškega vmesnika 
Program RoboDK nam omogoča izvajati simulacije in programirati robota preko 
aplikacijskih vmesnikov. Aplikacijski vmesniki so dostopni za Python, C#, C++, 
Visual Basic in Matlab. 
Za nadzorovanje in pravilno zaporedje izvajanja simulacije v RoboDK, kot tudi 
izvajanje celotnega eksperimenta, smo uporabili Matlab in orodje App Designer. 
Aplikacijski vmesnik za Matlab vsebuje: 
• Robolink.m skripto, ki omogoča dostop do RoboDK drevesa elementov, 
• RobolinkItem.m skripto, ki omogoča izvajanje različnih operacij nad 
elementi v drevesu,  
• Transl.m, rotx.m, roty.m in rotz.m so funkcije za transformacije [5]. 
 
V našem primeru smo uporabljali Robolink.m in RobolinkItem.m skripti za definiranje 
elementov v drevesu simulacijskega okolja in za izvajanje operacij nad njimi. 
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3.3.1  Robolink.m skripta 
Robolink skripta je povezava z RoboDK, ki nam omogoča ustvariti makroje, 
simulirati aplikacije in generirati programe. Vsaka interakcija je narejena preko 
elementov (angl. item). Element je objekt v RoboDK drevesu naloge. Lahko je robot, 
objekt, orodje, koordinatni sistem, program itd. 
3.3.2  RobolinkItem.m skripta 
Preko RobolinkItem skripte pa lahko dostopamo do elementov v  drevesu 
naloge. S to skripto nam je omogočeno voditi robota do željenih točk, zagnati robota, 
določiti njegovo hitrost, klicati programe, dodajati gibe itd. 
3.3.3  Grafični uporabniški vmesnik 
Za izvajanje eksperimenta smo v aplikaciji App Designer razvili grafični 
uporabniški vmesnik. Grafični uporabniški vmesnik nam omogoča vodenje simulacije 
in testne osebe skozi eksperiment, kot tudi enostavno shranjevanje podatkov in 
odgovorov ob zaključku ocenjevanja.  
Grafični uporabniški vmesnik je sestavljen iz devetih zavihkov. Na sliki 3.16 je 
prikazana začetna stran, ki se odpre, ko zaženemo grafični uporabniški vmesnik. 
Grafični uporabniški vmesnik ima v desnem spodnjem kotu tipko, s katero se 
premaknemo na naslednji zavihek.  
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Slika 3.16:  Začetna stran 
Na sliki 3.17 je prikazana blokovna shema zavihkov. Iz nje je razvidno, kako si 
zavihki sledijo eden za drugim. Za lažje razumevanje delovanja in opisa uporabniškega 
vmesnika bomo v nadaljevanju poglavja te tudi opisali.  
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Slika 3.17:  Blokovna shema zavihkov 
Zagon vmesnika 
Na začetku, ko grafični uporabniški vmesnik zaženemo se v ozadju izvede 
funkcija startupFCN(app). V njej preko skripte Robolink.m in RobolinkItem.m 
naredimo povezavo z RoboDK kot prikazuje koda na naslednji strani, kjer povežemo 
elemente, ki jih potrebujemo, nastavimo hitrost simulacije in preverimo ali je povezava 
med RoboDK in pravim robotom vzpostavljena. V primeru, da je povezava uspešna, 
se nam v Matlabovem ukaznem oknu izpiše int = 1. Za kasnejšo rabo definiramo 
spremenljivko i in jo nastavimo na vrednost ena. Vrednost spremenljivke i je odvisna 
od števila gibov, ki smo jih ocenili. Poleg spremenljivke i definiramo še matriki, kamor 
se bodo shranjevali odgovori na vprašanja. 




        RDK = Robolink;         
        path = RDK.getParam('PATH_LIBRARY'); 
        item = RDK.ItemList();         
        robot =RDK.Item('UR5e');  
        ref_base = robot.Parent();      
         
        DesnoLevo = RDK.Item( 'DesnoLevo');         
        NaprejNazaj = RDK.Item( 'NaprejNazaj');         
        GorDol = RDK.Item( 'GorDol');        
        KrozniGib1 = RDK.Item( 'KrozniGib1');    
        KrozniGib2 = RDK.Item( 'KrozniGib2');    
        Random = RDK.Item( 'Random');  
 
        NaprejNazajIzvajanje = RDK.Item('NaprejNazajIzvajanje');         
        DesnoLevoIzvajanje = RDK.Item('DesnoLevoIzvajanje');        
        GorDolIzvajanje = RDK.Item('GorDolIzvajanje');  
        KrozniGib1Izvajanje = RDK.Item('KrozniGib1Izvajanje');  
        KrozniGib2Izvajanje = RDK.Item('KrozniGib2Izvajanje');  
        RandomIzvajanje = RDK.Item('RandomIzvajanje');  
         
        robot.Connect   %% za povezavo z robotom           
        RDK.setSimulationSpeed(1); %% nastavitev hitrosti simulacije 
       
            global i 
            i = 1; 
             
            global varno_orodje 
            varno_orodje=zeros(12,5)*NaN; 
            
            global nevarno_orodje 
            nevarno_orodje=zeros(12,5)*NaN; 
end 
 
Podatki osebe  
V tem zavihku, ki je prikazan na sliki 3.18, smo naredili polja za vpis imena in 
priimka ter starosti. Dodali smo še tri skupine izbirnih gumbov. Vpisane vrednosti 
testne osebe smo shranili na način kot prikazuje spodnji koda, kjer se shrani starost. 
 
function StarostEditFieldValueChanged(app, event) 
              
            global starost 
            starost = app.StarostEditField.Value; 
             
        end 
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Slika 3.18:  Podatki osebe 
Začetek opazovanja 
V tem zavihku, ki je prikazan na sliki 3.19, smo dodali dve tipki. Tipka Opazuj 
je namenjen opazovanju realnega robota, kjer si testna oseba ustvari predstavo, kako 
se robot giblje. Tipka Začni pa je namenjen opazovanju robota skozi VR očala in 
nadaljnjemu odgovarjanju na vprašanja. 
Kateri gib se bo izvajal in s kakšno hitrostjo je odvisno od spremenljivke i. 
Klicanje giba in nastavitev hitrosti prikazuje spodnja koda. Prvič se robot giblje z nizko 
hitrostjo in drugič z visoko hitrostjo.  
 
if i == 1 
                robot.setSpeed(330,50,2000,150); 
                NaprejNazajIzvajanje.RunProgram(); 
            end 
             
            if i == 2 
                robot.setSpeed(800,200,2000,150); 
               NaprejNazajIzvajanje.RunProgram(); 
                
            end 
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Slika 3.19:  Zavihek začetek opazovanja 
Vprašanja 
Na naslednjih štirih zavihkih so podana vprašanja, na katera bo testna oseba 
odgovarjala po koncu opazovanja giba. Vprašanja smo izdelali s pomočjo skupin 
izbirnih gumbov. Pomembno je, da smo poleg gumbov z vrednostmi pri vsakem 
vprašanju dodali še skriti gumb X, ki ima vrednost nastavljeno na ena (slika 3.20). S 
tem gumbom dosežemo, da so izbirni gumbi neoznačeni in pripravljeni na testno 
osebo, da jih označi. S pomočjo tega gumba smo tudi izvedli, da je tipka Naprej 
nedostopna za klik, dokler testna oseba ne odgovori na vsa vprašanja v določenem 
zavihku. To smo izvedli s spodnjo kodo, kjer tipka Naprej postane dostopna, ko so vse 
vrednosti gumbov X različne od nič. 
 
if  app.XButton.Value ~= 1 && app.XButton_2.Value ~= 1 && 
app.XButton_3.Value ~= 1  
    app.NaprejButton_2.Enable = 1; 
end 
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Slika 3.20:  Skupine izbirnih gumbov 
Ko oseba oceni vprašanja na zadnjem zavihku za ocenjevanje gibov, se ob kliku 
na gumb Naprej v matriko shranijo odgovori testne osebe. V prvo matriko se zapišejo 
ocene giba za varno orodje, v drugo pa ocene za nevarno orodje. V katero vrsto se 
rezultati vpišejo, je odvisno od spremenljivke i, ki nam pove, kateri gib se izvaja. Od 
spremenljivke i je odvisno tudi kam se premaknemo. V primeru da smo ocenili vse 
gibe se premaknemo na naslednji zavihek, v primeru, da še nismo ocenili vseh gibov 
pa se vrnemo na zavihek »začetek opazovanja«, kjer ponovimo protokol opazovanja 
in ocenjevanja za naslednji gib. Koda na naslednji strani prikazuje, kako shranimo 
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global vpr1 
            vpr1 = app.NPButtonGroup.SelectedObject 
            vpr1 = str2num(v1.Text); 
             
            global vpr2 
            vpr2 = app.UVButtonGroup.SelectedObject 
            vpr2 = str2num(vpr2.Text); 
            
            global vpr3 
            vpr3 = app.BNZNButtonGroup.SelectedObject 
            vpr3 = str2num(vpr3.Text); 
             
            global vpr4 
            vpr4 = app.ZVZNButtonGroup.SelectedObject 
            vpr4 = str2num(vpr4.Text); 
             
            global vpr5 
            vpr5 = app.SPButtonGroup.SelectedObject 
            vpr5 = str2num(vpr5.Text); 
             
            global prvo varno_orodje 
            prvo = [vpr1 vpr2 vpr3 vpr4 vpr5] 
             
            varno_orodje(i,:)=prvo; 
 
Za potrebe po nadaljevanju ocenjevanja se izvede spodnja koda. V njej 
resetiramo polja z odgovori, kjer nastavimo vrednost gumba X in onemogočimo pritisk 
gumba Naprej, v vsaki od skupin izbirnih gumbov. Vrednost spremenljivke i pa 
povečamo za ena. 
 
app.XButton.Value = 1 ;  
                     app.XButton_2.Value = 1 ;  
                     app.XButton_3.Value = 1 ;  
                     app.XButton_4.Value = 1 ;  
                     app.XButton_5.Value = 1 ;  
                     app.XButton_6.Value = 1 ;  
                     app.XButton_7.Value = 1 ;  
                     app.XButton_8.Value = 1 ;  
                     app.XButton_9.Value = 1 ;  
                     app.XButton_10.Value = 1 ;  
                      
                     app.NaprejButton_2.Enable = 0; 
                     app.NaprejButton_3.Enable = 0; 
                     app.NaprejButton_4.Enable = 0; 
                     app.NaprejButton_5.Enable = 0; 
            
                    i = i+1; 
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Ko ocenimo vse gibe, imamo na koncu še vprašanje v povezavi z VR očali. Z 
odgovorom na to vprašanje in klikom na gumb Naprej testna oseba konča z 
eksperimentom. Ob kliku na gumb Naprej shranimo vse odgovore osebe v datoteko 
kot prikazuje spodnja koda. 
 
ime = app.ImeinPriimekEditField.Value; 
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Namen eksperimenta je bil oceniti dojemanje varnosti in sprejemljivosti 
sodelujočih robotov. S prostovoljci smo izvedli serijo meritev, kjer je testna oseba 
opazovala gibanje robota ter nato ocenila svoje zaznavanje sodelujočega robot. 
Pri eksperimentu je sodelovalo 15 oseb, ki niso imele predhodnega znanja in 
izkušenj na področju robotike. 9 oseb je bilo moškega spola in 6 ženskega, torej 60 % 
moških in 40 % žensk.  Povprečna starost oseb je bila 28 let.  
4.1  Potek 
Na začetku smo prostovoljcu razložili namen in potek raziskave. V prvem delu 
je testna oseba podala osebne podatke in odgovorila na dve kratki vprašanji. Nato je s 
klikom na tipko Naprej nadaljevala z eksperimentom. Prikazal se je naslednji zavihek, 
na katerem sta dve tipki. Ko se je testna oseba premaknila do na tleh označenega mesta, 
kjer je začela z opazovanjem robota je vodja eksperimenta kliknil na tipko Opazuj. 
Tako se je izvedel prvi gib, ki se ga je ocenjevalo. Po opazovanju si je testna oseba 
nadela VR očala in povedala, ko je pripravljena. Vodja eksperimenta js s klikom na 
tipko Začni zagnal simulacijo, ob enem pa se je odprlo naslednje okno v vprašalniku. 
V simulaciji se je izvedel celoten potek, kjer je robot vzel varno orodje, dvakrat 
ponovil gib, zamenjal varno orodje za nevarno in ponovno naredil isti gib, ter na koncu 
odložil orodje in se vrnil v začetno lego. S tem je oseba zaključila z opazovanjem 
prvega giba in se je premaknila do računalnika, kjer je izpolnila vprašalnik. Postopek 
je testna oseba ponavljala dokler ni ocenila vse gibe. Slika 4.1 prikazuje opazovanje 
teste osebe in prikazovanje skozi VR očala. 
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Slika 4.1:  Opazovanje testne osebe in prikaz skozi VR očala 
4.2  Rezultati 
Rezultate smo analizirali na način, kjer smo pri vsakem vprašanju primerjali, 
kako sprememba hitrosti in orodja vplivata na zaznavanje testnih oseb za vsak gib. 
Podatke smo prikazali z uporabo škatličnega diagrama (angl. box plot). Škatlični 
diagram je graf, ki nam daje dober prikaz razporeditve vrednosti v podatkih. S to 
obliko prikazovanja rezultatov nam je omogočeno na enostaven način primerjati 
rezultate pri različnih pogojih. Škatlični diagram je prikazana na sliki 4.2 in nam 
prikazuje:  
• minimum – to je najmanjša vrednost rezultatov, 
• maksimum – to je najvišja vrednost rezultatov, 
• mediana – to je srednja vrednost podatkov. Ta deli rezultate na dva dela, kjer 
je polovica rezultatov manjša in polovica rezultatov večja od njene vrednosti, 
• Q1 – prvi kvartil je meja pod katero je 25 % rezultatov, 
• Q3 – tretji kvartil je meja pod katero je 75 % rezultatov [13]. 
 
Slika 4.2:  Škatlicni diagram 
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Za primerjavo gibov med sabo smo uporabili metodo t-test. T-test je statistična 
metoda, ki preverja, če dva neodvisna vzorca pripadata isti populaciji[14].  
4.2.1  Prijetnost 
Pri prvem vprašanju so testne osebe ocenjevale, kako prijetno so se počutile ob 
gibanju robota. Spodnja grafa (Slika 4.3) prikazujeta, kako hitrost vpliva na počutje 
testiranih oseb. Opazimo, da hitrost nima velikega vpliva na občutek prijetnosti. Iz 
grafov je razvidno, da se osebe ob hitrem gibanju robota počutijo nekoliko manj 
prijetno kot pri počasnem gibanju robota. 
 
Slika 4.3:  Primerjava hitrosti (1 - neprijetno, 9 - prijetno) 
 
Tabela 4.1:  Primerjava gibov 
A B T-test(A,B)  A B T-test(A,B) 
Gib 1 Gib 6 p = 0,108  Gib 1 Gib 6 p = 0,024 
Gib 2 Gib 6 p = 0,061  Gib 2 Gib 6 p = 0,004 
Gib 3 Gib 6 p = 0,923  Gib 3 Gib 6 p = 0,153 
Gib 4 Gib 6 p = 0,681  Gib 4 Gib 6 p = 0,078 
Gib 5 Gib 6 p = 0,887  Gib 5 Gib 6 p = 0,148 
 
Iz grafov na sliki 4.4 pa je lepo razvidno, da ima izbira orodja velik vpliv na počutje 
osebe. Ko robot uporablja varno orodje, vidimo, da je stopnja počutja prijetnosti 
visoka. Ob uporabi nevarnega orodja pa vidimo, da je stopnja počutja prijetnosti veliko 
nižja kot pri gibanju robota z varnim orodjem.  
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Slika 4.4:  Primerjava orodji (1 – neprijetno, 9 – prijetno) 
Tabela 4.2:  Primerjava gibov 
A B T-test(A,B)  A B T-test(A,B) 
Gib 1 Gib 6 p = 0,004  Gib 1 Gib 6 p = 0,356 
Gib 2 Gib 6 p = 0,002  Gib 2 Gib 6 p = 0,092 
Gib 3 Gib 6 p = 0,113  Gib 3 Gib 6 p = 0,811 
Gib 4 Gib 6 p = 0,031  Gib 4 Gib 6 p = 0,860 
Gib 5 Gib 6 p = 0,062  Gib 5 Gib 6 p = 0,895 
 
4.2.2  Vznemirjenost 
Pri drugem vprašanju so testne osebe ocenjevale, kako vznemirjeno se počutijo 
ob gibanju robota. Iz grafov na sliki 4.5 je razvidno, da tako kot pri prejšnjem 
vprašanju hitrost nima velikega vpliva na vznemirjenost testnih oseb. 
 
Slika 4.5:  Primerjava hitrosti (1 – umirjeno, 9 – vznemirjeno) 
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Tabela 4.3:  Primerjava gibov 
A B T-test(A,B)  A B T-test(A,B) 
Gib 1 Gib 6 p = 0,669  Gib 1 Gib 6 p = 0,295 
Gib 2 Gib 6 p = 0,430  Gib 2 Gib 6 p < 0,001 
Gib 3 Gib 6 p = 0,475  Gib 3 Gib 6 p = 0,707 
Gib 4 Gib 6 p = 0,798  Gib 4 Gib 6 p = 0,199 
Gib 5 Gib 6 p = 0,810  Gib 5 Gib 6 p = 0,751 
 
Iz grafov na sliki 4.6 pa je razvidno, da izbira orodja vpliva na vznemirjenost testnih 
oseb. Opazimo, da se osebe ob gibanju robota z varnim orodjem počutijo bolj 
umirjeno, kot ob gibanju robota z nevarnim orodjem.  
 
Slika 4.6:  Primerjava orodji (1 – umirjeno, 9 – vznemirjeno) 









A B T-test(A,B)  A B T-test(A,B) 
Gib 1 Gib 6 p = 0,765  Gib 1 Gib 6 p = 0,931 
Gib 2 Gib 6 p = 0,005  Gib 2 Gib 6 p = 0,268 
Gib 3 Gib 6 p = 0,921  Gib 3 Gib 6 p = 0,798 
Gib 4 Gib 6 p = 0,122  Gib 4 Gib 6 p = 0,753 
Gib 5 Gib 6 p = 0,363  Gib 5 Gib 6 p = 0,545 
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4.2.3  Varnost 
Pri tretjem vprašanju so testne osebe ocenjevale, kako varno se počutijo ob 
gibanju robota. Iz grafov na sliki 4.7 ponovno vidimo, da hitrost nima velikega vpliva 
na stopnjo zaznane varnosti testirane osebe. Vidi se da se osebe pri počasnem gibanju 
robota počutijo nekoliko bolj varno kot pri hitrem gibanju 
 
Slika 4.7:  Primerjava hitrosti (1 – zelo varno, 9 – zelo nevarno) 
Tabela 4.5:  Primerjava gibov 
A B T-test(A,B)  A B T-test(A,B) 
Gib 1 Gib 6 p = 0,122  Gib 1 Gib 6 p = 0,871 
Gib 2 Gib 6 p = 0,542  Gib 2 Gib 6 p = 0,194 
Gib 3 Gib 6 p = 0,693  Gib 3 Gib 6 p = 0,709 
Gib 4 Gib 6 p = 0,155  Gib 4 Gib 6 p = 0,628 
Gib 5 Gib 6 p = 0,089  Gib 5 Gib 6 p = 0,687 
 
Grafa na slika 4.8 pa, kot se je izkazalo že v prejšnjih primerih, prikazujeta občutno 
razliko med zaznano varnostjo testnih oseb, ko robot uporablja varno orodje in, ko 
robot uporablja nevarno orodje.  Ob uporabi nevarnega orodja, je stopnja zaznane 
varnostizelo nizka. Ob uporabi varnega orodja pa vidimo, da je stopnja zaznane 
varnosti zelo visoka. 
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Slika 4.8:  Primerjava orodji (1 – zelo varno, 9 – zelo nevarno) 
Tabela 4.6:  Primerjava gibov 
A B T-test(A,B)  A B T-test(A,B) 
Gib 1 Gib 6 p = 0,166  Gib 1 Gib 6 p = 0,859 
Gib 2 Gib 6 p = 0,082  Gib 2 Gib 6 p = 0,202 
Gib 3 Gib 6 p = 0,924  Gib 3 Gib 6 p = 0,790 
Gib 4 Gib 6 p = 0,141  Gib 4 Gib 6 p = 0,730 
Gib 5 Gib 6 p = 0,446  Gib 5 Gib 6 p = 0,228 
 
4.2.4  Pripravljenost na sodelovanje 
Pri četrtem vprašanju so testne osebe ocenjevale, v kolikšni meri so pripravljene 
sodelovati z robotom. Iz grafov (slika 4.9) je ponovno lepo razvidno, da hitrost nima 
velikega vpliva na pripravljenost sodelovanja z robotom. 
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Tabela 4.7:  Primerjava gibov 
A B T-test(A,B)  A B T-test(A,B) 
Gib 1 Gib 6 p = 0,113  Gib 1 Gib 6 p = 0,441 
Gib 2 Gib 6 p = 0,019  Gib 2 Gib 6 p = 0,024 
Gib 3 Gib 6 p = 0,117  Gib 3 Gib 6 p = 0,476 
Gib 4 Gib 6 p = 0,070  Gib 4 Gib 6 p = 0,288 
Gib 5 Gib 6 p = 1  Gib 5 Gib 6 p = 0,696 
 
 
Na spodnjih grafih (slika 4.10) pa vidimo, da so osebe pripravljene sodelovati z 
robotom, ko ta uporablja varno orodje. V primeru uporabe nevarnega orodja pa 
vidimo, da osebe niso pripravljene sodelovati.  
 
Slika 4.10:  Primerjava orodji (1 – sploh nič, 9 – povsem) 
 
Tabela 4.8:  Primerjava gibov 
A B T-test(A,B)  A B T-test(A,B) 
Gib 1 Gib 6 p = 0,273  Gib 1 Gib 6 p = 0,222 
Gib 2 Gib 6 p = 0,003  Gib 2 Gib 6 p = 0,129 
Gib 3 Gib 6 p = 0,111  Gib 3 Gib 6 p = 0,550 
Gib 4 Gib 6 p = 0,190  Gib 4 Gib 6 p = 0,174 
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4.2.5  T-test primerjava gibov 
Na koncu smo izvedli še t-test primerjavo. Pri vseh grafih smo primerjali, ali 
obstaja statistično signifikantna razlika med ocenjevanjem posameznega giba z 
naključnim gibom (gib 6). Razlik med ocenjevanjem gibov je zelo malo. Pri vprašanju 
o zaznani varnosti (vprašanje 3) razlik med gibi in naključnim gibom ni. Pri drugih 
treh vprašanjih pa ugotovimo, da so posamezne razlike pri ocenjevanju, kjer smo od 
60 testov v 10 primerih dobili, da sta si vzorca statistično signifikantno različna (p < 
0,05). Od 10 razlik jih je bilo 7 pri primerjavi drugega giba z naključnim. Ko 
pogledamo grafe, kjer so te razlike, lahko opazimo, da so se ob gibu 2 osebe počutile 
malo bolj prijetno in umirjeno, ter so z robotom bolj pripravljene sodelovati. Te razlike 
so pri zelo malo primerih, vendar nakazujejo na trend, da osebe gib 2 (desno – levo) 
dojemajo kot nekoliko bolj sprejemljivega. 
4.2.6  Primerjava VR ocal in realnega sveta 
Pri tem vprašanju smo osebe spraševali kako ocenjujejo dojemanje robota in 
okolice v virtualnem svetu v primerjavi z realnim. Iz grafa (slika 4.11) vidimo, da 
osebe ocenjujejo doživljanje robota in okolice v virtualnem svetu, v primerjavi z 
realnim, kot zelo dobro. 
 
Slika 4.11:  Ocena VR očal 
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4.3  Ugotovitve 
Iz rezultatov eksperimenta lahko izpeljemo naslednje ugotovitve. Največja 
razlika, ki vpliva na počutje osebe, je pri izbiri orodja. Ko robot uporablja varno orodje, 
lahko rečemo, da se osebe počutijo umirjeno, prijetno in varno. Ob gibanju robota z 
nevarnim orodjem pa vidimo, da se osebe počutijo veliko manj varno. Osebe so tudi 
bolj pripravljene sodelovati z robotom, ko ta uporablja varno orodje, kar je razumljivo. 
Manjša razlika se vidi pri vplivu hitrosti na počutje osebe. Nakazuje se trend, 
kjer se vidi, da se testne osebe pri počasnem gibanju robota počutijo nekoliko bolj 
prijetno, umirjeno in varno.Skoraj nobene razlike pa ni med ocenjevanje posameznih 
gibov, kar je malce presenetljivo. S t test primerjavo posameznih gibov z naključnimi 
lahko ugotovimo, da je zelo majhna razlika med  ocenjevanjem ostalih gibov in gibom 
desno – levo, kjer se nakaže, da je gib desno – levo za počutje osebe nekoliko bolj 
prijeten, umirjen in so z robotom osebe bolj pripravljene sodelovati.  
Rezultati eksperimenta prikazujejo zelo veliko razpršenost podajanja ocen. 
Nekate osebe so na vsa vprašanja odgovarjale enako, spet druge pa so podajale 
popolnoma nesmiselne odgovore. Tako smo sklepali, da osebe niso razumele samega 
eksperimenta. Zato smo za boljši prikaz rezultatov odgovore petih oseb izločili. Izločili 
smo tudi vprašanje o občutku nadzora, saj smo menili, da je vprašanje slabo 
zastavljeno in so ga osebe interpretirale na različne načine. Med eksperimentom so 
določene osebe omenile, da se jim zdi eksperiment predolg. Omenile so tudi, da se jim 
gibi zdijo zelo podobni. To je razumljivo, saj je oseba morala po opazovanju vsakega 
giba odložiti očala in odgovoriti na 10 vprašanj.Ta protokol je morala ponoviti 
dvanajstkrat, kar se je izkazalo za zelo zamudno, saj je morala oseba tekom 
eksperimenta na isto vprašanje odgovoriti 24 krat. Tako pridemo do spoznanja, da so 
se stvari preveč ponavljale, in je testna oseba na vprašanja za različne gibe odgovarjala 
precej podobno. Testne osebe so tako vpliv giba spregledale in gibe ocenjevale na 
podlagi uporabljenega orodja. Tudi pri primerjavi hitrosti imamo lahko pomisleke 
glede rezultatov. Saj so osebe najprej spremljale počasen gib in ga ocenile, ter nato še 
hitri isti gib in ga ocenile. S tem so lahko mislile, da morajo hitri gib avtomatično 
ocenjevati kot bolj nevarnega in se pri tem počutiti bolj vznemirjeno in bolj neprijetno. 
Zagotovo so bila eden od vplivov na ocene tudi VR očala. Oseba, ki spremlja robota 
skozi VR očala v simulaciji, ga lahko dojema popolnoma drugače, saj ga ne gleda v 
realnosti. Ker ga spremlja v navideznem okolju, lahko dojema svoje zaznavanje na 
popolnoma drugačen način. 
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V diplomski nalogi smo predstavili celovit postopek izdelave simulacijskega 
okolja za eksperimente ocenjevanja dojemanja varnosti in sprejemljivosti sodelujočih 
robotov. Na začetku smo v programu RoboDK začeli z izdelavo virtualnega okolja. V 
okolje smo umestili robota UR5e, ter sprogramirali vse potrebne gibe za eksperiment. 
Povezali smo VR očala s programom ter vzpostavili povezavo s pravim robotom. V 
nadaljevanju smo znotraj programa Matlab v aplikaciji App Designer izdelali grafični 
uporabniški vmesnik za eksperimente s osebami 
Pri eksperimentu nas je zanimalo ali so osebe pripravljene sodelovati z robotom 
in kako se počutijo ob njegovem gibanju. Z analizo rezultatov smo prišli do spoznanja, 
da na počutje oseb najbolj vpliva uporabljeno orodje, nekoliko manjši vpliv pa ima 
hitrost gibanja robota. Sodeč po rezultatih, vrsta giba nima skoraj nobenega vpliva na 
počutje oseb.  
Iz rezultatov je razvidna zelo velika razpršenost odgovorov. To lahko pripišemo 
drugačnemu dojemanju eksperimenta posameznih oseb, kjer bi lahko rekli, da so osebe 
na nekatera vprašanja odgovarjale povsem nesmiselno. Lahko bi rekli tudi, da so osebe 
z opazovanjem robota v virtualnem svetu dojemale popolnoma drugače, saj virtualen 
svet še vedno ni tisti resničen, kateri del njega smo mi. Še vedno pa sem mišljenja, da 
je največjo težavo pri eksperimentu predstavljala njegova ponovljivost. Pri testiranju 
je oseba prevečkrat morala opazovati gibe, sneti VR očala in se premakniti do 
računalnika, kjer je morala odgovoriti na vprašanja. Vzrok tega je, da smo imeli preveč 
vprašanj za eno opazovanje, ter preveč gibov, ki so postali za testno osebo predvidljivi. 
S ponavljanjem je prišlo do tega, da način gibanja robota ni imel več vpliva na 
zaznavanje osebe, temveč je največji vpliv predstavljala izbira orodja. 
 Pri eksperimentih je oseba ob opazovanju vsakega giba morala sneti VR očala 
in se premakniti do računalnika. Za nadaljnje delo bi bilo smiselno narediti vprašanja 
v virtualnem okolju, tako testni osebi ne bi bilo potrebno snemati VR očal. Težavo je 
predstavljal tudi kabel za povezavo VR očal z računalnikom, saj se je povezava ob 
majhnem premiku kabla pri konektorju VR očal prekinila. S tem se je ugasnil tudi 
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program RoboDK in tako je bilo potrebno ponovno nastaviti simulacijo v programu in 
vzpostaviti povezavo z robotom.  
Na koncu lahko rečemo, da smo z raziskavo zadovoljni. Rezultati testiranja oseb 
kažejo v pravo smer, kjer trend odgovarjanja še vedno nakazuje odgovore, kakršne 
smo na nek način pričakovali, le razpršenost rezultatov je zelo velika. Ob upoštevanju 
težav, na katere smo naleteli tekom izdelave diplomske naloge, verjamem, da bi 
eksperiment lahko v prihodnje izboljšali. 
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