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EXISTENCE AND REGULARITY OF INVARIANT GRAPHS FOR COCYCLES IN
BUNDLES: PARTIAL HYPERBOLICITY CASE
DELIANG CHEN
Abstract. We study the existence and regularity of the invariant graphs for bundle maps (or bundle
correspondences with generating bundle maps motivated by ill-posed differential equations) having
some relatively partial hyperbolicity in non-trivial bundles without local compactness. The regularity
includes (uniformly) C0 continuity, Hölder continuity and smoothness. A number of applications to
both well-posed and ill-posed semi-linear differential equations and the abstract infinite-dimensional
dynamical systems are given to illustrate its power, such as the existence and regularity of different types
of invariant foliations (laminations) including strong stable laminations and fake invariant foliations, the
existence and regularity of holonomies for cocycles,Ck,α section theorem and decoupling theorem, etc,
in more general settings.
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1. Introduction
1.1. motivation. Invariant manifold theory is one of the central topics in the theory of dynamical
systems with some hyperbolicity. Classical contributions go back to A. Lyapunov [Lia47] (originally
published in Russian, 1892), J. Hadamard [Had01], É. Cotton [Cot11], O. Perron [Per29], V. A. Pliss
[Pli64], A. Kelly [Kel67], N. Fenichel [Fen71], M. W. Hirsch , C. C. Pugh, M. Shub [HPS77], J. B.
Pesin [Pes77], and others. For new developments in infinite-dimensional dynamical systems see e.g.
[Rue82,Mañ83,LL10] (non-uniformly hyperbolic case), [Hen81,CL88,BJ89,MPS88,DPL88,MR09]
(different types of semi-linear differential equations), [BLZ98, BLZ99, BLZ00, BLZ08] (normally
hyperbolic manifolds case), too numerous to list here. The invariant manifolds can exist for some
ill-posed differential equations; see e.g. [EW91, Gal93, SS99, dlL09, ElB12], though they do not
generate semiflows. For significant applications of invariant manifold theory in ergodic theory, see
e.g. [PS97,Via08,AV10,BW10,BY17b].
This paper is part of a program to expand the scope of invariant manifold theory, following the
work of Hirsch, Pugh, Shub [HPS77, Chapter 5-6] with a view towards making it applicable to both
well-posed and ill-posed differential equations and abstract dynamical systems in non-compact spaces
(including non-locally compact spaces). Here, we try to extend the classical theory to more general
settings at least in the following directions with development of a number of new ideas and techniques.
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about the dynamical systems. We focus on the dynamical systems on bundles, i.e. cocycles.
Related works on invariant manifolds for cocycles are e.g. [Hal61,Yi93,CY94,CL97]; but see also
[HPS77, Chapter 6] and [AV10,ASV13]. In terms of differential equations, there is a natural context
we need to study cocycles. That is, when we look into the dynamical properties of a differential
equation in a neighborhood of its an invariant set, we usually study the linearization of the equation
along this set and consider the equation as a linearized equation plus a ‘small’ perturbation. In order
to make our results applicable to ill-posed differential equations, we extend the notion of cocycle
to bundle correspondence with generating bundle map (see Section 2 for definitions) originally due
to Chaperon [Cha08]. We notice that by using this notion, the difficulty that cocycles may be
non-invertible (especially in the infinite-dimensional setting) can be overcome without strain.
about the bundles. We do not require the bundles to be trivial or the base spaces to be (locally)
compact. Note that for the infinite-dimensional dynamical systems, this situation happens naturally.
For the existence results (see Section 4), the assumption on bundles is only that their fibers are
complete metric spaces which makes the results as general as possible. For the regularity results (see
Section 6), the situation becomes more complicated which is one of major difficulties arising in this
paper; see Section 5.4 for how we deal with the non-trivial bundle and Section 5.5 for how we extend
compact spaces or Banach spaces to non-compact and non-linear spaces in the infinite dimension;
this treatment is essentially due to e.g. [HPS77,PSW12,BLZ99,BLZ08,Cha04,Eld13,Ama15].
about the hyperbolicity. We consider the dynamical systems having some relatively partial hyper-
bolicity. There are manyways to describe the hyperbolicity in different settings. Here we adopt (A) (B)
condition (see Section 3.1 for definitions) to describe the hyperbolicity originally due to [MPS88] (see
also [LYZ13,Zel14]). Our definition of (A) (B) condition is about the ‘dynamical systems’ themselves
and it also canmake sense in the setting ofmetric spaces (in the spirit of [Cha04,Cha08,Via08,AV10]).
However, see Lemma 3.10 for the relation between (A) (B) condition and classical cone condition,
where the latter only works for the smooth dynamical systems on smooth manifolds. As a first step,
in this paper we only concentrate relatively partial hyperbolicity in the uniform sense (especially the
regularity results); our future work (see [Che18a]) will address the non-uniformly partial hyperbolicity
in detail.
Using (A) (B) condition has its advantage that we can give a unified approach to establish some
results about the invariant manifold theory in different hyperbolicity settings. A more important thing
is that some classical hyperbolicity assumptions (or the spectral gap conditions) are not satisfied by
some dynamics generated by some differential equations but the (A) (B) condition can still be verified.
Consult the important paper [MPS88], where Mallet-Paret and Sell could successfully verify the
(uniform) cone condition based on the principle of spatial average (see also [Zel14]).
Combining with above, it seems that we first investigate the existence and regularity of invariant
manifolds (or especially the invariant graphs) for bundle maps (or bundle correspondences with
generating bundle maps) on the non-trivial and non-compact bundles, having some (relatively) partial
hyperbolicity described by (A) (B) condition. Due to the general settings, our results have a number
of applications to, for instance, not only the classical dynamics generated by well-posed differential
equations such as some parabolic PDEs, delay equations, age structured models, etc, but also the
ill-posed differential equations such as elliptic PDEs on the cylinders, mixed delay equations, and the
spatial dynamics generated by some PDEs; see [Che18d] for more details. Meanwhile, our results give
a very unified approach to the existence and regularity of different types of invariant manifolds and
invariant foliations (laminations) including strong (un)stable laminations and fake invariant foliations,
the existence and regularity of holonomies for cocycles, and others; see e.g. Section 7.2.
about the differential equations. In [Che18d], we studied some classes of semi-linear differential
equations that can generate cocycles for the well-posed case or cocycle correspondences with gen-
erating cocycles for the ill-posed case which can satisfy (A) (B) condition (see Section 3.1 for a
definition), so that our main results in Section 4 and Section 6 (as well as Section 7.2) can be applied.
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Our work (combining with [Che18d]) is a direct generalization of [Yi93,CY94,CL97] and the invari-
ant manifolds of the equilibrium for the equations considered in [MPS88,BJ89,DPL88,MR09,ElB12]
etc.
1.2. nontechnical overviews of main results, proofs and applications. Let us give some nontech-
nical overviews of main results, proofs and applications for reader’s convenience.
existence of invariant graphs. Heuristically, our main results about the existence of the invariant
graphs for bundlemaps (or bundle correspondences with generating bundlemaps) may be summarized
by the following (in a special case).
Theorem A (Existence). Let H : X ×Y → X ×Y be a bundle map (or a bundle correspondence with
generating bundle map (F,G)) over a map u where X,Y are two bundles with fibers being complete
metric spaces and the base space M , and u : M → M . Let i = (iX, iY ) be a section of X × Y which is
invariant aboutH. AssumeH has some relatively partial hyperbolicity described by (A) (B) condition.
If the spectral condition holds, then the following hold.
(1) There is a C0,1-fiber bundle map f : X → Y over id such that the graph of f is invariant under
H, i.e. Graph fm ⊂ H−1m Graph fu(m) for m ∈ M (or f satisfies (6.1)), and i ∈ Graph f . In some
sense, f is unique.
(2) The graph of f can be characterized by some asymptotic behaviors of H.
Similar results in the ‘unstable direction’ Y → X for H−1 also hold.
For more specific and general statements about our three existence results, see Theorem 4.1,
Theorem 4.3 and Theorem 4.6 in Section 4.1, where the section i may be in other cases (originally
motivated by [Cha08]). The characterization of the invariant graphs is given in Section 4.4. For
the ‘hyperbolic dichotomy’ and ‘hyperbolic trichotomy’ cases, see Theorem 4.16 and Theorem 4.17
respectively. The former can be applied to e.g. Anosov dynamical systems (or more generally the
restrictions of Axiom A diffeomorphisms to hyperbolic basic sets), the two-sided shifts of finite type
or more general ones uniformly hyperbolic homeomorphisms introduced in [Via08] (see also [AV10]).
The latter can be applied to e.g. the (partially) normally hyperbolic invariant manifolds in a particular
context that the normal bundle of the (partially) normally hyperbolic manifold can embed into a trivial
bundle and the dynamic also can extend to this trivial bundle maintaining the ‘hyperbolic trichotomy’
(see [HPS77,Eld13] and Remark 4.18).
In the ‘hyperbolic trichotomy’ case, if H is an invertible bundle map, then H can decompose into
three parts: a decoupled center part with two stable and unstable parts depending on the center part;
see Corollary 4.19. This theorem can be regarded as a generalization of Hartman-Grossman Theorem;
see also Remark 4.20.
Except the description of partial hyperbolicity, our existence results we mention above are more
general than the ones in classical literatures including e.g. [Sta99, Cha04, Cha08, MPS88, CY94,
CL97, LYZ13] and [HPS77, Chapter 5] (about plaque families). No assumption on the base space
M makes the existence results applicable to both deterministic and random dynamical systems. The
continuity and measurability problems will be regarded as the regularity problems; the measurability
problems will not be considered in this paper (see [Che18a]) and the (uniformly)C0 continuity,Hölder
continuity and smoothness problems will be investigated in Section 6.
Besides above, our existence results not only work for H being a cocycle having some hyperbolicity
but also H being a bundle correspondence with generating bundle map (F,G) (see Section 2.2).
Loosely speaking, one in fact needs a subset of X ×Y (the graph of H: GraphH), then the ‘dynamical
behavior’ in some sense is the ‘iteration’ ofGraphH. So giving a way to describeGraphH is important;
in classicalGraphH is given by the cocycle (bundlemap) and in our context it is given by the generating
map. We will introduce the precise notions about correspondences and generating maps in Section 2,
which we learned from [Cha08]. We need these notions at least for two reasons.
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• There are some differential equations (see e.g. [EW91,Gal93, SS99, dlL09,ElB12]), which are
ill-posed and therefore can not generate semiflows so that the classical theory of dynamical systems
(especially the invariant manifold theory) can not be applied to these equations directly, might define
cocycle correspondences with generating cocycles (see [Che18d]). So our general results can be
applied to more types of differential equations; see [Che18d] for details.
• Unlike the finite-dimensional dynamics, the dynamics generated by the differential equations in
Banach spaces, usually are not invertible, so one can not use the proven ‘stable results’ to deduce the
‘unstable results’. Since the ‘hyperbolic systems’ (no matter invertible or not) can define correspon-
dences with generating maps, so using the dual correspondences (see Section 2.3), one only needs
to prove ‘one side results’. This idea was used in [Cha08] to prove (pseudo) (un-)stable manifolds
(foliations) with a very unified approach.
regularity of invariant graphs. We will show f obtained in Theorem A has higher regularities
including continuity, Hölderness and smoothness, once (i) the more regularity properties of the
bundle X × Y (and M), (ii) the more regularity properties of the maps u, i, F,G, (iii) the spectral gap
condition and (iv) additionally technical assumption on the (almost) continuity of the functions in (A)
(B) condition are fulfilled. Roughly, our main results about the regularity of the invariant graphs for
cocycles (or bundle correspondences with generating bundle maps) may be stated as follows.
Theorem B (Regularity). Under Theorem A, we have the following statements.
(1) If the fibers of X × Y are Banach spaces and Fm(·),Gm(·) ∈ C1 for each m, then fm(·) ∈ C1.
Moreover, there is a K1 ∈ L(ΥVX,ΥVY ) (see (5.1)) over f satisfying (6.2) and Dv f = K1. The case
fm(·) ∈ Ck,α is very similar. See Lemma 6.7, Lemma 6.11 and Lemma 6.12.
Furthermore under some continuity properties of the functions in the definitions of (A) (B)
condition being assumed as well as the corresponding spectral gap conditions (which differ item
by item in the following), we have the following regularities about f . Here we omit specific
assumptions on X,Y,M (in order to make sense of the different uniform properties of F,G, u).
(2) Let F,G, i, u ∈ C0. Then f ∈ C0. See Lemma 6.25.
(3) Under (2), if the fiber derivatives DvF,DvG ∈ C0, one has K1 ∈ C0. See Lemma 6.26.
(4) If F,G ∈ C0,1 and u ∈ C0,1, then m 7→ fm is uniformly (locally) Hölder. See Lemma 6.13.
In addition, assume i is a 0-section and u ∈ C0,1, then we further have the following hold.
(5) If F,G ∈ C1,1, and a ‘better’ spectral gap condition holds (than (4)), then m 7→ fm is also
uniformly (locally) Hölder (in a better way). See also Lemma 6.13.
(6) Ifm 7→ DFm(i1(m)),DGm(i1(m)) are uniformly (locally)Hölder, where i1(m) = (iX (m), iY (u(m))),
then the distribution D fm(iX (m)) depends in a uniformly (locally) Hölder fashion on the base
points m. See Lemma 6.16.
(7) If F,G,DvF,DvG ∈ C0,1, then m 7→ D fm(·) is uniformly (locally) Hölder. See Lemma 6.17.
(8) Let u ∈ C1 and F,G ∈ C1,1. Then f ∈ C1. Moreover, there is a unique K ∈ L(ΥHX ,ΥVY ) (see
(5.1)) over f which is C0 and satisfies (6.3) (or more precisely (6.22)) and ∇ f = K where ∇ f is
the covariant derivative of f . See Lemma 6.18.
(9) Under (8), x 7→ ∇m fm(x) is locally Hölder uniform for m ∈ M . See Lemma 6.22.
(10) Under (8) and u ∈ C1,1, then m 7→ ∇m fm(·) is uniformly (locally) Hölder. See Lemma 6.23 (1).
(11) Under (8), if F,G ∈ C2,1, u ∈ C1,1, and a ‘better’ spectral gap condition (than (10)) holds, one
also has m 7→ ∇m fm(·) is uniformly locally Hölder (in a better way). See Lemma 6.23 (2).
For more specific and general statements about regularity results, see the lemmas we list above
(i.e. Section 6) where some uniform conditions on F,G, u, i and X,Y,M can be only around u(M)
(i.e. the inflowing case); see also Theorem 6.2. In Section 6.10, we also give the corresponding
regularity results for the case when i is a ‘bounded’ section without proofs (due to the same method as
proving Theorem B) which was also studied in [CY94], while this case can be taken as a supplement
of Theorem B. In fact, the regularity results do not depend on the existence results, see Section 6.11.
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Our regularity results are very unified and recover many classical ones. The fiber smoothness of the
invariant graphs, i.e. item (1) in TheoremB, is well known in different settings including deterministic
and random dynamical systems (see e.g. [HPS77,CL97,FdlLM06,LL10]). Reducing to the case that
M consists of one element, it gives the smooth result about invariant ((strong) stable, center, pseudo-
stable, etc) manifolds of an equilibrium (cf. e.g. [HPS77, Irw80, dlLW95,VvG87]). Beside item (2)
and item (3), more continuity results about f are given in Section 6.9; see also Remark 6.30 for a
simple application. The Hölder continuity of f like item (4), only requiring the Lipschitz continuity
of the dynamic, was also discussed in a very special setting in [Cha08,Sta99] (the metric space case)
and [Wil13, Corollary 5.3] (the smooth space case). The result like item (5) is well known in different
contexts; see e.g. [HPS77, PSW97,LYZ13]. The result like item (6) was reproved by many authors
which should go back to D. V. Anosov for hyperbolic systems on compact sets (see e.g. [PSW12]);
see also [Has97,HW99]. The conclusions like items (7)∼(11) were studied e.g. [HPS77] (the normal
hyperbolicity case), [PSW97] (the partial hyperbolicity case; see also Theorem 7.6) and [CY94] (for
the cocycles in trivial bundles with base space being compact Riemannian manifolds). Very recently,
in [ZZJ14, Lemma 3], the authors obtained the result like item (10) in a particular context; but see
also [Sta99, Theorem 1.3]. The higher order smoothness of f is not concluded in the present paper.
For the precise spectral gap conditions (or bunching condition ( [PSW97]) or fiber bunching
condition ([AV10,ASV13])) in items (2) ∼ (11), which change with different regularity assumptions
on F,G, look into the lemmas we list in Theorem B. The spectral gap conditions we give are general
(due to the general assumptions on F,G), and in some cases they are also new. As is well known,
the spectral gap conditions in some sense are essential for higher regularity of f , while the sharpness
of spectral gap conditions in some cases was also studied in e.g. [HW99] (the Hölderness of the
distribution in item (6)) and [Zel14] (in the different equations (see also [Che18d])).
The precise assumptions for X,Y,M, u, i are given in Section 6.2. As a simple illustration, consider
X × Y as a trivial bundle M × X0 × Y0 with M, X0,Y0 being Banach spaces or regard X,Y as smooth
vector bundles with the base space M being a smooth compact Riemannian manifold. Basically, we
try to generalize the base space M to the setting of non-compactness (and also non-metrizability),
and bundles X,Y to non-trivialization. See Appendix C for some relations (or examples) between
our assumptions on X,Y,M and bounded geometry ([Eic91,Ama15,Eld13]) as well as the manifolds
studied in [BLZ99,BLZ08]. The assumptions for X,Y,M are in order to make sense of the uniformly
Ck,α continuity of F,G, f , u. Our way to describe the uniform properties of a bundle map, which in
some sense is highly classical (see e.g. [HPS77, Chapter 6], [PSW12, Section 8], [Cha04, Section 2]
and [Eld13,Ama15]), is by using the (particular choice of) local representations of the bundle map
with respect to preferred atlases; see Section 5.4 and Section 5.5. The uniform property of a bundle
map is said to be the uniform property of local representations. Here we mention that since our local
representations are specially selected (see Definition 5.18), the conclusions (and also conditions) in
Section 6.3 to Section 6.7 are weak in form, but these will be strengthened as in e.g. [HPS77,PSW12]
once certain uniform properties of the transition maps respecting preferred atlases are assumed which
again indicate higher regularity of the bundles; see Section 6.8 and Section 5.4 for details. The ideas
how we extend the bundles with base spaces to be in more general settings are presented in Section 5.
The most hard obstacle for applying our existence and regularity results is that how to verify
the hyperbolicity condition which is not our purpose to study in detail in this paper; but we refer
the readers to see [CL99] for the detailed study about the spectral theory of linear cocycles in
the infinite-dimensional setting; see also [LL10, SS01, LP08] in the cocycle or evolution case, and
[LZ17, Zel14,NP00] in the ‘equilibrium’ case. We have given in Section 3.2 and Section 3.3 some
relations between (A) (B) condition and some classical hyperbolicity conditions; see also [Che18d]
for a discussion about dichotomy and (A) (B) condition in the context of differential equations.
a nontechnical overview of proofs. In the theory of invariant manifolds, there are two fundamental
methods named Hadamard graph transform method (due to [Had01]) and Lyapunov-Perron method
(due to [Lia47,Cot11,Per29]), where the former is more geometric and the latter more analytic. These
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two methods have been demonstrated as a very successful approach to establish the existence and
regularity of invariant manifolds and in many cases both two methods can work. We refer the readers
to see e.g. [VvG87, CL88, CY94, CL97, Cha04, Cha08,MR09, LL10] where the Lyapunov-Perron
method was applied and [HPS77, MPS88, PSW97, BLZ98, Sta99, LYZ13,Wil13] where the graph
transform method was used.
In this paper, we employ the graph transform method to prove all our existence and regularity
results. Intuitively, this method is to construct a graph transform such that for a given graph, say
G1, define a unique graph G2 such that G2 ⊂ H−1G1, taking the proof of Theorem A as an example;
see also Section 4.2. Unfortunately, this usually can not be done for general H and graphs. In our
circumstance, H needs some hyperbolicity and the graphs, from our purpose, should be expressed as
functions of X → Y . Now for the invariant graph G of H, one gets an equation like (6.1). Applying
the Banach Fixed Point Theorem to the graph transform on some appropriately chosen space, one can
get the desired invariant graph. It seems that our approach to Theorem A (i.e Theorem 4.1) based on
the graph transform method is unified, elemental and concise.
A more challenging task is to give the higher regularity of f . Our strategy of proving the
Hölderness and smoothness of f is step by step from ‘fiber-regularity’ to ‘base-regularity’ and from
‘low-regularity’ to ‘high-regularity’, that is to say, following the sequence as in the items (1) ∼ (11)
in Theorem B. (It is not so easy to prove the C1 continuity of f if one does not obtain items (1) to
(7) in Theorem B at first.) For the Hölder regularity of f , we use an argument which at least in some
special cases is classical (cf. e.g. Example A.4 as motivation), but very unified (see Remark A.10).
However, due to our general settings (especially no uniform boundedness of the fibers being assumed
and the hyperbolicity being described in a relative sense), the expression of spectral gap conditions
is a little complicated (see Remark 6.1) and some preliminaries are needed to give probably in some
sense sharp spectral gap conditions which are given in Appendix A. To prove the smoothness of f ,
we employ a popular argument (see e.g. Lemma D.3 as an illustration); that is one needs first to find
the ‘variant equation’ (see e.g. (6.2) or ‘(6.3)’) satisfied by the ‘derivative’ of f and then tries to
show the solution of this ‘variant equation’ is indeed the ‘derivative’ of f . Again the graph transform
method is used to solve the ‘variant equation’. For the fiber-smoothness of f (i.e. Theorem B (1)),
the ‘variant equation’ is easy to find (i.e. (6.2) or (†) in the proof of Lemma 6.12 for the higher order
fiber-smoothness), whereas for the base-smoothness of f (i.e. Theorem B (8)) the situation becomes
intricate. We introduce an additional structure of a bundle named connection (see Section 5.3 for an
overview) to give a derivative of a C1 bundle map respecting base points, i.e. the covariant derivative
of f . (Now ‘(6.3)’ has a precise meaning i.e. (6.22).) This approach to prove smooth regularity of
f might be new and a light different from the classical way (e.g. [HPS77,PSW97]). Also, the proof
given in this paper in some sense simplifies the classical one.
applications I: abstract dynamical systems. In Section 7.1 and Section 7.2, we give some applica-
tions of our existence and regularity results to the abstract dynamical systems; more applications will
appear in our future work (see e.g. [Che18b,Che18c]). A direct application of our main results is the
Ck,α section theorem ([HPS77, Chapter 3, Chapter 6], [PSW97, Theorem 3.2] and [PSW12, Theorem
10]); see Theorem 7.1 and Theorem 7.3 where we generalize it to be in a more general setting.
A second application is some results about invariant foliations contained in Section 7.2, where the
infinite-dimensional and non-compact settings as well as the dynamics being not necessarily invertible
are set up. The global version of the invariant foliations for bundle maps, i.e. Theorem 7.4, was
reproved by many authors (see e.g. [HPS77, Sta99,Cha04,Cha08]). A basic application of different
types of invariant foliations is to decouple the systems, see Corollary 4.19. However, the local version
of the invariant foliations like fake invariant foliations which was first introduced in [BW10] (see
also [Wil13]) is not so well known. In Section 7.2.3, we give the fake invariant foliations in the
infinite-dimensional setting; see Theorem 7.12 and Theorem 7.13. We mention that unlike the center
foliations for the partially hyperbolic systems which might not exist, the fake invariant foliations
always exist but only are locally invariant.
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The strong (un)stable lamination (and foliation) was extensively studied by e.g. [HPS77, Fen77,
BLZ00,BLZ08] (for the normally hyperbolic case) and [PSW97] (for the partially hyperbolic case).
In Section 7.2.2, we study the existence and the Hölder continuity of strong stable laminations in the
setting of metric spaces; see Theorem 7.9 and Corollary 7.10, where they also give the s-lamination
(resp. u-lamination) formaps (resp. invertiblemap) (see e.g. [AV10, Section 4.1]). The corresponding
result in the smooth spaces setting is given in Corollary 7.11. In general, one can not expect the strong
stable foliation is C1, but it would be if restricting it inside each leaf of the center-stable foliation (if
existing) and some bunching condition being assumed; see e.g. [PSW97,PSW00]. There is a difficulty
that center-stable foliation usually again is not smooth, which was dealt with in [PSW97, PSW00].
We reprove this result by using our regularity results; see Theorem 7.6 for details. Similar argument
is also used in the proof of regularity of fake invariant foliations (i.e. Theorem 7.13) and strong stable
foliations in center-stable manifolds (see [Che18b]).
The existence and regularity of holonomies (over a lamination) for cocycles (see Definition 7.15)
are also discussed in Section 7.2.4 which are mostly direct consequences of our main results; see
Theorem 7.16 and Corollary 7.18. The holonomies for cocycles were studied in [Via08, Section 2]
and [AV10, Section 5]; see also [ASV13]. While we give a generalization in more general settings
(with a very unified approach) so that one could apply it to the infinite dimensional dynamical systems.
applications II: differential equations. To apply our existence and regularity results in Section 4
and Section 6 (as well as Section 7.2) to semi-linear differential equations, from the abstract view,
one needs to show the differential equations can generate cocycles (for the well-posed case) or
cocycle correspondences with generating cocycles (for the ill-posed case) satisfying (A) (B) condition.
In [Che18d], we dealt with relationship between the dichotomy (or more precisely the exponential
dichotomy of differential equations) and (A) (B) condition. See [Che18d] for the applications of our
main results (as well as [Che18b, Che18c]) to both well-posed and ill-posed differential equations
which are not included in this paper.
1.3. structure of this paper. The related notions about correspondences having generating maps
are introduced in Section 2 and the (A) (B) condition with its relevance is given in Section 3. In
Section 4, we give our existence results with their corollaries. Section 5 contains some preliminaries
related with bundles and manifolds such as the description of uniformly Ck,α continuity of a bundle
map on appropriate types of bundles, casting them in a light suitable for our purpose to set up the
regularity results. In Section 6, we give the regularity results with their proofs. Some applications
of our main results are given in Section 7. Appendix A contains a key argument in the proof of our
regularity results. Somemiscellaneous topics such as a fixed point theorem under minimal conditions,
Finsler manifold in the sense of Neeb-Upmeier, Lipschitz characterization in length spaces and bump
function (and blid map), are provided in Appendix D for the convenience of readers. Appendix B
continues Section 5.4. Appendix C provides some examples related with our (uniform) assumptions
about manifolds and bundles.
Guide to Notation. The following is a guide to the notation used throughout this paper, included for
the reader’s convenience.
• Lip f : the Lipschitz constant of f . Holα f : the α-Hölder constant of f .
• R+ , {x ∈ R : x ≥ 0}.
• X(r) , Br = {x ∈ X : |x | < r}, if X is a Banach space.
• For a correspondence H : X → Y (defined in Section 2.2),
• H(x) , {y : ∃(x, y) ∈ GraphH},
• A ⊂ H−1(B), if ∀x ∈ A, ∃y ∈ B such that y ∈ H(x),
• GraphH, the graph of the correspondence.
• H−1 : Y → X , the inversion of H defined by (y, x) ∈ GraphH−1 ⇔ (x, y) ∈ GraphH.
• f (A) , { f (x) : x ∈ A}, if f is a map; Graph f , {(x, f (x)) : x ∈ X}.
• diamA , sup{d(m,m′) : m,m′ ∈ A}: the diameter of A, where A is a subset of a metric space.
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• X ⊗u Y , X × Y : the Whitney sum of X,Y through u, defined in Section 2.1.
• λ(k)(m) , λ(uk−1(m))λ(uk−2(m)) · · · λ(m): if λ : M → R over u, defined in Section 5.4.1.
• Lu(X,Y ) , ⋃m∈M (m, L(Xm,Yu(m))) if u : M → N is a map and X,Y are vector bundles over M , N
respectively. Write K ∈ L(X,Y ) (over u) if K ∈ Lu(X,Y ). See Section 5.4.2.
• ΥHX ,ΥVX : see (5.1). If K ∈ L(ΥHX ,ΥVY ) or L(ΥVX,ΥVY ) over some map, we write Km(x) = K(m,x).• D fm(x) = Dx fm(x): the derivative of fm(x) with respect to x; D1Fm(x, y) = DxFm(x, y),
D2Fm(x, y) = DyFm(x, y): the derivatives of Fm(x, y) with respect to x, y respectively.
• Dv f : the fiber derivative of a bundle map f defined in Section 5.4.6.
• ∇ f : the covariant derivative of a bundle map f defined in Section 5.3.3. ∇m fm(x): the covariant
derivative of a bundle map f at (m, x) defined in Section 5.3.3.
• f ∈ Ck,α: if Di f is bounded i = 1, 2, . . . , k and Dk f ∈ C0,α, i.e. globally α-Hölder.
• G(X) = ⊔m G(Xm) is the (Ck) Grassmann manifold of X (see [AMR88] for a definition of a
Grassmann manifold of a Banach space), where X is a Ck vector bundle.
• d˜(A, z) , supz˜∈A d(z˜, z), if A is a subset of a metric space defined in Section 4.1.
• ∑λ(X,Y ) , {ϕ : X → Y : Lip ϕ ≤ λ}, if X,Y are metric spaces, defined in Section 4.2.
• an . bn, n→∞ (an ≥ 0, bn > 0) means that supn≥0 b−1n an < ∞, defined in page 28.
• E(u): defined in Definition A.1.
• λθ, max{λ, θ}: defined by (λθ)(m) = λ(m)θ(m), max{λ, θ}(m) = max{λ(m), θ(m)}.
• λ∗αθ < 1, θ < 1 if λ, θ : M → R+: see Remark 6.1 and Appendix A.
• [a]: the largest integer less than a where a ∈ R.
• rε(x): the radial retraction see (3.1).
• For the convenience of writing, we usually write the metric d(x, y) , |x − y |.
All the metric spaces appeared in this paper are assumed to be complete, unless where mentioned.
2. Basic Notions: Bundle, Correspondence, Generating Map
In this section, we collect some basic notions for the convenience of readers; particularly, we will
generalize the notion of correspondence having generating map in [Cha08] to different contexts from
our purpose.
2.1. bundle with metric fibers, bundle map. (X,M, pi) is called a (set) bundle, if pi : X → M is a
surjection, where X,M are sets. If M, pi are not emphasized, we also call X a bundle. Xm , pi−1(m)
is called a fiber, and M, X, pi are called a base space, a total space, and a projection, respectively. The
element of X is sometimes written as (m, x), where x ∈ Xm, in order to emphasis that x belongs to
the fiber Xm. The most important and simplest bundle may be the trivial bundle, i.e. (M × X,M, pi),
where pi(m, x) = m.
If every fiber Xm is a complete metric space with metric dm, we say (X,M, pi) is a (set) bundle
with metric fibers. Throughout this paper, the bundles are always assumed to be the bundle with
metric fibers. Although the metric dm of Xm may differ from each other, we will use the same symbol
d to indicate them. For the convenience of writing, we write d(x, y) , |x − y |.
If (X,M, pi1), (Y,M, pi2) are bundles with metric fibers, then (X × Y,M, pi) is also a bundle with
metric fibers, where pi((m, x), (m, y)) = m, x ∈ Xm, y ∈ Ym,. The fibers are Xm × Ym, m ∈ M with the
product metric, i.e.
(2.1) dp((x, y), (x1, y1)) =
{
(d(x, x1)p + d(y, y1)p)
1
p , 1 ≤ p < ∞,
max{d(x, x1), d(y, y1)}, p = ∞.
Let u : M → N be a map. The Whitney sum of X,Y through u, denoted by X ⊗u Y , is defined by
(2.2) X ⊗u Y , {(m, x, y) : x ∈ Xm, y ∈ Yu(m),m ∈ M}.
This is a bundle with base space M and fibers Xm ×Yu(m), m ∈ M . If M = N and u = id, we also use
the standard notation X × Y = X ⊗id Y .
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If (X,M1, pi1), (Y,M2, pi2) are bundles, and f : X → Y is a map satisfying pi2 f = upi1, where
u : M1 → M2 is a map, we call f a bundle map over u. We write f (m, x) = (u(m), fm(x)), x ∈
Xm, fm(x) ∈ Yu(m), and call fm : Xm → Yu(m) a fiber map. Let M1 = M2 = M and X = Y . The k th
composition of f is a bundle map over uk . We write f k(m, x) = (uk(m), f (k)m (x)). Usually, we use the
notation f (k) rather than f k to stand for the k th composition of f .
For example, let λ : M → R. Consider λ as a bundle map over u, i.e. λ(m, x) = (u(m), λ(m)x) :
M × R → R. From this view, we often call λ a function of M → R over u, and for this case, the
notation λ(k)(m) hereafter means that
λ(k)(m) , λ(k)m (1) = λ(uk−1(m))λ(uk−2(m)) · · · λ(m).
2.2. definition: discrete case. Let X,Y be sets. H : X → Y is said to be a correspondence (see
[Cha08]), if there is a non-empty subset of X × Y called the graph of H and denoted by GraphH.
There are some operations between the correspondences we list in the following.
(a) (inversion) If H : X → Y is a correspondence, define its inversion H−1 : Y → X by (y, x) ∈
GraphH−1 if and only if (x, y) ∈ GraphH.
(b) (composition) Let H1 : X → Y, H2 : Y → Z be correspondences. Define H2 ◦ H1 : X → Z by
GraphH2 ◦ H1 = {(x, z) : ∃y ∈ Y, such that (x, y) ∈ GraphH1, (y, z) ∈ GraphH2}. If H : X → X ,
as usual, H(n) , H ◦ · · · ◦ H (n times).
(c) (linear operation) If X,Y are vector spaces, and H1, H2 : X → Y are correspondences, then
H1 − H2 : X → Y is defined by Graph(H1 − H2) = {(x, y) : ∃(x, yi) ∈ GraphHi, such that y =
y1 − y2}. In particular, if H : X → Y is a correspondence, then Hm , H(m + ·) − m̂ : X → Y can
make sense, i.e. GraphHm = {(x, y − m̂) : ∃(x + m, y) ∈ GraphH}.
The following notations for a correspondence H : X → Y will be used frequently: (i)
H(x) , {y ∈ Y : ∃(x, y) ∈ GraphH}, H(A) ,
⋃
x∈A
H(x),
if A ⊂ X; we allow H(x) = ∅; if H(x) = {y}, write H(x) = y. So A ⊂ H−1(B) means that ∀x ∈ A,
∃y ∈ B such that y ∈ H(x) (i.e. x ∈ H−1(y)). If X = Y , we say A ⊂ X is invariant under H if
A ⊂ H−1(A). If A ⊂ H−1(B), then H : A→ B can be regarded as a correspondence H |A→B defined
by (x, y) ∈ GraphH |A→B ⇔ y ∈ H(x) ∩ B; sometimes we say H : A → B (or H |A→B) induces (or
defines) a map (also denoted by H |A→B), if ∀x ∈ A, H(x) ∩ B consists of only one element; if A = B,
we write H |A = H |A→B. In some sense, x 7→ H(x) can be considered as a ‘multiple-valued map’, but
it is useless from our purpose, for we only focus on the description of GraphH.
We say a correspondence H : X1 × Y1 → X2 × Y2 has a generating map (F,G), which is
denoted by H ∼ (F,G), if there are maps F : X1 × Y2 → X2, G : X1 × Y2 → Y1, such that
(x2, y2) ∈ H(x1, y1) ⇔ y1 = G(x1, y2), x2 = F(x1, y2).
Example 2.1. (a) A map always induces a correspondence by using its graph, but it would not have a
generating map. The following type of maps induce correspondences with generating maps. Let
H = ( f , g) : X1 × Y1 → X2 × Y2 be a map. Suppose for every x1 ∈ X1, gx1 (·) , g(x1, ·) : Y1 → Y2
is a bijection. Let G(x1, y2) = g−1x1 (y2), F(x1, y2) = f (x1,G(x1, y2)). Then we have H ∼ (F,G).
A map having some hyperbolicity will be in this case, no matter if the map is bijective or not.
This is an important observation for studying the invariant manifolds for non-invertible maps. By
transferring the maps to correspondences having generating maps, M. Chaperon in [Cha08] gave
a unified method to prove the existence of different types of invariant manifolds.
(b) Let X,Y be two Banach spaces. Let T(t) : X → X , S(−t) : Y → Y , t ≥ 0, be C0 semigroups with
generators A,−B respectively and |T(t)| ≤ eµs t , |S(−t)| ≤ e−µu t , ∀t ≥ 0. Take F1 : X × Y → X ,
F2 : X × Y → Y to be Lipschitz with Lip Fi ≤ ε. Then the time-one mild solutions of following
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equation induce a correspondence H : X × Y → X × Y with generating map (F,G),
(>)
{
Ûx = Ax + F1(x, y),
Ûy = By + F2(x, y),
or equivalently,{
x(t) = T(t)x1 +
∫ t
0 T(t − s)F1(x(s), y(s)) ds,
y(t) = S(t − 1)y2 −
∫ 1
t
S(t − s)F2(x(s), y(s)) ds,
0 ≤ t ≤ 1.
Definemaps F,G as follows. The above equation always exists aC0 solution (x(t), y(t)), 0 ≤ t ≤ 1,
with x(0) = x1, y(1) = y2 (see e.g. [ElB12,Che18d]); now let F(x1, y2) = x(1), G(x1, y2) = y(0).
Using F,G, one can define a correspondence H ∼ (F,G). Moreover, if µu − µs − 2ε > 0, then
there are constants α, β, λs = eµs+ε, λu = e−µu+ε such that αβ < 1 and H satisfies (A)(α, λu)
(B)(β, λs) condition (see Definition 3.1 for a definition). For details, see [Che18d]. Equation (>)
is usually ill-posed, meaning that for arbitrarily given (x0, y0) ∈ X × Y , there might be no (mild)
solution (x(t), y(t)) satisfies (>) with x(0) = x0, y(0) = y0.
Let (X,M, pi1), (Y, N, pi2) be two bundles, and u : M → N a map. Suppose Hm : Xm × Ym →
Xu(m) × Yu(m) is a correspondence for every m ∈ M . Using Hm, one can determine a correspondence
H : X × Y → X × Y , by GraphH , ⋃m∈M (m,GraphHm), i.e. (u(m), xu(m), yu(m)) ∈ H(m, xm, ym) ⇔
(xu(m), yu(m)) ∈ Hm(xm, ym). We call H a bundle correspondence over a map u. Now, H−1, the
inversion of H, means H−1m , (Hm)−1 : Xu(m) × Yu(m) → Xm × Ym, m ∈ M . If Hm has a generating
map (Fm,Gm) for every m ∈ M , where Fm : Xm × Yu(m) → Xu(m), Gm : Xm × Yu(m) → Ym are maps,
we say H has a generating bundle map (F,G), which is denoted by H ∼ (F,G).
Let M = N . We use the notation H(k), the kth composition of H, which is defined by H(k)m =
Huk−1(m) ◦ Huk−2(m) ◦ · · · ◦ Hm. This is a bundle correspondence over uk .
Example 2.2. (a) Let H : X × Y → X × Y be a bundle map over u, where (X,M, pi1), (Y,M, pi2) are
bundles, and Hm = ( fm, gm) : Xm × Ym → Xu(m) × Yu(m). Suppose for every m ∈ M, x ∈ Xm,
gm,x(·) , gm(x, ·) : Ym → Yu(m) is a bijection. Let Gm(x, y) = g−1m,x(y) : Xm × Yu(m) → Ym,
Fm(x, y) = fm(x,Gm(x, y)) : Xm×Yu(m) → Xu(m). Then we haveHm ∼ (Fm,Gm) andH ∼ (F,G).
(b) Take A, B as the operators in Example 2.1 (b). Let Z = X × Y and C = A ⊕ B : Z → Z . Let M
be a topology space and t : M → M : ω 7→ tω a continuous semiflow. Let L : M → L(Z, Z)
be strongly continuous (i.e. (ω, z) 7→ L(ω)z is continuous) and f (·)(·) : M × Z → Z continuous.
Assume for every ω ∈ M , supt≥0 |L(tω)| = τ(ω) < ∞ and supt≥0 Lip f (tω)(·) < ∞. Consider
the following equation,
Ûz(t) = Cz(t) + L(tω)z(t) + f (tω)z(t).
For the above different equation (which usually is ill-posed), the time-one mild solutions induce a
bundle correspondence H over u(ω) = 1 · ω with generating bundle map. Moreover, under some
uniform dichotomy assumption (see e.g. [LP08]), H will satisfy (A) (B) condition (defined in
Section 3.1.2). See [Che18d].
Lemma 2.3. (1) Let Hi : Xi × Yi → Xi+1 × Yi+1, i = 1, 2 be correspondences with generating maps
(Fi,Gi), i = 1, 2, respectively. Assume that supy LipG2(·, y) supx Lip F1(x, ·) < 1. Then H2 ◦ H1
also has a generating map (F,G).
(2) Let (X,M, pi1), (Y,M, pi2) be two bundles with metric fibers, u : M → M a map and H : X ×Y →
X × Y a bundle correspondence over u. Assume H ∼ (F,G) and
sup
y
LipGu(m)(·, y) sup
x
Lip Fm(x, ·) < 1, m ∈ M .
Then H(k) also has generating bundle map.
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Proof. The result in (2) is a direct consequence of (1) and the proof of (1) is simple. Let x1 ∈ X1,
y3 ∈ Y3. Since Lip supy G2(·, y) supx F1(x, ·) < 1, we see that there is a unique y2 = y2(x1, y3) ∈ Y2
such that y2 = G2(F1(x1, y2), y3). Let x2 = x2(x1, y3) = F1(x1, y2). Set G(x1, y3) = G1(x1, y2),
F(x1, y3) = F2(x2, y3). Now F,G are what we desire. 
2.3. dual correspondence. Let H : X1 × Y1 → X2 × Y2 be a correspondence with a generating map
(F,G). The dual correspondence of H, which is denoted by H˜, is defined as follows. Set X˜1 = Y2,
X˜2 = Y1, Y˜1 = X2, Y˜2 = X1 and
F˜(x˜1, y˜2) = G(y˜2, x˜1), G˜(x˜1, y˜2) = F(y˜2, x˜1).
Now H˜ : X˜1 × Y˜1 → X˜2 × Y˜2 is uniquely determined by (x˜2, y˜2) ∈ H˜(x˜1, y˜1) ⇔ y˜1 = G˜(x˜1, y˜2), x˜2 =
F˜(x˜1, y˜2), i.e. H˜ ∼ (F˜, G˜). One can similarly define the dual bundle correspondence H˜ of bundle
correspondence H over u if u is invertible; H˜ now is over u−1.
H˜ and H have some duality in the sense that H˜ can reflect some properties of ‘H−1’. For
example, if H satisfies (A)(α;α′, λu) (B)(β; β′, λs) condition (see Definition 3.1 below), then H˜
satisfies (A)(β; β′, λs) (B)(α;α′, λu) condition; thus if one obtains the ‘stable results’ of H (see
Section 4.1), then one can obtain the ‘unstable results’ of H through the ‘stable results’ of H˜. In this
paper, we only state the ‘stable results’, leaving the corresponding statements of ‘unstable results’ for
readers.
3. Hyperbolicity and (A)(B) condition
We focus on the dynamical systems having some hyperbolicity described by the so called (A) (B)
condition (see Section 3.1). Our definition of (A) (B) condition is about the ‘dynamical system’ itself
and is related to the cone condition in the version of non-linearity, which is motivated by [MPS88]
(see also [LYZ13,Zel14] and Section 3.3). The related definitions about (A) (B) condition are given in
Section 3.1 and some relations between (A) (B) condition and some classical hyperbolicity conditions
are given in Section 3.2 and Section 3.3. See also [Che18d] for a discussion about the relation between
(exponential) dichotomy and (A) (B) condition in some classes of well-posed and ill-posed differential
equations.
3.1. definitions.
3.1.1. (A) (B) condition for correspondence. Let Xi,Yi, i = 1, 2 bemetric spaces. For the convenience
of writing, we write the metrics d(x, y) , |x − y |.
Definition 3.1. We say a correspondence H : X1 × Y1 → X2 × Y2 satisfies (A) (B) condition, or
(A)(α; α′, λu) (B)(β; β′, λs) condition, if the following conditions hold. ∀ (x1, y1)×(x2, y2), (x ′1, y′1)×(x ′2, y′2) ∈ GraphH,
(A) (A1) if |x1 − x ′1 | ≤ α |y1 − y′1 |, then |x2 − x ′2 | ≤ α′ |y2 − y′2 |;
(A2) if |x1 − x ′1 | ≤ α |y1 − y′1 |, then |y1 − y′1 | ≤ λu |y2 − y′2 |;
(B) (B1) if |y2 − y′2 | ≤ β|x2 − x ′2 |, then |y1 − y′1 | ≤ β′ |x1 − x ′1 |;
(B2) if |y2 − y′2 | ≤ β |x2 − x ′2 |, then |x2 − x ′2 | ≤ λs |x1 − x ′1 |.
If α = α′, β = β′, we also use notation (A)(α, λu) (B)(β, λs) condition.
In particular, if H ∼ (F,G), then the maps F,G satisfy the following Lipschitz conditions.
(A′) (A1′) supx Lip F(x, ·) ≤ α′, (A2′) supx LipG(x, ·) ≤ λu .
(B′) (B1′) supy LipG(·, y) ≤ β′, (B2′) supy Lip F(·, y) ≤ λs .
If F,G satisfy the above Lipschitz conditions, then we say H satisfies (A′)(α′, λu) (B′)(β′, λs)
condition, or (A′) (B′) condition. Similarly, we can define (A′) (B) condition, or (A) (B′) condition;
or (A) condition, (A′) condition, etc, if H only satisfies (A), (A′), etc, respectively.
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3.1.2. (A) (B) condition for bundle correspondence. Let (X,M, pi1), (Y,M, pi2) be two bundles with
metric fibers (i.e. every fiber is a metric space) and u : M → M a map. Let H : X ×Y → X ×Y be a
bundle correspondence over u. We say H satisfies (A) (B) condition, or (A)(α; α′, λu) (B)(β; β′, λs)
condition, if every Hm ∼ (Fm,Gm) satisfies (A)(α(m);α′(m), λu(m)) (B)(β(m); β′(m), λs(m)) condi-
tion, where α, α′, λu, β, β′, λs are functions of M → R+. Also, if α ≡ α′ and β ≡ β′, then we use the
notation (A)(α, λu) (B)(β, λs) condition. It is similar to define (A′)(B′) condition, (A′)(B) condition,
or (A)(B′) condition for bundle correspondences as the case for correspondences.
In linear dynamical systems, the spectral theory is well developed, see e.g. [KH95, SS94,CL99,
LP08, LZ17,Rue82,Mañ83, LL10]. The main objective of this theory is to characterize asymptotic
properties of linear dynamical systems. Lyapunov numbers play an important role which measure the
average rate of separation of orbits starting from nearby initial points and describe the local stability
of orbits and chaotic behavior of dynamical systems. The functions λs , λu appeared in our definition
of (A) (B) condition are related with the Lyapunov numbers. The spectral spaces are the spaces that
are invariant under the dynamical system and that every orbit starting from these spaces has the same
asymptotic behavior. The fibers of the bundle X,Y in our setting are related with these spaces and
the functions α, β in the definition of (A) (B) condition describe how the fibers are approximately
invariant. The robustness of (A) (B) condition is not clear but since the Lipschitz condition (A′) (B′)
implies (A) (B) in some contexts (see Lemma 3.5 and Corollary 3.7), the (A) (B) condition has some
‘open condition’ property. We do not give the corresponding condition in a geometry way associated
with tangent fields, however, see [MPS88,Zel14] for some such results.
Remark 3.2. More generally, for every k, let H(k) be the k th composition of H. We say H satisfies
(A1) (B1) condition, or (A1)(α;λs; c) (B1)(β;λs; c) condition, if every H(k)m ∼ (F(k)m ,G(k)m ) satisfies
(A)(α(m), c(m)λku(m)) (B)(β(m), c(m)λks (m)) condition. In general, (A) (B) condition does not imply
(A1) (B1) condition. However, when λs, λu are orbitally bounded about u, i.e.
sup
N ≥0
λs(uN (m)) < ∞, sup
N ≥0
λu(uN (m)) < ∞,
then (A) (B) condition implies (A1) (B1) condition. Indeed, one can use the sup Lyapunov numbers
of {λ(k)s (m)}, {λ(k)u (m)} (see Definition A.1).
We will explain how to verify the (A) (B) condition in the following.
3.2. relation between (A)(B) condition and (A′)(B′) condition: Lipschitz case. For simplicity, we
only consider the case of correspondences. In the following, assume that Xi,Yi, i = 1, 2 are metric
spaces, and H : X1 ×Y1 → X2 ×Y2 is a correspondence with a generating map (F,G). The following
lemma is just a consequence of the definition.
Lemma 3.3. (1) IfH satisfies (A)(α;α′, λu) (B)(β; β′, λs) condition, then H˜, the dual correspondence
of H (see Section 2.3), satisfies (A)(β; β′, λs) (B)(α;α′, λu) condition.
(2) If for all n,Hn : Xn×Yn → Xn+1×Yn+1 satisfies (A)(α, λn,u) (B)(β, λn,s) condition, thenHn◦· · ·◦H1
satisfies (A)(α, λ1,u · · · λn,u) (B)(β, λ1,s · · · λn,s) condition.
The following lemma’s condition was also used in [Cha08] to obtain the hyperbolicity. We will
show that this condition implies the (A) (B) condition, so our main results recover [Cha08].
Lemma 3.4 (Lipschitz in d∞). If for all x1, x ′1 ∈ X1, y2, y′2 ∈ Y2
|F(x1, y2) − F(x ′1, y′2)| ≤ max{λs |x1 − x ′1 |, α |y2 − y′2 |},
|G(x1, y2) − G(x ′1, y′2)| ≤ max{β |x1 − x ′1 |, λu |y2 − y′2 |},
and αβ < 1, λsλu < 1, then H satisfies (A)(α, λu) (B)(β, λs) condition. In addition, if αβ < λsλu ,
then H satisfies (A)(c−1α;α, λu) (B)(c−1β; β, λs) condition where c = λsλu < 1.
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Proof. Let (x1, y1) × (x2, y2), (x ′1, y′1) × (x ′2, y′2) ∈ GraphH. If |x1 − x ′1 | ≤ α |y1 − y′1 |, then
|y1 − y′1 | ≤max{β|x1 − x ′1 |, λu |y2 − y′2 |} ≤ max{αβ |y1 − y′1 |, λu |y2 − y′2 |}
≤λu |y2 − y′2 | (since αβ < 1),
and
|x2 − x ′2 | ≤max{λs |x1 − x ′1 |, α |y2 − y′2 |} ≤ max{λsα |y1 − y′1 |, α |y2 − y′2 |}
≤max{λsλuα |y2 − y′2 |, α |y2 − y′2 |} = α |y2 − y′2 | (since λsλu < 1).
The (A) condition is satisfied by H. Similar for (B) condition and the last statement. 
Lemma 3.5 (Lipschitz in d1). If H satisfies (A′)(α˜, λ˜u) (B′)(β˜, λ˜s) condition, and λ˜s λ˜u < c2, α˜ β˜ <
(c −
√
λ˜s λ˜u)2, where 0 < c ≤ 1, then H satisfies (A)(α; cα, λu) (B)(β; cβ, λs) condition, where
α =
b −
√
b2 − 4cα˜ β˜
2β˜
, β =
b −
√
b2 − 4cα˜ β˜
2α˜
, λs =
λ˜s
1 − αβ˜, λu =
λ˜u
1 − βα˜, b = c − λ˜s λ˜u + α˜ β˜.
Furthermore, αβ < 1, λsλu < 1.
Proof. Let (x1, y1) × (x2, y2), (x ′1, y′1) × (x ′2, y′2) ∈ GraphH. The (A′)(α˜, λ˜u) (B′)(β˜, λ˜s) condition says
|x2 − x ′2 | ≤ λ˜s |x1 − x ′1 | + α˜ |y2 − y′2 |, |y1 − y′1 | ≤ β˜ |x1 − x ′1 | + λ˜u |y2 − y′2 |.
Using this, if |x1 − x ′1 | ≤ α |y1 − y′1 |, then |x1 − x ′1 | ≤ αλ˜u1−αβ˜ |y2 − y′2 |. So
|x2 − x ′2 | ≤ (
αλ˜s λ˜u
1 − αβ˜ + α˜)|y2 − y
′
2 |, |y1 − y′1 | ≤
λ˜u
1 − αβ˜ |y2 − y
′
2 |.
α should satisfy αλ˜s λ˜u
1−αβ˜ + α˜ ≤ cα, αβ˜ < 1, or equivalently,
α2c β˜ − αb + α˜ ≤ 0, αβ˜ < 1,
where b = c − λ˜s λ˜u + α˜ β˜. This can be satisfied if
b2 ≥ 4cα˜ β˜,
b +
√
b2 − 4cα˜ β˜
2α˜
<
1
α˜
,
b −
√
b2 − 4cα˜ β˜
2α˜
≤ α ≤
b +
√
b2 − 4cα˜ β˜
2α˜
.
b2 ≥ 4cα˜ β˜ if and only if
x2 − 2(c + λ˜s λ˜u)x + (c − λ˜s λ˜u)2 ≥ 0,
where x = α˜ β˜. So we need
x <
2(c + λ˜s λ˜u) −
√
4(c + λ˜s λ˜u)2 − 4(c − λ˜s λ˜u)2
2
= (c −
√
λ˜s λ˜u)2.
This is certainly the condition given in the lemma. (b +
√
b2 − 4cα˜ β˜)/(2α˜) < 1/α˜ is automatically
satisfied by a simple computation. The same argument can be applied to the case of (B) condition.
At the end, take α, β, λs, λu as in the lemma. All we need to show is αβ < 1, λsλu < 1, which is
through a simple computation. The proof is complete. 
Lemma 3.6. Let H satisfy (A′)(α˜, λ˜u) (B′)(β˜, λ˜s) condition, and 0 , λ˜s λ˜u < 1. Choose ρ1, ρ2, such
that
λ˜s λ˜u < ρ2 < (λ˜s λ˜u) 12 , 1 − ρ−12 λ˜s λ˜u < ρ1 < 1 − ρ2.
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Let ρ = ρ1 + ρ2 (< 1). Suppose α˜ β˜ ≤ 1−ρ
−1
2 λ˜s λ˜u
ρ−11
(< 1), then H satisfies (A)(α; ρα, λu) (B)(β; ρβ, λs)
condition, where
α = ρ−11 α˜, β = ρ
−1
1 β˜, λs =
λ˜s
1 − αβ˜, λu =
λ˜u
1 − βα˜ .
Furthermore αβ < 1, λsλu < 1.
Proof. Let α, β, λs, λu be as in the lemma, then αβ˜ = βα˜ = ρ−11 α˜ β˜ ≤ 1 − ρ−12 λ˜s λ˜u , and
αβ = ρ−21 α˜ β˜ ≤ ρ−11 (1 − ρ−12 λ˜s λ˜u) < 1, λsλu =
λ˜s λ˜u
(1 − αβ˜)(1 − βα˜) ≤
ρ22
λ˜s λ˜u
< 1.
Let (x1, y1)×(x2, y2), (x ′1, y′1)×(x ′2, y′2) ∈ GraphH. Now, by (A′)(B′) condition, if |x1−x ′1 | ≤ α |y1−y′1 |,
then
(A1) |x2 − x ′2 | ≤ (
αλ˜s λ˜u
1 − αβ˜ + α˜)|y2 − y
′
2 | ≤ (ρ2α + ρ1α)|y2 − y′2 | = ρα |y2 − y′2 |,
(A2) |y1 − y′1 | ≤
λ˜u
1 − αβ˜ |y2 − y
′
2 | = λs |y2 − y′2 |.
The same argument gives the (B) condition. 
Corollary 3.7. If for all n, Hn : Xn ×Yn → Xn+1 ×Yn+1 satisfies (A)(α, λu) (B)(β, λs) condition, and
λsλu < 1, αβ < 14 , then for large n ∈ N, there exist β1, λ′s , and ρ < 12 , such that Hn ◦ · · · ◦H1 satisfies
(A)(α, λnu) (B)(β1; ρβ1, λ′s) condition. Furthermore, αβ1 < 1, λ′sλu < 1. If λs < 1, then we also can
take λ′s < 1.
Proof. Note thatHn◦· · ·◦H1 satisfies (A)(α, λnu) (B)(β, λns ) condition byLemma3.3, and (λsλu)n → 0,
as n→∞. Since αβ < 14 , so 1 − (αβ)1/2 < 1 − 2αβ. Choose large n such that
(λsλu)n/2 < min{1 − (αβ)1/2, 1/2}.
Let ρ2 satisfy
(λsλu)n
1 − 2αβ < ρ2 <
(λsλu)n
1 − (αβ)1/2 (< (λsλu)
n/2).
Choose ρ1 such that
(1 − ρ−12 (λsλu)n <)
αβ
1 − ρ−12 (λsλu)n
< ρ1 <
1
2
(< 1 − ρ2).
Now ρ = ρ1 + ρ2 < 12 can be satisfied if n is large. Then apply Lemma 3.6 to finish the proof. 
Next we give somemaps which can satisfy (A) (B) condition. LetH = ( f , g) : X1×Y1 → X2×Y2 be
amap, and gx(·) , g(x, ·) : Y2 → Y1 is invertible. ThenH ∼ (F,G), whereG(x, y) = g−1x (y), F(x, y) =
f (x,G(x, y)). Note that if supy Lip g(·, y) < ∞, and supx LipG(x, ·) < ∞, then
sup
y
LipG(·, y) ≤ sup
y
Lip g(·, y) sup
x
LipG(x, ·).
The following lemma is a direct consequence of Lemma 3.5.
Lemma 3.8. Let H = ( f , g) : X1 ×Y1 → X2 ×Y2 be a map, and gx(·) , g(x, ·) : Y1 → Y2 is invertible.
Suppose
(a) supx Lip f (x, ·) ≤ 1, supx Lip g−1x (·) ≤ λ′u ,
(b) supy Lip f (·, y) ≤ λ′s , supy Lip g(·, y) ≤ 2.
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ThenH satisfies (A′)(α˜, λ˜u) (B′)(β˜, λ˜s) condition, where α˜ = 1λ′u, β˜ = 2λ′u, λ˜s = λ′s+1λ′u, λ˜u = λ′u .
In particular, if λ′sλ′u < 1, 1 <
1−λ′sλ′u
(λ′u )2 , 2 ≤
(1−
√
(λ′s+1)λ′u )2
1−λ′sλ′u , then there exist α, β, λs, λu , such that
H satisfies (A)(α, λu) (B)(β, λs) condition, and αβ < 1, λsλu < 1. Furthermore α, β → 0, λs → λ′s ,
λu → λ′u , as 1, 2 → 0.
Consider a special case. Assume H = ( f , g) : X × Y → X × Y , f (x, y) = As(x) + f ′(x, y),
g(x, y) = Au(y) + g′(x, y), where X,Y are Banach spaces, As : X → X is Lipschitz, and Au : Y → Y
is invertible. If Lip(As)Lip(A−1u ) < 1, and Lip f ′, Lip g′ are small, then H satisfies (A)(α, λu)
(B)(β, λs) condition, for some α, β, λs, λu , such that αβ < 1, λsλu < 1. Furthermore λs → Lip(As),
λu → Lip(A−1u ), as Lip f ′, Lip g′→ 0.
The following lemma’s condition was used in [Cha04] to obtain the hyperbolicity. We will show
that this condition certainly implies the (A) (B) condition, so our main results will recover [Cha04].
Lemma 3.9. Let H = ( f , g) : X1 ×Y1 → X2 ×Y2 be a map, and gx(·) , g(x, ·) : Y1 → Y2 is invertible.
Assume Lip f ≤ k0 in d∞, i.e.
| f (x1, y1) − f (x ′1, y′1)| ≤ k0 max{|x1 − x ′1 |, |y1 − y′1 |}, ∀ (x1, y1), (x ′1, y′1) ∈ X1 × Y1,
and supx Lip g−1x (·) ≤ v0, supy Lip g−1(·) (y) ≤ µ0. If µ0+v0k0 < 1, thenH satisfies (A)(α, λu) (B)(β, λs)
condition, and λsλu < 1, where
α =
2v0k0
1 +
√
1 − 4k0v0µ0
(< 1), β = µ0
1 − k0v0 (< 1), λs = k0, λu =
v0
1 − αµ0 .
Moreover, if v0 + µ0 < 1, then λu < 1; if k0 < 1, then λs < 1.
Proof. Let (x1, y1) × (x2, y2), (x ′1, y′1) × (x ′2, y′2) ∈ GraphH. The condition says
|x2 − x ′2 | ≤ k0 max{|x1 − x ′1 |, |y1 − y′1 |}, |y1 − y′1 | ≤ v0 |y2 − y′2 | + µ0 |x1 − x ′1 |.
(B) condition. Let β = µ01−k0v0 . Note that β < 1, since µ0 + v0k0 < 1. Let |y2 − y′2 | ≤ β |x2 − x ′2 |,
then
|y2 − y′2 | ≤ βk0 max{|x1 − x ′1 |, |y1 − y′1 |}
≤
{
βk0 |x1 − x ′1 |, if |y1 − y′1 | ≤ |x1 − x ′1 |,
βk0 max{|x1 − x ′1 |, v0 |y2 − y′2 | + µ0 |x1 − x ′1 |} ≤ βk0µ01−βk0v0 |x1 − x ′1 |, if |x1 − x ′1 | ≤ |y1 − y′1 |.
Thus,
|y1 − y′1 | ≤ v0 |y2 − y′2 | + µ0 |x1 − x ′1 |
≤
{
(βk0v0 + µ0)|x1 − x ′1 | = β|x1 − x ′1 |, if |y1 − y′1 | ≤ |x1 − x ′1 |,
(v0 βk0µ01−βk0v0 + µ0)|x1 − x ′1 | =
µ0
1−βk0v0 |x1 − x ′1 | ≤ β |x1 − x ′1 |, if |x1 − x ′1 | ≤ |y1 − y′1 |,
i.e. |y1 − y′1 | ≤ β |x1 − x ′1 |. Moreover,
|x2 − x ′2 | ≤k0 max{|x1 − x ′1 |, |y1 − y′1 |}
≤k0 max{|x1 − x ′1 |, β |x1 − x ′1 |} ≤ k0 |x1 − x ′1 |.
(A) condition. Let |x1 − x ′1 | ≤ α |y1 − y′1 |, then |x1 − x ′1 | ≤ αv01−αµ0 |y2 − y′2 |. So
|y1 − y′1 | ≤ v0 |y2 − y′2 | + µ0 |x1 − x ′1 | ≤
v0
1 − αµ0 |y2 − y
′
2 |,
and
|x2 − x ′2 | ≤k0 max{|x1 − x ′1 |, |y1 − y′1 |}
≤k0 max{ αv01 − αµ0 ,
v0
1 − αµ0 }|y2 − y
′
2 |
≤α |y2 − y′2 |.
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α should satisfy αk0v01−αµ0 ≤ α,
k0v0
1−αµ0 ≤ α. Let us choose an appropriate value for α. Under the condition
µ0 + v0k0 < 1, we have 2v0k0 < 1 + (1 − 2µ0) and (1 − 2µ0)2 ≤ 1 − 4k0v0µ0. We choose
α =
1 − √1 − 4µ0v0k0
2µ0
=
2v0k0
1 +
√
1 − 4µ0v0k0
≤ 2v0k0
1 + (1 − 2µ0) < 1.
Therefore, k0v01−αµ0 = α < 1 and the proof is complete. 
3.3. relation between (A)(B) condition and classical cone condition: C1 case. The cone condition
was widely used in the invariant manifold theory in classical references, e.g. [BJ89,BLZ98,MPS88,
LYZ13, Zel14]. Some ideas in the proof of the next lemma are motivated by [LYZ13]. Since we
have (b)⇒ (a) in the next lemma, our main results recover the results about the invariant foliations
obtained in [LYZ13]. And the abstract results about the existence and regularity of inertial manifolds
in [MPS88] are also consequences of our main results.
Lemma 3.10. Assume that Xi,Yi , i = 1, 2 are Banach spaces, H ∼ (F,G) : X1 × Y1 → X2 × Y2 is a
correspondence. Moreover, F,G ∈ C1, and αβ < 1. Then the followings are equivalent.
(a) H satisfies (A)(α;α′, λu) condition and supy LipG(·, y) ≤ β.
(b) For every (x1, y2) ∈ X1 × Y2, (DF(x1, y2),DG(x1, y2)) satisfies (A)(α;α′, λu) condition and
|D1G(x1, y2)| ≤ β.
Proof. First note that supy LipG(·, y) ≤ β if and only if sup(x1,y2) |D1G(x1, y2)| ≤ β. (See also
Appendix D.3 for a general result.)
(a)⇒ (b). Let (x1, y1) × (x2, y2) ∈ GraphH. Let y0 = DG(x1, y2)(x0, y′0), x ′0 = DF(x1, y2)(x0, y′0),
and |x0 | ≤ α |y0 |. There is no loss of generality in assuming y0 , 0. We need to show (A1) |y0 | ≤
λu |y′0 | and (A2) |x ′0 | ≤ α′ |y′0 |.
Take a linear L : Y1 → X1 such that Ly0 = x0, |L | ≤ α. Take further L˜ ∈ C1(Y1 → X1) such that
L˜(y1) = x1, DL˜(y1) = L and Lip L˜ ≤ α. For example, let y∗ ∈ (Y1)∗ such that y∗(y0) = |y0 |, |y∗ | ≤ 1
and set
Ly =
y∗(y)
|y0 | x0, L˜(y) =
y∗(y − y1)
|y0 | x0 + x1 = x1 + L(y − y1).
Since αβ < 1, there exists a unique ŷ(·) such that
(*) G(L˜ ŷ(y), y) = ŷ(y), F(L˜ ŷ(y), y) , g(y).
Furthermore, by (A) condition, we have Lip ŷ ≤ λu (⇒ supy |D ŷ(y)| ≤ λu), Lip g ≤ α′ (⇒
supy |Dg(y)| ≤ α′), and ŷ(y2) = y1, g(y2) = x2.
Since F,G, L˜ ∈ C1, we have (taking the derivative of (*) at y2)
DG(x1, y2)(LD ŷ(y2), id) = D ŷ(y2), DF(x1, y2)(LD ŷ(y2), id) = Dg(y2).
Since y0 = DG(x1, y2)(x0, y′0), x ′0 = DF(x1, y2)(x0, y′0), Ly0 = x0, we see D ŷ(y2)y′0 = y0 and
Dg(y2)y′0 = x ′0. Thus, |y0 | ≤ λu |y′0 |, |x ′0 | ≤ α′ |y′0 |.
(b)⇒ (a). Let (x1, y1) × (x2, y2), (x ′1, y′1) × (x ′2, y′2) ∈ GraphH and |x1 − x ′1 | ≤ α |y1 − y′1 |. We need
to show |x2 − x ′2 | ≤ α′ |y2 − y′2 |, and |y1 − y′1 | ≤ λu |y2 − y′2 |. Without loss of generality, |y1 − y′1 | , 0.
Take L̂ ∈ C1(Y1 → X1) such that Lip L̂ ≤ α, L̂y1 = x1 and L̂y′1 = x ′1. For example, let y∗ ∈ (Y1)∗
such that y∗(y1 − y′1) = |y1 − y′1 |, |y∗ | ≤ 1 and set
L̂y =
y∗(y − y′1)
|y1 − y′1 |
(x1 − x ′1) + x ′1.
Since αβ < 1, we also have a unique ŷ(·) such that
(**) G(L̂ ŷ(y), y) = ŷ(y), F(L̂ ŷ(y), y) , ĝ(y).
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Furthermore, ŷ is differentiable (see e.g. Lemma D.3). Thus taking the derivative of (**) at y, we
obtain
DG(x, y)(x0, y′0) = D ŷ(y)y′0, DF(x, y)(x0, y′0) = Dĝ(y)y′0,
where x0 , DL̂(ŷ(y))D ŷ(y)y′0, x , L̂ ŷ(y). Since |x0 | ≤ α |D ŷ(y)y′0 |, by (A) condition, we have|Dĝ(y)y′0 | = |DF(x, y)(x0, y′0)| ≤ α′ |y′0 | and |D ŷ(y)y′0 | = |DG(x, y)(x0, y′0)| ≤ λu |y′0 | for any y ∈ Y2.
Thus, Lip ŷ ≤ λu and Lip ĝ ≤ α′. Since L̂y1 = x1, L̂y′1 = x ′1, we further have ŷ(y2) = y1, ŷ(y′2) = y′1,
ĝ(y2) = x2, ĝ(y′2) = x ′2. So (A) condition holds and the proof is complete. 
If X is a Banach space, we use the notation X(r) , {x ∈ X : |x | < r}. Consider some local results.
First note that if f : X(r) → Y is Lipschitz, Y is a complete metric space, and r < ∞, then there is a
unique f˜ : X(r) → Y , such that f˜ |X(r) = f . Moreover, f˜ is Lipschitz.
Lemma 3.11. Let H ∼ (F,G) : X1(r1) × Y1(r ′1) → X2(r2) × Y2(r ′2) be a correspondence.
(a) Suppose (F,G) satisfies (A)(α;α′, λu) condition and supy2 LipG(·, y2) ≤ β. If αβ < 12 , then(DF(x1, y2),DG(x1, y2)) also satisfies (A)(α;α′, λu) condition and |D1G(x1, y2)| ≤ β for any
(x1, y2) ∈ X1(r1) × Y2(r ′2).
(b) Suppose (DF(x1, y2),DG(x1, y2)) satisfies (A)(α;α′, λu) condition and |D1G(x1, y2)| ≤ β for any
(x1, y2) ∈ X1(r1)×Y2(r ′2). Then (F,G) also satisfies (A)(α;α′, λu) condition and supy2 LipG(·, y2) ≤
β.
Proof. In the proof of Lemma3.10 (a)⇒ (b), themajor construction is themap L˜with differential at y1.
Thus, some truncation is needed. Consider L˜(y) = x1 + L(rε(y− y1)), where x1 ∈ X1(r1), y1 ∈ Y1(r ′1),
ε is small such that |L |ε < r1 − |x1 |, and rε is the radial retraction, i.e.,
(3.1) rε(x) =
{
x, if |x | ≤ ε,
εx/|x |, if |x | ≥ ε.
Now L˜ : Y1(r ′1) → X1(r1), and it is differentiable at y1. But Lip L˜ ≤ 2α. That is why we need αβ < 12 .
Using the same argument line by line in the proof of Lemma 3.10 (a)⇒ (b), one shows (a) holds.
In the proof of Lemma 3.10 (b)⇒ (a), a key construction is the existence of L̂, which also makes
sense in the local case. So the proof is complete. 
Using the (A′) (B′) condition, one can easily give more local results. The proof of the following
lemma is straightforward (by using Lemma 3.5), so we omit it.
Lemma 3.12. Let (X,M, pi1), (Y,M, pi2) be two bundles with the fibers being Banach spaces, and
u : M → M a map. Let H : X × Y → X × Y be a bundle correspondence over u with a generating
bundle map (F,G). Assume that Fm(·),Gm(·) ∈ C1, and that the following uniform conditions hold.
(a) supm |D1Fm(0, 0)| ≤ 1, supm |D2Gm(0, 0)| ≤ λ′u(m),
(b) supm |D2Fm(0, 0)| ≤ λ′s(m), supm |D1Gm(0, 0)| ≤ 2.
(c) DFm,DGm are almost continuous at (0, 0) uniform for m in the following sense,
sup
m
sup
|x | ≤r1, |y | ≤r′2
|DFm(x, y) − DFm(0, 0)| ≤  ′1, sup
m
sup
|x | ≤r1, |y | ≤r′2
|DGm(x, y) − DGm(0, 0)| ≤  ′2,
and  ′1, 
′
2 are sufficiently small, as r1, r
′
2 → 0.
(d) supm |Fm(0, 0)| ≤ η, supm |Gm(0, 0)| ≤ η.
If supm λ′s(m)λ′u(m) < 1, and η is small, then there exist constants α, β, ri, r ′i , i = 1, 2, such that
Hm ∼ (Fm,Gm) : Xm(r1) × Ym(r ′1) → Xu(m)(r2) × Yu(m)(r ′2),
satisfies (A)(α, λu(m)) (B)(β, λs(m)) condition, where λs(m) = λ′s(m) + ς, λu(m) = λ′u(m) + ς, ς > 0
is sufficiently small, and α, β→ 0 as 1, 2, r1, r ′2, η→ 0.
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Lemma 3.13. Let H : X → X and u : M → M be maps, where M ⊂ X and X is a Banach space.
Let Πsm, m ∈ M , be projections and Πum = id−Πsm; Xκm = R(Πκm), m ∈ M , κ = s, u. Suppose for every
m ∈ M , DH(m) : Xsm ⊕ Xum → Xsu(m) ⊕ Xuu(m) satisfies the following:
(a) Πu
u(m)DH(m) : Xum → Xuu(m) is invertible; write
‖Πuu(m)DH(m)|Xsm ‖ = λ′s(m), ‖(Πuu(m)DH(m)|Xum )−1‖ = λ′u(m);
(b) ‖Πκ1
u(m)DH(m)Πκ2m ‖ ≤ ξ, κ1 , κ2 ∈ {s, u};
(c) supm∈M ‖Πsm‖ < ∞, supm∈M λ′u(m) < ∞;
(d) DH is almost uniformly continuous around M , meaning that the amplitude A() of DH in
B (M) = {x : d(x,M) < } can be sufficiently small when  → 0,
(e) |H(m) − u(m)| ≤ η.
If η, ξ are small and supm λ′s(m)λ′u(m) < 1, then
(1) there are small ri, r ′i , i = 1, 2, and two maps Fm,Gm, such that
Hm , H(m + ·) − u(m) ∼ (Fm,Gm) : Xsm(r1) ⊕ Xum(r ′1) → Xsu(m)(r2) ⊕ Xuu(m)(r ′2),
satisfies (A)(α, λu(m)) (B)(β, λs(m)) condition, where λs(m) = λ′s(m) + ς, λu(m) = λ′u(m) + ς,
ς > 0 is sufficiently small, and α, β→ 0 as r1, r ′2, η, ξ → 0 and A() → 0;
(2) in addition, |Fm(0, 0)| ≤ K1η and |Gm(0, 0)| ≤ K1η for some K1 > 0 independent of m, η;
(3) there are maps F˜m, G˜m defined in all Xsm × Xuu(m), m ∈ M such that F˜m |Xsm(r1)⊕Xuu(m)(r′2) = Fm and
G˜m |Xsm(r1)⊕Xuu(m)(r′2) = Gm with H˜m ∼ (F˜m, G˜m) satisfying (A)(α, λu(m)) (B)(β, λs(m)) condition.
Proof. Set λ∗u = supm∈M λ′u(m), C1 = supm∈M {‖Πsm‖, ‖Πum‖}, Am = Πuu(m)DH(m)|Xum , and
( fm(x, y), gm(x, y)) = H(m + x + y) − u(m) : Xsm ⊕ Xum → Xsu(m) ⊕ Xuu(m), (x, y) ∈ Xsm ⊕ Xum.
Here gm(x, y) = Πuu(m){H(m + x + y) − u(m)}. We first show there is a small r1 > 0 (independent of
m) such that g−1m (x, ·)|Xuu(m)(r1) exists for |x | ≤ r1 which is very standard by using e.g. Banach fixed
point theorem. By (d), we have
A(r) = sup{‖DH(m1) − DH(m2)‖ : |m1 − m2 | ≤ r,m1,m2 ∈ Br (M)} → 0,
as r → 0. So there is a small r > 0 such that for all |x | ≤ r, |y | ≤ r , m ∈ M ,
(∗) ‖D2gm(x, y) − D2gm(0, 0)‖ ≤ ‖Πuu(m)‖ · ‖DH(m + x + y) − DH(m)‖ ≤ (λ∗u)−1/4.
Let η ≤ (C1λ∗u)−1r/4. Consider the following function:
hm(x, y, z) , −A−1m gm(x, y) + y + z, y, z ∈ Xum.
By (∗), we then see for |x | ≤ r and y1, y2 ∈ Xum(r),
|hm(x, y1, z) − hm(x, y2, z)|
=| − A−1m
∫ 1
0
{D2gm(x, sy1 + (1 − s)y2) − D2gm(0, 0)} ds (y1 − y2)| ≤ 1/4|y1 − y2 |,
and for |x |, |y | ≤ r and |z | ≤ r/2,
|hm(x, y, z)| = | − A−1m Πuu(m){H(m + x + y) − H(m) + H(m) − u(m)} + y | + |z |
≤ | − A−1m Πuu(m){H(m) − u(m)}| + | − A−1m
∫ 1
0
{D2gm(x, sy) − D2gm(0, 0)} dsy | + |z |
≤ r/4 + r/4 + |z | ≤ r .
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Therefore, for each x, z such that |x | ≤ r and |z | ≤ r/2, there is a unique y(x, z) ∈ Xum(r) such
that hm(x, y(x, z), z) = y(x, z). Define Gm(x, z) = y(x, A−1m z), z ∈ Xuu(m)((λ∗u)−1/2 · r), and r1 =
min{r, (λ∗u)−1/2 · r}. We obtain g−1m (x, ·)|Xuu(m)(r1) exists, and for |x | ≤ r1,
gm(x,Gm(x, z)) = z, z ∈ Xuu(m)(r1).
Let Fm(x, z) = fm(x,Gm(x, z)). Then for some r2 > 0, we have
Hm ∼ (Fm,Gm) : Xsm(r1) ⊕ Xum(r) → Xsu(m)(r2) ⊕ Xuu(m)(r1).
Moreover, we have |Gm(0, 0)| ≤ 2λ∗uC1η, and
LipGm(·, z) ≤ ( + ξ)(1 − )−1, LipGm(x, ·) ≤ ( + λu(m))(1 − )−1,
where  = λ∗uC1A(r). Similar for Lip Fm(·, z) ≤ λs(m) + 1 and Lip Fm(x, ·) ≤ 2λ∗uξ + 1 for some
1 > 0 such that 1 → 0 as r → 0; also |Fm(0, 0)| ≤ K1η for some K1 > 0 (independent of η,m).
Define
(3.2) F˜m(x, y) = DFm(0, 0)(x, y) + Fm(0, 0) + (Fm(·, ·) − Fm(0, 0) − DFm(0, 0)) ◦ (rr1 (x), rr1 (y)),
and similar for G˜m(x, y), where rε(·) is the radial retraction given by (3.1); let H˜m ∼ (F˜m, G˜m). Using
Lemma 3.5, we have the (A) (B) condition of Hm and H˜m as given in the lemma. The proof is
complete. 
The above lemma shows us how this paper’s main results can be applied to some classical settings;
see e.g. Section 7.2. Here X can be a Riemannian manifold having bounded geometry (see e.g.
Definition C.6), or a uniformly regular Riemannian manifold at M (see e.g. Definition C.7) including
the smooth compact Riemannian manifold with M being far away from the boundary, or more
generally, X is C0,1-uniform around M (see assumption () in page 49).
To apply our existence results in Section 4.1 for the local case like the one given in the above
lemmas, one usually needs using the radial retraction (3.1) to truncate the generating maps so that the
conditions become globality (e.g. Lemma 3.13 (3)); and to apply the regularity results in Section 6,
instead one needs using smooth bump functions (or blid maps (see Appendix D.5)). If supm λs(m) < 1
(or supm λu(m) < 1), Theorem 4.6 and Theorem 6.39 can be applied directly in some contexts.
4. Existence of Invariant Graphs
Our existence results are stated in Section 4.1 and the proofs are presented in the following
Section 4.2 and Section 4.3. More characterizations and corollaries are given in Section 4.4 and
Section 4.5 respectively.
4.1. invariant graph: statements of the discrete case. For the convenience of writing, we write the
metrics d(x, y) , |x − y |. A bundle with metric fibers means each fiber is a complete metric space.
Theorem 4.1 (First existence theorem). Let (X,M, pi1), (Y,M, pi2) be two bundles with metric fibers
and u : M → M a map. Let H : X × Y → X × Y a bundle correspondence over u with a generating
bundle map (F,G). Take ε1(·) : M → R+. Assume that the following hold.
(i) (ε-pseudo-stable section) i = (iX, iY ) : M → X × Y is an ε-pseudo-stable section of H, i.e.
|iX (u(m)) − Fm(iX (m), iY (u(m)))| ≤ η(u(m)), |iY (m) − Gm(iX (m), iY (u(m)))| ≤ η(m),
where η : M → R+, with η(u(m)) ≤ ε(m)η(m) and 0 ≤ ε(m) ≤ ε1(m), ∀m ∈ M .
(ii) H satisfies (A′)(α, λu) (B)(β; β′, λs) condition, where α, β, β′, λu, λs are functions of M → R+.
In addition,
(a) (angle condition) supm α(m)β′(u(m)) < 1, β′(u(m)) ≤ β(m), ∀m ∈ M , supm{α(m), β(m)} <
∞,
(b) (spectral condition) supm
λu (m)λs (m)+λu (m)ε1(m)
1−α(m)β′(u(m)) < 1.
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(ii)′ Or H satisfies (A)(α;α′, λu) (B)(β; β′, λs) condition, where α, β, α′, β′, λu, λs are functions of
M → R+. In addition,
(a)′ (angle condition) supm α′(m)β′(u(m)) < 1, α′(m) ≤ α(u(m)), β′(u(m)) ≤ β(m), ∀m ∈ M ,
supm{α(m), β(m)} < ∞,
(b)′ (spectral condition) supm λs(m)λu(m) < 1, supm λu(m)ε1(m) < 1.
Then there is a unique bundle map f : X → Y over id such that the following (1) (2) hold.
(1) Lip fm ≤ β′(m), | fm(iX (m)) − iY (m)| ≤ Kη(m), for some constant K ≥ 0.
(2) Graph f ⊂ H−1Graph f . More precisely, (xm(x), fu(m)(xm(x))) ∈ Hm(x, fm(x)), ∀x ∈ Xm, where
xm(·) : Xm → Xu(m) such that Lip xm(·) ≤ λs(m), |xm(iX (m))− iX (u(m))| ≤ K0η(u(m)), ∀m ∈ M ,
for some constant K0. Moreover, we have
(3) f does not depend on the choice of η′ = η, as long as η′ satisfies that η′(u(m)) ≤ ε′(m)η′(m),
ε′(m) ≤ ε1(m) and η(m) ≤ η′(m), for all m ∈ M .
Remark 4.2. There are two cases which frequently occur in the practical applications.
(1) The invariant-stable case: ε1 = 0. More particularly i is an invariant section of H (i.e. η ≡ 0 or
i(u(m)) ∈ Hm(i(m)), m ∈ M). We usually apply this case to obtain some invariant foliations; see
e.g. Section 7.2.
(2) The bounded-stable case: ε1 = 1, i.e. η is orbitally bounded about u. For instance, if M is a
single point set, then all the constant sections belong to this case. Note that for this case, η might
not be a bounded function. More particularly supm η(m) < ∞.
We use the notation d˜(A, z) , supz˜∈A d(z˜, z), if A is a subset of a metric space.
Theorem 4.3 (Second existence theorem). Let (X,M, pi1), (Y,M, pi2) be two bundles with metric fibers
and u : M → M a map. Let H : X ×Y → X ×Y be a bundle correspondence over u with a generating
bundle map (F,G). Take ε1(·) : M → R+. Assume that the following hold.
(i) (ε-Y -bounded-section) i = (iX, iY ) : M → X × Y is a ε-Y -bounded-section of H, i.e.
d˜(Gm(Xm, iY (u(m))), iY (m)) ≤ η(m),
where η : M → R+, with η(u(m)) ≤ ε(m)η(m) and 0 ≤ ε(m) ≤ ε1(m), ∀m ∈ M .
(ii) H satisfies (A′)(α, λu) (B)(β; β′, λs) condition, where α, λu, β, β′, λs are functions of M → R+.
In addition,
(a) (angle condition) supm α(m)β′(u(m)) < 1, β′(u(m)) ≤ β(m), ∀m ∈ M , supm{α(m), β(m)} <
∞,
(b) (spectral condition) supm
λu (m)ε1(m)
1−α(m)β′(u(m)) < 1.
(ii)′ Or H satisfies (A)(α;α′, λu) (B)(β; β′, λs) condition, where α, β, α′, β′, λu, λs are functions of
M → R+. In addition,
(a)′ (angle condition) supm α′(m)β′(u(m)) < 1, α′(m) ≤ α(u(m)), β′(u(m)) ≤ β(m), ∀m ∈ M ,
supm{α(m), β(m)} < ∞,
(b)′ (spectral condition) supm λu(m)ε1(m) < 1.
Then there is a unique bundle map f : X → Y over id such that the following (1) (2) hold.
(1) Lip fm ≤ β′(m), d˜( fm(Xm), iY (m)) ≤ Kη(m), m ∈ M , where K ≥ 0 is a constant.
(2) Graph f ⊂ H−1Graph f . More precisely, (xm(x), fu(m)(xm(x))) ∈ Hm(x, fm(x)), ∀x ∈ Xm, where
xm(·) : Xm → Xu(m) such that Lip xm(·) ≤ λs(m), ∀m ∈ M . In addition, if
d˜(Fm(Xm, iY (u(m))), iX (u(m))) ≤ η(u(m)), ∀m ∈ M,
then d˜(xm(Xm), iX (u(m))) ≤ K0η(u(m)), ∀m ∈ M , for some constant K0. Moreover, we have
(3) f does not depend on the choice of η′ = η, as long as η′ satisfies that η′(u(m)) ≤ ε′(m)η′(m),
ε′(m) ≤ ε1(m) and η(m) ≤ η′(m), for all m ∈ M .
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Remark 4.4. Avery special case of Theorem 4.3 is that supm η(m) < ∞ (for this case one can take ε1 ≡
1). Now f is unique in the following sense: if i′ is a section such that supm d(iY (m), i′Y (m)) < ∞, and for
i′ there is a bundlemap f ′ : X → Y over id satisfying (a)Lip f ′m ≤ β′(m), supm d˜( f ′m(Xm), i′Y (m)) < ∞,
and (b) Graph f ′ ⊂ H−1Graph f ′, then f ′ = f .
Suppose H satisfies the condition (ii) or (ii′) in Theorem 4.3 with ε1 ≡ 1, and one of the following
situations holds:
(1) supm diamXm < ∞, and i = (iX, iY ) a section of X × Y such that supm |Gm(iX (m), iY (u(m))) −
iY (m)| < ∞;
(2) supm diamYm < ∞, and i = (iX, iY ) any section of X × Y ;
(3) Xm,Ym are Banach spaces, Gm(x, y) = Bmy + g′m(x, y), where Bm : Yu(m) → Ym is a linear
operator, and g′m is a bounded function uniform for m ∈ M . Let i = 0 be the 0-section. This case
was also studied in [CY94] and [CL97].
Then we have the conclusions in Theorem 4.3 hold. For the case (2) or (3), it is obvious that condition
(i) in Theorem 4.3 is satisfied. And for the case (1), use the fact that supm supy LipGm(·, y) < ∞.
Remark 4.5. It is instructive to see what the difference is between Theorem 4.1 and Theorem 4.3
in simple settings where M consisting of one element and H is the time-one solution map of the
following equation in Rn,
Ûz = Az + h(z),
where A ∈ Rn×n with σ(A)∩ iR , ∅ and Lip h is sufficient small. In this case, (a) if h(0) = 0, then the
existence of the stable, center-stable or pseudo-stable manifold of 0 for H is a direct consequence of
Theorem 4.1, and (b) if h is a bounded function (but H might be no equilibrium), then the existence of
the center-stable (or pseudo-stable) manifold for H can be deduced from Theorem 4.3 (or Theorem 4.1
for ε = 1 case); in the latter case, if there is no equilibrium, H might have no stable manifold. While,
using Theorem 4.3, one might obtain some non-resonant manifolds due to no spectral gap condition
being needed (see also [Cha02,dlL97] in some sense for ‘higher order’ case).
We state a local version of the existence result for the strong stable case. In this case, we do not
need to truncate of the system, but the thresholds in angle condition and spectral condition are a little
different from Theorem 4.1 and Theorem 4.3.
Theorem 4.6 (Third existence theorem). Let (X,M, pi1), (Y,M, pi2) be two bundles with fibers being
Banach spaces and u : M → M a map. Let ε1(·) : M → R+ and i = 0 : M → X × Y . For every
m ∈ M , suppose that Hm ∼ (Fm,Gm) : Xm(r1) × Ym(r ′1) → Xu(m)(r2) × Yu(m)(r ′2) is a correspondence
satisfying (•) (A′)(α(m), λu(m)) (B)(β(m); β′(m), λs(m)) condition, or (••) (A)(α(m); α′(m), λu(m))
(B)(β(m); β′(m), λs(m)) condition, where ri, r ′i , i = 1, 2, are independent of m ∈ M , and
Fm : Xm(r1) × Yu(m)(r ′2) → Xu(m)(r2), Gm : Xm(r1) × Yu(m)(r ′2) → Ym(r ′1).
(i) (ε-pseudo-stable section) i is an ε-pseudo-stable section of H, i.e.
|Fm(0, 0)| ≤ η(u(m)), |Gm(0, 0)| ≤ η(m),
where η : M → R+, with η(u(m)) ≤ ε(m)η(m) and 0 ≤ ε(m) ≤ ε1(m), ∀m ∈ M .
(ii) If the case (•) holds, assume
(a) (angle condition) supm α(m)β′(u(m)) < 1/2, β′(u(m)) ≤ β(m),∀m ∈ M , supm{α(m), β(m)} <
∞,
(b) (spectral condition) supm
λu (m)λs (m)+λu (m)ε1(m)
1−α(m)β′(u(m)) < 1, supm λs(m) < 1.
Or if the case (••) holds, assume
(a′) (angle condition) supm α′(m)β′(u(m)) < 1/2, α′(m) ≤ α(u(m)), β′(u(m)) ≤ β(m), ∀m ∈
M , supm{α(m), β(m)} < ∞,
(b′) (spectral condition) supm λs(m)λu(m) < 1, supm λu(m)ε1(m) < 1, supm λs(m) < 1.
If η0 > 0 is small and supm η(m) ≤ η0, then there is a small σ0 > 0 such that there are maps
fm : Xm(σ0) → Ym, m ∈ M , uniquely satisfying the following (1) (2).
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(1) Lip fm ≤ β′(m), | fm(0)| ≤ Kη(m), for some constant K ≥ 0 .
(2) Graph f ⊂ H−1Graph f . More precisely, (xm(x), fu(m)(xm(x))) ∈ Hm(x, fm(x)), ∀x ∈ Xm, where
xm(·) : Xm(σ0) → Xu(m)(σ0) such that Lip xm(·) ≤ λs(m), |xm(0)| ≤ K0η(u(m)), ∀m ∈ M , for
some constant K0. Moreover, we have
(3) f does not depend on the choice of η′ = η, as long as η′ satisfies that η′(u(m)) ≤ ε′(m)η′(m),
ε′(m) ≤ ε1(m) and η(m) ≤ η′(m) ≤ η0, for all m ∈ M .
A similar local version of Theorem 4.3 can be stated, which is omitted.
4.2. graph transform. We use the symbol ∑λ(X,Y ) , {ϕ : X → Y : Lip ϕ ≤ λ}, if X,Y are metric
spaces. Graph f , {(x, f (x)) : x ∈ X}, if f : X → Y . In the following, assume that Xi,Yi , i = 1, 2 are
metric spaces, and H : X1×Y1 → X2×Y2 is a correspondence with a generating map (F,G) satisfying
(A′)(α, λu) (B)(β; β′, λs) condition.
Lemma 4.7. Let f2 ∈ ∑βˆ(X2,Y2), and αβˆ < 1, βˆ ≤ β. Then there exist unique f1 ∈ ∑β′(X1,Y1) and
x1(·) ∈ ∑λs (X1, X2), such that (x1(x), f2(x1(x))) ∈ H(x, f1(x)), x ∈ X1, i.e.
F(x, f2(x1(x))) = x1(x), G(x, f2(x1(x))) = f1(x).
Proof. Consider the fixed equation, F(x, f2(xˆ)) = xˆ. Because of αβˆ < 1, there is a unique xˆ , x1(x)
satisfies the fixed equation. Since βˆ ≤ β, by (B) condition, we have f1 ∈ ∑β′(X1,Y1), and x1(·) ∈∑
λs (X1, X2). 
Lemma 4.8. Under Lemma 4.7, let (xˆi, yˆi) ∈ Xi × Yi , i = 1, 2, satisfy
|F(xˆ1, yˆ2) − xˆ2 | ≤ η1, |G(xˆ1, yˆ2) − yˆ1 | ≤ η2, | f2(xˆ2) − yˆ2 | ≤ C2.
Then we have the following estimates.
| f1(xˆ1) − yˆ1 | ≤ λu βˆη1 + C2
1 − αβˆ + η2, |x1(xˆ1) − xˆ2 | ≤
αC2 + η1
1 − αβˆ .
Particularly, if (x2, y2) ∈ H(x1, y1), and y2 = f2(x2), then y1 = f1(x1), x2 = x1(x1).
Proof. This follows from the following computations.
|x1(xˆ1) − xˆ2 | ≤ |F(xˆ1, f2(x1(xˆ2))) − F(xˆ1, yˆ2)| + |F(xˆ1, yˆ2) − xˆ2 |
≤ α | f2(x1(xˆ2)) − yˆ2 | + η1,
and
| f2(x1(xˆ2)) − yˆ2 | ≤ | f2(x1(xˆ2)) − f2(xˆ2)| + | f2(xˆ2) − yˆ2 |
≤ βˆ |x1(xˆ1) − xˆ2 | + C2
≤ αβˆ | f2(x1(xˆ2)) − yˆ2 | + βˆη1 + C2.
Thus we have | f2(x1(xˆ2)) − yˆ2 | ≤ βˆη1+C21−αβˆ . Furthermore,
| f1(xˆ1) − yˆ1 | ≤ |G(xˆ1, f2(x1(xˆ2))) − G(xˆ1, yˆ2)| + |G(xˆ1, yˆ2) − yˆ1 |
≤ λu | f2(x1(xˆ2)) − yˆ2 | + η2
≤ λu βˆη1 + C2
1 − αβˆ + η2.
|x1(xˆ1) − xˆ2 | ≤ α βˆη1 + C2
1 − αβˆ + η1 =
αC2 + η1
1 − αβˆ .
The proof is complete. 
The following estimates are straightforward.
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Lemma 4.9. Assume αβˆ < 1, βˆ ≤ β. Let f2, f ′2 ∈
∑
βˆ(X2,Y2), then we have unique f1, f ′1 ∈∑
β′(X1,Y1), and x1(·), x ′1(·) ∈
∑
λs (X1, X2), such thatGraph f1 ⊂ H−1Graph f2,Graph f ′1 ⊂ H−1Graph f ′2 .
Then we have the following.
|x1(x) − x ′1(x)| ≤ α | f2(x1(x)) − f ′2 (x ′1(x))|,
| f2(x1(x)) − f ′2 (x ′1(x))| ≤ | f2(x1(x)) − f ′2 (x1(x))| + βˆ |x1(x) − x ′1(x)|,
| f2(x1(x)) − f ′2 (x ′1(x))| ≤
1
1 − αβˆ | f2(x1(x)) − f
′
2 (x1(x))|,
| f1(x) − f ′1 (x)| ≤ λu | f2(x1(x)) − f ′2 (x ′1(x))| ≤
λu
1 − αβˆ | f2(x1(x)) − f
′
2 (x1(x))|.
4.3. invariant graph: proofs.
4.3.1. Proof of Theorem 4.1. Define a metric space as
E∞ , { f : X → Y is a bundle map over id : Lip fm ≤ β′(m),
| fm(iX (m)) − iY (m)| ≤ C2(m), ∀m ∈ M}.
The metric is defined by
d̂( f , f ′) , sup
m∈M
sup
x∈Xm
d( fm(x), f ′m(x))
max{d(x, iX (m)),C1(m)} ,
where C1(m) = K2η(m), C2(m) = K1η(m). The constants K1,K2 satisfy
K1 ≥ λ1 βˆ + 1
1 − λ1
, K2 ,
αˆK1 + 1
1 − supm α(m)β′(u(m))
,
where λ1 , supm
λu (m)ε1(m)
1−α(m)β′(u(m)) < 1, supm α(m) ≤ αˆ < ∞, supm β(m) ≤ βˆ < ∞. Note that the
constant bundle map fm(x) = iY (m), x ∈ Xm belongs to E∞. First we show the metric is well defined.
Sublemma 4.10. The metric d̂ is well defined, and the space E∞ is complete under the metric d̂.
Proof. It suffices to show ∀ f , f ′ ∈ E∞, d̂( f , f ′) < ∞. This is easily from
| fm(x) − f ′m(x)|
≤| fm(x) − fm(iX (m))| + | fm(iX (m)) − f ′m(iX (m))| + | f ′m(iX (m)) − f ′m(x)|
≤2βˆ |x − iX (m)| + 2C2(m),
and supm
C2(m)
C1(m) < ∞. One can use the standard argument to show the completion of E∞, so we omit
it. 
In the following, we first assume H satisfies condition (ii) in Theorem 4.1.
For every f ∈ E∞, since fu(m) ∈ ∑β′(u(m))(Xu(m),Yu(m)), supm α(m)β′(u(m)) < 1, β′(u(m)) ≤ β(m),
by Lemma 4.7, there are unique f˜m ∈ ∑β′(m)(Xm,Ym) and xm(·) ∈ ∑λs (m)(Xm, Xu(m)) such that
(xm(x), fu(m)(xm(x))) ∈ Hm(x, f˜m(x)), x ∈ Xm.
Since | fu(m)(iX (u(m))) − iY (u(m))| ≤ C2(u(m)), and |iX (u(m)) − Fm(iX (m), iY (u(m)))| ≤ η(u(m)),
|iY (m) − Gm(iX (m), iY (u(m)))| ≤ η(m), by Lemma 4.8, we have
| f˜m(iX (m)) − iY (m)| ≤ λu(m) β
′(u(m))η(u(m)) + C2(u(m))
1 − α(m)β′(u(m)) + η(m)
≤ λ1 βˆη(m) + λ1C2(m) + η(m) ≤ C2(m),
and
|xm(iX (m)) − iX (u(m))| ≤ αˆC2(u(m)) + η(u(m))1 − supm α(m)β′(u(m))
≤ C1(u(m)).
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Let f˜ (m, x) = (m, f˜m(x)). Then f˜ ∈ E∞. Define the graph transform
Γ : E∞ → E∞, f 7→ f˜ .
Note that Graph f˜ ⊂ H−1Graph f .
Sublemma 4.11. The graph transform Γ is Lipschitz under the metric d̂, and
LipΓ ≤ sup
m
λu(m)λs(m) + λu(m)ε1(m)
1 − α(m)β′(u(m)) < 1.
Proof. Let f , f ′ ∈ E∞, f˜ = Γ f , f˜ ′ = Γ f ′, with xm(·), x ′m(·). Note first that by Lemma 4.9, we get
| f˜m(x) − f˜ ′m(x)| ≤
λu(m)
1 − α(m)β′(u(m)) | fu(m)(xm(x)) − f
′
u(m)(xm(x))|,
and
|xm(x) − iX (u(m))| ≤ |xm(x) − xm(iX (m))| + |xm(iX (m)) − iX (u(m))|
≤ λs(m)|x − iX (m)| + C1(u(m)).
Thus,
| f˜m(x) − f˜ ′m(x)|
max{|x − iX (m)|,C1(m)}
≤ λu(m)
1 − α(m)β′(u(m))
| fu(m)(xm(x)) − f ′u(m)(xm(x))|
max{|xm(x) − iX (u(m))|,C1(u(m))}
max{|xm(x) − iX (u(m))|,C1(u(m))}
max{|x − iX (m)|,C1(m)}
≤λu(m)λs(m) + λu(m)ε1(m)
1 − α(m)β′(u(m))
| fu(m)(xm(x)) − f ′u(m)(xm(x))|
max{|xm(x) − iX (u(m))|,C1(u(m))} ,
and the proof is complete. 
Since Γ is contractive, we see there is a unique fixed point of Γ in E∞, denoted by f . By the
construction of Γ, we have Graph f ⊂ H−1Graph f , showing the conclusions (1) (2) in Theorem 4.1.
The constant K in (2) can be taken as K = λ1βˆ+1
1−λ1 .
f is unique in the sense that if f ′ : X → Y is any bundle map over id such that it satisfies
(a0) Lip f ′m ≤ β′(m), | f ′m(iX (m)) − iY (m)| ≤ K ′η′(m), where K ′ ≥ 0 is a constant,
(b0) and Graph f ′ ⊂ H−1Graph f ′,
then f ′ = f , where η′ satisfies that η′(u(m)) ≤ ε′(m)η′(m), ε′(m) ≤ ε1(m) and η(m) ≤ η′(m), for all
m ∈ M . This is easily from the unique fixed point of Γ in E∞. Without lose of generality, we can
assume K ′ ≤ K1. The construction of E∞ , E∞(η) depends on η. However, E∞(η) ⊂ E∞(η′). So
f , f ′ ∈ E∞(η′). The uniqueness of the fixed point of Γ in E∞(η′) shows f = f ′.
Next, we show that if H satisfies condition (ii′) in Theorem 4.1, then the conclusions also hold.
Consider H(k), the k th composition of H.
Sublemma 4.12. H(k) is well defined, which is a bundle correspondence over uk with generating
map (F(k),G(k)), satisfying (A)(α;α′
k
, λ
(k)
u ) (B)(βk ; β′, λ(k)s ) condition, where α′k(m) = α′(uk−1(m)),
βk(m) = β(uk−1(m)),
λ
(k)
u (m) = λu(uk−1(m)) · λu(uk−2(m)) · · · λu(m), λ(k)s (m) = λs(uk−1(m)) · λs(uk−2(m)) · · · λs(m).
Moreover, Huk (m) ◦ H(k)m = H(k+1)m , k = 1, 2, · · · .
Proof. Since Hm ∼ (Fm,Gm) : Xm ×Ym → Xu(m) ×Yu(m), and α′(m)β′(u(m)) < 1, by Lemma 2.3 and
Lemma 3.3, we know that H(2)m , Hu(m) ◦ Hm ∼ (F(2)m ,G(2)m ) : Xm × Ym → Xu2(m) × Yu2(m) satisfies
(A)(α(m);α′2(m), λ(2)u (m)) (B)(β2(m); β′(m), λ(2)s (m)) condition, andα′2(m)β′(u2(m)) = α′(u(m))β′(u2(m)) <
1. Using H(2)m , one can define H(2) : X ×Y → X ×Y a bundle correspondence over u2 with generating
26 DELIANG CHEN
bundle map (F(2),G(2)), i.e. GraphH(2) = ⋃m∈M (m,GraphH(2)m ). H(k) can be defined inductively
by using the composition of H(k−1) and H. Obviously Huk (m) ◦ H(k)m = H(k+1)m , k = 1, 2, · · · , by our
construction. 
Fix any m0 ∈ M . Let M̂m0 = {un(m0) : n ≥ 0}. H(k) can be regarded as a bundle correspondence
X |M̂m0 × Y |M̂m0 → X |M̂m0 × Y |M̂m0 over u
k , denoted by H(k) |M̂m0 . Define a function εˆ1(·) over u as
εˆ1(m) = max{ε(m), λs(m)}, m ∈ M .
Set
λ , sup
m
λs(m)λu(m), λ1 , sup
m
ε(m)λu(m), γ , sup
m
α′(m)β′(u(m)).
Sublemma 4.13. The section i = (iX, iY ) now is an εˆ(k)1 -pseudo-stable section of H(k) |M̂m0 , i.e.
|iX (uk(m)) − F(k)m (iX (m), iY (uk(m)))| ≤ η(m0)k (uk(m)),
|iY (m) − G(k)m (iX (m), iY (uk(m)))| ≤ η(m0)k (m),
m ∈ M̂m0 , where η(m0)k (ui(m0)) = ck εˆ(i)1 (m0)η(m0), i ≥ 0, and ck ≥ 1 is a constant independent of m0.
Proof. This is a direct consequence of Lemma 4.8. We only consider the case k = 2. Let yˆm be the
unique point satisfying yˆm = Gu(m)(Fm(iX (m), yˆm), iY (u2(m))). Then
| yˆm − iY (u(m))| ≤ (β
′(u(m)) + 1)η(u(m))
1 − β′(u(m))α′(m) ,
and
|G(2)m (iX (m), iY (u2(m))) − iY (m)| = |Gm(iX (m), yˆm) − iY (m)|
≤ λu(m)| yˆm − iY (u2(m))| + η(m)
≤ λu(m) (β
′(u(m)) + 1)η(u(m))
1 − β′(u(m))α′(m) + η(m).
Also,
|F(2)m (iX (m), iY (u2(m))) − iX (u2(m))| = |Fu(m)(Fm(iX (m), yˆm), iY (u2(m))) − iX (u2(m))|
≤ λs(u(m)) (α
′(m) + 1)η(u(m))
1 − β′(u(m))α′(m) + η(u
2(m)).
If m = u j(m0), then η(m) ≤ εˆ(j)1 (m0)η(m0). So we can choose
c2 = max
{
λ1(βˆ + 1)
1 − γ + 1,
αˆ + 1
1 − γ + 1
}
,
completing the proof. 
Since λ < 1, λ1 < 1, γ < 1, we can choose large k (independent of m0) such that 2λk + λk1 < 1− γ.
So
sup
m
λ
(k)
s (m)λ(k)u (m) + εˆ(k)1 (m)λ(k)u (m)
1 − α′
k
(m)β′(uk(m)) < 1.
So far, we have shown H(k) |M̂m0 satisfies condition (ii) with the εˆ
(k)
1 -pseudo-stable section i. Using
the first part what we have proven, we obtain a unique bundle map f k,(m0) : X |M̂m0 → Y |M̂m0 over id,
such that
(a1) Lip f k,(m0)m ≤ β′(m), | f k,(m0)m (iX (m)) − iY (m)| ≤ K ′1η(m0)k (m), where K ′1 ≥ 0 (independent of m0),
(b1) Graph f k,(m0)m ⊂ (H(k)m )−1Graph f k,(m0)uk (m) , m ∈ M̂m0 .
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(c1) Also, f k,(m0) does not depend on the choice of η0(·) = η(m0)
k
(·) as long as it satisfies η0(uk(m)) ≤
εˆ
(k)
1 (m)η0(m), η(m0)k (m) ≤ η0(m), for all m ∈ M̂m0 .
Note that for H(k), its corresponding graph transform is Γk = Γ ◦ · · · ◦ Γ (k times). Since f k,(m0)
is the unique fixed point of Γk , we have Γ f k,(m0) = f k,(m0), i.e. Graph f k,(m0)m ⊂ H−1m Graph f k,(m0)u(m) ,
m ∈ M̂m0 .
Set fm0 = f
k,(m0)
m0 , m0 ∈ M . Note that f k,(m0)u(m0) = f
k,(u(m0))
u(m0) . Indeed, { f
k,(m0)
m′ : m
′ ∈ M̂u(m0)} also
fulfills (a1) (b1) for the case m0 is replaced by u(m0), with η0(·) = η(m0)k (·)|M̂u(m0) instead of η
(u(m0))
k
(·).
Also, note that | f k,(m0)m0 (iX (m0)) − iY (m0)| ≤ K ′1ckη(m0). This shows f satisfies conclusions (1) (2)
in Theorem 4.1. The uniqueness of f follows from the uniqueness of f : X |M̂m0 → Y |M̂m0 for
H(k) |M̂m0 . 
4.3.2. Proof of Theorem 4.3. The proof of Theorem 4.3 is essentially the same as Theorem 4.1. We
sketch the main steps. The metric space now is defined by
Eb∞ , { f : X → Y is a bundle map over id : Lip fm ≤ β′(m),
d˜( fm(Xm), iY (m)) ≤ K1η(m), ∀m ∈ M},
with its metric
d̂( f , f ′) = sup
m∈M,η(m),0
sup
x∈Xm
d( fm(x), f ′m(x))
η(m) ,
for some constant K1 > 0. The metric d̂ is well defined, and Eb∞ is complete under this metric.
Assume H satisfies condition (ii) in Theorem 4.3. The graph transform Γ now also has ΓEb∞ ⊂ Eb∞,
by simple computations. It is also Lipschitz with Lipschitz constant less than supm
λu (m)ε1(m)
1−α(m)β′(u(m)) < 1.
From these, we certainly obtain the results. For the casewhenH satisfies condition (ii)′ in Theorem4.3,
consider H(k) instead of H for large k, then we have LipΓk < 1, competing the proof. 
4.3.3. Proof of Theorem 4.6. The proof is almost identical to Theorem 4.1. We only consider the
case (•), i.e. (A′) (B) condition holds. The metric space now is defined by
E0∞ , { f : X(σ0) → Y is a bundle map over id : Lip fm ≤ β′(m),
| fm(0)| ≤ K1η(m), ∀m ∈ M},
where σ0 > 0, and K1 > 0 will be chosen later. The metric is the same as in E∞. Take the following
constants.
γ = sup
m
α(m)β′(u(m)) < 1/2, λ1 , sup
m
λu(m)ε1(m)
1 − α(m)β′(u(m)) < 1, αˆ = supm α(m), βˆ = supm β(m),
K1 =
λ1 βˆ + 1
1 − λ1
, K2 =
αˆK1 + 1
1 − 2γ , λs = supm λs(m) < 1, r < min{ri, r
′
i : i = 1, 2}/2.
Let η0 = supm η(m) be small and choose σ0 > 0 such that
K2η0
1 − λs
≤ σ0 < r, βˆσ0 + K1η0 < r .
So λsσ + K2η0 < σ0, if σ < σ0; and fm(Xm(σ0)) ⊂ Ym(r), if f ∈ E0∞.
Let f ∈ E0∞ and f 1m(x) = fm(rσ0 (x)), where rε(·) is the radial retraction (see (3.1)). Note that
Lip f 1m ≤ 2β′(m). Consider the following fixed point equation for each x ∈ Xm(σ0):
Fm(x, f 1u(m)(y)) = y, y ∈ Xu(m).
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Since α(m)β′(u(m)) < 1/2, for each x ∈ Xm(σ0), the above equation has a fixed point y = xm(x) ∈
Xu(m). As | f 1u(m)(0)| = | fu(m)(0)| ≤ K1η0 and |Fm(0, 0)| ≤ η0, we see that |xm(0)| ≤ K2η0. Let us
show
Sublemma 4.14. Lip xm(·)|Xm(σ0) ≤ λs(m).
Proof. First note that Lip xm(·)|Xm(σ0) ≤ λs1−2γ . So we can choose an ε0 > 0 small such that
λs
1−2γ ε0 + K2η0 ≤ σ0, yielding xm(Xm(ε0)) ⊂ Xu(m)(σ0) and Fm(x, fu(m)(xm(x))) = xm(x). By (B)
condition, we know Lip xm(·)|Xm(ε0) ≤ λs(m). Set
σ1 = sup{σ ≤ σ0 : Lip xm(·)|Xm(σ) ≤ λs(m)}.
If σ1 < σ0, then Lip xm(·)|Xm(σ) ≤ λs(m) for any σ < σ1, which again shows Lip xm(·)|Xm(σ1) ≤
λs(m). Since σ1 < σ0, we have λsσ1 + K2η0 < σ0. Thus, we can choose an ε > 0 small such that
λsσ1 + K2η0 +
λs
1 − 2γ ε ≤ σ0,
which implies that xm(Xm(σ1 + ε)) ⊂ Xu(m)(σ0) and Lip xm(·)|Xm(σ1+ε) ≤ λs(m), contradicting the
definition of σ1. So σ1 = σ0, showing the result. 
Particularly, by the above sublemma, xm(Xm(σ0)) ⊂ Xu(m)(σ0). Now we can define
f˜m(x) = Gm(x, fu(m)(xm(x))), x ∈ Xm(σ0),
and f˜ (m, x) = (m, f˜m(x)). Next, following the same steps in the proof of Theorem 4.1, one can see
that f˜ ∈ E0∞ and Γ : f 7→ f˜ is contractive. The proof is complete. 
4.4. more characterizations. Let H ∼ (F,G) : X×Y → X×Y , i : M → X×Y be as in Theorem 4.1.
The bundle map f obtained in Theorem 4.1 has more properties.
Below, we use the following notations. W s(i) , W s , Graph f ,W s(i(m)) , W s(m) , Graph fm.
hsm , xm(·) : Xm → Xu(m). This gives a bundle map hs : X → X over u such that h(m, x) =
(m, hsm(x)). Also, note that Lip hsm ≤ λs(m). {zn = (xn, yn) : n = m, u(m), u2(m), · · · } is called a
forward orbit of H from m, if zuk (m) ∈ Huk−1(m)(zuk−1(m)), k = 1, 2, 3, · · · . Similar for the backward
orbit. Let PX (m, x, y) = (m, PXm(x, y)) = (m, x), if (x, y) ∈ Xm × Ym; similarly, PY, PYm.
Also we adopt the notation: an . bn, n→∞ (an ≥ 0, bn > 0), if supn≥0 b−1n an < ∞.
(1) Hm : W s(m) → W s(u(m)) defines a Lipschitz map Hsm. This gives a bundle map Hs : X × Y →
X × Y over u, such that Hs(m, z) = (m,Hsm(z)). We have PX ◦ Hs = hs ◦ PX .
(2) Let z′m = (x ′m, y′m) ∈ W s(m), then there is a unique forward orbit {zn = (xn, yn) : n =
m, u(m), u2(m), · · · } of H from m, such that zm = z′m. Furthermore,
(4.1) |iX (uk(m)) − x ′uk (m) | ≤ K0
k∑
i=1
η(ui−1(m))λ(k−i)s (ui(m)) + λ(k)s (m)|iX (m) − x ′m |.
Therefore,
|i(uk(m)) − zuk (m) | ≤ K˜(
k∑
i=1
η(ui−1(m))λ(k−i)s (ui(m)) + λ(k)s (m)|iX (m) − x ′m |),
for some constant K˜ > 0.
Proof. Compute
|iX (uk(m)) − x ′uk (m) |
=|iX (uk(m)) − xuk−1(m)(x ′uk−1(m))|
≤|iX (uk(m)) − xuk−1(m)(iX (uk−1(m)))|
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+ |xuk−1(m)(iX (uk−1(m))) − xuk−1(m)(x ′uk−1(m))|
≤K0η(uk−1(m)) + λs(uk−1(m))|iX (uk−1(m)) − x ′uk−1(m) |,
showing (4.1). 
(3) If {zn = (xn, yn) : n = m, u(m), u2(m), · · · } is a forward orbit of H from m, such that
(4.2) |zuk (m) − i(uk(m))| . ε′(k)(m), k →∞,
where ε′(·) : M → R+ over u, supm ε′(m)λu(m)ϑ(m) < 1 (ϑ(m) = 1 if condition (ii′) holds, and
ϑ(m) = (1 − α(m)β′(u(m)))−1 otherwise), then zn ∈ W s(n), n = m, u(m), u2(m), · · · .
Proof. First consider the case condition (ii′) in Theorem 4.1 holds. Let {z′′n = (x ′′n , y′′n ) ∈
W s(n), n = m, u(m), u2(m), · · · } be a forward orbit of H from m such that z′′m = (xm, fm(xm)) ∈
W s(m). Compute
|ym − fm(xm)| ≤λ(k)u (m)|yuk (m) − y′′uk (m) | (by (A) condition)
≤λ(k)u (m)
{|yuk (m) − iY (uk(m))| + |iY (uk(m)) − fuk (m)(iX (uk(m)))|
+ | fuk (m)(iX (uk(m))) − fuk (m)(x ′′uk (m))|
}
≤λ(k)u (m)
{
Cε′(k)(m) + Kη(uk(m)) + βˆ(K0
k∑
i=1
η(ui−1(m))λ(k−i)s (ui(m))
+ λ
(k)
s (m)|iX (m) − x ′m |)
}
≤C˜
{
λˆk + λˆk1η(m) +
k∑
i=1
λˆi1λ
k−i + λk |iX (m) − x ′m |
}
,
where in the third inequality we use (4.2), Theorem 4.1 and (4.1), and where
λ = sup
m
λs(m)λu(m) < 1, λˆ = sup
m
ε′(m)λu(m) < 1, λˆ1 = sup
m
ε(m)λu(m) < 1,
C˜ > 0 a constant. Letting k →∞, we have ym = fm(xm).
Next consider the case condition (ii) in Theorem 4.1 holds. For this case, we have
|ym − fm(xm)| ≤ λu(m)1 − α(m)β′(u(m)) |yu(m) − fu(m)(xu(m))|
≤ λ˜(k)u (m)|yuk (m) − fuk (m)(xuk (m))|
≤ λ˜(k)u (m)
{|yuk (m) − iY (uk(m))| + |iY (uk(m)) − fuk (m)(iX (uk(m)))|
+ | fuk (m)(iX (uk(m))) − fuk (m)(xuk (m))|
}
≤ C˜
{
λ˜
(k)
u (m)ε′(k)(m) + λ˜(k)u (m)η(uk(m))
}
,
where λ˜u(m) = λu(m)ϑ(m) (over u). Letting k → ∞, we see that ym = fm(xm), completing the
proof. 
(4) In particular,
{ j : M → X × Y : j is an invariant section of H such that
| j(m) − i(m)| ≤ K ′η′(m), for some constant K ′ > 0, ∀m ∈ M} ⊂ W s,
where η′(u(m)) ≤ ε′(m)η′(m), ∀m ∈ M , and supm ε′(m)λ(m) < 1.
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(5) We have the following characterization ofW s(m).
W s(m) = {zm = (xm, ym) ∈ Xm × Ym : there is a forward orbit {zk}k≥0 of H
such that z0 = zm, sup
k≥0
(εˆ(k)(m))−1 |zk − i(uk(m))| < ∞},
where εˆ(m) ≥ ε(m), λs(m)+ ς < εˆ(m) < (λu(m)ϑ(m))−1 − ς (for sufficiently small ς > 0), where
ϑ(·) is given in (3). This follows from (2) (3).
Similar results hold for the bundlemap f obtained in Theorem 4.3 under the conditions (i) (ii)′. The
‘unstable results’ (in the direction Y → X) can be obtained through the dual bundle correspondence
of H (see Section 2.3).
4.5. corollaries.
4.5.1. hyperbolic dichotomy.
Definition 4.15. Let H ∼ (F,G) : X × Y → X × Y be a bundle correspondence over u. Let
i = (iX, iY ) : M → X × Y satisfy
|iX (u(m)) − Fm(iX (m), iY (u(m)))| ≤ η(u(m)), |iY (m) − Gm(iX (m), iY (u(m)))| ≤ η(m),
where η : M → R+. Take ε(·) : M → R+. i is called an ε-pseudo-stable section of H, if η(u(m)) ≤
ε(m)η(m), ∀m ∈ M; an ε-pseudo-unstable section of H, if η(m) ≤ ε(m)η(u(m)), ∀m ∈ M; and an
ε-pseudo-invariant section of H, if it is both ε-pseudo-stable section and ε-pseudo-unstable section
of H. In particular, 0-pseudo-invariant section is an invariant section of H, i.e. i(u(m)) ∈ Hm(i(m))
for all m ∈ M .
Note that if u is invertible, then i is an ε-pseudo-unstable section of H if and if only i is an ε ◦ u−1-
pseudo-stable section of the dual bundle correspondence H˜ of H (see Section 2.3). The following
theorem is a restatement of the previous results.
Theorem 4.16. Let (X,M, pi1), (Y,M, pi2) be two bundles with metric fibers and u : M → M an
invertible map. Let H : X × Y → X × Y be a bundle correspondence over u with a generating
bundle map (F,G). Assume i = (iX, iY ), j = ( jX, jY ) : M → X × Y are an ε1-pseudo-stable section
and ε2-pseudo-unstable section of H, respectively, where ε1(·), ε2(·) : M → R+ (over u and u−1
respectively). H satisfies (A)(α;α′, λu) (B)(β; β′, λs) condition, where α, β, α′, β′, λu, λs are bounded
functions of M → R+. In addition,
(a) (angle condition) supm α′(m)β′(u(m)) < 1, α′(m) ≤ α(u(m)), β′(u(m)) ≤ β(m), ∀m ∈ M ,
(b) (spectral condition) supm λs(m)λu(m) < 1, supm λu(m)ε1(m) < 1, supm λs(m)ε2(m) < 1.
Then there areW sm(i),Wum(i), m ∈ M such that the following hold.
(1) W sm(i), Wum( j) are represented as Lipschitz graphs of Xm → Ym and Ym → Xm respectively,
m ∈ M , such thatW sm(i) ⊂ H−1m W su(m)(i) andWum( j) ⊂ Hu−1(m)Wuu−1(m)( j).
(2) W sm(i) ∩Wum( j) = {k(m)} and W s(i) ∩Wu( j) = {k}. Therefore, k is an invariant section of H,
i.e. k(u(m)) ∈ Hm(k(m)).
(3) (shadowing section) We have the following estimates,
|k(uk(m)) − i(uk(m))| . εˆ(k)1 (m), |k(u−k(m)) − j(u−k(m))| . εˆ(k)2 (m), k →∞,
where εˆi(·), i = 1, 2, are functions of M → R+ over u and u−1 respectively, such that ε1(m) ≤
εˆ1(m), ε2(m) ≤ εˆ2(m), λs(m) + ς < ε1(m) < λ−1u (m) − ς, λu(m) + ς < ε2(m) < λ−1s (m) − ς,
m ∈ M , and ς > 0 is sufficiently small.
(4) An invariant section s of H belongs to W s(i) if and only if for every m ∈ M , |s(uk(m)) −
i(uk(m))| . εˆ(k)1 (m), k → ∞. Similarly, s belongs to Wu( j) if and only if for every m ∈ M ,
|s(u−k(m)) − i(u−k(m))| . εˆ(k)2 (m), k →∞. εˆi(·), i = 1, 2, are the functions in (3).
In applications, we usually take i, j as invariant sections of H or 1-pseudo-invariant sections.
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4.5.2. hyperbolic trichotomy. Let us consider the ‘hyperbolic trichotomy’ which can be applied to
(partially) normal hyperbolicity in the trivial bundle case. See also Remark 4.18.
(HT) Let u : M → M be an invertible map. Let (Xκ,M, pi), κ = s, c, u be three (set) bundles with
metric fibers. Let X = Xs × Xc × Xu and H : X → X a bundle correspondence over u with
generating bundle maps (Fcs,Gcs), (Fcu,Gcu), where
Fcsm : Xcsm × Xuu(m) → Xcsu(m), Gcsm : Xcsm × Xuu(m) → Xum,
Fcum : Xsm × Xcuu(m) → Xsu(m), Gcum : Xsm × Xcuu(m) → Xcum .
Assume H ∼ (Fcs,Gcs) satisfies (A)(αu, λu) (B)(βcs, λcs) condition, and H ∼ (Fcu,Gcu)
satisfies (A)(αcu, λcu) (B)(βs, λs) condition where ακ1, λκ1 , βκ2, λκ2 , κ1 = u, cu, κ2 = s, cs, are
bounded functions of M → R+ in addition with the following properties,
(a) (angle condition) supm αu(m)βcs(u(m)) < 1, supm αcu(m)βs(u(m)) < 1; ακ1 (m) ≤
ακ1 (u(m)), βκ2 (u(m)) ≤ βκ2 (m), ∀m ∈ M , κ1 = u, cu, κ2 = s, cs;
(a′) αcu(m) ≤ 1, βcs(m) ≤ 1, βcs(m) ≤ βs(m),αcu(m) ≤ αu(m),m ∈ M , and supm αu(m)βs(m) <
1;
(b) (spectral condition) supm λu(m)λcs(m) < 1, supm λu(m) < 1; supm λcu(m)λs(m) < 1,
supm λs(m) < 1.
Let Xκ1κ2 = Xκ1×Xκ2 with fibers being equippedwith d∞metrics (see (2.1)) where κ1, κ2 ∈ {s, c, u},
κ1 , κ2. Let Pκ : X → Xκ be the natural bundle projection, κ ∈ {s, c, u, cs, cu}.
Theorem 4.17. Let (HT) hold. Assume there is a section i = (is, ic, iu) : M → Xs×Xc×Xu which is a
1-pseudo-invariant section of H (see Definition 4.15). Let ς > 0 be any sufficiently small. Choose any
functions εˆi(·), i = 1, 2, over u and u−1 respectively, such that λcs(m) + ς < εˆ1(m) < λ−1u (m) − ς, and
λcu(m) + ς < εˆ2(m) < λ−1s (m) − ς, εˆi(m) ≥ 1, i = 1, 2, m ∈ M , and any functions ε˜i(·), i = 1, 2, over
u and u−1 respectively, such that λs(m)+ ς < ε˜1(m) < λ−1cu(m) − ς, λu(m)+ ς < ε˜2(m) < λ−1cs (m) − ς,
m ∈ M . Then the following hold.
(1) For any m ∈ M , there is a Lipschitz graph Wcsm (resp. Wcum ) of Xcsm → Xsm (resp. Xcum → Xum)
with Lipschitz constant less than βcs(m) (resp. αcu(m)), such that Wcsm ⊂ H−1m Wcsu(m) (resp.
Wcum ⊂ Hu−1(m)Wcuu−1(m)). Moreover,
Wcsm = {zm ∈ Xm : there is a forward orbit {zk : k = 0, 1, 2, · · · } of H such that
z0 = zm, sup
k≥0
(εˆ(k)1 (m))−1 |zk − i(uk(m))| < ∞},
Wcum = {zm ∈ Xm : there is a backward orbit {z−k : k = 0, 1, 2, · · · } of H such that
z0 = zm, sup
k≥0
(εˆ(k)2 (m))−1 |z−k − i(u−k(m))| < ∞},
(2) Wcm = Wcsm ∩Wcum is a Lipschitz graph of Xcm → Xsm × Xum such that Wcm ⊂ H−1m Wcu(m), Wcm ⊂
Hu−1(m)Wcu−1(m), m ∈ M . By usingWc , one has more characterizations aboutWcs ,Wcu , that is,
Wcsm ={z ∈ Xm : ∃{zk}k≥0, zk+1 ∈ Huk (m)(zk), z0 = z, d(zk,Wcuk (m)) → 0, k →∞}
={z ∈ Xm : ∃{zk}k≥0, zk+1 ∈ Huk (m)(zk), z0 = z, sup
k≥0
d(zk,Wcuk (m)) < ∞},
Wcum ={z ∈ Xm : ∃{z−k}k≥0, z−k+1 ∈ Hu−k (m)(z−k), z0 = z, d(z−k,Wcu−k (m)) → 0, k →∞}
={z ∈ Xm : ∃{z−k}k≥0, z−k+1 ∈ Hu−k (m)(z−k), z0 = z, sup
k≥0
d(z−k,Wcu−k (m)) < ∞}.
(3) (exponential tracking and shadowing orbits) If {zk}k≥0 is a forward orbit of H from m, then there
is a forward orbit {zk}k≥0 ⊂ Wcu (z0 ∈ Wcum ) such that |zk − zk | . ε˜(k)1 (m), k → ∞; similarly
if {z−k}k≥0 is a backward orbit of H from m, then there is a backward orbit {z−k}k≥0 ⊂ Wcs
(z0 ∈ Wcsm ) such that |z−k − z−k | . ε˜(k)2 (m), k →∞.
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(4) Let Hcs = H |W cs , H−cu = H−1 |W cu , Hc = H |W c be the bundle maps over u, u−1, u induced by
H : Wcs → Wcs , H−1 : Wcu → Wcu , and H : Wc → Wc , respectively.
There are bundle maps hcs : Xcs → Xcs , h−cu : Xcu → Xcu , hc : Xc → Xc over u,
u−1, u respectively with Lip hcsm ,Lip hsm ≤ λcs(m) and Lip h−cum ,Lip(hcm)−1 ≤ λcu(m) such that
the following commutative diagrams hold.
Wcs
Hcs−−−−−→ Wcs
Pcs
y Pcsy
Xcs
hcs−−−−−→ Xcs
pi
y piy
M
u−−−−−→ M
Wcu
H−cu−−−−−→ Wcu
Pcu
y Pcuy
Xcu
h−cu−−−−−→ Xcu
pi
y piy
M
u−1−−−−−→ M
Wc
Hc−−−−−→ Wc
Pc
y Pcy
Xc
hc−−−−−→ Xc
pi
y piy
M
u−−−−−→ M
(5) There are Lipschitz graphs W ssz (resp. Wuuz ), z ∈ Wcsm (resp. z ∈ Wcum ) with Lipschitz constants
less than βs(m) (resp. αu(m)) such that z ∈ W ssz (resp. z ∈ Wuuz ) and Hcsm W ssz ⊂ W ssHcsm (z) (resp.
H−cum Wuuz ⊂ WuuH−cum (z)), m ∈ M .
Let z ∈ Wcsm , then z′ ∈ W ssz if and only if |(Hcs)(k)m (z′) − (Hcs)(k)m (z)| . ε˜(k)1 (m), k → ∞;
similarly let z ∈ Wcum , then z′ ∈ Wuuz if and only if |(H−cu)(k)m (z′) − (H−cu)(k)m (z)| . ε˜(k)2 (m),
k →∞.
NowWcsm ,Wcum can be regarded as bundles overWcm with fibersW ssz ,Wuuz , z ∈ Wcm, respectively.
So areWcs ,Wcu ,Wcs ×Wcu  Xs × Xc × Xu overWc .
For the regularity ofWcs ,Wcu , andW ssz , z ∈ Wcs ,Wuuz , z ∈ Wcu , see Section 6 and Theorem 7.4.
Proof. (I). Since i = (is, ic, iu) : M → Xs × Xc × Xu is a 1-pseudo-invariant section of H, by
Theorem 4.1, there are invariant Lipschitz graphs Wcs = Graph f cs , Wcu = Graph f cu of H such
thatWcs ⊂ HWcs andWcu ⊂ H−1Wcu , where f cs : Xcs → Xu over id with Lip f csm ≤ βcs(m) and
f cu : Xcu → Xs over id with Lip f cum ≤ αcu(m). Note that
(4.3) Hcs = H |W cs : Wcs → Wcs, (m, xcs, f csm (xcs)) 7→ (u(m), hcsm (xcs), f csu(m)(hcsm (xcs)),
is a bundle map over u and similarly,
(4.4)
H−cu = H−1 |W cu : Wcu → Wcu, (m, xcu, f cum (xcu)) 7→ (u−1(m), h−cum (xcu), f cuu−1(m)(h−cum (xcu))),
is a bundle map over u−1. Note that Lip hcsm ≤ λcs(m) and Lip h−cum ≤ λcu(m). Combining with the
characterizations in Section 4.4, we know conclusions (1) and (4) hold.
(II). Under supm αcu(m)βcs(m) < 1, one has hcs ∼ (F˜s, G˜s) : Xs × Xc → Xs × Xc and h−cu ∼
(F˜u, G˜u) : Xc × Xu → Xc × Xu . Take h−cu as an example. Let Fcsm = (Fcs1m , Fcs2m ), where
Fcs1m : Xcsm × Xuu(m) → Xcu(m) and Fcs2m : Xcsm × Xuu(m) → Xsu(m). For any (y1, z2) ∈ Xcm × Xuu(m), we see
there is only one z1 ∈ Xum so that
z1 = Gcsm ( f cum (y1, z1), z2) , G˜um(y1, z2);
defining F˜um(y1, z2) , Fcs1m ( f cum (y1, z1), z2). Moreover, the following hold.
(a) If αcu(m) ≤ 1, βcs(m) ≤ 1, βcs(m) ≤ βs(m), m ∈ M , then hcs ∼ (F˜s, G˜s) satisfies (A)(αcu, λcu)
(B)(βs, λs) condition;
(b) If αcu(m) ≤ 1, βcs(m) ≤ 1, αcu(m) ≤ αu(m), m ∈ M , then h−cu ∼ (F˜u, G˜u) satisfies (A)(αu, λu)
(B)(βcs, λcs) condition.
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The proof is direct, so we omit it. Now for hcs , by Theorem 4.1 (or Theorem 7.4), there are
Lipschitz maps f sszm : X
s
m → Xcm, zm ∈ Xsm × Xcm with Lip f sszm ≤ βs(m) such that zm ∈ Graph f sszm
and hcsm Graph f ssm ⊂ Graph f sshcsm (zm). Note that by the characterization (see Section 4.4), Graph f
ss
z′m
∩
Graph f ss
z′′m
= ∅ or Graph f ss
z′m
= Graph f ss
z′′m
; particularly
⊔
zm ∈Xsm×Xum Graph f
ss
zm
foliates Xsm × Xum. Now
using f ss(·) , one obtains W
ss
z , z ∈ Wcsm , Graph f csm such that z ∈ W ssz , Hcsm W ssz ⊂ W ssHcsm (z) and
W ssz is a Lipschitz graph of Xsm → Xcum .
⊔
z∈W csm GraphW
ss
z foliates Wcsm . Similarly, one gets Wuuz ,
z ∈ Wcum , Graph f cum such that z ∈ Wuuz , H−cum Wuuz ⊂ WuuH−cum (z) and W
uu
z is a Lipschitz graph of
Xum → Xcsm .
⊔
z∈W cum GraphW
uu
z foliatesWcum .
Since supm αcu(m)βcs(m) < 1, one hasWc , Wcs ∩Wcu = Graph f c , where
f cm = ( f 1cm , f 2cm ) : Xcm → Xsm × Xum,
with Lip f 1cm ≤ αcu(m), Lip f 2cm ≤ βcs(m). Note thatWc ⊂ H±1Wc , particularly
(4.5) Hc = H |W c : Wc → Wc, (m, f 1cm (xc), xc, f 2cm (xc)) 7→
(u(m), f 1cu(m)(hcm(xc)), hcm(xc), f 2cu(m)(hcm(xc))),
where hcm : Xcm → Xcu(m) is a bi-Lipschitz map with Lip hcm ≤ λcs(m), Lip(hcm)−1 ≤ λcu(m). This
also shows that if Xcm, m ∈ M are all more than one point, then λcs(m)λcu(m) ≥ 1; in particular, we
can assume
λs(m) < λ−1cu(m) ≤ λcs(m) < λ−1u (m).
Note that supm αu(m)βs(m) < 1. We show in factWcs ,Wcu are bundles overWc with fibersW ssz ,
Wuuz , z ∈ Wc respectively. Let Wcm = Wcsm ∩Wcum . Due to supm αu(m)βs(m) < 1, one can define
pisc(m, z) as the unique point in W ssz ∩Wcm, where z ∈ Wcsm . So (Wcs,Wc, pisc) is a bundle, called the
strong stable fiber bundle. Similarly, one defines piuc , and (Wcu,Wc, piuc ) is a bundle called the strong
unstable fiber bundle.
We have shown conclusion (5) and the first part of conclusion (2) hold.
(III). Finally, we show the characterization of Wcs , Wcu by using Wc and conclusion (3) hold.
Let {zk}k≥0 be a forward orbit of H from m, and M1 = {uk(m) : k ∈ N}. Applying Theorem 4.1 to
X1 , X |M1 , H |X1 , M1, u with an invariant section i defined by i(uk(m)) = zk , one gets a Lipschitz
graph W s
uk (m)(i) of Xsuk (m) → Xcuuk (m) with Lipschitz constant less than βs(uk(m)) which is invariant
under H. Let {zk} = W suk (m)(i) ∩Wcuuk (m). One can easily check that {zk}k≥0 is a forward orbit of H
and |zk − zk | . ε(k)1 (m), k →∞ (see e.g. Section 4.5.1). We have proved conclusion (3). Let us show
Wcsm has the characterization in conclusion (2).
(i) If zm ∈ Wcsm , then there is a forward orbit {zk : k = 0, 1, 2, · · · } of H such that z0 = zm. For
this orbit {zk}k≥0, one has {zk}k≥0 ⊂ Wcu such that |zk − zk | → 0. This also shows that by the
characterization ofWcs , {zk} ⊂ Wcs . Hence, {zk} ⊂ Wc , which gives d(zk,Wcuk (m)) ≤ |zk − zk | → 0.
(ii) If there is a forward orbit {zk}k≥0 of H such that z0 = zm ∈ Xm and supk≥0 d(zk,Wcuk (m)) < ∞,
then we need to show zm ∈ Wcsm . For this forward orbit {zk}, there is a forward orbit {zk}k≥0 ⊂ Wcu
(z0 ∈ Wcum ) such that supk≥0 |zk − zk | < ∞. Write zk = (xsk, xck , xuk ). First we show supk≥0 |xuk −
f 2c
uk (m)(xck )| < ∞.
Take zˆk = ( f 1cuk (m)(xck ), xck , f 2cuk (m)(xck )) ∈ Wcuk (m). Since supk≥0 d(zk,Wcuk (m)) < ∞, there is { z˜k =
( f 1c
uk (m)(x˜ck ), x˜ck , f 2cuk (m)(x˜ck ))} ⊂ Wc such that supk≥0 |zk − z˜k | < ∞. So supk≥0 |zk − z˜k | < ∞,
particularly supk≥0 |xck − x˜ck | < ∞. Thus, supk≥0 | z˜k − zˆk | < ∞, which yields
sup
k≥0
|zk − zˆk | ≤ sup
k≥0
|zk − z˜k | + sup
k≥0
| z˜k − zˆk | < ∞,
34 DELIANG CHEN
and so supk≥0 |xuk − f 2cuk (m)(xck )| < ∞. Set
(Hc)(k)m (zˆ0) = (xsk ′, xck ′, xuk ′) ∈ Wc .
Then by (A) condition for h−cu , one has for k ≥ 1,
|xck ′ − xck | ≤ αu(uk−1(m))|xuk ′ − xuk | ≤ αu(uk−1(m))|xuk ′ − f 2cuk (m)(xck )| + αu(uk−1(m))| f 2cuk (m)(xck ) − xuk |,
yielding |xc
k
′− xc
k
| ≤ αu (uk−1(m))1−αu (uk−1(m))βcs (uk (m)) | f
2c
uk (m)(xck )− xuk |. Thus, supk≥0 |xck ′− xck | < ∞. It implies
that supk≥0(εˆ(k)1 (m))−1 |i(uk(m)) − zk | < ∞, giving zm ∈ Wcsm (by (1)). The proof is complete. 
Remark 4.18 ((partially) normal hyperbolicity). Let H : Z → Z be a smooth map and M ⊂ Z ,
H(M) ⊂ M , where Z is a smooth Finsler manifold and M is a submanifold of Z . Let us assume
M is invariant and normally hyperbolic with respect to H; see [HPS77, Fen71]. Then we have the
center-(un)stable manifolds Wcs(M), Wcu(M) of M for H, and M = Wcs(M) ∩Wcu(M). A small
C1 perturbation H˜ of H corresponds W˜cs , W˜cu and M˜ = W˜cs ∩ W˜cu . Now M˜ is a persistence of M
which is diffeomorphic to M . In general, Theorem 4.17 can not be used to deduce the existence of
above invariant manifolds. However, there is a situation so that our results can be applied; that is,
when the normal bundle N of M in Z can embed into a trivial bundle M × Y where Y is a Banach
space, and H can extend to M × Y , denoted by Hˆ, so that M is also normally hyperbolic for Hˆ. Now
applying Theorem 4.17 to Hˆ, M × Y , one gets the invariant manifolds of Hˆ, then pulls back all these
manifolds to Z to give the desired manifolds for H. This can be done for example when Z is a smooth
compact Riemannian manifold and M is a compact submanifold of Z (see e.g. [HPS77]), or Z is a
smooth Riemannian manifold having bounded geometry (see Definition C.6) and M is a complete
immersed submanifold of Z (see e.g. [Eld13]). The trivialization of vector bundles is important in
[HPS77,Eld13] to study the normal hyperbolicity. Also, note that the C0 trivialization is inadequate,
for one needs persistence of the normal hyperbolicity in the new trivial vector bundle.
A hyperbolicity between the normal hyperbolicity and partial hyperbolicity, namely partially
normal hyperbolicity we called in [Che18c] which is of importance due to its both theoretical and
practical application (see e.g. [BC16] and [LLSY16]), can have some similar properties with the
normal hyperbolicity (see also [CLY00b]). The partially normal hyperbolicity can make sense for
sets, see [CLY00a, BC16]. Analogously, if the normal bundle of the partially normally hyperbolic
manifold can embed into a trivial bundle and the dynamic can extend to the trivial bundle maintaining
the hyperbolic trichotomy, then Theorem 4.17 can be applied directly.
In [Che18b, Che18c], we extend the associated results (see e.g. [HPS77, Fen71, Eld13, BLZ98,
BLZ99,BLZ08,CLY00b,CLY00a,BC16]) about normal hyperbolicity and partially normal hyperbol-
icity of the immersed submanifolds to correspondences in Banach spaces (therefore can be applied to
some ill-posed differential equations).
In the following, we show how we use the invariant foliations to decouple the bundle map H when
H is invertible.
Corollary 4.19 (Decoupling Theorem). Let Theorem 4.17 hold. Assume H is invertible (i.e. for
very m ∈ M , Hm is an invertible map). H can be decoupled as hs × hc × hu with bundle maps
hs : Xcs → Xs , hu : Xcu → Xu and hc : Xc → Xc over u, i.e. there is an invertible bundle map
Π : X → X over id such that the following commutative diagram holds.
Xs × Xc × Xu H−−−−−→ Xs × Xc × Xu
Π
y Πy
Xs × Xc × Xu h
s×hc×hu−−−−−−−−→ Xs × Xc × Xu
Proof. By Theorem 7.4, we have the following different invariant foliations: Wκ1 (z), z ∈ X , κ1 ∈
{s, u, cs, cu}, such that
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(a) Wκ1 (z) is a Lipschitz graph of Xκ1m → Xκ2m with Lipschitz constant $κ1 , if pi(z) = m, where
$κ1 = βκ1 (m) if κ1 = s, cs, and$κ1 = ακ1 (m) if κ1 = u, cu, and where κ2 = scu − κ1 (meaning the
letter by deleting the letter κ1 from scu; e.g. if κ1 = s, then κ2 = cu).
(b) z ∈ Wκ1 (z), HWκ1 (z) = Wκ1 (H(z)), where κ1 ∈ {s, u, cs, cu}.
We also need all the invariant foliations obtained in Theorem 4.17, i.e. Wcκ and Wκκz , z ∈ Wcκ ,
κ = s, u. Note that if z ∈ Wcs , then W ssz = W s(z); similarly if z ∈ Wcu , then Wuuz = Wu(z).
Also, W s (resp. Wu) subfoliates each leaf of
⊔
z∈X Wcs(z) (resp.
⊔
z∈X Wcu(z)) (which means that
e.g. {W s(z′) : z′ ∈ Wcs(z)} is a ‘subfoliation’ of Wcs(z) for any z ∈ X). These follow from the
characterizations of those invariant foliations (see Section 4.4).
Define the following maps. For mc ∈ Wc ,
pismc : z 7→ Wcu(z) ∩W s(mc), piumc : z 7→ Wcs(z) ∩Wu(mc),
pis(mc, z) = (mc, pismc (z)), piu(mc, z) = (mc, piumc (z)).
ConsiderWcs andWcu as bundles overWc . Let Hs be another representation of Hcs as a bundle map
over Hc , i.e.
Hs : (mc, z) 7→ (Hc(mc),Hcs(z)), z ∈ W ssmc , mc ∈ Wc .
Similarly,
Hu : (mc, z) 7→ (Hc(mc),Hcu(z)), z ∈ Wuumc , mc ∈ Wc,
where Hcu = (H−cu)−1. By the invariance of the foliations, we have the following:
piκ(H(mc),H(z)) = (H(mc), piκH(mc )(H(z))) = Hκ(mc, piκmc (z)), κ = s, u.
In particular, piκ ◦ (Hc,H) = Hκ ◦ piκ , κ = s, u.
Let us give the precise meaning of Xs × Xc × Xu = X  Wcs ×Wcu . The most important thing is
that we need to find a way to track the base points which can be done as follows. Let
p˜ic : X → Wc, z 7→ Wu(W s(z) ∩Wcu) ∩Wc,
and
p˜i(z) = (mc, pismc z, piumc z) : X → Wcs ×Wcu,
where mc = p˜ic(z). By the invariance of those foliations, we see p˜ic(H(z)) = Hc(p˜ic(z)). What we
have shown is the following commutative diagram holds.
Xs × Xc × Xu H−−−−−→ Xs × Xc × Xu
pi
y piy
Wcs ×Wcu H
s×Hu−−−−−−→ Wcs ×Wcu
pic
y picy
Wc
Hc−−−−−→ Wc
where pic is the projection of the bundle (Wcs ×Wcu,Wc, pic).
Represent Hcs , Hcu in X . Let mc = (m, zc) ∈ Wc , zc ∈ Wcm. Note that Pcm : Wcm  Xcm. Since
Hcs : W ssmc → W ssH(mc ) and W ssmc  Xsm (through Psm), we have a map hsm(Pcmzc, ·) : Xsm → Xsu(m)
induced by Hcs (similar as (4.3)). Also, we have another map hum(Pcmzc, ·) : Xum → Xuu(m) induced by
Hcu (similar as (4.4)). By our construction, we get
Psu(m)H
cs
m (z) = hsm(Pcmzc, Psmz), z ∈ W ssmc , mc = (m, zc) ∈ Wc;
analogously,
Puu(m)H
cu
m (z) = hum(Pcmzc, Pumz), z ∈ Wuumc , mc = (m, zc) ∈ Wc .
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Now we have the following commutative diagram holds.
Wcs ×Wcu H
s×Hu−−−−−−→ Wcs ×Wcu
pi
y piy
Xs × Xc × Xu h
s×hc×hu−−−−−−−−→ Xs × Xc × Xu
Pc
y Pcy
Xc
hc−−−−−→ Xc
where hc is defined in (4.5), and
p̂i(mc, zs, zu) = (Pcmmc, Psmzs, Pumzu) : Wcs ×Wcu → X,
where (zs, zu) ∈ W ssmc ×Wuumc , mc = (m, zc) ∈ Wc . Combining the above two commutative diagrams,
we have
Xs × Xc × Xu H−−−−−→ Xs × Xc × Xu
pi
y piy
Wcs ×Wcu H
s×Hu−−−−−−→ Wcs ×Wcu
pi
y piy
Xs × Xc × Xu h
s×hc×hu−−−−−−−−→ Xs × Xc × Xu
Therefore we decouple H as hs × hc × hu with hs : Xcs → Xs , hu : Xcu → Xu and hc : Xc → Xc
if we show p˜i and p̂i are invertible.
That p̂i is invertible is easy since
p̂i−1m (xs, xc, xu) = (zc, zs, zu),
where zc = ( f 1cm (xc), xc, f 2cm (xc)), xcs = (xs, f ss(m,zc )(xs)), zs = (xcs, f csm (xcs)), and similar for zu .
Next we show p˜i is invertible. Let (zs, zu) ∈ W ssmc ×Wuumc , mc = (m, zc) ∈ Wc . We need to find
a ∈ Xm such that
Wu(W s(a) ∩Wcu) ∩Wc = zc, Wcu(a) ∩W ssmc = zs, Wcs(a) ∩Wuumc = zu .
Set b = Wcs(zu) ∩Wuumc , a = Wcu(zs) ∩W s(b). We show a is the desired choice. (Note that here we
identify (m, x) = x, if x ∈ Xm.)
(i) Since a ∈ Wcu(zs), one has Wcu(a) ∩W ssmc = zs . (ii) Since b ∈ Wcs(zu), by the subfoliation
property, one getsW s(b) ⊂ Wcs(zu). Thus, a ∈ W s(b) ⊂ Wcs(zu), which yieldsWcs(a) ∩Wuumc = zu .
(iii) As a ∈ W s(b), one hasW s(a) = W s(b). And b ∈ Wcum (note thatWuumc ⊂ Wcum ), soW s(a)∩Wcum =
W s(b) ∩Wcum = b ∈ Wuumc . Therefore, zc = Wu(W s(a) ∩Wcu) ∩Wc . The proof is finished. 
Remark 4.20. (a) The regularity of Π in Corollary 4.19 relies on the regularity of the foliations
Wκ(z), z ∈ X , κ ∈ {s, u, cs, cu}, and Wcs , Wcu , which we will study in Section 6. A simple result
is that if Xκ , κ ∈ {s, c, u}, are C0 bundles and u, H are continuous in addition with all the functions
in the (A) (B) condition are (almost) continuous, then Π is homeomorphic. If we do not care the
regularity respecting the base points M , then under H being bi-Lipschitz in the fiber topology, Π at
least is bi-Hölder in the fiber topology (see e.g. Theorem 7.4). We do not give a detailed statement of
the regularity of Π here.
(b) The choice ofWcs ,Wcu is not unique. Different choices ofWcs ,Wcu give different decoupled
systems hs × hc × hu . This is important for us to give further refined decoupled system about H.
The existence of the 1-pseudo-invariant section of H and the condition λs < 1, λu < 1 are in order to
ensure the existence ofWcs ,Wcu . Instead, if there is an invariant section of H, the condition λs < 1,
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λu < 1 can be removed. All we need is using Theorem 4.1 (or Theorem 4.3) to produce invariant
graphsWcs ,Wcu such thatWcs ×Wcu is a bundle overWcs ∩Wcu .
(c) The existence of Π heavily relies on the existence of the foliations Wκ(z), z ∈ X , κ ∈
{s, u, cs, cu}, which might not always exist if H is not invertible. In general, one can not expect the
Decoupling Theorem holds for a bundle correspondence or a non-invertible bundle map. However,
see [Lu91] where the reader can find such result also holds for some special non-invertible maps.
(d) The corresponding result for flows is the same which is omitted here. Except the linearization
of hcs, hcu , Decoupling Theorem was also obtained by many authors. The most famous result is
Hartman-Grossman Theorem (see e.g. [KH95]) for a hyperbolic equilibrium with its generalization
in Banach spaces. For a non-hyperbolic equilibrium„ it might be first proved by F. Taken in [Tak71];
K. Palmer also proved this case for the nonautonomous continuous systems (the corresponding
nonautonomous discrete systems are the case M = Z, u(n) = n + 1), see [KP90] and the references
therein. See also [Irw70, Tak71] (hyperbolic periodic orbit), [dM73] (hyperbolic compact set), and
[PS70] (normally hyperbolic compact invariant manifold).
5. Uniform Property of Bundle, Bundle Map, Manifold and Foliation
To set up our regularity results in Section 6, some definitions and notations are needed which we
gather them in the following. We hope that in doing so, we can make clear how we can deal with
the spaces being lack of compactness, high smoothness and boundedness, where the idea extends
e.g. [HPS77, PSW12,BLZ99, BLZ08, Cha04, Eld13,Ama15]. Meanwhile, we try to clarify certain
concepts, facts and also the connections between the hypotheses in Section 6.2 and the classical
reference e.g. [HPS77].
A purpose of this part is to describe the uniformly Ck,α (k = 0, 1, 0 ≤ α ≤ 1) continuity of f , a
bundle map between two bundles X,Y , that respects fiber and base points in appropriate X,Y with
uniform properties. This is done by an extremely natural way, that is, represent the bundle map in local
bundle charts belonging to preferred bundle atlases. The specially chosen bundle atlas also gives the
uniform properties of bundle (and so the base space). We attempt to discuss these concepts needed
in this paper and also our forthcoming papers in a weaker sense. In order to do this, (uniformly)
locally metrizable space is introduced in Section 5.1 to make sense of uniformly C0,α continuity.
A quick review of fiber (or leaf) topology and connection is given in Section 5.2 and Section 5.3
respectively. Different types of continuity of bundle maps associated with different classes of bundles
are introduced in Section 5.4 (and Appendix B). The relevant uniform notions about manifold and
foliation are contained in Section 5.5. Some examples related with our (uniform) assumptions on
bundles and manifolds with uniform properties are given in Appendix C.
5.1. locallymetrizable space. Let us consider a type of topology space which has a uniform topology
structure but might be not globally metrizable, i.e. it is locally metrizable. That the space is not
assumed to admit a metric sometimes is important for us when we deal with e.g. the immersed
manifolds (see Appendix C.0.1), foliations with leaf topology or bundles with fiber topology (these
manifolds might not be metrizable or non-separable, see Section 7.2.3), or non-manifolds (for instance
the lamination with leaf topology, see Section 7.2.4).
Definition 5.1. Let M be a Hausdorff topology space. M is called a locally metrizable space
(associated with an open cover {Um : m ∈ M}) if the following hold. (a) Um is open and m ∈ Um,
m ∈ M . (b) Every Um is a metric space with metric dm (might be incomplete). Here in Um the
metric topology is the same as the subspace topology induced from M . Write Um() , {m′ ∈ Um :
dm(m′,m) < }. For convenience, set Um(∞) = Um. Also, we denote the ε-neighborhood of M1 by
Mε1 =
⋃
m∈M1 Uε(m), where M1 ⊂ M .
Example 5.2. (a) Any metric space is a locally metrizable space.
(b) Any Ck (k = 0, 1, 2, . . . ,∞, ω) manifold M is a locally metrizable space. For example, take an
atlas {(Uα, φα) : α ∈ Λ} of M where φα : Uα → Xα is aCk homeomorphism and Xα is a Banach
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space with norm | · |α. For any m ∈ M , choose an α(m) ∈ Λ such that m ∈ Uα(m) , Um. The
metric dm inUm is defined by dm(x, y) = |φα(m)(x)−φα(m)(y)|α(m). In particular, anyCk foliation
(see e.g. [HPS77,AMR88]) with leaf topology is a locally metrizable space which usually is not
separable and metrizable.
(c) Any C0 topology bundle (see Example 5.17 (b)) over a locally metrizable space is a locally
metrizable space. The local product structure will make the bundle to be a locally metrizable
space. The details are following. Take an open cover {Um : m ∈ M} of the base space making
it a locally metrizable space. For every m ∈ M , one can choose small m > 0 such that
{(Um(m), φm) : m ∈ M} is aC0 bundle atlas of the bundle. LetVm = φm(Um×Xm), the metric in
Vm defined by d((m1, x), (m2, y)) = dm(m1,m2)+ dm((φmm1 )−1x, (φmm2 )−1y), where dm is the metric
in Xm or Um. We will discuss this type of bundle detailedly in Section 5.4.
(d) Any Ck (k ≥ 1) Finsler manifold M with Finsler metric in each component of M (see Appen-
dix D.2) is a locally metrizable space. Denote its components by Vα, α ∈ Λ. Note that Vα is open
in M (as M is locally connected). The metric in Vα is the Finsler metric.
(e) Analogously, any (set) bundle with metric fibers (see Section 2.1) equipped with fiber topology
(see Section 5.2) or any lamination with metric leaves (see Section 7.2.4) endowed with leaf
topology is a locally metrizable space.
See also Example C.2 for immersed manifolds in Banach spaces. See Section 5.2 for a discussion
about leaf (or fiber) topology. We will talk about some properties of maps between two locally
metrizable spaces.
In Definition 5.3 and Definition 5.4, let M, N be two locally metrizable spaces associated with
open covers {Um : m ∈ M} and {Vn : n ∈ N} respectively.
Definition 5.3 (uniform continuity). Let g : M → N , M1 ⊂ M . Define the amplitude of g around
M1 (with respect to these two open covers {Um} and {Vn}) as
AM1 (σ) = sup{dg(m0)(g(m), g(m0)) : m ∈ Um0 (σ),m0 ∈ M1},
where dg(m0) is themetric inVg(m0). Here for convenient, if g(m) < Vg(m0), let dg(m0)(g(m), g(m0)) = ∞.
We say g is (a) uniformly continuous aroundM1 ifAM1 (σ) → 0, as σ → 0; (b) ε-almost uniformly
continuous around M1 if AM1 (σ) ≤ ε, when σ → 0; (c) continuous (or C0) if for every m0 ∈ M ,
Am0 (σ) → 0 as σ → 0; (d) ε-almost continuous if for every m0 ∈ M , Am0 (σ) ≤ ε as σ → 0. If
M1 = M , the words ‘around M1’ usually are omitted.
Obviously, g is C0 in the sense of the above definition if and only if g : M → N is C0 when
M, N are considered as topology spaces. Note that g being ε-almost (uniformly) continuous even
is not continuous. In Section 6 (also Section 7), we will frequently need some functions are ε-
almost (uniformly) continuous around M1. Consider a situation which can illustrate why almost
(uniform) continuity is needed (see also [BLZ08]); g : X → Y is C0 with X,Y being infinite-
dimensional Banach spaces, M1 ⊂ X is compact. Usually g might not be uniform continuous in any
U (M1) = {m′ : d(m′,M1) < } but the amplitude of g in U (M1) can be sufficiently small if  is
small.
Definition 5.4 (Hölder continuity). Let g : M → N , M1 ⊂ M . Define the uniformly (locally)
θ-Hölder constant of g around M1 (with respect to these two open covers {Um} and {Vn}) as
Holθ,M1 (σ) , Holθ,M1,σ(g) = sup
{
dg(m0)(g(m), g(m0))
dθm0 (m,m0)
: m ∈ Um0 (σ),m0 ∈ M1
}
,
where dm0 and dg(m0) are the metrics in Um0 and Vg(m0) respectively. We say g is uniformly (locally)
θ-Hölder around M1 if Holθ,M1 (σ) < ∞, when σ → 0. If for every m0 ∈ M1, Holθ,m0 (σ) < ∞ as
σ → 0, then we say g is (locally) θ-Hölder around M1. If M1 = M , the words ‘around M1’ usually
are omitted. Often, 1-Hölder = Lipschitz.
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Obviously, if g is uniformly (locally) Hölder around M1, then it is uniformly continuous around
M1. Even if M , N are metric space, the above definition of (local) θ-Hölderness in general does not
imply g is actually Hölder. (For example, a C1 map in some set has 0 derivatives but it might not be
a constant.) However, if the metrics are length metrics, then it turns out to be true; see Appendix D.3
for details, where the term thereof uses upper scalar uniform α-Hölder constant instead of uniformly
(locally) θ-Hölder constant.
The reader might wonder how about g in Um0 (1) → Vmˆ0 (2) ⊂ Vg(m0) if we know the property of
g in Um0 (1) → Vg(m0). This requires some compatible property of the metrics in locally metrizable
spaces, which is essentially the same as the definition of Finsler structure in the sense of Neeb-Upmeier
(see Appendix D.2).
Definition 5.5. We say the metrics in a locally metrizable space M with an open cover {Um} are
uniformly compatible at M1 ⊂ M if there are a constant σ > 0 (might be σ = ∞) and a constant
Ξ ≥ 1 such that if m,m′ ∈ Um1 (σ) ∩Um2 (σ) , ∅, m1,m2 ∈ M1, then
Ξ−1dm2 (m,m′) ≤ dm1 (m,m′) ≤ Ξdm2 (m,m′),
where dm is the metric in Um. If M1 = M , we also say M is a uniformly locally metrizable space.
From this, we know if M, N are uniformly locally metrizable spaces and g : M → N is uniformly
(locally) θ-Hölder, then for small ε0 > 0, there is a constant L > 0 such that if m1,m2 ∈ Um0 (ε0),
mˆ0 ∈ Ug(m0)(ε0), one has
dmˆ0 (g(m1), g(m2)) ≤ Ldm0 (m1,m2).
So for this reason, the definitions of uniform continuity and (uniformly) Hölder continuity of g are
about g : Um(σ) → Vg(m). Uniformly locally metrizable space appears naturally in application. For
instance, in Example 5.2 (a) (e), they are already uniformly locally metrizable spaces.
Example 5.6. (a) Continue Example 5.2 (b). We assume (i) each component of M is modeled on
a Banach space Xγ with a norm | · |γ, and (ii) there is an atlas {(Uα, φα)} in each component
satisfying φα(Uα) = Xγ(1) = {x ∈ Xγ : |x |γ < 1} and supUα∩Uβ,∅ Lip φα ◦ (φβ)−1(·) < ∞ (see
also Definition C.7), then this type of manifold is a uniformly locally metrizable space.
(b) Continue Example 5.2 (c). For short, let ‘u.l.m.s’ mean uniformly locally metrizable space. Any
C0 topology bundle over a u.l.m.s such that it has an ε-almost local C0,1-fiber trivialization (see
Definition 5.23), then it is a u.l.m.s. In particular, any C0 vector bundle over a u.l.m.s having C0
uniform Finsler structure (see Appendix D.2 (b)) is a u.l.m.s, and so is the tangent bundle of a Ck
Finsler manifold in the sense of Neeb-Upmeier weak uniform or Palais (see Appendix D.2 (d)) or
a Riemannian manifold.
(c) For a locally metrizable space M with an open cover {Um}, if there are a constant C ≥ 1 and a
metric d in M such that C−1dm(m1,m2) ≤ d(m1,m2) ≤ Cdm(m1,m2), where m1,m2 ∈ Um and dm
is the metric in Um, then M is uniformly locally metrizable space. See also Section 5.5.1.
It might happen thatUm(1) = Um(2) if 1 > 2. In order to give a characterization about this case,
we need the following notion of local uniform size neighborhood which is important for applying
our main results (see Section 7). A related notion is the injectivity radius of the exponential map in
Riemannian manifolds; see also Section 5.5.1, Appendix C.0.2 and Example C.3.
Definition 5.7. Let M be a locally metrizable space associated with an open cover {Um : m ∈ M}.
We sayM has a local uniform size neighborhood atM1, if there is an ε1 > 0, such thatUm(ε1) ⊂ Um,
for ∀m ∈ M1, where the closure is taken in the topology of M . Note that if there is a such ε1 > 0,
then the above is also satisfied for all ε < ε1.
5.2. fiber (or leaf) topology. Take a bundle X over M . Assume the fibers of X are (Hausdorff)
topology spaces. Let Bs , ⋃m∈M {Xm ∩ V : V is open in Xm}. Then the unique topology such that
Bs is a topology subbase, is the called fiber topology of X .
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Example 5.8. (a) (Ck bundle and its fiber topology). Let (X,M, φ) be a Ck bundle (see Defini-
tion 5.9). Then it is a Ck manifold locally modeled on TmM ×TxXm. Consider its fiber topology,
it also being a Ck manifold but locally modeled on TxXm; the fiber topology might even not make
X a C0 bundle.
(b) (leaf topology for foliation). Let M be a (Hausdorff) topology space. Assume there are mutually
disjoint subsets of M , Uα, α ∈ Λ, such that M = ⋃αUα. Consider M as a bundle over Λ. The
fiber topology in M is called a leaf topology of M . Particularly, foliations (see e.g. Section 5.5.2)
or laminations (see e.g. Section 7.2.4 or [HPS77]) have leaf topologies if the mutually disjoint
subsets are taken as the leaves of foliations or laminations.
Wewill use fiber (or leaf) topology frequently when applying our main results; see e.g. Section 7.2.
5.3. connection: mostly review.
5.3.1. Ck bundle.
Definition 5.9. (X,M, pi) is called a Ck fiber bundle (or for short Ck bundle, k = 0, 1, 2, . . . ,∞, ω)
if the following hold (see e.g. [AMR88]).
(a) (X,M, pi) is a bundle with M aCk Banach manifold and every fiber Xm a paracompactCk Banach
manifold (or for simplicity, a Banach space).
(b) There is a family of bundle chars of X , which is called a Ck bundle structure and denoted by
A1 = {(Uα, ϕα) : α ∈ Λ}, where Λ is an index, such that
(1) (open cover) Uα, α ∈ Λ are open in M , and cover M ,
(2) (Ck transition maps) if (Uα, ϕα), (Uβ, ϕβ) ∈ A1 are bundle charts at m0,m1 respectively, and
Uα ∩Uβ , Uαβ , ∅, then ϕα,β , (ϕβ)−1 ◦ ϕα : Uαβ × Xm0 → Uαβ × Xm1 is Ck ,
(3) (maximal) A1 is maximal in the sense that it contains all possible pairs (Uα, ϕα) satisfying
the properties (1) (2).
Any A0 satisfying (1) (2) is called a Ck bundle atlas of X . A Ck bundle atlas of X gives a unique
Ck bundle structure and a unique Ck structure on X to make X be both a Ck bundle and a Ck Banach
manifold, locally modeled on TmM × TxXm, such that the given Ck bundle atlas becomes a subset of
those structures. Note that M now is a submanifold of X .
5.3.2. connection. In order to give a tangent representation of a C1 bundle map respecting base
points, we need to know how T(m,x)X represents as TmM × TxXm. So an additional structure of X is
needed, named the connection in X . See [Kli95] in the setting of vector bundles.
From now on, we assume X is a Ck bundle with a Ck (k ≥ 1) bundle atlas A0. There are two
natural Ck−1 vector bundles associated with X . Let
(5.1) ΥVX ,
⋃
(m,x)∈X
(m, x) × TxXm, ΥHX ,
⋃
(m,x)∈X
(m, x) × TmM .
ΥX , ΥHX ×ΥVX is a Ck−1 vector bundle with base space X and fibers TmM ×TxXm. Write the natural
fiber projections Πh(m,x) : TmM × TxXm → TmM , Πv(m,x) : TmM × TxXm → TxXm, and associated
bundle projections Πh : ΥX → ΥHX , Πv : ΥX → ΥVX . Another vector bundle is the tangent bundle of
X , i.e. TX . Note that locally T(m,x)X  TmM × TxXm.
In the following, we will identify TmM = TmM × {0} and TxXm = {0} × TxXm.
Definition 5.10. C : TX → ΥX is called a Ck−1 connection of X if the following hold.
(a) (global representation) C is a Ck−1 vector bundle isomorphism over id, i.e. C is a Ck−1 bundle
map over id and for every (m, x) ∈ X , C(m,x) : T(m,x)X → TmM × TxXm is a vector isomorphism.
(b) (local representation) C satisfies the local representation
C(m′,ϕm′ (x′))D(m′,x′)ϕ =
(
id 0
Γ(m′,x′) Dϕm′(x ′)
)
: Tm′M × Tx′Xm → Tm′M × Tϕm′ (x′)Xm′,
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for every bundle chart (U, ϕ) ∈ A0 at m, (m′, x ′) ∈ U × Xm. Γ(m′,x′) : Tm′M → Tϕm′ (x′)Xm′ (or
Γ̂(m′,x′) = (Dϕm′(x ′))−1Γ(m′,x′) : Tm′M → Tx′Xm) is often called aChristoffel map (or Christoffel
symbol) in the bundle chart ϕ.
Denote the horizontal space of TX at (m, x) by H(m,x) , C−1(m,x)(TmM × {0}), and the vertical space
of TX at (m, x) byV(m,x) , C−1(m,x)({0} × TxXm). T(m,x)X = H(m,x) ⊕ V(m,x).
Furthermore, if X is a vector bundle and for every m ∈ M , x ∈ Xm, Cm(·, a) , C(m, ·)a :
Xm → Xm is linear, then we call C a linear connection of X . In this case, the Christoffel map
Γ(m,x) : TmM → Xm is linear in x, and is often written as Γm(·, ·) , Γ(m, ·)(·) : TmM × Xm → Xm.
Now Γm ∈ L(TmM × Xm; Xm).
Lemma 5.11. V = ker Dpi, i.e. V(m,x) = ker D(m,x)pi. In particular, if C1, C2 are connections of X ,
then ΠvC1 = ΠvC2.
Proof. Choose a bundle chart (U, ϕ) ∈ A0 atm. Since pi◦ϕ : (m, x) 7→ m, we have D(m,x)piD(m,x′)ϕ =
(id, 0), where x = ϕm(x ′). v ∈ ker D(m,x)pi, if and only if (D(m,x′)ϕ)−1v = (0, x1) ∈ TmM × Tx′Xm, if
and only if v = (D(m,x′)ϕ)(0, x1) for some x1 ∈ Tx′Xm. As C(m,x)D(m,x′)ϕ{0} × Tx′Xm = {0} × TxXm,
we have v ∈ ker D(m,x)pi if and only if C(m,x)v ∈ {0} × TxXm, i.e. v ∈ V(m,x). 
From above lemma, we see that the connection is described howwe continuously choose horizontal
spaces, and this is what the classical definition of connection says; see [Kli95].
Example 5.12. (a) If M is a Ck manifold, then we can (and always) choose C = id.
(b) There is a canonical connection C =
(
id 0
0 id
)
for the trivial bundle.
(c) If X , Y are Ck bundles over the same base space with Ck−1 connections CX , CY . Then X × Y
has a natural connection CX × CY : T(X × Y ) = TX × TY → ΥX×Y . We always use this product
connection for the product bundle.
(d) If M is a smooth Riemannian manifold, then there is a connection of TM called the Levi-Civita
connection (see [Kli95]).
(e) If X is a C1 bundle over a paracompact C1 manifold M , then X always exists a C0 (and locally
C0,1) connection. The proof is the same as the construction of a linear connection of a vector
bundle, see e.g. [Kli95, Theorem 1.5.15].
5.3.3. covariant derivative. Let (X,M, pi1), (Y, N, pi2) be Ck bundles, and f : X → Y a bundle map
over a map u : M → N . We use the notation f ∈ Ck(X,Y ) if and only if f is Ck regarding X,Y as Ck
manifolds, and in this case, one can easily see that u ∈ Ck(M, N).
Definition 5.13. Suppose that X,Y have Ck−1 connections CX, CY , respectively, and that f : X → Y
is a C1 bundle map over a map u : M → N . Define its covariant derivative as
∇m fm(x) , Πvf (m,x)CYf (m,x)D f (m, x)(CX(m,x))−1 : TmM = TmM × {0} → Tfm(x)Yu(m).
Hereafter, the symbol ∇ we use in this paper always stands for the covariant derivative of bundle
maps. See [Kli95] for the covariant derivative of a section, or more specially, a vector field, and
another equivalent definitions of covariant derivative. Note that from Lemma 5.11, the covariant
derivative of f does not depend on the choice of connection in Y ; we give a connection in Y only for
convenience of writing (in a global form).
Note that if a bundle map f ∈ Ck(X,Y ), and the connections are Ck−1, then
∇ f : ΥHX → ΥVY , (m, x, v) 7→ ( f (m, x),∇m fm(x)v)
is a Ck−1 vector bundle map over f , i.e. ∇ f ∈ L f (ΥHX ,ΥVY ). Here are some properties of the covariant
derivative.
Lemma 5.14. Let Xi be Ck (k ≥ 1) bundles with connections Ci , i = 1, 2, 3, respectively. f : X1 →
X2, g : X2 → X3 are C1 bundle maps over u1, u2, respectively. Then we have
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(1) Πh
f (m,x)C2f (m,x)D f (m, x)(C1(m,x))−1 |TmM = Du1(m),
(2) Πv
f (m,x)C2f (m,x)D f (m, x)(C1(m,x))−1 |TxXm = D fm(x),
(3) (chain rule) ∇m(gu1(m) ◦ fm)(x) = ∇u1(m)gu1(m)( fm(x))Du1(m) + Dgu1(m)( fm(x))∇m fm(x).
Proof. (1) (2) are just the another saying of the local representation of connections, and (3) is a
consequence of (1) (2). Here are details. Take bundle charts (Ui, ϕi) of Xi atmi , i = 1, 2, and x ∈ Xm1 .
x ′ = fm(x), ϕ1m(x1) = x, ϕ2m′(x2) = x ′, m′ = u1(m). Then
C2f (m,x)D f (m, x)(C1(m,x))−1
=C2(m′,x′)D(m′,x2)ϕ2D(m,x1)((ϕ2)−1 ◦ f ◦ ϕ1)D(m,x)(ϕ1)−1(C1(m,x))−1
=
(
id 0
∗ Dϕ2m′(x2)
) (
Du1(m) 0
∗ D((ϕ2m′)−1 ◦ fm ◦ ϕ1m)(x1)
) (
id 0
∗ D(ϕ1m)−1(x)
)
.
This gives (1) (2). For (3), let u1(m) = m2, u2(m2) = m3, fm(x) = x ′2, gm2 (x ′2) = x ′3. Now we have
∇m(gu1(m) ◦ fm)(x)
=Πv(m3,x′3)C
3
(m3,x′3)D(g ◦ f )(m, x)(C
1
(m,x))−1 |TmM
=Πv(m3,x′3)C
3
(m3,x′3)Dg(m2, x
′
2)D f (m, x)(C1(m,x))−1 |TmM
=Πv(m3,x′3)C
3
(m3,x′3)Dg(m2, x
′
2)(C2(m2,x′2))
−1Πh(m2,x′2)C
2
(m2,x′2)D f (m, x)(C
1
(m,x))−1 |TmM
+ Πv(m3,x′3)C
3
(m3,x′3)Dg(m2, x
′
2)(C2(m2,x′2))
−1Πv(m2,x′2)C
2
(m2,x′2)D f (m, x)(C
1
(m,x))−1 |TmM
=∇u1(m)gu1(m)( fm(x))Du1(m) + Dgu1(m)( fm(x))∇m fm(x).
The proof is finished. 
5.3.4. normal bundle chart.
Definition 5.15. Let X be a C1 bundle with C0 connection C. A Ck (k ≥ 1) bundle chart (V, ψ) at m
is called a Ck normal bundle chart (with respect to C) if ∇mψm(x) = 0 for every x ∈ Xm. A bundle
atlasA is normal (with respect to C) at M1 if for every bundle chart (V, ψ) ∈ A at m ∈ M1 is normal.
In this paper, we use the normal bundle chart only for simplifying our computation in Section 6
(see particularly in the proof of Lemma 6.18). Our assumptions in Section 6 are usually stated
respecting C1 normal bundle charts and the connections are assumed to be C0. However, if one needs
constructing normal bundle charts from the given bundle charts (see Appendix D.4 for a discussion),
the higher regularity is needed.
Lemma 5.16. Suppose there is a section i of X , which is a 0-section (see Section 5.4.3) with respect
to a family of Ck normal bundle charts A ′0 at M1.
(1) Then i is Ck in a neighborhood of M1 and ∇mi(m) = 0 for m ∈ M1.
(2) Any C1 bundle map g : X → Y over u such that i is invariant under g in u−1(M1), then
∇mgm(i(m)) = 0.
Proof. This is easy. (1) Since ϕm′(i(m)) = i(m′), where (U, ϕ) ∈ A ′0 is a normal bundle chart at
m, then i is Ck in U, and ∇mi(m) = ∇mϕm(i(m)) = 0. (2) Note that gm(i(m)) = i(u(m)). Thus,
∇mgm(i(m)) = ∇m′i(m′)Du(m) = 0, where m′ = u(m) ∈ M1. 
5.4. bundle and bundle map with uniform property: part I.
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5.4.1. bundle chart. If m0 ∈ U ⊂ M and ϕ : U × Xm0 → X , (m, x) 7→ (m, ϕm(x)) such that
ϕm(x) ∈ Xm and ϕm is a bijection, we call (U, ϕ) a (set) bundle chart of X at m0 and U the domain
of the bundle chart (U, ϕ). If we do not emphasis the domain U, we also say ϕ is a bundle chart (at
m0). If A = {(Uα, ϕα) : α ∈ Λ} is a family of bundle charts of X such that ⋃αUα = M , where Λ is
an index, we usually callA a bundle atlas (or for short atlas) of X . For the convenience, we also say
that A is a bundle atlas at M1 ⊂ M if for every m0 ∈ M1, there is a bundle chart at m0 belonging to
A.
Take a bundle atlas A = {(Uα, ϕα) : α ∈ Λ} of X . Take any bundle charts (Uα, ϕα), (Uβ, ϕβ) ∈ A
at m0,m1 respectively such that Uα ∩ Uβ , Uαβ , ∅. Then we call the following map a transition
map (at m0,m1 with respect to A)
ϕα,β , (ϕβ)−1 ◦ ϕα : Uαβ × Xm0 → Uαβ × Xm1 .
If every domain Uα has property P0 and every transition map has property P, we say the bundle X
has property (P, P0) with respect to A. Consider the following examples.
Example 5.17. (a) If Λ only contains one element, X usually is called a trivial bundle.
(b) If M is a topology space, let P0 mean openness and P continuity, then X is called a C0 topology
bundle. For this case, the bundle atlas can be maximal like in the classical way. And for
convenient, a bundle chart belonging to this maximal bundle atlas is called a C0 bundle chart, and
any bundle atlas in this maximal bundle atlas is called a C0 bundle atlas.
(c) Assume each fiber of X is a Banach space and the bundle charts inA are linear (i.e. x 7→ ϕαm(x) is
an invertible linear operator). Let P0 mean openness and P continuity inU → L(Xm0, Xm1 ), then X
is called aC0 vector bundle. In addition, ifM is aCk manifold, PmeansCk (k = 0, 1, 2, . . . ,∞, ω)
in U → L(Xm0, Xm1 ), then X is called a Ck vector bundle. See e.g. [AMR88]. We refer the
readers to see the definition of Cr -uniform (Banach)-bundle in [HPS77, Chapter 6]. A slightly
more general type of bundle than vector bundle with some uniform properties like Cr -uniform
(Banach)-bundle are summarized in Remark B.10; see also Example C.10.
Let (X,M, pi1), (Y, N, pi2) be two bundles and F : X → Y a bundle map over u. If every (U, ϕ) ∈ A
at m0, (V, ψ) ∈ B at m′0 such that W , U ∩ u−1(V) , ∅, then we call the following map a local
representation of F (at m0,m′0 with respect A,B),
(]) F̂m0,m′0 (m, x) , ψ−1u(m) ◦ Fm ◦ ϕm(x) : W × Xm0 → Ym′0 .
If every local representation of F has property P1, we say that F has property P1 with respect toA,B.
For example, if X , Y are C0 topology bundles, and P1 means C0 continuity, then we say F is C0. Note
that in this case since all the transition maps are C0, one just needs to know u is C0 and every map
F̂m0,u(m0) is continuous at m0, then F is C0. Take another example. If X , Y are Cr -uniform (Banach)-
bundle with preferred Cr -uniform atlases A,B respectively (see [HPS77, Chapter 6]), and P1 means
Cr -uniform (i.e. all the local representations of F are uniformly Cr equicontinuous), then we say F is
Cr -uniform with respect to A,B. Also for this case, it suffices to know the maps F̂m0,u(m0), m0 ∈ M ,
are uniformly Cr equicontinuous (i.e. |Di F̂m0,u(m0)(m, x ′) − Di F̂m0,u(m0)(m0, x)| → 0, 0 ≤ i ≤ r ,
uniform for |x |, |x ′ | ≤ 1, m0 ∈ M as (m, x ′) → (m0, x)), then F is Cr -uniform. This is an important
observation which can make us extremely simplify our argument for the proof of regularity results in
Section 6. Based on this motivation, we usually consider the local representation of F at m0, u(m0)
(not for the arbitrary choice of m′0 ∈ N). Moreover, for every m, we usually require that there is at
most one bundle chart ϕ at m (but might has different domains) belonging to the bundle atlas, and
also without loss of generality, ϕm = id.
Definition 5.18. A regular bundle atlas A of a bundle (X,M, pi1) at M1 if (U, φ), (V, ϕ) are bundle
charts at m ∈ M1 belonging to A, then φ = ϕ in U ∩ V and φm = id. For convenience when M is a
topology space, we also say a bundle atlas A is open regular at M1 if it is regular, and the domains
of the bundle charts at m0 ∈ M1 belonging to A form a neighborhood basis at m0.
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If (X,M, pi1), (Y, N, pi2) have preferred regular bundle atlases A and B at M1, u(M1) respectively,
where u : M → N , M1 ⊂ M . The regular local representations of a map F : X → Y over u at M1
with respect to A,B are F̂m0,u(m0) (defined by (])), m0 ∈ M1. We usually write F̂m0 = F̂m0,u(m0) and
call F̂m0 (·, ·) a (regular) local representation or a (regular) vertical part of F (at m0 with respect to
A,B). If X = M = N , u = id, then F is a section of M → Y ; in this case F̂m0 (·, ·) is also called a
principal part of F (at m0 with respect to B).
The same terminologies are used for manifolds if they are considered as bundles with zero fibers.
Except where noted, the bundle atlases and the local representations are taken to be regular in
the present paper. In Section 6, the conditions and conclusions are stated about the regular local
representations with respect to preferred regular bundle atlases. Once the transition maps with respect
to the regular bundle atlases have more regular property (which means that the bundles and manifolds
are more regular), then conclusions, in a way, become classical as e.g. in [HPS77]. For instance, see
Section 6.8.
Definition 5.19. A bundle X over a locally metrizable space M associated with an open cover {Um}
is said has a uniform size trivialization at M1 ⊂ M with respect to A, if there is a δ > 0 such that for
every m0 ∈ M1, there is a bundle chart (Um0 (δ), ϕm0 ) of X at m0 (and ϕm0m0 = id). If a (regular) bundle
atlasA contains such above bundle charts, we also sayA at M1 (or the bundle charts inA at M1) has
uniform size domains.
In the following definitions of uniform property about bundle and bundle map, uniform size
trivialization is assumed. While only when M has a local uniform size neighborhood at M1 (see
Definition 5.7), the uniform property would make more sense. So a more meaningful definition of
uniform size trivialization is that further assume M has a local uniform size neighborhood at M1.
However, we do not assume this first. Such (regular) bundle atlas in the Definition 5.19 in some sense
plays a similar role as the ‘plaquation’ used in [HPS77, Chapter 6].
5.4.2. vector bundle. A bundle is called a vector bundle if each fiber of the bundle is a Banach space.
Ck vector bundle is defined in Example 5.17 (c) (see also [AMR88]). A bundle atlas of a vector
bundle is called a vector bundle atlas if each bundle chart (U, φ) belonging to this atlas is linear, i.e.
x 7→ φm(x) is linear for each m ∈ U. A bundle map between two vector bundles is called a vector
bundle map if each fiber map is linear.
Denote Lu(X,Y ) , ⋃m∈M (m, L(Xm,Yu(m)))which is a vector bundle over M , when X,Y are vector
bundles over M, N respectively, and u : M → N . Note that if X,Y are Ck vector bundles and u is Ck
(k ≥ 0), then Lu(X,Y ) is also a Ck vector bundle. If M = N and u = id, we use standard notation
L(X,Y ) = LidL(X,Y ). Without causing confusion, write K ∈ L(X,Y ) (over u) if K ∈ Lu(X,Y ).
5.4.3. 0-section.
Definition 5.20. A map i : M → X is called a section of a bundle (X,M, pi), if i(m) ∈ Xm, ∀m ∈ M .
We say i is a 0-section of X with respect to the bundle atlas A of X , if for every (U, ϕ) ∈ A at m0,
ϕ(m, i(m0)) = (m, i(m)), ∀m ∈ U. When X has a 0-section i, we will use the notation |x | , d(x, i(m)),
if x ∈ Xm.
For example, the vector bundle has a natural 0-section with respect to any vector bundle atlas. The
notion of 0-section is important for us to give higher regularities of invariant graphs for the invariant
section case (see Section 6); we thought this is why [Cha08] could not obtain the classical spectral
gap condition for the regularity of invariant foliations in the trivial bundle case (see [Cha08, note in
Page 1431] and Lemma 6.13, Remark 6.14, Remark 6.15). While for the bounded section case (see
Section 6.10), we only need the bounded section satisfying a weaker assumption (B3-) in page 83.
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5.4.4. fiber-regularity of bundle map. For a map f between two metric spaces, we use the notations:
Lip f , the Lipschitz constant of f ; Holα f , the α-Hölder constant of f . We also use the notation
diamA , sup{d(m,m′) : m,m′ ∈ A}, the diameter of A belonging to a metric space.
Consider the description of the fiber-regularity of bundle maps. Let (X,M, pi1), (Y, N, pi2) be two
bundles with metric fibers, u : M → N a map and f : X → Y a bundle map over u. Since the fiber
maps fm : Xm → Yu(m) depend onm ∈ M , there are at least two cases which are needed to distinguish,
i.e. point-wise dependence or uniform dependence on m ∈ M . We list some fiber-regularities in the
following.
(a) (C0 case). f is said to be C0-fiber (resp. uniformly continuous-fiber, or equicontinuous-fiber) if
fm(·), m ∈ M , are C0 (resp. uniformly continuous, or equicontinuous). For the equicontinuous-
fiber case, we usually say fm(·), m ∈ M , are uniformly continuous uniform for m ∈ M .
(b) (C0,α case). f is said to be C0,α-fiber if fm ∈ C0,α(Xm,Yu(m)) for all m ∈ M . f is said to be
uniformly C0,α-fiber if supm Holα fm(·) < ∞. For the uniformly C0,α-fiber case, we often say
fm(·) are (α-)Hölder uniform for m ∈ M .
(c) (Ck,α case) (k ≥ 1). For simplicity, in this case, the fibers of X,Y are assumed to be Banach
spaces (or open subsets of Banach spaces); see also Remark B.11. Similar as C0,α case, f is
said to be Ck,α-fiber if fm ∈ Ck,α(Xm,Yu(m)) for all m ∈ M . If the Ck,α norm of fm, m ∈ M are
uniformly bounded, we say f is uniformly Ck,α-fiber, or fm(·) are Ck,α uniform for m ∈ M . If
for any fiber-bounded set A, i.e. supm∈M diamAm < ∞, the Ck,α norm of fm(·)|Am , m ∈ M are
uniformly bounded, we say f is uniformly locally Ck,α-fiber, or fm(·) are locally Ck,α uniform for
m ∈ M .
If f is C1-fiber, then we use D fm(x) (or Dx fm(x), D fm) to stand for the tangent of the fiber map
fm : Xm → Yu(m) (at x ∈ Xm). Denote the fiber derivative of f by Dv f , which is a vector bundle map
of ΥVX → ΥVY (see (5.1) below) over f , and is defined by
Dv f : (m, x, v) 7→ ( f (m, x),D fm(x)v),
where D fm(x) : TxXm → Tfm(x)Yu(m).
5.4.5. uniform C0,1-fiber bundle. If a bundle X is a C0 topology bundle (see Example 5.17 (b)), one
would usually like to know how the metrics in the fibers continuously change, i.e. the metrics in fibers
are compatible with the topology in the bundle. Motivated by the definition of Finsler structure in
vector (Banach-)bundle (see e.g. Appendix D.2), we give the following definitions.
Definition 5.21 (C0-fiber bundle). The metrics in the fibers of a C0 topology bundle X (see Exam-
ple 5.17 (b)) are said to beC0, if for everyC0 bundle chart (U, ϕ) atm,U×Xm×Xm → R+, (m′, x, y) 7→
dm′(ϕm′(x), ϕm′(y)) is C0, where dm is the metric in Xm. In this case, X is called a C0-fiber bundle.
Definition 5.22 (C1-fiber bundle). Suppose X is a C0 topology bundle (see Example 5.17 (b)) with
the fibers being (paracompact) Banach manifolds. If there is a C0 bundle atlas A of X such that
• every bundle chart ϕm0 satisfies x 7→ ϕm0m (x) is C1, and for every transition map ϕm0,m1 =
(ϕm1 )−1 ◦ ϕm0 with respect to A, (m, x) 7→ Dϕm0,m1m (x) is continuous,
then we say X has a local C1-fiber topology trivialization with respect to A and A is a C1-fiber
topology bundle atlas; this type of bundle atlas can be maximal; for this reason we also call X a C1
topology bundle. In addition, if X is also a C0-fiber bundle, X is called a C1-fiber bundle.
Definition 5.23 (C0,1-fiber bundle). Let M be a locally metrizable space associated with an open
cover {Um : m ∈ M} (see Definition 5.1). Let X be a bundle over M with metric fibers. Let M1 ⊂ M .
Assume there is a preferred (open regular) bundle atlas A (see Definition 5.18) of X at M1 with the
following properties. Assume if (Vm0, ϕm0 ) ∈ A at m0 ∈ M1, then
(i) Vm0 ⊂ Um0 and Vm0 is open; so without loss of generality, one can assume Vm0 = Um0 (m0 ) for
some m0 > 0;
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(ii) Lip(ϕm0m )±1(·) ≤ ηm0 (dm0 (m,m0)) + 1, m ∈ Vm0 , where ηm0 : R+ → R+, and dm0 is the metric in
Um0 .
(a) Let M1 = M . If every ηm0 satisfies lim supδ→0 ηm0 (δ) ≤ ε, then we say X has an ε-almost
local C0,1-fiber trivialization with respect to A. If X is a C0 topology bundle with C0 atlas A and
every ηm0 is continuous with ηm0 (0) = 0, then X is called a C0,1-fiber bundle (with respect to A).
(b) Assume X has a uniform size trivialization at M1 with respect to A (see Definition 5.19), and
ηm0 = η, where η : R+ → R+. If lim supδ→0 η(δ) ≤ ε, we say X has an ε-almost uniform C0,1-fiber
trivialization at M1 with respect to A. If η is continuous and η(0) = 0, we say X has a uniform
C0,1-fiber trivialization at M1 with respect toA; in addition if M1 = M and X is aC0 topology bundle
with C0 atlas A, then we call X a uniform C0,1-fiber bundle (with respect to A).
Definition 5.24 (C1,1-fiber bundle). Following the Definition 5.23, in addition assume the fibers of X
are Banach spaces (or open subsets of Banach spaces) for simplicity (see also Remark B.11) and the
following hold:
(iii) x 7→ ϕm0m (x) isC1, and Lip D(ϕm0m )±1(·) ≤ η∞m0 (dm0 (m,m0)),m ∈ Vm0 , where η∞m0 : R+ → R+.
(a) Let M1 = M . Assume every η∞m0 satisfies lim supδ→0 η
∞
m0 (δ) < ∞. If X has an ε-almost localC0,1-
fiber trivialization with respect to A, then we say X has an ε-almost local C1,1-fiber trivialization
with respect toA. If X is a C0,1-fiber and C1-fiber bundle, then X is called a C1,1-fiber bundle (with
respect to A). (b) Let η∞m0 = η∞ where η∞ : R+ → R+ and lim supδ→0 η∞(δ) < ∞. If X has an
ε-almost uniform C0,1-fiber trivialization at M1 with respect to A, then we say X has an ε-almost
uniformC1,1-fiber trivialization at M1 with respect toA. If X has a uniformC0,1-fiber trivialization
at M1 with respect to A, then we say X has a uniform C1,1-fiber trivialization at M1 with respect to
A; in addition if M1 = M and X is also aC1-fiber bundle, then X is called a uniformC1,1-fiber bundle
(with respect to A).
Notation warning: Ck fiber bundle (or Ck bundle, see Definition 5.9) and Ck-fiber bundle. The latter
has ‘-’ between words ‘Ck’ and ‘fiber’ to emphasis the Ck regularity about the fibers not the higher
regularity about the base space.
Now we have the following relational graph, where a→ b means if X is a, then X is b.
uniform C1,1-fiber bundle −−−−−→ uniform C0,1-fiber bundley y
C1,1-fiber bundle −−−−−→ C0,1-fiber bundley y
C1-fiber bundle −−−−−→ C0-fiber bundley y
C1 topology bundle −−−−−→ C0 topology bundle
Example 5.25 (vector bundle case). Consider a C0 vector bundle X over a Finsler manifold M with
Finsler metrics in each component of M , modeled on E × F. Let A be a C0 (regular) vector bundle
atlas of X . Now X is a C1 topology bundle. Fix a C0 Finsler structure in X (see Appendix D.2
(a)). Now the Finsler structure gives a norm in every fiber Xm, and it is C0 meaning X is a C0-fiber
bundle (and so a C1-fiber bundle). For vector bundles, Definition 5.24 does not give any information
as vector bundle charts are linear and η∞m0 ≡ 0. Let’s consider what Definition 5.23 really says under
this situation. That X has an ε-almost local C0,1-fiber trivialization with respect to A, means the
Finsler structure in X is C0 uniform with constant Ξ = 1 + ε (see Appendix D.2 (b)). That X is a
C0,1-fiber bundle means the Finsler structure in X is uniformlyC0 (see Appendix D.2 (a)); particularly
if X = TM this means TM is a Finsler manifold in the sense of Palais (see Appendix D.2 (d)).
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Let M1 ⊂ M . We assume the bundle charts in A at M1 have uniform size domains (see Defini-
tion 5.19), that is there is a δ > 0, such that (Um0 (δ), ϕm0 ) ∈ A, m0 ∈ M1, where Um0 (δ) = {m′ ∈
Um0 : d(m′,m0) < δ}. That X has an ε-almost uniform C0,1-fiber trivialization at M1 with respect to
A means that there is a δ′ > 0 (δ′ < δ) such that for any m0 ∈ M1,
1 − ε < |(ϕm0m )±1 | < 1 + ε,
provided m ∈ Um0 (δ′), where |ϕm0m | is the norm of ϕm0m : Xm0 → Xm. And that X has a uniform
C0,1-fiber trivialization at M1 with respect to A if lim→0 supm0∈M1 supm∈Um0 ( ) |(ϕ
m0
m )±1 | = 1. The
notion of uniform C1,1-fiber bundle is related with vector bundle having bounded geometry (see
Example C.10). The uniform property of the trivialization of X at M1 is vital for our Hölder regularity
results (see Section 6), in order to overcome the difficulty about the lack of compactness and high
smoothness.
The following Section 5.4.6 is not used which can be skipped at a first reading.
5.4.6. base-regularity of bundle map,C0,1-uniform bundle: Hölder case. Wegive a description about
the Hölder continuity respecting the base points for a bundle map f , i.e. m 7→ fm(x). In general, it is
meaningless to talk about the Hölder continuity ofm 7→ fm(x) if we do not know the Hölder continuity
of the fiber maps x 7→ fm(x). A natural way to describe the Hölder continuity of m 7→ fm(x) is using
the local representations of f (see e.g. [HPS77, PSW12]). The local representations of f might not
be Hölder with respect to x even if f is Hölder-fiber, so a natural setting for the bundles are they have
some local C0,1-fiber trivializations. However, we do not assume these at first. We give the details as
follows.
Definition 5.26. Let X be a bundle with metric fibers over M and M1 ⊂ M . For a subset A ⊂ X , we
write Am = A ∩ Xm. A is said to be bounded-fiber at M1 if supm0∈M1 diamAm0 < ∞.
A function c : X → R+ (cm : Xm → R+), is said to be bounded at M1 on any bounded-fiber sets if
for any bounded-fiber set A at M1, supm0∈M1 supx∈Am0 cm0 (x) < ∞. For example,
(a) a uniformly bounded function, i.e. supm0∈M1 supx∈Xm0 cm0 (x) < ∞;
(b) cm0 (x) ≤ c0(|x |), where c0 : R+ → R+, iX : M → X is a fixed section of X and |x | = |x |m0 =
dm0 (x, iX (m0)). A more concrete function of c0 is like
cc,γ(a) = M0(c + aγ), a ∈ R+,
where c = 0 or 1, γ ≥ 0, M0 > 0.
Definition 5.27. LetM, N be two locallymetrizable spaces associatedwith open covers {Um : m ∈ M}
and {Vn : n ∈ N} respectively. The metrics in Um and Vn are d1m and d2n respectively. Let X,Y be
two C0 topology bundles over M, N with C0 (open regular) bundle atlases A, B respectively (see
Definition 5.18). Let u : M → N be C0. Let f : X → Y be a bundle map over u and
f̂m0 : Um0 (εm0 ) × Xm0 → Yu(m0),
a (regular) local representation of f at m0 with respect to A,B (see Definition 5.18), where εm0 > 0
is small. Assume
(N) | f̂m0 (m, x) − f̂m0 (m0, x)| ≤ cm0 (x)d1m0 (m,m0)θ, m ∈ Um0 (εm0 ),
where cm0 : Xm0 → R+, m0 ∈ M1, and M1 ⊂ M .
(a) We say (the vertical part of) f depends in a (locally) C0,θ fashion on the base points around
M1, or m 7→ fm(·) is (locally) C0,θ around M1 with respect to A, B.
(b) Assume u is uniformly continuous around M1 (see Definition 5.4). Suppose X,Y both have
uniform size trivializations at M1 with respect toA,B respectively (see Definition 5.19), i.e. one can
choose εm0 such that supm0∈M1 εm0 > 0. If cm0 , m0 ∈ M1, are bounded at M1 on any bounded-fiber
sets (see Definition 5.26), then we say (the vertical part of) f depends in a uniformly (locally) C0,θ
fashion on the base points around M1 ’uniform for bounded-fiber sets’, or a more intuitive saying
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we prefer using m 7→ fm(·) is uniformly (locally) θ-Hölder around M1 ’uniform for bounded-fiber
sets’, with respect to A,B. Usually, the words in ‘...’ are omitted especially when cm0 is the class of
functions in case (a) or (b) in Definition 5.26.
(c) (vector case) Under case (b), in addition let X,Y,A,B, f be vector and |cm0 (x)| ≤ M0 |x |
(where M0 is a constant independent of m0). Note that m 7→ fm can be regarded naturally as a section
of M → Lu(X,Y ). We also say m 7→ fm is uniformly (locally) θ-Hölder around M1 (with respect to
A,B).
(d) The words ‘around M1’ in (a) (b) often are omitted if M1 = M . Also θ-Hölder = C0,θ , 1-
Hölder = C0,1 = Lipschitz. We will omit the letter ‘θ’ if we do not emphasis the Hölder degree θ.
Furthermore, without causing confusion, the words ‘with respect toA,B’ will be omitted ifA,B are
predetermined. The same terminologies for a section will be used.
Remark 5.28. (a) cm0 is the class of functions in case (b) in Definition 5.26, for example X,Y are
vector bundles with vector bundle atlases A,B and f is a vector bundle map (usually c0 = c0,1
in Definition 5.26); see also Section 6. A special case that the fibers of X (or Y ) are uniformly
bounded, i.e. supm∈M diamXm < ∞, for example X = M or a disk bundle, makes cm0 be the
class of functions in case (a) in Definition 5.26; see also Section 7.1. For the latter case, in
[PSW12, Section 8], f is also said to have θ-bounded vertical shear (at M1) with respect to A.
(b) Note that
Lip f̂m0 (m, ·) ≤ εd1m0 (m,m0) + εd2u(m0)(u(m), u(m0)) + Lip fm0 (·), m ∈ Um0 (εm0 ),
if in addition that the fiber maps of f are Lipschitz and X,Y both have ε-almost local C0,1-fiber
trivializations with respect to A,B. This fact will be frequently used in Section 6.
(c) See Section 5.4.1 for a reason why it is unnecessary to consider like this
| f̂m0 (m, x) − f̂m0 (m′, x)| ≤ cm0 (x)d1m0 (m,m′)θ, m,m′ ∈ Um0 (εm0 );
see also Section 6.8 in concrete settings and the following discussion.
Until now, we do not give a higher regularity assumption on the base space, except the point-wisely
C0 continuity.
Definition 5.29 (C0,1-uniform bundle). LetM be a uniformly locally metrizable space associated with
an open cover {Um} (see Definition 5.5) and M1 ⊂ M . Let dm be the metric inUm. Let X be a bundle
over M with a (open regular) bundle atlas A. Assume X has a uniform size trivialization at M1 with
respect to A (see Definition 5.19). A is said to be C0,1-uniform around M1, if the following hold.
Choose a small δ > 0 (in Definition 5.19), and take any bundle charts (Um0 (δ), ϕm0 ), (Um1 (δ), ϕm1 ) at
m0,m1 ∈ M1 respectively belonging to A. The transition map ϕm0,m1 with respect to A, i.e.
ϕm0,m1 = (ϕm1 )−1 ◦ ϕm0 : (Wm0,m1 (δ), dm0 ) × Xm0 → (Wm0,m1 (δ), dm1 ) × Xm1,
whereWm0,m1 (δ) = Um0 (δ) ∩Um1 (δ) , ∅, satisfies
Lip ϕm0,m1(·) (x) ≤ c1m0,m1 (x),
and c1m0,m1 (x), m1 ∈ M1, are bounded at M1 on any bounded-fiber sets (see Definition 5.26).
IfA is C0,1-uniform around M1 and X has an ε-almost uniform C0,1-fiber trivialization at M1 with
respect toA, then we say X has an ε-almost C0,1-uniform trivialization at M1 with respect toA; in
addition, if M1 = M and ε = 0, we also call X a C0,1-uniform bundle (with respect to A).
By a simple computation as in Section 6.8, under above, one can show the definition of uniformly
θ-Hölder continuity of vertical part respecting the base points given in Definition 5.27 will imply a
stronger form of uniformly θ-Hölder continuity as in e.g. [PSW12, Section 8].
Lemma 5.30. Assume (X,M, pi1), (Y, N, pi2) have ε-almostC0,1-uniform trivializations atM11 , u(M11 )
with respect to preferred C0,1-uniform bundle atlases A,B respectively (see Definition 5.29), where
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M1 ⊂ M and M11 is the 1-neighborhood of M1. Suppose f : X → Y is uniformly C0,1-fiber (see
Section 5.4.4) over a map u which is uniformly (locally) Lipschitz around M1 (see Definition 5.4).
Assume f depends in a uniformly (locally) C0,θ fashion on the base points around M11 uniform
for bounded-fiber sets (see Definition 5.27). Then there is a (small) δ > 0, such that for any
bundle charts (Um0 (δ), ϕm0 ) ∈ A at m0 ∈ M1, (Vm′0 (δ), φm
′
0 ) ∈ B at m′0 ∈ u(M1), Wm0,m′0 (δ) ,
Um0 (δ) ∩ u−1(Vm′0 (δ)) , ∅, the local representation of f (at m0,m′0),
(φm′0 )−1 ◦ f ◦ ϕm0 (m, x) = (u(m), f̂m0,m′0 (m, x)) : (Wm0,m′0 (δ), d1m0 ) × Xm0 → (Vm′0 (δ), d2m′0 ) × Ym′0,
where d1m0, d
2
m′0
are the metrics in Um0 (δ),Vm′0 (δ) respectively, satisfies
| f̂m0,m′0 (m, x) − f̂m0,m′0 (m′, x)| ≤ c2m0,m′0 (x)d
1
m0 (m,m′)θ, m,m′ ∈ Wm0,m′0 (δ),
and c2
m0,m
′
0
,m′0 ∈ u(M1), are bounded atM1 on any bounded-fiber sets (seeDefinition 5.26). Moreover,
if cm0 (in Definition 5.27) and c1m0,m1 (in Definition 5.29) are the class of functions in case (a) or (b)
in Definition 5.26, so is c2
m0,m
′
0
.
For other types of uniform properties of bundle map such as uniformly C0 base-regularity of C0
bundle map, base-regularity of C1-fiber bundle map, base-regularity of C1 bundle map, and some
extensions, are presented in Appendix B, which can be discussed very analogously as before.
5.5. manifold and foliation. Under the preliminary in Section 5.4, we can talk about some uniform
properties of manifold and foliation, which can be skipped at a first reading until Section 7.2.
5.5.1. uniform manifold. Let us introduce a class of uniform manifolds, which is a generalized notion
of Banach space and compact Riemannianmanifold, or a Banach-manifold-like version of Riemannian
manifold having bounded geometry (see Definition C.6) and uniformly regular Riemannian manifold
(see Definition C.7).
() Let M be a C1 Finsler manifold (see Appendix D.2) with Finsler metric d in each component of
M . Let M1 ⊂ M . Suppose M has a local uniform size neighborhood at M1 (see Definition 5.7),
i.e. there is an ε1 <  ′ such that Um0 (ε1) ⊂ Um0 ( ′), m0 ∈ M1, where the closure is taken in the
topology of M and Um0 () = {m′ : d(m′,m0) < }. Assume there is a constant Ξ = Ξ( ′) ≥ 1
such that for every m0 ∈ M1, there is a C1 local chart χm0 : Um0 ( ′) → Tm0M with χm0 (m0) = 0
and Dχm0 (m0) = id, satisfying
(5.2) sup
m′∈Um0 ( ′)
|Dχm0 (m′)| ≤ Ξ, sup
m′∈Um0 ( ′)
|(Dχ−1m0 )(χm0 (m′))| ≤ Ξ.
That is TM has a (Ξ−1)-almost uniformC0,1-fiber trivialization (see Definition 5.23) at M1 with
respect to a C0 canonical bundle atlasM of TM given by
M = {(Um0 (), (id × Dχ−1m0 (χm0 (·)))) : m0 ∈ M1, 0 <  <  ′}.
Usually, we say M with M1 satisfies () or M is Ξ-C0,1-uniform around M1 (with respect toM). In
addition if Ξ → 1 as  ′ → 0, we say M is C0,1-uniform around M1 (with respect toM). This type
of manifolds will be used as a natural base space in Section 7.2.
Lemma 5.31. For a C1 Finsler manifold, if there is a local chart χm0 : Um0 ( ′) → Tm0M such that
χm0 (m0) = 0 and (5.2) holds, then there is a δm0 > 0 such that Tm0M(δm0 ) ⊂ χm0 (Um0 ( ′)) and
Ξ−1 |x1 − x2 | ≤ d(χ−1m0 (x1), χ−1m0 (x2)) ≤ Ξ|x1 − x2 |, x1, x2 ∈ Tm0M(δm0 ).
Suppose there is an ε1 <  ′ such that Um0 (ε1) ⊂ Um0 ( ′), where the closure is taken in the topology
of M , then we can take δm0 =
ε1
Ξ
, and vice versa.
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Proof. The first conclusion is easy; see e.g. [JSSG11, lemma 2.4]. We prove the second conclusion.
Since χm0 (Um0 ( ′)) is open in Tm0M , we know there is a σ > 0 such that Tm0M(σ) ⊂ χm0 (Um0 ( ′)).
If σ = ε1/Ξ, the proof is finished. So assume σ < ε1/Ξ. Let y ∈ Tm0M such that |y | < σ. Consider
D = {t ∈ [1, ε1/(Ξσ)] : χ−1m0 (sy) ∈ Um0 ( ′), s ∈ [0, t]}, t0 = sup D.
Note that as supm′∈Um0 ( ′) |(Dχ
−1
m0 )(χm0 (m′))| ≤ Ξ, we know if t ∈ D, then χ−1m0 (ty) ∈ Um0 (ε1).
Indeed, take γ(s) = χ−1m0 (sty), 0 ≤ s ≤ 1, then
d(χ−1m0 (ty),m0) ≤
∫ 1
0
|γ′(s)|γ(s) ds =
∫ 1
0
|(Dχ−1m0 )(sty)ty | ds < Ξ · ε1/(Ξσ) · σ = ε1.
Suppose t0 < ε1/(Ξσ), then χ−1m0 (t0y) ∈ Um0 (ε1) ⊂ Um0 ( ′), i.e. t0 ∈ D. However, this yields
a contradiction since χ−1m0 (t0y) is an interior point of Um0 ( ′) and t0 is a supremum of D. Thus
t0 = ε1/(Ξσ). This shows Tm0M(ε1/Ξ) ⊂ χm0 (Um0 ( ′)). ‘Vice versa’ is obvious. The proof is
complete. 
The above lemma shows that if M is a C1 Finsler manifold in the sense of Neeb-Upmeier weak
uniform (see Appendix D.2 (d)), then the uniformly locally metrizable space ofM can be characterized
by locality. Take a local chart χm : Vm → TmM at m such that it satisfies (5.2), where Vm =
χ−1m (TmM(m)), with the metric dm in Vm given by dm(m1,m2) = |χm(m1) − χm(m2)|m, where | · |m is
the norm of TmM induced by the Finsler structure of TM . M has a local uniform size neighborhood
at M1 (see Definition 5.7) if and only if supm∈M1 m > 0.
Definition 5.32. Let () hold. Let u : M → M and u(M) ⊂ M1. We say u is uniformly (locally)
C0,1 (resp. uniformly C0) around M1, if M is considered as a locally metrizable space and u is
uniformly (locally) C0,1 (resp. uniformly C0) around M1 in the sense of Definition 5.4. We say
u is uniformly (locally) C1,1 around M1 with respect toM, if u is uniformly (locally) C0,1 around
M1 and m 7→ Du(m) is uniformly (locally) C0,1 around M1 with respect to M,M in the sense of
Definition 5.27 (c), that is, for
D̂um0 (m)v , Dχu(m0)(u(m))Du(m)Dχ−1m0 (χm0 (m))v, (m, v) ∈ Um0 ( ′) × Tm0M,
one has ‖D̂um0 (m) − Du(m0)‖ ≤ Cd(m,m0), m ∈ Um0 (1) for some small 1 > 0 and some constant
C > 0 (independent of m0), m0 ∈ M1. We say Du is uniformly C0 around M1 with respect toM,
if m 7→ Du(m) is uniformly C0 around M1 with respect toM,M in the sense of Definition B.1 (c).
Similarly, if M with M1 and N with N1 both satisfy (), and u : M → N with u(M1) ⊂ N1, then we
talk about u being uniformly (locally) C1,1 or C0,1 around M1.
In the above definition, the assumption that M has a local uniform size neighborhood at M1 (see
Definition 5.7) can be removed.
Definition 5.33 (C0,1-uniform and C1,1-uniform manifold). (i) If M with M1 = M satisfies (), then
we say M is a Ξ-C0,1-uniform manifold, or C0,1-uniform manifold in addition with Ξ→ 1 as  ′→ 0.
(ii) We say a C1 Finsler manifold M is Ξ-C1,1-uniform around M1 if () holds and M is C0,1-
uniform around M1 in sense of Definition 5.29, where c1m0,m1 thereof satisfies c
1
m0,m1 (x) ≤ C |x | for
some C > 0 independent of m0,m1. If M1 = M (resp. Ξ→ 1 as  ′→ 0), then the words ‘around M1’
(resp. ‘Ξ-’) will be omitted.
If M, N are C1,1-uniform manifold, then a map u : M → N being uniformly (locally) C1,1 in the
sense of Definition 5.32 is also C1,1 in the classical sense as Lemma 5.30; see also [HPS77,Eld13].
Here, we continue to give a light more general definition C0,1-uniform manifold than Defini-
tion 5.33. (A point-wise version ofC0,1 manifold was also defined in [Pal66].) This type of manifolds
in some cases is important as some smooth (and Lipschitz) approximation can be made to weaken
the requirement of high smooth regularity of the manifold. For example, any C1 compact embedding
submanifold of a smooth (finite-dimensional) Riemannian manifold satisfies the following definition;
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see [BLZ08, Theorem 6.9] for a proof of the case when the C1 compact embedding submanifold is in
a Banach space.
Definition 5.34. Let M be a C1 Finsler manifold (see Appendix D.2) with Finsler metric d in each
component of M . Let M1 ⊂ M . We say M is Ξ-C0,1-uniform (resp. strongly Ξ-C0,1-uniform) around
M1 if the following (a) (b)(i) (c) (resp. (a) (b)(ii) (c)) hold, where Ξ ≥ 1.
(a) (base space). Suppose M has a local uniform size neighborhood at M1 (see Definition 5.7), i.e.
there is an ε1 <  ′ such that Um0 (ε1) ⊂ Um0 ( ′), m0 ∈ M1, where the closure is taken in the
topology of M and Um0 () = {m′ : d(m′,m0) < }.
(b) (approximate tangent bundle). Let X be a C0 vector bundle over M endowed with a C0 Finsler
structure (see Appendix D.2). LetA be a (regular)C0 vector bundle atlas of X . (i) X has a (Ξ−1)-
almost uniform C0,1-fiber trivialization at M1 with respect to A (see Definition 5.23) (resp. (ii)
X has a (Ξ− 1)-almost C0,1-uniform trivialization at M1 with respect toA (see Definition 5.29)).
(c) (compatibility) For certain ε > 0 and eachm0 ∈ M1, there is a bi-Lipschitz map (local chart) χm0 :
Um0 (ε) → Xm0 such that χm0 (0) = 0,Lip χm0 (·)|Um0 (ε) ≤ χ(ε) andLip χ−1m0 (·)|χm0 (Um0 (ε)) ≤ χ(ε),
where χ : R+ → R+ and χ(ε) ≤ Ξ as ε → 0.
If M1 = M (resp. Ξ = 1), then the words ‘around M1’ (resp. ‘Ξ-’) will be omitted.
In some sense TM ≈ X (if χ(ε) − 1 > 0 is small). In fact, the base space M can be only a
uniformly locally metrizable space (see Definition 5.5) with a local uniform size neighborhood at M1
(see Definition 5.7); in this case, (c) also implies M is a C0,1 manifold in the sense of [Pal66]. Also,
as Lemma 5.31, there is an ε1 > 0 such that Xm0 (ε1) ⊂ χm0 (Um0 (ε)), m0 ∈ M .
5.5.2. uniformlyHölder foliation. AC0 foliationL of aC1 manifoldM , is a division ofM into disjoint
(immersed) submanifolds called leaves ofL with the following properties; see also [HPS77,AMR88].
(a) Each leaf ofL is a connectedC1 injectively immersed submanifold ofM . The unique leaf through
m is denoted by Lm.
(b) There are two (C0) subbundles E, F of TM such that E ⊕ F = TM . For each m ∈ M , there is a
homomorphism ϕm : Um → TmM , whereUm is a neighborhood of m in M , such that ϕm(m) = 0
and ϕm(Lcm′) ⊂ Em + y′, where φ(m′) = (x ′, y′) ∈ Em × Fm, m′ ∈ Um, and Lcm′ is the component
of Um ∩ Lm′ containing m′.
Particularly TmLm = Em, so we denote TL = E . E, F are called tangent bundle and normal bundle
to the foliation L, respectively. Lcm is called a plaque of L at m which is an embedding submanifold
of M . Such ϕm is called a foliation chart at m. Note that ϕm gives a local chart of the plaque at m,
i.e. ϕm : Lcm → TmLm = Em. Sometimes, we also say M is (C0) foliated by L. If for each m, there
is a C1 foliation chart at m, then we say L is a C1 foliation. See also [AMR88] for more details about
C1 foliation; note that C1 foliation is extremely different from C0 foliation. Similarly, if the foliation
charts can be chosen locally Ck,θ , we say L is locally Ck,θ or M is Ck,θ foliated by L.
Let us give some descriptions about uniform properties of a foliation. Here we employ a way which
is essentially the same as in [HPS77,PSW97], but in terms of application, the plaques are represented
in approximate tangent bundle.
Let M be a C1 Finsler manifold and M1 ⊂ M . Let M with M11 =
⋃
m0∈M1 Um0 (1) (for some
1 > 0) satisfy Definition 5.34 (a) (b)(i) (c) where notations thereof will be used below. Assume
X = Xc ⊕ Xh with Xc, Xh being two C0 (vector) subbundles of X . So we have projections Πκm,
m ∈ M , such that R(Πκm) = Xκ , κ = c, h, Πcm + Πhm = id and m 7→ Πκm is C0. We assume m 7→ |Πκm |
is ε0-almost uniformly continuous around M11 (see Definition 5.3) with small ε0 > 0; a special case
is that m 7→ Πκm is uniformly C0 around M11 (see also Remark B.4). In this case, there are two
natural (vector) bundle atlases Ac,Ah of Xc, Xh induced by A, respectively, such that Xκ has a
Ξ1-almost uniform C0,1-fiber trivialization at M11 with respect to Aκ , κ = c, h; i.e. for certain  > 0,
if (Um(), ϕm) ∈ A, then (Um(), κϕm) ∈ Aκ , where
κϕm(m′, x) = (m′,Πκm′ϕmm′Πκmx).
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The plaque at m in Um() is denoted by Lm(). To characterize the (uniformly) Hölder continuity
of L respecting base points around M1, as before, we need Lm() has a local representation with
uniform size domain and the representation depends on m in a Hölder fashion. Suppose for every
m0 ∈ M11 , there is a C1 map fm0 : Xcm0 (εm0 ) → Xhm0 , such that Graph fm0 ⊂ χm0 (Lm0 ( ′)) and
fm0 (0) = 0; this map alway exists if in some sense Xc ≈ E and Xh ≈ F. The following terms will be
used in Section 7.2.
• We say L is uniformly (locally) (θ-)Hölder (respecting base points) around M1 or m 7→ Lm()
is uniformly (locally) C0,θ around M1 (in C0-topology in bounded sets), if fm0 (·) are C0,1 uniform for
m0 ∈ M11 (see Section 5.4.4), supm0∈M 11 εm0 >  , and m0 7→ fm0 is uniformly (locally) (θ-)Hölder
around M1 with respect to Ac,Ah in the sense of Definition 5.27 (b). In addition if M1 = M , then
we say L is a uniformly (locally) (θ-)Hölder foliation.
Since in the infinite-dimensional setting, the leaves of the ‘foliation’ might not be C1, but above
terminologies alsomake sense. We allow each leaf ofL is onlyC0,1 and themap fm0 , the representation
of the plaque at m0, is only C0,1.
• Assume each map in Definition 5.34 (c) is C1. We say m 7→ Lm() is C0 (resp. uniformly C0,
uniformly (locally) C0,θ ) around M1 in C1-topology in bounded sets if (i) supm0∈M 11 εm0 >  , (ii)
fm0 (·) are C1,1 uniform for m0 ∈ M11 (see Section 5.4.4), and (iii) m 7→ fm is C0 (resp. uniformly
C0, uniformly (locally) C0,θ ) around M1 in C1-topology in bounded sets (with respect to Ac,Ah)
(see Definition B.5 (d)). Particularly, in this case, if we take X = TM and M is C0,1-uniform
(or C1,1-uniform) around M1 in the sense of Definition 5.33 with TL = E = Xc, F = Xh , then
m 7→ Em : M → G(X) is C0 (resp. uniformly C0, uniformly (locally) C0,θ ) around M1.
• Assume X is a C1 bundle with a C0 connection C and also Xc, Xh are C1 subbundles of X . (So
Xc, Xh have natural C0 connections induced by C). And assume the maps in Definition 5.34 (c) are
C1,1 uniform for m0 ∈ M11 . We say L is uniformly (locally) C1,θ (respecting base points) around
M1 if (i) it is C1 and m 7→ Lm() is uniformly (locally) C0,1 around M1 in C1-topology in bounded
sets, and (ii) x 7→ ∇m0 fm0 (x) is C0,1 uniform for m ∈ M11 (see Section 5.4.4) and m0 7→ ∇m0 fm0 (·) is
uniformly (θ-)Hölder around M1 with respect to Ac,Ah in the sense of Definition B.7. In addition,
if M1 = M , L is called a uniformly (locally) C1,θ foliation.
If M is a C1,1-uniform manifold (see Definition 5.33) with TM being C1,1-uniform (see Defi-
nition B.9) (resp. a strongly C0,1-uniform manifold (see Definition 5.34)), then the definition of
uniformly C1,θ (resp. C0,θ ) continuity of L respecting base points is classical as in e.g. [Fen77,
HPS77, PSW97]. We refer the reader to see [PSW97] for more discussions about the regularity of
foliation.
Let L, F be two C0 foliations of M . L is called a subfoliation of F (or L subfoliates F ), if
Lm ⊂ Fm for every m ∈ M and TL is a subbundle of TF . This also means Fm is (C0) foliated by
L ∩ Fm. For convenience of writing, if Fm is Ck,θ foliated by L ∩ Fm for each m ∈ M , then we also
say each leaf of F is Ck,θ foliated by L, or L is a Ck,θ foliation inside each leaf of F ; in this case, it
is equivalent to say L Ck,θ foliates F when F is endowed with leaf topology (see Section 5.2), which
now becomes a Ck,θ manifold locally modeled on TmFm.
6. Regularity of Invariant Graphs
The overviews of our regularity results and the settings are given in Section 6.1 and Section 6.2
respectively, and the detailed statements of Hölderness and smoothness regularities with their proofs
are presented in Section 6.3 to Section 6.7. In Section 6.8, we give a more classical way to describe
the Lipschitz (or Hölder) results respecting base points if stronger assumptions are assumed. The
continuity regularities of the invariant graphs are given in Section 6.9. The corresponding results for
the bounded section case are stated in Section 6.10 without proofs. At the end, some generalized
regularity results in a local version is given in Section 6.11.
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6.1. statements of the results: invariant section case. Throughout Section 6.3 to Section 6.7, we
make the following basic setting.
• Let (X,M, pi1), (Y,M, pi2), u : M → M , H ∼ (F,G), i : M → X ×Y be as in Theorem 4.1 and f the
bundle map obtained in Theorem 4.1 under the conditions (ii) or (ii)′ and i is an invariant section
of H. Since condition (ii) has already recovered condition (ii)′ (if we consider H(n) for large n
instead of H), so in the following proofs, we only deal with the case that condition (ii) holds.
• Since we only focus on the partial hyperbolicity in the uniform sense, we add an additional
assumption on the spectral condition, i.e. the functions in (A′) (or (A)) (B) condition are bounded
(except Lemma 6.7 which is not used).
In the following, we will show f has higher regularities, once (a) the more regularity properties
of the bundle X × Y , (b) the more regularity properties of the maps u, i, F,G, (c) the spectral gap
condition and also (d) additionally technical assumption on the continuity of functions in (A) (or
(A′)) (B) condition are satisfied. We will consider the following regularity properties of f : (a) the
continuity of (m, x) 7→ fm(x) (Lemma 6.25); (b) the smoothness of x 7→ fm(x) (Lemma 6.7); (c) the
Hölder continuity of m 7→ fm(x) (Lemma 6.13); (d) the continuity of (m, x) 7→ D fm(x) (Lemma 6.26
and Lemma 6.27); (e) the Hölder continuity of x 7→ D fm(x) (Lemma 6.11 and Lemma 6.12); (f) the
Hölder continuity ofm 7→ D fm(x) (Lemma 6.16 and Lemma 6.17); (g) the smoothness ofm 7→ fm(x)
(and so (m, x) 7→ fm(x)) (Lemma 6.18); (h) the continuity of (m, x) 7→ ∇m fm(x) (Lemma 6.28 and
Lemma 6.29); (i) the Hölder continuity of x 7→ ∇m fm(x) (Lemma 6.22); and finally (j) the Hölder
continuity of m 7→ ∇m fm(x) (Lemma 6.23). (b) (e) (i) are the fiber-regularities of f and others are
the base-regularities of f .
Since Graph f ⊂ H−1Graph f , we have the following equation,
(6.1)
{
Fm(x, fu(m)(xm(x))) = xm(x),
Gm(x, fu(m)(xm(x))) = fm(x).
Consider its variation equations in some reasonable sense,
(6.2)
{
DFm(x, fu(m)(xm(x)))(id,K1u(m)(xm(x))R1m(x)) = R1m(x),
DGm(x, fu(m)(xm(x)))(id,K1u(m)(xm(x))R1m(x)) = K1m(x),
and
(6.3)
{
DmFm(x, y) + D2Fm(x, y)(Ku(m)(xm(x))Du(m) + D fu(m)(xm(x))Rm(x)) = Rm(x),
DmGm(x, y) + D2Gm(x, y)(Ku(m)(xm(x))Du(m) + D fu(m)(xm(x))Rm(x)) = Km(x),
where y = fu(m)(xm(x)); see (6.22) for the explicit meaning of (6.3).
Remark 6.1 (abbreviation of spectral gap condition). To simplify our writing, we make the following
abbreviations. Set ϑ(m) = (1 − α(m)β′(u(m)))−1 if under the condition (ii) of Theorem 4.1, and
ϑ(m) = 1 if under the condition (ii)′ of Theorem 4.1.
Let λ : M → R+. The notation λ < 1 means that supm ϑ(m)λ(m) < 1. Moreover, if θ : M → R+
and θ < 1, we write λ∗αθ < 1 which stands for the following meanings in different settings.
(i) supm λα(m)ϑ(m)θ(m) < 1 or supm(λαϑθ)∗(m) < 1 if xm(·) is a bounded function uniform for
m ∈ M (or particularly when Xm is bounded uniform for m ∈ M) in Lemma 6.11, 6.22, and
with additional assumption that u is a bounded function (particularly when M is bounded) in
Lemma 6.13, 6.16, 6.17 and 6.23;
(ii) supm λα(m)ϑ(m)θ(m) < 1 or supm(λαϑθ)∗(m) < 1 if ϑθ ∈ E(u) or α = 1;
(iii) supm λ∗α(m)(ϑθ)∗(m) < 1 otherwise.
See Definition A.1 for the meaning of the notations λ∗ (sup Lyapunov numbers of {λ(n)}) and E(u).
Additional notations: λθ, max{λ, θ} are defined by
(λθ)(m) = λ(m)θ(m), max{λ, θ}(m) = max{λ(m), θ(m)}.
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Suggestion: At the first reading, the readers may think the notation λ∗αθ < 1 means
sup
m
sup
N ≥0
λ(uN (m)) sup
N ≥0
ϑ(uN (m))θ(uN (m)) < 1;
or for simplicity, assume all functions in spectral gap condition are constants.
Let’s take a quick glimpse of what our whole regularity results say in a not very sharp and general
setting. For the meaning of Ck,α regularity of bundle maps, see Section 5.4, where we use the
local representations of bundle maps in given local bundle charts, i.e. M,A,B in the following
assumptions.
(E1) (about M) Let M be a C1 Finsler manifold and M01 ⊂ M . Let M1 be the ε-neighborhood of M01
(ε > 0). Take a C1 atlas N of M . LetM be the canonical bundle atlas of TM induced by N .
Assume M is (1 + ζ)-C1,1-uniform around M1 with respect toM (see Definition 5.33) where
ζ > 0; see also Appendix C.0.2 for examples.
(E2) (about X ×Y ) (X,M, pi1), (Y,M, pi2) areC1 bundles endowed withC0 connections CX, CY which
are uniformly (locally) Lipschitz around M1 (see Definition B.8 or Remark 6.24). Take C1
normal bundle atlases A, B of X,Y respectively. Assume (X,M, pi1), (Y,M, pi2) both have
ζ-almost C1,1-uniform trivializations at M1 with respect to A,B (and M), respectively; see
Definition B.9 and also Appendix C.0.2 for examples. The fibers Xm,Ym are Banach spaces (see
also Remark 6.4).
(E3) (about i) The section i is a 0-section of X × Y with respect to A × B, see Section 5.4.3.
(E4) (about u) u : M → M is a C1 map such that (i) |Du(m)| ≤ µ(m) where µ : M → R+
and supm∈M1 µ(m) < ∞; (ii) m 7→ |Du(m)| is ζ-almost uniformly continuous around M1 (see
Definition 5.3); (iii) u(M) ⊂ M01 .
(E5) The functions in (A′) (or (A)) (B) condition are ζ-almost uniformly continuous around M1 and
ζ-almost continuous; see Definition 5.3.
Theorem 6.2. Assume (E1) ∼ (E5) hold with ζ > 0 small depending on the following spectral gap
conditions. Let H : X × Y → X × Y be a bundle correspondence over u with a generating bundle
map (F,G). Let f be given in the Theorem 4.1 when i is an invariant section of H. Then we have the
following results about the regularity of f . (In the following, 0 < α, β ≤ 1.)
(1) fm(iX (m)) = iY (m). If F,G are continuous, so is f .
(2) Assume for every m ∈ M , Fm(·),Gm(·) are C1. Then so is fm(·). Moreover, if the fiber derivatives
(see Section 5.4.4) DvF,DvG ∈ C0, so is Dv f . Also, there is a unique K1 ∈ L(ΥVX,ΥVY ) over f
satisfying (6.2) and Dv f = K1.
(3) Under (2), in addition, suppose (i) DFm(·),DGm(·) areC0,γ uniform form, and (ii) λ∗γαs λsλu < 1.
Then D fm(·) is C0,γα uniform for m.
(4) Suppose (i)F,G are uniformly (locally)C0,1 aroundM1 (i.e. (6.5) holds), (ii) (max{λ−1s , 1}µ)∗αλsλu <
1. Or suppose (i′)F,G are uniformly (locally)C1,1 aroundM1 (seeRemark 6.6), (ii′) ( µλs )∗αλsλu <
1. Then m 7→ fm(x) is uniformly (locally) α-Hölder around M1.
(5) Suppose (i)m 7→ DFm(iX (m), iY (u(m))), m 7→ DGm(iX (m), iY (u(m))) are uniformly (locally)C0,γ
around M1, (ii) µ∗γαλsλu < 1. Then m 7→ D fm(iX (m)) is uniformly (locally) C0,γα around M1.
(6) Suppose (i) DvF,DvG are uniformly (locally) C0,1 around M1 (i.e. estimates (6.6) hold), (ii)
λ2sλuµ
α < 1, λ∗βs λsλu < 1, µ∗αλsλu < 1. Then m 7→ D fm(x) is uniformly (locally) αβ-Hölder
around M1.
(7) Suppose (i) F,G are C1,1 around M1 (see Remark 6.6) and C1 in X × Y , (ii) λsλuµ < 1. Then
f is C1, ∇m fm(iX (m)) = 0 for all m ∈ M1 and there is a constant C such that |∇m fm(x)| ≤ C |x |
for all x ∈ Xm, m ∈ M1. Also, there is a unique K ∈ L(ΥHX ,ΥVY ) over f satisfying (6.3) (or more
precisely (6.22)) and ∇ f = K (the covariant derivative of f , see Definition 5.13).
Moreover, if an additional gap condition holds: λ∗βs λsλu < 1 and max{1, λs}∗αλsλuµ < 1,
then ∇m fm(·) is locally αβ-Hölder uniform for m ∈ M .
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(8) Under (7), assume u is uniformly (locally) C1,1 around M1 (see Definition 5.32). Suppose
λ2sλu < 1, λ2sλuµ < 1, max{ µλs , µ}∗αλsλuµ < 1. Or suppose (i′) TM has a 0-almost C1,1-
uniform trivialization at M1 with respect toM, (ii′) F,G are uniformly (locally) C2,1 around M1,
(iii′) λs < 1, µ∗αλsλuµ < 1. Then m 7→ ∇m fm(x) is uniformly (locally) α-Hölder around M1.
Proof. See Lemmas 6.25, 6.7, 6.11, 6.26, 6.13, 6.16, 6.17, 6.18, 6.22, 6.23, and Section 6.8. 
6.2. settings for the regularity of invariant graphs: an overview. We require some basic settings
about the base space M and the bundles X,Y for studying the regularity of invariant graphs. The
settings will change lemma by lemma according to different regularities of f . The assumptions for
the invariant section i and the map u are also given here.
(H1) (about M) (i) Let M be a locally metrizable space (associated with an open cover {Um : m ∈
M}); see Definition 5.1. The metric in Um is denoted by dm(·, ·) = | · − · |. Let M1 ⊂ M .
(ii) M is a C1 Finsler manifold (see Appendix D.2). The norm of TmM will be denoted by
| · |m.
(H1a) Let (H1) (i) hold.
(H1b) (uniform compatibility of (i) (ii)) Let (H1) hold. There exist two constants Θ1,Θ2 > 0, such
that for every m0 ∈ M1, there is a constant  ′m0 > 0, and a C1 local chart χm0 : Um0 ( ′m0 ) →
Tm0M , χm0 (m0) = 0, such that the norm | · |m0 of Tm0M satisfying Dχm0 (m0) = id and
(6.4) Θ1dm0 (m1,m2) ≤ |χm0 (m1) − χm0 (m2)|m0 ≤ Θ2dm0 (m1,m2),
for all m1,m2 ∈ Um0 ( ′m0 ).
(H1c) Let M be a C1 Finsler manifold with Finsler metric d in its components. Assume there are
constants Ξ,  ′ > 0 and C1 local charts χm0 : Um0 ( ′) → Tm0M at m0 ∈ M1, satisfying
Dχm0 (m0) = id,
sup
m′∈Um0 ( ′)
|Dχm0 (m′)| ≤ Ξ, sup
m′∈Um0 ( ′)
|Dχ−1m0 (χm0 (m′))| ≤ Ξ.
Note that now (H1b) holds with dm = d (with Θ1 = Ξ−1, Θ2 = Ξ) and supm0∈M1 
′
m0 > 0.
(H2) (about X × Y ) Let 2 > 0 (might be 2 = ∞) and
A = {(Um0 (), ϕm0 ) is a bundle chart of X at m0 : ϕm0m0 = id,m0 ∈ M1, 0 <  ≤ 2} ⊂ A ′,
B = {(Um0 (), φm0 ) is a bundle chart of Y at m0 : φm0m0 = id,m0 ∈ M1, 0 <  ≤ 2} ⊂ B ′,
where A ′,B ′ are bundle atlases of X,Y at M respectively.
(i) The fibers Xm,Ym of the bundles X,Y are Banach spaces (see also Remark 6.4).
(ii) X,Y are C1 bundles with C0 connections CX, CY respectively (see also Section 5.3). A ′,
B ′ are C1 and A,B are normal with respect to CX, CY respectively (see Definition 5.15).
(iii) X,Y are C0 topology bundles with C0 bundle atlasesA ′,B ′ (see e.g. Example 5.17 (b)).
(iv) X,Y are C1 topology bundles with C1-fiber bundle atlases A ′,B ′; see Definition 5.22.
(v) Let ε > 0 be small (depending on the following spectral gap conditions). (1) X,Y both
have ε-almost uniform C0,1-fiber trivializations at M1 with respect to A,B, respectively;
(2) X,Y both have ε-almost uniform C1,1-fiber trivializations at M1 with respect to A,B,
respectively; (1′) X,Y both have ε-almost local C0,1-fiber trivializations with respect to
A ′,B ′, respectively; (2′) X,Y both have ε-almost local C1,1-fiber trivializations with respect
to A ′,B ′, respectively. See Section 5.4.5.
(H2a) Let (H2) (v)(1) hold.
(H2b) Let (H2) (i) (v)(2) hold.
(H2c) Let (H2) (i) (ii) (v)(1) hold.
(H2d) Let (H2) (i) (ii) (v)(2) hold.
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(H3) (about i) The section i is the 0-section of X ×Y with respect to A × B, see Section 5.4.3. In
this case, we use the notations |(x, y)| , max{|x |, |y |}, |x | = d(x, iX (m)), |y | = d(y, iY (m)), if
(x, y) ∈ Xm × Ym.
(H3′) i : M → X × Y is continuous.
(H4) (about u) Assume u(M) ⊂ M1. u : M → M is continuous.
(H4′) u : M → M is uniformly continuous around M1; see Definition 5.3.
(H4a) (Lipschitz continuity of u) Let (H4) and (H1a) hold. There exist an ε1 > 0 (might be ε1 = ∞)
and a function µ : M → R+ such that supm0∈M1 µ(m0) , µˆ < ∞ and for every m0 ∈ M1,
u(Um0 (µ−1(m0)ε1)) ⊂ Uu(m0),
du(m0)(u(m), u(m0)) ≤ µ(m0)dm0 (m,m0), m ∈ Um0 (µ−1(m0)ε1).
(H4b) (smoothness of u) Let (H4a) and (H1) hold. Assume u is C1 and |Du(m0)| ≤ µ(m0) for every
m0 ∈ M1, where |Du(m)| is defined by
|Du(m)| = sup{|Du(m)x |u(m) : x ∈ TmM, |x |m ≤ 1}.
(H4c) (Lipschitz continuity of Du) Let (H4b) and (H1c) hold. Du is uniformly (locally) Lipschitz
around M1 in the sense of Definition 5.32; that is, for the local representation
D̂um0 (m)v , Dχu(m0)(u(m))Du(m)Dχ−1m0 (χm0 (m))v, (m, v) ∈ Um0 ( ′1) × Tm0M,
one has ‖D̂um0 (m) − Du(m0)‖ ≤ C0d(m,m0), m ∈ Um0 ( ′1), m0 ∈ M1, for some small
 ′1 < µˆ
−1ε1 and some constant C0 > 0 (independent of m0).
(H5) The functions in (A′) (or (A)) (B) condition are ε-almost uniformly continuous around M1
and ε-almost continuous in M , where ε > 0 is small (depending on the following spectral
gap conditions); see Definition 5.3.
(H5′) The functions in (A′) (or (A)) (B) condition are ε-almost continuous in M , where ε > 0 is
small (depending on the following spectral gap conditions); see Definition 5.3.
We give some comments about above settings.
Remark 6.3. (a) For (H1a), see also Section 5.1; we emphasis again no requirement that M admits a
metric is made. For (H1c), see also Section 5.5.1 and Appendix C for some examples; here unlike
the assumption () (in page 49), we do not assume M has a local uniform size neighborhood at
M1 (see Definition 5.7).
(b) For (H2), X × Y has a natural bundle atlas at M1, i.e. A × B , {(Um0 (), ϕm0 × φm0 ) : m0 ∈
M1, 0 <  ≤ 2}. If (H2a) (resp. (H2b)) holds, then X × Y also has an ε-almost uniform C0,1-
(resp. C1,1-)fiber trivialization at M1 with respect toA ×B; so is X ⊗u Y (see (2.2)) with respect
to A ⊗u B , {(Um0 (), ϕm0 × φu(m0)) : m0 ∈ M1, 0 <  ≤ 2} if in addition (H4a) holds. If (H2)
(ii) holds and X × Y is equipped product connection CX × CY , then A × B is also normal at M1
with respect CX × CY .
(c) For (H4b), note that from the assumptions (H1b) and (H4a), we have |Du(m0)| ≤ Θ2Θ1 µ(m0).
So (H4b) really only says u ∈ C1 if we use Θ2
Θ1
µ instead of µ to characterize the ‘spectral
gap condition’ in the following subsections. If one chooses a ‘better’ metric in Um0 , then
Θ2
Θ1
could be sufficiently close to 1 (or equal to 1). For example, in many applications, we take
dm0 (m1,m2) = |χm0 (m1) − χm0 (m2)|m0 . But this is not a ‘global’ defined metric. Another choice
is the Finsler metric (see Appendix D.3). Furthermore, if M is a Finsler manifold in the sense
of Palais (see Appendix D.2), then the Finsler metric in each component of M is a length metric
(see Appendix D.3) and |Du(m0)| ≤ µ(m0).
(d) For (H5) (H5′), we mention that the functions might be even not continuous.
Remark 6.4 (about (H2) (i)). The assumption (H2) (i), i.e. the fibers Xm,Ym of the bundles X , Y are
Banach spaces which loses some generalities, is needed more explanations. This can be weakened in
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some sense but can not be just that the fibers of X , Y being paracompact C1 Banach manifolds. We
need this assumption at least for two purposes. (i)We need that (DF(z),DG(z)) satisfies (A) (or (A′))
(B) condition which is implied by (F,G) satisfies (A) (or (A′)) (B) condition (see Lemma 3.10). (ii)
Some bounded geometry property of the fibers (see e.g. Appendix C.0.2) are needed in order to give
some uniform estimates.
For (i), due to the local result Lemma 3.11, one evidently has that (DF(z),DG(z)) satisfies (A) (or
(A′)) (B) condition once (F,G) satisfies (A) (or (A′)) (B) condition with a restriction on the angle
condition, and Xm,Ym are completeC1 Finslermanifolds in the sense of Palais (seeAppendixD.2)with
Finsler metrics (note the in this case Lemma D.7 holds which we used in the proof of Lemma 3.10). If
the metrics in the fibers are not length metrics, one can assume directly that (DF(z),DG(z)) satisfies
(A) (or (A′)) (B) condition or use a stronger Lipschitz condition instead of (A) (or (A′)) (B) condition
(see e.g. Lemma 3.4 and Lemma 3.5), which is similar as we do for u (by separate assumptions (H4a)
and (H4b)). For (ii), if Xm,Ym are complete Riemannian manifolds having bounded geometry (see
Appendix C.0.2), then the results in this section really hold (but the statements are more delicate);
another generalization to the Banach-manifold-like setting is as we do for M (for example Xm,Ym are
complete connected C1 Finsler manifolds which are C1,1-uniform, see Definition 5.33).
In this paper, we do not give a detailed analysis of the generalization of (H2) (i). All the main ideas
have being given here as we deal with the generalization of the base space.
Remark 6.5 (a few different generalizations). (a) There is a simple case about the Hölder continuity
of m 7→ fm(x), K1m(x), Km(x) with ‘better’ spectral gap conditions, that is, there is an ε1 > 0
(included ε1 = ∞) such that for any m0 ∈ M1, (Um0 (ε1), ϕm0 ) ∈ A, (Um0 (ε1), φm0 ) ∈ B (in (H2))
and u(Um0 (ε1)) ⊂ Uu(m0)(ε1) (in (H4a)); see Remark A.11. This situation will appear, e.g. in the
trivial bundles; see also Theorem 7.4 and Theorem 7.12, Theorem 7.13.
(b) In fact the regularity results do not depend on the existence results; see Section 6.11.
Remark 6.6 (uniformlyCk,γ continuity of F,G). Let F̂m0 (·, ·), Ĝm0 (·, ·) be the (regular) local represen-
tations of F,G atm0 ∈ M1 with respect toA,B under (H1a) (H2a) (H4a); see (6.9) or Definition 5.18.
Also write D̂mFm0 (·, ·), D̂mGm0 (·, ·) as the (regular) local representations of ∇F,∇G at m0 ∈ M1 with
respect to A,B,M under (H1c) (H2d) (H4b) and F,G being C1; see (6.40) or Appendix B.0.3. For
convenience of our writing, we use the following notions. Consider the estimates below:
max
{
|F̂m0 (m1, z) − F̂m0 (m0, z)|, |Ĝm0 (m1, z) − Ĝm0 (m0, z)|
}
≤ M0 |m1 − m0 |,(6.5) {
max
{
|Dz F̂m0 (m1, z) − Dz F̂m0 (m0, z)|, |DzĜm0 (m1, z) − DzĜm0 (m0, z)|
}
≤ M0 |m1 − m0 |,
max {|DFm(z1) − DFm(z2)|, |DGm(z1) − DGm(z2)|} ≤ M0 |z1 − z2 |,
(6.6)
{
max
{
|D̂mFm0 (m1, z) − D̂mFm0 (m0, z)|, |D̂mGm0 (m1, z) − D̂mGm0 (m0, z)|
}
≤ M0 |m1 − m0 |,
max {|∇mFm(z1) − ∇mFm(z2)|, |∇mGm(z1) − ∇mGm(z2)|} ≤ M0 |z1 − z2 |,
(6.7)
for all m1 ∈ Um0 ( ′), z ∈ Xm0 × Yu(m0), m0 ∈ M1, and z1, z2 ∈ Xm × Yu(m), m ∈ M , where  ′ > 0 is
small and M0 > 0 independent of m0 ∈ M1. Note that we have assumed F,G are uniformly C0,1-fiber
(see Section 5.4.4). (i) Under (H1a) (H2a) (H4a), we say F,G are uniformly (locally) C0,1 around
M1 if estimate (6.5) holds. (ii) Under (H1a) (H2b) (H4a), we say DvF,DvG are uniformly (locally)
C0,1 around M1 if estimates (6.6) hold. (iii) Under (H1c) (H2d) (H4b), we say ∇F,∇G are uniformly
(locally) C0,1 around M1 if estimates (6.7) hold. (iv) Under (H1c) (H2d) (H4b), we say F,G are
uniformly (locally) C1,1 around M1 if estimates (6.5) ∼ (6.7) hold. (v) Similarly, C0,γ and C1,γ can be
defined.
In the following, the constants M0, C are independent of m ∈ M or m0 ∈ M1. Also in the proofs,
the constant C˜ will differ line by line, but it is independent of m ∈ M or m0 ∈ M1.
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6.3. smooth leaf: Ck,α continuity of x 7→ fm(x).
6.3.1. C1 leaf: smoothness of x 7→ fm(x).
Lemma 6.7. Assume the following conditions hold.
(a) The fibers of the bundles X,Y are Banach spaces (see also Remark 6.4).
(b) For every m ∈ M , Fm(·),Gm(·) are C1.
(c) (spectral gap condition) λsλu < 1; see Remark 6.1.
Then we have the following conclusions.
(1) There exists a unique vector bundle map K1 ∈ L(ΥVX,ΥVY ) (see (5.1)) over f , such that |K1m(x)| ≤
β′(m), ∀m ∈ M and it satisfies (6.2).
(2) (C1 smooth leaf) For everym ∈ M , fm(·) : Xm → Ym isC1, andD fm(x) = K1m(x) (i.e. Dv f = K1).
Hereafter for K1 ∈ L f (ΥVX,ΥVY ), we write K1m(x) = K1(m,x).
Proof. Define a metric space
EL1 , {K1 ∈ L(ΥVX,ΥVY ) is a vector bundle map over f :
|K1m(x)| ≤ β′(m), ∀x ∈ Xm, x 7→ K1m(x) is continuous,m ∈ M},
with a metric
d1(K1,K1 ′) , sup
m∈M
sup
x∈Xm
|K1m(x) − K1m ′(x)|.
Note that supm β(m) ≤ βˆ. So d1 is well defined and (EL1 , d1) , ∅ is complete.
Also, note that ∀(x, y) ∈ Xm × Yu(m), (DFm(x, y),DGm(x, y)) satisfies (A′)(α(m), λu(m)), (B)
(β′(u(m)); β′(m), λs(m)) condition, when (Fm,Gm) satisfies (A′) (α(m), λu(m)) (B) (β′(u(m)); β′(m),
λs(m)) condition (here β′(u(m)) ≤ β(m)); see e.g. Lemma 3.10.
Since α(m)β′(u(m)) < 1, given a K1 ∈ EL1 , there is a unique R1m(x) ∈ L(Xm, Xu(m)) satisfying
DFm(x, fu(m)(xm(x)))(id,K1u(m)(xm(x))R1m(x)) = R1m(x),
and |R1m(x)| ≤ λs(m) (by (B) condition). Moreover, x 7→ R1m(x) is continuous; see e.g. Lemma D.2.
Now let
K˜1m(x) , DGm(x, fu(m)(xm(x)))(id,K1u(m)(xm(x))R1m(x)).
By (B) condition, we see K˜1 ∈ EL1 .
Consider the graph transform Γ1 : EL1 → EL1 ,K1 7→ K˜1.
Sublemma 6.8. Γ1 is Lipschitz, and LipΓ1 ≤ supm
λs(m)λu(m)
1 − α(m)β′(u(m)) < 1.
Proof. Let K˜1 = Γ1K1, K˜1 ′ = Γ1K1 ′. By Lemma 4.9, we have
|K˜1m(x) − K˜1m ′(x)| ≤
λu(m)
1 − α(m)β′(u(m)) |K
1
u(m)(xm(x))R1m(x) − K1u(m) ′(xm(x))R1m(x)|
≤ λs(m)λu(m)
1 − α(m)β′(u(m)) |K
1
u(m)(xm(x)) − K1u(m) ′(xm(x))|,
completing the proof. 
Therefore there is a unique K1 ∈ EL1 satisfying (6.2). In the following, we will show D fm(x) =
K1m(x). Set
Q(m, x ′, x) , fm(x ′) − fm(x) − K1m(x)(x ′ − x).
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Sublemma 6.9. sup
m
sup
x∈Xm
lim sup
x′→x
|Q(m,x′,x) |
|x′−x | < ∞, and
sup
x∈Xm
lim sup
x′→x
|Q(m, x ′, x)|
|x ′ − x | ≤
λs(m)λu(m)
1 − α(m)β′(u(m)) supx∈Xu(m)
lim sup
x′→x
|Q(u(m), x ′, x)|
|x ′ − x | .
Proof. The first inequality is apparently true. Let us consider the second inequality.
We use the notation |gm(x ′, x)| ≤ Om(1), if lim supx′→x |gm(x ′, x)| = 0. Compute
|xm(x ′) − xm(x) − R1m(x)(x ′ − x)|
=
Fm(x ′, fu(m)(xm(x ′))) − Fm(x, fu(m)(xm(x)))
−DFm(x, fu(m)(xm(x)))
{(x ′ − x, fu(m)(xm(x ′)) − fu(m)(xm(x)))}
+D2Fm(x, fu(m)(xm(x)))
{
fu(m)(xm(x ′)) − fu(m)(xm(x)) − K1u(m)(xm(x))R1m(x)(x ′ − x)
}
≤Om(1)|x ′ − x | + α(m)|Q(u(m), xm(x ′), xm(x))|
+ α(m)β′(u(m))|xm(x ′) − xm(x) − R1m(x)(x ′ − x)|.
Similarly,
|Q(m, x ′, x)| ≤Om(1)|x ′ − x | + λu(m)|Q(u(m), xm(x ′), xm(x))|
+ λu(m)β′(u(m))|xm(x ′) − xm(x) − R1m(x)(x ′ − x)|
≤Om(1)|x ′ − x | + λu(m)1 − α(m)β′(u(m)) |Q(u(m), xm(x
′), xm(x))|.
Thus,
sup
x∈Xm
lim sup
x′→x
|Q(m, x ′, x)|
|x ′ − x |
≤ λu(m)
1 − α(m)β′(u(m)) supx∈Xm
lim sup
x′→x
|Q(u(m), xm(x ′), xm(x))|
|xm(x ′) − xm(x)|
|xm(x ′) − xm(x)|
|x ′ − x |
≤ λs(m)λu(m)
1 − α(m)β′(u(m)) supx∈Xu(m)
lim sup
x′→x
|Q(u(m), x ′, x)|
|x ′ − x | .
The proof is complete. 
Using the above sublemma and θ , supm
λs (m)λu (m)
1−α(m)β′(u(m)) < 1, we have
sup
m
sup
x∈Xm
lim sup
x′→x
|Q(m, x ′, x)|
|x ′ − x | ≤ supm
λs(m)λu(m)
1 − α(m)β′(u(m)) supx∈Xu(m)
lim sup
x′→x
|Q(u(m), x ′, x)|
|x ′ − x |
≤ θ sup
m
sup
x∈Xm
lim sup
x′→x
|Q(m, x ′, x)|
|x ′ − x | < ∞,
yielding lim
x′→x
|Q(m,x′,x) |
|x′−x | = 0. The proof is finished. 
Remark 6.10. A careful examination of the above proof, we also have that if Fm,Gm are only
differentiable at (iX (m), iY (u(m))), then fm is differentiable at iX (m); see also Section 6.11.
6.3.2. C1,α leaf: Hölderness of x 7→ D fm(x) = K1m(x).
Lemma 6.11. Assume the conditions in Lemma 6.7 hold. In addition,
(a) DFm(·),DGm(·) are C0,γ uniform for m ∈ M , i.e.
|DFm(z1) − DFm(z2)| ≤ M0 |z1 − z2 |γ, |DGm(z1) − DGm(z2)| ≤ M0 |z1 − z2 |γ,
for all z1, z2 ∈ Xm × Yu(m) and m ∈ M , where 0 < γ ≤ 1.
60 DELIANG CHEN
(b) (spectral gap condition) λsλu < 1, λ∗γαs λsλu < 1, where 0 < α ≤ 1; see Remark 6.1.
Then we have K1m(·) is C0,γα uniform for m, i.e. |K1m(x1) − K1m(x2)| ≤ C |x1 − x2 |γα, ∀x1, x2 ∈ Xm. In
particular, if Fm(·),Gm(·) ∈ C1,1 uniform for m, λsλu < 1, λ2sλu < 1, then K1m(·) ∈ C0,1 uniform for
m.
Proof. Since K1 satisfies (6.2), we have
|K1m(x1) − K1m(x2)|
=|DGm(x1, fu(m)(xm(x1)))(id,K1u(m)(xm(x1))R1m(x1))
− DGm(x2, fu(m)(xm(x2)))(id,K1u(m)(xm(x2))R1m(x2))|
≤|(DGm(x1, fu(m)(xm(x1))) − DGm(x2, fu(m)(xm(x2))))(id,K1u(m)(xm(x1))R1m(x1))|
+ |D2Gm(x2, fu(m)(xm(x2)))(K1u(m)(xm(x1))R1m(x1) − K1u(m)(xm(x2))R1m(x2))|
≤C˜ |x1 − x2 |γ + λu(m)|K1u(m)(xm(x1))R1m(x1) − K1u(m)(xm(x2))R1m(x2)|
≤C˜ |x1 − x2 |γ + λs(m)λu(m)|K1u(m)(xm(x1)) − K1u(m)(xm(x2))|
+ λu(m)β′(u(m))|R1m(x1) − R1m(x2)|.
Similarly,
|R1m(x1) − R1m(x2)| ≤ C˜ |x1 − x2 |γ
+ α(m)λs(m)|K1u(m)(xm(x1)) − K1u(m)(xm(x2))| + α(m)β′(u(m))|R1m(x1) − R1m(x2)|.
Thus,
(6.8) |K1m(x1) − K1m(x2)| ≤ C˜ |x1 − x2 |γ +
λs(m)λu(m)
1 − α(m)β′(u(m)) |K
1
u(m)(xm(x1)) − K1u(m)(xm(x2))|.
Now using the argument in Appendix A (see Remark A.10 (a)), we obtain the result. 
6.3.3. Ck leaf: higher order smoothness of x 7→ fm(x).
Lemma 6.12. Under Lemma 6.7 and further assume F, G are Ck-fiber and uniformly Ck−1,1-fiber
(see Section 5.4.6) and λksλu < 1, then f is Ck-fiber and uniformly Ck−1,1-fiber.
Proof. (Sketch.) The proof is essentially the same as the C1-fiber case by induction (note that we
also have λisλu < 1, i = 1, 2, · · · , k). We give a sketch here. We use the notation Lk(Z1, Z2) ,
L(Z1 × · · · × Z1︸          ︷︷          ︸
k
, Z2), if Zi are vector bundles over Mi , i = 1, 2. Assume Lemma 6.12 holds for k − 1
(k ≥ 2). Taking k-th order derivative of (6.1) with respect to x informally, one has
(†)

Wk1,m(x) + D2Fm(x, y)
{
Kk
u(m)(xm(x))(R1m)k(x) + K1u(m)(xm(x))Rkm(x)
}
= Rkm(x),
Wk2,m(x) + D2Gm(x, y)
{
Kk
u(m)(xm(x))(R1m)k(x) + K1u(m)(xm(x))Rkm(x)
}
= Kkm(x),
where y = fu(m)(xm(x)), (R1m)k(x) = (R1m(x), · · · , R1m(x)) (k components), Kk ∈ Lk(ΥVX,ΥVY ) over f ,
Rk ∈ Lk(ΥVX,ΥVX ) over x(·)(·). Wki,m, i = 1, 2, consist of a finite sum of terms which can be explicitly
calculated with the help of Faà-di Bruno formula (see e.g. [MR09, FdlLM06]); the non-constant
factors are D jFm, D jGm (1 ≤ j ≤ k), D j fm (1 ≤ j < k), D j xm (1 ≤ j < k). Note thatWki,m, i = 1, 2,
are bounded uniform form ∈ M by induction. Since λksλu < 1, there exists a unique Kk ∈ Lk(ΥVX,ΥVY )
over f satisfying (†) (see Sublemma 6.8 for a similar proof). One can further show Dk fm(x) = Kkm(x)
by an analogous argument as in Sublemma 6.9. 
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6.4. Hölder vertical part: Hölderness of m 7→ fm(x). In order to make sense of the Hölder
continuity of m 7→ fm(x), we need some (uniform) assumptions on the bundle X × Y and the base
space M . The natural settings are (H1) (H2a) (H3) (H4a) (H5).
Regard F : X ⊗u Y → X as a bundle map over u and G : X ⊗u Y → Y as a bundle map over id;
also f : X → Y over id, x(·)(·) : X → X over u.
Consider the local representations of F,G, f , x(·)(·) at m0 ∈ M1 with respect to A,B, i.e.
(6.9)

F̂m0 (m, x, y) , (ϕu(m0)u(m) )−1◦Fm ◦ (ϕm0m (x), φ
u(m0)
u(m) (y)) :
Um0 (µ−1(m0)ε1) × Xm0 × Yu(m0) → Xu(m0),
Ĝm0 (m, x, y) , (φm0m )−1 ◦ Gm◦(ϕm0m (x), φu(m0)u(m) (y)) :
Um0 (µ−1(m0)ε1) × Xm0 × Yu(m0) → Ym0,
f̂m0 (m, x) , (φm0m )−1 ◦ fm ◦ ϕm0m (x) : Um0 (µ−1(m0)ε1) × Xm0 → Ym0,
x̂m0 (m, x) , (ϕu(m0)u(m) )−1 ◦ xm ◦ ϕm0m (x) : Um0 (µ−1(m0)ε1) × Xm0 → Xu(m0).
Then we have
(6.10)
{
F̂m0 (m, x, f̂u(m0)(u(m), x̂m0 (m, x))) = x̂m0 (m, x),
Ĝm0 (m, x, f̂u(m0)(u(m), x̂m0 (m, x))) = f̂m0 (m, x),
for m ∈ Um0 (µˆ−2ε1), x ∈ Xm0 , m0 ∈ M1.
If i is an invariant section of H and also a 0-section of X × Y , then f̂m0 (m, iX (m0)) = iY (m0),
x̂m0 (m, iX (m0)) = iX (u(m0)), and also{
F̂m0 (m, iX (m0), iY (u(m0))) = iX (u(m0)),
Ĝm0 (m, iX (m0), iY (u(m0))) = iY (m0).
Hereafter if m1 ∈ Um0 , then |m1 − m0 | means the metric between m1,m0 in Um0 , i.e. |m1 − m0 | =
dm0 (m1,m0), where dm0 is the metric in Um0 (see (H1) (i)).
Lemma 6.13. Assume the following conditions hold.
(a) Let (H1a) (H2a) (H3) (H4a) (H5) hold.
(b) (about F,G) F,G satisfy the following estimates:
(6.11)
{
|F̂m0 (m1, z) − F̂m0 (m0, z)| ≤ M0 |m1 − m0 |γ |z |ζ,
|Ĝm0 (m1, z) − Ĝm0 (m0, z)| ≤ M0 |m1 − m0 |γ |z |ζ,
for all m1 ∈ Um0 (µ−1(m0)ε1), z ∈ Xm0 × Yu(m0), m0 ∈ M1, where 0 < γ ≤ 1, ζ ≥ 0.
(c) (spectral gap condition) λsλu < 1, (max{λζ−1s , 1}µγ)∗αλsλu < 1, where 0 < α ≤ 1; see
Remark 6.1.
If ε∗1 ≤ µˆ−2ε1 is small, then we have the following.
(6.12) | f̂m0 (m1, x) − f̂m0 (m0, x)| ≤ C |m1 − m0 |γα |x |ζα+1−α,
for every m1 ∈ Um0 (ε∗1), x ∈ Xm0,m0 ∈ M1 under |m1 − m0 |γ |x |ζ ≤ rˆ min{|x |, |x |ζc−(c−1)}, where the
constant C depends on the constant rˆ > 0 but not m0 ∈ M1, c > 1 and rˆ does not depend on m0 ∈ M1.
In particular, if γ = ζ = 1, and λsλu < 1, λsλuµ < 1, then
| f̂m0 (m1, x) − f̂m0 (m0, x)| ≤ C |m1 − m0 | |x |.
See also Section 6.8 and Remark 5.28 (c).
Remark 6.14 (about the condition on F,G). Consider some cases that the condition on F,G can be
satisfied. First note that under (H1c) (H2d) (H3), if (6.5) and the following estimates hold,
|∇mϕm0m (x)| ≤ M0 |x |ζ, |∇mφm0m (x)| ≤ M0 |x |ζ, and |∇mFm(z)| ≤ M0 |z |ζ, |∇mGm(z)| ≤ M0 |z |ζ,
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x ∈ Xm0 , z ∈ Xm ×Yu(m), m ∈ Um0 (ε1), m0 ∈ M1, then estimates (6.11) hold with γ = 1. This is quite
easy as shown below. It suffices to consider F. Let m0 ∈ M1, χm0 (m1) = x1 ∈ Tm0M . Compute
|F̂m0 (m1, z) − F̂m0 (m0, z)|
=|F̂m0 (χ−1m0 (x1), z) − F̂m0 (χ−1m0 (0), z)| ≤ sup
v
|Dv F̂m0 (χ−1m0 (v), z)| |x1 − x0 |m0
≤ sup
v
|DmF̂m0 (χ−1m0 (v), z)Dχ−1m0 (v)| |x1 − x0 |m0 ≤ C˜0 |x1 − x0 |m0 |z |ζ
≤C˜0 |m1 − m0 | |z |ζ,
where (6.24) (see below) is used.
(a) If F,G are uniformly (locally) C0,1 (i.e. estimates (6.5) hold), then (6.11) is satisfied for γ = 1,
ζ = 0. If λs < 1, then the spectral gap condition is read as: λsλu < 1, ( µλs )∗αλsλu < 1. This case
was also discussed in e.g. [Sta99,Cha08,Wil13].
(b) A well known case is the following. If DmF̂m0 (m, ·), DmĜm0 (m, ·) ∈ C0,β uniform for m0,m, then
estimates (6.11) hold for γ = 1, ζ = β. Particularly, for this case, in addition with β = 1 and
the spectral gap condition: λsλu < 1, µ∗αλsλu < 1, the uniformly (locally) α-Hölder continuity
of m 7→ fm(x) is obtained. We mention that if λs < 1, the spectral gap condition in this case is
better than (a); that is to say the higher regularity of F,G, the better spectral gap condition.
Remark 6.15. When ζ = 0, the assumption (H3) does not need. Instead, we need the following
Lipschitz continuity of i.
(B3) i is Lipschitz around M1 with respect to A × B in the following sense. Let
îm0 (m) = (̂im0X (m), îm0Y (m)) = ((ϕm0m )−1(iX (m)), (φm0m )−1(iY (m))),
Then m 7→ îm0 (m) : Um0 (0) → Xm0 × Ym0 is Lipschitz with Lipschitz constant less than c0
for a fixed 0 and every m0 ∈ M1, where c0 is independent of m0.
The assumption (H3) actually means that i is Lipschitz with Lipschitz constant 0, i.e. locally constant.
Now under the assumptions of Lemma 6.13 with (H3) replaced by (B3) and ζ = 0, we also have f is
Hölder in the base points. For a proof, see Remark A.10 (b). See also [Cha08] for the same result in
the trivial bundles case.
Proof of Lemma 6.13. Take m0 ∈ M1. First note that by (H5) (H2a), if m ∈ Um0 (µˆ−2ε1) and ε1 is
small, then we can choose α′′, β′′, λ′′s , λ′′u , such that 1 − α′′(m)β′′(u(m)) > 0, and
λ′′s λ
′′
u < 1, (max{(λ′′s )ζ−1, 1}µγ)∗αλ′′s λ′′u < 1,
and the following inequalities hold;
(6.13)

Lip F̂m0 (m, x, ·) ≤ (1 + η(d(u(m), u(m0))))α(m)(1 + η(d(u(m), u(m0)))) ≤ α′′(m0),
Lip Ĝm0 (m, x, ·) ≤ (1 + η(d(m,m0)))λu(m)(1 + η(d(u(m), u(m0)))) ≤ λ′′u (m0),
Lip Ĝm0 (m, ·, y) ≤ (1 + η(d(m,m0)))β′(m)(1 + η(d(m,m0))) ≤ β′′(m0),
Lip F̂m0 (m, ·, y) ≤ (1 + η(d(u(m), u(m0))))λs(m)(1 + η(d(m,m0))) ≤ λ′′s (m0),
Lip f̂m0 (m, ·) ≤ (1 + η(d(m,m0)))β′(m)(1 + η(d(m,m0))) ≤ β′′(m0),
Lip x̂m0 (m, ·) ≤ (1 + η(d(u(m), u(m0))))λs(m)(1 + η(d(m,m0))) ≤ λ′′s (m0),
where η(·) is the function in the definition of uniform C0,1-fiber trivialization (for both X , Y ) (see
Definition 5.23).
Note that as f̂m0 (m, i(m0)) = i(m0), x̂m0 (m, i(m0)) = i(u(m0)), we have
| f̂m0 (m, x)| ≤ β′′(m0)|x |, | x̂m0 (m, x)| ≤ λ′′s (m0)|x |.
Since f̂m0 (m, x) satisfies (6.10), we have
| f̂m0 (m1, x) − f̂m0 (m0, x)|
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≤|Ĝm0 (m1, x, f̂u(m0)(u(m1), x̂m0 (m1, x))) − Ĝm0 (m0, x, f̂u(m0)(u(m1), x̂m0 (m1, x)))|
+ |Ĝm0 (m0, x, f̂u(m0)(u(m1), x̂m0 (m1, x))) − Ĝm0 (m0, x, f̂u(m0)(u(m0), x̂m0 (m0, x)))|
≤C˜ |m1 − m0 |γ |x |ζ + λ′′u (m0)| f̂u(m0)(u(m1), x̂m0 (m1, x)) − f̂u(m0)(u(m0), x̂m0 (m0, x))|
≤C˜ |m1 − m0 |γ |x |ζ + λ′′u (m0)| f̂u(m0)(u(m1), x̂m0 (m1, x)) − f̂u(m0)(u(m0), x̂m0 (m1, x))|
+ λ′′u (m0)β′′(u(m0))| x̂m0 (m1, x) − x̂m0 (m0, x)|.
Similarly,
| x̂m0 (m1, x) − x̂m0 (m0, x)| ≤ C˜ |m1 − m0 |γ |x |ζ + α′′(m0)| f̂u(m0)(u(m1), x̂m0 (m1, x))−
f̂u(m0)(u(m0), x̂m0 (m1, x))| + α′′(m0)β′′(u(m0))| x̂m0 (m1, x) − x̂m0 (m0, x)|.
Thus,
(6.14) | f̂m0 (m1, x) − f̂m0 (m0, x)| ≤ C˜ |m1 − m0 |γ |x |ζ
+
λ′′u (m0)
1 − α′′(m0)β′′(u(m0)) | f̂u(m0)(u(m1), x̂m0 (m1, x)) − f̂u(m0)(u(m0), x̂m0 (m1, x))|.
Using the argument in Appendix A (see Remark A.10 (b)), we deduce the results. 
6.5. Hölder distribution: Hölderness of m 7→ D fm(x) = K1m(x). (Based on the Hölder continuity
of m 7→ fm(x) and x 7→ K1m(x))
Let K1 ∈ L(ΥVX,ΥVY ) be the bundle map over f obtained in Lemma 6.7. In order to make sense of
the Hölder continuity of m 7→ D fm(x) = K1m(x), we need assumption (H2b) instead of (H2a). Now
taking the derivative of (6.10) with respect to x, we have
(6.15)
{
Dz F̂m0 (m, z)(id, K̂1u(m0)(u(m), x̂m0 (m, x))R̂1m0 (m, x)) = R̂1m0 (m, x),
DzĜm0 (m, z)(id, K̂1u(m0)(u(m), x̂m0 (m, x))R̂1m0 (m, x)) = K̂1m0 (m, x),
where z = (x, f̂u(m0)(u(m), x̂m0 (m, x))), and K̂1, R̂1 are the local representations of K1, R1 with respect
to A,B, i.e.
(6.16)

K̂1m0 (m, x) , (Dφm0m )−1( fm(ϕm0m (x)))K1m(ϕm0m (x))Dϕm0m (x) :
Um0 (µ−1(m0)ε1) × Xm0 → L(Xm0,Ym0 ),
R̂1m0 (m, x) , (Dϕu(m0)u(m) )−1(xm(ϕm0m (x)))R1m(ϕm0m (x))Dϕm0m (x) :
Um0 (µ−1(m0)ε1) × Xm0 → L(Xm0, Xu(m0)).
Note that K̂1m0 (m, x) = Dx f̂m0 (m, x), R̂1m0 (m, x) = Dx x̂m0 (m, x).
First consider a special case, i.e. m 7→ K1m(iX (m)).
Lemma 6.16. Assume the conditions in Lemma 6.7 hold. In addition, assume the following hold.
(a) Let (H1a) (H2b) (H3) (H4a) (H5) hold.
(b) (aboutF,G)DFm(iX (m), iY (u(m))),DGm(iX (m), iY (u(m)))are uniformly (locally) γ-Hölder around
M1 in the following sense:
|Dz F̂m0 (m1, iX (m0), iY (u(m0))) − Dz F̂m0 (m0, iX (m0), iY (u(m0)))| ≤ M0 |m1 − m0 |γ,
|DzĜm0 (m1, iX (m0), iY (u(m0))) − DzĜm0 (m0, iX (m0), iY (u(m0)))| ≤ M0 |m1 − m0 |γ,
for all m1 ∈ Um0 (µ−1(m0)ε1), m0 ∈ M1, 0 < γ ≤ 1.
(c) (spectral gap condition) λsλu < 1, µ∗γαλsλu < 1, where 0 < α ≤ 1; see Remark 6.1.
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When ε∗1 ≤ µˆ−2ε1 is small, we have
(6.17) |K̂1m0 (m1, iX (m0)) − K̂1m0 (m0, iX (m0))| ≤ C |m1 − m0 |γα,
for every m1 ∈ Um0 (ε∗1), m0 ∈ M1.
Lemma 6.17. Assume the conditions in Lemma 6.7 hold. In addition, assume the following hold.
(a) Let (H1a) (H2b) (H3) (H4a) (H5) hold.
(b) (about F,G) DF,DG are C0,1 around M1, i.e. the estimates (6.6) hold. Moreover, estimates
(6.11) in Lemma 6.13 hold for γ = ζ = 1; see also Remark 6.14.
(c) (spectral gap condition) λsλu < 1, λ2sλuµα < 1, λ
∗β
s λsλu < 1, µ∗αλsλu < 1, where 0 < α, β ≤ 1;
see Remark 6.1.
If ε∗1 ≤ µˆ−2ε1 is small, then we have
(6.18) |K̂1m0 (m1, x) − K̂1m0 (m0, x)| ≤ C
{ |m1 − m0 |α(|x | + 1) + (|m1 − m0 |α |x |)β} ,
for every m1 ∈ Um0 (ε∗1), x ∈ Xm0 , m0 ∈ M1, where the constant C depends on the constant ε∗1 but not
m ∈ M .
One can discus the case when F̂m0 (·), Ĝm0 (·) ∈ C1,γ, which is more complicated.
Proof of Lemma 6.16 and Lemma 6.17. As in the proof of Lemma 6.13, when let ε1 be small and
m ∈ Um0 (µˆ−2ε1), we can choose α′′, β′′, λ′′s , λ′′u , such that the following spectral gap condition holds
(see Remark 6.1 for the actual meaning, where α′′, β′′ is instead of α, β′)
λ′′s λ
′′
u < 1, (λ′′s )2λ′′u µα < 1, (λ′′s )∗βλ′′s λ′′u < 1, µ∗αλ′′s λ′′u < 1,
(6.13) holds, and in addition the following two inequalities hold.
(6.19)
{
supx∈Xm |K̂1m0 (m, x)| ≤ (1 + η(d(m,m0)))β′(m)(1 + η(d(m,m0))) ≤ β′′(m0),
supx∈Xm |R̂1m0 (m, x)| ≤ (1 + η(d(u(m), u(m0))))λs(m)(1 + η(d(m,m0))) ≤ λ′′s (m0).
Let y1 = f̂u(m0)(u(m1), x̂m0 (m1, x)), y2 = f̂u(m0)(u(m0), x̂m0 (m0, x)), ∆1 = |y1 − y2 |. By (6.15), it
yields
|K̂1m0 (m1, x) − K̂1m0 (m0, x)|
≤|(DzĜm0 (m1, x, y1) − DzĜm0 (m1, x, y2))(id, K̂1u(m0)(u(m1), x̂m0 (m1, x))R̂1m0 (m1, x))|
+ |(DzĜm0 (m1, x, y2) − DzĜm0 (m0, x, y2))(id, K̂1u(m0)(u(m1), x̂m0 (m1, x))R̂1m0 (m1, x))|
+ |DyĜm0 (m0, x, y2)(K̂1u(m0)(u(m1), x̂m0 (m1, x))R̂1m0 (m1, x)
− K̂1u(m0)(u(m0), x̂m0 (m0, x))R̂1m0 (m0, x))|
≤C˜∆1 + C˜ |m1 − m0 | + λ′′s (m0)λ′′u (m0)|K̂1u(m0)(u(m1), x̂m0 (m1, x))
− K̂1u(m0)(u(m0), x̂m0 (m0, x))| + λ′′u (m0)β′′(u(m0))|R̂1m0 (m1, x) − R̂1m0 (m0, x)|.
Similarly,
|R̂1m0 (m1, x) − R̂1m0 (m0, x)| ≤ C˜∆1 + C˜ |m1 − m0 | + λ′′s (m0)α′′(m0)
K̂1u(m0)(u(m1), x̂m0 (m1, x))
−K̂1u(m0)(u(m0), x̂m0 (m0, x))
 + α′′(m0)β′′(u(m0))|R̂1m0 (m1, x) − R̂1m0 (m0, x)|.
Now we have
|K̂1m0 (m1, x) − K̂1m0 (m0, x)| ≤ C˜∆1 + C˜ |m1 − m0 |
+ θ ′′1 (m0)|K̂1u(m0)(u(m1), x̂m0 (m1, x)) − K̂1u(m0)(u(m0), x̂m0 (m0, x))|,
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where θ ′′1 (m0) =
λ′′s (m0)λ′′u (m0)
1−α′′(m0)β′′(u(m0)) < 1.
For the proof of Lemma 6.16, the estimate becomes
(6.20) |K̂1m0 (m1, iX (m0)) − K̂1m0 (m0, iX (m0))|
≤ C˜ |m1 − m0 |γ + θ ′′1 (m0)|K̂1u(m0)(u(m1), iX (m0)) − K̂1u(m0)(u(m0), iX (m0))|.
Using the argument in Appendix A (see Remark A.10 (c)), one can obtain Lemma 6.16.
For the general case, we need theHölder continuity ofm 7→ fm(x) and x 7→ K1m(x), i.e. Lemma6.13
and Lemma 6.11. There is a constant ε′1 > 0, such that the following (a) (b) hold.
(a) By Lemma 6.11 and (H2b), we have
|K̂1m0 (m, x1) − K̂1m0 (m, x2)| ≤ C˜ |x1 − x2 |β, |R̂1m0 (m, x1) − R̂1m0 (m, x2)| ≤ C˜ |x1 − x2 |β,
for m ∈ Um0 (ε′1), x1, x2 ∈ Xm0 , where the constant C˜ only depends on ε′1.
(b) Meanwhile, by Lemma 6.13, we have
| f̂m0 (m1, x) − f̂m0 (m0, x)| ≤ C˜ |m1 − m0 |α |x |, | x̂m0 (m1, x) − x̂m0 (m0, x)| ≤ C˜ |m1 − m0 |α |x |,
for every m1 ∈ Um0 (ε′1), x ∈ Xm0 , where the constant C˜ only depends on the choice of ε′1. Now we
see that
(6.21) |K̂1m0 (m1, x) − K̂1m0 (m0, x)| ≤ C˜
{ |m1 − m0 |α |x | + (|m1 − m0 |α |x |)β} + C˜ |m1 − m0 |
+ θ ′′1 (m0)|K̂1u(m0)(u(m1), x̂m0 (m1, x)) − K̂1u(m0)(u(m0), x̂m0 (m1, x))|.
Apply the argument in Appendix A (see Remark A.10 (c)) to obtain the result. 
6.6. smoothness of m 7→ fm(x) and Hölderness of x 7→ ∇m fm(x) = Km(x).
6.6.1. smoothness of m 7→ fm(x). (Based on the C1 smoothness of fm(·) and the Lipschitz continuity
of m 7→ fm(x))
In the following, we need some smooth properties of the bundles X,Y in order to make sense of the
smoothness of m 7→ fm(x). The natural assumption is that X,Y are C1 bundles with C0 connections
(see Section 5.3). Now we can interpret (6.3) precisely by using the notion of covariant derivative
(see Definition 5.13), i.e.
(6.22)
{
∇mFm(x, y) + D2Fm(x, y)(Ku(m)(xm(x))Du(m) + D fu(m)(xm(x))Rm(x)) = Rm(x),
∇mGm(x, y) + D2Gm(x, y)(Ku(m)(xm(x))Du(m) + D fu(m)(xm(x))Rm(x)) = Km(x),
where y = fu(m)(xm(x)) and where K ∈ L(ΥHX ,ΥVY ) is a vector bundle map over f , and R ∈ L(ΥHX ,ΥVX )
is a vector bundle map over x(·)(·). Hereafter for K ∈ L(ΥHX ,ΥVY ) (over x(·)(·)), we write Km(x) =
K(m,x).
Lemma 6.18. Assume the following conditions hold.
(a) Let (H1b) (H2c) (H3) (H4b) (H5) hold.
(b) (about F,G) F,G are C1 and satisfy the following estimates:
(6.23)
{
|F̂m0 (m1, z) − F̂m0 (m0, z)| ≤ M0 |m1 − m0 | |z |,
|Ĝm0 (m1, z) − Ĝm0 (m0, z)| ≤ M0 |m1 − m0 | |z |,
for all m1 ∈ Um0 (µ−1(m0)ε1), z ∈ Xm0 × Yu(m0), m0 ∈ M1.
(c) (spectral gap condition) λsλu < 1, λsλuµ < 1; see also Remark 6.1.
Then the following hold.
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(1) There exists a unique C0 vector bundle map K ∈ L(ΥHX ,ΥVY ) over f , such that
Km(iX (m)) = 0, m ∈ M1, sup
m∈M1
sup
x,iX (m)
|Km(x)|
|x | < ∞,
and it satisfies (6.22). In addition, if
∇mFm(iX (m), iY (u(m))) = 0, ∇mGm(iX (m), iY (u(m))) = 0,
for all m ∈ M , then Km(iX (m)) = 0 for all m ∈ M .
(2) f is C1 and ∇m fm(x) = Km(x) for m ∈ M, x ∈ Xm.
Remark 6.19 (about the condition on F,G). (a) SinceA, B consist of normal bundle charts, by the
chain rule (see Lemma 5.14), we have
(6.24) DmF̂m0 (m, z)|m=m0 = ∇u(m0)(ϕu(m0)u(m0))
−1(x ′′)Du(m0) + D(ϕu(m0)u(m0))
−1(x ′′)
·
{
∇m0Fm0 (z′) + DFm0 (z′)(∇m0ϕm0m0 (x),∇u(m0)φu(m0)u(m0)(y)Du(m0))
}
= ∇m0Fm0 (z′),
where z = (x, y), z′ = (ϕm0m0 (x), φu(m0)u(m0)(y)), x ′′ = Fm(z′). Similarly,
(6.25) DmĜm0 (m, z)|m=m0 = ∇m0Gm0 (z′).
(b) One can replace (6.23) by the following estimates:
|F̂m0 (m1, z) − F̂m0 (m0, z)| ≤ M0 |m1 − m0 | |z |γ, |Ĝm0 (m1, z) − Ĝm0 (m0, z)| ≤ M0 |m1 − m0 | |z |γ,
(see also Remark 6.14) and the spectral gap condition by λsλu < 1, λγsλuµ < 1, λs < 1, where
0 < γ ≤ 1, (or λsλu < 1, max{λγ−1s , 1}µλsλu < 1). Then one also gets f ∈ C1 but
sup
m∈M1
sup
x,iX (m)
|∇m fm(x)|
|x |γ < ∞.
The proof is very similar with the case γ = 1. Note that under λγsλuµ < 1, λs < 1, by using
Lemma 6.13, one gets
sup
m0∈M1
sup
x∈Xm0
lim sup
m1→m0
| f̂m0 (m1, x) − f̂m0 (m0, x)|
|m1 − m0 | |x |γ ≤ C.
Nowwe can use the same step in the proof of Lemma6.18with somenaturallyminormodifications.
Proof of Lemma 6.18. First note that the covariant derivatives of F,G satisfy
(6.26) |∇m0Fm0 (z)| ≤ C0 |z |, |∇m0Gm0 (z)| ≤ C0 |z |,
for all z ∈ Xm0 × Yu(m0) and m0 ∈ M1. This is quite simple as the following shown. Let m0 ∈ M1,
χm0 (m1) = x1 ∈ Tm0M . Then
|F̂m0 (χ−1m0 (x1), z) − F̂m0 (χ−1m0 (0), z)|
|x1 | ≤ Θ
−1
1 M0 |z |,
and so |∇m0Fm0 (z)| = |DmF̂m0 (m, z)|m=m0Dχ−1m0 (0)| ≤ Θ−11 M0 |z | by (6.24). Similar for |∇m0Gm0 (z)|.
(I). Let e : M1 → M be the inclusion map, i.e. e(m) = m. Consider the pull-back bundles e∗X, e∗Y
of X,Y through e. Through two natural inclusion maps of e∗X → X , e∗Y → Y , which are induced by
e, there are two natural pull-back vector bundles of TX,TY , denoted by e∗TX, e∗TY . Using e∗X, e∗Y
and e∗TX, e∗TY instead of X,Y , TX,TY , we can, without loss of the generality, assume M1 = M . So
first let M1 = M . The existence of K suffices under the assumptions in Lemma 6.28 below. So in this
step, we in fact prove the conclusion (1) in Lemma 6.28.
Define a metric space
EL0 , {K ∈ L(ΥHX ,ΥVY ) is C0 a vector bundle map over f : |Km(x)| ≤ C1 |x | if m ∈ M1},
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with a metric
d0(K,K ′) , sup
m
sup
x,iX (m)
|Km(x) − K ′m(x)|
|x | ,
where
C1 =
C0
1 − θ0 , θ0 = supm∈M1
λs(m)λu(m)µ(m)
1 − α(m)β′(u(m)) < 1,
and C0 is given by (6.29) in the following. Note that in our notation |x | = dm(x, iX (m)), if x ∈ Xm.
The metric space (EL0 , d0) , ∅ is complete. (Note that in the local representation, the convergence in
EL0 is uniform for m and x belonging to any bounded-fiber set.)
Since α(m)β′(u(m)) < 1, given a K ∈ EL0 , there is a unique R ∈ L(ΥHX ,ΥVX ) over x(·)(·) satisfying
(6.27) ∇mFm(x, y) + D2Fm(x, y)(Ku(m)(xm(x))Du(m) + D fu(m)(xm(x))Rm(x)) = Rm(x),
where y = fu(m)(xm(x)); and define K˜ by
K˜m(x) , ∇mGm(x, y) + D2Gm(x, y)(Ku(m)(xm(x))Du(m) + D fu(m)(xm(x))Rm(x)).
Consider the graph transform Γ0 : K 7→ K˜ .
Sublemma 6.20. Γ0 is a Lipschitz map of EL0 → EL0 with LipΓ0 ≤ supm∈M1 λs (m)λu (m)µ(m)1−α(m)β′(u(m)) < 1.
Proof. Let Γ0(K) = K˜ , Γ0(K ′) = K˜ ′. Since
|K˜m(x) − K˜ ′m(x)| ≤ |{Ku(m)(xm(x)) − K ′u(m)(xm(x))}Du(m)| + λu(m)β′(u(m))|Rm(x) − R′m(x)|,
and
|Rm(x) − R′m(x)| ≤ α(m)|{Ku(m)(xm(x)) − K ′u(m)(xm(x))}Du(m)| + α(m)β′(u(m))|Rm(x) − R′m(x)|,
we have
(6.28) |K˜m(x) − K˜ ′m(x)| ≤
λu(m)µ(m)
1 − α(m)β′(u(m)) |Ku(m)(xm(x)) − K
′
u(m)(xm(x))|.
If K ∈ EL0 , then (a) K˜ ∈ L(ΥHX ,ΥVY ) by the construction, (b) K˜ is C0, (c) |K˜m(x)| ≤ C1 |x |. Thus,
K˜ ∈ EL0 .
To show (b), using a suitable local representation of (6.27) (see e.g. (6.34) in the following), the
fact that f , K1 are continuous proved in Lemma 6.25 and Lemma 6.26 below, and the assumption
(H5′), one can easily see that K˜ is C0 (see also the proof of K is C0 in L(ΥHX ,ΥVY ) in the following).
We show (c) as follows. Letting K ′ = 0, by (6.26), we have
(6.29) |Γ0(0)| ≤ M0 |z | + λu(m)β′(u(m))|R′m(x)|
≤ M0 |z | + λu(m)β′(u(m))(1 − α(m)β′(u(m)))−1M0 |z | ≤ C0 |x |,
where z = (x, fu(m)(xm(x))), C0 is a constant independent of m. Then by (6.28), it holds that
|K˜m(x)| ≤ |Γ0(0)| + λu(m)µ(m)1 − α(m)β′(u(m)) |Ku(m)(xm(x))| ≤ C0 |x | + θ0C1 |x | ≤ C1 |x |.
Inequality (6.28) also gives the estimate of the Lipschitz constant of Γ0, and the proof is complete. 
Therefore, there is a unique K ∈ EL0 satisfying (6.22) when M1 = M . Next since u(M) ⊂ M1,
using (6.22), one can uniquely define K in all X (not only in e∗X).
We show K : ΥHX → ΥVY is a C0 vector bundle map. This is direct from the local representation
of (6.27). We give details as follows. Let m0 ∈ M . Choose C1 local charts of M at m0, u(m0),
e.g. ξm0 : U0 → Tm0M and ξu(m0) : V → Tu(m0)M , such that u(U0) ⊂ V ⊂ Uu(m0). Note that
u(m0) ∈ M1. Moreover, take C1 bundle charts (U0, ϕ0), (U0, φ0) of X , Y at m0 respectively, as
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well as (Uu(m0), ϕu(m0)) ∈ A, (Uu(m0), φu(m0)) ∈ B. Using the above charts, one can give the local
representations of K, R, i.e.
(6.30)
K̂ ′m0 (m, x) , D(φ0m)−1( fm(ϕ0m(x)))Km(ϕ0m(x))Dξ−1m0 (ξm0 (m)) : U0 × Xm0 → L(Tm0M,Ym0 ),
K̂u(m0)(m, x) , D(φu(m0)u(m) )−1( fm(ϕ
u(m0)
m (x)))Km(ϕu(m0)m (x))Dξ−1u(m0)(ξu(m0)(m)) :
u(U0) × Xu(m0) → L(Tu(m0)M,Yu(m0)),
R̂m0 (m, x) , D(ϕu(m0)u(m) )−1(xm(ϕ0m(x)))Rm(ϕ0m(x))Dξ−1m0 (ξm0 (m)) :
U0 × Xm0 → L(Tm0M, Xu(m0)),
as well as ∇F,∇G, F,G, x(·)(·),Du, i.e.
D̂mFm0 (m, x,y) , D(ϕu(m0)u(m) )−1(Fm(ϕ0m(x), φ
u(m0)
u(m) (y)))
· ∇mFm(ϕ0m(x), φu(m0)u(m) (y))Dξ−1m0 (ξm0 (m)) : U0 × Xm0 × Yu(m0) → L(Tm0M,Yu(m0)),(6.31)
D̂mGm0 (m, x,y) , D(ϕ0m)−1(Gm(ϕ0m(x), φu(m0)u(m) (y)))
· ∇mGm(ϕ0m(x), φu(m0)u(m) (y))Dξ−1m0 (ξm0 (m)) : U0 × Xm0 × Yu(m0) → L(Tm0M,Ym0 ),(6.32)
(6.33)

F̂ ′m0 (m, x, y) , (ϕu(m0)u(m) )−1 ◦ Fm(ϕ0m(x), φ
u(m0)
u(m) (y)) : U0 × Xm0 × Yu(m0) → Xu(m0),
Ĝ′m0 (m, x, y) , (ϕ0m)−1 ◦ Gm(ϕ0m(x), φu(m0)u(m) (y)) : U0 × Xm0 × Yu(m0) → Xm0,
x̂ ′m0 (m, x) , (ϕu(m0)u(m) )−1 ◦ xm(ϕ0m(x)) : U0 × Xm0 → Xu(m0),
D̂um0 (m)v , Dξu(m0)(u(m))Du(m)Dξ−1m0 (ξm0 (m))v : U0 × Tm0M → Tu(m0)M .
Then by a simple computation, we know they satisfy
(6.34)

D̂mFm0 (m, x, yˆ′) + Dy F̂ ′m0 (m, x, yˆ′)
·
{
K̂u(m0)(u(m), xˆ ′)D̂um0 (m) + Dx f̂u(m0)(u(m), xˆ ′)R̂m0 (m, x)
}
= R̂m0 (m, x),
D̂mGm0 (m, x, yˆ′) + DyĜ′m0 (m, x, yˆ′)
·
{
K̂u(m0)(u(m), xˆ ′)D̂um0 (m) + Dx f̂u(m0)(u(m), xˆ ′)R̂m0 (m, x)
}
= K̂ ′m0 (m, x),
where xˆ ′ = x̂ ′m0 (m, x), yˆ′ = f̂u(m0)(u(m), xˆ ′). Note that f , K1 are continuous proved in Lemma 6.25
and Lemma 6.26 below, so D̂mFm0 , D̂mGm0 , Dy F̂ ′m0 , DyĜ
′
m0 , and K̂
1
m0 (m, x) = Dx f̂m0 (m, x) are all
continuous for every m0 ∈ M .
By the assumption (H5′), we get for m ∈ U0,
|Dy F̂ ′m0 (m, x, yˆ′)Dx f̂u(m0)(u(m), xˆ ′)| ≈ α(m0)β′(u(m0)) < 1,
whereU0 might be smaller if necessary. Since K̂u(m0)(u(·), ·) is continuous at (m0, x) for all x ∈ Xu(m0),
we see R̂m0 (·, ·) is continuous at (m0, x), and so is K̂ ′m0 (·, ·), which gives that K is C0.
(II). In the following, we need to show f is C1 and ∇m fm(x) = Km(x). Working in the bundle
charts, let us consider (6.10) and the local representation of (6.22). Let
K̂m0 (x) = D(φm0m0 )−1(y′)Km0 (ϕm0m0 (x)) = Km0 (x), R̂m0 (x) = D(ϕu(m0)u(m0))
−1(x ′′)Rm0 (ϕm0m0 (x)) = Rm0 (x),
where y′ = fm0 (ϕm0m0 (x)), x ′′ = xm0 (ϕm0m0 (x)), m0 ∈ M1. Using (6.24) and (6.25), we know they satisfy
DmF̂m0 (m, x, y)|m=m0 + Dy F̂m0 (m0, x, y)
·
{
K̂u(m0)(xˆ)Du(m0) + Dx f̂u(m0)(u(m0), xˆ)R̂m0 (x)
}
= R̂m0 (x),
DmĜm0 (m, x, y)|m=m0 + DyĜm0 (m0, x, y)
·
{
K̂u(m0)(xˆ)Du(m0) + Dx f̂u(m0)(u(m0), xˆ)R̂m0 (x)
}
= K̂m0 (x),
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where y = f̂u(m0)(u(m0), xˆ), xˆ = x̂m0 (m0, x). Define
Q0(m′,m0, x) , f̂m0 (m′, x) − f̂m0 (m0, x) − K̂m0 (x)(m′ − m),
where m′ ∈ Um0 (µˆ−2ε1), m0 ∈ M1. ε1 is taken from the proof of Lemma 6.13, as well as α′′, β′′,
λ′′s , λ′′u , such that 1 − α′′(m)β′′(u(m)) > 0,
λ′′s λ
′′
u < 1, µλ′′s λ′′u < 1,
and (6.13), (6.19) hold.
Convention. Here, we identify Um0 (µˆ−2ε1) as the Banach space Tm0M by the local chart χm0 :
Um0 (µˆ−2ε1) → Tm0M given in (H1b); that is we identify x ′ as m′, if χm0 (m′) = x ′. For example, the
local representation of f̂m0 (m′, x) by χm0 : Um0 ( ′m0 ) → Tm0M is f̂m0 (χ−1m0 (x ′), x), but we also write it
as f̂m0 (m′, x). The metric in Tm0M induces from dm0 , i.e. |x1 − x2 | = dm0 (χ−1m0 (x1), χ−1m0 (x2)). ε1 may
be taken small and even may depend on m. This does not cause any problem since at last we will let
ε1 → 0, i.e. Um0 3 m′→ m0.
We will use the notation |g(m′,m0, x)| ≤ Ox(|m′ − m0 |) below, if lim supm′→m0 |g(m
′,m0,x) |
|m′−m0 | = 0.
Sublemma 6.21. sup
m0∈M1
sup
x∈Xm0
lim sup
m′→m0
|Q0(m′,m0,x) |
|m′−m0 | |x | < ∞ and
|Q0(m′,m0, x)| ≤ Ox(|m′ − m0 |) + λ
′′
u (m0)
1 − α′′(m0)β′′(u(m0)) |Q
0(u(m′), u(m0), x̂m0 (m′, x))|.
Proof. Note that under these conditions given in the lemma, by Lemma 6.13, we have
(6.35)

sup
m0∈M1
sup
x∈Xm0
lim sup
m1→m0
| x̂m0 (m1, x) − x̂m0 (m0, x)|
|m1 − m0 | |x | ≤ C,
sup
m0∈M1
sup
x∈Xm0
lim sup
m1→m0
| f̂m0 (m1, x) − f̂m0 (m0, x)|
|m1 − m0 | |x | ≤ C.
Now the first inequality follows from (6.35) (6.4) and the above construction of K . (That the constants
Θ1,Θ2 in (H1b) are independent ofm0 is exactly used here.) Next, let us consider the second inequality.
Compute
|Q0(m′,m0, x)|
=
Ĝm0 (m′, x, f̂u(m0)(u(m′), x̂m0 (m′, x)))
−Ĝm0 (m0, x, y) − DmĜm0 (m, x, y)|m=m0 (m′ − m0)
−DyĜm0 (m0, x, y)(K̂u(m0)(xˆ)Du(m0) + Dx f̂u(m0)(u(m0), xˆ)R̂m0 (x))(m′ − m0)

≤|1 | + |2 |,
where y = f̂u(m0)(u(m0), xˆ), xˆ = x̂m0 (m0, x), and
1 ,Ĝm0 (m′, x, f̂u(m0)(u(m′), x̂m0 (m′, x))) − Ĝm0 (m′, x, f̂u(m0)(u(m0), xˆ))
− DyĜm0 (m0, x, y)(K̂u(m0)(xˆ)Du(m0) + Dx f̂u(m0)(u(m0), xˆ)R̂m0 (x))(m′ − m0),
2 ,Ĝm0 (m′, x, y) − Ĝm0 (m0, x, y) − DmĜm0 (m, x, y)|m=m0 (m′ − m0).
Note that |2 | ≤ Ox(|m′ − m0 |).
1 =
∫ 1
0
DyĜm0 (m′, x, yt ) dt
{
f̂u(m0)(u(m′), x̂m0 (m′, x)) − f̂u(m0)(u(m0), xˆ)
}
− DyĜm0 (m0, x, y)(K̂u(m0)(xˆ)Du(m0) + Dx f̂u(m0)(u(m0), xˆ)R̂m0 (x))(m′ − m0)
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=
∫ 1
0
{DyĜm0 (m′, x, yt ) − DyĜm0 (m0, x, y)} dt
{
f̂u(m0)(u(m′), x̂m0 (m′, x)) − f̂u(m0)(u(m0), xˆ)
}
+ DyĜm0 (m0, x, y)
{
f̂u(m0)(u(m′), x̂m0 (m′, x)) − f̂u(m0)(u(m0), xˆ)
−K̂u(m0)(xˆ)Du(m0)(m′ − m0) − Dx f̂u(m0)(u(m0), xˆ)R̂m0 (x)(m′ − m0)
}
,1O + DyĜm0 (m0, x, y){ 2O},
where yt = t f̂u(m0)(u(m′), x̂m0 (m′, x)) + (1 − t) f̂u(m0)(u(m0), xˆ). Note that by (6.35), and the Lipschitz
continuity of u(·), f̂m0 (m, ·), x̂m0 (m, ·), we have
| 1O| ,
∫ 1
0
{DyĜm0 (m′, x, yt ) − DyĜm0 (m0, x, y)} dt
{
f̂u(m0)(u(m′), x̂m0 (m′, x)) − f̂u(m0)(u(m0), xˆ)
}
≤Ox(|m′ − m0 |).
Consider
2O , f̂u(m0)(u(m′), x̂m0 (m′, x)) − f̂u(m0)(u(m0), xˆ)
− K̂u(m0)(xˆ)Du(m0)(m′ − m0) − Dx f̂u(m0)(u(m0), xˆ)R̂m0 (x)(m′ − m0)
= f̂u(m0)(u(m′), x̂m0 (m′, x)) − f̂u(m0)(u(m0), x̂m0 (m′, x))
− K̂u(m0)(x̂m0 (m′, x)){u(m′) − u(m0)}
+ f̂u(m0)(u(m0), x̂m0 (m′, x)) − f̂u(m0)(u(m0), xˆ)
− Dx f̂u(m0)(u(m0), xˆ){ x̂m0 (m′, x) − x̂m0 (m0, x)}
+
{
K̂u(m0)(x̂m0 (m′, x)) − K̂u(m0)(xˆ)
}
(u(m′) − u(m0))
+ K̂u(m0)(xˆ) {u(m′) − u(m0) − Du(m0)(m′ − m0)}
+ Dx f̂u(m0)(u(m0), xˆ)
{
x̂m0 (m′, x) − x̂m0 (m0, x) − R̂m0 (x)(m′ − m0)
}
,Q0(u(m′), u(m0), x̂m0 (m′, x)) + 3O + 4O + 5O + Dx f̂u(m0)(u(m0), xˆ){ 6O}.
Since (m, x) → x̂m0 (m, x) is continuous (see e.g. Lemma 6.25 below), fm(·) is C1, and (6.35), we
have
| 3O| , | f̂u(m0)(u(m0), x̂m0 (m′, x)) − f̂u(m0)(u(m0), xˆ)
− Dx f̂u(m0)(u(m0), xˆ){ x̂m0 (m′, x) − x̂m0 (m0, x)}|
≤ Ox(|m′ − m0 |).
Due to that x̂m0 (·) is continuous, K is C0, and u is Lipschitz, we have
| 4O| , |
{
K̂u(m0)(x̂m0 (m′, x)) − K̂u(m0)(xˆ)
}
(u(m′) − u(m0))| ≤ Ox(|m′ − m0 |).
As u is C1 and (6.4), we have
| 5O| , |K̂u(m0)(xˆ){u(m′) − u(m0) − Du(m0)(m′ − m0)}| ≤ Ox(|m′ − m0 |).
Thus,
|Q0(m′,m0, x)|
≤Ox(|m′ − m0 |) + λ′′u (m0)|Q0(u(m′), u(m0), x̂m0 (m′, x))| + λ′′u (m0)β′′(u(m0))| 6O|.
The same computation gives
| 6O| ,| x̂m0 (m′, x) − x̂m0 (m0, x) − R̂m0 (x)(m′ − m0)|
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≤Ox(|m′ − m0 |) + α′′(m0)|Q0(u(m′), u(m0), x̂m0 (m′, x))| + α′′(m0)β′′(u(m0))| 6O|.
Therefore,
|Q0(m′,m0, x)| ≤ Ox(|m′ − m0 |) + λ
′′
u (m0)
1 − α′′(m0)β′′(u(m0)) |Q
0(u(m′), u(m0), x̂m0 (m′, x))|.
The proof is complete. 
Using the above sublemma, we obtain
sup
m0∈M1
sup
x∈Xm0
lim sup
m′→m0
|Q0(m′,m0, x)|
|m′ − m0 | |x | ≤ θ
′′
0 sup
m0∈M1
sup
x∈Xm0
lim sup
m′→m0
|Q0(m′,m0, x)|
|m′ − m0 | |x | ,
where θ ′′0 = supm∈M1
λ′′s (m)λ′′u (m)µ′′(m)
1−α′′(m)β′′(u(m)) < 1, which yields lim sup
m′→m0
|Q0(m′,m0,x) |
|m′−m0 | = 0, i.e. f̂m0 (·, x) is
differentiable at m0 ∈ M1 and
(6.36) Dm f̂m0 (m, x)|m=m0 = K̂m0 (x).
Finally, we need to show f is C1 everywhere. Let m′,m0 ∈ M , and choose C1 bundle charts
(U0, ϕ0), (U0, φ0) of X,Y at m′ respectively, such that u(U0) ⊂ Uu(m0)(µ−1(u(m0))ε1). Note that
u(m0) ∈ M1. Consider F,G, f , x(·)(·) in local bundle charts ϕ0 : U0 × Xm′ → X , φ0 : U0 × Ym′ → Y ,
ϕu(m0) : Uu(m0)(2) × Xu(m0) → X , φu(m0) : Uu(m0)(2) × Yu(m0) → Y . That is
(6.37)
F̂ ′m0 (m, x, y) , (ϕu(m0)u(m) )−1 ◦ Fm ◦ (ϕ0m(x), φ
u(m0)
u(m) (y)) : U0 × Xm′ × Yu(m0) → Xu(m0),
Ĝ′m0 (m, x, y) , (φ0m)−1 ◦ Gm ◦ (ϕ0m(x), φu(m0)u(m) (y)) : U0 × Xm′ × Yu(m0) → Ym′,
f̂ ′0 (m, x) , (φ0m)−1 ◦ fm ◦ ϕ0m(x) : U0 × Xm′ → Ym′,
f̂u(m0)(m, x) , (φu(m0)m )−1 ◦ fu(m) ◦ (ϕu(m0)m (x)) : Uu(m0)(µ−1(u(m0))ε1) × Xu(m0) → Yu(m0),
x̂ ′m0 (m, x) , (ϕu(m0)u(m) )−1 ◦ xm(ϕ0m(x)) : U0 × Xm′ → Xu(m0).
Then we have (see also (6.10))
(6.38)
{
F̂ ′m0 (m, x, f̂u(m0)(u(m), x̂ ′m0 (m, x))) = x̂ ′m0 (m, x),
Ĝ′m0 (m, x, f̂u(m0)(u(m), x̂ ′m0 (m, x))) = f̂ ′0 (m, x).
Due to (H5), we can let U0 be much smaller such that if m ∈ U0, then
Lip F̂ ′m0 (m, x, ·) ≤ (1 + η(d(u(m), u(m0))))α(m)(1 + η(d(u(m), u(m0)))) ≤ α′′(m0),
and α′′(m0)β′′(u(m0)) < 1, where β′′(u(m0)) is given by
Lip f̂u(m0)(u(m), ·) ≤ (1 + η(d(u(m), u(m0))))β′(u(m))(1 + η(d(u(m), u(m0)))) ≤ β′′(u(m0)).
Due to Lip F̂ ′m0 (m, x, f̂u(m0)(u(m), ·)) ≤ α′′(m0)β′′(u(m0)) < 1 and the differential of f̂u(m0)(·, x) at
u(m0), using LemmaD.3, we know that f̂ ′0 (·, x) is differentiable atm0. Sincem0 can be taken in a small
neighborhood of m′, f̂ ′0 (·, x) is differentiable in a neighborhood of m′ and then (m, x) 7→ Dm f̂ ′0 (m, x)
is continuous (as K is C0 and (6.36)). Moreover, (m, x) 7→ Dx f̂ ′0 (m, x) is continuous, hence f is
differentiable and consequently C1.
Now we have ∇m fm(x) = Km(x) if m ∈ M1, as ϕm, φm are normal bundle charts and (6.36). For
m ∈ M\M1, this follows from (6.22), ∇u(m) fu(m)(x) = Ku(m)(x), and taking the covariant derivative
of (6.1). The proof is thus finished. 
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6.6.2. Hölderness of x 7→ ∇m fm(x) = Km(x). (Based on the Hölder continuity of x 7→ D fm(x) =
K1m(x))
It suffices to consider the unique vector bundle map K satisfying (6.22). Since we do not need
∇m fm(x) = Km(x), some assumptions in Lemma 6.18 can be weakened; see the proof of Lemma 6.18.
Lemma 6.22. Assume the following conditions hold.
(a) Let (H1) (H2) (i) (ii) (v) (1′) (H3) (H4b) (H5′) hold.
(b) (about F,G) (i) F,G are C1 and (ii) satisfy
|∇mFm(z)| ≤ M0 |z |, |∇mGm(z)| ≤ M0 |z |,
for all m ∈ M1 and z ∈ Xm × Yu(m). (iii) Moreover, ∇mFm(·),∇mGm(·),DFm(·),DGm(·) are C0,γ
uniform for m, i.e.{
|∇mFm(z1) − ∇mFm(z2)| ≤ M0 |z1 − z2 |γ, |∇mGm(z1) − ∇mGm(z2)| ≤ M0 |z1 − z2 |γ,
|DFm(z1) − DFm(z2)| ≤ M0 |z1 − z2 |γ, |DGm(z1) − DGm(z2)| ≤ M0 |z1 − z2 |γ,
for all z1, z2 ∈ Xm × Yu(m), m ∈ M , where 0 < γ ≤ 1.
(c) (spectral gap condition) λsλu < 1, λsλuµ < 1, λ∗βs λsλu < 1, max{λ−(1−γ)s , λγs , λβs }∗αλsλuµ < 1,
where γ ≥ β; see also Remark 6.1.
Then the C0 vector bundle map K ∈ L(ΥHX ,ΥVY ) over f satisfying (6.22) has the following Hölder
property:
|Km(x1) − Km(x2)| ≤ C
{(|x1 − x2 |γ(1 + |x1 |))α + (|x1 − x2 |β |x1 |)α} (|x1 | + |x2 |)1−α,
under |x1 − x2 |γ(1 + |x1 |) + |x1 − x2 |β |x1 | ≤ rˆ(|x1 | + |x2 |), where the constant C depends on the
constant rˆ > 0 but not m ∈ M .
Proof. First note that under these conditions, by Lemma 6.11, we haveD fm(x) = K1m(x) and |K1m(x1)−
K1m(x2)| ≤ C˜ |x1 − x2 |β . Also, supm∈M1 supx,iX (m) |Km(x) ||x | < ∞ by Lemma 6.18 (1). Using (6.22),
one gets
Km(x1) − Km(x2)
=∇mGm(x1, fu(m)(xm(x1))) − ∇mGm(x2, fu(m)(xm(x2)))
+
{
D2Gm(x1, fu(m)(xm(x1))) − D2Gm(x2, fu(m)(xm(x2)))
}
· (Ku(m)(xm(x1))Du(m) + D fu(m)(xm(x1))Rm(x1))
+ D2Gm(x2, fu(m)(xm(x2)))
{
Ku(m)(xm(x1))Du(m) + D fu(m)(xm(x1))Rm(x1)
−Ku(m)(xm(x2))Du(m) − D fu(m)(xm(x2))Rm(x2)
}
.
Now we have for m ∈ M ,
|Km(x1) − Km(x2)| ≤ C˜ |x1 − x2 |γ(1 + |x1 |) + C˜ |x1 − x2 |β |x1 |
+ λu(m)µ(m)|Ku(m)(xm(x1)) − Ku(m)(xm(x2))| + λu(m)β′(u(m))|Rm(x1) − Rm(x2)|,
and similarly,
|Rm(x1) − Rm(x2)| ≤ C˜ |x1 − x2 |γ(1 + |x1 |) + C˜ |x1 − x2 |β |x1 |
+ α(m)µ(m)|Ku(m)(xm(x1)) − Ku(m)(xm(x2))| + α(m)β′(u(m))|Rm(x1) − Rm(x2)|.
Hence,
(6.39) |Km(x1) − Km(x2)| ≤ C˜ |x1 − x2 |γ(1 + |x1 |) + C˜ |x1 − x2 |β |x1 |
+
λu(m)µ(m)
1 − α(m)β′(u(m)) |Ku(m)(xm(x1)) − Ku(m)(xm(x2))|.
Apply the argument in Appendix A to conclude the proof (see Remark A.10 (d)). 
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Under the conditions in Lemma 6.18, we know that if F,G are uniformly C1,1, then from this
lemma, ∇m fm(·) at least is locally Hölder uniform for m ∈ M .
6.7. Hölderness of m 7→ ∇m fm(x) = Km(x). (Based on all the previous lemmas)
Let K ∈ L(ΥHX ,ΥVY ) over f obtained Lemma 6.18. In particular, K and R ∈ L(ΥHX ,ΥVX ) over
x(·)(·) satisfy (6.22). Write D̂mFm0 (·, ·), D̂mGm0 (·, ·), K̂m0 (·, ·), R̂m0 (·, ·) as the local representations of
∇mFm,∇mGm, K, R at m0 ∈ M1 with respect to A,B,M (see e.g. (6.31) (6.32) (6.30) but using
the local bundle charts belonging to A,B,M). We rewrite them explicitly here for convenience of
readers; see also Appendix B.0.3 and Appendix B.0.4.
(6.40)

D̂mFm0 (m, x, y) , D(ϕu(m0)u(m) )−1(Fm(z))∇mFm(z)Dχ−1m0 (χm0 (m)) :
Um0 ( ′) × Xm0 × Yu(m0) → L(Tm0M,Yu(m0)),
D̂mGm0 (m, x, y) , D(ϕm0m )−1(Gm(z))∇mGm(z)Dχ−1m0 (χm0 (m)) :
Um0 ( ′) × Xm0 × Yu(m0) → L(Tm0M,Ym0 ),
where z = (ϕm0m (x), φu(m0)u(m) (y));
(6.41)

K̂m0 (m, x) , D(φm0m )−1( fm(ϕm0m (x)))Km(ϕm0m (x))Dχ−1m0 (χm0 (m)) :
Um0 ( ′) × Xm0 → L(Tm0M,Ym0 ),
R̂m0 (m, x) , D(ϕu(m0)u(m) )−1(xm(ϕm0m (x)))Rm(ϕm0m (x))Dχ−1m0 (χm0 (m)) :
Um0 ( ′) × Xm0 → L(Tm0M, Xu(m0)).
By analogy with (6.34), we know they satisfy
(6.42)

D̂mFm0 (m, x,yˆ) + Dy F̂m0 (m, x, yˆ)
·
{
K̂u(m0)(u(m), xˆ)D̂um0 (m) + K̂1u(m0)(u(m), xˆ)R̂m0 (m, x)
}
= R̂m0 (m, x),
D̂mGm0 (m, x,yˆ) + DyĜm0 (m, x, yˆ)
·
{
K̂u(m0)(u(m), xˆ)D̂um0 (m) + K̂1u(m0)(u(m), xˆ)R̂m0 (m, x)
}
= K̂m0 (m, x),
where xˆ = x̂m0 (m, x), yˆ = f̂u(m0)(u(m), xˆ), K̂1u(m0)(u(m), xˆ) = Dx f̂u(m0)(u(m), xˆ).
Lemma 6.23. Assume the following conditions hold.
(a) Let (H1c) (H2d) (H3) (H4c) (H5) hold.
(b) (about F,G) F,G are C1 and uniformly (locally) C1,1 around M1 in the following sense. F,G are
C1, and (6.23) (see also Remark 6.14), (6.6) (DvF,DvG ∈ C0,1) and (6.7) (∇F,∇G ∈ C0,1) hold.
(c) (spectral gap condition) λsλu < 1, λ2sλu < 1, λsλuµ < 1, λ2sλuµ < 1, max{ µλs , µ}∗αλsλuµ < 1.
0 < α ≤ 1. See Remark 6.1.
Then there exists  ′1 > 0 small such that the following hold.
(1) We have
(6.43) |K̂m0 (m1, x) − K̂m0 (m0, x)| ≤ C |m1 − m0 |α(|x | + 1)α |x |1−α,
for all m1 ∈ Um0 ( ′1), x ∈ Xm0 , m0 ∈ M1. The constant C depends on the constant  ′1 > 0 but not
m0 ∈ M1.
(2) Suppose λs < 1 and M isC1,1-uniform around M1 (see Definition 5.33). If F,G satisfy additional
estimates,
|D̂mFm0 (m1, z) − D̂mFm0 (m0, z)| ≤ M0 |m1 − m0 | |z |ζ,
|D̂mGm0 (m1, z) − D̂mGm0 (m0, z)| ≤ M0 |m1 − m0 | |z |ζ,
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for all m1 ∈ Um0 ( ′), z1, z2 ∈ Xm0 × Yu(m0), m0 ∈ M1, where 0 < ζ ≤ 1, and (a ‘better’ spectral
gap condition) λsλu < 1, λsλuµ < 1, ( µ
λ
1−ζ
s
)∗αλsλuµ < 1 hold, where 0 < α ≤ 1, then
|K̂m0 (m1, x) − K̂m0 (m0, x)| ≤ C |m1 − m0 |α(|x | + |x |ζ )α |x |1−α,
for all m1 ∈ Um0 ( ′1), m0 ∈ M1, x ∈ Xm0 . The case ζ = 1 is satisfied, e.g. F,G ∈ C2,1, λsλu < 1,
λsλuµ < 1, µ∗αλsλuµ < 1, 0 < α ≤ 1, then
|K̂m0 (m1, x) − K̂m0 (m0, x)| ≤ C |m1 − m0 |α |x |.
The result like (1) was also obtained in [ZZJ14, Lemma 3, Page 82] for the trivial bundle and
invertible map, where the authors used the Perron method; see also [Sta99, Theorem 1.3]. The result
like (2) is well known in different settings, see e.g. [PSW97].
Proof of Lemma 6.23. We need the desired Lipschitz continuity of m 7→ fm(x), x 7→ K1m(x),Km(x)
and m 7→ K1m(x).
(a) From Lemma 6.11 and Lemma 6.22, under the spectral gap condition: λsλu < 1, λ2sλu < 1,
λsλuµ < 1, we see
|K1m(x1) − K1m(x2)| ≤ C0 |x1 − x2 |, |Km(x1) − Km(x2)| ≤ C0 |x1 − x2 |(|x1 | + 1).
(b) From Lemma 6.13, under (6.23) and the spectral gap condition: λsλu < 1, λsλuµ < 1, we know
| f̂m0 (m1, x) − f̂m0 (m0, x)| ≤ C0 |m1 − m0 | |x |,
for every m1 ∈ Um0 (∗), where ∗ is small and independent of m0 ∈ M1.
(c) Similarly, from Lemma 6.17, under spectral gap condition: λsλu < 1, λ2sλu < 1, λsλuµ < 1,
λ2sλuµ < 1, we have
|K̂1m0 (m1, x) − K̂1m0 (m0, x)| ≤ C0 |m1 − m0 |(|x | + 1),
for m1 ∈ Um0 (∗).
First observe that by (6.42),
K̂m0 (m1, x) − K̂m0 (m0, x)
=D̂mFm0 (m1, x, yˆ1) − D̂mFm0 (m0, x, yˆ0) +
{
DyĜm0 (m1, x, yˆ1) − DyĜm0 (m0, x, yˆ0)
}
×
{
K̂u(m0)(u(m1), xˆ1)D̂um0 (m1) + K̂1u(m0)(u(m1), xˆ1)R̂m0 (m1, x)
}
+ DyĜm0 (m0, x, yˆ0)
{
K̂u(m0)(u(m1), xˆ1)D̂um0 (m1) + K̂1u(m0)(u(m1), xˆ1)R̂m0 (m1, x)
− K̂u(m0)(u(m0), xˆ0)D̂um0 (m0) − K̂1u(m0)(u(m0), xˆ0)R̂0m0 (m0, x)
}
,
for m1 ∈ Um0 (∗), where xˆi = x̂m0 (mi, x), yˆi = f̂u(m0)(u(mi), xˆi), i = 0, 1. ∗ is taken further smaller,
such that the functions α′′, β′′, λ′′s , λ′′u in the proof of Lemma 6.13, satisfy (6.13) (6.19), and the
function µ′′ satisfies (by (H4c)), |D̂um0 (m1)| ≤ µ′′(m0) for m1 ∈ Um0 (∗), and in addition these
functions fulfill the following spectral gap condition,
λ′′s λ
′′
u < 1, λ′′2s λ′′u < 1, λ′′s λ′′u µ′′ < 1, λ′′2s λ′′u µ′′ < 1,max{
µ′′
λ′′s
, µ′′}∗αλ′′s λ′′u µ′′ < 1.
Compute
|K̂m0 (m1, x) − K̂m0 (m0, x)|
≤C˜ |m1 − m0 |(1 + |x |) + λ′′u (m0)|K̂u(m0)(u(m1), xˆ1)D̂um0 (m1) − K̂u(m0)(u(m0), xˆ0)D̂um0 (m0)|
+ λ′′u (m0)|K̂1u(m0)(u(m1), xˆ1)R̂m0 (m1, x) − K̂1u(m0)(u(m0), xˆ0)R̂m0 (m0, x)|
≤C˜ |m1 − m0 |(1 + |x |) + λ′′u (m0)µ′′(m0)|K̂u(m0)(u(m1), xˆ1) − K̂u(m0)(u(m0), xˆ1)|
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+ λ′′u (m0)β′′(u(m0))|R̂m0 (m1, x) − R̂m0 (m0, x)|.
Similarly,
|R̂m0 (m1, x) − R̂m0 (m0, x)|
≤C˜ |m1 − m0 |(1 + |x |) + α′′(m0)µ′′(m0)|K̂u(m0)(u(m1), xˆ1) − K̂u(m0)(u(m0), xˆ1)|
+ α′′(m0)β′′(u(m0))|R̂m0 (m1, x) − R̂m0 (m0, x)|.
Thus,
(6.44) |K̂m0 (m1, x) − K̂m0 (m0, x)|
≤ C˜ |m1 − m0 |(1 + |x |) + λ
′′
u (m0)µ′′(m0)
1 − α′′(m0)β′′(u(m0)) |K̂u(m0)(u(m1), xˆ1) − K̂u(m0)(u(m0), xˆ1)|.
Now we can apply the argument in Appendix A to conclude the proof of (1) (see Remark A.10
(e)). The proof of (2) is the same as (1), where the following estimate is needed.
|K̂m0 (m1, x) − K̂m0 (m0, x)|
≤C˜ |m1 − m0 |(|x |ζ + |x |) + λ′′u (m0)µ′′(m0)|K̂u(m0)(u(m1), xˆ1) − K̂u(m0)(u(m0), xˆ1)|
+ λ′′u (m0)β′′(u(m0))|R̂m0 (m1, x) − R̂m0 (m0, x)|.
The proof is thus finished. 
Remark 6.24 (Lipschitz continuity of connection). How about the C1,γ continuity of f ? We need
the Lipschitz continuity of the connections CX, CY (see also Definition B.8). Let (Um0 ( ′), ϕm0 ) ∈ A,
and
D̂mϕm0 (m, x) , (Dϕm0m )−1(ϕm0m (x))∇mϕm0m (x)Dχ−1m0 (χm0 (m))
= Γ̂m0(m,x)Dχ
−1
m0 (χm0 (m)) : Um0 ( ′m0 ) × Xm0 → L(Tm0M, Xm0 ),
where Γ̂m0(m,x) is the Christoffelmap in the bundle chart ϕ
m0 (seeDefinition 5.10). We say the connection
CX is uniformly (locally) Lipschitz around M1 with respect to A,M, if
sup
m0∈M
sup
m∈Um0 ( ′)
Lip
x
Γ̂m0(m, ·) < ∞, |D̂mϕm0 (m1, x)| ≤ C |x | |m1 − m0 |, m1 ∈ Um0 ( ′m0 ),
where C > 0. (Note that what this means for the linear connection.) We have
Dm f̂m0 (m, x) = ∇m(φm0m )−1(x ′′) + D(φm0m )−1(x ′′)
{∇m fm(x ′) + D fm(x ′)∇mϕm0m (x)} ,
where x ′ = ϕm0m (x), x ′′ = fm(x ′). From this, one can deduce the Hölder continuity of m 7→
Dm f̂m0 (m, x), i.e.
m 7→ Dm f̂m0 (m, x)Dχ−1m0 (χm0 (m)),
is Hölder, and in addition x 7→ Dm f̂m0 (m, x) is (uniformly) Lipschitz from the C0,1 continuity of
x 7→ ∇m fm(x),D fm(x). Thus, through using Hölder continuity of (m, x) 7→ D fm(x),∇m fm(x) (and
the uniformly Lipschitz continuity of CX, CY ), the C1,γ continuity of f is well understood.
6.8. appendix. Lipschitz continuity respecting base points. One can give a more classical way
to describe the Hölder continuity of m 7→ fm(x),K1m(x),Km(x), if some Lipschitz property of the
transition maps is assumed. Let M1 =
⋃
m0∈M1 Um0 (). Use M11 instead of M1 in all assumptions in
Section 6.4 to Section 6.7 for some small 1 > 0.
(•) When (H1a) or (H1b) holds, we assume M is a uniformly locally metrizable space (see Def-
inition 5.5); note that if (H1c) holds, then M already is a uniformly locally metrizable space.
Moreover, assume X,Y have ε-almost C0,1-uniform trivializations (i.e. (<) below holds) if (H1a)
holds, or ε-almost C1,1-fiber-uniform trivializations (i.e. (<) and (=) below hold) if (H1b) or
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(H1c) holds, at M11 with respect to bundle atlases A,B (in (H2)) respectively, and M is C1,1-
uniform around M1 (i.e. (ℵ) below holds) if (H1c) holds. (See also Appendix B.) There is an
0 > 0 such that the following transition maps with respect to A,B,M,
ϕm0,m1 = (ϕm1 )−1 ◦ ϕm0 : (W0, dm0 ) × Xm0 → (W0, dm1 ) × Xm1,
φm0,m1 = (φm1 )−1 ◦ φm0 : (W0, dm0 ) × Ym0 → (W0, dm1 ) × Ym1,
χm0,m1 (m′) = Dχm1 (m′)(Dχm0 (m′))−1 : Wm0 → L(Tm0M,Tm1M),
whereW0 = Um0 (0) ∩Um1 (0) , ∅, satisfy the following Lipschitz conditions,
Lip ϕm0,m1(·) (x) ≤ ηˆX,0m0 (x), Lip φm0,m1(·) (y) ≤ ηˆY,0m0 (y),(<)
Lip Dxϕm0,m1(·) (x) ≤ ηˆX,1m0 (x),Lip Dyφm0,m1(·) (y) ≤ ηˆY,1m0 (y),(=)
Lip χm0,m1 (·) ≤ M0,(ℵ)
where the functions ηˆX,im0 (·), ηˆY,im0 (·) : Xm0 → R+, i = 0, 1, satisfy
ηˆX,0m0 (x) ≤ M0 |x |, ηˆX,1m0 (x) ≤ M0, ηˆY,0m0 (y) ≤ M0 |y |, ηˆY,1m0 (y) ≤ M0,
where M0 > 0 is a constant independent of m0 ∈ M11 , x, y.
Take small  ′2 < 1. Now we have the following statements.
(a) In Lemma 6.13, (6.12) can be changed as
| f̂m0 (m1, x) − f̂m0 (m2, x)| ≤ C |m1 − m2 |γα |x |ζα+1−α,
for every m1,m2 ∈ Um0 (ε∗1), x ∈ Xm0,m0 ∈ M
 ′2
1 , under |mi − m0 |γ |x |ζ ≤ rˆ min{|x |, |x |ζc−(c−1)},
i = 1, 2.
(b) In Lemma 6.16, (6.17) can be taken as
|K̂1m0 (m1, iX (m0)) − K̂1m0 (m2, iX (m0))| ≤ C |m1 − m2 |γα,
for every m1,m2 ∈ Um0 (ε∗1), m0 ∈ M
 ′2
1 .
In Lemma 6.17, (6.18) is taken as
|K̂1m0 (m1, x) − K̂1m0 (m2, x)| ≤ C
{|m1 − m2 |α(|x | + 1) + (|m1 − m2 |α |x |)β} ,
for every m1,m2 ∈ Um0 (ε∗1), x ∈ Xm0 , m0 ∈ M
 ′2
1 .
(c) In Lemma 6.23, (6.43) now is strengthened as
|K̂m0 (m1, x) − K̂m0 (m2, x)| ≤ C |m1 − m2 |α(|x | + 1)α |x |1−α,
for all m1,m2 ∈ Um0 ( ′1), x ∈ Xm0 , m0 ∈ M
 ′2
1 .
Here |m1 − m2 | , dm0 (m1,m2), where dm0 is the metric in Um0 .
Proof. As an example, we only consider the case m 7→ fm(x) in addition with that in Lemma 6.13,
α = 1, γ = 1, ζ = 1. Let m′0 ∈ Um0 (∗), m0 ∈ M
 ′2
1 , ∗ < 2, where ∗, 
′
2(< 2) are chosen such that
Um0 (∗) ⊂ M21 for all m0 ∈ M
 ′2
1 . Note that we have the following local change of coordination,
f̂m0 (m, x) = φ
m′0,m0
m ◦ f̂m′0 (m, ϕ
m0,m
′
0
m (x)).
Let m1,m′0 ∈ Um0 (∗). Let us compute
| f̂m0 (m1, x) − f̂m0 (m′0, x)| =
φm′0,m0m1 ◦ f̂m′0 (m1, ϕm0,m′0m1 (x)) − φm′0,m0m′0 ◦ f̂m′0 (m′0, ϕm0,m′0m′0 (x))
≤
φm′0,m0m1 ◦ f̂m′0 (m1, ϕm0,m′0m1 (x)) − φm′0,m0m′0 ◦ f̂m′0 (m1, ϕm0,m′0m1 (x))
+
φm′0,m0m′0 ◦ f̂m′0 (m1, ϕm0,m′0m1 (x)) − φm′0,m0m0 ◦ f̂m′0 (m′0, ϕm0,m′0m′0 (x))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≤M0 | f̂m′0 (m1, ϕ
m0,m
′
0
m1 (m1, x))| |m1 − m′0 |m′0 + Lip φ
m′0,m0
m′0
(·)
 f̂m′0 (m1, ϕm′0,m0m1 (x)) − f̂m′0 (m′0, ϕm0,m′0m′0 (x))
≤C˜ |m1 − m′0 |m0 |x | + Lip φ
m′0,m0
m′0
(·)
·
{ f̂m′0 (m1, ϕm0,m′0m1 (x)) − f̂m′0 (m′0, ϕm0,m′0m1 (x)) +  f̂m′0 (m′0, ϕm0,m′0m1 (x)) − f̂m′0 (m′0, ϕm0,m′0m′0 (x))}
≤C0 |m1 − m′0 | |x |.
for m1,m′0 ∈ Um0 (∗), and some constant C0 being independent of m0 ∈ M1, where ∗ is taken smaller
than ∗,  ′, 2, independent of m0. 
6.9. continuity properties of f . For a bundle map g : X → Y , one can talk about its fiber-continuity
(i.e. x 7→ gm(x)) and base-continuity (i.e. m 7→ gm(x)). The C0 continuity of x 7→ gm(x) or
(m, x) 7→ gm(x) is easy. Let us consider the continuity in uniform sense. The following different types
of continuity usually arise in applications; see also Appendix B.0.1 and Appendix B.0.2.
(a) The uniform C0-fiber case: (i) for each m ∈ M , x 7→ gm(x) is uniformly continuous; (ii)
x 7→ gm(x) is uniformly continuous uniform for m, i.e. x 7→ gm(x), m ∈ M , are equicontinuous.
(b) The uniform C0-base case. (i) m 7→ gm(·) is continuous or uniformly continuous in C0-topology
in bounded sets or in the whole space. This means for the local representation ĝ of g with respect
to the bundle atlases of A,B, one has L|ĝm0 (m′, x) − ĝm0 (m0, x)| = 0, where L stands for the
following four different limits respectively:
(6.45)

Lbase1 : limr→∞ supm0∈M
lim sup
m′→m0
sup
|x | ≤r
, Lbase1,u : limr→∞ lim sup→0 supm0∈M1
sup
m′∈Um0 ( )
sup
|x | ≤r
,
Lbase2 : sup
m0∈M
lim sup
m′→m0
sup
x∈Xm0
, Lbase2,u : lim sup
→0
sup
m0∈M1
sup
m′∈Um0 ( )
sup
x∈Xm0
.
(ii) m 7→ gm(·) is continuous or uniformly continuous in C1-topology in bounded sets or in all
space. This means that L|ĝm0 (m′, x)− ĝm0 (m0, x)| = 0 and L|D̂xgm0 (m′, x)− D̂xgm0 (m0, x)| = 0,
where D̂xgm0 is the local representation of the fiber derivative Dxg, i.e. D̂xgm0 = Dx ĝm0 .
In the following, we will consider the continuity of (m, x) 7→ fm(x), K1m(x) and Km(x). Unlike the
Hölder case, we can weaken the uniformity assumptions for M , X ×Y (as well as u) in the point-wise
sense. We write F̂m0, Ĝm0, f̂m0, x̂m0 , the local representations of F,G, f , x(·)(·) atm0 ∈ M1 with respect
to A,B; see (6.9).
We say m′ → m0 ∈ M1 is in the uniform sense meaning that the limit limm′→m0 is replaced by
lim sup→0 supm0∈M1 supm′∈Um0 ( ).
Lemma 6.25 (continuity of f ). Assume the following hold.
(a) Let (H1a) (H2) (iii) (v) (1′) (H3′) (H4) (H5′) hold.
(b) (about F,G) Assume F,G are continuous. (spectral gap condition) λsλu < 1; see Remark 6.1.
(1) Then f : X → Y is continuous.
Moreover, the stronger continuity of F,G, the stronger that of f , i.e. the following hold.
(2) If F,G satisfy for any r > 0
(6.46)

lim
m′→m0
sup
0, |z−i1m0 | ≤r
|F̂m0 (m′, z) − F̂m0 (m0, z)|
|z − i1m0 |
= 0,
lim
m′→m0
sup
0, |z−i1m0 | ≤r
|Ĝm0 (m′, z) − Ĝm0 (m0, z)|
|z − i1m0 |
= 0,
where i1m0 = (iX (m0), iY (u(m0))), z ∈ Xm0 × Yu(m0), m0 ∈ M1, then
lim
m′→m0
sup
0, |x−iX (m0) |≤r
| f̂m0 (m′, x) − f̂m0 (m0, x)|
|x − iX (m0)| = 0.
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If F,G satisfy (6.46) for r = ∞, so is f .
(3) Assume that i : M → X × Y is uniformly continuous around M1 (see Definition 5.3) and (H3′′)
(H4′) hold; if in (6.46) m′→ m0 ∈ M1 is in the uniform sense, so is f .
Proof. We first show f is continuous at (m0, x), m0 ∈ M1, x ∈ Xm0 . It suffices to show for fixed x,
m 7→ f̂m0 (m, x) is continuous at m0, as x 7→ f̂m0 (m, x) is Lipschitz locally uniform for m. By (H5′),
we have lim supm′→m0 |κ(m′) − κ(m0)| ≤ ε where κ(·) is taken as the functions in (A′) (or (A)) (B)
condition; set κ′′(m0) = κ(m0) + ε. From the computation in the proof Lemma 6.13, we have
lim sup
m′→m0
| f̂m0 (m′, x) − f̂m0 (m0, x)|
≤ λ
′′
u (m0)
1 − α′′(m0)β′′(u(m0)) lim supm′→m0
| f̂u(m0)(u(m′), x̂m0 (m0, x)) − f̂u(m0)(u(m0), x̂m0 (m0, x))|.
Set θ = supm0∈M1
λ′′s (m0)λ′′u (m0)
1−α′′(m0)β′′(u(m0)) < 1 (by taking ε small). Then
sup
m0∈M1
sup
x∈Xm0
lim sup
m′→m0
| f̂m0 (m′, x) − f̂m0 (m0, x)|
|x − iX (m0)|
≤θ sup
m0∈M1
sup
x∈Xm0
lim sup
m′→m0
| f̂u(m0)(u(m′), x̂m0 (m0, x)) − f̂u(m0)(u(m0), x̂m0 (m0, x))|
| x̂m0 (m0, x) − iX (u(m0))|
≤θ sup
m0∈M1
sup
x∈Xm0
lim sup
m′→m0
| f̂m0 (m′, x) − f̂m0 (m0, x)|
|x − iX (m0)| .
Note that
sup
m0∈M1
sup
x∈Xm0
lim sup
m′→m0
| f̂m0 (m′, x) − f̂m0 (m0, x)|
|x − iX (m0)| < ∞,
which follows from
| f̂m0 (m′, x) − f̂m0 (m0, x)| ≤ | f̂m0 (m′, x) − iY (m0)| + |iY (m0) − f̂m0 (m0, x)|,
and
lim sup
m′→m0
| f̂m0 (m′, x) − iY (m0)|
≤ lim sup
m′→m0
{
| f̂m0 (m′, x) − f̂m0 (m′, i˜m0X (m′))| + | f̂m0 (m′, i˜m0X (m′)) − iY (m0)|
}
≤β′(m0) lim sup
m′→m0
|x − i˜m0X (m′)| + lim sup
m′→m0
|(φm0m′ )−1(iY (m′)) − iY (m0)|
≤β′(m0)|x − iX (m0)|,
where i˜m0X (m′) = (ϕm0m′ )−1(iX (m′)). Since θ < 1, we have
lim
m′→m0
| f̂m0 (m′, x) − f̂m0 (m0, x)| = 0.
Now we have shown f is continuous at (m0, x), m0 ∈ M1. We need to show f is continuous
everywhere. This follows by the same argument as in the last part proof of Lemma 6.18.
Let m0 ∈ M , and choose C0 bundle charts (U0, ϕ0), (U0, φ0) at m0 of X,Y , respectively, such that
u(U0) ⊂ Vu(m0) ⊂ Uu(m0). Note that u(m0) ∈ M1. Consider F,G, f , x(·)(·) in local bundle charts
ϕ0 : U0 × Xm0 → X , φ0 : U0 ×Ym0 → Y , ϕu(m0) : Vu(m0) × Xu(m0) → X , φu(m0) : Vu(m0) ×Yu(m0) → Y .
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That is (see also (6.37))
F̂ ′m0 (m, x, y) , (ϕu(m0)u(m) )−1 ◦ Fm ◦ (ϕ0m(x), φ
u(m0)
u(m) (y)) : U0 × Xm0 × Yu(m0) → Xu(m0),
Ĝ′m0 (m, x, y) , (φ0m)−1 ◦ Gm ◦ (ϕ0m(x), φu(m0)u(m) (y)) : U0 × Xm0 × Yu(m0) → Ym0,
f̂ ′0 (m, x) , (φ0m)−1 ◦ fm ◦ (ϕ0m(x)) : U0 × Xm0 → Ym0,
f̂u(m0)(m, x) , (φu(m0)u(m) )−1 ◦ fu(m) ◦ (ϕ
u(m0)
u(m) (x)) : U0 × Xu(m0) → Yu(m0),
x̂ ′m0 (m, x) , (ϕu(m0)u(m) )−1 ◦ xm(ϕ0m(x)) : U0 × Xm0 → Xu(m0).
Then we have (6.38) holds.
By (H5′), we can take U0 smaller such that if m ∈ U0, then
Lip F̂ ′m0 (m, x, f̂u(m0)(u(m), ·)) < 1.
As f̂u(m0)(·, ·) is continuous at (u(m0), x), by Lemma D.2 and (6.38), f̂ ′0 (·, ·) is continuous at (m0, x),
and thus the proof of (1) is complete.
For the proof of (2), consider following limits (the uniformity of m′→ m0 is the same):
lim
r→∞ supm0∈M1
lim sup
m′→m0
sup
|x−îX (m0) |≤r
| f̂m0 (m′, x) − f̂m0 (m0, x)|
|x − iX (m0)| ,
sup
m0∈M1
lim sup
m′→m0
sup
x
| f̂m0 (m′, x) − f̂m0 (m0, x)|
|x − iX (m0)| .
Also, note that by (6.46),
sup
m0∈M1
lim sup
m′→m0
sup
x∈Xm0
| f̂m0 (m′, x) − f̂m0 (m0, x)|
|x − iX (m0)| < ∞.
Using the same argument as (1), one gives the proof. 
We write K̂1m0 (·, ·), R̂1m0 (·, ·), the local representations of K1, R1 at m0 ∈ M1 with respect to A,B;
see (6.16).
Lemma 6.26 (continuity of K1m(·)). Assume the following hold.
(a) Let (H1a) (H2) (i) (iv) (v) (1′) (H3′) (H4) (H5′) hold.
(b) (about F,G) Assume F,G are C0 and C1-fiber with their fiber derivatives DvF,DvG being
continuous. (spectral gap condition) λsλu < 1; see Remark 6.1.
(1) Then the bundle map K1 ∈ L f (ΥVX,ΥVY ) obtained in Lemma 6.7 is C0.
(2) If for everym ∈ M ,DFm(·),DGm(·) are uniformly continuous, then so isK1m(·). IfDFm(·),DGm(·),
m ∈ M , are equicontinuous, then so are K1m(·).
Proof. (1). That K1 ∈ L(ΥVX,ΥVY ) is C0 means K̂1m0 (·, ·), which is the local representation of K1 at m0
(see e.g. (6.16)), is continuous for at (m0, x) for m0 ∈ M , x ∈ Xm0 . Let
EL,c1 = {K1 ∈ EL1 : K1 is C0 }.
Then one can easily verify that EL,c1 is closed in E
L
1 (using the fact that the convergence in E
L
1 is
uniform) and Γ1, the graph transform defined in the proof of Lemma 6.7, satisfies ΓEL,c1 ⊂ EL,c1
(using (6.15), Lemma D.2 and the continuity of f ). Now we can deduce that K1 ∈ EL,c1 .
(2). The proof is essentially the same as in the proof of Lemma 6.25, by using the computation in
the proof of Lemma 6.11 and considering the following limits respectively:
sup
m∈M
lim
r→0+
sup
|x1−x2 | ≤r
|K1m(x1) − K1m(x2)|, lim
r→0+
sup
m∈M
sup
|x1−x2 | ≤r
|K1m(x1) − K1m(x2)|.
Note that supm∈M supx1,x2 |K1m(x1) −K1m(x2)| < ∞. So the above limits are all finite, and finally equal
to 0. 
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Lemma 6.27 (continuity of m 7→ K1m(x)). Assume the following hold.
(a) Let (H1a) (H2) (i) (iv) (v) (2′) (H3) (H4) (H5′) hold.
(b) (about F,G) Assume F,G are C0. (spectral gap condition) λsλu < 1; see also Remark 6.1.
Then we have following.
(1) Suppose DFm(·),DGm(·), m ∈ M , are uniformly continuous (resp. equicontinuous, and assume
(H2)(v)(2) (H4′) (H5) hold). Ifm 7→ DFm(·),DGm(·) are continuous (resp. uniformly continuous)
around M1 in C0-topology in bounded sets (or in the whole space), so is m 7→ K1m(·); see
Definition B.5.
(2) Assume (H4′) (H5) instead of (H4) (H5′). If m 7→ DFm(i1(m)),DGm(i1(m)) are uniformly
continuous around M1, so is m 7→ K1m(iX (m)), where i1m = (iX (m), iY (u(m))).
Proof. Note that we have assumed i is the 0-section. We first show that, under the case (1), (6.46)
holds. This is easy from that
F̂m0 (m′, z) − F̂m0 (m0, z) =
∫ 1
0
{
Dz F̂m0 (m′, zt ) − Dz F̂m0 (m0, zt )
}
dt (z − i1(m0)),
where zt = tz+ (1− t)i1(m0), i1(m0) = (iX (m0), iY (u(m0))), and similarly for Ĝm0 . So by Lemma 6.25,
f̂m0 is continuous at (m0, x) uniform for x belonging to any bounded set of Xm0 . Using the above fact,
Lemma 6.26 (by the assumption (b) on F,G), and the computation in the proof of Lemma 6.17 (by
(6.15)), we see that
lim sup
m′→m0
sup
|x | ≤r
|K̂1m0 (m′, x) − K̂1m0 (m0, x)|
≤ λs(m0)λu(m0)
1 − α(m0)β′(u(m0)) lim supm′→m0
sup
|x | ≤r
|K̂1u(m0)(m′, x̂m0 (m0, x)) − K̂1u(m0)(m0, x̂m0 (m0, x))|.
Thus,
lim sup
r→∞
sup
m0∈M1
lim sup
m′→m0
sup
|x | ≤r
|K̂1m0 (m′, x) − K̂1m0 (m0, x)|
≤θ lim sup
r→∞
sup
m0∈M1
lim sup
m′→m0
sup
|x | ≤r
|K̂1m0 (m′, x) − K̂1m0 (m0, x)|
where θ = supm0∈M1
λs (m0)λu (m0)
1−α(m0)β′(u(m0)) < 1, which gives for any r > 0,
lim sup
m′→m0
sup
|x | ≤r
|K̂1m0 (m′, x) − K̂1m0 (m0, x)| = 0.
The proof of the case Z1m0 = Xm0 ×Yu(m0) is similar by using Lbase2 instead of Lbase1 ; for the uniform
case, use the limit Lbase1,u , Lbase2,u instead of Lbase1 , Lbase2 (see (6.45)). The proof of case (2) is much
easier than case (1) by taking x = iX (m0) in the above analysis. 
Lemma 6.28 (continuity of Km(·)). Assume the following hold.
(a) Let (H1) (H2) (i) (ii) (v) (1′) (H3) (H4b) (H5′) hold.
(b) (about F,G) Let F,G be C1 and satisfy
|∇m0Fm0 (z)| ≤ M0 |z |, |∇m0Gm0 (z)| ≤ M0 |z |,
for all m0 ∈ M1 and z ∈ Xm0 × Yu(m0), where M0 is a constant independent of m.
(c) (spectral gap condition) λsλu < 1, λsλuµ < 1; see also Remark 6.1.
Then the following hold.
(1) There exists a uniqueC0 vector bundle mapK ∈ L f (ΥHX ,ΥVY ) such that supm∈M1 supx |Km(x) ||x | < ∞
and it satisfies (6.22).
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(2) If DFm,DGm,∇mFm,∇mGm satisfy
(6.47) L |DFm(z1) − DFm(z2)||z1 | + |z2 | = 0, L
|DGm(z1) − DGm(z2)|
|z1 | + |z2 | = 0,
(6.48) L |∇mFm(z1) − ∇mFm(z2)||z1 | + |z2 | = 0, L
|∇mGm(z1) − ∇mGm(z2)|
|z1 | + |z2 | = 0,
then
L |Km(x1) − Km(x2)||x1 | + |x2 | = 0,
where L stands for the two different types of limits, sup
m∈M1
lim
r→0+
sup
|z1−z2 | ≤r
, lim
r→0+
sup
m∈M1
sup
|z1−z2 | ≤r
,
respectively. (For K , use x1, x2 instead of z1, z2 in the supremum.) In particular, this means Km(·),
m ∈ M1 are uniformly continuous (or equicontinuous).
Proof. Conclusion (1) has already been proved in Lemma 6.18. To prove (2), we can use almost the
same strategy as proving Lemma 6.26. Consider the following limits,
L |Km(x1) − Km(x2)||x1 | + |x2 | .
Using the continuity of K1 (by Lemma 6.26 and noting (6.47) implies the condition on DFm,DGm
in (2) in Lemma 6.26), the continuity of f (by Lemma 6.25) and the computation in the proof of
Lemma 6.22 (by (6.22)), one can deduce that
L |Km(x1) − Km(x2)||x1 | + |x2 | ≤ θ0L
|Km(x1) − Km(x2)|
|x1 | + |x2 | ,
where θ0 = supm∈M1
λs (m)λu (m)µ(m)
1−α(m)β′(u(m)) < 1. Observe that supm∈M1 supx1,x2
|Km(x1)−Km(x2) |
|x1 |+ |x2 | < ∞, giving
the results. 
We write D̂m0Fm0 (·, ·), D̂m0Gm0 (·, ·), K̂m0 (·, ·), R̂m0 (·, ·) as the local representations of ∇F, ∇G, K ,
R (at m0 ∈ M1) with respect toA,B, and any C1 local charts ξm0, ξu(m0) of M at m0, u(m0), such that
Dξm0 (m0) = id,Dξu(m0)(u(m0)) = id. See e.g. (6.31), (6.32), (6.33), (6.30). If (H1c) is assumed, then
ξm0, ξu(m0) are replaced by χm0, χu(m0); see (6.40) and (6.41).
Lemma 6.29 (continuity of m 7→ Km(x)). Under the assumptions in Lemma 6.28 with (H2) (v) (1′)
replaced by (H2) (v) (2′). Furthermore, (6.47) and (6.48) are satisfied for L = sup
m∈M1
lim
r→0+
sup
|z1−z2 | ≤r
.
Then the following hold.
(1) If ∇F,∇G satisfy for any m0 ∈ M1, r > 0,
(6.49)

lim
m′→m0
sup
|z | ≤r
|D̂m0Fm0 (m′, z) − D̂m0Fm0 (m0, z)|
|z | = 0,
lim
m′→m0
sup
|z | ≤r
|D̂m0Gm0 (m′, z) − D̂m0Gm0 (m0, z)|
|z | = 0,
and the C0 continuity in bounded-fiber sets case in Lemma 6.27 (1) is satisfied, then
(6.50) lim
m′→m0
sup
|x | ≤r
|K̂m0 (m′, x) − K̂m0 (m0, x)|
|x | = 0.
(2) If ∇F,∇G satisfy (6.49) for r = ∞, and the C0 continuity in the whole space case in Lemma 6.27
(1) is satisfied, then K also satisfies (6.50) for r = ∞.
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(3) Suppose that (H1c) (H2d) (H5) hold and Du is uniformly continuous around M1, that (6.47) and
(6.48) are satisfied for lim
r→0+
sup
m∈M1
sup
|z1−z2 | ≤r
, and that the uniform continuity in bounded fiber sets
(resp. in the whole space) case in Lemma 6.27 (1) is satisfied. If in (6.49) m′ → m0 ∈ M1 is in
the uniform sense, so is (6.50) for any r > 0 (resp. r = ∞).
Proof. Only consider case (1); others are similar. Under the assumptions of this lemma, we can use
Lemma 6.25 (2), Lemma 6.26 (2), Lemma 6.27 (1), Lemma 6.28 (2) to obtain the desired continuity
of f ,K1,Km(·). Consider the following limit:
lim sup
r→∞
sup
m0∈M1
lim
m′→m0
sup
|x | ≤r
|K̂m0 (m′, x) − K̂m0 (m0, x)|
|x | .
Through the similar computation in the proof of Lemma 6.23 (but this time using (6.34)), one
concludes that
lim sup
r→∞
sup
m0∈M1
lim
m′→m0
sup
|x | ≤r
|K̂m0 (m′, x) − K̂m0 (m0, x)|
|x |
≤θ0 lim sup
r→∞
sup
m0∈M1
lim
m′→m0
sup
|x | ≤r
|K̂m0 (m′, x) − K̂m0 (m0, x)|
|x | ,
where θ0 = supm∈M1
λs (m)λu (m)µ(m)
1−α(m)β′(u(m)) < 1. And note that supm0∈M1 supx
|Km0 (x) |
|x | < ∞. Now combine
all the above facts to give (6.50). 
The condition on F,G in Lemma 6.29 can be satisfied if F,G are C1,1. This is actually used
in some classical results; see e.g. [HPS77]. Also, note that the assumptions in the C0 continuity
results are much weaker than the Hölder continuity results. Now we have extended the results in
[HPS77, Chapter 5 (about the plaque families), Chapter 6] in our general settings.
Remark 6.30. A basic application of the continuity results is the study of dynamical systems with
parameters. Consider a special case. Let u = id : M → M , X = M × X0, Y = M × Y0 (the trivial
bundle case), where M, X0,Y0 are all Banach spaces. Now m 7→ Hm ∼ (Fm,Gm) can be viewed
as parameter-dependent correspondences. The associated invariant graphs fm, m ∈ M , obtained in
Theorem 4.1, depend on the parameter m. Lemma 6.25 (2) for r = ∞ and Lemma 6.27 (1) tell us the
continuous dependence of m 7→ fm(·) and m 7→ D fm(·), i.e. limm→m0 | fm − fm0 |C1
b
(X0,Y0) = 0. Also,
Lemma 6.29 (2) gives the smooth dependence of m 7→ fm(·). To see this, consider
lim
m→m0
‖ fm − fm0 − Km0 (m − m0)‖
|m − m0 | = limm→m0 supx
| fm(x) − fm0 (x) − Km0 (x)(m − m0)|
|m − m0 |
≤
∫ 1
0
lim
m→m0
sup
x
|Kmt (x) − Km0 (x)| dt,
where mt = tm + (1 − t)m0. In the above argument we technically assume Fm,Gm, m ∈ M , are
bounded in order to let fm ∈ Cb(X0,Y0).
We also can take Lip0(X0,Y0) = {g : X0 → Y0 is Lipschitz : g(0) = 0} instead of Cb(X0,Y0)
(assuming the section i = 0). However, in this case the results do not give the smooth dependence of
m 7→ fm(·) in Lip0(X0,Y0). This can be done if we consider the higher order differential of f .
6.10. appendix. regularity of invariant graph: bounded section case. Throughout this appendix,
we make the following assumptions.
• Let (X,M, pi1), (Y,M, pi2), u : M → M , H ∼ (F,G), i : M → X × Y be as in Theorem 4.1,
and f be the bundle map obtained in Theorem 4.1 under the conditions (ii) or (ii)′ and i being a
1-pseudo-stable section of H with supm η(m) < ∞.
In general, the uniform assumption supm η(m) < ∞ sometimes can be weakened, for example
we can only assume for every orbit of η(·) is bounded and η(·) is locally bounded. However, in this
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case, the conditions on F,G should point-wisely depend on m. In this paper, we do not consider
this situation.
• We add additional assumption that the functions in (A) (or (A′)) (B) condition are bounded. Note
that for the 1-pseudo-stable section case, the spectral condition in Theorem 4.1 is λsλu < 1, λu < 1
(we use the abbreviation; see Remark 6.1).
Like the case i is an invariant section of H, one can also show that f might have more regularities.
Since the proof of results are very similar with those in Section 6.3 to Section 6.7, we only give the
statements of the results and omit all the proofs. The conditions on M, X,Y , and u are the same as in
the invariant section case. The main different assumptions are about F,G and spectral gap condition.
Also, the section i should not be a 0-section, instead of being assumed to be uniformly (locally)
bounded (see assumption (B3-) below).
We use the same notations about abbreviation of spectral gap condition (see Remark 6.1). Also,
the constants M0, C, appeared in the following, are independent of m ∈ M or m0 ∈ M1.
smooth leaf: Ck,α continuity of x 7→ fm(x). The same results of Lemma 6.7, Lemma 6.11 and
Lemma 6.12 also holdwhen i is a 1-pseudo-stable section ofH. But there is no result like Remark 6.10.
Hölder vertical part: Hölderness of m 7→ fm(x). Use the notations in Section 6.4, F̂m0 , Ĝm0 , f̂m0 ,
x̂m0 , i.e. the local representations of F,G, f , x(·)(·) at m0 ∈ M1 with respect to A,B; see (6.9). Also,
let
îm0 (m) = (̂im0X (m), îm0Y (m)) = ((ϕm0m )−1(iX (m)), (φm0m )−1(iY (m))) : Um0 () → Xm0 × Ym0,
be the local representation of i (at m0) with respect to A × B. For brevity, we also use the notation
|x | , d(x, iX (m)) if x ∈ Xm, |y | , d(y, iY (m)) if y ∈ Ym, and |z | = |(x, y)| = d((x, y), (iX (m), iY (m))
if z = (x, y) ∈ Xm × Ym. Note that îm0X (m0) = iX (m0), îm0Y (m0) = iY (m0). The assumption on i is the
following.
(B3-) There are 0, cˆ1 > 0 such that |̂im0 (m) − îm0 (m0)| ≤ cˆ1, if m ∈ Um0 (0), for all m0 ∈ M1.
Lemma 6.31. Assume the following conditions hold.
(a) Let (H1a) (H2a) (B3-) (H4a) (H5) hold.
(b) (about F,G) F,G is uniformly (locally) γ-Hölder around M1 in the following sense.
|F̂m0 (m1, z) − F̂m0 (m0, z)| ≤ M0 |m1 − m0 |γ(|z |ζ + cˆ0),(6.51)
|Ĝm0 (m1, z) − Ĝm0 (m0, z)| ≤ M0 |m1 − m0 |γ(|z |ζ + cˆ0),(6.52)
for all m1 ∈ Um0 (µ−1(m0)ε1), z ∈ Xm0 × Yu(m0), m0 ∈ M1, where 0 < γ ≤ 1, ζ ≥ 0, cˆ0 > 0.
(c) (spectral gap condition) λu < 1, λsλu < 1, (max{1, λζs }µγ)∗αλu < 1, and
(max{1, 1/λs, 1/λ1−ζs }µγ)∗αλsλu < 1,
where 0 < α ≤ 1; see also Remark 6.1.
If ε∗1 ≤ µˆ−2ε1 is small, then we have
| f̂m0 (m1, x) − f̂m0 (m0, x)| ≤ C |m1 − m0 |γα(|x |ζ + 1)α(|x | + 1)1−α,
for everym1 ∈ Um0 (ε∗1), x ∈ Xm0,m0 ∈ M1 under |m1−m0 |γ(|x |ζ +1) ≤ rˆ min{|x |+1, (|x |ζ +1)c(|x |+
1)−(c−1)}, where the constant C depends on the constant rˆ > 0 but not m0 ∈ M1, c > 1 and rˆ does not
depend on m0 ∈ M1.
Remark 6.32. (a) Note that cˆ0 = 0 is the case that i is invariant. So we only consider cˆ0 > 0, and in
this case we can assume cˆ0 = 1. Two especial cases, ζ = 0 and ζ = 1, are important. For the case
γ = 1, ζ = 1, under spectral gap condition λu < 1, λsλu < 1, λuµ < 1, λsλuµ < 1, we have for
all m1 ∈ Um0 (ε∗1),
| f̂m0 (m1, x) − f̂m0 (m0, x)| ≤ C |m1 − m0 |(|x | + 1).
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(b) Under the conditions (a) (b) in Lemma 6.31, with supm d˜( fm(Xm), iY (m)) < ∞ and a ‘better’
spectral gap condition, i.e. λu < 1, λsλu < 1, (max{1, λζs }µγ)∗αλu < 1, then we have
| f̂m0 (m1, x) − f̂m0 (m0, x)| ≤ C |m1 − m0 |γα(|x |ζ + 1)α,
for every m1 ∈ Um0 (ε∗1), x ∈ Xm0,m0 ∈ M1 under |m1 − m0 |γ(|x |ζ + 1) ≤ rˆ , where the constant C
depends on the constant rˆ > 0 but not m0 ∈ M1 and rˆ does not depend on m0 ∈ M1.
(c) Consider the trivial bundle X ×Y = M × X0 ×Y0 case with X0,Y0 being Banach spaces. A special
condition such that F,G satisfy (b) is the following. Let
Fm(x, y) = A(m)x + f (m, x, y), Gm(x, y) = B(m)y + g(m, x, y),
where A(m), B(m) ∈ L(X0,Y0), f : M × X0×Y0 → X0, g : M × X0×Y0 → Y0. Assume A(·), B(·) ∈
C0,1, f (·, x, y), g(·, x, y) areC0,γ uniform for x, y, and supm,y | f (m, 0, y)| ≤ η0, supm,x |g(m, x, 0)| ≤
η0 for some constant η0 > 0. Take the section i = 0. See also the similar results in [CY94] for the
cocycles in the finite dimensional setting.
Hölder distribution: Hölderness of m 7→ D fm(x) = K1m(x). There is no result like Lemma 6.16.
Lemma 6.33. Assume the conditions in Lemma 6.17 hold with (H3) and (6.11) in Lemma 6.13
replaced by (B3-) and (6.51) (6.52) in Lemma 6.31 (for γ = 1, ζ = 1), respectively. In addition, we
need the following spectral gap condition (c)′ instead of (c).
(c)′ (spectral gap condition) λu < 1, λsλu < 1, µαλ2sλu < 1, λ
∗β
s λsλu < 1, µ∗αλu < 1; see also
Remark 6.1.
Then the results in Lemma 6.17 all hold.
Remark 6.34. Assume the conditions in Lemma 6.17 hold, but replace (H3) by (B3-), and (6.11) in
Lemma 6.13 by the following,
|F̂m0 (m1, z) − F̂m0 (m0, z)| ≤ M0 |m1 − m0 |, |Ĝm0 (m1, z) − Ĝm0 (m0, z)| ≤ M0 |m1 − m0 |,
with supm d˜( fm(Xm), iY (m)) < ∞. In addition, we need the following spectral gap condition, λu < 1,
λsλu < 1, λ1+βs λu < 1, λuµα < 1, λsλuµα < 1. If ε∗1 ≤ µˆ−2ε1 is small, then we have
|K̂1m0 (m1, x) − K̂1m0 (m0, x)| ≤ C |m1 − m0 |αβ, ∀m1 ∈ Um0 (ε∗1), x ∈ Xm0,m0 ∈ M1.
smoothness of m 7→ fm(x) and Hölderness of x 7→ ∇m fm(x) = Km(x).
Lemma 6.35. Assume the conditions in Lemma 6.18 hold, but replace (H3) by (B3-), and the
conditions (b) (c) by the following conditions (b)′ (c)′ or (b)′′ (c)′′.
(b)′ (about F,G) (i) F,G ∈ C1. (ii) (6.51) (6.52) hold for γ = 1, ζ = 1.
(c)′ (spectral gap condition) λu < 1, λsλu < 1, λuµ < 1, λsλuµ < 1; see also Remark 6.1.
(b)′′ (about F,G) (i) F,G ∈ C1. (ii) (6.51) (6.52) hold for γ = 1, ζ = 0. (iii) In addition,
supm d˜( fm(Xm), iY (m)) < ∞.
(c)′′ (spectral gap condition) λu < 1, λsλu < 1, λuµ < 1; see also Remark 6.1.
Then the following hold.
(1) There exists a unique C0 vector bundle map K ∈ L(ΥHX ,ΥVY ) over f such that it satisfies (6.22),
and if (b)′ (c)′ hold, |Km(x)| ≤ C(|x | + 1), or if (b)′′ (c)′′ hold, |Km(x)| ≤ C, for all x ∈ Xm,
m ∈ M1.
(2) f is C1 and ∇ f = K .
Lemma 6.36. Assume the conditions in Lemma 6.22 hold, but replace (H3) by (B3-), and the
conditions (b) (ii) (c) by the following (b)′ (ii) (c)′ or (b)′′ (ii) (c)′′.
(b)′ (ii) |∇mFm(z)| ≤ M0(|z | + 1), |∇mGm(z)| ≤ M0(|z | + 1).
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(c)′ (spectral gap condition) Let the condition (c)′ in Lemma 6.35 hold and λ∗βs λsλu < 1,
(λγs )∗αλsλuµ < 1; see also Remark 6.1.
(b)′′ (ii) |∇mFm(z)| ≤ M0, |∇mGm(z)| ≤ M0.
(c)′′ (spectral gap condition) Let the condition (c)′′ in Lemma 6.35 hold and λ∗βs λsλu < 1,
(λγs )∗αλuµ < 1; see also Remark 6.1.
If 0 < α ≤ 1, then theC0 vector bundle map K ∈ L(ΥHX ,ΥVY ) over f satisfying (6.22) has the following
Hölder property.
(1) If (b)′ (c)′ hold, then we have
|Km(x1) − Km(x2)| ≤ C
{(|x1 − x2 |γ(1 + |x1 |))α + (|x1 − x2 |β(1 + |x1 |))α} (|x1 | + |x2 | + 1)1−α,
for all m ∈ M1, under (|x1 − x2 |γ + |x1 − x2 |β)(1 + |x1 |) ≤ rˆ(|x1 | + |x2 | + 1), where the constant
C depends on the constant rˆ > 0 but not m ∈ M .
(2) If (b)′′ (c)′′ hold, then we have
|Km(x1) − Km(x2)| ≤ C(|x1 − x2 |γα + |x1 − x2 |βα).
Hölderness of m 7→ ∇m fm(x) = Km(x).
Lemma 6.37. Let (a) in Lemma 6.23 hold with (H3) replaced by (B3-). In addition, assume the
following conditions (b)′ (c)′ or (b)′′ (c)′′ hold.
(b)′ (about F,G) F,G are C1. Furthermore, let (6.51) (6.52) hold for γ = 1, ζ = 1, as well as
(6.6) and (6.7).
(c)′ (spectral gap condition)λu < 1, λsλu < 1, λ2sλu < 1, λuµ < 1, λ2sλuµ < 1,max{ µλs , µ}∗αλsλuµ <
1; see also Remark 6.1.
(b)′′ (about F,G) F,G are C1. (6.51) (6.52) hold for γ = 1, ζ = 0; (6.6) (DF,DG ∈ C0,1) and
(6.7) (∇F,∇G ∈ C0,1) hold. Also, supm d˜( fm(Xm), iY (m)) < ∞.
(c)′′ (spectral gap condition) λu < 1, λsλu < 1, λ2sλu < 1, λuµ < 1, λsλuµ < 1, µ∗αλuµ < 1; see
also Remark 6.1.
If 0 < α ≤ 1, then there exists a small  ′1 > 0 such that the following hold.
(1) Under the conditions (b)′ (c)′, we have
|K̂m0 (m1, x) − K̂m0 (m0, x)| ≤ C |m1 − m0 |α(|x | + 1),
for all m1 ∈ Um0 ( ′1), m0 ∈ M1. The constant C depends on the constant  ′1 but not m0 ∈ M1.
(2) Under the conditions (b)′′ (c)′′, we have
|K̂m0 (m1, x) − K̂m0 (m0, x)| ≤ C |m1 − m0 |α,
for all m1 ∈ Um0 ( ′1), m0 ∈ M1. The constant C depends on the constant  ′1 but not m0 ∈ M1.
See Section 6.8 for how we can give the Lipschitz continuity of m 7→ fm(x), K1m(x), Km(x) in
classical sense.
continuity properties of f . The results about the continuity of f are essentially the same as in
Section 6.9 with minor changes. And in order to do not add length of the paper, the statements are all
omitted and left to the readers.
Remark 6.38. We have already considered the regularities of f obtained in Theorem 4.1 for the two
extreme cases, i.e. ε = 0 and ε = 1. The same results of Lemma 6.7 and Lemma 6.11 also hold for
all 0 ≤ ε ≤ 1 without changing the proofs. Similar results such as Hölder continuity and smoothness
respecting base points should also hold for the case when i is an ε-pseudo-stable section, where
0 < ε < 1. However, we omit all statements and proof and leave for reader’s exercises. The readers
can also consider the regularity of f obtained in Theorem 4.3, which are very similar with results
listed in this appendix for the case when supm d˜( fm(Xm), iY (m)) < ∞. The measurable dependence
respecting base points will be studied in our future work; see [Che18a].
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6.11. a local version of the regularity results. Generally speaking, the regularity results do not
depend on the existence results, that is if there is a graph which is (locally) invariant under H, then one
can investigate directly the regularities of this graph; our proofs given in Section 6.3 to Section 6.7
have indicated this. For a simple motivation, see also Lemma D.2 and Lemma D.3; this idea was also
used in [BLZ99] to prove the smoothness of the invariant manifolds. In the following, we will present
detailed statements of conditions such that the regularity results hold in a local version included for
our convenient application; see Theorem 7.12, Theorem 7.13, and [Che18b,Che18c] as well. In this
way, one may comprehend what we really need in our proofs.
Take a bundle correspondence H ∼ (F,G) : X ×Y → X ×Y over u. Let X2m ⊂ X1m ⊂ Xm. Assume
there are functions fm : Xm → Ym, and xm(·) : Xm → Xu(m), m ∈ M , such that
Graph fm |X1m ⊂ H−1m Graph fu(m) |X2u(m),
i.e. xm(X1m) ⊂ X2u(m), and for all x ∈ X1m,{
Fm(x, fu(m)(xm(x))) = xm(x),
Gm(x, fu(m)(xm(x))) = fm(x).
Take Y1m ⊂ Ym such that fm(X1m) ⊂ Y1m.
(I) Assume Hm ∼ (Fm,Gm) : X1m × Y1m → X1u(m) × Y1u(m) satisfies (A′)(α(m), λs(m)) (B′)(β′(m),
λu(m)) condition.
(II) For each m ∈ M and each z ∈ X1m × Y1u(m), (DFm(z),DGm(z)) : Xm × Ym → Xu(m) × Yu(m)
satisfies (A′)(α(m), λs(m)) (B)(β′(u(m)); β′(m), λu(m)) condition.
(III) For every m ∈ M , there is a neighborhood X˚1m of X1m in Xm such that
Lip fm |X˚1m ≤ β′(m), Lip xm |X˚1m ≤ λs(m).
If (H3) is assumed, then we also suppose that | fm(x)| ≤ β′(m)|x | and |xm(x)| ≤ λs(m)|x | for
all x ∈ X1m, m ∈ M1.
(IV) For m ∈ M , there are  ′′m0 > 0, X0m, Y0m, such that X2m ⊂ X0m ⊂ X1m, fm(X1m) ⊂ Y0m ⊂ Y1m, and
moreover
X2m ⊂ ϕm0m (X0m0 ) ⊂ X1m, fm(X1m) ⊂ φm0m (Y0m0 ) ⊂ Y1m, m ∈ Um0 ( ′′m0 ),m0 ∈ M,
where (Um0 ( ′′m0 ), ϕm0 ) ∈ A ′, (Um0 ( ′′m0 ), φm0 ) ∈ B ′ (in (H2)), and supm0∈M1  ′′m0 > 0.
Let X1 = {(m, x) : x ∈ X1m,m ∈ M}, Y1 = {(m, y) : y ∈ Y1m,m ∈ M} be the subbundles of X and Y
respectively. For simplicity, write (see (5.1))
ΥV
X1
,
⋃
(m,x)∈X1
(m, x) × Xm, ΥHX1 ,
⋃
(m,x)∈X1
(m, x) × TmM .
Then the results in Section 6.3 ∼ Section 6.9 also hold for this case with some modifications, i.e. in
the statement of the conditions and the conclusions, Xm0 × Yu(m0) is replaced by X0m0 × Y0u(m0), Xm0
by X0m0 , Xm × Yu(m) by X1m × Y1u(m), and Xm by X1m; in the following Theorem 6.39 we makes this
convention.
Theorem 6.39. (a) (x 7→ fm(x)) Under (I) ∼ (III) and the same conditions in Lemma 6.7 with (b)
replaced by (b′): Fm,Gm are differentiable at X1m×Y1u(m) and X1m×Y1u(m) 3 z 7→ DFm(z),DGm(z)
are C0, then fm is differentiable at X1m. Moreover, there exists a unique vector bundle map
K1 ∈ L(ΥV
X1
,ΥV
Y1
) over f , such that |K1m(x)| ≤ β′(m), ∀m ∈ M , X1m 3 x 7→ K1m(x) is C0, and it
satisfies (6.2) with D fm(x) = K1m(x), x ∈ X1m.
(b) (x 7→ K1m(x)) Let (I) ∼ (III) hold. (i) Then Lemma 6.11 holds.
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(ii) Suppose F,G are uniformly Ck−1,1-fiber in a neighborhood of X1 ⊗u Y1 (see Section 5.4.6)
and supm Lip Dk−1 fm(·)|X˚1m < ∞. If λsλu < 1, λksλu < 1, and F,G areCk-fiber at X1 ⊗u Y1, then
f is Ck-fiber at X1. (Lemma 6.12)
(c) (m 7→ fm(x)) Let (I) (III) (IV) hold. Then Lemma 6.13 holds.
(d) (m 7→ K1m(x)) Let (I) ∼ (IV) hold. Then Lemma 6.17 holds.
(e) (C1 smoothness of f ) (i) Under (I) ∼ (III) and the same conditions in Lemma 6.28 but assuming
F,G are C1 in a neighborhood of X1 ⊗u Y1 instead of in X ⊗u Y , there exists a unique C0 vector
bundle map K ∈ L(ΥH
X1
,ΥV
Y1
) (over f ) such that supm∈M1 supx |Km(x) ||x | < ∞ and it satisfies (6.22)
for all x ∈ X1m, m ∈ M .
(ii) Let (I) ∼ (IV) hold. Assume all the conditions in Lemma 6.18 hold but F,G are C1 in a
neighborhood of X1 ⊗u Y1 instead of in X ⊗u Y , then f is differential at X2 = ⋃m∈M X2m with
∇m fm(x) = Km(x) if x ∈ X2m and m ∈ M , where K is given by (i).
(f) (x 7→ Km(x)) Let (I) ∼ (III) hold. Assume F,G are C1 in a neighborhood of X1 ⊗u Y1 instead of
condition (b) (i) in Lemma 6.22. Then Lemma 6.22 holds.
(g) (m 7→ Km(x)) Let (I) ∼ (IV) hold. Assume F,G are C1 in a neighborhood of X1 ⊗u Y1 instead of
condition (b) (i) in Lemma 6.23. Then Lemma 6.23 holds. Similar result of Lemma 6.23 (2) also
holds.
(h) We leave the similar modifications about the continuities of f in Section 6.9 for readers, and the
results in Section 6.10 as well.
Proof. Without any changes except some notations (e.g. Xm0 × Yu(m0) replaced by X0m0 × Y0u(m0), Xm0
by X0m0 , Xm ×Yu(m) by X1m ×Y1u(m), and Xm by X1m), the proofs given in Section 6.3 to Section 6.7 also
show this theorem holds. 
Remark 6.40. In Section 6.3 ∼ Section 6.7, we in fact take X im = Xm, i = 0, 1, 2, and Y im = Ym,
i = 0, 1. In this case, (IV) is redundant. The existence conditions in Theorem 4.1 imply (I) (III), and
also (II) if Fm(·),Gm(·) ∈ C1 (see Lemma 3.10).
In many cases, (i) we might take X im = {iX (m)} if i : M → X ×Y is an invariant section of H. For
this case Y1m = {iY (m)}. Now (IV) holds if (H3) is assumed, i.e. i is a 0-section of X ×Y with respect
to A × B. For example, see Remark 6.10, Lemma 6.16 and Lemma 6.27 (2).
(ii) Since in some situations, we use a bump function or a blid map (see Appendix D.5) to truncate
the systems, so the fibers of X,Y usually are Banach spaces (i.e. (H2) (i) holds). In this case, we
generally take X im = Xm(ri) (r2 < r0 < r1) andY im = Ym(δi) (δ0 < δ1). Now (IV) is guaranteed by X,Y
having ε-almost uniform C0,1-fiber trivializations at M1 with respect toA, B. If supm λs(m) < 1 and
i = 0 is an invariant section of H, then xm(X1m) ⊂ X2u(m) is satisfied. Thus, we can apply Theorem 6.39
to deduce the regularities of the invariant graph obtained in Theorem 4.6 (also note that the existence
conditions of Theorem 4.6 have implied (I) ∼ (III) hold; for (II), see also Lemma 3.11). Here it’s worth
noting that although we use the radial retraction (see (3.1)) so that the systems would be non-smooth
in all X × Y but they are smooth in X1 × Y1. In general Banach spaces, the radial retraction always
exists but the smooth and Lipschitz bump functions might not, unlike in Rn or separable Hilbert
spaces; Theorem 6.39 sometimes is important for the infinite-dimensional dynamical systems. We
refer readers to see Section 7.2 and [Che18b] for more applications of those two cases.
At last, when we work in the Riemannian manifolds, the local bundle charts inA and B usually are
taken as the parallel translations along the geodesics, so they are isometric (see also [Kli95, Section
1.8] for more results about the local isometric trivialization, particularly Theorem 1.8.23 thereof).
For (IV), in this situation it might happen X2m = X0m = X1m = Xm(r), Y0m = Y1m = Ym(δ).
7. Some Applications
In the following, we give some applications of our main results, i.e. Ck,α section theorem
(Section 7.1), the existence and regularity of (un)strong stable foliations, fake invariant foliations and
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the holonomy over a lamination for a bundle map (Section 7.2). For the application to differential
equations, see [Che18d].
7.1. Ck,α section theorem. The Ck,α section theorem, which was appeared in [HPS77, Chapter
3, Chapter 6], [PSW97, Theorem 3.2] and [PSW12, Theorem 10] in different settings, has a wide
application in invariant manifold theory, e.g. the theorem is used to prove the regularity of the invariant
manifolds (and also the invariant foliations). As a first application of our paper’s main results obtained
in Section 4.1 and Section 6, we will give a Ck,α section theorem in more general settings.
(HH1) Let M be a locally metrizable space (associated with an open cover {Um : m ∈ M}); see
Definition 5.1. The metric in Um is denoted by dm. Let M1 ⊂ M and ε > 0 a sufficiently
small constant.
(HH2) Let (X,M, pi) be a C0 topology bundle (see e.g. Example 5.17 (b)) with metric fibers. Let
A = {(Um0 (), ϕm0 ) is a C0 bundle chart of X at m0 : ϕm0m0 = id,m0 ∈ M1, 0 <  <  ′},
be a bundle atlas of X at M1. (X,M, pi) has an ε-almost uniform C0,1-fiber trivialization at M1
with respect to A, where ε > 0 is small depending on bunching condition; see Section 5.4.5.
(HH3) (Lipschitz continuity of h−1) Let h : M1 → M be a C0 invertible map. Assume there exist an
ε1 > 0 and a function µ : M → R+ such that for every m0 ∈ M1,
(i) h−1(Um0 (µ−1(m0)ε1)) ⊂ Uh−1(m0), dh−1(m0)(h−1(m), h−1(m0)) ≤ µ(m0)dm0 (m,m0), m ∈
Um0 (µ−1(m0)ε1), and
(ii) supm0∈M1 µ(m0) < ∞.
Theorem 7.1 (Ck,α section theorem I). Let (HH1) (HH2) (HH3) hold. Let f : X → X be a C0
bundle map over h. Assume that the fibers of X are uniformly bounded, i.e. supm diamXm < ∞, and
that Lip fm ≤ λ(m), where λ : M → R+ is ε-almost uniformly continuous around M1 and ε-almost
continuous (see Definition 5.3), and supm λ(m) < 1. Then the following hold.
(1) There is a unique section σ : M → X being invariant under f . Also σ is C0.
(2) In addition, if fm depends in a uniformly Lipschitz fashion on the base point m (around M1
with respect to A) and the following bunching condition holds, supm µθ (m)λ(m) < 1, then σ is
uniformly (locally) C0,θ (around M1).
Here we explain some notions.
(a) That fm depends in a uniformly Lipschitz fashion on the base point m around M1 (see also [AV10,
section 2.5] using this way without the word ‘uniformly’) means that f̂ , the local representation
of f at m0 ∈ M1 with respect to A, i.e.
f̂m0 (m, x) , (ϕm0m )−1 ◦ fh−1(m) ◦ (ϕh
−1(m0)
h−1(m) (x)) : Um0 (µ−1(m0)ε1) × Xh−1(m0) → Xm0,
where ϕm0, ϕh−1(m0) are two bundle charts at m0, h−1(m0) respectively belonging to A, satisfies
| f̂m0 (m, x) − f̂m0 (m0, x)| ≤ M0dm0 (m,m0),
where the constant M0 does not depend on m0 ∈ M1 (see Definition 5.27 and Remark 5.28); see
also [PSW12].
(b) Similarly, that σ is uniformly (locally) C0,θ (around M1) means that σ̂, the local representation
of σ at m0 ∈ M1 with respect to A, i.e.
σ̂m0 (m) , (ϕm0m )−1 ◦ σ(m) : Um0 (µ−1(m0)ε1) → Xm0,
satisfies
|σ̂m0 (m) − σ̂m0 (m0)| ≤ C0dm0 (m,m0)θ,
where the constant C0 > 0 does not depend on m0 ∈ M1.
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Remark 7.2. The assumption that the fibers of X are uniformly bounded is only for simplicity. One can
replace the assumption by that (a) there is a section i : M → X such that supm d( fm(i(m)), i(h(m))) <
∞, where d is the metric in Xm. The existence result now follows from Theorem 4.1, and others
are the same; the regularity results would need that (b) i satisfies assumption (B3-) in page 83. The
uniqueness now means in the sense that if there is a invariant section σ′ : M → X of f such that
supm d(σ′(m), i(m)) < ∞, then σ′ = σ. Note that no requirement that X has a continuous (or Hölder)
section is made.
Proof of Theorem 7.1. Let M = M , Xm = {m}, Ym = Xm, u = h−1, and
Gm(x, y) = fh−1(m)(y) : Xm × Yu(m) → Ym, Fm(x, y) = u(m) : Xm × Yu(m) → Xu(m).
Then H ∼ (F,G). Note that H satisfies (A)(α, λ) (B)(0, 0) condition for any positive constant α < 1.
Now Theorem 4.1 or Theorem 4.3 gives (1); that σ is C0 can be proved similarly as Lemma 6.25. (2)
is a direct consequence of Lemma 6.31. 
(HE1) (about M) Let M be a C1 Finsler manifold with Finsler metric d in its components, which
satisfies (H1c) in Section 6.2; see also Appendix C for some examples.
(HE2) (about X) (X,M, pi) areC1 bundles withC0 connection CX . Take aC1 (regular) normal bundle
atlas A of X . Assume (X,M, pi) has an ε-almost uniform C1,1-fiber trivialization at M1 with
respect toA (see Section 5.4.5), where ε > 0 is small depending on bunching condition. The
fibers of X are Banach spaces (see also Remark 6.4).
(HE3) (about h) h : M1 → M is a C1 invertible map. Assume h satisfies the following.
(i) There is a function µ : M → R+ such that |Dh−1(m)| ≤ µ(m).
(ii) m 7→ |Dh−1(m)| is ε-almost uniformly continuous around M1; see Definition 5.3.
(iii) supm∈M1 µ(m) < ∞.
Theorem 7.3 (Ck,α section theorem II). Let the assumptions in Theorem 7.1 hold with (HH1) (HH2)
(HH3) replaced by (HE1) (HE2) (HE3) and the assumption that the fibers of X are uniformly bounded
is replaced by as Remark 7.2 (a) (b). Also assume f is C1. Let σ be the unique invariant section of
f . Then the following hold.
(1) If fm depends in a uniformly Lipschitz fashion on the base points (around M1 with respect to A)
and the following bunching condition holds, supm µ(m)λ(m) < 1, then σ is C1 (and uniformly
(locally) C0,1 around M1).
(2) In addition, assume that Dv f ,∇ f are uniformly (locally) C0,1 around M1, that h−1 is uniformly
(locally)C1,1 aroundM1 and that the following bunching condition holds, supm µ1+θ (m)λ(m) < 1,
then m 7→ ∇mσ(m) is uniformly (locally) C0,θ (around M1).
Some explanations about the conditions in above theorem are needed. Use the notations in
assumption () (in page 49).
(a) For the meaning that Dv f ,∇ f are uniformly (locally) C0,1 around M1, see e.g. Remark 6.6. That
is D fm(·),∇m fm(·) ∈ C0,1 uniform for m ∈ M and for the local representations Dx f̂m0, D̂m fm0 of
Dv f ,∇ f with respect to A,M, one has
max
{
|Dx f̂m0 (m1, x) − Dx f̂m0 (m0, x)|, |D̂m fm0 (m1, x) − D̂m fm0 (m0, x)|
}
≤ M0d(m1,m0),
for all m1 ∈ Um0 (µ−1(m0)ε1), x ∈ Xm0 , m0 ∈ M1, where M0 is independent of m0 ∈ M1.
(b) That h−1 is uniformly (locally) C1,1 around M1 means that in local representationDh−1m0 (m)v , Dχh−1(m0)(h−1(m))Dh−1(m)Dχ−1m0 (χm0 (m))v, (m, v) ∈ Um0 ( ′) × Tm0M,
one has ‖Dh−1m0 (m) − Dh−1(m0)‖ ≤ C0d(m,m0), m ∈ Um0 ( ′1), m0 ∈ M1, for some small  ′1 > 0
and some constant C0 > 0 (independent of m0); see also Definition 5.32.
90 DELIANG CHEN
(c) Similarly, that m 7→ ∇mσ(m) is uniformly (locally) C0,θ (around M1) means that for the local
representations D̂mσm0 of ∇σ with respect to A,M, one has
|D̂mσm0 (m1) − ∇m0σ(m0)| ≤ C0d(m1,m0)θ, m1 ∈ Um0 ( ′′),m0 ∈ M1,
for some small  ′′ > 0 and some constant C0 does not depend on m0 ∈ M1.
(d) See also Section 6.8 (with ηˆX,0m0 (0, x), ηˆX,1m0 (0, x) being smaller than a fixed constant in this case)
and Definition B.8 for a classical way to describe the C1,θ continuity of σ under the transition
maps with respect to A and CX being uniformly (locally) Lipschitz.
Proof. Using the notations in the proof of Theorem 7.1 and considering Xm as a zero space, now
from Lemma 6.35 and Lemma 6.37 we obtain the results. 
7.2. invariant foliations. Invariant foliations have been investigated by many authors, see e.g.
[HPS77,Fen71,PSW97,PSW12,CY94] in finite dimensional setting, [CLL91,BLZ00,BLZ99,Rue82,
LL10] in the infinite dimensional setting, [Cha08] even in metric spaces and many others in differ-
ent settings, too numerous to list here. The settings include the different hyperbolicity assumptions
(uniform hyperbolicity, non-uniform hyperbolicity, partial hyperbolicity, etc), the different types of
‘dynamics’ (maps, semiflows, cocycles, random dynamical systems, etc), the different state spaces
(compact Riemannian manifolds, Riemannian manifolds having bounded geometry, Rn, Banach
spaces, even metric spaces). Invariant foliations (with invariant manifolds) are extremely useful in
the study of qualitative properties of a dynamical system nearby invariant sets. And they also provide
some coordinates such that the dynamical system can be decoupled (see e.g. Corollary 4.19 and
[Lu91]). Roughly, the strong (un)stable foliations exist in partially hyperbolic systems, but the center
foliations do not (see e.g. [RHRHTU12]). The notion of dynamical coherence is important for further
studying center foliations (see [HPS77]). To avoid assuming the dynamical coherence, in their paper
[BW10], Burns andWilkinson introduced the ‘fake invariant foliations’ (see also Section 7.2.3 below)
which are locally invariant.
The regularity of invariant foliations is of crucial importance. For example, the Hölder and smooth
regularity of the foliations (or more precisely the holonomy maps) are not only vital in the study
of stably ergodic behavior (see e.g. [PS97]) but also important to give higher smooth linearization
(see e.g. [ZZJ14] and Remark 4.20). Usually, the smoothness of the leaves of the strong (un-)stable
foliations is the same as the dynamical system (see e.g. [HPS77]). However, the foliations may only
be Hölder. Absolute continuity of the invariant foliations, which is another topic we do not address
here, usually needs the Hölder continuity of the foliations as preparations; see e.g. [LYZ13,BY17a]
in the infinite dimension setting.
As a second application of our results, we give some results about strong (un)stable foliations, fake
invariant foliations and the holonomy over a lamination for a bundle map which are extremely useful
when studying the partially hyperbolic dynamics. For some notions related with foliation we will use
in the following, see Section 5.5.2.
7.2.1. invariant foliations for bundle maps. The following result was reproved by many authors, see
e.g. [HPS77,Sta99,Cha04,Cha08] and [CHT97,CLL91,Hal61,Yi93,CY94,CL97].
Theorem 7.4 (invariant foliations: global version). Let (X,M, pi1), (Y,M, pi2) be bundles with metric
fibers. Let u : M → M be a map. Let H ∼ (F,G) : X ×Y → X ×Y be a bundle map over u satisfying
(i) (A′)(α, λu) (B)(β; β′, λs) condition (or (i′) (A)(α, λu) (B)(β; β′, λs) condition), where α, λu, β, β′, λs
are bounded functions of M → R+. Set ϑ(m) = (1− α(m)β′(u(m)))−1 if (i) holds, and ϑ(m) = 1 if (i′)
holds. In addition,
(a) (angle condition) supm α(m)β′(u(m)) < 1, β′(u(m)) ≤ β(m), ∀m ∈ M ,
(b) (spectral condition) supm λs(m)λu(m)ϑ(m) < 1.
Existence. There exist uniqueW sm ,
⊔
q∈Xm×Ym W
s
m(q), m ∈ M , such that (1) (2) hold.
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(1) q ∈ W sm(q) and each W sm(q) is a Lipschitz graph of Xm → Ym with Lipschitz constant less than
β′(m);
(2) HmW sm(q) ⊂ W su(m)(Hm(q)), q ∈ Xm × Ym, m ∈ M .
In addition, we have
(3) W sm(q) = {p ∈ Xm ×Ym : dun(m)(H(n)m (p),H(n)m (q)) . ε(n)(m), n→∞}, where ε(·) is a function of
M → R+ satisfying λs(m) + ς < ε(m) < (λu(m)ϑ(m))−1 − ς for all m ∈ M , where ς is small and
dm is the metric in Xm × Ym;
(4) for each m ∈ M ,W sm is a C0 ‘foliation’ of Xm × Ym; in particular, ifW sm(q1) ∩W sm(q2) , ∅, then
q1 ∈ W sm(q2).
Regularity.
(5) If supm LipHm(·) < ∞, thenW sm is a uniformly (locally) Hölder ‘foliation’ (uniform for m).
(6) Moreover, suppose Xm,Ym, m ∈ M , are Banach spaces (see also Remark 6.4).
(i) If Fm(·),Gm(·) are C1 for all m ∈ M , then every W sm(q) is a C1 graph. If Fm(·),Gm(·)
are C1,γ (γ > 0) uniform for m, then every W sm(q) is a C1,ζ graph (uniform for m, q)
where 0 < ζ ≤ γ; If in addition supm LipHm(·) < ∞, then the tangent distribution TqW sm(q)
depends in a uniformly (locally) Hölder fashion on q ∈ Xm×Ym, where the Hölder constants
are independent of m;
(ii) If supm LipHm(·) < ∞, Fm(·),Gm(·) ∈ C1,1 uniform for m, and the following bunching
condition holds:
sup
m
LipHm(·)λs(m)λu(m)ϑ(m) < 1,
then W sm is a C1 foliation of Xm × Ym; in addition (a) Hm(·) ∈ C1,1 uniform for m, and (b)
supm λs(m) < 1, or (b′)
sup
m
λ2s(m)λu(m)ϑ(m) < 1, sup
m
LipHm(·)λ2s(m)λu(m)ϑ(m) < 1,
then the foliationW sm is uniformly (locally) C1,ς for some ς > 0 (uniform for m).
Remark 7.5. (a) The Hölder exponent θ in item (5) can be chosen as ((µ/λs)∗)θϑλsλu < 1, where
µ(m) = LipHm(·). If supm diamHm(Xm ×Ym) < ∞ or θ = 1, ((µ/λs)∗)θλsλuϑ < 1 could be read
as
sup
m
(µ(m)/λs(m))θλs(m)λu(m)ϑ(m) < 1.
(b) LetW sm(q) = Graph f(m,q), where f(m,q) : Xm → Ym. That the foliationW sm is uniformly (locally)
Ck,γ (γ ≥ 0) uniform for m means that
(q, x) 7→ f(m,q)(x) : (Xm × Ym) × Xm → Ym,
is (locally) Ck,γ, and if γ > 0, the (locally) Ck,γ constant is independent of m. W sm(q) is a
Ck,γ graph (uniform for m, q) if f(m,q)(·) ∈ Ck,γ with supm,q | f(m,q)(·)|Ck,γ < ∞ (if γ > 0) and
(q, x) 7→ Di f(m,q)(x) being C0, i = 0, 1, . . . , k.
(c) In the first statement of item (6) (i), suppose further that DFm(·),DGm(·), m ∈ M , are uniformly
continuous, then q 7→ f(m,q)(·) is uniformly continuous in C1-topology in any bounded subset of
Xm, i.e. for any bounded subset A ⊂ Xm, one has
sup
x∈A
| f(m,q′)(x) − f(m,q)(x)| + sup
x∈A
‖D f(m,q′)(x) − D f(m,q)(x)‖ → 0,
as q′→ p uniform for p. This follows from Lemma 6.25 and Lemma 6.27.
(d) We do not consider the continuity and smoothness ofm 7→ W sm(q). This is what our general results
deal with, so see Section 6 for a detailed study. A simple result is that if M is topology space,
X,Y are C0,1-fiber bundle (see Definition 5.23), and u,H (also α, λu, β, β′, λs) are continuous,
then (m, q) 7→ W sm(q) is continuous point-wisely, i.e. (m, q, x) 7→ f(m,q)(x) is continuous (as a
bundle map (X × Y ) × X → Y over id).
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Proof of Theorem 7.4. Let M̂ = X × Y be a bundle over M , where the topology of M̂ is given by the
fiber topology (see Section 5.2). Define the bundle X̂ × Ŷ over M̂ as (X × Y ) × (X × Y ). Consider
the bundle map Ĥ over H, which is defined by Ĥ(m, p, q) = (H(m, p),Hm(q)), where (m, p) ∈ M̂ ,
q ∈ X̂(m,p) × Ŷ(m,p) = Xm × Ym. Set i(m, p) = p : M̂ → X̂ × Ŷ . Then i is an invariant section of Ĥ.
Now the existence of W sm such that (1) (2) hold follows from Theorem 4.1 by applying to Ĥ, X̂ × Ŷ ,
H, M̂ , i. (3) follows from Section 4.4 and (4) is a consequence of Lemma 6.25 and (3). (5) follows
from Remark 6.15.
The first and second statements in item (6) (i) follow fromLemma 6.7 and Lemma 6.11 respectively.
The third statement in item (6) (i) follows from Lemma 6.16. The results in item (6) (ii) are
consequences of Lemma 6.18 and Lemma 6.23. Here note that Fm(·),Gm(·) ∈ C1 implies Hm(·) ∈
C1. 
For a local version, one can use Lemma 3.12 and radial retraction (or smooth bump function or
blid map (see Appendix D.5) if one needs smooth results). See also Theorem 7.12 below for a local
version for maps. The parallel results for continuous cocycles, which we do not give here, can be
deduced from the bundle map case; see also [Che18d].
7.2.2. strong stable laminations. We give a restatement of Theorem 4.1 and the results in Section 4.4
for maps (might not be invertible) in a local version. The parallel results for semiflows also hold
which we omit the detailed statements. The results can hold for Lipschitz maps in metric spaces
which include the two-sided shifts of finite type and the restrictions of Axiom A diffeomorphisms to
hyperbolic basic sets, or smooth maps in Finsler(-Banach) manifolds. First consider a classical result
in the finite dimensional setting; we reprove this result to show how our main results can be applied.
(Settings): Let f : M → M be a C1,1 map. For simplicity, assume M is a smooth compact
Riemannian manifold without boundary and f is invertible. Assume f is partially hyperbolic with
TM = Xs ⊕ Xc ⊕ Xu where Xs , Xc , Xu are three continuous vector subbundles of TM and invariant
under D f . D f in Xs and Xu uniformly contracts and expands respectively. Let T κ f = D f |Xκ ,
κ = s, c, u. Then
‖T sm f ‖ < 1, ‖(Tum f )−1‖ < 1, ‖T sm f ‖ · ‖(Tcm f )−1‖ < 1, ‖Tcm f ‖ · ‖(Tum f )−1‖ < 1, m ∈ M .
The strong stable (resp. unstable) foliation W s (resp. Wu) exists uniquely such that TmW sm = Xsm
(resp. TmWum = Xum), where W sm (resp. Wum) is the leaf of W s (resp. Wu) through m; see [HPS77]
or Corollary 7.11 below. Assume there are ( f -invariant) foliations Wcs and Wcu such that TWcs =
Xs ⊕ Xc , TWcu = Xc ⊕ Xu . Under this context, H is said to be dynamically coherent (see [HPS77])
and it also yields the integrability of Xc . By the characterization ofW s , we seeW s subfoliatesWcs .
In [PSW97,PSW00], Pugh, Shub and Wilkinson showed the following.
Theorem 7.6 ([PSW97, PSW00]). Under above settings, if the following center bunching condition
holds,
‖Tcm f ‖ · ‖T sm f ‖ · ‖(Tcm f )−1‖ < 1, m ∈ M,
then W s is a C1 foliation inside each leaf of Wcs . In fact this is also C1,ζ (ζ > 0) under additional
assumption ‖Tcm f ‖2 · ‖(Tum f )−1‖ < 1, m ∈ M . (Similar fact aboutWu ,Wcu holds.)
Proof. Since M is a smooth compact boundaryless Riemannian manifold, there is a δ > 0, such that
for every k ∈ N, the Riemannian metric up to k-th order derivatives and the Christoffel symbols in
the normal coordinates up to k-th order derivatives are all uniformly bounded in normal coordinates
of radius δ around each m ∈ M with the bounds independent of m ∈ M . In particular, for some small
δ > 0, the normal coordinate or exponential map expm at m,
expm : TmM(δ) → Um(δ) = {m′ ∈ M, d(m′,m) < δ},
satisfies (i) |D exp±1m (·)| ≤ C (so | exp−1m (m1)| ≤ Cd(m,m1)), and (ii)
(7.1) | exp−1m1 expm(z0 + z) − Pmm1 z | ≤ Cd(m1,m)|z |,
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for some constant C > 0 independent of m,m1, where z0 = exp−1m m1, m1 ∈ Um(δ/4), z ∈ TmM(δ/4),
and Pmm1 : TmM → Tm1M is the parallel translation along the geodesic connecting m,m1. For
convenience of the reader, we show (7.1) as follows. Here what we really need is that M has 3-th
order bounded geometry (see Definition C.6).
Proof of (7.1). For the Christoffel symbol Γm1 (z) ∈ L(Tm1M,Tm1M), z ∈ Tm1M(δ/4) in the local
chart exp−1m1 (see also Definition 5.10), one has z 7→ Γm1 (z) isC1,1 uniform form1 ∈ M . The construc-
tions of geodesic and parallel translation are through solving the following two ODEs respectively,
u′′ = Γm1 (u)(u′, u′), y′ = Γm1 (xa)(x ′a, y),
where xa(t), 0 ≤ t ≤ 1, is the representation of the geodesic connecting expm1 a, m1 with xa(0) =
expm1 a in the local chart exp
−1
m1
. Denote the two solutions associated with above ODEs by u(t)(z, v),
y(t)(a)v respectively, where u(0)(z, v) = z, u′(0)(z, v) = v, y(0)(a)v = v. Then
u(1)(exp−1m1 m,D exp−1m1 (m)(z0 + z)) = exp−1m1 expm(z0 + z),
y(1)(exp−1m1 m,D exp−1m1 (m)z) = Pmm1 z.
Since z 7→ Γm1 (z) is C1,1, we see (z, v) 7→ u(1)(z, v) is C1,1, and so a 7→ xa(·) and a 7→ y(1)(a) ∈
L(Tm1M,Tm1M) are C0,1, uniform for m1. Let z1 = exp−1m1 m. Note that y(1)(0, v) = v, u(1)(0, v) = v,
and u(1)(z1,D exp−1m1 (m)(z0)) = 0, so
u(1)(z1,D exp−1m1 (m)z0 + v) − y(1)(z1)v
=
∫ 1
0
D2u(1)(z1,D exp−1m1 (m)z0 + tv)v − y(1)(z1)v dt
≤
∫ 1
0
|D2u(1)(z1,D exp−1m1 (m)z0 + tv)v − D2u(1)(0,D exp−1m1 (m)z0 + tv)v |
+ |y(1)(z1)v − y(1)(0)v | dt ≤ C˜ |z1 | |v |.
Letting v = D exp−1m1 (m)z, we finish the proof. 
Let G(TM) be the Grassmann manifold of TM . Let Πκm ∈ L(TmM,TmM) be the projections such
that R(Πκm) = Xκm and Πsm + Πcm + Πum = id, m ∈ M , κ = s, c, u. Since m 7→ Xκm ∈ G(TM) is C0,
by smooth approximation of Xκ in G(TM), there are projections Π̂κm ∈ L(TmM,TmM), R(Π̂κm) = X̂κm,
κ = s, c, u, such that m 7→ X̂κm is C2 (so C1,1) and supm |Πκm − Π̂κm | ≤ ε for sufficiently small ε > 0.
(I). (base space). Let M̂ (= M) be Wcs endowed with leaf topology (see Section 5.2). Since
each leaf ofWcs is C1, boundaryless and injectively immersed submanifold of the compact manifold
M , we see that the C1 Finsler manifold M̂ satisfies (H1b) (in Section 6.2); the details are given as
follows. (Here note that in general M̂ is non-separable and so is not metrizable, but each leaf of
Wcs is a Riemannian manifold.) The open cover of M̂ is taken as Ûm = Wcsm , m ∈ M . There is
an 0 > 0, such that the small plaque at m with radius 0, denoted by Ûm(0) (the component of
Wcsm ∩ Um(0) containing m), is a C1 embedding submanifold of M which can be represented as
exp−1m Ûm(0) = Graphgm, where gm : X̂csm → X̂um with supm Lip gm |X̂csm (0) being (uniformly) small
and x 7→ Dgm(x), m ∈ M , being equicontinuous. See also [HPS77, Chapter 6 ∼ 7]. So
χm : Ûm(0) → X̂csm ≈ Xcsm ,
defined by χ−1m (x) = expm(x + gm(x)), satisfies supm sup |Dχ±1m (·)| < ∞, and m′ 7→ Dχ±1m (m′),
m ∈ M , are equicontinuous; through the map Πcsm : X̂csm → Xcsm , we can assume Dχm(m) = id.
(II). (base map). Since Wcs is invariant under f , i.e. f (Wcsm ) ⊂ Wcsf (m), where Wcsm is the leaf of
Wcs through m, we see that f induces a map in M̂ , also denoted by f : Ûm → Ûf (m), which is C1
with Lip f |Ûm(0) , µ(m) approximately less than ‖Tcsm f ‖ = ‖Tcm f ‖ if 0 is small.
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(III). (bundles). X̂κ can be considered naturally as a bundle over M̂ which is C1. The natural
bundle atlas Bκ for X̂κ can be taken as
κϕm0 : Ûm0 (δ) × X̂κm0 → X̂κ, (m, x) 7→ (m, Π̂κmPm0m x).
Since M → G(TM), m 7→ Π̂κm, m 7→ Pm0m are C2, there exists a natural C0 connection Cκ for X̂κ such
that CκD(κϕm0 )(m0, x) = id, i.e. κϕm0 is normal with respect to Cκ . (Here also note that ∇m0Pm0m0 = 0
and what’s more this connection Cκ is uniformly Lipschitz in the sense of Definition B.8.) That is
X̂s × X̂cu satisfies (H2c) (in Section 6.2).
(IV). (bundle map). Let
f̂m = exp−1f (m) ◦ f ◦ expm : TmM(δ) → Tf (m)M .
Since D f̂m(0) = Tm f , we see f̂m ∼ (Fm,Gm), where Fm : X̂sm(r1) ⊕ X̂cuf (m)(r ′2) → Xsf (m)(r2) and
Gm : X̂sm(r1)⊕ X̂cuf (m)(r ′2) → Xcum (r ′1), satisfies (A)(α, λu(m)) (B)(β, λs(m)) condition (seeLemma3.12),
where λs(m) = ‖T sm f ‖ + ζ , λu(m) = ‖(Tcm f )−1‖ + ζ , and ζ , α, β→ 0, as r1, r ′2 → 0.
By using smooth bump function, one has F̂m, Ĝm, defined in all X̂sm ⊕ X̂cuf (m), such that
F̂m |X̂sm(r)⊕X̂cuf (m)(r) = Fm, Ĝm |X̂sm(r)⊕X̂cuf (m)(r) = Gm,(7.2)
F̂m(X̂sm ⊕ X̂cuf (m)) ⊂ X̂sf (m)(r2), Ĝm(X̂sm ⊕ X̂cuf (m)) ⊂ X̂cum (r ′1),
and Ĥ ∼ (F̂m, Ĝm) : X̂sm ⊕ X̂cum → X̂sf (m) ⊕ X̂cuf (m) satisfies (A)(α, λu(m)) (B)(β, λs(m)) condition
(see e.g. Lemma 3.13 (3)), where r < min{ri, r ′i : i = 1, 2}/2 small. Write F˜m(·, ·, ·), G˜m(·, ·, ·)
as the local representations of F̂m, Ĝm with respect to the bundle atlases Bs , Bc × Bu . Although
F̂ : X̂s ⊗u X̂cu → X̂s and Ĝ : X̂s ⊗u X̂cu → X̂cu are C1 and F̂m(·), Ĝm(·) are C1,1 uniform for m as
f ∈ C1,1, in general, F˜m, G˜m are not C1,1 since M̂ is only C1. Let us show
Sublemma 7.7. the local representations F˜m0 (·, ·, ·), G˜m0 (·, ·, ·) satisfy (6.23) in Lemma 6.18.
Proof. The local representations F˜m0 (·, ·, ·), G˜m0 (·, ·, ·) are written as{
F˜m0 (m, x, y) , (sϕ f (m0)f (m) )−1 ◦ F̂m ◦ (sϕm0m (x), cuϕ
f (m0)
f (m) (y)) : Ûm0 (1) × X̂sm0 (rˆ) × X̂cuf (m0)(rˆ) → X̂sf (m0),
G˜m0 (m, x, y) , (cuϕm0m )−1 ◦ Ĝm ◦ (sϕm0m (x), cuϕ f (m0)f (m) (y)) : Ûm0 (1) × X̂sm0 (rˆ) × X̂cuf (m0)(rˆ) → X̂cum0,
where 1 < (supm0 µ(m0))−1r is small and rˆ < δ/4 is small. Let m0 ∈ M , m1 ∈ Ûm0 (1), and
exp−1m0 m1 = x
s
0 + x
cu
0 , exp
−1
f (m0) f (m1) = xs1 + xcu1 , where xκ0 ∈ X̂κm0 , xκ1 ∈ X̂κf (m0), κ = s, cu.
Here note that, since 1 is small and (7.2), we see F̂m0 (xs0, xcu1 ) = xs1 , Ĝm0 (xs0, xcu1 ) = xcu0 . Let
z = (x, y) ∈ Xsm0 (rˆ) × Xcuf (m0)(rˆ), and
yˆ = Ĝm0 (x, y), y′1 = Ĝm0 (x + xs0, y + xcu1 ) − xcu0 ,
xˆ = F̂m0 (x, y), x ′2 = F̂m0 (x + xs0, y + xcu1 ) − xs1,
y1 = Ĝm1 (sϕm0m1 (x), cuϕ f (m0)f (m1)(y)), x2 = F̂m1 (
sϕm0m1 (x), cuϕ f (m0)f (m1)(y)).
We need to show | xˆ − (sϕ f (m0)
f (m1))−1x2 | + | yˆ − (cuϕ
m0
m1 )−1y1 | ≤ C˜d(m1,m0)|z | for some constant C˜
independent of m0,m1. (In the following, C˜ might be different line by line.) As F̂m(·), Ĝm(·) are C1,1,
we get
| yˆ − y′1 | + | xˆ − x ′2 | ≤ C˜(|xs0 | + |xcs1 |)|z | ≤ C˜d(m1,m0)|z |.
Set
exp−1m1 expm0 (x + xs0 + y′1 + xcu0 ) = xs1 + xcu1 ,
exp−1f (m1) exp f (m0)(x ′2 + xs1 + y + xcu1 ) = x
s
2 + x
cu
2 ,
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where xκ1 ∈ X̂κm1 , xκ2 ∈ X̂κf (m1), κ = s, cu. Then by (7.1), we have
|xs1 + xcu1 − sϕm0m1 (x) − cuϕm0m1 (y′1)| ≤ C˜d(m1,m0)(|x | + |y′1 |) ≤ C˜d(m1,m0)(|x | + |y |),
|xs2 + xcu2 − sϕ f (m0)f (m1)(x
′
2) − cuϕ f (m0)f (m1)(y)| ≤ C˜d(m1,m0)(|x
′
2 | + |y |) ≤ C˜d(m1,m0)(|x | + |y |),
yielding
|xcu1 − y1 | = |Ĝm1 (xs1, xcu2 ) − Ĝm1 (sϕm0m1 (x), cuϕ f (m0)f (m1)(y))|
≤ C˜(|xs1 − sϕm0m1 (x)| + |xcu2 − cuϕ f (m0)f (m1)(y)|) ≤ C˜d(m1,m0)(|x | + |y |),
and similarly, |xs2 − x2 | ≤ C˜d(m1,m0)(|x | + |y |). Therefore,
| xˆ − (sϕ f (m0)
f (m1))
−1x2 | ≤ | xˆ − x ′2 | + |x ′2 − (sϕ f (m0)f (m1))
−1x2 |
≤ C˜d(m1,m0)(|x | + |y |) + |(sϕ f (m0)f (m1))
−1 | |sϕ f (m0)
f (m1)(x
′
2) − x2 |
≤ C˜d(m1,m0)(|x | + |y |) + C˜(|sϕ f (m0)f (m1)(x
′
2) − xs2 | + |xs2 − x2 |)
≤ C˜d(m1,m0)(|x | + |y |),
and analogously, | yˆ − (cuϕm0m1 )−1y1 | ≤ C˜d(m1,m0)|z |. This completes the proof. 
Now, all the assumptions in Lemma 6.18 are satisfied for Ĥ, X̂s ⊕ X̂cu , f , M̂ and the natural 0-
section of X̂s ⊕ X̂cu , which yields the unique invariant graph Ŵ s of X̂s → X̂cu such that ĤŴ s ⊂ Ŵ s
is C1. Let Ŵ sm(σ) = Ŵ s ∩ (X̂sm(σ) ⊕ X̂cum ). From supm ‖T sm f ‖ < 1, Ĥm |Ŵ sm(σ) = f̂m |Ŵ sm(σ) and the
characterization about the strong stable foliationW s of f , if σ is small, one gets exp−1m Ŵ sm(σ) is open
inW sm, the leaf ofW s through m. The C1 dependence ofWcsm0 3 m 7→ exp−1m Ŵ sm(σ) shows thatW s is
a C1 foliation inside each leaf ofWcs .
For the last conclusion, by noting that under ‖Tcm f ‖2 · ‖(Tum f )−1‖ < 1, m ∈ M , each leaf ofWcs is
C2 and consequently F̂, Ĝ ∈ C1,1 (i.e. F˜m(·, ·, ·), G˜m(·, ·, ·) ∈ C1,1 uniform for m). Now it follows from
Lemma 6.23 (1). 
Remark 7.8. (a) If f ∈ C1,γ (γ > 0) and center bunching condition is replaced by the following
‖Tcm f ‖ · ‖T sm f ‖γ · ‖(Tcm f )−1‖ < 1, m ∈ M,
then one also getsW s is a C1 foliation inside each leaf ofWcs; see Remark 6.19.
(b) AssumeTM has a D f -invariant continuous splittingTM = Xs⊕Xc with the following inequality,
‖T sm f ‖ < 1, ‖T sm f ‖ · ‖(Tcm f )−1‖ < 1, m ∈ M .
Let Xc1 be a D f -invariant continuous subbundle of TM such that Xc1 ⊂ Xc . Assume there is
a C0 foliation Wc1 tangent to Xs ⊕ Xc1 which is invariant under f , i.e. f (Wc1m ) ⊂ Wc1f (m), where
Wc1m is the C1 leaf ofWc1 through m. Suppose the following bunching condition holds,
‖Tc1m f ‖ · ‖T sm f ‖ · ‖(Tc1m f )−1‖ < 1, m ∈ M .
Then each leaf of Wc1 is C1-foliated by the strong stable foliation W s if f ∈ C1,1. In the above,
we use the notation T κ f = D f |Xκ , κ = s, c, c1. The proof is the same as Theorem 7.6 (by using
Wc1 instead ofWcs).
(c) This argument given in Theorem 7.6 which we think is highly general, was also used in our proof
of a center-stable manifold of a normally hyperbolic invariant manifold being C1 foliated by the
strong stable foliation in the Banach space setting under some circumstance; see [Che18b].
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Theorem 7.9 (strong stable laminations I: Lipschitz case). Let M be a metric space, u : M → M
continuous, and Λ ⊂ M a subset such that u(Λ) ⊂ Λ. Assume that there is an  > 0 such that, for
every m ∈ Λ, there is an open ball Um( ′) ⊂ M , where Um() = {m′ ∈ M : d(m′,m) < }, such
that m ∈ Um( ′) ⊂ Xm × Ym, where Xm,Ym are complete metric spaces. (This means that there is
φm : Um( ′) → φm(Um( ′)) ⊂ Xm × Ym which is bi-Lipschitz with Lipschitz constants less than for a
fixed constant. The metric in φm(Um( ′)) now induces from Um( ′) through φm.)
For eachm ∈ Λ, there is a correspondence u˜m : Xm×Ym → Xu(m)×Yu(m) satisfying (A′)(α, λu(m))
(B)(β, λs(m)) condition, such that u|Um( ′) = u˜m |Um( ′), where α, β are constants (for simplicity) and
λs, λu are bounded functions of Λ → R+. Assume αβ < 1 and supm(λs(m) + )λu(m) < 1 − αβ,
where  > 0.
Then there are unique Λs
loc
(m,  ′) ⊂ Um( ′), m ∈ Λ such that (1) (2) hold.
(1) m ∈ Λs
loc
(m,  ′) and every Λs
loc
(m,  ′) is a Lipschitz graph of Xm → Ym with Lipschitz constant
less than β.
(2) u(Λs
loc
(m,  ′)) ∩Uu(m)( ′) ⊂ Λsloc(u(m),  ′).
Moreover, Λs
loc
(m,  ′), m ∈ Λ have the following properties.
(3) {x ∈ Um( ′) : un(x) ∈ Uun(m)( ′), |un(x) − un(m)| . ε(n)(m), n → ∞} ⊂ Λsloc(m,  ′), where
ε : Λ→ R+ such that λs(m)+  < ε(m) < λ−1u (m)(1− αβ); if u(Λsloc(m,  ′)) ⊂ Λsloc(u(m),  ′) for
all m ∈ Λ, then the two sets are equal.
(4) Suppose that (i) supm λs(m) +  < 1, and that (ii) if mi ∈ Λ, i = 1, 2 and d(m1,m2) < δ, then
|λs(m1)−λs(m2)| <  . WriteΛsloc(m1, 1) = Λsloc(m1,  ′)∩Um(1). IfΛsloc(m1, 1)∩Λsloc(m2, 1) ,∅, then Λs
loc
(m1, 1) = Λsloc(m2, 1), where 1 ≤ min{δ,  ′}/4. In particular, letting
Λsm ,
⋃
n≥0
u−n(Λsloc(un(m), 1)) = {x ∈ M : |un(x) − un(m)| . ε(n)1 (m), n→∞},
thenΛs , {Λsm : m ∈ Λ} is a (u-invariant) lamination called a (global) strong stable lamination
of Λ for u, where λs(m) +  < ε1(m) < min{1, λ−1u (m)(1 − αβ)} − ς, and ς is sufficiently small.
We also call Λs
loc
(1) , {Λsloc(m, 1) : m ∈ Λ} the local strong stable lamination of Λ for u. Λsm
(resp. Λs
loc
(m, 1)) is called the strong stable manifold (resp. local strong stable manifold) of m
for u.
Proof. Let X × Y = {(m, x, y) : (x, y) ∈ Xm × Ym,m ∈ Λ} be a bundle over Λ. Let H(m, z) =
(u(m), u˜m(z)) : X × Y → X × Y be a bundle correspondence over u. Now the existence of Λsloc(m, )
and (1) (2) follow from Theorem 4.1 by applying to H, X × Y , u, Λ. (3) follows from Section 4.4.
To show (4), note that supm λs(m) +  < 1, so u(Λsloc(m,  ′)) ⊂ Λsloc(u(m),  ′). If x ∈ Λsloc(m1, 1) ∩
Λs
loc
(m2, 1) , ∅, then un(x) ∈ Λsloc(un(m1), 1) ∩Λsloc(un(m2), 1) ⊂ Uun(m2)( ′). So by (3), one gets
m1 ∈ Λsloc(m2, 1). If z ∈ Λsloc(m1, 1), then un(z) ∈ Λsloc(un(m1), 1) ⊂ Uun(m2)( ′), which yields
Λs
loc
(m1, 1) ⊂ Λsloc(m2, 1). The proof is complete. 
Corollary 7.10 (holonomy map). Let Theorem 7.9 (4) hold. Assume the following about uniform
continuity of m 7→ Xm,Ym holds.
(UC) Let (φm1,m1 , φm1,m2 ) = φm ◦ φ−1m1 : Um1 () ⊂ Xm1 × Ym1 → Um( ′) ⊂ Xm × Ym, m1,m ∈ Λ,
where  <  ′/2. Then for any η > 0, there is a ρ > 0 such that Lip φm1,mi (·) < 1 + η, i = 1, 2,
provided d(m1,m) < ρ <  ′/2.
Let Λ˜ ⊂ Um(1) ∩ Λ. Consider Λsm,1 =
⋃
m′∈Λ˜ Λ
s
loc
(m′, 1) ⊂ Um( ′), a stack of leaves (i.e. the
plaque saturate) over Λ˜. For any Lipschitz graphs Σ1, Σ2 ⊂ Um( ′) of Ym → Xm with Lipschitz
constants less than β, we have, for small 1 > 0,
(1) for any z ∈ Λsm,1 ∩ Σ1, there is a unique m′ = m′(z) ∈ Λ˜, such that Λsloc(m′, 1) ∩ Σ1 = {z};
(2) define p(z) by the unique point of Λs
loc
(m′(z), 1) ∩ Σ2, then z → p(z) is continuous. The map p(·)
is called a holonomy map for the strong stable lamination Λs .
(3) If u is Lipschitz on Λ ′/2 = {m : d(m,Λ) <  ′/2}, then z 7→ p(z) is also Hölder.
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Proof. Choose 1 small, then by the assumption (UC) we know that m′ 7→ Λsloc(m′, 1) is continuous
point-wisely (Lemma 6.25), and that for any m′ ∈ Λ˜, Λs
loc
(m′, 1) ∩ Σi consists of one point zi(m′),
i = 1, 2, and m′ 7→ zi(m′) is continuous (see e.g. Lemma D.2). By the lamination property,
m′ → zi(m′) is injective. But one can not expect that in general that z 7→ z−1i (z) is also continuous
(in where they can be defined) except that Λ˜ is compact. In contract, the map p(z) = z2(z−11 (z)) is
continuous. This can be argued as follows (see also the proof of [PSW97, Corollary 4.4]). Note that
u(Λs
loc
(2)) ⊂ Λsloc(2) and the assumptions for Λ are also satisfied by Λsloc(2), where 2 < 1. So
there also exists the local strong stable lamination {Λ˜s
loc
(m′, 2) : m′ ∈ Λsloc(2)} of Λsloc(2). By
characterization the strong stable lamination, if taking 2 small, one has Λ˜sloc(m′, 2) ⊂ Λsloc(m, 1) if
m′ ∈ Λs
loc
(m, 2). Also, note that m′ 7→ Λ˜sloc(m′, 2) is continuous point-wisely. Now
{p(z)} = Λsloc(m′(z), 2) ∩ Σ2 = Λ˜sloc(z, 2) ∩ Σ2,
if z ∈ Λ˜s
loc
(z, 2) ∩ Σ1 ⊂ Λsm,2 ∩ Σ1. Taking 2 (small) instead of 1, we finish the proof of (1) (2).
To show (3), by Lemma 6.13, if u is Lipschitz on Λ ′/2, then one also gets m′ 7→ Λ˜sloc(m′, 1) is
Hölder if taking 1 small, which yields the Hölder continuity of m′ 7→ zi(m′) (see e.g. Lemma D.2).
Thus, we obtain the Hölderness of p(·), completing the proof. 
If Λ = M , Theorem 7.9 means u admits an s-lamination {Λsm : m ∈ M} (see e.g. [AV10]).
In addition, if u is a homeomorphism and u˜m : Xm × Ym → Xu(m) × Yu(m) satisfies (A)(α, λu(m))
(B)(β, λs(m)) condition with supm λs(m) +  < 1 and supm λu(m) +  < 1, then u admits an u-
lamination. Above Corollary 7.10 also gives that the homeomorphism u is (uniformly) hyperbolic
(see also [Via08,AV10]).
(SS1) Let X be a C1 Finsler manifold with Finsler metric d in its components, which is C0,1-uniform
(i.e. assumption () in page 49 holds for X = M = M1); see also Appendix C for some
examples. χm : Um( ′) → TmX is the local chart given by the assumption (). M is the
canonical bundle atlas of TX induced by χm0 , m0 ∈ X .
Let u : X → X be a C1 map, Λ ⊂ X and u(Λ) ⊂ Λ.
(SS2) Let TmX = Xsm ⊕ Xum with projections Πκm, so that Πsm + Πum = id, R(Πκm) = Xκm, κ = s, u,
m ∈ Λ. Suppose supm |Πsm | < ∞ and m 7→ Xκm : X → G(TX) is uniformly continuous around
Λ, κ = s, u, where G(TX) is the Grassmann manifold of TX; see Remark B.4.
(SS3) Assume that Du(m) : Xsm ⊕ Xum → Xsu(m) ⊕ Xuu(m), m ∈ Λ, satisfy
(i) ‖Πs
u(m)Du(m)|Xsm ‖ = λs(m),
(ii) Πu
u(m)Du(m) : Xum → Xuu(m) is invertible, ‖(Πuu(m)Du(m)|Xum )−1‖ = λu(m),
(iii) ‖Πκ1
u(m)Du(m)Πκ2m ‖ ≤ η, κ1 , κ2, κ1, κ2 ∈ {s, u},
(iv) supm λs(m)λu(m) < 1, supm λs(m) < 1, supm λu(m) < ∞,
(v) Du is uniformly continuous around Λ with respect toM; see Definition 5.32.
Corollary 7.11 (strong stable laminations II: smooth case). Let (SS1) (SS2) (SS3) hold. If η > 0
is small, then there are  ′ > 0 and η1 > η small, such that there are unique Λsloc(m,  ′) ⊂ Um( ′),
m ∈ Λ, such that (1) (2) hold.
(1) m ∈ Λs
loc
(m,  ′) and every Λs
loc
(m,  ′) is a Lipschitz graph of Xsm → Xum (through χm) with
Lipschitz constant less than η1.
(2) u(Λs
loc
(m,  ′)) ⊂ Λs
loc
(u(m),  ′).
Moreover, Λs
loc
(m,  ′), m ∈ Λ, have the following properties.
(3) {x ∈ Um( ′) : un(x) ∈ Uun(m)( ′), |un(x) − un(m)| . ε(n)(m), n → ∞} = Λsloc(m,  ′), where
ε : Λ→ R+ such that λs(m) + ς < ε(m) < λ−1u (m) − ς (for small ς > 0).
(4) Each Λs
loc
(m,  ′) is a C1 graph. If η = 0, then TmΛsloc(m,  ′) = Xsm. Moreover, if u ∈ Ck,γ, then
Λs
loc
(m,  ′) is a Ck,γ graph. Furthermore, m 7→ Λs
loc
(m,  ′) is continuous in C1 topology in any
bounded subset.
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(5) If Λs
loc
(m1,  ′) ∩ Λsloc(m2,  ′) , ∅, then Λsloc(m1,  ′) = Λsloc(m2,  ′). In particular, let
Λsm ,
⋃
n≥0
u−n(Λsloc(un(m),  ′)) = {x ∈ X : |un(x) − un(m)| . ε(n)1 (m), n→∞},
then Λs , {Λsm : m ∈ Λ} is a (u-invariant) lamination called a strong stable lamination of Λ for
u, where λs(m) + ς < ε1(m) < min{1, λ−1u (m)} − ς (for small ς > 0).
(6) The holonomy maps for Λs are uniformly (locally) Hölder if supm∈Λ |Du(m)| < ∞.
Proof. One can reduce the smooth case to the Lipschitz case. Let m ∈ Λ. Consider
uˆm = χu(m) ◦ um ◦ χ−1m : Xsm(r1) ⊕ Xum(r ′1) → Xsu(m)(r1) ⊕ Xuu(m)(r ′2),
where r1, r ′2 are chosen such that the maps are well defined. By taking r1, r
′
2 further smaller, we
can assume that it satisfies (A′)(α, λ′u(m)) (B′)(β, λ′s(m)) condition, where λ′s(m) = λs(m) +  ,
λ′u(m) = λu(m) +  ,  > 0 (sufficiently small), and α, β → 0 as r1, r ′1, r ′2, η → 0. Using the radial
retractions in Xsm, Xum, one gets
u˜m ∼ (Fm,Gm) : Xsm ⊕ Xum → Xsu(m) ⊕ Xuu(m),
such that u˜m |Um( ′) = uˆm and it satisfies (A′)(α, λ′u(m)) (B′)(β, λ′s(m)) (see e.g. Lemma 3.12 and
Lemma 3.13). Now (1) (2) (3) and (5) are consequences of Theorem 7.9. Note that supm∈Λ |Du(m)| <
∞ implies that |Du(m)| is bounded in a neighborhood of Λ for Du(m) is uniformly continuous around
Λ. So (6) follows from Corollary 7.10. The regularity results in (4) are consequences of Lemma 6.7,
Lemma 6.11 and Lemma 6.25, Lemma 6.27 (by taking  ′ further smaller); see also Theorem 6.39. 
If Λ = X , we also call Λs , obtained in Corollary 7.11, the strong stable foliation for u.
7.2.3. fake invariant foliations. In the following, we give a result about the existence and regularity
of fake invariant foliations in a little more general settings than [BW10] (see also [Wil13]). Also, with
a little effort, we can deal with a smooth map which might not be invertible in a Finsler manifold. For
the general case in a global version, see Theorem 7.4.
Let X be a Banach space, compact Riemannian manifold without boundary, Riemannian manifold
having bounded geometry, or satisfy the following general setting; see e.g. Appendix C.
(HF1) Let X be aC1 Finsler manifold with Finsler metric d in its components, modeled on a Banach
space E, which is C0,1-uniform (i.e. assumption () in page 49 holds for X = M = M1).
χm : Um( ′) → TmX is the local chart given by the assumption (). M is the canonical
bundle atlas of TX induced by χm0 , m0 ∈ X .
Let u : X → X be a C1 map with Lip u < ∞.
(HF2) Let TmX = Xsm ⊕ Xcm ⊕ Xum with projections Πκm, κ = c, s, u, so that Πcm + Πsm + Πum = id,
R(Πκm) = Xκm, m ∈ X . Set Πκ1κ2m = Πκ1m + Πκ2m and Xκ1κ2m = Xκ1m + Xκ2m , κ1 , κ2, κi = c, s, u,
i = 1, 2. Suppose supm |Πκm | < ∞, and m 7→ Xκm : X → G(TX) is uniformly continuous,
κ = c, s, u, where G(TX) is the Grassmann manifold of TX; see Remark B.4.
(HF3) Assume that Du(m) : Xcsm ⊕ Xum → Xcsu(m) ⊕ Xuu(m), m ∈ X , satisfy
(i) ‖Πs
u(m)Du(m)|Xsm ‖ = λ′s(m), ‖Πcsu(m)Du(m)|Xcsm ‖ = λ′cs(m), Πuu(m)Du(m) : Xum → Xuu(m)
is invertible, ‖(Πu
u(m)Du(m)|Xum )−1‖ = λ′u(m),
(ii) ‖Πκ1
u(m)Du(m)Πκ2m ‖ ≤ η, κ1 , κ2, κ1, κ2 ∈ {s, c, u},
(iii) supm λ′cs(m)λ′u(m) < 1, supm λ′u(m) < ∞, supm λ′cs(m) < ∞.
(iv) Du is uniformly continuous with respect toM; see Definition 5.32.
Theorem 7.12 (fake invariant foliations I). Let (HF1) (HF2) (HF3) hold. Then the following hold.
Existence. For any sufficiently small ε > 0, if η is small enough, then there are r > r0 > 0 such that
the following hold. There exist (in general not unique) Lipschitz graphsWcsm (q, r) in a neighborhood of
m ∈ X with Lipschitz constants small (independent of m, q), which can be parameterized as Lipschitz
graphs of Xcsm (r) → Xum through χm (i.e. the sets χm(Wcsm (q, r))), such that
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(1) (Local invariance) If q ∈ Um(r0), then u(Wcsm (q, r0)) ⊂ Wcsu(m)(u(q), r). q ∈ Wcsm (q, r0) ⊂ Um( ′).
Moreover, if supm λ′cs(m) < 1, then u(Wcsm (q, r0)) ⊂ Wcsu(m)(u(q), r0) for q ∈ Um(r0).
(2) (Tangency) For each m ∈ X , Wcsm (m, r) is differentiable at m with TmWcsm (m, r) a (linear) graph
of Xcsm → Xum. Moreover, if for all m ∈ X , Du(m)Xcsm ⊂ Xcsu(m), then TmWcsm (m, r) = Xcsm .
(3) (Exponential growth bounds) Let pj = u j(p), qj = u j(q), mj = u j(m), j = 1, 2, · · · , n. If
qj ∈ Um j (r0), and pj ∈ Wcsm j (qj, r0), j = 1, 2, · · · , n − 1, then pn ∈ Wcsmn (qn, r) and d(pn, qn) ≤
λ
(n)
cs (m)d(p, q), where λcs(m) = λ′cs(m) + ε.
(4) If supm λ′cs(m) < 1, then for m ∈ X ,Wcsm (m, r), is the (local) strong stable manifold of m for u.
Regularity.
(1) (Hölder Regularity)Wcsm (r) ,
⊔
q∈Um(r0)W
cs
m (q, r), m ∈ X , are (uniformly) Hölder ‘foliations’.
(2) (C1 leaves) Assume that E exists a C1 ∩ C0,1 bump function, then for all m ∈ X , all leaves
Wcsm (q, r0), q ∈ Ûm(r0), are C1 graphs (soWcsm (r) indeed is a foliation in Um(r)). Moreover, the
tangent distribution TqWcsm (q, r) depends in a uniformly (locally) Hölder fashion on q ∈ Um(r0)
if u is uniformly (locally) C1,γ (γ > 0) and in addition the bump function is C1,1; the Hölder
constants are independent of m.
If one of the following holds, (i) supm λ′cs(m) < 1, or (ii) every Xcm admits a C1 ∩ C0,1 bump
function and supm λ′s(m) < 1, then for every m ∈ X , the leafWcsm (m, r0) is a C1 graph.
(HF3′) Further, assume that
(i) Πc
u(m)Du(m) : Xcm → Xcu(m) is invertible, ‖(Πcu(m)Du(m)|Xcm )−1‖−1 = (λ′1,c(m))−1,
(ii) supm λ′s(m)λ′1,c(m) < 1, supm λ′1,c(m) < ∞.
Theorem 7.13 (fake invariant foliations II). Let (HF1) (HF2) (HF3) (HF3′) hold. Let Wcsm (q, r),
W sm(q, r), q ∈ Um0 (r0), m ∈ X , be obtained in Theorem 7.12 such that they are parameterized
as Lipschitz graphs of Xcsm (r) → Xum and Xsm(r) → Xcum through χm respectively. LetWκm(r) ,⊔
q∈Um(r0)W
cs
m (q, r), m ∈ X , κ = cs, s. Then we have the following.
(1) (Coherence) Every leaf Wcsm (q, r) is ‘foliated’ by the leaves ofWsm(r); particularly W sm(p, r) ⊂
Wcsm (q, r), if p ∈ Wcsm (q, r0). So alsoWsm(r) ‘foliates’Wcsm (r).
(2) (Regularity) Moreover suppose that E exists aC1∩C0,1 bump function, that u isC1,1, and that the
center bunching condition (spectral gap condition) holds, supm λ′s(m)λ′1,c(m)λ′cs(m) < 1. Then
each leaf ofWcsm (r) is C1 foliated byWsm(r), m ∈ X .
Proof of Theorem 7.12 and Theorem 7.13. We use the notation a  b if a is sufficiently smaller than
b, where a, b > 0. Theorem 7.12 is a restatement of Theorem 7.4 in a local version. We also give a
direct proof.
(I). Let ε > 0 be any sufficiently small. Usually the norm in X1 ⊕ X2 will be taken as maximal
norm, i.e. |(x1, x2)| , |x1 + x2 | = max{|x1 |, |x2 |}, where xi ∈ Xi , i = 1, 2. Let
Hm(x) = χu(m) ◦ u ◦ χ−1m (x) : Xcsm (r1) ⊕ Xum(r ′1) → Xcsu(m)(r2) ⊕ Xuu(m)(r ′2),
which satisfies (A)(α, λu(m)) (B)(β, λcs(m)) condition by (HF3) (see Lemma 3.5 and Lemma 3.12),
where λcs(m) = λ′cs(m) + ε, λu(m) = λ′u(m) + ε, and α, β→ 0 as r1, r ′2, η→ 0. The r1, r ′1 are chosen,
which are independent ofm due to (HF2) (ii) and (HF3) (iv), such that Xcsm (r1)⊕Xum(r ′1) ⊂ χm(Um( ′))
and u ◦ χ−1m (Xcsm (r1) ⊕ Xum(r ′1)) ⊂ χu(m)(Uu(m)( ′)) for all m ∈ X .
Take 0 < 0  r ′  r  min{ri, r ′i : i = 1, 2}/2. Using the radial retractions in Xκm (see (3.1)),
one gets
H˜m : TmX → Tu(m)X,
such that H˜m |TmX(0) = Hm and H˜m |TmX ⊂ TmX(r ′); here TmX(0) = Xsm(0) ⊕ Xcm(0) ⊕ Xum(0).
Let Hm ∼ (Fm,Gm), where Fm : Xcsm (r1) ⊕ Xuu(m)(r ′2) → Xcsu(m)(r2) andGm : Xcsm (r1) ⊕ Xuu(m)(r ′2) →
Xum(r ′1). As before, using the radial retractions in Xκm (see (3.1)), one gets F̂m, Ĝm are defined in all
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Xcsm ⊕ Xuu(m) such that F̂m |Xcsm (r′)⊕Xuu(m)(r′) = Fm, Ĝm |Xcsm (r′)⊕Xuu(m)(r′) = Gm (see e.g. (3.2)). Set
Ĥm ∼ (F̂m, Ĝm) : Xcsm ⊕ Xum → Xcsu(m) ⊕ Xuu(m).
Define
M̂ = {(m, q) : q ∈ Ûm(r),m ∈ X}, M̂1 = {(m, q) : q ∈ Ûm(r ′),m ∈ X},
and
Ûm() = χ−1m (Xsm() ⊕ Xcm() ⊕ Xum()), (0 <  ≤ r),
with metric dm(p1, p2) = |χm(p1) − χm(p2)|m ≈ d(p1, p2), where d is the Finsler metric in each
component of X . Let
H∼m = χ
−1
u(m) ◦ H˜m ◦ χm,
and
Ĥ(m,q)(x) = Ĥm(x + χm(q)) − Ĥm(χm(q)), q ∈ Ûm(r).
Note that H∼m |Ûm(0) = u and H∼m(Ûm(r)) ⊂ Ûu(m)(r ′).
Let X , Y be bundles over M̂ with fibers X (m,q) = Xcsm , Y (m,q) = Xum. M̂  X × X indeed is a C1
bundle (over X), however X , Y are even not C1 by our construction. We can give another topology in
M̂ such that X , Y are C1. This can be done if we consider the leaf topology in M̂ (see Section 5.2).
Then M̂ (with M̂1) trivially satisfies (H1c) (in Section 6.2). Now X |m×Ûm(r), Y |m×Ûm(r) are trivial, so
X , Y are C1 and satisfy (H2c) (in Section 6.2). Let
g(m, q) = (u(m),H∼m(q)) : M̂ → M̂1 ⊂ M̂,
and
H(m, q, x) = (g(m, q), Ĥ(m,q)(x)) : X ⊕ Y → X ⊕ Y .
Now
H(m,q) ∼ (F(m,q),G(m,q)) : X (m,q) ⊕ Y (m,q) → Xg(m,q) ⊕ Yg(m,q),
satisfies (A)(α, λu(m)) (B)(β, λcs(m)) condition for all q ∈ Ûm(r).
Let i(m, q) = 0 be the 0-section of X × Y . Then i is invariant under H. By applying Theorem 4.1
to H, X × Y , g, M̂ , i, we have f cs(m,q) : X (m,q) → Y (m,q) with Lip f cs(m,q) ≤ β˜′ < 1, and Graph f cs(m,q) ⊂
H
−1
(m,q)Graph f cs(u(m),H∼m(q)), or more especially,
(hcs(m,q)(p), f cs(u(m),H∼m(q))(h
cs
(m,q)(p))) ∈ Ĥ(m,q)(p, f cs(m,q)(p)), p ∈ Xcsm ,
where hcs(m,q) : X
cs
m → Xuu(m) with Lip hcs(m,q) ≤ λ˜′cs(m), q ∈ Ûm(r). Set
f cs∼(m,q)(·) = χ−1m ◦ (Πcsm χm(·) + f cs(m,q)(Πcsm χm(·)) + χm(q)), Wcsm (q, ε) = f cs∼(m,q)(Ûm(ε)).
• If we take r0  0, q ∈ Ûm(r0), thenWcsm (q, r0) ⊂ Ûm(0). So u(Wcsm (q, r0)) ⊂ Wcsu(m)(u(q), r).
• Wcsm (m, r) is differentiable at m, i.e. f cs(m,m) is differentiable at m (see Remark 6.10). If
Du(m)Xcsm ⊂ Xcsu(m), then D f cs(m,q)(0) = 0 and so TmWcsm (m, r) = Xcsm .
• By our construction, for every m ∈ X ,Wcsm (q, r), q ∈ Ûm(r), are Lipschitz graphs; the Lipschitz
constants approximately less than β˜′. By Lemma 6.13,Wcsm (r) ,
⊔
q∈Um(r0)W
cs
m (q, r), m ∈ X , are
uniformly (locally) Hölder foliations; the Hölder constants are independent ofm. The disjoint property
ofWcsm (q, r), q ∈ Ûm(0), follows from the characterization of Graph f cs(m,q) (see e.g. Section 4.4). Also
under supm λ′cs(m) < 1, that for every m ∈ X ,Wcsm (m, r) is the (local) strong stable manifold of m for
u follows from the characterization of (local) strong stable foliation for u; see also Corollary 7.11.
• The characterization of the exponential growth bounds (Theorem 7.12 (3)) follows directly from
(A) (B) condition.
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• Let us consider the regularity of the leaves. Since the radial retractions might not be smooth,
so is H(m,q)(·). Thus, Lemma 6.7 can not apply. However, if E has a C1 ∩ C0,1 bump function, then
we can choose a suitable C1 ∩C0,1 bump function instead of the radial retractions so that H(m,q)(·) is
C1. Now apply Lemma 6.7 to get that all leaves ofWcsm (r) are C1. Moreover, by Lemma 6.16, the
tangent distribution TqWcsm (q, r) depends in a uniformly (locally) Hölder fashion on q ∈ Um(r) if u is
C1,γ (γ > 0) and in addition the bump function is C1,1; the Hölder constants are independent of m.
Set
Wcs∼(m,q)(ε) = {(xs, xc, f cs(m,q)(xs, xc)) : (xs, xc) ∈ Xsm(ε) ⊕ Xcm(ε)}.
Suppose that every Xcm exists a C1 ∩ C0,1 bump function. Now we can choose a suitable C1 ∩ C0,1
bump function instead of the radial retraction in Xcm. Since supm λ′s(m) < 1, now H(m,m)Wcs∼(m,m)(0) ⊂
Wcs∼(u(m),u(m))(0). Since H(m,m) = Ĥm and F̂m(·), Ĝm(·) now are C1 at Wcs∼(m,m)(0), by Theorem 6.39,
Wcs∼(m,m)(0) is C1 and so isWcsm (m, 0). If supm λ′cs(m) < 1, we can reduce this case to Xcm = {0}.
This completes the proof of Theorem 7.12.
(II). If (HF3′) holds, then for every m ∈ X , q ∈ Ûm(r), we haveW sm(q, r), which is parameterized
as a Lipschitz graph of Xsm(r) → Xcum through χm.
By the characterization (for H), one hasW sm(p, r) ⊂ Wcsm (q, r), if p ∈ Wcsm (q, r0), i.e. Theorem 7.13
(1) holds. Next we will show for every m ∈ X ,Wsm(r) is a C1 foliation inside every leaf ofWcsm (r).
Let
M̂cs = {(m, q, p) : p ∈ Wcsm (q, r), q ∈ Ûm(r),m ∈ X},
M̂cs1 = {(m, q, p) : p ∈ Wcsm (q, r ′), q ∈ Ûm(r ′),m ∈ X},
and
gcs(m, q, p) = (g(m, q),H∼m(p)) : M̂cs → M̂cs1 ⊂ M̂cs .
Consider X̂ , Ŷ as bundles over M̂cs with fibers X̂s(m,q,p) = X
s
m, Ŷ cu(m,q,p) = X
cu
m , respectively. Set
H
cs(m, q, p, x) = (gcs(m, q, p), Ĥ(m,p)(x)) : X̂ ⊕ Ŷ → X̂ ⊕ Ŷ .
Note that the unique invariant graph X̂ → Ŷ ofHcs contains∪m,p χm(W sm(p, r)), andLipH∼m |W csm (q,r) ≤
λ˜′cs(m).
If E exists a C1 ∩ C0,1 bump function, then we can assume H˜m(·) and F̂m(·), Ĝm(·) are C1, so
are H∼m(·), Wcsm (p, r) for every p, and (q, x) 7→ F(m,q)(x),G(m,q)(x). Thus we can give the C1 leaf
topology in M̂cs (by considering it as a bundle over M̂ , see Section 5.2), making it satisfy (H1b) (in
Section 6.2). (Note that M̂cs is not a C1 bundle if we consider it locally as X × X ×Wcsm (p, r).) Since
X̂ |(m,q)×W csm (q,r), Ŷ |(m,q)×W csm (q,r) are trivial, so X̂ , Ŷ are C1 and satisfy (H2c) (in Section 6.2). If u is
C1,1 (i.e. Hm(·) ∈ C1,1 uniform for m) and the center bunching condition holds:
sup
m
λ′s(m)λ′1,c(m)λ′cs(m) < 1,
then all the assumptions in Lemma 6.18 now are satisfied for Hcs , X̂ ⊕ Ŷ , gcs , M̂cs and the natural
0-section, so by Lemma 6.18,Wsm(r) is a C1 foliation inside every leaf ofWcsm (r). Here note that in
general (p, x) 7→ Hcs(m, q, p, x) = Ĥ(m,p)(x) is not C1,1 (as Wcsm (p, r) only is C1) but satisfies (6.23)
(since Hm(·) ∈ C1,1 uniform for m). 
Here note that the fake invariant foliations are in general not unique. Our proof of the existence
of fake invariant foliations depends on the particular choice of the bump function. Under some
circumstance, one can further discuss how the ‘fake’ invariant foliations depend on choice of the
bump functions which are omitted in this paper. See Appendix D.5 for a review of bump functions
(and blid maps); in fact we can use blid maps instead of bump functions; note that the smooth blid
maps exist in C[0, 1].
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7.2.4. holonomy over a lamination for a bundle map. Let M be a set. M is called a lamination with
metric leaves (or for short a lamination) if for every m ∈ M , there is a set Fm ⊂ M with following
properties.
(a) m ∈ Fm. If Fm1 ∩ Fm2 , ∅, then Fm1 = Fm2 . Fm is called a leaf of M .
(b) Each leaf Fm is a complete metric space with metric dm. Fm(r) , {m′ ∈ Fm : dm(m′,m) < r} is
called a plaque of M (at m).
M/F denotes the leaf space of M which is the set of all leaves of M . Using M/F , one can define
a leaf topology in M , i.e. consider M as a bundle over M/F with fibers the leaves of M and the
projection pi sendingm ∈ M to Fm. AC1 regularity of lamination M can be defined as follows. Let M
be a subset of aC1 Riemannian manifold. M is aC1 lamination if the disjoint leaves areC1-injectively
(and connected) immersed submanifolds and Fm,TmFm are C0 respecting to m (see [HPS77]).
Let f : M1 → M2 be a map, where M1,M2 are two laminations. f is called a lamination map if
f sends the leaves of M1 to the leaves of M2, i.e. f : (M1,M1/F , pi) → (M2,M2/F , pi) is a bundle
map. M is called an f -invariant lamination if f is a lamination map of M → M .
Example 7.14. A typical lamination is the strong stable lamination of aC1 map on a Finsler manifold
which is partially hyperbolic on a compact set; for a more general setting, see Theorem 7.9.
Definition 7.15. Let M be a lamination and E a bundle over M with metric fibers. Let f : M → M
be a lamination map and H : E → E a bundle map over f . A familyH of C0 maps hx,y : Ex → Ey
for all x, y in the same leaves of M is called a holonomy over lamination M for H if the following
hold.
(hl1) (transition) hx,x = id, hy,z ◦ hx,y = hx,z for all x, y, z in the same leaves of M . So hx,y is a
homeomorphism.
(hl2) (invariance) Hy ◦ hx,y = h f (x), f (y) ◦ Hx .
(hl3) (regularity) (x, y, ξ) 7→ hx,y(ξ) is continuous when x, y ∈ Fm() if E is a C0,1-fiber bundle (see
Section 5.4.5).
See also [Via08,AV10] for the definitions of s-holonomy and u-holonomy which are special cases
of Definition 7.15 (by taking M as strong (un)stable laminations). Let us consider the existence of the
holonomy over a lamination for a bundle map. Here we give such results in a more general setting
so that one could apply them to infinite dimensional dynamical systems. We need the following
assumptions.
(HS1) Let M be a lamination with plaques {Fm() : m ∈ M,  > 0}. Let φ : M → M be a
lamination map. Assume for small  <  ′, φm , φ : Fm() → Fφ(m)()with Lip φm ≤ λs(m).
supm λs(m) < ∞.
(HS2) Let E be a uniform C0,1-fiber bundle (see Definition 5.23) over M with respect to bundle atlas
A, where
A = {(Fm(), ϕm) is a bundle chart of E at m : ϕmm = id,m ∈ M, 0 <  <  ′}.
(HS3) Let H : E → E be a bundle map over φ. Assume the following hold.
(i) The fiber maps Hm(·), m ∈ M , have left invertiblemaps H−1m (·), i.e. H−1m ◦Hm = id, and
Hm(Em) is open.
(ii) supm LipH−1m (·) < ∞. m 7→ H−1m depends in a uniformly (locally) C0,1 fashion on
the base points (in each small plaque Fm( ′)), i.e. supm supx Lip Ĥ−1m (·, x) < ∞, where
Lip Ĥ−1m (·, x) is the Lipschitz constant of the vertical partH−1 atm in local representations
with respect to A (see Definition 5.27).
(iii) supm LipH−1m (·)λs(m) < 1 (’bunching condition’) and m′ 7→ λs(m′),LipH−1m′ (·) are C0
(or ζ-almost C0 with ζ > 0 is small (see Definition 5.3)) (in each Fm( ′)).
Theorem 7.16. Let (HS1) (HS2) (HS3) hold with sufficiently small  (in (HS1)). Then there is a
unique (local) partitionW = {W (m, x) : (m, x) ∈ E} of E such that
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(1) (m, x) ∈ W (m, x) and everyW (m, x) is a Lipschitz graph of Fm() → Em (through the bundle
chart in A) with Lipschitz constant uniform for m, x;
(2) HW (m, x) ⊂ W (H(m, x)) for all (m, x) ∈ E;
(3) let hm1,m2 (x) = y, if (m2, y) ∈ W (m1, x), then hm1,m2 : Em1 → Em2 is a C0 map; in fact,
(m1,m2, x) 7→ hm1,m2 (x) is C0 when m1,m2 ∈ Fm(). Moreover,
(7.3) |hm1,m2 (x) − x | ≤ Cdm1 (m1,m2), m2 ∈ Fm1 (), x ∈ Em1,
where C is a constant independent of m1, x. If supm LipHm(·) < ∞, then hm1,m2 is also a Hölder
map with Hölder constant uniform for m1,m2 ∈ Fm(); when the fibers of E are uniformly
bounded, the Hölder exponent θ > 0 can be chosen uniformly such that
sup
m
(LipHm(·))θ LipH−1m (·)λs(m) < 1.
(4) H = {hm1,m2 : m1 ∈ Fm2 (),m2 ∈ M} is a local holonomy over M for H, i.e. H satisfies (hl1),
(hl2), (hl3) in Definition 7.15;
(5) in addition, if supm λs(m) < 1, defineW(m, x) =
⋃
n≥0 H−nW (Hn(m, x)) andW = {W(m, x) :
(m, x) ∈ E}. Then W is a partition of E which is invariant under H. Using W, the maps
hm1,m2 : Em1 → Em2 can be defined for all m1,m2 in the same leaves, and they give a holonomy
over M for H.
Proof. Let
Êm = {(m, x) : x ∈ Em,m ∈ Fm()},
which is a bundle over Fm() = {m′ ∈ Fm : dm(m′,m) ≤ }. By the assumption (HS2), using the
bundle charts in A, one can assume Êm  Fm() × Em. Set
M̂ = {(m̂,m) : m ∈ Fm̂(), m̂ ∈ M}.
Define the bundle E˜ as
E˜ = {(m̂,m, x), x ∈ Em, (m̂,m) ∈ M̂},
where the topology in E˜ is the leaf topology; here the bundle E˜ will be considered as over M̂ or M .
(We define the bundle E˜ only in order to give another immersed topology in E.) The maps H and φ
have natural extensions to E˜ and M̂ , respectively, i.e.
φ∼(m̂,m) = (φ(m̂), φm̂(m)) : M̂ → M̂,
H∼(m̂,m, x) = (φ∼(m̂,m),Hm(x)) = (φ(m̂),H(m, x)) : E˜ → E˜ .
Define a bundle Σ over E˜ as
Σ = {(m̂,m, x,m, x) : (m, x) ∈ Êm, (m̂,m, x) ∈ E˜},
and a bundle map H : Σ → Σ over H∼ with fiber maps as
H(m̂,m,x)(m, x) = (φm(m),Hm(x)) = H(m, x), (m, x) ∈ Êm.
Through the bundle charts in A, we assume
H(m̂,m,x)(m, x) = (φm(m), Ĥm(m, x)) : Fm() × Em → Fφ(m)() × Eφ(m),
where Ĥm(·, ·) is the local representation of H at m with respect to A. Let Ĥ−1m (m, ·) be the local
representation of H−1
m
(·) at m with respect to A.
Now by Lemma 3.5, H˜(m̂,m,x) ∼ (φm(·), Ĥ−1m (·, ·)) satisfies (A)(0, λs(m)) (B)(β, λu(m)) condition,
where λu(m) → LipH−1m (·) as  → 0, and β is a large number depending on supm supx Lip Ĥ−1m (·, x),
supm λs(m), supm λu(m). Let i(m̂,m, x) = (m, x) be a section of Σ which is invariant under H˜. The
existence ofW now is a consequence of Theorem 4.1 by applying to Σ , E˜, H˜, H∼, i. More precisely,
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take  small, then there are f(m,x) = f(m̂,m,x) : Fm() → Em, (m, x) ∈ E with Lip f(m,x) ≤ β such that
f(m,x)(m) = x and
fH(m,x)(Fφ(m)()) ⊂ Ĥm(Fm( ′) × Em),
H(m̂,m,x)Graph f(m,x) ⊂ Graph fH(m,x);
here we use that Hm(Em) is open ((HS3) (i)). LetW (m, x) = Graph f(m,x), which is a Lipschitz graph
of Fm() → Em. Thus, we obtain (1) (2). Note that hm1,m2 (x) = f(m1,x)(m2). Since f(m1,x)(m1) = x
and (m2, x ′) ∈ W (m1, x) if and only if (m1, x) ∈ W (m2, x ′), we have (hl1). The invariance ofW
gives (hl2). (7.3) follows from the Lipschitz continuity of f(m,x)(·). By Lemma 6.25, (m1,m2, x) 7→
hm1,m2 (x) is C0 by regarding E˜ as a bundle over M (here the continuity of m′ 7→ λs(m′),LipH−1m′ (·)
being used). By Lemma 6.13, we know hm1,m2 is Hölder uniform for m1,m2, under the condition
supm LipHm(·) < ∞ (considering E˜ as a bundle over M̂). Thus, we obtain the conclusion (3)
(4). (5) follows from (1)∼(4) and the fact that every m1 ∈ Fm, there is an integral N such that
φN (m1) ∈ FφN (m)(). The proof is complete. 
Remark 7.17. (a) The lamination M is usually taken as the strong stable lamination of a partial
hyperbolic (compact) set for the Lipschitz (or smooth) map φ (see also [AV10, section 4] and
[Via08]); so in this case supm λs(m) < 1. For applications, the bundleE is usually the center-stable
foliation for φ.
(b) If for eachm ∈ M ,Hm is invertible, then theLipschitz continuity ofm 7→ Hm and supm LipH−1m (·) <
∞ will imply the Lipschitz continuity of m 7→ H−1m ; using this fact, Theorem 7.16 recovers the
existence of s(r)-holonomies for cocycles given in [AV10,ASV13].
(c) If one only focuses on the existence of W, the Lipschitz continuity of m 7→ H−1m can be
replaced by that m 7→ H−1m depends in a uniformly (locally) Hölder fashion on the base points,
i.e. supm supx HolνĤ−1m (·, x) < ∞. But for this case the ‘bunching condition’ is said to be as
supm LipH−1m (·)λνs (m) < 1. Indeed, if we redefine the metric in Fm() as d ′m(x, y) = dm(x, y)ν ,
then in this new metric the ‘bunching condition’ is supm LipH−1m (·)λνs (m) < 1. So one can apply
Theorem 7.16. See also [ASV13, section 3].
(d) Since hm1,m2 satisfies (7.3), an easy computation shows that hm1,m2 (x) = limn→∞(H−1)(n)m2 ◦
H(n)m1 (x), where the convergence is uniform for x,m1,m2. Using this fact, one can give more
regularities about x 7→ hm1,m2 (x) (or (m1,m2, x) 7→ hm1,m2 (x)). See also [ASV13, section 3] and
[AV10, section 5]. Moreover, if the bundle map in (HS3) depends on an external parameter λ,
i.e. λ 7→ Hλ, then the partition of E obtained in Theorem 7.16 also depends on λ, i.e. λ 7→ Wλ.
One can consider the continuity of λ 7→ Wλ by using the results in Section 6.9, left to readers.
Corollary 7.18 ([Via08,ASV13]). Assume (HS1) and following (HS3′) hold.
(HS3′) Let E = M × X , where X is a Banach space. Suppose m 7→ A(m) ∈ GL(X, X) (the all
invertible continuous linear maps in X) is uniformly ν-Hölder in each small plaque of M , i.e.
‖A(m1) − A(m2)‖ ≤ C0dm(m1,m2)ν, m1,m2 ∈ Fm(),
where C0 > 0 is a constant independent of m and 0 < ν ≤ 1, and supm ‖A±1(m)‖ < ∞.
Suppose the following fiber bunching condition holds:
sup
m
‖A(m)‖ · ‖A−1(m)‖λνs (m) < 1.
Let H(m, x) = (φ(m), A(m)x) be a bundle map on E. Then there is a unique holonomy overM for H
satisfying (hl1), (hl2) in Definition 7.15. In fact, hm1,m2 is a linear map. Moreover, if m′ 7→ λs(m′) is
continuous in each small Fm(), then the holonomy overM for H also satisfies (hl3) in Definition 7.15.
Proof. Without loss of generality, we assume ν = 1. Note that HolνH(·, x) ≤ C0 |x |, so in general
supx HolνH(·, x) = ∞ which is not the case in Theorem 7.16. In order to deal with this case, let us
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consider the map
H1(m, x) = (φ(m), ‖A(m)‖−1A(m)x) : M × B1 → M × B1,
where B1 is the closed unit ball of X . Let r1 be the radial retraction (see (3.1)). H1(m, ·) has a natural
left invertible map H−11 (m, x) = r1(‖A(m)‖A−1(m)x).
We can assume supm ‖A(m)‖ · ‖A−1(m)‖λs(m) < 1/2 if we consider Hn1 instead of H1 for large n.
Note that LipH−11 (m, ·) ≤ 2‖A(m)‖ · ‖A−1(m)‖, supx∈B1 HolνH1(·, x) < ∞; furthermore H1(m,B1) is
open (as A(m) is invertible), and
‖A−1m1 − A−1m2 ‖ = ‖A−1m1 Am2 A−1m2 − A−1m1 Am1 A−1m2 ‖ ≤ ‖A−1m1 ‖ · ‖Am1 − Am2 ‖ · ‖A−1m2 ‖.
So applying Theorem 7.16 to H1,M ×B1, one obtains f(m,x) : Fm() → B1 such that H1Graph f(m,x) ⊂
Graph fH1(m,x) for all (m, x) ∈ M × B1. By the uniqueness property, f(m,ax) = a f(m,x) for |a| ≤ 1,
x ∈ B1. Using this one can define f(m,x) for all x ∈ X and HGraph f(m,x) ⊂ Graph fH(m,x). The proof
is complete. 
We refer the readers to see [Via08,AV10,ASV13] for more results and applications.
A. Appendix. a key argument in the proof of regularity
Let us give a general argument in order to prove the regularity results in Section 6. Since we also
deal with the ‘point-wise dependence’ and the ‘unbounded’ case (for example the bundles usually are
not assumed to be uniformly bounded), so some additional preliminaries are needed.
Definition A.1. (a) Let M be a set, u : M → M and θ : M → R+. We use the notation θ(k)(m) =
θ(m)θ(u(m)) · · · θ(uk−1(m)) when we say θ is over u.
(b) A function sequence θn : M → R+, n = 1, 2, 3, · · · , is ln-subadditive (about u) if θn(m) > 0 and
ln θn1+n2 (m) ≤ ln θn1 (m) + ln θn2 (un1 (m)), for all n, n1, n2 ∈ N and m ∈ M .
(c) Denoted by {θn} ∈ E(u) if {θn} is ln-subadditive (about u) and θ(m) , limn→∞(θn(m))1/n exists
for every m ∈ M . In this case, θ(m) (or ln θ(m)) is called a (exact) Lyapunov number of {θn}
(at m). Note that in general θ(m) ≤ θ(u(m)) and θ(m) = θ(u(m)) if u is invertible. Kingman
Subadditive Ergodic Theorem ([Kin68]) can ensure that some function sequences belong to E(u).
(d) A function θ : M → R+ (over u) is orbitally decreased (resp. orbitally increased) (about u)
if θ(u(m)) ≤ θ(m) (resp. θ(u(m)) ≥ θ(m)). θ is (positively) orbitally bounded (about u) if
supN ≥0 θ(uN (m)) < ∞ for every m ∈ M .
(e) Denoted by θ ∈ E(u) if {θ(n)} ∈ E(u). Note that in this case, θ(u(m)) = θ(m). If u is a period
function or θ is orbitally decreased, then θ ∈ E(u).
(f) Given a ln-subadditive (about u) and strictly positive function sequence {θn}, assume θ1 is
orbitally bounded about u. Note that by ln-subadditivity, θn, n = 1, 2, 3, . . . , are all orbitally
bounded. Set θ∗n(m) = supN ≥0 θn(uN (m)). Then {θ∗n(m)} is also ln-subadditive (about u).
Since (θ∗
kn
(m))1/(kn) ≤ (θ∗n(m))1/n, we know that {θ∗n(m)} ∈ E(u). Let θ∗(m), m ∈ M be its
(exact) Lyapunov numbers. We call them the sup Lyapunov numbers of {θn}. Note that
θ∗(u(m)) = θ∗(m) and (θ∗)n(m) ≤ θ∗n(m). Also, θ∗(m) = infn≥1(lim sup
N→∞
θn(uN (m)))1/n. The
above notations will be used for the function θ if we consider the function sequence {θ(n)}.
Example A.2. (a) Let A be a bounded linear operator from aBanach space into itself. Let θn = ‖An‖,
then θ = r(A), the spectral radius of A. (Gelfand Theorem.)
(b) LetM be a probability spacewith probabilitymeasure P, and u : M → M be an invertible function
preserving P. Let A : M → L(X, X) be strongly measurable (over u) where X is a Banach space.
Set θn(m) = ‖A(n)(m)‖. Assume ln+ ‖A(·)‖ ∈ L1(P). Then θ(m) exists for m ∈ M1 ⊂ M , where
P(M1) = 1 and u(M1) = M1. Moreover, if u is ergodic, then θ is a constant function. This
is a direct consequence of Kingman Subadditive Ergodic Theorem ([Kin68]). θ(m), m ∈ M1,
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are the largest Lyapunov numbers. See [CL99, section 8.1] for more characterizations about θ∗.
See [LL10] for new important development about Multiplicative Ergodic Theorem in the infinite
dimensional setting.
(c) Let X be a bundle with base spaceM and fibers Xm,m ∈ M being metric spaces. Let w : M → M
and f : X → X over w. Assume that Lip f (n)m (·) = µn(m) and supN ≥0 µ1(uN (m)) < ∞. Note
that {µn} is ln-subadditive. Consider the sup Lyapunov numbers of {µ(n)1 } and {µn} respectively,
which are denoted by µ∗1, µ
∗ respectively. Then µ∗(m) ≤ µ∗1(m). Note that µ∗1, µ∗ do not depend
on the choice of the uniform equivalent metrics in fibers of X , i.e. any d˜m in Xm satisfies
C−1dm(x, y) ≤ d˜m(x, y) ≤ Cdm(x, y) for all (x, y) ∈ Xm, where C is a constant independent of
m ∈ M and dm is the original metric in Xm. For this reason, one can say µ∗(m) is the (non-linear)
spectral radius of f along the orbit from m.
Lemma A.3. Given two strictly positive function sequences {µn}, {θn} (over u) which are ln-
subadditive and orbitally bounded about u, i.e. supN ≥0 µ1(uN (m)) < ∞, supN ≥0 θ1(uN (m)) < ∞.
Let us describe some different types of ‘spectral gap condition’.
(i) supm µ1(m) supN ≥0 θ1(uN (m)) < 1. (i)k supm µk(m) supN ≥0 θk(uN (m)) < 1.
(ii) supm µ1(m)θ∗(m) < 1. (ii)k supm µk(m)(θ∗)k(m) < 1.
(iii) supm µ∗(m)θ∗(m) < 1.
(iv) supm µ1(m)θ1(m) < 1. (iv)k supm µk(m)θk(m) < 1.
(v) supm(µθ)∗(m) < 1, where (µθ)n(m) = µn(m)θn(m).
(vi) supm(µθ)(m) < 1, if {(µθ)n} ∈ E(u).
Then we have (i)⇒ (i)k , (ii)⇒ (ii)k , (iv)⇒ (iv)k for all k ≥ 1. (i)k ⇒ (ii)k . (ii)⇒ (i)k for large k
(depending on m). (ii)k ⇒ (iii) and (iii)⇒ (ii)k for large k (depending on m). (iii)⇒ (v). (iv)k ⇒
(v) and (v)⇒ (iv)k for large k (depending on m). (v)⇒ (vi) and (vi)⇒ (iv)k for large k (depending
on m). Thus, (v)⇔ (vi) if {(µθ)n} ∈ E(u).
The proof is easy, so we omit it.
In the literatures, each of the above types of the ‘spectral gap conditions’ (or ‘bunching conditions’)
have been used, e.g. [PSW97, PSW12, BLZ99, BLZ08] use (iv) (so (v) (vi)), and [Fen73, Has97,
BLZ98,BLZ00,LYZ13] use (iii). In our general settings, we can’t succeed to use (iv) (so (v) (vi)) type
of spectral gap condition to give our regularity results. However, our results will also recover some
classical results when using (iv) (so (v) (vi)) type of spectral gap condition. This is not surprising
since in classical setting the fibers are assumed to be uniformly bounded; now the case (ii) in (R3) (see
below) can be applied. Note that for this case, what we actually need is that the Lipschitz functions
are also Hölder.
First, consider a special example as a motivation.
Example A.4. Let
(A.1) f (y) ≤ xat + ybt, ∀t > 0,
where f (y) ≥ 0, x, y > 0, a, b > 0.
(1) If 0 < a, b < 1, then f (y) = 0. If a < 1 = b, then f (y) ≤ y.
(2) Assume a < 1 < b. Take
t0(y) = 1ln b − ln a ln
(−x ln a
y ln b
)
,
substituting in (A.1) for t, then we see
(A.2) f (y) ≤ Cx1−αyα, if y ≤ r x,
where α = rr+1 < 1, r =
− ln a
ln b > 0, and C = supr>0{e−
r
r+1 ln r + e
1
r+1 ln r }.
If (A.1) holds only for t ∈ N, letting t = [t0]+1 in (A.1), then we also have (A.2) for a different
constant C. If (A.1) further holds for t ∈ R, the restriction y ≤ r x is not needed.
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Let us give the following setting.
(R1) Assume X,Y , Ŷ are bundles with base space M and fibers Xm,Ym, Ŷm, m ∈ M , being metric
spaces. We write all the metrics d(z, z′) = |z − z′ |. Let ı : M → Y ,  : M → X , ı0 : M → Ŷ
be fixed sections. We also write |y | = d(y, ı(m)) if y ∈ Ym; |x | = d(x, (m)) if x ∈ Xm;
|y0 | = d(y0, ı0(m)) if y0 ∈ Ŷm.
(R2) Let w : M → M . g : X × Y → Ŷ is a bundle map over w. Let u : X(1) → X , v : X × Y → Y
be two bundle maps over w satisfying
|um(x1) − um(x2)| ≤ µ(m)|x1 − x2 |, x1, x2 ∈ Xm(1),(A.3)
|vm(x, y)| ≤ κ(m)|y |, ∀(x, y) ∈ Xm × Ym, um( (m)) = (w(m)), m ∈ M,
where X() is defined by
X() = {(m, x) : x ∈ Xm(),m ∈ M}, Xm() = {x ∈ Xm : |x − (m)| ≤ }.
Assume
(A.4) |gm(x1, y) − gm(x2, y)| ≤ C1 |x1 − x2 |γ1 |y |ζ1 + C2 |x1 − x2 |γ2 |y |ζ2
+ θ(m)|gw(m)(um(x1), vm(x1, y)) − gw(m)(um(x2), vm(x1, y))|,
where 0 ≤ γi, ζi ≤ 1, Ci ≥ 0, i = 1, 2.
(R3) We use the notation (κζ2 µγ2 )∗αθ < 1 which means the followings in different settings. Similar
for (κζ2 µγ2/κ)∗αθκ < 1.
(i) C2 = 0, delete the condition.
(ii) supm(κζ2 (m)µγ2 (m))αθ(m) < 1 or supm((κζ2 µγ2 )αθ)∗(m) < 1 if um(·)|Xm(1), vm(·, ·) are
bounded functions uniform for m ∈ M; particularly when 1 < ∞, and Ym is bounded
uniform for m ∈ M if ζ2 > 0.
(iii) supm(κζ2 (m)µγ2 (m))αθ(m) < 1 or supm((κζ2 µγ2 )αθ)∗(m) < 1 if θ ∈ E(w).
(iv) supm(κζ2 (m)µγ2 (m))αθ(m) < 1 or supm((κζ2 µγ2 )αθ)∗(m) < 1 if α = 1.
(v) supm(κζ2 µγ2 )∗α(m)θ∗(m) < 1 otherwise.
Remark A.5. (a) Let Lip u(n)m (·) = µn(m) and κn(m) = inf{κ′ : |v(n)m (x, y)| ≤ κ′ |y |}. One can
use {µn}, {κn} instead of {µ(n)}, {κ(n)} to give a better ‘spectral gap condition’. The proof is
essentially the same.
(b) In Lemma A.6 and Lemma A.7, the condition supm κζ1 (m)µγ1 (m)θ(m) < 1 can be replaced by
supm((κζ1 µγ1 )αθ)∗(m) < 1.
First, consider the following two cases under 1 = ∞ or supm µ(m) ≤ 1.
LemmaA.6. Let (R1) (R2) (R3) hold. Assume 1 = ∞, or supm µ(m) ≤ 1, or um(Xm(1)) ⊂ Xu(m)(1)
for all m. µ, κ, θ are bounded functions. (A.3) and (A.4) hold for all x1, x2 ∈ X(1), or x1 ∈ X(1),
x2 = (m).
(a) Suppose
(i) g is bounded in the sense that supm sup(x,y)∈Xm×Ym |gm(x, y)| < ∞,
(ii) supm θ(m) < 1, supm κζ1 (m)µγ1 (m)θ(m) < 1, (κζ2 µγ2 )∗αθ < 1.
Then
|gm(x1, y) − gm(x2, y)| ≤ CC1 |x1 − x2 |γ1 |y |ζ1 + CC2(|x1 − x2 |γ2 |y |ζ2 )α,
if α < 1, under a restriction |x1 − x2 |γ2 |y |ζ2 ≤ rˆ , and if α = 1, for y ∈ Ym, m ∈ M , where C is a
constant depending on the constant rˆ > 0, but not m ∈ M .
(b) Suppose
(i) |gm(x, y)| ≤ M0 |y | for all x ∈ Xm, y ∈ Ym, where M0 is a constant independent of m, x,
(ii) supm θ(m)κ(m) < 1, supm κζ1 (m)µγ1 (m)θ(m) < 1, (κζ2 µγ2/κ)∗αθκ < 1.
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Then
|gm(x1, y) − gm(x2, y)| ≤ CC1 |x1 − x2 |γ1 |y |ζ1 + CC2(|x1 − x2 |γ2 |y |ζ2 )α |y |1−α,
if α < 1, under a restriction |x1 − x2 |γ2 |y |ζ2−1 ≤ rˆ , and if α = 1, for y ∈ Ym, m ∈ M , where C is
a constant depending on the constant rˆ > 0, but not m ∈ M .
Proof. We only give the proof of (a). The case (b) is the same as (a). First, assume α < 1. Set
ν1 = sup
m
κζ1 (m)µγ1 (m)θ(m), ν(k)2 (m) = (κ(k)(m))ζ2 (µ(k)(m))γ2θ(k)(m).
Take θ0 such that supm θ(m) < θ0 < 1. Note that (κ(k)(m))ζ1 (µ(k)(m))γ1θ(k)(m) ≤ νk1 .
First, we consider the casewhen (κζ2 µγ2 )∗αθ < 1means supm((κζ2 µγ2 )αθ)∗(m) < 1 under θ ∈ E(w).
Choose αˆ such that
max
{
1, ζ2γ2 sup
m
lim sup
k→∞
ln κ(k)(m) ln µ(k)(m)
− ln θ(k)(m)
}
< αˆ−1 < α−1.
Since θ ∈ E(w), we have θ : M → R+, such that
(a)′ (1 + ε(m))−kθk(m) ≤ θ(k)(m), (b)′ θ(k)(m) ≤ (1 + ε(m))kθk(m),
for k ≥ N ≥ N(m). As supm((κζ2 µγ2 )αθ)∗(m) < 1, we can further get
(c)′ (κ(k)(m))ζ2α(µ(k)(m))γ2αθ(k)(m) < 1,
for k ≥ N ≥ N(m). The function ε : M → R+ we choose satisfies (1 + ε(m))θβ(m) = 1, where
β = αˆ−αα+αˆ−2ααˆ > 0. Set θ1(m) =
(
θ(m)
1+ε(m)
)1−1/αˆ
> 1 and θ2(m) = (1 + ε(m))θ(m). Note that θ2(m) < 1
and θ1(m) = θ1−1/α2 (m). Also, we can assume that supm θ2(m) < θ0 and that v(k)2 (m) ≤ (θ(k)(m))1−1/αˆ
for k ≥ N ≥ N(m). Assume C2 > 0. Note that v(k)2 (m) ≤ (θ(k)(m))1−1/αˆ ≤ θ
k
1 (m), if k ≥ N ≥ N(m).
By iterating (A.4) kN − 1 times, k ≥ 1, we have
|gm(x1, y) − gm(x2, y)|
≤C1
{
1 + ν1 + · · · + νkN−11
} |x1 − x2 |γ1 |y |ζ1
+ C2
{
1 + ν(1)2 (m) + · · · + ν(kN−1)2 (m)
}
|x1 − x2 |γ2 |y |ζ2
+ θ(kN )(m)|gwkN (m)(u(kN )m (x1), v(kN )m (x1, y)) − gwkN (m)(u(kN )m (x2), v(kN )m (x1, y))|
≤Ĉ1 |x1 − x2 |γ1 |y |ζ1 + Ĉ2(m, k, N)|x1 − x2 |γ2 |y |ζ2
+ θ(kN )(m)|gwkN (m)(u(kN )m (x1), v(kN )m (x1, y)) − gwkN+1(m)(u(kN )m (x2), v(kN )m (x1, y))|,(A.5)
where
Ĉ1 =
C1
1 − v1 , Ĉ2(m, k, N) = C2V(m) + C2
θ
kN
1 (m) − θ
N
1 (m)
θ1(m) − 1
,
and V(m) = 1 + ν(1)2 (m) + · · · + ν(N−1)2 (m).
Consider g as a bundle map over wkN . By iterating the above inequality (A.5) n − 1 times, we get
|gm(x1, y) − gm(x2, y)|
≤Ĉ1
{
1 + νkN1 + · · · + ν(n−1)kN1
}
|x1 − x2 |γ1 |y |ζ1
+ Ĉ2(m, k, N)
{
1 + ν(kN )2 (m) + · · · + ν(n−1)kN2 (m)
}
|x1 − x2 |γ2 |y |ζ2 + C0(θkN2 (m))n
≤Ĉ ′1 |x1 − x2 |γ1 |y |ζ1
+ Ĉ2(m, k, N)
{
1 + θkN1 (m) + · · · + θ
(n−1)kN
1 (m)
}
|x1 − x2 |γ2 |y |ζ2 + C0(θkN2 (m))n
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≤Ĉ ′1 |x1 − x2 |γ1 |y |ζ1 + C ′′2 (m, k, N)|x1 − x2 |γ2 |y |ζ2 (θ
kN
1 (m))n + C0(θ
kN
2 (m))n,(A.6)
where Ĉ ′1 = Ĉ1/(1 − νkN1 ), and
C0 ≥ 2 sup
m
sup
(x,y)∈Xm×Ym
|gm(x, y)|, C ′′2 (m, k, N) = Ĉ2(m, k, N)/(θ
kN
1 (m) − 1).
Note that θ1(m) > 1, we can choose large k such that C ′′2 (m, k, N) ≤ Ĉ2 , 2C2/(θ1−1/αˆ0 − 1) and also
Ĉ ′1 ≤ 2Ĉ1. Let
n =
[
−α
ln θ2(m)
ln
(
α
1 − α
C0/Ĉ2
|x1 − x2 |γ2 |y |ζ2
)]
+ 1,
and |x1 − x2 |γ2 |y |ζ2 ≤ rˆ , where rˆ is taken such that n ≥ 1. Then
|gm(x1, y) − gm(x2, y)| ≤ 2Ĉ1 |x1 − x2 |γ1 |y |ζ1 + CC2(|x1 − x2 |γ2 |y |ζ2 )α .
(Here we take a = θ2(m) < 1, b = θ1(m) > 1, f = C0bn + Ĉ2 |x1 − x2 |γ2 |y |ζ2an. See Example A.4.)
The above inequality also holds for α = 1, but the restriction |x1 − x2 |γ2 |y |ζ2 ≤ rˆ is not needed
anymore.
If C2 = 0, by iterating (A.4) for any n times, then the result follows. Also in this case only need
supm((κζ1 µγ1 )αθ)∗(m) < 1, so the case (iv) in (R3) follows. For the case (ii) in (R3), we have
|u(n)m (x1) − u(n)m (x2)| ≤ C ′(µ(n)(m))α |x1 − x2 |α, |ν(n)m (x, y)| ≤ C ′(κ(n)(m))α |y |α,
where C ′ = C ′(α) is a constant independent of m. (Here note that in ‘unbounded’ case the Lipschitz
functions usually are not Hölder.) Now we can reduce this case to C2 = 0. The case (v) in (R3) is
easier than case (iii) by using θ∗ instead of θ to give the result. 
Next, consider the another two cases under 1 < ∞ and supm µ(m) > 1.
(R3′) We use the notation (µγ2 )∗αθ < 1 which means the followings in different settings. Similar for
(µγ2 )∗αθκ < 1.
(i) supm(µγ2 (m))αθ(m) < 1 or supm((µγ2 )αθ)∗(m) < 1 if the case (ii) in (R3) holds.
(ii) supm(µγ2 (m))αθ(m) < 1 or supm((µγ2 )αθ)∗(m) < 1 if θ ∈ E(w).
(iii) supm(µγ2 (m))αθ(m) < 1 or supm((µγ2 )αθ)∗(m) < 1 if α = 1.
(iv) supm(µγ2 )∗α(m)θ∗(m) < 1 otherwise.
Lemma A.7. Let (R1) (R2) (R3) (R3′) hold. Assume 1 < ∞ and supm µ(m) > 1. µ, κ, θ are bounded
functions. (A.3) and (A.4) hold for all x1 ∈ X(1), x2 = (m). Also, C2 > 0.
(a) Suppose
(i) g is bounded in the sense that supm sup(x,y)∈Xm×Ym |gm(x, y)| < ∞,
(ii) supm θ(m) < 1, supm κζ1 (m)µγ1 (m)θ(m) < 1, (κζ2 µγ2 )∗αθ < 1, (µγ2 )∗αθ < 1.
If 0 < α ≤ 1, then we have,
|gm(x1, y) − gm( (m), y)| ≤ CC1 |x1 − (m)|γ1 |y |ζ1 + CC2(|x1 − (m)|γ2 |y |ζ2 )α,
under |x1 − (m)|γ2 |y |ζ2 ≤ rˆ min{|y |ζ2c, 1}, y ∈ Ym, m ∈ M , and some constants rˆ > 0, c > 1,
where C is a constant depending on the constant rˆ > 0, but independent of m.
(b) Suppose
(i) |gm(x, y)| ≤ M0 |y | for all x ∈ Xm, y ∈ Ym, where M0 is a constant independent of m, x,
(ii) supm θ(m)κ(m) < 1, supm κζ1 (m)µγ1 (m)θ(m) < 1, (κζ2 µγ2/κ)∗αθκ < 1, (µγ2 )∗αθκ < 1.
If 0 < α ≤ 1, then we have,
|gm(x1, y) − gm( (m), y)| ≤ CC1 |x1 − (m)|γ1 |y |ζ1 + CC2(|x1 − (m)|γ2 |y |ζ2 )α |y |1−α,
under |x1 − (m)|γ2 |y |ζ2 ≤ rˆ min{|y |ζ2c−(c−1), |y | }, y ∈ Ym, m ∈ M , and some constant rˆ > 0,
c > 1, where C is a constant depending on the constant rˆ > 0 but not m ∈ M .
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Remark A.8. If C2 = 0, then we can reduce the case to C1 = 0 and α = 1. The corresponding
‘spectral gap condition’ is supm θ(m) < 1, supm κζ1 (m)µγ1 (m)θ(m) < 1, supm µγ1 (m)θ(m) < 1 for
case (a), and supm θ(m)κ(m) < 1, supm κζ1 (m)µγ1 (m)θ(m) < 1, supm µγ1 (m)θ(m)κ(m) < 1 for case
(b), respectively.
Proof. We only give the proof of (a). The case (b) is the same as (a).
Caseα < 1. Wefirst consider the casewhen (κζ2 µγ2 )∗αθ < 1, (µγ2 )∗αθ < 1mean supm((κζ2 µγ2 )αθ)∗(m) <
1, supm((µγ2 )αθ)∗(m) < 1 respectively, under θ ∈ E(w). Let v1, v(k)2 (m), θ0 as in the proof of
Lemma A.6.
Since θ ∈ E(w), we have θ : M → R+, such that
(a)′ (1 + ε(m))−nθn(m) ≤ θ(n)(m), (b)′ θ(k)(m) ≤ (1 + ε(m))kθk(m),
for k ≥ N ≥ N(m). As supm((κζ2 µγ2 )αθ)∗(m) < 1 and supm((µγ2 )αθ)∗(m) < 1, we can further get
(c)′ (κ(k)(m))ζ2α(µ(k)(m))γ2α′θ(k)(m) < 1, (d)′ (µ(k)(m))γ2α′(1 + ε(m))kθk(m) < 1,
for k ≥ N ≥ N(m), where α′ is chosen so that
max
{
1, ζ2γ2 sup
m
lim sup
k→∞
ln κ(k)(m) ln µ(k)(m)
− ln θ(k)(m) , γ2 supm lim supk→∞
ln µ(k)(m)
− ln θ(k)(m)
}
< α′−1 < α−1.
The function ε : M → R+ is chosen so that it satisfies (1+ ε(m))θβ(m) = 1, where β = α′−αα+α′−2αα′ > 0
is sufficiently small. Set θ1(m) =
(
θ(m)
1+ε(m)
)1−1/α′
> 1 and θ2(m) = (1+ε(m))θ(m). Note that θ2(m) < 1
and θ1(m) = θ1−1/α2 (m).
When |x1 − (m)| ≤ (µ(kN−1)(m))−11, by iterating (A.4) kN − 1 times, we have (A.5) holds for
x2 = (m). Consider g as a bundle map over wkN . Under |x1 − (m)| ≤ (µ((n−1)kN )(m))−11, by
iterating (A.5) n − 1 times, we also get (A.6) holds for x2 = (m).
Let
n(m) , −α
ln θ2(m)
ln
(
α
1 − α
C0/Ĉ2
|x1 − x2 |γ2 |y |ζ2
)
,
and n = [n(m)] + 1. Now |x1 − (m)| ≤ (µ((n−1)kN )(m))−11 can be satisfied if
|x1 − (m)| ≤ (θ2(m))n(m)kN/(γ2α′)1,
or equivalently,
|x1 − (m)|γ2 |y |ζ2 ≤
( α
1 − α
)−α˜/(1−α˜)
|y |ζ2/(1−α˜)M̂0,
where α˜ = α/α′ < 1, M̂0 = (Ĉ2/C0)1/(1/α˜−1)γ2/(1−α˜)1 , then
|gm(x1, y) − gm( (m), y)| ≤ 2Ĉ1 |x1 − (m)|γ1 |y |ζ1 + CC2(|x1 − (m)|γ2 |y |ζ2 )α,
for some constant C independent of m (and α).
Caseα = 1. In this case, the condition is given by supm κζ2 (m)µγ2 (m)θ(m) < 1, supm µγ2 (m)θ(m) <
1. (Similarly supm(κζ2 µγ2θ)∗(m) < 1 and supm(µγ2θ)∗(m) < 1.) Let ν2 = supm κζ2 (m)µγ2 (m)θ(m) (<
1). Nowwehave ν(k)2 (m) ≤ νk2 . Without lost of the generality, assumeC1 = 0. Since supm µγ2 (m)θ(m) <
1, we can choose α′′ > 1 such that supm(µγ2 (m))α
′′
θ(m) < 1. When |x1 − (m)| ≤ (µ(n−1)(m))−11,
by iterating (A.4) n − 1 times, we get
|gm(x1, y) − gm( (m), y)| ≤ Ĉ3 |x1 − (m)|γ2 |y |ζ2 + C0θ(n)(m),
where Ĉ3 = C2/(1 − ν2). The above inequality can be satisfied if |x1 − (m)| ≤ (θ(n)(m))1/(γ2α′′)1. If
|x1 − (m)|γ2 |y |ζ2 , 0, choose n so that
C0θ(n)(m) ≤ Ĉ3 |x1 − (m)|γ2 |y |ζ2 .
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In order to do this, we need
|x1 − (m)| ≤ (θ(n)(m))1/(γ2α′′)1 ≤ (C−10 Ĉ3 |x1 − (m)|γ2 |y |ζ2 )1/(γ2α
′′)1,
i.e.
|x1 − (m)|γ2 |y |ζ2 ≤ M̂1 |y |ζ2α′′/(α′′−1),
where M̂1 = (C−10 Ĉ3)γ2/(α
′′−1)γ2/(1−1/α
′′)
1 . Let us give more details that under
() |x1 − (m)|γ2 |y |ζ2 ≤ min{M̂1 |y |ζ2α′′/(α′′−1), rˆ},
where rˆ > 0 is small, one can always choose n such that
() |x1 − (m)| ≤ (µ(n−1)(m))−11, C0θ(n)(m) ≤ Ĉ3 |x1 − (m)|γ2 |y |ζ2 .
Since we have assumed µ is a bounded function, so without loss of generality, let infm θ(m) ≥ θ˜ > 0
(otherwise taking θ(m) + ζ instead of θ(m) where ζ is sufficiently small). Reselect α′′ such that
supm(µγ2 (m))ρθ(m) < 1 for all ρ ∈ [1, τα′′], where τ > 1 satisfying θ0 < θ˜1/τ . Then there exists a
δ > 0 such that
(0, δ] ⊂
⋃
n≥0
[(θ(n)(m))1/(γ2α′′), (θ(n)(m))1/(τγ2α′′)].
Indeed, since θn0 < θ˜
(n+1)/τ for large n, we have an ≤ bn+1 where an = (θ(n)(m))1/(γ2α′′), bn =
(θ(n)(m))1/(τγ2α′′). If rˆ is small and () holds, then there is an n such that
|x1 − (m)| ≤ (θ(n)(m))1/(γ2ρ(n))1 ≤ (C−10 Ĉ3 |x1 − (m)|γ2 |y |ζ2 )1/(γ2α
′′)1,
where ρ(n) ∈ [α′′, τα′′], which yields () holds.
By using θ∗ instead of θ, one can give the case (v) in (R3) or (iv) in (R3′). The final case is (ii) in
(R3) and (i) in (R3′), which can be reduced to the case α = 1. Thus, the proof is complete. 
Remark A.9. The readers can consider more general case when (A.4) is replaced by
|gm(x1, y) − gm(x2, y)| ≤ C1 |x1 − x2 |γ1 (|y |ζ1 + c1) + C2 |x1 − x2 |γ2 (|y |ζ2 + c2)
+ θ(m)|gw(m)(um(x1), vm(x1, y)) − gw(m)(um(x2), vm(x1, y))|,
where ci = 0 or 1, and give the corresponding results. The proof is only needed a minor change, so
we omit it.
Remark A.10. In the following, we show how the results obtained in this appendix can be applied to
prove the regularity results in Lemmas 6.11, 6.13, 6.16, 6.17, 6.22, 6.23.
(a) (x 7→ K1m(x)) In the proof of Lemma 6.11, we need to consider (6.8). Let M = M , Xm = Xm,
Ym = {m}, Ŷm = L(Xm,Ym), gm(x, y) = K1m(x), w(m) = u(m), um(x) = xm(x),  = id, ı0 = 0. Then
apply Lemma A.6 (a).
(b) (m 7→ fm(x)) In the proof of Lemma 6.13, we have (6.14). Let M = M1, Xm0 = Um0 (µˆ−2ε1),
Ym0 = Xm0 , Ŷm = Ym, gm0 (m, x) = f̂m0 (m, x), w(m0) = u(m0), um0 (m) = u(m), vm0 (m, x) = x̂m0 (m, x),
 = id, ı = iX , ı0 = iY . Then apply Lemma A.7 (b).
Let us consider the proof of Remark 6.15. For this case, now (6.14) becomes
(A.7) | f̂m0 (m1, x) − f̂m0 (m0, x)| ≤ C˜ |m1 − m0 |γ
+ θ1(m0)| f̂u(m0)(u(m1), x̂m0 (m1, x)) − f̂u(m0)(u(m0), x̂m0 (m1, x))|,
where θ1(m0) = λ
′′
u (m0)
1−α′′(m0)β′′(u(m0)) . Although f̂m0 (m1, x) now does not satisfy the condition (i) in
Lemma A.7 (b), the same argument can also apply. Note that
| f̂m0 (m1, x) − f̂m0 (m0, x)|
≤| f̂m0 (m1, x) − f̂m0 (m1, îm0X (m1))|
+ | f̂m0 (m0, x) − f̂m0 (m0, îm0X (m0))| + | f̂m0 (m1, îm0X (m1)) − f̂m0 (m0, îm0X (m0))|
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≤β′′(m0)(|x − îm0X (m1)| + |x − îm0X (m0)|) + |̂im0X (m1) − îm0X (m0)|
≤β′′(m0)(|x − îm0X (m1)| + |x − îm0X (m0)|) + c0 |m1 − m0 |.(A.8)
Iterating (A.7) by n − 1 times, we have
| f̂m0 (m1, x) − f̂m0 (m0, x)|
≤C˜
{
1 + (µ(m0))γθ1(m0) + · · · + (µ(n−1)(m0))γθ(n−1)1 (m0)
}
|m1 − m0 |γ
+ θ
(n)
1 (m0)| f̂un(m0)(un(m1), x̂(n)m0 (m1, x)) − f̂un(m0)(un(m0), x̂(n)m0 (m1, x))|,
where x̂(n) is the nth composition of x̂. From (A.8), we see
| f̂m0 (m1, x) − f̂m0 (m0, x)|
≤C˜
{
1 + (µ(m0))γθ1(m0) + · · · + (µ(n−1)(m0))γθ(n−1)1 (m0)
}
|m1 − m0 |γ
+ β′′(un(m0))θ(n)1 (m0)(λ′′s )(n)(m0)
{
|x − îm0X (m1)| + |x − îm0X (m0)|
}
+ c0µ(n)(m0)θ(n)1 (m0)|m1 − m0 |.
Now we can use the same argument in the proof of Lemma A.7 (a) to show
| f̂m0 (m1, x) − f̂m0 (m0, x)| ≤ C˜ |m1 − m0 |γα,
if |x− îm0X (m1)|+ |x− îm0X (m0)| ≤ r1, and |m1−m0 | ≤ rˆ(r1), for some suitable constant rˆ(r1) depending
on r1, where C˜ is a constant depending on r1, but not m0 ∈ M1, and r1 is chosen arbitrarily.
(c) (m 7→ K1m(x)) To obtain Lemma 6.16, consider (6.20). Let M = M1, Xm0 = Um0 (µˆ−2ε1),
Ym0 = {iX (m0)}, Ŷm0 = L(Xm0,Ym0 ), gm0 (m, y) = K̂1m0 (m, iX (m0)), w(m) = u(m), um0 (m) = u(m),
 = id, ı0 = 0. Then apply Lemma A.7 (a).
To give the final step of the proof of Lemma 6.17, we need to consider (6.21). Let M = M1, Xm0 =
Um0 (µˆ−2ε1), Ym0 = Xm0 , Ŷm0 = L(Xm0,Ym0 ), gm0 (m, x) = K̂1m0 (m, x), w(m) = u(m), um0 (m) = u(m),
vm0 (m, x) = x̂m0 (m, x),  = id, ı = iX , ı0 = 0. Apply Lemma A.7 (a).
(d) (x 7→ Km(x)) In the proof of Lemma 6.22, we have (6.39). Let M = M , Xm = {m}, Ym = Xm,
Ŷm = L(TmM,Ym), gm(m, x) = Km(x), w(m) = u(m), um(m) = m, vm(m, x) = xm(x), ı = iX , ı0 = 0.
Now apply Lemma A.6 (b).
(e) (m 7→ Km(x)) To prove Lemma 6.23, we need to consider (6.44). LetM = M1, Xm0 = Um0 (∗),
Ym0 = Xm0 , Ŷm0 = L(Tm0M,Ym0 ), gm0 (m, x) = K̂m0 (m, x), w(m) = u(m), um0 (m) = u(m), vm0 (m, x) =
x̂m0 (m, x),  = id, ı = iX , ı0 = 0. Apply Lemma A.7 (b) (and Remark A.9).
Remark A.11. Assume there is an ε1 > 0 (included ε1 = ∞) such that for any m0 ∈ M1,
(Um0 (ε1), ϕm0 ) ∈ A, (Um0 (ε1), φm0 ) ∈ B (in (H2)) and u(Um0 (ε1)) ⊂ Uu(m0)(ε1) (in (H4a)).
(a) Under the same conditions in Lemma 6.13 except the spectral gap condition (c) replaced by
λsλu < 1, (λζ−1s µγ)∗αλsλu < 1, where 0 < α ≤ 1, then (6.12) also holds for m1 ∈ Um0 (ε1) and if
α < 1 under |m1 − m0 |γ |x |ζ−1 ≤ rˆ . (By Lemma A.6 (b).)
(b) The conditions and conclusions in Lemma 6.16 and Lemma 6.17 are the same but the conclusions
hold for m1 ∈ Um0 (ε∗1), if α < 1, ε∗1 is small, and otherwise ε∗1 = ε1. (By Lemma A.6 (a).)
(c) In addition, if for allm0 ∈ M1, (Um0 (ε1), (id×Dχ−1m0 (χm0 (·)))) ∈ M (in (H1c)), then under the same
conditions in Lemma 6.13 except in the spectral gap condition (c), max{ µλs , µ}∗αλsλuµ < 1 is
replaced by ( µλs )∗αλsλuµ < 1, one has the conclusion (1) in Lemma 6.13 holds for m1 ∈ Um0 (ε∗1),
if α < 1, ε∗1 is small, and otherwise ε
∗
1 = ε1. (By Lemma A.6 (b).)
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B. Appendix. bundle and bundle map with uniform property: part II
This is an appendix that continues Section 5.4. We only give the definitions to express our main
ideas.
B.0.1. base-regularity of bundle map, C0-uniform bundle: C0 case. We give a description about the
C0 continuity respecting the base points for a bundle map f in the uniform sense: m 7→ fm(·) is
continuous or uniformly continuous in C0-topology in bounded sets or in the whole space. Write the
following four different limits respectively:
Lbase1 : sup
m0∈M1
lim sup
m′→m0
sup
x∈Am0
, Lbase1,u : lim sup
→0
sup
m0∈M1
sup
m′∈Um0 ( )
sup
x∈Am0
,
Lbase2 : sup
m0∈M1
lim sup
m′→m0
sup
x∈Xm0
, Lbase2,u : lim sup
→0
sup
m0∈M1
sup
m′∈Um0 ( )
sup
x∈Xm0
,
where for Lbasei , Am0 is any bounded set of Xm0 , and for Lbasei,u , supm0∈M1 diamAm0 < ∞, i = 1, 2.
Definition B.1. Let X,Y be C0 topology bundles over M, N with C0 (open regular) bundle atlases
A,B respectively, u : M → N be C0, and M1 ⊂ M . Let f : X → Y be a bundle map over u.
(a) If every (regular) local representation f̂m0 of f at m0 ∈ M with respect to A,B, satisfies
L| f̂m0 (m′, x) − f̂m0 (m0, x)| = 0, where L = Lbase1 (resp. L = Lbase2 ), then we say m 7→ fm is
continuous around M1 in C0-topology in bounded sets (resp. in the whole space) with respect to
A,B.
(b) In addition, let M, N be two locally metrizable spaces associated with open covers {Um : m ∈ M}
and {Vn : n ∈ N} respectively, and X,Y both have uniform size trivialization at M1 with respect to
A,B. u is uniformly continuous around M1. IfL| f̂m0 (m′, x)− f̂m0 (m0, x)| = 0, whereL = Lbase1,u
(resp. L = Lbase2,u ), then we say m 7→ fm is uniformly continuous around M1 in C0-topology in
bounded sets (resp. in the whole space) with respect to A,B.
(c) (vector case) Under (b), let X,Y,A,B, f be C0 vector. We also say m 7→ fm : M → Lu(X,Y )
is uniformly continuous around M1 (with respect to A,B) for short, if m 7→ fm is uniformly
continuous around M1 in C0-topology in bounded sets (with respect to A,B).
As usual, if M1 = M , the words ‘around M1’ will be omitted. Also, the words ‘with respect to A,B’
will be omitted if A,B are predetermined.
In analogy with Definition 5.29 and Lemma 5.30, we have the following.
Definition B.2 (C0-uniform bundle). Follows Definition 5.29. A is said to be C0-uniform around
M1, if the transition maps ϕm0,m1 , m0,m1 ∈ M1, are equicontinuous on bounded-fiber sets, i.e.
ϕm0,m1m′ (x)⇒ ϕm0,m1m0 (x), as m′→ m0,
uniform for x ∈ Am0 , m0,m1 ∈ M1, where supm0∈M1 dim Am0 < ∞. If A is C0-uniform around M1
and X has an ε-almost uniform C0,1-fiber trivialization at M1 with respect to A, then we say X has
an ε-almost C0-uniform trivialization at M1 with respect to A; in addition, if M1 = M and ε = 0, we
also call X a C0-uniform bundle (with respect to A).
Lemma B.3. Assume (X,M, pi1), (Y, N, pi2) have ε-almost C0-uniform trivializations at M11 , u(M11 )
with respect to preferred C0-uniform bundle atlases A,B respectively (see Definition B.2), where
M1 ⊂ M and M11 is the 1-neighborhood of M1. Suppose f : X → Y is uniformly continuous-fiber
(resp. equicontinuous-fiber) (see Section 5.4.4) over a map u which is uniformly continuous around
M11 (see Definition 5.4). If (i) m 7→ fm is continuous (resp. uniformly continuous) around M11
in C0-topology in bounded sets (see Definition B.1), and (ii) for each m ∈ M11 , fm maps bounded
sets of Xm into bounded sets of Xu(m) (resp. f maps bounded-fiber sets at M11 into bounded-
fiber sets at u(M11 )), then the local representation f̂m0,m′0 of f at m0,m′0 (see Lemma 5.30) satisfies
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L| f̂m0,m′0 (m′, x) − f̂m0,m′0 (m0, x)| = 0, where L = Lbase1 (resp. L = Lbase1,u ). Condition (ii) can be
removed if the fibers of X,Y are length spaces (see Appendix D.3 and Lemma D.9).
If m 7→ fm is continuous (resp. uniformly continuous) around M11 in C0-topology in the whole
space (see Definition B.1), then L| f̂m0,m′0 (m′, x) − f̂m0,m′0 (m0, x)| = 0, where L = Lbase2 (resp.
L = Lbase2,u ).
Remark B.4 (uniform property of vector bundle map and subbundle). In Definition 5.27 (c) and
Definition B.1 (c), we in fact give a description about Hölder continuity and uniformly C0 continuity
of a vector bundle map respecting base points. Let X,Y be vector bundles with vector bundle
atlases A,B. Here any vector bundle map L ∈ L(X,Y ) over u can be considered as a section
m 7→ Lm : M → Lu(X,Y ). A particular situation is L = Du ∈ Lu(TM,TN) if u : M → N is C1
and M, N are C1 Finsler manifolds. Note that m 7→ Lm is C0 in the C0-topology in bounded sets now
meaning it is a C0 vector bundle map if X,Y,A,B are C0.
Consider a special case. Suppose each Πm ∈ L(Xm, Xm) is a projection (i.e. Π2m = Πm). Let
Xcm = R(Πm), Xhm = R(id − Πm). We say m 7→ Xκm, κ = c, h, are uniformly C0 (resp. uniformly
(locally) C0,θ ) around M1, if m 7→ Πm is uniformly C0 (resp. uniformly (locally) C0,θ ) around M1.
This is equivalent to say m 7→ Xκm : M → G(X), κ = c, h, are uniformly C0 or uniformly (locally)
C0,θ around M1, where G(X) = ⊔m G(Xm) is the Grassmann manifold of X (see [AMR88] for a
definition of a Grassmann manifold of a Banach space). These conceptions will be used frequently in
Section 7.2. We also write Xκ =
⊔
m Xκm, κ = c, h, which are subbundles of X , and Xc ⊕ Xh = X .
B.0.2. base-regularity of C1-fiber bundle map. For a C1-fiber bundle map f : X → Y over u,
Dv f ∈ L(ΥVX,ΥVY ) (see (5.1)) over f ; see Section 5.4.4. So a description about the Hölder continuity
of m 7→ K1m(x), where K1 ∈ L f (ΥVX,ΥVY ) (see Section 5.4.2) and we write K1m(x) = K1(m,x), will give
that ofm 7→ D fm(x). Assume the fibers of X,Y are Banach spaces (or open subsets of Banach spaces)
for simplicity (see also Remark B.11).
Take a bundle atlas A for bundle X . If each bundle chart belonging to A is C1-fiber, then there is
a canonical bundle atlas A1 (with respect to A) for ΥVX (see (5.1)), i.e.
Um0 × Xm0 × Xm0 → ΥVX, ((m, x), y) 7→ ((m, ϕm0m (x)),Dϕm0m (x)y),
where (Um0, ϕm0 ) ∈ A at m0. Or (ϕm0 (Um0 × Xm0 ), (Dvϕm0 ) ◦ (ϕm0 )−1) ∈ A1. Particularly, if X is a
C1 topology bundle (see Definition 5.22), then ΥVX is a C
0 vector bundle over X . Thus, for a vector
bundle map K1 ∈ L f (ΥVX,ΥVY ), the canonical local representation of K1 with respect to bundle atlasesA,B can be taken as
K̂1m0 (m, x) , (Dφu(m0)u(m) )−1( fm(ϕm0m (x)))K1m(ϕm0m (x))Dϕm0m (x) : Um0 × Xm0 → L(Xm0,Yu(m0)),
where (Um0, ϕm0 ) ∈ A at m0 and (Vu(m0), φu(m0)) ∈ B at u(m0). So if f̂m0 is a (regular) local
representation of f at m0 with respect to A,B, the canonical (regular) local representation D̂x fm0 of
Dv f can be taken as
D̂x fm0 (m, x) , (Dφu(m0)u(m) )−1( fm(ϕm0m (x)))D fm(ϕm0m (x))Dϕm0m (x) : Um0 × Xm0 → L(Xm0,Yu(m0)),
i.e. D̂x fm0 (m, x) = Dx f̂m0 (m, x). Now we have the following definition similar as Definition B.1 and
Definition 5.27.
Definition B.5. Let X,Y be C1 topology bundles over M, N with (open regular) C1-fiber bundle
atlasesA,B respectively (see Definition 5.22), u : M → N be C0, and M1 ⊂ M . Let f : X → Y be a
C1-fiber and C0 bundle map over u. Assume the fibers of X,Y are Banach spaces (or open subsets of
Banach spaces) for simplicity. Take a K1 ∈ L f (ΥVX,ΥVY ). Let f̂m0 be a (regular) local representation
of f , and K̂1m0 a canonical local representation K
1, at m0 ∈ M with respect to A,B.
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(a) If L|K̂1m0 (m′, x) − K̂1m0 (m0, x)| = 0, where L = Lbase1 (resp. L = Lbase2 ), then we say
m 7→ K1m(·) is continuous around M1 in C0-topology in bounded sets (resp. in the whole space) with
respect to A,B. In addition, if D fm(x) = K1m(x) and L| f̂m0 (m′, x) − f̂m0 (m0, x)| = 0, then we say
m 7→ fm is continuous around M1 in C1-topology in bounded sets (resp. in the whole space) with
respect to A,B.
Suppose that (i)M, N are two locally metrizable spaces associated with open covers {Um : m ∈ M}
and {Vn : n ∈ N} respectively, that (ii) A,B have uniform size domains (see Definition 5.19), and
that (iii) u be uniformly continuous around M1 (see Definition 5.4).
(b) Under (i) ∼ (iii), if L|K̂1m0 (m′, x)− K̂1m0 (m0, x)| = 0, where L = Lbase1,u (resp. L = Lbase2,u ), then
we say m 7→ K1m(·) is uniformly continuous around M1 in C0-topology in bounded sets (resp. in the
whole space) with respect toA,B. In addition, ifD fm(x) = K1m(x) andL| f̂m0 (m′, x)− f̂m0 (m0, x)| = 0,
then we say m 7→ fm is uniformly continuous around M1 in C1-topology in bounded sets (resp. in the
whole space) with respect to A,B.
(c) Under (i), suppose K̂1m0 satisfies
|K̂1m0 (m, x) − K̂1m0 (m0, x)| ≤ c3m0 (x)d1m0 (m,m0)θ, m ∈ Um0 (εm0 ),
where c3m0 : Xm0 → R+, m0 ∈ M1. Then we say K1 depends in a (locally) C0,θ fashion on the base
points around M1, or m 7→ K1m(·) is (locally) C0,θ around M1, with respect to A, B.
(d) Under (i) ∼ (iii) (particularly, one can choose εm0 such that supm0∈M1 εm0 > 0), if c3m0 ,
m0 ∈ M1, are bounded at M1 on any bounded-fiber sets (see Definition 5.26), then we say K1 depends
in a uniformly (locally)C0,θ fashion on the base points around M1 ’uniform for bounded-fiber sets’, or
m 7→ K1m(·) is uniformly (locally) θ-Hölder around M1 ’uniform for bounded-fiber sets’, with respect
to A,B. In addition, if D fm(x) = K1m(x) and f depends in a uniformly (locally) C0,θ fashion on the
base points around M1 uniform for bounded-fiber sets, then we say m 7→ fm is uniformly (locally)
Hölder around M1 in C1-topology in bounded sets. Usually, the words in ‘...’ are omitted especially
when c3m0 is the class of functions in case (a) or (b) in Definition 5.26. As usual, if M1 = M , the words
‘around M1’ will be omitted.
DefinitionB.6 (C1-fiber-uniform bundle,C1,1-fiber-uniform). FollowsDefinition 5.29. A is said to be
C1-fiber-uniform around M1, if the transition maps ϕm0,m1 , m0,m1 ∈ M1, are C1-fiber equicontinuous
on bounded-fiber sets, i.e.
ϕm0,m1m′ (x)⇒ ϕm0,m1m0 (x), Dϕm0,m1m′ (x)⇒ Dϕm0,m1m0 (x), as m′→ m0,
uniform for x ∈ Am0 , m0,m1 ∈ M1, where supm0∈M1 dim Am0 < ∞. Assume the fibers of X,Y are
Banach spaces (or open subsets of Banach spaces) for simplicity (see also Remark B.11). A is said
to be C1,1-fiber-uniform around M1, if it is C0,1-uniform around M1 and the transition map ϕm0,m1
satisfies further
sup
x∈Xm0
Lip Dxϕm0,m1(·) (x) ≤ C,
where C > 0 is a constant independent of m0,m1 ∈ M1. If A is C1-fiber-uniform (resp. C1,1-fiber-
uniform) around M1 and X has an ε-almost uniform C1,1-fiber trivialization (see Definition 5.24) at
M1 with respect to A, then we say X has an ε-almost C1-fiber-uniform trivialization (resp. ε-almost
C1,1-fiber-uniform trivialization) at M1 with respect to A; in addition, if M1 = M and X is uniform
C1,1-fiber (seeDefinition 5.24), thenwe also call X aC1-fiber-uniform bundle (resp. C1,1-fiber-uniform
bundle) with respect to A.
Using this definition, one can obtain similar results about the regularity of (m, x) 7→ D fm(x) (and
(m, x) 7→ K1m(x)) like Lemma B.3 and Lemma 5.30 which are omitted here.
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B.0.3. base-regularity of C1 bundle map, C1,1-uniform bundle, C1-uniform bundle. As usual, for a
C1 manifold M and a C1 atlas A0 of M , A0 will induce a natural C0 bundle atlasM for TM , called
a canonical bundle atlas of TM . That is for every local chart χm : Um → TmM with χm(m) = 0 and
Dχm(m) = id, let ψmm′(x) = Dχ−1m (χm(m′))x, then (Um, ψm) is a (canonical) bundle chart of TM .
Let M, N be two C1 Finsler manifolds with C1 (regular) atlases A0,B0. Let (X,M, pi1), (Y, N, pi2)
be two C1 bundles (see Definition 5.9) and f : X → Y a C1 bundle map over u. Consider the Hölder
continuity of D f . As before, we will consider it in the local representations. TakeC1 (regular) bundle
atlasesA,B of X,Y respectively. Here we assume the charts belonging toA0 share the same domains
as the one belonging to A; similar for B0,B.
For a precise presentation of D f respecting the base points, one needs the connection structures
in X,Y and the covariant derivative of f , see Section 5.3 for a quick review of these two notions. If
f : X → Y is C1, now we have ∇ f ∈ L f (ΥHX ,ΥVY ) (see (5.1) and Section 5.3.3). So a description
about the Hölder continuity of m 7→ Km(x), where K ∈ L f (ΥHX ,ΥVY ) (see Section 5.4.2) and we write
Km(x) = K(m,x), will give that of m 7→ ∇m fm(x). Assume the fibers of X,Y are Banach spaces (or
open subsets of Banach spaces) for simplicity (see also Remark B.11).
Take a C0 (regular) bundle atlasM for TM and a C1 (regular) bundle atlas A for C1 bundle X
(over M); in many cases,M is the canonical bundle atlas induced from A0, the C1 (regular) atlas of
M . Then there is a canonical bundle atlas A2 (with respect toM (and A)) for ΥHX (see (5.1)), i.e.
Um0 × Xm0 × Tm0M → ΥHX , ((m, x), v) 7→ ((m, ϕm0m (x)), ψm0m v),
where (Um0, ϕm0 ) ∈ A at m0 and (Um0, ψm0 ) ∈ M at m0. Or (ϕm0 (Um0 × Xm0 ), id × ψm0 ) ∈ A2.
Particularly, ΥHX is a C
0 vector bundle over X . Thus, for a vector bundle map K ∈ L f (ΥHX ,ΥVY ), the
canonical local representation of K with respect to bundle atlases A,B,M can be taken as
K̂m0 (m, x) , (Dφu(m0)u(m) )−1( fm(ϕm0m (x)))Km(ϕm0m (x))ψm0m : Um0 × Xm0 → L(Tm0M,Yu(m0)),
where (Um0, ϕm0 ) ∈ A at m0 and (Vu(m0), φu(m0)) ∈ B at u(m0). So the canonical (regular) local
representation D̂m fm0 of ∇ f (at m0) can be taken as
D̂m fm0 (m, x) , (Dφu(m0)u(m) )−1( fm(ϕm0m (x)))∇m fm(ϕm0m (x))ψm0m : Um0 × Xm0 → L(Tm0M,Yu(m0)).
In analogy with Definition B.5, one can give precise definitions about the Hölder continuity of
m 7→ Km(·).
DefinitionB.7. Take a vector bundlemapK ∈ L(ΥHX ,ΥVY ) over f . We sayK depends in a (locally)C0,θ
fashion on the base points around M1 with respect to A,B,M, if the canonical local representation
K̂m0 of K satisfies
|K̂m0 (m1, x) − K̂m0 (m0, x)| ≤ c4m0 (x)d(m1,m0), m1 ∈ Um0 (εm0 ),
where c4m0 : Xm0 → R+, m0 ∈ M1, and d is the Finsler metric in M .
Assume u is uniformly continuous aroundM1 (see Definition 5.4). Suppose X,Y both have uniform
size trivializations at M1 with respect to A,B respectively (see Definition 5.19), (and so TM with
respect toM), i.e. one can choose εm0 such that supm0∈M1 εm0 > 0. If c4m0 , m0 ∈ M1, are bounded at
M1 on any bounded-fiber sets (see Definition 5.26), then we say K depends in a uniformly (locally)
C0,θ fashion on the base points aroundM1 ’uniform for bounded-fiber sets’, orm 7→ Km(·) is uniformly
(locally) θ-Hölder around M1 ’uniform for bounded-fiber sets’, with respect to A,B,M. Usually,
the words in ‘...’ are omitted especially when c4m0 is the class of functions in case (a) or (b) in
Definition 5.26.
Under the assumptions that X,Y have ε-almost C1-fiber-uniform (resp. C1,1-fiber-uniform) trivial-
izations (see Definition B.6) and TM has an ε-almost C0-uniform (resp. C0,1-uniform) trivialization
at M1 (see Definition B.2 and Definition 5.29), one can obtain similar results about the regularity of
(m, x) 7→ ∇m fm(x) (and (m, x) 7→ Km(x)) like Lemma B.3 (resp. Lemma 5.30) which are omitted
EXISTENCE AND REGULARITY OF INVARIANT GRAPHS 117
here. Next let’s focus on the C1,γ continuity of f . See Section 5.3 for a quick review of some notions
related with connections.
Definition B.8 (uniform property of connection). Let CX be a C0 connection of C1 bundle X over
C1 Finsler manifold M . LetA andM be C1 bundle atlases of X and TM , respectively. Let M1 ⊂ M .
Take (Um0 ( ′m0 ), ϕm0 ) ∈ A and (Um0 ( ′m0 ), ψm0 ) ∈ M at m0. Let
D̂mϕm0 (m, x) , (Dϕm0m )−1(ϕm0m (x))∇mϕm0m (x)ψm0m
= Γ̂m0(m,x)ψ
m0
m : Um0 ( ′m0 ) × Xm0 → L(Tm0M, Xm0 ),
where Γ̂m0(m,x) is the Christoffel map in the bundle chart ϕ
m0 (see Definition 5.10). We call D̂mϕm0 a
local representation of CX at m0 with respect toA,M. We say the connection CX is locally Lipschitz
(with respect to A,M), if
sup
m∈Um0 ( ′m0 )
Lip
x
Γ̂m0(m, ·) < Cm0,
|D̂mϕm0 (m1, x) − D̂mϕm0 (m0, x)| ≤ c0m0 (x)|m1 − m0 |, m1 ∈ Um0 ( ′m0 ),
where c0m0 : Xm0 → R+ > 0 and Cm0 > 0. The connection CX is said to be uniformly (locally)
Lipschitz around M1 (with respect to A,M), if infm0∈M1  ′m0 > 0, supm0∈M1 Cm0 < ∞ and c0m0 are
bounded at M1 on any bounded-fiber sets (see Definition 5.26). We say CX is uniformly C0 around
M1 (with respect to A,M), if infm0∈M1  ′m0 > 0, and
D̂mϕm0 (m′, x ′)⇒ D̂mϕm0 (m0, x), as (m′, x ′) → (m0, x),
uniform for x ∈ Am0 , m0 ∈ M1, where supm0∈M1 dim Am0 < ∞.
Definition B.9 (C1-uniform bundle, C1,1-uniform bundle). Let M be a C1 Finsler manifold with a C1
(regular) atlasA0. M is the canonical bundle atlas of TM induced byA0. Let X be a C1 bundle over
M with C1 (regular) bundle atlas A and C0 connection CX . Let M1 ⊂ M . The charts belonging to
A andA0 share the same domains and both have uniform size domains at M1. Suppose that TM has
an ε-almost C0-uniform trivialization at M1 with respect toM (see Definition B.2). A (withM) is
said to be C1-uniform around M1, if the transition maps ϕm0,m1 (with respect toA), m0,m1 ∈ M1, are
C1 equicontinuous on bounded-fiber sets, i.e.
Dmϕ
m0,m1
m′ (x ′)⇒ Dmϕm0,m1m0 (x), Dxϕm0,m1m′ (x)⇒ Dxϕm0,m1m0 (x), as (m′, x ′) → (m0, x),
uniform for x ∈ Am0 , m0,m1 ∈ M1, where supm0∈M1 dim Am0 < ∞. If A (withM) is C1-uniform
around M1, X has an ε-almost uniform C1,1-fiber trivialization at M1 with respect to A and CX is
uniformly C0 around M1 (Definition B.8), then we say X has an ε-almost C1-uniform trivialization
at M1 with respect to A,M; in addition, if M1 = M and ε = 0, we also call X a C1-uniform bundle
(with respect to A,M).
Assume that (i) TM has an ε-almost C0,1-uniform trivialization (see Definition 5.29) at M1 with
respect toM (where in Definition 5.29 we need c1m0,m1 thereof satisfies c1m0,m1 (x) ≤ C |x | for some
constant C > 0 independent of m0,m1), and (ii) that the fibers of X,Y are Banach spaces (or open
subsets of Banach spaces) for simplicity (see also Remark B.11). We sayA (withM) isC1,1-uniform
around M1, if X has an ε-almost C1,1-fiber-uniform trivialization (see Definition B.6) at M1 with
respect toA, and for the transition map ϕm0,m1 with respect toA (see Definition 5.29), m0,m1 ∈ M1,
and the local chart χm0 ∈ A0 at m0, they satisfy
Lip
x
(Dmϕm0,m1m (x)) ≤ C, Lip
m
(Dmϕm0,m1m (x))Dχ−1m0 (χm0 (m)) ≤ c5m0,m1 (x),
where c5m0,m1 (x), m1 ∈ M1, are bounded at M1 on any bounded-fiber sets (see Definition 5.26) and
C > 0 is a constant independent of m0,m1. We say X has an ε-almost C1,1-uniform trivialization
at M1 with respect to A,M, if A withM is C1,1-uniform and CX is uniformly (locally) Lipschitz
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around M1 (see Definition B.8); in addition, if M1 = M and ε = 0, then we call X a C1,1-uniform
bundle (with respect to A,M).
Remark B.10 (vector bundle). For the vector bundle case, we require the bundle atlasA is vector, and
c1m0,m1 (in Definition 5.29) and c
5
m0,m1 (in Definition B.9) satisfy c
1
m0,m1 (x) ≤ C |x | and c5m0,m1 (x) ≤
C |x | where C > 0 independent of m0,m1. Now we have different classes of vector bundles with
local uniform property (about the base space), named C0-uniform (Definition B.2), C0,1-uniform
(Definition 5.29), C1-uniform (Definition B.9), and C1,1-uniform (Definition B.9) vector bundle.
C1,1-uniform vector bundle −−−−−→ C1-uniform vector bundley y
C0,1-uniform vector bundle −−−−−→ C0-uniform vector bundle
Moreover, for the local uniform property about fiber space, there is a class of vector bundle called
uniform C0,1-fiber bundle (Definition 5.23). Note that in the setting of vector bundle, uniform
C0,1-fiber = uniform C1,1-fiber, C1-fiber-uniform (Definition B.6) = C0-uniform, and C1,1-fiber-
uniform (Definition B.6) = C0,1-uniform. The notion of C1-uniform vector bundle is the same as
[HPS77, Chapter 6]. The above notions are related with vector bundles having bounded geometry,
see Example C.10.
Or more generally, if the bundle X has a 0-section i with respect to the bundle atlas A (see
Section 5.4.3), we also require c1m0,m1 (in Definition 5.29) and c
5
m0,m1 (in Definition B.9) satisfy
c1m0,m1 (x) ≤ C |x | and c5m0,m1 (x) ≤ C |x | where C > 0 independent of m0,m1. Here |x | = d(x, i(m)), if
x ∈ Xm.
Here note that for the (regular) local representation f̂m0 of f at m0 with respect to A,B, one has
Dm f̂m0 (m, x) = ∇u(m)(φu(m0)u(m) )−1(x ′′)Du(m) + D(φ
u(m0)
u(m) )−1(x ′′)
{∇m fm(x ′) + D fm(x ′)∇mϕm0m (x)} ,
where x ′ = ϕm0m (x), x ′′ = fm(x ′). Once we know the (uniformly) Lipschitz continuity of the
connections in X,Y (see Definition B.8), m 7→ Du(m) (see Definition 5.32), m 7→ fm(·) and x 7→
∇m fm(x),D fm(x), then the Hölder continuity of m 7→ Dm f̂m0 (m, x) is equivalent to the Hölder
continuity of m 7→ ∇m fm(x). We hold the opinion that a natural setting to discuss the uniformly C1,γ
continuity of bundle map f in classical sense is that the bundles are C1,1-uniform. Through the study
of (m, x) 7→ D fm(x) and (m, x) 7→ ∇m fm(x) to understand the properties of D f , this is an important
idea we used in Section 6.
B.0.4. summary and extension. Let X,Y be two bundles with base spaces M, N respectively. Assume
the fibers of X,Y are Banach spaces (or open subsets of Banach spaces) for simplicity (see also
Remark B.11). Take (regular) bundle atlases A and B of X,Y respectively.
Let’s consider a special type of vector bundle over X . Suppose Θ is a vector bundle over X with
a (regular) vector bundle atlas A1. The fibers of Θ are Θ(m0,x0) = Θm0 , (m0, x0) ∈ X . Every bundle
chart at (m0, x0) belonging to bundle atlas A1 for Θ satisfies
Um0 × Xm0 × Θm0 → Θ, ((m, x), v) 7→ ((m, ϕm0m x), ψm0m (x)v),
and ψm0m0 (x) = id for all x ∈ Xm0 , where (Um0, ϕm0 ) ∈ A at m0 ∈ M . That is (ϕm0 (Um0 × Xm0 ), (id ×
ψm0 )◦((ϕm0 )−1, id)) ∈ A1, where id×ψm0 (m, x, v) = ((m, x), ψm0m (x)v). We callΘ apre-tensor bundle
over X (with respect toA1). For example ΥHX and ΥVX are all pre-tensor bundles (see Appendix B.0.3
and Appendix B.0.2). If Θ1,Θ2 are pre-tensor bundles over X , then so is Θ1 × Θ2.
Take a bundle map f : X → Y over u. Let Θ,Ω be two pre-tensor bundles over X,Y with respect
to bundle atlases A1,B1 respectively. Take a vector bundle map E ∈ L(Θ,Ω) over f ; we write
Em(x) = E(m,x) ∈ L(Θm,Ωu(m)) and consider it as
(m, x) 7→ Em(x) : X → L f (Θ,Ω).
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• (fiber-regularity). Similar as in the bundle map case, the same terminologies in Section 5.4.4,
e.g. C0-fiber, uniformly continuous-fiber, equicontinuous-fiber, Ck,θ -fiber, uniformly Ck,θ -fiber,
uniformly locallyCk,θ -fiber, fiber derivative (i.e. DvE), etc, can be used to talk about theCk,θ -fiber
continuity of x 7→ Em(x) : Xm → L(Θm,Ωu(m)).
The (regular) canonical local representation of E at m0 with respect to A1,B1 is taken as
Êm0 (m, x)v = (φu(m0)u(m) )−1( fm(ϕm0m (x)))Em(ϕm0m (x))ψm0m (x)v,
where φu(m0) ∈ B1, ϕm0 ∈ A and ψm0 ∈ A1.
• (base-regularity: Hölder case). Similar as in Definition 5.27, Definition B.5, Definition B.7, one
can define the Hölder continuity of m 7→ Em(·) by using the canonical local representation Êm0 .
The terminologies that E depends in a (locally) C0,θ fashion on the base points around M1, or
m 7→ Em(·) is (locally) C0,θ around M1 with respect to A1,B2, and E depends in a uniformly
(locally) C0,θ fashion on the base points around M1 ‘uniform for bounded-fiber sets’, or m 7→ Em(·)
is uniformly (locally) θ-Hölder around M1 ’uniform for bounded-fiber sets’ with respect toA1,B1,
will be used.
• (base-regularity: C0 case). Also, one can discuss the C0 continuity of m 7→ Em(·) as in Appen-
dix B.0.1 and Appendix B.0.2; the terminologies that m 7→ Em(·) is continuous (resp. uniformly
continuous) around M1 in C0-topology (resp. C1-topology) in bounded sets (resp. in the whole
space) with respect to A1,B1, will be used.
Until now, we have given a way to describe the (uniformly) Hölder continuity and C0 continuity
(about fiber or base space) of f and D f in appropriate bundles X,Y . For the base-regularity, this is
done by using regular local representations of f with respect to preferred bundle atlases. While the
regularity of regular local representations can yield the classical discription of regularity in some sense
under stronger regularity of the bundles; see Lemma B.3 and Lemma 5.30. The regularity of local
representations in fact does not depend on the choice of bundle atlases having the same properties
i.e. the equivalent bundle atlases; this is simple which we do not give details in the present paper and
refer the reader to see [Ama15] for a discussion in the manifold setting.
Using pre-tensor bundles, one can further study the high order derivative of f . For example, assume
X,Y are paracompact Ck bundle with Ck−1 connections CX, CY respectively, and f ∈ Ck(X,Y ). Now
TX  ΥX = ΥHX × ΥVX , so we can write D f = (∇ f ,Dv f ) and
(m, x) 7→ D f (m, x) = (∇m fm(x),D fm(x)) : X → L f (TX,ΥVY )  L f (ΥX,ΥVY ),
where we ignore the base map of f (i.e. u). L f (ΥX,ΥVY ) is a Ck−1 pre-tensor bundle over X (and so
we can give a connection in it). Taking the derivative of D f , we have
D2 f =
( ∇∇ f Dv∇ f
∇Dv f DvDv f
)
∈ L f (ΥX × ΥX,ΥVY ).
Similarly, Di f ∈ Li
f
(ΥX,ΥVY ), i = 1, 2, . . . , k. Here Lku (Z1, Z2) , Lu(Z1 × · · · × Z1︸          ︷︷          ︸
k
, Z2), if Zi is a
vector bundle over Mi , i = 1, 2, and u : M1 → M2. Although our regularity results only concern Ck,α
continuity of f , k = 0, 1, 0 ≤ α ≤ 1, by using almost the same strategy in Section 6 with induction and
above idea, one can obtain the higher order smoothness of f (but the statements are more complicated
due to the non-triviality of X,Y ); the details are omitted in this paper (see also [HPS77]).
Remark B.11. In order to discuss the Ck,θ -fiber continuity (k ≥ 1) of a bundle map, in general,
we assume the fibers of X,Y are Banach spaces (or open subsets of Banach spaces), i.e. each fiber
can be represented by a single chart. In most cases, it suffices for us to apply our regularity results.
However, under above preliminaries, one can further extend it to the fibers being general (connected)
Finsler manifolds with local uniform properties, as we do for the extension of the base space in
more general settings. A model for these Finsler manifolds is e.g. the Riemannian manifolds having
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bounded geometry (see e.g. Definition C.6), or more general, the Banach-manifold-like manifolds
in Definition 5.33. Note that for this case, if k ≥ 2, the k-th order (covariant) derivative of fm(·) is
considered as an element of the pre-tensor bundle over Xm, m ∈ M . (A little modification about the
definition of pre-tensor bundle is needed, left to the readers.)
C. Appendix. some examples related with manifolds and bundles
In the appendix, we give some examples related with our (uniform) assumptions about manifolds
and bundles, i.e. the immersed manifolds in Banach spaces studied in [BLZ99, BLZ08] and the
bounded geometry of Riemannian manifolds introduced in e.g. [Ama15,Eic91].
C.0.1. immersed manifold.
Example C.1 (trivial example). Let M be any open subset of a Banach space and M1 ⊂ {m ∈ M :
d(m, ∂M) > } ( > 0), then M is trivially C1,1-uniform around M1 (see Definition 5.33).
Example C.2 (immersed manifolds in Banach spaces I). Let M ⊂ X be an immersed manifold where
X is a Banach space for simplicity. That is there are a C1 manifold M̂ and an immersion φ : M̂ → X
with φ(M̂) = M; the latter means that φ is C1 with Tmφ injective and R(Tmφ) closed splitting in X
(i.e. R(Tmφ) ⊕ Xm = X with R(Tmφ) and Xm closed) for all m ∈ M̂; see e.g. [AMR88]. (We do not
assume φ is injective here.) First assume M̂ is boundaryless. Let Πcm be the projection associated
with R(Tmφ) ⊕ Xm = X and R(Πcm) = R(Tmφ). Let Λm = φ−1(m) and Xcm = R(Tmφ), m ∈ M . Let
us represent M̂ in X . Take Umc (m) as the component of the set φ−1(Bm(m)) containing mc , where
mc ∈ Λm and Bm(m) = {m′ : |m′ − m| < m}. Let
(C.1) sup
m1,m2∈Umc (m)
m1,m2
|φ(m1) − φ(m2) − Πcm(φ(m1) − φ(m2))|
|φ(m1) − φ(m2)| ≤ rm.
Set Ucmc (m) = φ(Umc (m)) with the metric d(m1,m2) = dmc (m1,m2) = |m1 − m2 |. Since rm → 0 as
m → 0, we know
(C.2) χmc : U
c
mc
(m) → Xcm,m′ 7→ Πcm(m′ − m),
is a C1 diffeomorphism and Xcm( ′m) ⊂ χmc (Ucmc (m)) for some small  ′m > 0. Now {Ucmc (m) : mc ∈
Λm,m ∈ M} is an open cover of M (endowed with immersed topology), and so M is a uniformly
locally metrizable space (see Definition 5.5). Note that if mi ∈ Umic (m), φ(mic) = m, i = 1, 2, in
general we have no metric between m1,m2 though in X , |m1 − m2 | < m. {(Ucmc (m), χmc )} gives a
C1 atlas for M . LetM be the canonical bundle atlas of TM induced by M .
Also, a set M in X might have different immersed representations; see e.g. Figure 1, where (a)
(b) are non-injectively immersed representations with local uniform size neighborhoods at themselves
(see Definition 5.7), and (c) is an injectively immersed representation but in this case it does not have
a local uniform size neighborhood at itself. If M̂ has boundary ∂M̂ , one can consider M̂/∂M̂ and ∂M̂
separately. But unlike the boundaryless case, M would look like very non-smooth; e.g. the closure of
a homoclinic orbit. Also, note that for a map u : M → M , even u is Lipschitz considered as a map in
X , it might not be Lipschitz when M is endowed with the immersed topology.
Example C.3 (immersed manifolds in Banach spaces II). Continue Example C.2. We will identify
M = M̂ if we endow the immersed smooth structure for M . Note that the norms | · |mc = | · |
in Xcm = TmcM , (mc ∈ Λm), m ∈ M give the natural Finsler structure for TM . Furthermore, if
m′ 7→ Πcm′ , m′ ∈ Ucmc (m) is continuous for each mc ∈ Λm, m ∈ M , then M is a Finsler manifold
in the sense of Palais (see Appendix D.2 (d)); in particular now M satisfies the assumption (H1b) in
page 55.
Let M1 ⊂ M . Consider the following assumptions.
EXISTENCE AND REGULARITY OF INVARIANT GRAPHS 121
(a) original set
M ⊂ R2
(b) immersed rep-
resentation M̂1 (
S1 ∪ S1) ⊂ R2
(c) immersed repre-
sentation M̂2 ( S1)
⊂ R3
(d) immersed repre-
sentation M̂3 ( R)
⊂ R2
Figure 1. different immersed representations of M
(•1) Let infm0∈M1  ′m0 > 0 such that (C.2) holds. This is characterized in [BLZ08] by the following.
There is an r0 > 0 such that (a) φ(Umc (r0)) is closed in X for all mc ∈ Λm0 , m0 ∈ M1, and
(b) supm0∈M1 rm0 < 1/2 (see (C.1)) if supm0∈M1 m0 < r0. That is M has a local uniform size
neighborhood around M1 (see Definition 5.7). See also Lemma 5.31.
(•2) (almost uniform continuity case). Let (•1) hold. There are an ε > 0 and a δ > 0 such that
for each mc ∈ Λm0 , m0 ∈ M1, |Πcm1 − Πcm2 | < ε, provided m1,m2 ∈ Ucmc (δ). Now TM has an
ε-almost uniform C0,1-fiber trivialization at M1 with respect toM (see Definition 5.23), and M
is C0,1-uniform around M1 (see Definition 5.33).
(•3) (Lipschitz continuity case). Let (•1) hold. Assume m 7→ Πcm is uniformly Lipschitz in the
immersed topology in the following sense. There is a constant C0 > 0 such that for each
mc ∈ Λm0 , m0 ∈ M1, |Πcm1 − Πcm2 | ≤ C0 |m1 − m2 |, m1,m2 ∈ Ucmc (δ), (i.e. the assumption (H2)
in [BLZ08]). Then TM has a 0-almost C0,1-uniform trivialization at M1 (see Definition 5.29),
and M is C1,1-uniform around M1 (see Definition 5.33).
For instance, the immersed representations (b) (c) in Figure 1 give M a C1,1-uniform property but
the immersed representation (d) does not.
Example C.4 (C2 compact submanifold). We assume that in Example C.2 φ is aC2 injective map and
M is a compact subset of X , i.e. M is a C2 (closed) compact submanifold of X . Then the assumption
(•3) in Example C.3 is satisfied, which is shown as follows.
Here note that since M is C2 and compact, m 7→ TmM ∈ G(X) is C1; through C1 partitions of
unity, one can further construct the C1 normal bundle over M , i.e. one has m 7→ Xhm ∈ G(X) is C1
such that Xhm ⊕ TmM = X . Now we have projections Πcm, m ∈ M , associated with Xhm ⊕ TmM = X
such that R(Πcm) = TmM , and moreover, m 7→ Πcm ∈ L(X, X) is C1. Then it follows from [BLZ98]
that assumption (•3) in Example C.3 holds.
φ ∈ C2 can be relaxed as C1 by the smooth approximation (see e.g. [BLZ08, Theorem 6.9] for
details), but now M is strongly C0,1-uniform in the sense of Definition 5.34.
Example C.5 (vector bundles over immersed manifolds). Continue to consider the Example C.3 with
(•3) hold. Let Πhm, m ∈ M be projections of X (i.e. Πhm ◦ Πhm = Πhm) and Xhm = R(Πhm). Let us
consider the following bundle over M ,
Xh = {(m, x) : x ∈ Xhm,m ∈ M}.
The natural Finsler structure in Xh is given by |x |m = |x |, x ∈ Xhm. The natural bundle atlas A for
Xh are given by (formally) ϕmc (m′, x) = (m′,Πhm′ x), m′ ∈ Ucmc (m), x ∈ Xhm, mc ∈ Λm; under the
following (a), it’s indeed a bundle atlas..
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(a) If m 7→ Πhm, m ∈ M is continuous in the immersed topology of M , i.e. for each m ∈ M ,
mc ∈ Λm, m′ 7→ Πhm′ , m′ ∈ Ucmc (m), is continuous (particularly when m 7→ Πhm is continuous in
the topology induced from X the assumption holds), then Xh is a C0 vector bundle with strongly
C0 Finsler structure (see Appendix D.2 (a)).
(b) If m 7→ Πhm is uniformly continuous (resp. ε-almost uniformly continuous) around M1 (see Defi-
nition 5.4) in the immersed topology of M , then Xh isC0-uniform around M1 (see Definition B.2)
(resp. Xh has an ε-almost uniform C1,1-fiber trivialization at M1 (see Definition 5.23)) with
respect to A. Similar as (•3) in Example C.3, if m 7→ Πhm is uniformly Lipschitz in the sense of
(•3), then Xh has a 0-almost C0,1-uniform trivialization at M1 (see Definition 5.29) with respect
to A.
(c) Suppose for every m ∈ M , mc ∈ Λm, Πh(·) |Ucmc (m) is differentiable at m, and let Cmc =
DmΠhm |Ucmc (m) ∈ L(Xcm × Xhm; Xhm). (Note that since Xcm, Xhm are all closed splitting, we can
consider Cmc ∈ L(X × X; X).) Assume m′ 7→ Cm′ , m′ ∈ Ucmc (m), is continuous, then Xh is
a C1 bundle. The readers should notice that m 7→ Πhm might not be differentiable in X and
Cmc , Cm′c when mc,m′c ∈ Λm for M only being immersed. Moreover, {Cmc } gives a natural
C0 linear connection C of Xh such that ϕmc is a normal bundle chart at mc with respect to C, i.e.
CDϕmc (mc, x) = id.
In addition, if m′ 7→ Πcm′ , m′ 7→ Πhm′ and m′ 7→ Cm′ are both uniformly continuous (see Defi-
nition 5.4) in the immersed topology, then Xh is C1-uniform vector bundle (see Definition B.9);
what’s more, if m′ 7→ Cm′ is uniformly (locally) Lipschitz in the immersed topology, then Xh is
C1,1-uniform vector bundle (see Definition B.9).
C.0.2. bounded geometry. Let (M, g) be a connected Riemannian manifold modeled on a Hilbert
space H and equipped with the Levi-Civita connection where g is a Riemannian metric. Let R be the
curvature tensor induced by the Levi-Civita connection and r(m) the injectivity radius at m ∈ M , i.e.
the supremum radius for which the exponential map at m is a diffeomorphism. See e.g. [Kli95] for
these basic conceptions.
Definition C.6 (bounded geometry). A Ck+2 complete Riemannian manifold (M, g) has k-th order
bounded geometry if the following hold:
(i) the injectivity radius of M is positive, i.e. r(M) = infm∈M r(m) > 0;
(ii) the covariant derivatives of R up to k-th order and R are uniformly bounded, i.e.
sup
m∈M
‖∇imR(m)‖ < ∞, 0 ≤ i ≤ k .
See also [Ama15, DSS16, Eld13, Eic91] for details where the readers can find many concrete
examples of Riemannian manifolds having bounded geometry and look into somemotivations coming
from differential equations and dynamical systems. Note that every Ck+2 compact Riemannian
manifold has k-th order bounded geometry. The global definition of bounded geometry does not
give a very clear relation with our assumptions. In [Ama15], the author introduced the uniformly
regular Riemannian manifolds, and proved that a Riemannian manifold admitting bounded geometry
is uniformly regular.
Follow the definition in [Ama15] to introduce the uniformly regular Riemannian manifolds. Take
a Ck atlasM = {(Uγ, ϕγ) : γ ∈ Λ} of the Ck manifold M where Λ is an index. Take S ⊂ M and
ΛS = {γ ∈ Λ : Uγ ∩ S , ∅}. We say (i) thatM is normalized on S if ϕγ(Uγ) = B1, γ ∈ ΛS where B1
is the unit (open) ball of H, (ii) thatM has finite multiplicity on S if there is an N ∈ N such that any
intersection of N + 1 elements of {Uγ : γ ∈ ΛS} is empty, and (iii) thatM is uniformly shrinkable on
S if there is a r ∈ (0, 1) such that {ϕ−1γ (rB1) : γ ∈ ΛS} is also an open cover of S.
Definition C.7 (uniformly regular Riemannian manifolds). We say a Ck+1 Riemannian manifold
(M, g) is a k-th order uniformly regular Riemannian manifold on S if there is a Ck+1 atlasM =
{(Uγ, ϕγ) : γ ∈ Λ} such that the following hold:
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(UR1) M is normalized and uniformly shrinkable and has finite multiplicity on S;
(UR2) |ϕγ1 ◦ ϕ−1γ |k+1 ≤ C(k + 1), γ1, γ ∈ ΛS where C(k + 1) is a constant;
(UR3) (ϕ−1γ )∗g ∼ dH, i.e. there is C ≥ 1 such that for all γ ∈ ΛS , m ∈ B1, x ∈ H, C−1 |x |2 ≤
((ϕ−1γ )∗g)(m)(x, x) ≤ C |x |2, where (ϕ−1γ )∗g denotes the pull-back metric of g by ϕ−1γ .
(UR4) |(ϕ−1γ )∗g |k ≤ C1(k) for all γ ∈ ΛS where C1(k) is a constant.
If S = M , we also say M is a k-th order uniformly regular Riemannian manifold. Here |u|k =
sup0≤i≤k supx |∂ixu(x)|.
Example C.8 (0-th and 1-th order uniformly regular Riemannian manifolds). If M is 0-th order
uniformly regular, then M is a C0,1-uniform manifold. Indeed, the atlasM in Definition C.7 provides
us the desired atlas needed in assumption () (in page 49). By the uniformly shrinkable condition of
M, one has an r ∈ (0, 1) such that {ϕ−1γ (rB1) : γ ∈ Λ} is also an open cover of M , and combining
(UR3) one gets that there is a c ≥ 1 such that
Um(δ/c) ⊂ ϕ−1γ (B(x, δ)) ⊂ Um(cδ),
where x = ϕγ(m) ∈ rB1, δ < 1 − r , B(x, δ) = x + δB1; see e.g. [DSS16] and Lemma 5.31. Now for
any m ∈ M , choose a map ϕγ such that ϕγ(m) = x ∈ rB1, and let χm(m′) = (Dϕγ(m))−1(ϕγ(m′) − x).
(Note that supγ supx∈B1 |Dϕ−1γ (x)| < ∞ by (UR3).) By choosing further smaller δ > 0, one gets the
atlas M1 = {(Um(δ/c), χm) : m ∈ M} satisfies () (in page 49) (with M1 = M). Similarly, if M
is a 0-th order uniformly regular Riemannian manifold on M1, then M is C0,1-uniform around M1
(see () in page 49) and if M is a 1-th order uniformly regular Riemannian manifold on M1, then
M is C1,1-uniform around M1 (see Definition 5.33); for the latter case, the Levi-Civita connection is
uniformly (locally) Lipschitz in the sense of Definition B.8.
Example C.9 (2-th order bounded geometry). When M has 2-th order bounded geometry, then M is
a C0,1-uniform manifold (see Definition 5.33).
The most important thing from the implication M having k-th bounded geometry is that there is
an r0 > 0 such that the Riemannian metric up to k-th order derivatives and the Christoffel maps in the
normal charts (i.e. the normal coordinates) up to (k−1)-th order derivatives are all uniformly bounded
in normal charts of radius r0 around each m ∈ M with the bounds independent of m ∈ M . See e.g.
[Eic91] and note that the proof given there also makes sense in the infinite-dimensional setting. Let
χm = exp−1m : Um(r0) → Br0 = TmM(r0) ⊂ H,
be the normal chart at m ∈ M , where Um(r0) = {m′ ∈ M : d(m,m′) < r0}. Now the atlasM ′ given
by the normal charts satisfies (UR3) (UR4) (for k = 2) and (UR2) (for γ1 = m′, γ = m ∈ Λ = M with
d(m′,m) < r0 and for k = 0). (See also [Eld13, Chapter 2].) So the assumption () (in page 49)
holds.
The readers can find in [Ama15,DSS16] the equivalence that a C∞ Riemannian manifold has any
order bounded geometry if and only if it is any order uniformly regular in the setting of H = Rn.
Example C.10 (vector bundles having bounded geometry). Consider a special class of vector bundles,
i.e. vector bundle having k-th order bounded geometry which was introduced in e.g. [Eld13, Page
45] (for finite k) and [Shu92, Page 65] (for all k ∈ N). Let M be a Riemannian manifold having k-th
bounded geometry and X a vector bundle over M . We say X has k-th bounded geometry if there exist
preferred bundle charts ϕm0 : Um0 (δ) × Xm0 → X (ϕm0m0 = id), m0 ∈ M , such that all the transition
maps ϕm0,m1 (m) = (ϕm1m )−1 ◦ ϕm0m ∈ L(Xm0, Xm1 ), Um0 (δ) ∩ Um1 (δ) , ∅, satisfy |ϕm0,m1 |k ≤ C0(k),
where C0(k) > 0 is a constant independent of m0,m1 ∈ M . In particular, TM has (k − 2)-th order
bounded geometry if M has k-th order bounded geometry. Now vector bundle having 1-th (resp. 2-th)
order bounded geometry is C0,1-uniform (resp. C1,1-uniform) by definition; see Definition 5.29 and
Definition B.9.
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We refer the readers to see some similar assumptions of the manifolds and bundles in [Cha04,
Section 2.2], [PSW12, Section 8] and [HPS77, Chapter 6]. It seems that J. Eldering first introduced
the bounded geometry to investigate the normal hyperbolicity theory for flows (see [Eld13]); also,
the author provided a detailed exposition of bounded geometry. Example C.3 and Example C.5 are
essentially due to [BLZ99,BLZ08], where the authors studied the normal hyperbolicity theory in the
setting like Example C.3 and Example C.5 for semiflows. No attempt has been made in this paper to
develop some intrinsic characterizations (like the one in the definition of bounded geometry) of our
assumptions about manifolds and bundles.
D. Appendix. miscellaneous
D.1. a parameter-dependent fixed point theorem. The following well known results are frequently
used in this paper. We write here (also the very simple proof) for the convenience of the readers.
Some redundant conditions are removed in order for us to apply.
Let (X, d) be a metric space with metric d, Y be a topology space, and G : X × Y → X . We also
write d(x, y) = |x − y |.
1. Existence of x(·)
Lemma D.1. Suppose LipG(·, y) < 1, for all y ∈ Y , and X is complete. Then by Banach Fixed Point
Theorem, there is a unique x(y) ∈ X , such that
(D.1) G(x(y), y) = x(y).
2. Continuity of x(·)
Lemma D.2. Let LipG(·, y) < 1 and x(·) satisfy (D.1). Without assuming X is complete. Then the
following hold.
(1) If G(x2, y2) = x2, y 7→ G(x2, y) is continuous at y2, and there is a neighborhood Uy2 of y2 in Y
such that supy∈Uy2 LipG(·, y) < 1, then x(·) is continuous at x2.
In particular, if supy LipG(·, y) < 1 (or y 7→ LipG(·, y) is continuous) and G is continuous,
then x(·) is continuous.
(2) G(x, ·) is continuous uniform for x in the following sense: ∀y > 0, ∀ > 0, ∃Uy a neighborhood of
y inY , such that |G(x, y′) −G(x, y)| <  for all x ∈ X , provided y′ ∈ Uy . Then x(·) is continuous.
Note that in this case, we also have y 7→ LipG(·, y) and G are continuous.
Similarly, if G(x, ·), x ∈ X are equicontinuous, then x(·) is uniformly continuous, where Y is a
uniform space.
(3) Let Y be a metric space. If LipG(x, ·) ≤ α(x) < ∞, then x(·) is locally Lipschitz. Furthermore,
suppose LipG(·, y) ≤ β < 1 and supx α(x) < α, then |x(y1) − x(y2)| ≤ α1−β |y1 − y2 |, which yields
x(·) is global Lipschitz.
(4) Let Y be a metric space. If supy LipG(·, y) < 1 and G(x, ·) is α-Hölder uniform for x, i.e.
supx HolαG(x, ·) < ∞, then x(·) is α-Hölder.
Similar case for G(x, ·) is α-Hölder (or locally α-Hölder) uniform for x ∈ X (or x belonging
to any bounded sets of X), one can obtain x(·) satisfies one of the following situations: α-Hölder,
locally α-Hölder, or α-Hölder on any bounded sets of Y .
Proof. Consider
|x(y1) − x(y2)| ≤ |G(x(y1), y1) − G(x(y2), y1)| + |G(x(y2), y1) − G(x(y2), y2)|
≤ LipG(·, y1)|x(y1) − x(y2)| + |G(x(y2), y1) − G(x(y2), y2)|,
which yields
|x(y1) − x(y2)| ≤ |G(x(y2), y1) − G(x(y2), y2)|1 − LipG(·, y1) .
Then all the results follow from the above inequality. 
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3. Differential of x(·)
Lemma D.3. In order to make sense of the differential of x(·), we first assume X,Y are open sets of
normed spaces. If x(·) satisfying (D.1) in a neighborhood of y is continuous at y,G(·, ·) is differentiable
at (x(y), y), and |D1G(x(y), y)| < 1, then x(·) is differentiable at y with Dx(y) = A(y), where
A(y) = (I − D1G(x(y), y))−1D2G(x(y), y).
Proof. The proof is standard. Note that |D1G(x(y), y)| < 1, so A(y) is well defined. By the differential
of G at (x(y), y), for every  > 0, there is a δ′ > 0, such that
|G(x ′, y′) − G(x(y), y) − DG(x(y), y)(x ′ − x(y), y′ − y)| ≤ (|x ′ − x(y)| + |y′ − y |),
provided |x ′ − x(y)| + |y′ − y | < δ′. Moreover, by the continuity of x(·) at y, there is a δ > 0, such
that |x(y + a) − x(y)| ≤ δ′, if |a| ≤ δ. Thus, if  < 12 (1 − |D1G(x(y), y)|) and |a| ≤ δ, we have
|x(y + a) − x(y) − A(y)a| = |G(x(y + a), y + a) − G(x(y), y) − DG(x(y), y)(A(y)a, a)|
≤|DG(x(y), y)(x(y + a) − x(y), a) − DG(x(y), y)(A(y)a, a)| + (|x(y + a) − x(y)| + |a|)
≤|D1G(x(y), y)| |x(y + a) − x(y) − A(y)a| + (|x(y + a) − x(y)| + |a|),
which yields
|x(y + a) − x(y) − A(y)a| ≤ 
1 − |D1G(x(y), y)| (|x(y + a) − x(y)| + |a|),
and
|x(y + a) − x(y)| ≤ 2(|A(y)| + 1)|a|.
Therefore,
|x(y + a) − x(y) − A(y)a|
|a| ≤

1 − |D1G(x(y), y)| (2|A(y)| + 3),
which shows Dx(y) = A(y). 
Unlike the classical situation,Y does not need to be complete (which is important in Section 6), and
G ∈ C1 is weakened asG being only differentiable at (x(y), y). We apply Lemma D.2 and Lemma D.3
in Section 6 usually in the following way: x(·) is known by global construction and the regularity of
x(·) is deduced from locality.
Note that if LipG(·, y) < 1, then |D1G(x(y), y)| < 1, if X is an open set of a normed space.
Corollary D.4. Under LipG(·, y) < 1 for y ∈ Y and X,Y being normed spaces, if G ∈ Ck (k =
1, 2, · · · ,∞, ω), and x(·) satisfying (D.1) is continuous, then x(·) ∈ Ck .
Consider the general case.
Corollary D.5. Assume that X is aCk Finsler manifold (might not be complete) andY is aCk Banach
manifold. Also suppose G ∈ Ck(X × Y, X), |D1G(x(y), y)| < 1. If x(·) satisfying (D.1) is continuous,
then it is also Ck .
Proof. Choose Ck local charts ϕ : U ′ ⊂ Ux(y) → Tx(y)X and φ : Vy → TyY , such that ϕ(x(y)) = 0,
φ(y) = 0, G(U ′,Vy) ⊂ Ux(y), and Dϕ(x(y)) = id. Set
G′(x ′, y′) = ϕ ◦ G(ϕ−1(x ′), φ−1(y′)) : ϕ(U ′) × φ(Vy) → ϕ(Ux(y)).
Note that D1G′(0, 0) = D1G(x(y), y) : Tx(y)X → Tx(y)X . So |D1G′(0, 0)| < 1. Let x ′(y′) =
ϕ ◦ x ◦ φ−1(y′), then
G′(x ′(y′), y′) = x ′(y′).
Therefore, x ′(·) is Ck .

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Corollary D.6. Assume that X is a Ck Finsler manifold with a compatible metric d satisfying for
every f ∈ C1(X, X), ‖D f ‖ ≤ K Lip f , where K is some constant and Y is a Ck Banach manifold.
Suppose G ∈ Ck(X × Y, X) and LipG(·, y) < 1 for all y ∈ Y . If x(·) satisfying (D.1) is continuous,
then it is also Ck .
See Appendix D.2 for a situation: f ∈ C1(X, X) ⇒ ‖D f ‖ ≤ K Lip f .
D.2. Finsler structure in the sense of Neeb-Upmeier. We give some basic definitions of Finsler
structure for the convenience of readers. In the infinite-dimensional setting, the following definitions
are not equivalent.
(a) We say a C0 vector bundle (X,M, pi) has a C0 Finsler structure if there is a C0 map |(·, ·)| :
X → R+ such that x 7→ |x | , |x |m , |(m, x)| is a norm on Xm. Moreover, for every m ∈ M , there is a
C0 (vector) bundle chart (U, ψ) at m, such that supm′∈U |ψ±1m′ | < ∞, where the norm of |ψm′ | (similar
for |ψ−1m′ |) is defined by
|ψm′ | = sup{|ψm′ x |m′ : x ∈ Xm, |x |m ≤ 1}.
Here |(·, ·)| isC0 in the following sense: for everym ∈ M and everyC0 (vector) bundle chart (U, ψ)
at m, (m′, x) 7→ |ψm′ x |m′ is C0. We say the Finsler structure is uniformly C0 (or X has a uniformly
C0 Finsler structure) if for every m ∈ M and every C0 (vector) bundle chart (U, ψ) at m, m′ 7→ |ψ±1m′ |
is continuous at m.
(b) We say a C0 vector bundle (X,M, pi) has a C0 uniform Finsler structure (with constant Ξ)
if there is a C0 map |(·, ·)| : X → R+ such that (i) x 7→ |x | , |x |m , |(m, x)| is a norm on Xm, and (ii)
there exists a constant Ξ > 0, such that for every m ∈ M , there is a C0 (vector) bundle chart (U, ψ) at
m such that supm′∈U |ψm′ | ≤ Ξ, supm′∈U |ψ−1m′ | ≤ Ξ.
(c) Let X be a C0 vector bundle (X,M, pi) with fibers being modeled on F, i.e. every Xm is
isomorphic to F with isomorphism Im : Xm → F. We say X has a C0 strong uniform Finsler
structure (with constant Ξ) if there is a C0 map |(·, ·)| : X → R+ such that (i) x 7→ |x | , |x |m ,
|(m, x)| is a norm on Xm, and (ii) there exists a constant Ξ > 0, such that for every m ∈ M , there is a
C0 (vector) bundle chart (U, ψ) at m such that supm′∈U |Im′ψm′ | ≤ Ξ, supm′∈U |ψ−1m′ I−1m′ | ≤ Ξ .
(d) A Ck Banach manifold M is called a Ck Finsler(-Banach) manifold (in the sense of Neeb-
Upmeier) if there is a C0 Finsler structure in TM . Moreover it is called a Ck Finsler manifold in the
sense of Neeb-Upmeier Ξ-weak uniform, if there is a C0 uniform Finsler structure (with constant Ξ)
in TM .
Finally, it is called a Ck Finsler manifold in the sense of Palais (see [Pal66]) if the C0 Finsler
structure is uniformly C0; or equivalently, for any constant Ξ > 1, and for every m ∈ M , there is a C0
(vector) bundle chart (U, ψ) at m, such that supm′∈U |ψm′ | ≤ Ξ|ψm |, supm′∈U |ψ−1m′ | ≤ Ξ|ψ−1m |. Note
that any Riemannian manifolds belong to this case.
(e) Let M be a Ck Banach manifold modeled on E. Note that in this case, TM is modeled on
E × E. M is called a Ck Finsler manifold in the sense of Neeb-Upmeier Ξ-uniform if there is a C0
strong uniform Finsler structure (with constant Ξ) in TM .
(f) The Finsler metric in Finsler manifolds can be defined as usual way; see e.g. [Upm85]. Let
M be a C1 Finsler manifold. The associated Finsler metric dM in each component of M is defined by
dM (p, q) = inf
{∫ t
0
|c′(t)|c(t) dt : c is a C1 path [0, 1] → M such that c(0) = p, c(1) = q
}
.
For any f ∈ C1(M, N), note that the following basic facts hold. If M , N are Finsler manifolds
in the sense of Palais, then supm |D f (m)| = Lip f (see e.g. [GJ07]); if M , N are Finsler manifolds
(in the sense of Neeb-Upmeier), then one always has | Lip f | ≤ supm |D f (m)|; if M , N are Finsler
manifolds in the sense of Neeb-Upmeier Ξ1-weak uniform and Ξ2-weak uniform respectively, then
supm |D f (m)| ≤ Ξ1Ξ2 Lip f ; if M , N are Finsler manifolds in the sense of Neeb-Upmeier Ξ1-uniform
and Ξ2-uniform respectively, then supm |D f (m)| ≤ Ξ21Ξ22 Lip f . For a proof of the latter three results,
see [JSSG11].
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Note that in the finite-dimensional setting, Finsler structure being C0 is equivalent to being uni-
formly C0; particularly, the definitions given in (a) ∼ (c) are identical. The definitions of Finsler
manifolds in the sense of Neeb-Upmeier are taken from [JSSG11]; see also [Pal66,Upm85,Nee02].
D.3. length metric and Lipschitz continuity. In this appendix, we discuss some conditions such
that ‘local Lipschitz (Hölder) continuity’ might imply ‘global Lipschitz (Hölder) continuity’.
LetM be ametric spacewithmetric d. A path s from x to y inM is a continuousmap s : [a, b] → M
such that s(a) = x, s(b) = y, and its length is defined by
l(s) = sup
{
k∑
i=1
d(s(ti−1), s(ti)) : a = t0 < t1 < · · · tk = b, k = 1, 2, 3, · · ·
}
.
If l(s) < ∞, then s is called a rectifiable path (or bounded variation path). If for every x, y ∈ M ,
d(x, y) = inf{l(s) : s is a path from x to y},
then M is said to be a length space and d a length metric. Some examples of length space
are following (see [GJ07] for details): (a) normed spaces, and any convex sets of normed spaces;
(b) connected Finsler manifolds in the sense of Palais (see Appendix D.2) with Finsler metrics, in
particular, connected Riemannian manifolds with Riemannian metrics; (c) geodesic spaces.
Let M, N be two metric spaces, and f : M → N . Define the upper scalar derivative of f at x by
(see [GJ07])
(D.2) D+x f = lim sup
y→x
d( f (y), f (x))
d(y, x) .
If f : M → N is continuous, s is a rectifiable path in M , and t = f ◦ s, then (see [GJ07, Proposition
3.8])
l(t) ≤ sup
x∈Im(s)
D+x f · l(s).
Particularly, we have the following property.
Lemma D.7. If M, N are two length spaces, supx D+x f < ∞, then f is Lipschitz with Lip f =
supx D+x f .
See [GJ07] for more properties of upper scalar derivatives. Let us consider the Hölder case. Define
the upper scalar uniform α-Hölder constant of f by
D+α f = lim
r→0
sup
x
sup
d(z,x)<r
d( f (z), f (x))
d(z, x)α ,
where 0 < α ≤ 1. Now we have the following.
Lemma D.8. If M, N are length spaces, D+α f < ∞, then for any given bounded set A of X ,
d( f (x), f (y)) ≤ Ω(diam(A))(D+α f + 1)d(x, y)α, ∀x, y ∈ A,
where Ω : R+ → R+.
In contrast to D+x f , D+α f is defined uniformly, so the proof is simpler than the Lipschitz case.
Proof. Since D+α f , M0 < ∞, there is a δ > 0, such that d( f (z), f (x)) ≤ (M0 + 1)d(z, x)α, provided
d(z, x) ≤ δ. Let x, y ∈ A, n = [ diam(A)δ ]+ 1. For any given  > 0, there is a path s : [a, b] → X from x
to y such that l(s) < d(x, y)+  and d(x, y)+  ≤ nδ. Now one can choose a = t0 < t1 < · · · < tm = b,
m ≤ n, such that d(s(ti−1), s(ti)) = δ, i = 1, 2, · · · ,m − 1, and d(s(tm−1), s(tm)) ≤ δ. Let r = f ◦ s.
Then d(r(ti−1), r(ti)) ≤ (M0 + 1)d(s(ti−1), s(ti))α. Hence,
d( f (x), f (y)) ≤
m∑
i=1
d(r(ti−1), r(ti)) ≤ (M0 + 1)
m∑
i=1
d(s(ti−1), s(ti))α ≤ (M0 + 1)n1−α(d(x, y) + )α,
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where Hölder inequality is used. Since  is arbitrary, we have d( f (x), f (y)) ≤ (M0 + 1)n1−αd(x, y)α.

One can define the point-wise version of upper scalar α-Hölder constant of f at x by
D+α,x f = lim sup
z→x
d( f (z), f (x))
d(z, x)α .
However, supx D+α,x f < ∞ does not imply the α-Hölderness of f even in compact metric spaces, as
the following example shown. Let f (x) = x sin x−1, if x ∈ (0, 1], and f (0) = 0. One can easily verify
that for any 0 < α < 1, D+α,x f = 0 for all x ∈ [0, 1]. However, Holα f |[0,1] = ∞, if α > 12 . To see this,
consider xn = 12npi , yn =
1
2npi+ pi2
.
Lemma D.9. If M, N are length spaces and f : M → N is uniformly continuous, then for any given
bounded set A of X , we have diam( f (A)) ≤ Ω(diam(A)), where Ω : R+ → R+.
Proof. Since f : M → N is uniformly continuous, there is a δ > 0, such that d( f (z), f (x)) ≤ 1,
provided d(z, x) ≤ δ. Let x, y ∈ A, n = [ diam(A)δ ] + 1. The same argument in Lemma D.8 shows that
d( f (x), f (y)) ≤ n. 
D.4. construction normal bundle charts from given bundle charts. Consider the construction of a
normal bundle chart from a given bundle chart (V, φ) at m0. Locally, this is quite easy as the following
shown in formal:
ψm(x) = φm(x) − ∇m0φm0 (x)(m − m0).
We need to give the explicit meaning of above expression. It is essentially the same as the construction
of parallel translation for the vector bundles, which we give briefly in the following.
Let M be a C1 manifold, and (Y, N, pi2) a C1 bundle with C0 connection C. Let f : M → Y
be a C1 bundle map over u, i.e. f (m) ∈ Yu(m). Take φ : U × Yn0 → Y as a C1 bundle chart and
ϕ = φ−1. We say f is parallel (with respect to C) if ∇m f (m) = 0 for all m ∈ M . Consider its
meaning in the local bundle chart. Let Γ(m′,x′) be the Christoffel map in the local bundle chart φ. Set
g(m) = ϕu(m)( f (m)) : M → Yn0 . Now by the chain rule, we have
Dg(m) = ∇u(m)ϕu(m)( f (m))Du(m) = −Dϕu(m)(g(m))Γ(u(m),g(m))Du(m),
Set Γ̂(m,x) = Dϕm(x)Γ(m,x).
Let us construct the normal bundle chart from φ. The construction will lose the smoothness.
Consider a special case. Using the local chart of N at n0, we can identify U = Tn0N . Assume
M = [−2, 2], u(t) = (1 − t)n0 + tn, n ∈ U. For any x ∈ Yn0 , n ∈ U, we will show that there is a unique
f (t) ∈ Yu(t) such that f (0) = x, f ′(t) , ∇u(t) f (t) Ûu(t) = 0, t ∈ M , once we assume x 7→ Γ̂(m,x) is
locally Lipschitz. (Note thatU might be smaller around n0 depending on x due to Γ̂(m, ·) being locally
Lipschitz). For this case g(t) = ϕu(t)( f (t)). Now f ′(t) = 0 is equivalent to
(D.3) g′(t) = −Γ̂(u(t),g(t))(n − n0).
The above differential equation in Yn0 has a unique solution g with g(0) = x. Take
ψn(x) = f (1) : U × Yn0 → Yn.
Next we show ψn is the desired normal bundle chart. Note that f (t) = ψu(t)(x). Since f ′(t) = 0, in
particular, one gets ∇u(t)ψu(t)(x)(n−n0) = 0 for all n ∈ U. For t = 0, it follows ∇n0ψn0 (x)(n−n0) = 0,
‘yielding’ ∇n0ψn0 (x) = 0. Since C is only locally Lipschitz, x 7→ ψn(x) is also only locally Lipschitz.
In general, if φ ∈ Ck+1 and C ∈ Ck , then ψ ∈ Ck . By the construction, if Y is a vector bundle, φ is a
vector bundle chart and C is a linear connection, then ψ is also a vector bundle chart. Combining the
above argument, we obtain the following.
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Lemma D.10 (Existence of the normal bundle chart). Let M be a C2 manifold and M1 ⊂ M . Let
(X,M, pi) be a C2 bundle with C2 bundle atlasA and C1 connection C. (We can further assume each
fiber of X is a Banach space or open subset of a Banach space for simplicity.)
(1) If X is a vector bundle, C is a linear connection, and (U, φ) ∈ A at m0 is a vector bundle chart,
then there is a open V ⊂ U, and ψ : V × Xm0 → X such that (V, ψ) is a C1 vector normal bundle
chart at m0.
(2) Take (Um0, φm0 ) ∈ A atm0, m0 ∈ M1. Suppose χm0 : Um0 → Tm0M is aC2 chart with χ(m0) = 0
and Vm0 = χ−1m0 (Tm0M(m0 )) ⊂ Um0 , where m0 > 0. Assume the connection C is uniformly
Lipschitz around M1 in the following sense:
Lip Γ̂m0(m, ·) ≤ Cm0 < ∞, m ∈ Vm0,
where Cm0 > 0 is a constant independent of m ∈ Vm0 . Γ̂m0(m,x) = (Dφm0m (x))−1Γm0(m,x), Γm0(m,x) is
the Christoffel map of C in φm0 . Now there are C1 ψm0 : Vm0 × Xm0 → X , m0 ∈ M1 such
that they consist of a family of C1 normal bundle charts at M1, denoted by A0. Moreover, if
X has an ε-almost uniform C0,1-fiber trivialization at M1 with respect to A (see Section 5.4.5),
and supm0∈M1 Cm0 < ∞, supm0∈M1 m0 > 0, then X also has a Cε-almost uniform C0,1-fiber
trivialization at M1 with respect to A0 where C > 0.
Proof. All we need is to consider (D.3). Also, note that since C is C1, φ is C2, one indeed has that ψ
is C1, so the covariant derivative of ψ exists. 
D.5. bump function and blidmap. A bump function on a Banach space X is a functionwith bounded
nonempty support on X . The existence of a special bump function will indicate a special geometrical
property of X . As usual, one uses the bump function to truncate a map. The Lipschitz bump function
always exists in every Banach space. In order to apply our regularity results in Section 6 to the local
case, a C0,1 ∩ C1 or C1,1 bump function is needed (see e.g. Theorem 7.12 and Theorem 7.13). In
general Banach spaces, such bump functions may not exist, but some Banach spaces may have which
we list in the following for sake of the readers and refer the readers to see [DGZ93] for details.
• If a Banach space has a C1 (resp. C1,1) norm away from the origin, then it admits a C0,1 ∩ C1
(resp. C1,1) bump function. For example (i) any Banach space X with separable dual have a C1 norm
away from the origin; (ii) the Hilbertian norm in each Hilbert space is C∞ ∩ Ck,1 norm away from
the origin; (iii) the canonical norms on the functions spaces Lp(Rn) (or lp(Rn)), 1 ≤ p < ∞, are
C∞ ∩ Ck,1 away from 0 if p is even, Cp−1,1 if p is odd, and C[p],p−[p] if p is not an integer.
The smooth bump functions do not exist in the continuous space C[0, 1], but this space sometimes
is important in the study of differential equations such as delay equations and reaction-diffusion
equations. In order to avoid using bump function, follow the definition in [BR17] to introduce the
blid map.
• A Ck,α blid map for a Banach space X is a global bounded local identity at zero Ck,α map
bε : X → X where bε(x) = x if x ∈ X(ε).
Obviously, (i) any Banach space admitting Ck,α bump functions also possesses Ck,α blid map.
(ii) C(Ω) admits Ck,1 blid map (k = 0, 1, . . . ,∞), where Ω is a compact Hausdorff space; this is
constructed in [BR17] as
bε(x)(t) = h(x(t))x(t), t ∈ Ω,
where h : R→ [0, 1] is a C∞ bump function in R with h(t) = t if |t | ≤ ε. (iii) If X is a complemented
in C(Ω) or is an ideal of C(Ω), then X has a Ck,1 blid map.
The Ck,α blid maps play the same role as bump functions to truncate a map; for more details, see
[BR17]. So in this paper, one can use Ck,α blid maps instead of Ck,α bump functions where needed
(particularly Theorem 7.12 and Theorem 7.13), which makes our results also hold in the space X
listed in (i) ∼ (iii).
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