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Abstract
We present a new method for motion planning for control systems. The method aims to
provide a natural computational framework in which a broad class of motion planning problems
can be cast; including problems with holonomic and non-holonomic constraints, drift dynamics,
obstacle constraints and constraints on the magnitudes of the applied controls. The method,
which finds its inspiration in recent work on the so-called geometric heat flows and curve
shortening flows, relies on a hereby introduced partial differential equation, which we call
the affine geometric heat flow, which evolves an arbitrary differentiable path joining initial to
final state in configuration space to a path that meets the constraints imposed on the problem.
From this path, controls to be applied on the system can be extracted. We provide conditions
guaranteeing that the controls extracted will drive the system arbitrarily close to the desired
final state, while meeting the imposed constraints and illustrate the method on three canonical
examples.
1 Introduction
Given a control system
Ûx = f (x, u) (1)
evolving on a differentiable manifold M , and two points xi, x f ∈ M , the motion planning problem in
time T > 0 is to find a control u∗(t) that steers the system from xi to x f in T units of time, i.e. so
that the solution x∗(t) of Eq. (1) with u = u∗ and x∗(0) = xi yields x∗(T) = x f . Due to its ubiquity
in control applications ranging from robotics to autonomous wheeled vehicles, motion planning has
been widely studied [8, 9] and a host of methods have been developed.
One of the control papers in which the issue of motion planning for non-holonomic systems was
clearly delineated is the seminal paper [2], where finding a subRiemannian geodesic can easily be
seen as solving a non-holonomic motion planning problem. For a more recent survey of this line of
work, we refer to the recent monograph [6]. A common approach to non-holonomic motion planning
is to use sinusoidal control function to, roughly speaking, generate the “Lie bracket” directions. See
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for example [10], and [15] for a very recent work on how oscillations can be used for orientation
control in SO(3). This idea is also used in derivative-free optimization [4, 13].
The major difficulties that can arise in motion planning problems are: 1. the nonholonomic
character of the dynamics, 2. the presence of a drift term, 3. the presence of constraints on the
control inputs/states. From a theoretical point of view, the Chow-Rashevski theorem provides us
with conditions under which a non-holonomic system is controllable [], but in the latter two cases,
no such conditions is known: the general case of controllability of non-linear systems with drift is
still an open problem. Nevertheless, for some specific nonlinear systems with drift, path planning or
control algorithms are given in [12, 5, 14].
While most of the methods mentioned above focused on addressing the first difficulty, we propose
here an approach that can address all three. More precisely, we propose a new variational method
for motion planning. The novelty of the work lies in an extension of the so-called geometric heat
flow, see below or [3] for its use in motion planning, to encompass dynamics with constraints and
drift. We term the resulting flow the affine-geometric heat flow. The method works by “deforming”
an arbitrary path between xi and x f into an almost feasible trajectory for the system, from which we
can extract the controls u∗ that drive the system from xi to x f approximately. Using a variational
approach, we provide a proof of convergence of the method as well.
2 Preliminaries
Notation: With a slight abuse of notation, we define for G(x) ∈ Rn×n, f , g ∈ Rn[
f
(
∂G
∂x
)
g
]
:=
©­­«
f > ∂G∂x1 g
...
f > ∂G∂xn g
ª®®¬ ∈ Rn;
i.e.
[
f
(
∂G
∂x
)
g
]
is the vector in Rn with ith entry f > ∂G∂xi g, where
∂G
∂xi
is the n × n matrix with kl
entry ∂Gkl∂xi . We furthermore use the notation
( f · G) :=
(
n∑
l=1
fl
∂Gi j
∂xl
)
i j
∈ Rn×n. (2)
Trajectory planning problem Consider a control system evolving in M = Rn. We refer to M as the
configuration space. Note that M can more generally be a C2-differentiable manifold. We consider
here dynamics which is affine in the control, that is the system evolves according to
Ûx = Fd(x) + F(x)u (3)
for each x ∈ Rn, Fd(x) is a vector representing the drift dynamics when in state x; the columns of
F(x) ∈ Rn×m are the admissible control directions. The method we propose can also be applied to
the more general dynamics described in Eq. (1), we briefly discuss how towards the end of the paper.
We make the following assumption:
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Assumption A both Fd(x), F(x) are assumed to be at least C2, Lipschitz with constants L1, L2
respectively, and we assume that F(x) is of constant rank almost everywhere in Rn.
Note that these assumptions can be weakened at the expanse of longer analysis. We focus here on
the the case n ≥ m; that is on potentially under-actuated dynamics.
Recall that xi, x f ∈ M are the desired initial and final states respectively, and T > 0 is a fixed
time allowed to perform the motion. The set of admissible controls isU := L2([0,T] → Rm), that
is square integrable functions defined over the interval [0,T]. We set
X := {x(·) ∈ AC([0,T] → Rn) : x(0) = xi, x(T) = x f },
the space of absolutely continuous Rn-valued functions with start- and end-values xi and x f
respectively.
We call any x(·) ∈ X an admissible solution if there exists u ∈ U so that the generalized
derivative Ûx(t) of x(·) satisfies (3). Denote byX∗ ⊆ X the set of admissible solutions. The trajectory
planning problem (from xi to x f with time T) is feasible if X∗ , ∅. All open sets in X are with
respect to the natural norm ‖x‖AC :=
∫ T
0 (|x(t)| + | Ûx(t)|) dt.
We additionally introduce the space of continuous controlsU ′ := C0([0,T] → Rm), to which
correspond differentiable trajectories X′ := {x(·) ∈ C1([0,T] → Rn) : x(0) = xi, x(T) = x f }. It is
well-known thatU ′ is a dense subspace inU with respect to the L2 norm and that X′ is a dense
subspace inX with respect to the ‖ · ‖AC norm. Working overX′ instead ofX allows us to “smoothly
deform" a curve, which we will explain later.
3 A flow for motion planning
We now briefly introduce the geometric framework we use to cast and solve the trajectory planning
problem and then introduce the main object introduced in this work: the affine geometric heat flow.
We refer to our earlier work [1] for a more detailed presentation and more examples about the general
framework. We rely on differentiable homotopies of curves (i.e., differentiable “deformations” of a
curve), where the variable s is the homotopy parameter; precisely, we use x(t, s) : [0,T] × [0, smax)
where for each s fixed, x(·, s) ∈ X′.
Let G(x) be a positive definite matrix defined on M , which we refer to as the Riemannianmetric.
We denote by ∇ the Levi-Civita connection of G(x) [7], and by ∇ f g the covariant derivative of
the vector field g along the vector field f . Recall that if a(t) = ∑nk=1 ak(t)ek , where ai(t) are real
numbers and ‖ek} basis vectors, is a vector field along a curve x(t), and g is a vector field defined in
a neighborhood of x(t), then ∇ag := dadt +
∑
i, j,k Γ
k
i jaigje
k .
The so-called geometric heat flow (GHF) is a parabolic partial differential equation, which
evolves a curve with fixed end-pints toward a curve of minimal length: namely, given a Riemannian
metric and an associated Levi-Civita connection, the GHF is the PDE
∂x(t, s)
∂s
= ∇ Ûx(t,s) Ûx(t, s). (4)
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where Ûx(t, s) := ∂x(t,s)∂t and x(0, s) = xi, x(T, s) = x f are fixed. We refer the reader to [7] for a proof
that this PDE yields a curve of minimal length. For applications of this flow to motion planning
problems, and some illustrations of its solutions, we refer [1]
Taking inspiration from the GHF, we introduce here what we term the affine geometric heat
flow (AGHF):
∂x(t, s)
∂s
= ∇ Ûx(t,s) ( Ûx(t, s) − Fd) + r(t, s) (5)
where
r(t, s) = G−1
((
∂Fd
∂x
)>
G( Ûx − Fd) + 12
[
( Ûx − Fd)
(
∂G
∂x
)
Fd
] )
and Fd = Fd(x(t, s)), G = G(x(t, s)), etc. The first term is the covariant derivative of Ûx(t, s) − Fd(x)
in the direction Ûx(t, s): it behaves similarly to the GHF, but takes into account the existence of a “drift”
vector field Fd(x). The second term, r(t, s), can be interpreted as follows: denote by grad k(x, a(t)) the
gradient vector field, for the metric G, of the parametric function k(x, a(t)) = 〈a(t) − Fd(x), Fd(x)〉,
where the inner product 〈·, ·〉 is given by G as well, and a(t) is considered a parameter. Then
we can show that r(t, s) = grad k(x(t, s), Ûx(t, s)). One can justify the use of r(t, s) as follows: it
“deforms” x(t, s) in the direction that aligns Ûx with the drift vector field Fd(x), thus rendering the
path admissible for said drift. Due to space constraint, we postpone a lengthier justification for the
form of the AGHF, but Lemma 1 below provides a proof of convergence and additional insights, and
we furthermore show in Sec. 5 that it does indeed converge to admissible paths on various examples.
Note that when Fd = 0, the AGHF reduces to the GHF.
We say a solution x∗(t) is a steady state solution of (5) if its RHS is 0 almost everywhere when
evaluated on x∗(t).
Note that when Fd = 0, then r(t, s) ≡ 0 and the AGHF reduces to the GHF. Some intuition about
the form of this PDE can be gathered from Lemma 1 below. The AGHF is a system of parabolic
PDEs, and to solve it we need two boundary conditions
x(0, s) = xi, x(T, s) = x f ∀s ≥ 0 (6)
and an initial condition
x(t, 0) = v(t), t ∈ [0,T] (7)
for some v(·) ∈ X′.
The method. We first describe the steps of the method we propose to perform trajectory planning
for systems (3) and provide below some converge guarantees. The method can be summarized
through the following four steps. We are given Fd(x) ∈ Rn, F(x) ∈ Rn×n, xi ∈ Rn and x f ∈ Rn.
Step 1: Find a bounded n × (n − m) x-dependent matrix Fc(x), differentiable in x, such that
F¯(x) := (Fc(x)|F(x)) ∈ Rn×n (8)
is invertible for all x ∈ Rn. The matrix Fc(x) can be obtained using, e.g., the Gram-Schmidt
procedure.
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Step 2: Evaluate
G(x) := (F¯(x)−1)>DF¯(x)−1 (9)
where D := diag(λ, · · · , λ︸   ︷︷   ︸
n−m
, 1, · · · , 1︸   ︷︷   ︸
m
) for some large λ > 0 (we discuss below what large means
in this context).
Step 3: Solve the AGHF (5) with boundary conditions (6) and initial condition (7). Denote the
solution by x(t, s);
Step 4: Evaluate
u(t) := (0 Im×m) F¯(x(t, smax))−1( Ûx(t, smax) − Fd(x(t, smax)) (10)
Output: The control u(t) obtained in (10) yields, when integrating (3), a trajectory x˜(t), which
is our solution to the trajectory planning problem. We call it integrated path.
It is observed that Fc does not need to depend on the drift Fd and there is no orthogonality
requirement between F and Fc either, which gives much freedom in the construction of Fc and
hence in many cases the form of F¯ = (Fc |F) and consequently G are quite simple. We show how to
apply the method to incorporate constraints on the controls in Sec. 4 and we will provide examples
of the application of the method in Sec. 5.
3.1 On the convergence of the AGHF.
The main new ingredients our method proposes is the definition of the Riemannian inner product in
Step 2 above, and the definition of the AGHF. Roughly speaking, for this inner product, short paths
are admissible paths, and we refer to our earlier work [11] for a longer justification of the use of the
inner product defined.
The AGHF is a nonlinear set of PDEs, and thus the existence of a solution is not guaranteed a
priori even for short time. We provide here an analysis and convergence guarantees.
To this end, define the Lagrangian L by
L(x, Ûx) = 1
2
( Ûx − Fd(x))>G(x)( Ûx − Fd(x)) (11)
Given L, the action functional is defined on X as
A(x(·)) :=
∫ T
0
L(x(t), Ûx(t))dt. (12)
Lemma 1. Let x∗(t) be a steady-state solution of the AGHF (5). Then x∗(t) is an extremal curve
for A in (12). Furthermore, A decreases along the solutions of the AGHF; i.e. if x(t, s) is such a
solution, then ddsA(x(·, s)) ≤ 0, and equality holds only if x(·, s) is an extremal curve for A.
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Proof. Due to space constraints, we only sketch the proof. We first show that a steady-state solution
of the AGHF satisfies the Euler-Lagrange equation of A and hence it is an extremal curve. To
this end, write f := Fd and L = 12 ( Ûxi − fi)Gi j( Ûxj − fj), where we adopt the Einstein convention of
summing over repeated indices. We have
∂L
∂xk
= − ∂ fi
∂xk
Gi j( Ûxj − fj) + 12 ( Ûxi − fi)
∂Gi j
∂xk
( Ûxj − fj),
∂L
∂ Ûxk = ( Ûxi − fi)Gik,
d
dt
∂L
∂ Ûxk = ( Üxi −
∂ fi
∂xl
Ûxl)Gik + ( Ûxi − fi)∂Gik
∂xl
Ûxl .
The Euler-Lagrange equations can be written, after some rearrangments and using the notation
introduced in Sec. 2, as
0 =
d
dt
∂L
∂ Ûx −
∂L
∂x
= ( Ûx · G)( Ûx − f ) + G( Üx − ∂ f
∂x
Ûx)
+
(
∂ f
∂x
)>
G( Ûx − f ) − 1
2
[
( Ûx − f )
(
∂G
∂x
)
( Ûx − f )
]
(13)
After some algebraic computations, which we omit here due to space constraints, we obtain that (5)
is equivalent to the following PDE:
∂x
∂s
= G−1
(
d
dt
∂L
∂ Ûx −
∂L
∂x
)
, (14)
which completes the first part of the proof. Next, apply first order variation approximation on (12)
and integration by parts, we have
A(x(·, s + δ)) = A(x(·, s)) + δ
(
∂x(t, s)
∂s
> ∂L
∂ Ûx
T
0
+
∫ T
0
∂x(t, s)
∂s
> (∂L
∂x
− d
dt
∂L
∂ Ûx
)
dt
)
+ o(δ).
The evaluated term ∂x∂s
> ∂L
∂Ût
T
0
vanishes because of our boundary conditions (6). Taking the limit
δ→ 0 and plug (14) in,
dA(x(·, s))
ds
= lim
δ→0
V(x(·, s + δ)) − V(x(·, s))
δ
=
∫ T
0
∂x(t, s)
∂s
> (∂L
∂x
− d
dt
∂L
∂xt
)
dt
= −
∫ T
0
∂x(t, s)
∂s
>
G(x)∂x(t, s)
∂s
dt
By definition (9), G is positive definite so dA(x(·,s))ds ≤ 0 and equality holds if and only if ∂x∂s = 0
almost everywhere, i.e., x(·, s) is an extremal curve for A. 
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3.2 On convergence guarantees for motion planning
We now show that the control extracted in Step 4 of the method will drive the system arbitrarily
close to the desired final state, provided that a solution to the motion planning problem exist (which,
as we mentioned earlier, is in general an open problem for systems with drift), that the trajectory
with which we initialize the system is well-chosen. We will see in the examples of Sec. 5, that an
arbitrary choice of initial condition very often yields a convergent solution.
Theorem 1. Consider the system (3) and let xi, x f ∈ Rn. Assume that the motion planning problem
from xi to x f is feasible (i.e. X∗ is non-empty) and that Assumption A above is met. Then there exists
C > 0 such that for any λ > 0, there exists an open set Ωλ ⊆ X′ (with respect to ‖ · ‖AC) so that as
long as the initial curve v ∈ Ωλ, The integrated path x˜(t) from our algorithm with sufficiently large
smax has the property that
| x˜(T) − x f | ≤
√
3TMC
λ
exp
(
3T
2
(L22T + L21C)
)
. (15)
We see that as λ→∞, we drive the system closer to the desired final state x f .
Proof. Since the path planning problem is feasible, there exists x∗(·) ∈ X∗ so we have Ûx∗ =
Fd(x∗) + F(x∗)u∗ for some u∗(·) ∈ U. Plug this x∗ into (11) and we have L(x∗(t), Ûx∗(t)) = |u∗(t)|2.
Pick C > A(x∗) =
∫ T
0 |u∗(t)|2dt. Note C is independent of λ. Denote ΩACλ := {x ∈ X : V(x) < C}.
ΩACλ is not empty because it at least contains x
∗; in addition, because A is continuous over X with
respect to ‖ · ‖AC , ΩACλ is open. Since X′ is dense in X, Ω′λ := ΩACλ ∩ X′ is open as well. From
Lemma 1 we know that A(x(·, s)) is non-increasing so Ω′λ is invariant. Let Ωλ be the region of
attraction to Ω′λ; that is, Ω
′
λ ⊂ Ωλ ⊂ X′ and all AGHF solutions x(·, s) derived from (5) with any
initial condition v ∈ Ωλ will converge to the invariant set Ω′λ when s increases. Consequently when
smax is sufficiently large, A(x(·, smax)) ≤ C.
Define the curve x(t) := x(t, smax) and for each t ∈ [0,T] let u(t) ∈ Rm, uc(t) ∈ Rn−m be given
by (
uc(t)
u(t)
)
= F¯(x(t))−1( Ûx(t) − Fd(x(t))). (16)
Plug it into (11) and we have
C ≥ A(x) =
∫ T
0
L(x(t), Ûx(t))dt =
∫ T
0
|u(t)|2 + λ |uc(t)|2dt.
⇒
∫ T
0
|u(t)|2dt ≤ C,
∫ T
0
|uc(t)|2dt ≤ C
λ
. (17)
Comparing (16) with (10), we see that the extracted control is exactly u; in other words, the
integrated path is given by
x˜(0) = xi, Û˜x = Fd(x˜) + F(x˜)u.
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Define the error e(t) := x(t) − x˜(t). Then
e(0) = 0, Ûe = (Fd(x) − Fd(x˜)) + (F(x) − F(x˜))u + Fc(x)uc .
Therefore we have
e(t) =
∫ t
0
(Fd(x(τ)) − Fd(x˜(τ))) + (F(x(τ)) − F(x˜(τ)))u(τ) + Fc(x(τ))uc(τ)dτ
Square the norm of e(t) and apply Cauchy-Schwartz inequality,
|e(t)|2 ≤ t
∫ t
0
(|Fd(x(τ)) − Fd(x˜(τ))| + |(F(x(τ)) − F(x˜(τ)))u(τ)| + |Fc(x(τ))uc(τ)|)2dτ
Use power mean inequality, the square of the sum of 3 terms inside integral is no larger than 3 times
the sum of the square of each individuals,
|e(t)|2 ≤ 3t
∫ t
0
|Fd(x(τ)) − Fd(x˜(τ))|2 + |(F(x(τ)) − F(x˜(τ)))u(τ)|2 + |Fc(x(τ))uc(τ)|2dτ
Owing to the fact that Fd, F are globally Lipschitz and Fc is globally bounded, we conclude that
|e(t)|2 ≤ 3t
∫ t
0
(L22 + L21 |u(τ)|2)|e(τ)|2dτ + 3t
∫ t
0
M |uc(τ)|2dτ
Next, by Grönwall inequality and the fact that 3t
∫ t
0 (L22 + L21 |u(τ)|2)|e(τ)|2dτ is a non-decreasing
function of t,
|e(t)|2 ≤
(
3t
∫ t
0
M |uc(τ)|2dτ
)
exp
(
3t
∫ t
0
(L22 + L21 |u(τ)|2)dτ
)
Finally, substitute in the inequalities from (17), we conclude that |e(t)|2 ≤ 3tMCλ exp
(
3t(L22 t + L21C)
)
.
Thus | x˜(T) − x f | = |e(T)| ≤
√
3TMC
λ exp
(
3T
2 (L22T + L21C)
)
as was to be proved.  
4 Beyond affine control systems
As we already discussed in our earlier work [11], constraints in states can be handled by multiplying
the inner product matrix G(x) by an appropriately defined barrier function b(x). Now we show that
being able to handle constraints and drift allows us to handle input constraints and non-affine in the
control dynamics, i.e., systems of the type
Ûx = f (x, u)
l(x, u(t)) ≥ 0, ∀t ∈ [0,T], (18)
with l a differentiable function, at the expanse of using controls that are differentiable almost
everywhere. For example, common constraints such as magnitude bounds on the controls |u| ≤ umax,
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for a given umax, can be implemented by setting l(u) = umax − |u| ≥ 0. Define Ûu = v. Denote the
augmented state y =
(
x
u
)
∈ Rn+m, then
Ûy =
( Ûx
Ûu
)
=
(
f (x, u)
0
)
︸    ︷︷    ︸
Fd
+
(
0
Im×m
)
︸  ︷︷  ︸
F
v, (19)
which is a system with affine control and drift, same as (3). To implement the constraints in u, we
pick the barrier function b(y) := 1 + 1
l(x,u) and multiply it to G in (9):
G(y) := b(y)(F¯(y)−1)>DF¯(y)−1
Notice that if we pick Fc =
(
0 In×n
)>, we will simply have F¯ = (Fc |F) = I(n+m)×(n+m). Thus
G(y) = b(y)D. In addition, (11) gives
L(y, Ûy) = b(y¯)( Ûy − Fd(y))>G(y)( Ûy − Fd(y))
= b(y¯)(λ | Ûx − f (x, u)|2 + | Ûu|2)
We can argue that the AGHF will yield an admissible control meeting the constraints as follows:
when a curve y(t) is close to the boundary of obstacles defined by the l, l is close to 0 and thus b(y)
and L are large. Since the AGHF minimizesA =
∫ T
0 Ldt, the curve will be deformed away from the
obstacles and hence u will meet the input constraints. During the implementation of this algorithm in
Step 3, since ui’s are now states of the augmented system, initial conditions and boundary conditions
need to be provided.
5 Applications and examples
We illustrate our method on three canonical motion planning problems, showcasing how it handles
the different issues that can arise. The basic system we consider is a unicycle rolling on the plane
without slipping, as depicted in Fig. 1. The kinematics is given by the differential equations
©­«
Ûqx
ÛqyÛθ
ª®¬︸︷︷︸
Ûx
=
©­«
cos θ
sin θ
0
ª®¬︸  ︷︷  ︸
f1
u1 +
©­«
0
0
1
ª®¬︸︷︷︸
f2
u2. (20)
We refer to our earlier work [1] for basic motion planning tasks for this system.
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x
y
θ(qx, qy)
Figure 1: The unicycly is a 3dof system with configuration variables (qx, qy), describing the position of the
center of the wheel, and θ describing the orientation of the wheel with respect to the x-axis.
5.1 Unicycle of constant linear velocity
We first consider the model of a planar unicycle with unit constant linear velocity. In this case we
have u1 ≡ 1 and hence (20) becomes Ûx = f1 + f2u, where f1 is now the drift. In other words, even
when u = 0, Ûx , 0. The control u only allows to steer the unicycle.
Following our method, we can pick Fc =
(
e1 e2
)
so that F¯ is the identity matrix. Hence
according to Step 2 we have G = diag(λ, λ, 1). The corresponding Lagrangian (11) is
L(x, Ûx) = λ( Ûqx − cos(θ))2 + λ( Ûqy − sin(θ))2 + Ûθ2
The boundary conditions are set to xi =
(
0 0 0
)> and x f = (0 1 0)>, which are the boundary
conditions of the so-called “parallel parking” problem. We obtain the results shown in Fig. 2.
We see that the initial sketch of straight line x(t, 0) = v(t) = (0, t, 0)> in Fig. 2a and Fig. 2b
cannot be followed by the unicycle as such a path violates the non-slip constraints and does not
follow the drift dynamics. Fig. 2c and Fig. 2d show the curve x(t, s) with s = 10. Fig. 2e and Fig. 2f
shows x(t, smax) with smax = 500. The integrated trajectory (cyan dotted line) generated by using the
extracted control (as in Step 4) is very close to x(t, smax) and drives the unicycle close to x f with
very high precision.
5.2 Dynamic unicycle
We now consider the unicycle with inertia; the acceleration of the unicycle is proportional to the
applied torque following Newton’s second law. To model this system in the form of (3), we add two
states to the unicycle configuration: u1 and u2, representing the linear and angular velocity. The
10
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qxqy
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1
1.5
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(f) s=500
Figure 2: Unicycle trajectory with λ = 1000,T = 5. Left column: paths in 3D state space; right column:
corresponding (qx, qy)-plane projected view. The unicycle follows the black solid curve and moves from the
position with the lightest blue color to positions with darker blue colors gradually, with its orientation and
magnitude of linear velocity at each snapshot indicated by the red arrow.
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controls v1, v2, because they act on the accelerations Ûu1, Ûu2, can be thought of as torques.
©­­­­­«
Ûqx
ÛqyÛθ
Ûu1
Ûu2
ª®®®®®¬︸︷︷︸
Ûx
=
©­­­­­«
u1 cos θ
u1 sin θ
u2
0
0
ª®®®®®¬︸     ︷︷     ︸
Fd
+
©­­­­­«
0 0
0 0
0 0
1 0
0 1
ª®®®®®¬︸ ︷︷ ︸
F
(
v1
v2
)
︸︷︷︸
v
(21)
Similar to the previous case, we can take F¯ to be the identity matrix and G = diag(λ, λ, λ, 1, 1).
Consequently,
L(x, Ûx) = λ
(
( Ûqx − u1 cos(θ))2 + ( Ûqy − u1 sin(θ))2 +( Ûθ − u2)2
)
+ Ûu21 + Ûu22 (22)
We set the boundary condition to xi = (0, 0, 0, 0, 0)> and x f = (0,−1, 0, 0, 0)>. The boundary values
for u1 and u2 are 0, meaning the unicycle starts and ends with 0 velocities. We use a partial sinusoid
v(t) = (sin(2pit),−t, 0, 0, 0) as the initial sketch x(t, 0), shown in Fig. 3a and Fig. 3b. Following the
remaining steps of the algorithm, the results are shown in Fig. 3.
The unicycle cannot follow the initial curve as seen in Fig. 3b. The AGHF yields the curve
x(t, smax) shown in Fig. 3f (black solid line). Extracting the control, we obtain a trajectory (cyan
dotted line) that is almost identical.
5.3 Unicycle with constrained inputs
We now return to the original kinematics planar unicycle (20), and we impose constraints on the
input. Typical constraints include either the linear or steering velocity cannot be too large. Recall
in Section 4, we have discussed that the first step for handling input constraints is to perform a
dynamical extension and we will derive the equation (21) again. We use the barrier function
b(x) = 1(umaxi )2 − ui2
, i = 1 or 2
for the constraint in linear velocity or steering velocity, respectively. As a result, we have
L(x, Ûx) = b(x)L ′(x, Ûx), where L ′ is the old Lagrangian that we derived in (22). It should be noted
that while giving the boundary values and initial sketch of the states u1 and u2, they need to satisfy
the constraints. The boundary values and initial sketch in the previous example with u1 = u2 ≡ 0
do always satisfy those requirements and we use them to solve (5). Thus we can follow the rest of
the algorithm and derive an approximated path. The two cases of constrained linear velocity with
umax1 = 2 and constrained steering velocity with u
max
2 =
pi
2 individually are shown in Fig. 4. It is
observed that for most t ∈ [0,T], the constrained inputs almost meet their boundary values shown as
the red dashed lines (however the constrained inputs will never reach their boundary values due to
the soft barrier function b(x)); this is close to a bang-bang control strategy, which is very often the
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Figure 3: Dynamic unicycle trajectory with λ = 50000,T = 1. Only (qx, qy, θ)-space (left column) and
(qx, qy)-projected view (right column) are shown here.
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(a) trajectory with constraint on linear velocity
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(d) velocity profile with constraint on steering velocity
Figure 4: Dynamic unicycle trajectories with different constraints. When the linear velocity is constrained
(left column), the integrated path tends to align with the straight line connecting xi, x f . More efforts are put in
the steering in the beginning and ending of the trip in order to adjust the orientation fast as a compensation.
When steering velocity is constrained, the integrated path is of distorted “Z" shape. The peak value of the
linear velocity is larger and the total length of the 2D path is much longer.
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optimal control strategy for most control problems with bounded inputs. Nevertheless, with finite λ,
our integrated path is always C1 so the control is always continuous, thus we will never derive a
true piece-wise continuous bang-bang control switching between boundary values. It remains an
interesting yet challenging question that whether the limit of solutions when λ goes to infinity is the
“true” optimal path of minimal subRiemannian length.
References
[1] M. A. Belabbas and Shenyu Liu. New method for motion planning for non-holonomic systems
using partial differential equations. In 2017 American Control Conference (ACC), pages
4189–4194, May 2017.
[2] R. W. Brockett. Control Theory and Singular Riemannian Geometry, pages 11–27. Springer,
New York, 1982.
[3] Kai-Seng Chou and Xi-Ping Zhu. The curve shortening problem. CRC Press book, 2001.
[4] Hans-Bernd Dürr, Miloš S Stanković, Christian Ebenbauer, and Karl Henrik Johansson. Lie
bracket approximation of extremum seeking systems. Automatica, 49(6):1538–1552, 2013.
[5] J. . Godhavn, A. Balluchi, L. Crawford, and S. Sastry. Path planning for nonholonomic systems
with drift. In Proceedings of the 1997 American Control Conference, volume 1, pages 532–536,
June 1997.
[6] Frédéric Jean. Control of Nonholonomic Systems: from Sub-Riemannian Geometry to Motion
Planning. Springer, 2014.
[7] Jürgen Jost. Riemannian Geometry and Geometric Analysis. Springer Berlin Heidelberg,
Berlin, Heidelberg, 2011.
[8] J. P. Laumond, S. Sekhavat, and F. Lamiraux. Robot Motion Planning and Control. Springer,
1998.
[9] Steven M. LaValle. Planning Algorithms. Cambridge University Press, 2006.
[10] Z. Li and J.F. Canny. Nonholonomic Motion Planning. The Springer International Series in
Engineering and Computer Science. Springer US, 1993.
[11] Shenyu Liu and M.-A. Belabbas. A homotopy method for motion planning. Arxiv 1901.10094,
2019.
[12] A. De Luca and G. Oriolo. Modelling and Control of Nonholonomic Mechanical Systems,
pages 277–342. Springer, 1995.
15
[13] Simon Michalowsky, Bahman Gharesifard, and Christian Ebenbauer. Distributed extremum
seeking over directed graphs. In Decision and Control (CDC), 2017 IEEE 56th Annual
Conference on, pages 2095–2101. IEEE, 2017.
[14] M. Reyhanoglu, A. van der Schaft, N. H. Mcclamroch, and I. Kolmanovsky. Dynamics and
control of a class of underactuated mechanical systems. IEEE Transactions on Automatic
Control, 44(9):1663–1671, Sep 1999.
[15] Shaoqian Wang, Jesse B. Hoagg, and T. Michael Seigler. Orientation control on so(3) with
piecewise sinusoids. Automatica, 100:114 – 122, 2019.
16
