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This article shows that very accurate accurate approximations to performance mea-
sures in the multiserver M/D/c/c + N queue with finite buffer and deterministic
service times can be obtained by replacing the deterministic service time by a two-
phase process with exponential sojourn times and branching probabilities outside the
interval [0, 1].
1. INTRODUCTION
This article extends an earlier article by Tijms and Staats [3] in which approxima-
tions were obtained for state probabilities and the waiting times in the single server
M/D/1/N queue with finite buffer and deterministic services. These approximation
were provided in the form of explicit expressions involving geometric distributions
and exponential densities. The underlying idea of the approximation was to replace
the deterministic service time by the following two-phase process (see also Fig. 1).
The process starts in phase 1. It stays in phase 1 for an exponentially distributed time
with mean 1/γ . Upon completion of the sojourn time in phase 1, the process expires
with probability r1 and moves to phase 2 with probability 1 − r1. The sojourn time
in phase 2 is also exponentially distributed with mean 1/γ . Upon completion of the
sojourn time in phase 2, the process expires with probability r2 and returns to phase
1 with probability 1 − r2. In phase 1, the process starts anew. The idea is to approxi-
mate the deterministic service time D by the time it takes until the two-phase process
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FIGURE 1. Two-phase process.
expires and choose the values of the parameters r1, r2, and γ in such a way that the
first moments of the sojourn times in the two-phase process matches the first three
moments of the service time. This approximation idea is due to Nojo and Watanabe [1].
Independently, a closely related approximation approach was earlier proposed by Van
Hoorn and Seelen [4]. However, matching the first three moments is only feasible
when values outside the interval [0, 1] are allowed for r1and r2. Using the Laplace
transform
f ∗(s) = γ r1s + γ
2(r1 + r2 − r1r2)
s2 + 2γ s + γ 2(r1 + r2 − r1r2) (1)
of the density of the expiration time in the two-phase process, it is matter of simple
algebra to derive that
γ = 2
D
, r1 = −1, and r2 = 54 (2)
when the service time is deterministic and equals the constant D. By approximating the
deterministic service time by the two-phase process, continuous-time Markov chain
analysis can be used for the approximate model by doing calculations with branching
probabilities outside the interval [0, 1] as if they were legitimate probabilities.
In the next section we show how approximations can be calculated for various
performance measures, including the rejection probability, the delay probability for
accepted customers, and the first two moments of both the queue size and the delay in
queue of an an accepted customer. These approximations turn out to be surprisingly
accurate and improve approximations earlier obtained in Tijms [2]. A question that
remains open is how to fit an appropriate probability distribution to the waiting-time
distribution of an accepted customer by matching the delay probability and the first two
moments of the waiting time. We were not able to find a proper fit to the waiting-time
distribution, which is concentrated on the finite interval [0, ND/c].
2. MULTISERVER M/D/C/C + N QUEUE
In the multiserver case with c available servers, no explicit expressions can be derived
for approximations to the state probabilities and waiting-time probabilities. By replac-
ing the deterministic service time by the two-phase process described in Section 1, we
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can use standard continuous-time Markov chain analysis to write down the equilibrium
equations for the microstate probabilities
pnk = lim
n→∞ P {at time t there are n customers present and k of
the min(n, c) services in progress are in phase 1}
for n = 1, 2, . . . , N + c and k = 0, 1, . . . , min(n, c) together with the equilibrium
probability p0 = limt→∞ P(at time t the system is empty). The linear equations for
the pni and p0 must be numerically solved in the multiserver case. (In the single-
server case, an explicit expression for the state probabilities was obtained in Tijms
and Staats [3].) In practical applications, the computational effort to do so will be
not be a bottleneck. Once we have computed these microstate probabilities, we have
approximations for the performance measures:
Prej = the long-run fraction of customers who are rejected
Pdelay = the long-run fraction of accepted customers who have to wait
E(Lq) = the expected value of the queue size Lq in steady state
σ(Lq) = the standard deviation of the queue size Lq in steady state.
Denoting by Wq the waiting time in queue of an accepted customer arriving in the
steady state, we proceed as follows to compute approximations to the expected value
and the standard deviation of Wq.
Obviously,
Prej =
c∑
k=0
pN+c,k and Pdelay =
N+c−1∑
n=c
c∑
k=0
pnk
1 − Prej .
For the approximating system, define the random variable
Wnk = the conditional waiting time of an accepted customer
who finds upon arrival the system in state (n, k)
and its Laplace-Stieltjes transform
fn,k(s) = E[e−sWnk ]
for n = c, . . . , N + c − 1 and k = 0, 1, . . . , c. Letting
fc−1,k(s) = 1 for k = 0, 1, . . . , c,
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we have that the fn,k(s) satisfy nested systems of linear equations. For n = c,
fc,0(s) = cγ
cγ + s
[
r2fc−1,0(s) + (1 − r2)fc,1(s)
]
,
fc,k(s) = cγ
cγ + s
[
k
c
{r1fc−1,k−1(s) + (1 − r1)fc,k−1(s)}
+ c − k
c
{r2fc−1,k(s) + (1 − r2)fc,k+1(s)}
]
,
fc,c(s) = cγ
cγ + s
[
r1fc−1,c−1(s) + (1 − r1)fc,c−1(s)
]
.
For each n = c + 1, . . . , c + N − 1,
fn,0(s) = cγ
cγ + s
[
r2fn−1,1(s) + (1 − r2)fn,1(s)
]
,
fn,k(s) = cγ
cγ + s
[
k
c
{r1fn−1,k(s) + (1 − r1)fn,k−1(s)}
+ c − k
c
{r2fn−1,k+1(s) + (1 − r2)fn,k+1(s)}
]
,
fn,c(s) = cγ
cγ + s
[
r1fn−1,c(s) + (1 − r1)fn,c−1(s)
]
.
These equations follow easily from fn,k(s) = E
[
e−sWnk
]
by the memoryless property
of the exponential distribution and by a conditioning argument (decompose Wnk as
the time until the first completion of a service phase plus the remaining waiting time).
Taking the first and second derivatives of the fn,k(s) at s = 0, we can approximate
E(Wq) and E(W2q ) by
E(Wq) =
c+N−1∑
n=c
c∑
i=0
− pni
1 − Prej f
′
n,i(0),
E(W2q ) =
c+N−1∑
n=c
c∑
i=0
pni
1 − Prej f
′′
n,i(0),
respectively. The f ′n,i(0) and f ′′n,i(0) can be computed by solving nested systems of
linear equations. It is straightforward to write down these linear equations. We omit
the technical details.
In Table 1 we give for several examples the approximate values for the various
performance measures together with the simulated values, where, in each case, 20
million customer arrivals were simulated. The system load ρ is defined by ρ = λD/c.
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TABLE 1. Results for the M/D/c/c + N Queue
c = 2, N = 3, c = 2, N = 3, c = 10, N = 5, c = 10, N = 5,
ρ = 0.9 ρ = 1.2 ρ = 0.9 ρ = 1.2
App Sim App Sim App Sim App Sim
Prej 0.087 0.087 0.215 0.215 0.038 0.038 0.183 0.182
Pdelay 0.705 0.702 0.881 0.879 0.515 0.507 0.883 0.884
E(Lq) 0.839 0.844 1.489 1.498 1.006 0.996 2.692 2.720
σ(Lq) 1.002 1.002 1.076 1.075 1.475 1.474 1.714 1.709
E(Wq) 0.510 0.513 0.791 0.796 0.116 0.115 0.275 0.277
σ(Wq) 0.488 0.486 0.498 0.495 0.155 0.154 0.177 0.172
How about the waiting-time probabilities? The first approach we tried is to apply
numerical Laplace inversion to
∫ ∞
0
e−sxP(Wq > x) dx = 1 − E(e
−sWq)
s
with
E
[
e−sWq
] = 1 − Pdelay +
N+c−1∑
n=c
c∑
i=0
pnifn,i(s).
The values of fn,i(s) required in the Laplace inversion algorithm (see Appendix F in
Tijms [2]) must be numerically computed by solving systems of linear equations.
This approach leads to approximations for P(Wq > x) that are not always satisfactory
[e.g., for c = 1, ρ = 0.9, and N = 1, the resulting approximate values of P(Wq > x)
are 0.307 and 0.122 for x = 0.5 and x = 1, whereas the exact values of P(Wq > x)
are 0.363 and 0.086, respectively]. This finding is somewhat surprising in view of the
fact that the approximations to the state distribution of the number of customers in
the system and to the first two moments of Wq are extremely good. In most cases, the
approximations for P(Wq > x) obtained by Laplace inversion are practically useful.
The quality of numerical results in the example with c = 2, N = 3, and ρ = 0.9 are
representative: The conditional probability P(Wq > x | Wq > 0) has the values 0.652
(0.668), 0.274 (0.275), 0.134 (0.131), 0.050 (0.040), and 0.011 (0.005) for x = 0.5,
1, 1.25, 1.5, and 1.75, respectively, where the values in parentheses indicate the exact
values obtained by simulation (50 million customer arrivals). For the example with
c = 2, N = 3, and ρ = 1.2, the values 0.799 (0.804), 0.226 (0.233), 0.094 (0.076),
0.025 (0.009), and 0.0028 (0.0001) are obtained for x = 0.5, 1, 1.5, 1.75, and 1.95,
respectively.
We also tried to fit a simple distribution to the waiting-time distribution of the
delayed customers by matching the first two moments. However, using a two-moment
match with the beta or the gamma distribution was not very successful. The probabil-
ity distribution function P(Wq ≤ x) is concentrated on the finite interval [0, ND/c].
Also, we tried approximations based on weighted sums of exponential functions on
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this finite interval, but this was not successful either. It remains to be further inves-
tigated how to approximate the waiting-time distribution through the very accurate
approximations to the first two moments of the waiting time.
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