This paper discusses the potential of using computer vision systems to determine the usage of architectural spaces with the assistant of cameras. It describes a motion analysis system and explores how this functionality can be used by intelligent spaces to interact with the users or to assess their usability, in short-term, long-term or periodically.
INTRODUCTION
Computer Vision is the research field of Computer Science that aims to develop computer-based systems with the ability of "understanding" the visual content of images and videos. The input of computer vision systems is digitised images and/or videos and the output is some kind of description of the visual content.
A digitised image is represented by an array of pixels. In the case of grey images, each pixel has an integer value, usually in the range 0-255. In colour images, pixels are characterised by a triplet of integer values in the same range that correspond to the three colour channels (red, green, blue). A video is assumed as a sequence of images/frames.
Motion analysis is the subfield of Computer Vision that deals with the characterisation of motion of objects. Automated motion analysis is used for a variety of applications, such automated visual surveillance, human-computer interaction, video compression, computer graphics, etc. This paper will focus on the capabilities of an automated motion analysis system. Such a system allows an intelligent interactive installation to observe the activities within its space and memorise them using mathematical models. Interaction is possible with either individual people or groups of people. Short-term interactions can be supported by the immediate interpretation of the observed activities. However, longterm and periodic interactions can also be supported, exploiting the "memory" of the system. These capabilities can be used by an intelligent building, not only to allow interaction with users but also to assess the usability of its space. In the context of a live, dynamic architectural space, Computer Vision provides the "eyes", the "visual perception" and the "memory" of the system
MOTION ANALYSIS SYSTEM
This section will describe the architecture and the installation of KUESS (Kingston University Experimental Surveillance System) (see Fig.1 ). Although KUESS was developed for surveillance purposes, we will explain later how its functionality can support an intelligent interactive space installation.
Coverage of area from KUESS
The system has multiple cameras-"eyes" that can de deployed on a wide space. Each camera is characterised by the visible FOV (Field-Of-View) -this defines the regions that an individual camera will image. In cases where the camera view extends to the horizon, a practical limit on the view range is imposed by the finite spatial resolution of the camera or a practical limit on the minimum size of reliably detectable objects (Fig.2) . The camera FOV is defined as the area that encompasses all the regions within the camera view, including occluded regions.
On the system level, the network FOV encompasses the visible FOVs of all the cameras in the network. Where a region is occluded in one camera's visible FOV, it may be observable within another FOV (i.e. overlap). Finally the virtual FOV covers the network FOV and all spaces in between the camera FOVs within which the target must exist. The "boundaries" of the system represent locations from which previously unseen targets can enter the network. That implies that some "gaps" of the network FOV may not be seen by any camera. 
System Calibration
The relationships between the FOVs of cameras and the scene can be explicitly determined through manual calibration of the system.. Manual calibration determines the exact positions and orientations of the system camera with respect to a 3D common coordinate system of the scene.
However, because manual calibration can be tedious for large systems or inappropriate for active systems, KUESS supports a bunch of self-calibration methods that establish relations between the FOVs of different cameras. (1), (2).
KUESS Installation
KUESS was realised using 6 digital cameras, 7 Pentium III PCs, running Fedora/Redhat Operating Systems (one for the central server and one for each camera). The algorithms were implemented in C/C++ and Matlab. PostgreSQL was used to implement the database of the system. The whole system was networked using Ethernet 100Mbps.
MOTION ANALYSIS AND INTELLIGENT SPACES
This section will describe in more details the different software components of KUESS and it will discuss how they can be utilised for the purposes of an Intelligent Space System.
Motion Tracking
The video stream of each camera individually is processed by a motion detection module (3). The motion detection module is responsible for identifying the regions of each frame of the video that motion exists and therefore can be associated to moving objects. For instance, Fig.3a depicts a frame of a video stream, while the black areas of Fig.3b highlight the regions that have been detected by the motion detection module. Motion detection uses the visual information of the previous frames and is generally based on the assumption that variations of pixel values over time are caused due to the motion of the objects. The motion tracking module (4) associates the detected regions by motion detection for consecutive frames, using criteria such as the special proximity, the velocity, the size and the shape of these regions. The aim of motion tracking is to provide the motion history of each moving object, within the visible FOV of the camera. The motion history of each object is visualised by a trajectory, a sequence of image points that have been identified as centroids of the object on the image plane (Fig.4) .
The trajectories observed by the cameras of the system are stored in the central database. The 3D motion tracking (2) module combines these trajectories to reconstruct the motion history within the network FOV, which is represented with a trajectory in a 3D world coordinate system. The motion tracking module is able even to track targets even through the unseen "gaps" of the network FOV (5). This is succeeded by exploiting the knowledge of the camera positions and orientation in the space and/or the statistics of observed activity between cameras.
Both the motion tracking and the 3D motion tracking modules are capable to follow the motion of multiple objects at the same time. The system can work satisfactory, as long as targets can be distinguished between them for the majority of time. However, this is not always possible in crowded environments. Tracking of crowds is a challenge for motion analysis systems and many research projects currently attempt to provide reliable solutions. For instance, (6) attempts to succeed tracking of each individual person of groups or crowds of people. In (7) the aim is to analyse and characterise the motion of the whole crowd as one entity. 
Support of short-term interactions
According to the above description, a motion analysis system such as KUESS is capable to follow the motion pedestrians either within the visible FOV of a single camera or even within the whole network FOV of the system. Such information can be potentially used by an interactive space system to immediately react to the users' activities.
Because the system is able to track single persons, multiple persons at the same time, or groups of people or crowds, different levels of interactions (single person, multiple persons, groups, crowds) can be supported.
Machine Learning
Machine Learning techniques are used to build models of the scene and the activities within the scene, using the image plane and the 3D trajectories of the database. Such models describe patterns of activity by multiple users and over longer periods of time. Unsupervised Learning algorithms were developed to allow automatic construction of these models.
A scene model is reconstructed using a reverseengineering approach. The structure of an architectural space influences or enforces types of activities. The surveillance system is able to observe these activities and use them to reconstruct an activity-based model of the scene. The whole approach is explained in Fig.5 . A variety of unsupervised techniques have been developed to learn different types of activity-based semantic features of the scene (8) . The various models that are used to represent the scene features capture both the spatial extent of them and the frequency of their usage.
For instance, methods based on the ExpectationMaximisation algorithm are able to recognise the entry/exit points of a scene, usually related to the gates and doors, or areas that people normally stop, usually related to a resting area (chairs, bench) or an area that attracts the interest of the users. Fig.6 and Fig.8 visualise some results from the KUES installation.
Another example is a clustering algorithm that identifies the common "routes" that are used in the scene by the users. The routes are based on geometric models, augmented with probabilistic models, so that they can capture both the spatial extent of the routes and the frequency of their usage. (Fig.7 ) Further analysis of the route models of a scene provides clues for other scene features, such as path segments (pavements, roads, corridors, etc) or junctions. These features are extracted using computational geometry and Fig.9 provides such an example.
Analysis of the observed activity over very long periods was used to discover patterns of activities over time. For instance, Fig10b and Fig.10c show the amount of usage of the route of Fig.10a , over a 24 hour cycle. In that diagram, it is obvious that the users of the space enter the building between 8am and 11am and leave the building between 4pm and 7pm.
Support of long-term interactions
The above section explained how KUESS is able to determine models of the scene and the associated activity, as the result of accumulation of observations over long period of times from multiple users. Such information can be potentially used by an interactive space system to react to patterns of activity of the general public, as observed over long period of times.
Observed periodic patterns of activities over time can also be exploited to adjust the Interactive Space to the necessities of particular time sessions. For instance, based on the observations of Fig.10 , an intelligent building could facilitate the entrance of people in the morning and the exit in the afternoon.
Additionally, the scene models that are extracted by the activity observations can be used by an active architectural installation to assess the usability of the current structure and adapt dynamically, according to the users' requirements, as they are expressed by their activities. 
CONCLUSIONS
This paper described the capabilities of KUESS, a motion analysis system that has been developed for surveillance purposes. Such a system can provide an Intelligent Space with real-time information about the motion of users within the Intelligent Space. This information can be utilised for short-term interactions between the users (single person, multiple persons, groups, crowds) and the Intelligent Space.
Also, KUESS constructs models of the scene and the activity over longer periods from multiple users. Such information can be used by the Intelligent Space to assess its usability, adapt its structure and re-act to the general tendencies of behaviour of the general public.
