Abstract Gene regulatory network (GRN) modelling has gained increasing attention in the past decade. Many computational modelling techniques have been proposed to facilitate the inference and analysis of GRN. However, there is often confusion about the aim of GRN modelling, and how a gene network model can be fully utilised as a tool for systems biology. The aim of the present article is to provide an overview of this rapidly expanding subject. In particular, we review some fundamental concepts of systems biology and discuss the role of network modelling in understanding complex biological systems. Several commonly used network modelling paradigms are surveyed with emphasis on their practical use in systems biology research.
Introduction
Gene expression-the process by which information embedded in DNA is used to synthesise biologically functional molecules-is a complex and tightly regulated process, which lies at the heart of molecular biology. To illustrate the complexity of a gene regulatory system, let us consider a hypothetical system shown in Fig. 1 . At the chromatin level, DNA accessibility is controlled by DNA modification (Suzuki and Bird 2008) , histone modification (Strahl and Allis 2000) , and nucleosome positioning (Jiang and Pugh 2009) . At the transcriptional level, gene expression is regulated by a combination of transcription factors, cofactors, and insulators (Sutherland and Bickmore 2009) . After transcription, the primary transcripts may be alternatively spliced, giving rise to multiple protein isoforms that may have distinct biological properties (Barash et al. 2010) . The spliced mRNA transcripts are exported to the cytoplasm where some of them are translated into proteins whereas others are degraded (through microRNA-mediated silencing for example Bartel 2009 ). Furthermore, some proteins may be degraded by different mechanisms such as "nonsensemediated decay" (Mendell et al. 2004) . Eventually, some proteins are folded and post-translationally modified to become fully functional. Some of these functional protein molecules are involved in the signalling pathways that regulate the transcription of other genes and even their own genes. To further complicate matters, each cell constantly receives signals from the external environment through a range of signalling mechanisms (e.g. signals from the extracellular matrix or neighbouring cells). And this is only the story of So how can one unravel and understand the complexity of this enormous regulatory system? To solve this problem, traditional molecular biology has adopted a bottom-up solution, which was neatly summarised by pioneer molecular biologist William Astbury: "[molecular biology] is concerned particularly with the forms of biological molecules and with the evolution, exploitation and ramification of those forms in the ascent to higher and higher levels of organisations." (Astbury 1961) . In other words, molecular biology is a divideand-conquer approach to understand complex biological processes. This approach has been very successful in delineating many aspects of the cellular regulatory system for the past 50 years. Nonetheless, such an approach has limitations: it is inherently ineffective when interactions between molecules play a much more important role than the molecules themselves (Ahn et al. 2006) . Such a limitation is clearly exemplified by various complex and chronic diseases, such as cancer, heart failure, diabetes mellitus, and asthma, whose pathogenesis is likely multifactorial and driven by complex interactions among many molecular constituents and environmental factors (Ahn et al. 2006) . Besides this practical limitation, the reductionist approach also suffers from a deeper philosophical problem by implying a one-way causation from gene to phenotype, which implicitly down-plays the important role of the multiscale interactions of molecular, cellular, physiological, and environmental components as part of the multifactorial causal agent (Noble 2008) . Systems biology attempts to overcome these limitations by taking a topdown approach to understanding the molecular system as a whole. Instead of viewing the complex network from the lens of individual molecules, systems biologists seek to study collective properties of molecules, such as system stability, robustness, and evolvability (Huang 2004; Kitano 2007b ). In our view, the reductionist and the systems approach to understand complex biomolecular systems are largely complementary. Molecular biology is more powerful at revealing details of local molecular interactions whereas systems biology is better at understanding emergent properties that are not apparent when analyzing only a small number of molecules. Therefore, they should be viewed as two complementary approaches to deal with biological complexity: in a sense, molecular biology dissects complexity whereas systems biology embraces complexity.
While molecular modelling is central to molecular biology, network modelling is central to systems biology (Lander 2010) . Network models are indeed very powerful for analysing complex biological systems, especially the gene expression system. A network model of gene regulation is commonly referred to as a gene regulatory network (GRN). It is important to note that a GRN is an abstract construct rather than a physical entity. Different authors have used the term "gene regulatory network" to refer to different aspects of gene regulation, such as transcription factor binding, cellular signalling, genetic epistatic interaction, and gene coexpression. All these network models are essentially only a small projection of the true biological regulatory system , and each of them reveals different properties of the underlying system. A typical GRN models the states (activity or other properties) of one of more kinds of these biomolecules (e.g. genes, transcription factors, and signalling molecules) as nodes. These nodes may be connected by direct and/or indirect edges. Edges may represent physical interactions, causal relations, or functional associations. For example, one class of GRN is called a transcriptional regulatory network (TRN) because it mainly models transcriptional factor-mediated regulations. In a typical TRN, two types of nodes are present: genes and transcription factors. Each edge in a TRN represents binding of transcription factor to the promoter of a target gene. In general, the choice of the type of nodes or edges typically depends on the availability of data and the application of the model.
Once the scope of the regulatory model (e.g. gene coexpression network, transcription factor-binding network, signalling pathway network, etc.) is defined and relevant data are collected, it is possible to computationally construct and represent the GRN using a network modelling paradigm such as graph models, Boolean networks, Petri nets, differential equations, or probabilistic Bayesian networks. Each modelling paradigm specifies rules for construction, representation, and manipulation of a model. These modelling paradigms differ in computational complexity, expressiveness, and the type of downstream analysis they can perform. Some models are good for network structure analysis whereas some are better for network dynamic analysis. The construction of a network model is sometimes called network inference or network reconstruction. Network models can be inferred from experimental data or constructed from pre-collected data in various molecular interaction databases. Once a GRN is computationally encoded using one of these modelling approaches, network properties can be easily simulated or analysed using tools from graph theory, control theory, probability theory, and complex network science. We use the term network modelling to refer to the collective activity of network model inference, simulation, and analysis.
Many of the early network reconstruction algorithms focused on building network models from microarray gene expression data (Liang et al. 1998; Chen et al. 1999; D'haeseleer et al. 1999; Friedman et al. 2000; de la Fuente et al. 2002; Gardner et al. 2003) . As experimental technology has rapidly evolved in the last decade, we can now perform a larger range of high-throughput experiments, including highthroughput genotyping, quantitative protein expression profiling by mass spectrometry, protein-protein interaction analysis by high-throughput yeast-two-hybrid systems, and protein-DNA interaction mapping by microarray and sequencing technologies. Perhaps the most breathtaking development of the last few years is the advancement of massively parallel sequencing technology (the so-called next-generation sequencing or NGS) (Metzker 2010) . NGS technologies provide a means to rapidly sequence massive amounts of short DNA fragments using a relatively small amount of starting material. In combination with various experimental procedures, NGS has enabled many novel types of genome-wide profiling approaches including RNAseq for transcriptomic analysis (Wang et al. 2009 ), ChIP-seq for profiling of transcription factor binding and chromatin modification analysis (Park 2009) , and DNA methylation analysis (Laird 2010 and Goto 2000), PID (Schaefer et al. 2009 ), and JASPAR (Sandelin et al. 2004) . To capitalise on this mountain of data, the current trend is toward largescale integrative analysis on multiple types of data and prior biological knowledge (Hawkins et al. 2010) . Network models provide a natural means for such integration since many cellular regulatory and interaction events can be easily represented by a network of interconnected nodes (Fig. 2) . Many general reviews on GRN modelling techniques are already available (de Jong 2002; Brazhnik et al. 2002; Szallasi et al. 2006; Schwartz 2008; Karlebach and Shamir 2008) . However, it is often difficult to navigate through the sea of modelling techniques. Instead of being another technical exposition, this review aims to clarify the motivation and principles of network modelling, and discuss the practical application of some widely used modelling paradigms.
Structural modelling and analysis
The use of graph models to represent the structure of GRNs is particularly attractive as they are intuitive, easy to visualise, and have access to a range of analytical tools from graph theory and complex network analysis (Strogatz 2001; Newman et al. 2006; Barabási 2007) . Gene expression systems can be modelled such that nodes represent genes and directed signed (+ or −) edges represent activation or repression between two genes by some cellular mechanisms (see Fig. 3 for an example). A GRN can be constructed by integrating transcriptional factor-binding data from databases, chromatin immunoprecipitation (ChIP) experiments and microarray profile data. Prominent early examples include the construction and analysis of GRNs of Escherichia coli Ma et al. 2004; Salgado et al. 2006) , yeast (Guelzim et al. 2002; Lee et al. 2002; Luscombe et al. 2004; Tong et al. 2004) , and humans (Rodriguez-Caso et al. 2005; Franke et al. 2006) .
The structure of a network is often characterised by a set of network statistics which summarise the global network properties. These statistics are often referred to as topological features. Commonly used topological features include node degree distribution, longest path length and average clustering coefficient. These topological features are mathematically motivated, but have been widely adopted to the analysis of real-life networks such as the Internet, social networks and biological networks. Many of these topological features are also biologically relevant. For example, the out-degree of a node in a GRN measures the number of genes a regulator directly controls. Similarly, network path length and clustering coefficient measure the signalling distance and the local communication density respectively. These two measures have been used as a measure of the local communication efficiency in a transcriptional regulatory network (Luscombe et al. 2004; Balaji et al. 2006) . The study of network structures can also reveal the underlying robustness of a system, which has significance in the study of genome evolution (Wagner 2000 (Wagner , 2003 Ho and Charleston 2007) and drug discovery (Kitano 2007a) . At the local level, biological networks can be studied in terms of network motifs. A network motif is defined as a subgraph that is over-represented in a network compared with a randomised network of the same degree distribution . Commonly occurring biological network motifs include the single-input module (SIM), feed-forward loop (FFL), bi-fan, and multiple-input module (Alon 2007 ) (see Fig. 3b ). The prevalence of these network motifs suggests that nature might have selected for these building blocks during the evolution of complex biological networks due to the selective advantage of these regulatory patterns (Conant and Wagner 2003) , but the actual evolutionary processes involved are still being actively investigated.
The structure of a GRN is highly dynamic, in the sense that edges may be present or absent in response to different environmental or cellular conditions. This "rewiring" of a network is captured by a set of condition-specif ic networks. For example, by comparing the structure of the transcriptional subnetwork of yeast under exogenous and endogenous conditions, Luscombe et al. found that subnetworks have evolved to produce rapid, large-scale responses in exogenous states, while having coordinated processes in endogenous conditions (Luscombe et al. 2004) . Such changes in network topology enable the cell to mount effective responses to cope with diverse and sudden changes of the external environment. At the molecular level, this change corresponds to activation or inhibition of certain transcription factors by metabolites or proteins induced by different environments.
Direct network comparison is another active research endeavour, whose goal is to identify biologically interesting patterns by comparing the structure of two or more biological networks (Sharan and Ideker 2006) . A new class of problem called network alignment seeks a node-to-node mapping that best matches two graphs based on certain optimization criteria. A score is then assigned to each alignment to assess the goodness of the match. Therefore, network alignment is a natural approach to measure distance (i.e. difference) between two networks. Phylogenetic trees can even be generated by aligning metabolic pathways (Ogata et al. 2000; Heymans and Singh 2003) and gene regulatory networks (Trusina et al. 2005) . The conservation and divergence of pathways have also been discovered through protein interaction network alignment (Kelley et al. 2003; Liang et al. 2006) . Research in this area is still in its infancy, but its development is anticipated to be as important as that of the sequence alignment methods (Sharan and Ideker 2006) .
Using the aforementioned techniques, simple structural analysis of a GRN can often yield surprising and valuable insights about its underlying gene regulatory system. Figure 3a shows a GRN of E. coli that was reconstructed by mining transcription factor-binding data from RegulonDB (Salgado et al. 2006) . This network consists of 1,306 genes and 2,981 interactions. It has a relatively short longest path length (6; a gene can at most affect six levels of downstream genes), and a high proportion of FFLs (on average 1.05 FFLs per gene). This shows that local gene-to-gene communication is probably very efficient. There are 18 disconnected network components, in which the largest contains 92% of the genes. Upon visual inspection, a smaller number of interconnected hub genes are found in the core of each network, while a large number of SIM are found at the periphery of the network. This network structure is significantly different from randomly rewired networks that have the same degree distribution, indicating that these network properties may have some functional significance in genome evolution (Ho and Charleston 2007) . This example illustrates the power of simple network structure analysis.
Besides the empirically derived GRNs described above, another similar but fundamentally different type of graph model has been used in the literature. It is called the gene coexpression network (Carter et al. 2004; Choi et al. 2005; Zhang and Horvath 2005) . In a coexpression network, an undirected edge is placed between two genes if they have highly similar expression patterns across multiple measurements. A coexpression network is usually inferred by pairwise comparison of gene expression profile in a microarray dataset. The general idea is that genes with similar expression patterns are likely to be coregulated, based on the guilt-by-association principle (Quackenbush 2003; Wolfe et al. 2005) . Although similar kinds of analytical tools can be used to study both GRNs and coexpression networks, their results should be interpreted differently since they generally have quite different network topologies (Balaji et al. 2006 ) and the meaning of the edges is very different. Each edge in a coexpression network implies that the two connected nodes have highly similar expression pattern, but do not directly convey information flow or causality. Figure 4 illustrates how condition-specific coexpression networks can be constructed from a microarray dataset of eight genes. In this toy example, the pattern of expression changes is not apparent when we visually inspect the heat map alone. We can construct a coexpression network 
Gene coexpression networks
Gene expression data Pair-wise gene expression correlation for each biological condition by placing an edge between every pair of nodes (genes) that have a high Pearson's correlation coefficient between their expression profiles in that condition. By comparing the structure of the inferred coexpression networks, alteration in global coexpression pattern may become apparent (see Fig. 4 ). Differential coexpression analysis is useful for complementing other microarray analysis tasks such as differential expression analysis and differential variability analysis (Ho et al. 2008b) , and it is particularly useful for identifying large-scale gene dysregulation in human diseases (de la Fuente 2010). Besides the Pearson's correlation coefficient, other similarity measures have been proposed in the literature, including partial correlation (de la Fuente et al. 2004 ) and mutual information (Basso et al. 2005) .
Simulation modelling and analysis
Simulation is the most straightforward way to understand the dynamics of a model. GRN simulation plays an important role in addressing various types of biological problem, including (1) prediction of the future states of a set of target genes given the initial condition of the system, (2) evaluation of system stability under various perturbation conditions, and (3) generation of synthetic gene expression data given the network structure of a GRN. Intuitively, simulation can be carried out in any GRN model that contains a precise description of how the expression of one gene (or a set of genes) is quantitatively affected by its regulator(s). There are many different ways (i.e. models) in which gene expression dynamics can be simulated, such as rule-based models, regression-based models, logical models, and stochastic models.
Coupled ordinary differential equations (ODEs) have been widely used to model real-life systems in science and engineering. The application of ODEs to model GRNs is also widespread because ODEs can be easily simulated via a wide range of numerical techniques such as Euler and Runge-Kutta methods.
The central idea is to model the rate of change of each reaction as a set of differential equations. These differential equations are coupled, which means the rate of change of the expression of a gene is affected by the current expression level of other genes. When formulating an ODE model, it is important to choose the right balance between model complexity, identifiability, and interpretability. Generally, the parameters in the ODE models can either be determined experimentally or from prior knowledge. A complex model may require specification of many parameters, which may not be reliably estimated if only a limited amount of experimental data is available. Therefore it is usually impractical to model all the physical biomolecular processes in a GRN (such as transcription, translation, translocation, and so on). Many have proposed to model functional relationships among genes instead. One simple approach is to model the influence of the regulators of a target gene's expression as a linear function (e.g. Chen et al. 1999 ). If it is more desirable to model non-linear regulatory relationships, one can choose to use other functional formulations, such as the Hill function (Hill 1910; Hofmeyr and CornishBowden 1997; Mendes et al. 2003) and the piecewise linear model (Glass and Kauffman 1973) .
Boolean networks and Petri nets are two other interesting simulation modelling approaches. They have simple rules for simulation and in many cases are easy to construct. Moreover, the simple structure of these models enables us to analyse network dynamics without explicitly carrying out a simulation.
Boolean networks were introduced for gene network analysis by Stuart Kauffman over 40 years ago (Kauffman 1969) . This model considers a set of genes as binary switches, and the state of each gene is governed by a set of well formed transition functions (Fig. 5) . The state of a Boolean network is the ordered set of Boolean variables in the system. For example, a system consisting of two variables can have four different states {(00),(01),(10),(11)}. Since there is a finite number of states (2 n states for a network of n genes), and transitions among states are completely determined by the transition functions, it is possible to construct the transition state space of a Boolean network. Since a Boolean network is a deterministic model, each state can transition to at most one other state. By analysing the structure of the state space, it is possible to easily identify states of sets of states that does not transition to other states, and therefore form an attractor state of the system. These stable attractor states correspond to the steady states of a biological system. Changes of steady states are typical of many biological processes, including stem cell differentiation and cancer metastasis (Huang 2010; Huang et al. 2009 ). Boolean networks therefore provide a simple tool to analyse steady state dynamics.
An interesting application of a Boolean network is the study of feedback cycles in GRNs (Kwon and Cho 2008; Kim et al. 2008) . By studying the structure of the state space and particular trajectories, the dynamic behaviour of the system can be analysed without any actual simulation of the system. For example, Aldana et al. studied the Boolean transition state space of the dynamics in a scale-free network, and the effect of gene duplication on the evolvability and robustness of a gene network (Aldana 2003; Aldana et al. 2007) .
Another advantage of Boolean network models is that they are often very easy to simulate, which facilitates efficient and large-scale network simulation analysis (see Helikar et al. 2008 for an example of signal transduction network simulation using a Boolean network). Inference of Boolean network transition functions from time-series microarray data is made possible by a number of reverse engineering algorithms (Liang et al. 1998; Akutsu et al. 2000; Martin et al. 2007 ). The general principle is to extract the rules of state transitions from the expression profiles of multiple time points or gene perturbation experiments. These inference algorithms were shown to reliably produce the gene expression dynamics observed in the expression profiles. The ability to build a model that captures the dynamic behaviour of a gene expression system has made Boolean networks a very attractive tool for microarray analysis. A Boolean network assumes that state transition is a deterministic process, but sometimes it is more suitable to model state transition as a non-deterministic process. In this case, a Petri net is more suitable (Fig. 5d) . A Petri net (Petri 1962 ) is a well-established model for describing a system of concurrent processes. The basic concept of Petri net modelling is reviewed by Reisig et al. (Reisig 1985; Reisig and Rozenberg 1998) , and has recently been applied to model cellular regulatory networks (Goss and Peccoud 1998; Pinney et al. 2003; Steggles et al. 2007) .
In modelling gene expression systems, a gene is represented by a place and its gene expression level is represented by the number of tokens it holds. The state of a Petri net is called a marking, and is defined as the distribution of tokens among the places. Tokens are moved by transitions. Whenever a transition fires, non-deterministically, tokens are consumed from one place and put in others. Similar to the Boolean network model, one of the most important applications of Petri nets is to analyse the properties of its state space (in this case, the marking space). Since this is a nondeterministic model, a marking can move to a number of possible markings.
Beyond the basic definition of Petri nets, the model can be extended to cope with some more sophisticated cases. In particular, places can be weighted such that transitions are enabled only when the number of tokens in the input places exceeds its weight. Arcs can be weighted to specify the number of tokens to be consumed/transferred in one firing event. Another extension is called a hybrid Petri net, which allows the number of tokens in a place to be either an integer number or a real number. A hybrid Petri net is useful in modelling and simulating gene regulatory systems (Matsuno et al. 2000; Nagasaki et al. 2006) . While the hybrid Petri net representation is very similar to the standard representation of biochemical reaction pathways, it can also be used for quantitative simulation of system dynamics. Another interesting recent example of Petri net in GRN modelling is provided by Küffner et al. (2010) where they combined Petri network with Fuzzy logic to infer GRNs.
Probabilistic modelling and analysis
The Bayesian network is an entirely different modelling scheme. In a typical Bayesian network model, the expression of a gene can be modelled as a discrete or a continuous random variable, X i . The distribution of expression patterns of all the genes in a system can be captured by their joint probability density (JPD), P(X 1 , X 2 , ..., X n ), where n is the total number of genes in the system. If each variable has two possible states (i.e. it is a binary random variable), a complete JPD of n variables needs to specify the probability of 2 n different combination of states, which is prohibitively large for large n. One key idea in Bayesian network modelling is to decompose the JPD into a product of many lower dimensional conditional probability densities (CPDs) by exploiting conditional independence among variables.
The conditional dependency structure of the random variables can be summarised by a directed acyclic graph (for example, Fig. 6a ). It is important to note that the directed edges in a Bayesian network merely convey information about conditional dependency among variables, which has a very different meaning from an empirically determined GRN or a gene coexpression network. Therefore direct comparison of a Bayesian network structure to those that do not have a probabilistic meaning can be misleading. Given a Bayesian network, one is able to perform various probabilistic queries about the marginal distribution (hence the An example Bayesian network with three nodes. The directed acyclic graph shown in (a) depicts the conditional dependency structure among the three variables. Dynamic information can be encoded in a dynamic Bayesian network (b), where the dependency structure between successive time points (t and t+1) is explicitly modelled. An intervention to a variable in a Bayesian network, say node B in (c), has the effect of removing all its incoming edges in the network (say A→B). A Bayesian network which is consistent with all interventional events is called a causal Bayesian network. A Bayesian network is only one member of a larger family of probabilistic graphical models. Other popular probabilistic graphical models include Markov random fields (d) and factor graphs (e). All these probabilistic graphical models are well suited for integrative data analysis of multiple data types since they are flexible and are inherently capable of dealing with noise in the experimental data expected value) of any set of variables. The use of the Bayesian network formalism was first proposed by Pearl (1988) , and applied to analyse gene expression data by Friedman et al. in 2000 (Friedman et al. 2000 . Since then, it has attracted a lot of attention mainly due to its natural ability to deal with experimental noise in a principled manner (Friedman 2004) . The standard Bayesian network models the steadystate probability distribution of genes expression levels. To incorporate dynamical information from time-series data and gene perturbation data, a dynamic Bayesian network model can be used (Smith et al. 2003; Husmeier 2003; Zou and Conzen 2005; Dojer et al. 2006) . In a dynamic Bayesian network, each random variable denotes the gene expression levels at successive time points (time t and t + 1, see Fig. 6b ). Learning the structure of a large dynamic Bayesian network is usually computationally expensive and often requires a large time-series dataset for accurate estimation.
It must be emphasised that the directionality of an edge in a Bayesian network does not necessarily imply causality. The edge, B → C, implies that B and C are not conditionally independent, and their dependency is encoded in a CPD, P(C|B), which does not have the same meaning as "C is caused by B". To resolve this problem, Pearl (2000) introduced a crucial concept: the probability of a causal event must be described by interventional events, not by conditional events alone. He introduced a new notation, do(X = x) to denote an intervention event that set the value of X to x. In general, P(C|B = b ) = P(C|do(B = b )) since do(B = b ) implies that B = b with probability 1, whereas the probability of the event B = b is dependent on its parents through the CPD P (B| parents(B) ) in a Bayesian network. In other words, an intervention, do(B = b ), has the effect of removing all incoming edges of node B in the corresponding Bayesian network graph (Fig. 6c) , whereas, an observation, B = b , does not alter the graph structure at all. A Bayesian network is said to be a causal Bayesian network if the network structure (and all the subgraphs induced by all possible intervention events) is consistent with the observed interventions. Therefore, it is necessary to have interventional data (in the case of gene expression system, data from gene knock-out or knock-down experiments) are required to learn a causal Bayesian network model. An elegant example of causal Bayesian network learning can be found in Sachs et al. (2005) , .
Bayesian networks actually belong to a large family of modelling techniques called probabilistic graphical modelling (Koller and Friedman 2009) . The Bayesian network is a directed graphical model and the directionality of the edges are encoded by the set of CPDs. There are other undirected graphical models, and two of the most common undirected graphical models are Markov random fields (Fig. 6d ) and factor graphs (Fig. 6e) . These models allow more complicated relationships between nodes (such as feedback loops) to be modelled since they allow the JPD to be decomposed into any arbitrary positive functions (called potential functions, or factors) instead of restricting those functions to be probability density functions. With well-designed potential functions, one can perform inference and learning of these undirected networks efficiently using a range of exact or approximate algorithms.
Probabilistic graphical models are gaining popularity in systems biology due to their flexibility and a large range of well-studied analysis tools (Friedman 2004) . Probabilistic modelling is particularly attractive for integrating prior biological knowledge (such as signalling pathway structure) and diverse experimental data (gene expression profiles, protein-protein interactions) in a principled manner, and this can be exemplified by several recent applications in the area: (Segal et al. 2003; Ho et al. 2008a; Gat-Viks et al. 2006; Vaske et al. 2010) .
Discussion
The success of modelling any biological system relies on having a well-posed biological question and an appropriate choice of modelling strategy (Endy and Brent 2001; Noble 2002) . As genetic and biochemical knowledge about how individual genes and biomolecules interact becomes increasingly available, the challenge is to construct models at the right level of abstraction with the right modelling tools for a specific task (Bornholdt 2005) . A GRN model can be used for several purposes: (1) hypothesis generation, (2) critical evaluation of multiple alternative biological hypotheses when direct experimentation is impossible or expensive, and (3) summarisation and communication of knowledge about a system. A model is a tool for information extraction, and it is only useful if it is carefully utilised throughout the planning and execution of a research study. A GRN model by itself is of little value if it does not affect the data interpretation or the design of downstream experiments.
Prior to modelling, one should examine the type of analysis that will be of the greatest value. Some modelling paradigms are better suited for model inference (like Bayesian networks), some are better for model analysis (like graphs or Boolean networks), and some are more suitable for simulation (like ODEs). It is important to keep in mind that a model is a representation of the underlying system according to some characteristics: no model tells you everything about the system, simply because it is not the actual system, and a lot of rational decisions have to be made during the modelling process. This principle is perhaps best summarised by the eminent statistician George E. Box: "Essentially, all models are wrong, but some are useful." (Box and Draper 1986) .
Objective model evaluation is a major challenge in GRN modelling since it is often difficult to test whether a model is good enough. There is often no ground truth about the underlying regulatory network structure. This evaluation problem is particularly problematic when comparing a new network inference algorithm with other existing approaches. One evaluation criterion is based on network structure correctness, such as counting the number of true or false positive edges according to our existing biological knowledge, or checking whether the degree distribution is similar to other experimentally validated biological networks with similar characteristics (such as a power-law node degree distribution). It is also possible to assess a network inference algorithm using simulated expression data of some artificially created networks (Husmeier 2003; Mendes et al. 2003) . Although this method is objective, it is hard to test the assumption that the artificial network and the simulated data are biologically realistic. Recent collaborative efforts in gene network inference evaluation, such as the Dialogue on Reverse Engineering Assessment and Methods challenge (Stolovitzky et al. 2007) , are gaining momentum and are likely to catalyse the development of better gene network inference methodology.
Besides evaluation of models and network inference algorithms, a more subtle issue arises in verification and validation of the implementation of various network inference, simulation, and analysis algorithms. A theoretically sound algorithm may be implemented incorrectly, yet it is intriguing to find that many scientists tend not to see software as a separate entity from the underlying algorithms or models (Kelly and Sanders 2008) . However, it is increasingly recognised that there are novel challenges in testing bioinformatics software due to the large size of the input data, stochastic elements, and the use of sophisticated and computationally intensive algorithms. These problems are particularly relevant in the area of biological network simulation since in general there is no simple means to check whether the output generated by a deterministic or stochastic simulator is consistent with the programme specification. There are some initial efforts to systematically test newly developed biomolecular network simulators (Bergmann and Sauro 2008; Evans et al. 2008) . The current approach involves executing each simulator with multiple existing simulators on some well-studied input models and evaluating the consistency of the simulation results (Bergmann and Sauro 2008) . However, it is often difficult to judge what is the correct output when different simulators generate contradicting results, as has been noted that "As no authoritative result set exists, it is hard to devise a metric based on the simulation results, that would tell us whether a given simulation result is 'correct' or not" (Bergmann and Sauro 2008) . Some recent works have proposed to test this type of network simulation software by verifying that the outputs of multiple test cases adhere to some known necessary properties of the underlying models or algorithms Xie et al. 2009 ). Clearly more work in this area is needed to provide reliable software for network modelling.
With the rapid advancement in high-throughput profiling technologies, data generation is no longer a bottleneck in systems biology. On the other hand, data analysis becomes much more involved. Network modelling not only provides a principled means to combine heterogeneous data and prior biological knowledge, but more importantly, it forces us to better appreciate the true beauty of biological complexity. On this note, we hope the concepts and techniques reviewed in this article can further stimulate development of network modelling techniques and wider application of network modelling in systems biology research.
