Due to the shortcomings of the weakly supervised and fully supervised object detection (i.e., unsatisfactory performance and expensive annotations, respectively), leveraging partially labeled images in a cost-effective way to train an object detector has attracted much attention. In this paper, we formulate this challenging task as a missing bounding-boxes' object detection problem. Specifically, we develop a pseudo ground truth mining procedure to automatically find the missing bounding boxes for the unlabeled instances, called pseudo ground truths here, in the training data, and then combine the mined pseudo ground truths and the labeled annotations to train a fully supervised object detector. Furthermore, we propose an incremental learning framework to gradually incorporate the results of the trained fully supervised detector to improve the performance of the missing bounding-boxes' object detection. More importantly, we find an effective way to label the massive images with limited labors and funds, which is crucial when building a large-scale weakly/webly labeled dataset for object detection. The extensive experiments on the PASCAL VOC and COCO benchmarks demonstrate that our proposed method can narrow the gap between the fully supervised and weakly supervised object detectors, and outperform the previous stateof-the-art weakly supervised detectors by a large margin (more than 3% mAP absolutely) when the missing rate equals 0.9. Moreover, our proposed method with 30% missing boundingbox annotations can achieve comparable performance to some fully supervised detectors.
autonomous driving, etc. Object detection has been widely studied in the past few decades, and significant progress has been made with the success of deep convolutional neural networks (DCNNs) [4] [5] [6] .
Currently, the state-of-the-art object detection methods [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] are based on the fully-supervised learning (FSL) techniques, which usually train detection networks [4] , [18] on the large scale benchmarks (e.g. PASCAL VOC [19] , COCO [20] ) with instance-level annotations (i.e. boundingboxes). The key factor to their finer performance is the strong learning ability of the fully-supervised DCNNs and the availability of large scale labeled datasets with tight bounding-box annotations. However, the main shortcoming of these methods is that they require the accurate instance-level annotation for each object, which is extremely expensive and time-consuming.
To address the aforementioned issue, some works [1] , [2] , [21] [22] [23] [24] try to utilize the weakly-supervised learning (WSL) techniques to train a weakly-supervised detector (WSD) only under the supervision of image-level labels (e.g. "car", "chair", "cat", etc). The motivation behind these methods is that it is much easier to build a large scale benchmark with only imagelevel labels than to compile one with the accurate boundingbox annotations. However, we would like to note that the performance of WSDs are far behind the fully-supervised detectors (FSDs). This shortcoming (i.e. unsatisfactory performance) hinders the application of WSDs in some practical scenarios.
As to the disadvantages of the fully-supervised and weaklysupervised object detection methods, we would like to ask: is there a middle ground that can reduce the cost of instancelevel annotations while achieving an accurate object detector with satisfactory performance. A natural solution to this question is using images with partially labeled instancelevel annotations to train an object detector. Some existing methods [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] treat it as a semi-supervised problem, and employ the semi-supervised learning (SSL) techniques to solve it. However, these SSL based methods usually make use of the visual or semantic knowledge transfer technique to find the pseudo ground truth bounding-boxes for the unlabeled instances, which is complicated and impractical for large-scale object detection, especially for those hard images (i.e. images including multiple objects and some of them are occluded) in the real-world scenarios.
Attempting to overcome the above-motioned drawbacks of the existing semi-supervised object detectors, in this paper, we formulate object detection supervised under the partially labeled data as a missing bounding-boxes object detection problem. To be specific, we develop a pseudo ground truth mining (PGTM) procedure to automatically find the missing bounding-boxes for the unlabeled instances. Our proposed PGTM procedure is motivated by the recent success of the weakly to fully supervised learning techniques [1] , [2] , [24] . Instead of only relying on the image-level labels to train an object detector, we try to combine a small number of instance-level annotations labeled by humans for improving the detection performance. Our basic idea is that given the training data with partially labeled instance-level annotations, we first adopt the proposed PGTM algorithms to predict the bounding-boxes for all instances, which are treated as the pseudo ground truths in the following steps, and then these mined pseudo ground truth bounding-boxes and the partially labeled instance-level annotations are combined to train an object detector. For this purpose, we propose two combination methods (i.e. hard combination method and soft combination method), and fine details can be found in subsection IV-B.
Since only few instance-level annotations are available, the mined pseudo ground truth bounding-boxes in the PGTM procedure may still contain bias (i.e. the mined boundingboxes only cover parts of an instance) and errors (i.e. the mined bounding-boxes include too much background context), which will decrease the detection performance. To reinforce the quality of the mined pseudo ground truth bounding-boxes, we further propose an incremental learning (IL) framework to gradually incorporate the results of the trained FSD. Inspired by curriculum learning [35] , self-paced learning [36] , [37] , and expectation-maximization algorithm [38] , in our proposed IL framework, we look into their similarities and formulate the PGTM procedure and IL framework as a concise optimization problem. Specifically, we first train an FSD under the supervision of pseudo ground truth bounding-boxes generated by the PGTM procedure. Then, the bounding-boxes predicted by the above trained FSD are in turn fed into the PGTM procedure to further generate more accurate pseudo ground truth boundingboxes to train the FSD again. The above steps are iterated until the optimal pseudo ground truth bounding-boxes are found.
Another motivation for viewing object detection supervised under the partially labeled data as a missing bounding-boxes object detection problem is that we want to investigate the impact of missing instance-level annotations on an object detector and further reveal that how to build a large-scale benchmark with limited labors and funds. As we all know, when training an object detector, the missing or inaccurate instance-level 1 annotations will degrade the detection performance. However, there is not much work to explore this problem. In this paper, as shown in Figure 1 , we show the detection performance of an FSD (i.e. Fast-RCNN [8] ) trained under different missing rates of the instance-level annotations on COCO dataset [20] . Specifically, we randomly discard some instance-level annotations according to different missing rates in the training data, and use partially remaining annotations to train an object detector. From the Figure 1 , we can see that the 1 We focus on missing bounding-boxes object detection in this paper. detection performance decreases dramatically as the missing rate increases. As such, it is worthwhile to solve the problem of the missing bounding-boxes object detection. Furthermore, deep learning is always data hungry, but achieving the accurate instance-level annotations is extremely expensive and timeconsuming. To tackle this problem, a reasonable solution is to collect massive images with partially labeled instance-level annotations, which can be achieved by limited labors and funds. There are two different settings for labeling partially instance-level annotations: (1) each image in the training data has instance-level annotations, but only the obvious/simple instances are labeled, as shown in Figure 2 (a); (2) only part of images in the training data have instance-level annotations (i.e. all instances in these images have instance-level annotations), and other images have no instance-level annotations, as shown in Figure 2 (b), which has been studied in [39] . In this paper, we will reveal which one is the most effective way to build a partially labeled large scale benchmark among the above different settings through extensive experiments.
To sum up, we make the following four main contributions in this work: (1) we formulate the task of object detection supervised under the partially labeled data as a missing bounding-boxes object detection problem, and we develop a novel algorithm, named pseudo ground truth mining (PGTM) procedure, to automatically find the missing bounding-boxes for the unlabeled instances in the training data. (2) we propose a new incremental learning (IL) framework to gradually incorporate the results of the trained detector to improve the performance of the missing bounding-boxes object detection. (3) we reveal an effective way to label the massive images with limited labors and funds, which is crucial when building a large scale weakly/webly dataset for object detection. (4) Finally, extensive experiments on the PASCAL VOC and COCO benchmarks demonstrate that our method can narrow the gap between fully-supervised and weaklysupervised object detectors, and we outperform the previous state-of-the-art weakly-supervised detectors by a large margin. Furthermore, our method with 30% missing bounding-boxes can achieve comparable performance to some fully-supervised detectors.
The rest of the paper is organized as follows. We review the related works in Section II. We reveal how the missing bounding-boxes will impact on an FSD on Section III. In Section IV, the detailed information of the proposed PGTM procedure and IL framework are described. In Section V, some experiments on the widely used object detection benchmarks are conducted to verify the effectiveness of our proposed method, and to find an effective way to label the massive images with limited labors and funds. Finally, we conclude this paper and provide the further work in Section VI.
II. RELATED WORK

A. Fully-Supervised Object Detection
Object detection is a popular topic in computer vision, and numerous methods have been proposed during the past few decades. Traditional methods are based on handcrafted features and the deformable part model (DPM) [40] , [41] . Recently, with the development of DCNNs [5] , [42] , [43] , the CNNs-based methods have been vigorously developed, and superior performance has been achieved. In this paper, we focus on reviewing the related works about CNNs-based methods, which can be divided into two categories: one-stage framework and two-stage framework.
In the one-stage framework, the detector directly classifies the image regions or anchors into specific categories and regresses bounding-boxes in a dense manner. For instance, YOLO [16] divides the input image into an S × S grid and uses the whole topmost feature map to directly predict confidences of multiple categories and bounding-boxes. SSD [14] discretizes the output space of bounding-boxes into a set of anchors, and the trained network generates the score for the presence of each object category and produces adjustment for each anchor to better match the object location. To further speed up the one-stage detectors and improve the detection performance, some YOLO follow-up works [17] , [44] and some SSD subsequent methods [15] , [45] , [46] have been proposed over the next few years.
In the two-stage framework, there are two separate steps: the first one is proposal generation and the second one is postclassification and regression. MultiBox [47] , [48] is one of the earliest CNNs-based two-stage object detector, which generates a small number of bounding-boxes as object candidates by a single deep neural network in a class agnostic manner, and then the trained network outputs a confidence score of a candidate box contains an object and updates the bounding-box coordinates for each predicted box. After that, the region-based CNN (i.e. R-CNN [9] ) is proposed, and it can be viewed as a milestone of the two-stage object detector. In R-CNN [9] , the region proposals are generated by Selective Search [49] , and each region proposal is processed separately by the DCNN to learn the features for classification and regression, which is very time-consuming. Towards this problem, ROI-Pooling is proposed in SPPnet [50] and introduced in Fast-RCNN [8] , in which the proposal generation and classification process share the computation cost, thus improving the efficiency greatly. But the proposal generation is a separate operation in Fast-RCNN, which is annoying. By training both of these two stages in an end-to-end way, Faster-RCNN [12] achieves a satisfactory result in both detection performance and computational efficiency, and it becomes a de f acto framework for fully-supervised object detection. Over time, some RCNNbased follow-up works [10] , [13] , [51] , [52] are proposed to further improve the detection performance, as well as to speed up the computational efficiency.
However, all FSDs need instance-level annotations to train the designed DCNNs, while collecting those annotations is very expensive and time-consuming especially for some largescale benchmarks, which is the main drawback for FSDs. Compared to the fully-supervised object detection methods, we do not need the accurate instance-level annotation for each instance, and only using few labeled instance-level annotations can achieve comparable performance to some FSDs.
B. Weakly-Supervised Object Detection
Weakly-supervised methods try to learn classification and localization information from image-level labels, and do not need bounding-box annotations. Recently, some CNNsbased approaches [1] , [23] , [24] , [26] , [53] [54] [55] for weaklysupervised object detection have been proposed. [23] proposes a weakly-supervised deep detection network (WSDDN), which is a two-stream architecture and the positive samples are selected by multiplying the score of the output of two streams. Reference [53] attempts to localize the instance by using class activation maps (CAM) generated from a classification trained CNN. Reference [24] improves the performance by reforming the optimization strategy, and they design an online instance classifier refinement algorithm to alleviate the local optimum. Reference [1] proposes the pseudo ground-truth excavation (PGE) and pseudo ground-truth adaptation (PGA) algorithms to mine the pseudo ground truth bounding-box for each instance, and then uses the mined pseudo ground truths to train an FSD. References [54] and [26] propose an adversarial erasing approach for localizing and expanding object regions progressively.
Actually, the performance of WSDs is far from satisfaction, and there is a large gap when comparing with the performance of FSDs. In this paper, we improve the performance of WSDs by incorporating a few labeled instances to train a missing bounding-boxes object detection network.
C. Semi-Supervised Object Detection
In the setting of the semi-supervised learning, a small amount of fully labeled data and a large amount of weakly labeled (or unlabeled) data are provided. Some methods [56] [57] [58] for object detection have been proposed, and most of these methods treat it under the semi-supervised setting as a transfer learning [59] problem. Specifically, they assume that some strongly annotated categories exist, and try to transfer the visual or semantic knowledge from these strongly annotated categories to the weakly annotated categories. Reference [60] proposes an appearance transfer approach by transferring semantic knowledge from the familiar objects to localize the bounding-boxes of the novel objects. Reference [61] transfers the tracked location of objects from the labeled videos to generated the bounding-boxes for the weakly-labeled images. Reference [58] improves the previous works by adopting the knowledge of object similarities from semantic and visual domains during the transfer process.
However, the existing methods require the additional strongly annotated data. For example, we want to detect the 20 categories with the partially labeled annotations on the PASCAL VOC benchmark, and some additional similar categories with accurate instance-level annotations in other benchmarks are needed. Different from these methods, we focus on using the image-level labels and the partially instancelevel annotations, which are in the same dataset, to solve the problem of missing bounding-boxes object detection, and no additional strongly annotated data are required in our paper.
D. Incremental Learning Methods for Object Detection
In order to imitate the cognitive system of humans, [35] first proposes the concept of curriculum learning (CL), which learns a model gradually by selecting the training samples from easy to complex. After that, [37] further reforms this strategy and formulates it as a concise optimization model called self-paced learning (SPL). Moreover, Expectation maximization (EM) algorithm is proposed in signal processing to estimate the parameters of a probability distribution function, which is very similar to estimating the probability distribution of missing bounding-boxes in object detection. Based on those basic concepts, several CL/SPL/EM variants [28] , [36] , [62] [63] [64] have been proposed for weakly/semi-supervised object detection. For instance, [65] presents a self-pace learning method for object detection, which iteratively chooses the reliable images in an easy to complex way. Reference [28] treats the unlabeled instance-level annotations as missing values and presents an EM based method to train an object detection network under a weakly/semi-supervised setting.
We look into the above mentioned concepts and the proposed methods for object detection, and find that iterative process/training is the key factor. Based on this discovery, we propose an incremental learning (IL) framework to gradually incorporate the results of the trained FSD to enhance the missing bounding-boxes object detection performance.
Perhaps [39] , [55] are the most similar works to our proposed framework. Reference [55] proposes a dual-Network architecture to resolve two fundamental problems (i.e. proposal generation algorithms are not robust and selected positive instances are sometimes noisy and unreliable) in weakly-supervised object detection. Reference [39] uses few instancelevel annotations to obtain a stable and robust detector by selecting reliable samples. A progressive training approach based on CL is used in these two methods to reinforce pseudo ground truths in an easy to complex manner. Different from [39] and [55] , our proposed incremental learning method is simple and effective, we just replace the bounding-boxes predicted by the WSD with the more accurate boundingboxes generated from the FSD in the next iteration to mine the pseudo ground truth bounding-boxes by the proposed PGTM procedure. Moreover, our proposed incremental learning method reinforces the pseudo ground truths in a coarse to accurate manner instead of the easy to complex way.
III. WHAT IS THE IMPACT OF MISSING BOUNDING-BOXES
FOR OBJECT DETECTION? To provide insights into the problem of missing boundingboxes object detection, in this section, we experimentally analyze how much missing bounding-boxes will degrade the performance of object detectors. Before analysis, we first introduce the dataset, evaluation metrics, and some popular detectors used in our experiments.
A. Preliminaries
1) Dataset and Evaluation Metrics:
Pascal VOC 2007 and VOC 2012 are two widely used benchmarks in the object detection task, in which 9,963 and 22,531 images from 20 object categories are included, respectively. Both imagelevel labels and instance-level annotations are provided in the datasets. For VOC 2007, we use the trai nval set for training and use the test set for testing. For VOC 2012, we choose the trai nval set to train our detectors and evaluate on the test set. We follow the standard metrics for object detection on Pascal VOC to report the detection results, i.e. mean average precision (mAP) [19] is used as the evaluation metric to evaluate our trained model, where a correct detection result has an IoU > 0.5 with the annotated ground truth bounding-boxes.
2) Detectors: To prove that missing bounding-boxes have a serious impact on all existing object detectors, we choose four popular detectors in all our experiments. These detectors can be divided into two categories: two-stage framework and one-stage framework. In the two-stage framework, we choose the commonly used Fast-RCNN [8] and Faster-RCNN [12] as our baseline, and then train them by using the missing bounding-box annotations at different missing rates. In the one-stage framework, we adopt the two most popular detectors (i.e. SSD [14] and YOLO [16] ) to verify the influence of the missing bounding-boxes on the results of object detection.
B. Missing Bounding-Boxes Generation
Based on the ground truth bounding-box annotations labeled by humans on Pascal VOC datasets, we generate the missing bounding-box annotations by randomly dropping some bounding-boxes at different missing rates. In this paper, we provide two different methods for generating the missing bounding-box annotations: (i) image-level missing annotations, and (ii) instance-level missing annotations. The ablation study in section V will prove which method can achieve better performance for missing bounding-boxes object detection, as a byproduct, in which we find an effective way to label the massive images with limited labors and funds.
1) Image-Level Missing Annotations: The simplest way to generate the missing bounding-box annotations is to discard the annotations of some images directly, and save the annotations of others, as shown in Figure 2 (b). Formally, G ∈ R 4×x i ×N denotes the annotation set for training images, where N denotes the number of training images, and x i denotes the number of instances in the i th image . We discard the instance-level annotations of N * m r images randomly, where m r = (0.1, 0.2, . . . , 0.9) denotes the missing rate, and save the annotations of N * (1 − m r ) images.
2) Instance-Level Missing Annotations: Another way to generate the missing bounding-box annotations is to discard the bounding-boxes of each category at different missing rates. Specifically, we collect all instance-level annotations of the training data for each category, and then randomly discard some bounding-boxes at the different missing rates, as shown in Figure 2 (a). Finally, we save the remaining bounding-boxes to train the above mentioned FSDs. Formally, we denote the fully labeled instance-level annotations for each category as G j ∈ R 4×N j , where j = {0, 1, . . . , C} is the j th class in total of C categories, and N j is the number of instances in this category. R j = (r 0 , r 1 , . . . , r N j ) ∈ R 1×N j is a random array, where r n = 0 denotes discarding this bounding-box, and r n = 1 denotes saving this one. Finally, the missing bounding-box annotations G j m of each category at different missing rates can be achieved by:
9} is the missing rate, and N(r n = 0) denotes the number of r n = 0 in R j .
C. Analysis
1) Missed Detection:
We investigate the results of the detectors trained under the supervision of missing boundingbox annotations, and find that the majority of failure cases are false negatives (i.e. some instances are missed and detected as backgrounds). The missed detection problem is particularly serious in the crowded scenarios.
In Figure 3 , we report the detection performance of four commonly used detectors (i.e. Faster-RCNN [12] , Fast-RCNN [8] , SSD [14] , YOLO [16] ), which are trained by using the missing bounding-box annotations generated by the instance-level missing method on Pascal VOC 2007 and VOC 2012 benchmarks, respectively. We observe that the detection performance (mAP) of all detectors drops significantly from ∼70% to ∼30% when the missing rate increases, indicating that the missing bounding-boxes seriously degrade the performance of object detectors. Surprisingly, the performance of all detectors trained with the missing bounding-box annotations at a high missing rate is worse than an WSD [1] , as the dot line shown in Figure 3 2) Conclusion: The above results validate the missing bounding-boxes have a serious impact on object detectors, and the detection performance is even worse than an WSD as the missing rate increases. To address this issue, in Section IV, an PGTM procedure is proposed to mine the pseudo ground truth bounding-boxes for the unlabeled instances (i.e. missing bounding-boxes) in the training data, and an IL framework is proposed to gradually incorporate the results of the trained FSD for improving the performance of missing boundingboxes object detection.
IV. PROPOSED METHOD
In this section, we introduce details of the proposed method for the missing bounding-boxes object detection. First, we revisit W2F [1] and then describe a more effective pseudo ground truth mining (PGTM) procedure for producing high-quality pseudo ground truth bounding-boxes. Finally, the details of the proposed incremental learning (IL) framework are presented for final classification and regression under the supervision of the missing bounding-box annotations.
A. Revisiting W2F
Weakly-supervised object detection offers a reasonable way to detect instances by only using the image-level labels.
References [1] and [24] propose a weakly to fully supervised framework which can detect the objects by first training an WSD under the supervision of only image-level labels (i.e. no instance-level annotations are available), and then training an FSD by using the pseudo ground truth boundingboxes generated from the trained WSD. In this paper, we follow their method in [24] to train our WSD.
Given the training images I with only image-level labels y = [y 1 , y 2 , . . . , y C ], where C denotes different object classes, and y c = 1 or y c = −1 indicates the image with or without class c, the proposal regions R = (r 1 , . . . , r |R| ) are generated by the hand crafted method Selective Search [49] , where |R| denotes the number of proposal regions. The feature of each proposal is extracted by the ROI-pooling operation on the final feature maps. The backbone network is based on VGG16 pretrained on ImageNet [5] , and the last fully convolution layer f c7 is followed by two streams: classification stream and detection stream. The first stream performs classification task by mapping each proposal feature to a C-dimensional score vector, which is achieved by a linear map φ f c8c , and the result is a matrix x c ∈ R C×|R| . Then, the output x c goes through a softmax layer and the final output . Thus, the score of each proposal is computed by:
where denotes element-wise product. Finally, the image-level prediction score of c th class can be achieved by: p c = |R| r=1 x R cr . In a summary, the loss function can be formulated as:
The main drawback of the WSD is that it tends to converge to a discriminative part of objects instead of the whole body of the objects. To overcome this issue, following W2F [1] , [24] , we employ the online instance classifier refinement (OICR) method to refine the WSD. To be specific, the refining branches are attached on the backbone network, which are parallel with the classification and regression streams. Actually, it is a progressive process, and label y k cr of proposals in the k th branch comes from the {k−1} th branch. For more details about how to achieve the label y k cr , please refer to [1] and [24] . Based on the above analysis, the WSD with refinement branches can be trained by:
where x Rk cr = σ class (x c ) σ det (x d ), and w k r is the loss weight of each refinement step.
Finally, the WSD can be trained in an end-to-end way by combining the loss functions of WSD (Loss w ) and OICR Fig. 4 .
The predictions of the WSD, and the comparison of methods (i.e. W2F [1] and ours) for generating the pseudo ground truth boundingboxes. Obviously, the quality of the pseudo ground truth bounding-boxes generated by our methods are better than W2F [1] . Best seen on the computer, in color and zoomed in.
(Loss k r ), as formulated in Eq. (3):
where K denotes the total times of the refinement process.
After training the WSD, the candidate bounding-box regions are generated from the trained WSD. Meanwhile, a post-processing method (i.e. PGE and PGA) is proposed to mine the pseudo ground truth bounding-boxes in W2F [1] , which are further used to train an FSD. However, the achieved pseudo ground truth bounding-boxes are still low-quality since no ground truth bounding-box annotations are available in their method. In sub-section IV-B, based on the few instance-level annotations, we develop a pseudo ground truth mining (PGTM) procedure to automatically find the high-quality pseudo ground truth bounding-boxes for the unlabeled instances.
B. The Proposed PGTM Algorithm
In this paper, we assume that the bounding-boxes of the unlabeled instances are missing, and we propose an PGTM procedure to generate the high-quality pseudo ground truth bounding-boxes for those unlabeled instances. The basic idea for the missing bounding-boxes object detection is that we train an WSD as described in subsection IV-A to generate the candidate bounding-box regions, and then combine the pseudo ground truth bounding-boxes generated by the PGTM and the partially labeled bounding-boxes to train an FSD. Different from PGE and PGA in [1] , which excavates and adapts the pseudo ground truth bounding-boxes by only using the predictions from the WSD, we utilize the partially labeled boundingboxing and the predictions from the WSD to further refine the pseudo ground truth bounding-boxes by the proposed PGTM procedure.
The bounding-boxes predicted by the trained WSD only highlight small regions of target objects instead of entire objects, as shown in Figure 4 , which are far from the requirement of the accurate ground truth bounding-boxes. Our proposed PGTM aims at discovering the tightly boundingboxes for target objects. In particular, three procedures are used to mine the accurate pseudo ground truth boundingboxes: (i) we apply the non-maximum suppression (NMS) operation with a threshold T nms = 0.3 on all the predictions from the WSD, and only save the bounding-boxes with scores larger than a pre-defined threshold (i.e. T score ) 0.2 as the candidate pseudo ground-truth bounding-box regions. (ii) The discriminative bounding-boxes predicted by the WSD usually have a high score, and are usually completely surrounded by the tight bounding-boxes with a low score. We want to remove these discriminative bounding-boxes in this step. To be specific, we first choose the biggest bounding-box from the predictions from the WSD, delete all the discriminative bounding-boxes contained in this chose bounding-box, and save this biggest bounding-box. After that, we select the second biggest bounding-box and do the same process, and so on.
Step ii prevents the small discriminative regions being chosen as a pseudo ground truth bounding-box. (iii) Some instances may not have a very tight bounding-box. For these cases, several relative bigger bounding-boxes are reserved in the step ii, and we exploit those bigger bounding-boxes to further generate a tight bounding-box. Similarly, we choose the biggest bounding-box from step ii, merge 2 all the boundingboxes whose intersection-over-union (IoU) with the biggest bounding-box are larger than a threshold (T f usion ) 0.4, and save the merged bounding-box. And then, we select the biggest one in the rest of bounding-boxes to repeat this procedure, and so on. All the bounding-boxes generated by procedure ii and iii are saved as the pseudo ground truth boundingboxes.
Since we only use image-level labels to train the WSD, the prediction bounding-boxes are coarse, which leads to the pseudo ground truth bounding-boxes generated by the above three procedures may be inaccurate or contain too much context information. To overcome this issue, we combined the partially labeled bounding-box annotations and the mined bounding-boxes to reinforce the quality of the pseudo ground truth bounding-boxes. Here, we design two different combination methods: (i) hard combination method, and (ii) soft combination method. The ablation study in section V-D will show which method is better for combining the mined boundingboxes and the partially labeled bounding-box annotations.
1) Hard Combination Method: One of the simplest methods for combining the mined pseudo ground truth bounding-boxes and the partially labeled bounding-boxes is to stack all the bounding-boxes together directly, as shown in Figure5 (a). The intuition is that, for a labeled instance, there is always an accurate bounding-box to guide the network to generate the detection results.
2) Soft Combination Method: The approach of hard combination has one limitation: the inaccurate mined pseudo ground truth bounding-boxes may mislead the network converge to a local optimum, and damage the quality of the mined results. Therefore, we propose a soft combination method, as shown 2 We choose the minimum top-left coordinate and maximum bottom-right coordinate of the bounding-boxes as the final coordinates. in Figure 5 (b) . For kp th pseudo bounding-box G P , we first calculate the area of the overlap between G P and all the labeled ground truth bounding-boxes G in i th training image and then define an interior part score s p :
where kp = (1, 2, . . . , K p) , K p denotes the number of the mined pseudo ground truth bounding-boxes, jl = (1, 2, . . . , Jl) , Jl denotes the number of the labeled ground truth bounding-boxes, and A denotes the area of the boundingboxes. In particular, if s p is larger than a pre-define threshold T s p = 0.7, we think this instance has a labeled ground truth bounding-box, and the mined pseudo ground truth bounding-boxes will be discarded. On the contrary, if the s p is smaller than the T s p , we think this instance does not have the labeled ground truth bounding-box, and the pseudo mined pseudo ground truth bounding-boxes will be saved. The procedure of the soft combination is detailed in Algorithm 1.
Algorithm 1 Soft Combination Method
Require: G P ; G; T s p while kp < K p, kp = 0 do for jl in Jl do
end if end for kp = kp + 1 end while Ensure: combined ground truth bounding-boxes G Once achieving G , we train a region proposal network (RPN) to generate the proposals again for further refining the combined pseudo ground truth bounding-boxes. The specific progress is that, for each combined pseudo ground truth bounding-box, we choose all the proposals generated by RPN Fig. 6 . The pipeline of the proposed IL framework. At first, we train an WSD by only using image-level labels. Then, the prediction bounding-boxes from the WSD and the partially annotated instance-level annotations (i.e. solid green boxes) are inputted to the proposed PGTM procedure, and the outputs are reliable pseudo ground truth bounding-boxes (i.e. dot red boxes). Finally, an FSD is trained under the supervision of the mined pseudo ground truth bounding-boxes. In the following rounds (iterations), the FSD can produce more reliable prediction bounding-boxes, which are combined with the partially annotated instance-level bounding-boxes again to mine the high-quality pseudo ground truth bounding-boxes that further update the FSD. When the PGTM and FSD update iteratively, the pseudo ground truth bounding-boxes are obtained from coarse to accurate, and the performance of the FSD improves steadily. Best seen on the computer, in color and zoomed in. whose IoU with the combined bounding-box are larger than a threshold (T iou ) 0.5, and then average the pixel coordinates of these selected proposals and save the averaged coordinate as the final pseudo ground truth bounding-boxes, which are used to train an FSD in our pipeline. In this paper, we choose the Fast-RCNN [8] as our FSD (the details are presented in subsection IV-C). We would like to note that our FSD is not specific and any off-the-shelf detectors can be used as our FSD, such as Faster-RCNN [12] , YOLO [16] , SSD [14] , R-FCN [10] , etc.
In Figure 4 , we show some results of the pseudo ground truth bounding-boxes mined by our proposed PGTM algorithm, and the corresponding ones generated by the W2F method [1] . As we can see from the comparison, our method can generate higher quality pseudo ground truth boundingboxes than the method in [1] .
C. The Proposed IL Framework
In the aforementioned WSD, the classification model is used to derive a detector, and the image-level labels are transferred to the instance-level annotations. In general, the classification network usually utilizes the specific pattern of the categories for recognition, and the results are that only a small region of the objects is highlighted instead of the whole body of the objects. In our paper, although partially instance-level annotations are used to mine the pseudo ground truth boundingboxes by the PGTM algorithm, we would like to note that the mined pseudo ground truth bounding-boxes are still worse than the bounding-boxes annotated by human. This is because the candidate bounding-box regions in the PGTM procedure are predicted by the WSD. To address this issue, we propose an IL framework which aims at finding the integral object region progressively and producing the tight pseudo ground truth bounding-boxes.
As shown in Figure 6 , our proposed IL framework includes three components: WSD, PGTM, and FSD. We first train an WSD by only using the image-level labels, as described in sub-section IV-A. Then, the prediction bounding-boxes from the WSD and the partially annotated bounding-boxes are combined by the proposed PGTM procedure, which can generate the reliable pseudo ground truth boundingboxes. Finally, the combined bounding-boxes are used to train an FSD. The PGTM procedure and the FSD are iterated until optimal pseudo ground truth bounding-boxes are mined. With the iteration going, the pseudo ground truth bounding-boxes are obtained from coarse to accurate, and the final detection results form the FSD are improved dramatically.
Formally, the training set is denoted as
, where y i denotes the image-level labels, N is the number of training images, G i is the instance-level annotations, and r i denotes the bounding-box is missing or not. We firstly employ the selective search [49] , denoted as S, to generate the proposals P for each training image, which is formulated as:
where the proposal p i is a rectangle, and (top, left) , (bottom, right) denotes the coordinates of the proposal, and |R| denotes the number of proposals. Then, the generated proposals are used to train the WSD, which is denoted as W , and the prediction results can be formulated as:
where C is the number of object categories, and score is the confidence score of a proposal, and O is the number of predictions from WSD. Then, the prediction results W (I, P) from the WSD and the partially annotated bounding-boxes r i * G i are inputted to the PGTM procedure, and the output is pseudo ground truth bounding-boxes G P , which can be formulated as:
Finally, the mined pseudo ground truth bounding-boxes are further used to train an FSD, denoted as F, and the final predicted bounding-boxes t n are formulated as:
where n represents the iteration times. In our paper, we adopt Fast-RCNN [8] as our FSD, and the detailed information please refer to [8] .
We would like to note that all aforementioned three components and the iterative processes are implemented in the training period. For inference, only the n th FSD is utilized, which is chosen based on the detection performance during training stage, to predict the category and location of the target objects, so the inference process is efficient.
V. EXPERIMENTS
In this section, we first present the experiment settings and implementation details of the proposed method. Then, some ablation studies are conducted to investigate the effectiveness of each component in our proposed method, and to analyze the influence of the different settings in each component. Finally, we show the performance of missing bounding-box object detection compared with the state-of-the-art WSDs and FSDs.
A. Experiment Setup
We evaluate the proposed method on three challenging and widely used benchmarks, i.e. PASCAL VOC 2007, PASCAL VOC 2012, MS COCO. For details about the PASCAL VOC benchmarks and the evaluation metric, please see sub-section III-A. In addition, correct location (CorLoc) metric [66] is also employed to evaluate the localization accuracy of the bounding-boxes predicted by our model on the training set. Both of the metrics (i.e. mAP and CorLoc) comply with the PASCAL criterion, where a positive detection result has an IoU > 0.5 with the ground-truth boundingboxes. As for COCO dataset, the standard COCO evaluation metrics (i.e. averaged over [0.5:0.05:0.95] IoU thresholds) are employed to report the detection results. Fig. 7 . The performance (mAP) of the different methods (i.e. instancelevel missing method and image-level missing method) for generating the missing bounding annotations on PASCAL VOC 2007 dataset, where In_m denotes the instance-level missing method and Im_m denotes the image-level missing method. Note that the presented results come from Round 1 in the IL framework, and we use the soft combination method in the PGTM procedure.
B. Implementation Details
When generating the missing bounding-box annotations, the missing rate m r ranges from 0.1 to 0.9, and the step size is 0.1. In terms of VOC datasets, the backbone network of all the experiments (e.g. WSD, RPN, FSD) is VGG16 pre-trained on the ImageNet [5] . For data augmentation, we randomly resize the short side of the images to one of five scales 480, 576, 688, 864, 1200, and we enforce the long side of the images to be shorter than 2000. Furthermore, we randomly flip the training images in the horizontal direction. In the WSD, we set the total iterations to 70K. We imperially set the learning rate to 0.001 in the first 40K iterations and divided by a factor 10 in the last 30K iterations. In addition, we use mini-batch size 2, and the momentum and weight decay are set to 0.9 and 0.0005 respectively. In the PGTM procedure, we follow the settings in [12] to train the RPN, and for other pre-define parameters please refer to sub-section IV-B. In the IL framework, the settings of the FSD (i.e. Fast-RCNN) are the same as [8] , and the iteration times is set to 3 by the ablation studies in subsection V-D.
As for the COCO dataset, the standard training, validation and testing splits are used for training and evaluating the proposed method. Note that we do not train the WSD on COCO dataset and use the model trained on VOC2012 dataset to generate the candidate bounding-box regions.
C. Comparison of Methods for Generating Missing Bounding-Box Annotations
To validate which one is more effective between the instance-level missing and image-level missing methods for generating the missing bounding-box annotations, we use these two methods to prepare the missing bounding-box annotations respectively, and report the results of Round 1 (i.e. no iteration training) in the IL framework, in which the soft combination method is used in the PGTM procedure. From Figure 7 , we can observe that the performance of the imagelevel missing method is better than the instance-level missing method at low missing rates (i.e. from 0.1 to 0.4). On the contrary, the performance of the instance-level missing method surpasses the image-level missing method as the missing rate increases. For instance, mAP of the instance-level missing method is 53.8% compared to 49.6% in the image-level missing method when the missing rate equals 0.9. From subsection III-B, we know that the instance-level missing method corresponds to the setting of the partially labeled bounding-box annotations in Figure 2 (a) (i.e. each image in the training data has instance-level annotations, but only the simple instances are labeled), and the image-level missing method corresponds to the setting of the partially labeled bounding-box annotations in Figure 2 (b) (i.e. only part of images in the training data have instance-level annotations where all instances in these images are annotated, and other images have no instance-level annotations). The above experiments and analyses make clear which one is the most effective way to label the massive images with limited labors and funds, and the answer is to annotate the obvious (or simple) instances for each training images instead of annotating all of the instances of only part of the training images. In our paper, we focus on object detection under the few partially labeled bounding-box annotations, so we use the instancelevel missing method to generate the missing bounding-box annotations in the following experiments.
D. Ablation Studies
To verify the effectiveness of our proposed method, we first train an WSD and a baseline detector (i.e. WSD + FSD), in which the top score prediction from the WSD is selected as the pseudo ground truth bounding-boxes to train an FSD. Then, we conduct the ablation studies to prove the effectiveness of each component in our proposed method by cumulatively adding each of them to the baseline detector. Finally, an ablation study is conducted to compare the proposed method with W2F [1] .
1) Effectiveness of the PGTM Procedure: We validate the effectiveness of our proposed PGTM procedure by conducting the ablation experiments between WSD + FSD and WSD + PGTM + FSD at a missing rate m r = 0.9. Table I (the 2nd and 4th/5th rows) indicates that our proposed PGTM with hard bounding-box combination and soft combination methods improve the mAP by 5.9% and 7.0%, respectively. We thank the high-quality pseudo ground truth bounding-boxes mined by the proposed PGTM procedure for this huge improvement, which confirms the positive influence of the PGTM procedure on the pipeline of the missing bounding-boxes object detection. From Table I (the 4th and 5th rows), we can see that the performance of the soft combination method is superior to the hard combination method (52.7% vs. 53.8%) in the PGTM procedure. So we use the soft combination method to merge the mined pseudo ground truth bounding-boxes and the partially labeled bounding-boxes in all the following experiments unless otherwise stated.
2) Effectiveness of the IL Framework: Benefiting from the IL framework, the bounding-boxes predicted by the FSD become tighter and tighter to cover the target objects, and the mined pseudo ground truth bounding-boxes from the PGTM procedure are also enhanced in a progressive way. Therefore, it is expected that the detection performance (i.e. mAP) would increase progressively as the tighter pseudo ground truth bounding-boxes are found. Table II shows the comparison of the mAP with different iteration times n = (1, 2, 3, 4) in the IL framework on the PASCAL VOC 2007 test set. From Table II , we can find that the performance with no iteration operation (i.e. n = 1) is 53.8%. By performing the iterative training, the performance increases dramatically (from 53.8% to 55.2%), which demonstrates that the IL framework improves the quality of the mined pseudo ground truth bounding-boxes in a positive trend. As the iterative training goes on, the detection network converges to one point (i.e. the performance is about 55.6%). However, when the number of iterations reaches 4, the performance does not change any more. So we set iteration times of the IL framework to 3 (i.e. n = 3) for all the experiments in our paper. To further evaluate the performance of estimation errors, we adopt one of re-sampling/cross-validation metrics (i.e. k-fold crossvalidation) to report the performance of ablation experiments (i.e. train on trai n + val set and test on test set, and train on trai n + test set and test on val set), and finally we get comparable mAP performance 55.6% vs. 55 .8%, which further validates the robustness of our proposed method.
In addition, to validate the contribution of the IL framework, we conduct an experiment by adding the IL operation to one of our experiment settings (i.e. WSD + PGTM(soft) + FSD). Table I (the 5th and 6th rows), we can observe that the IL framework improves the mAP from 53.8% to 55.6%, which further proves the effectiveness of the IL framework.
3) Improvement Over W2F: Our proposed method (i.e. PGTM) is modified from our previous work W2F, and please refer to subsection IV-B for the details of the modification. Compared to W2F, as shown in Table I (the 3rd and 6th rows), the proposed method improves the mAP by 3.2% absolutely (i.e. from 52.4% to 55.6%) when the missing rate equals 0.9. There are two reasons for this huge improvement, and the first one is that some bounding-boxes annotated by human are combined to mine the pseudo ground truth bounding-boxes and further used to train the FSD. The second one is that the quality of the pseudo ground truth bounding-boxes mined by our proposed PGTM is better than the ones found by W2F, which is the main reason for the improvement in our opinion.
E. Comparisons With State-of-the-Art Methods
We compare our proposed method with some state-ofthe-art methods on PASCAL VOC datasets, including some weakly-supervised object detection methods [1] , [24] , [25] , [55] , [67] [68] [69] [70] and some fully-supervised object detection methods [8] , [12] , [14] , [17] . Moreover, we also conduct some comparison experiments on the COCO dataset. 1) Results on VOC2007: Table III shows the AP performance of our method and other state-of-the-art methods on the VOC 2007 test set. Form Table III , we can see that we achieve 55.6% mAP at a high missing rate (missing rate m r = 0.9), outperforming the highest performance of the weakly-supervised methods (i.e. the bottom part of Table) by 3.2% mAP absolutely. When comparing with the fully-supervised methods (i.e. the upper part of the Table) , our method can get comparable performance (e.g. 62.3% at m r = 0.5 vs. 68.1% in [8] , and 65.3% at m r = 0.3 vs. 68.1% in [8] ). In addition, Table V show the detection and localization comparisons to state-of-the-art methods on PASCAL VOC 2007 trai nval set in term of CorLoc metrics. From Table V, we can observe that, our CorLoc performance surpasses the second highest method by 2.5% absolutely when the missing rate equals 0.9. We summarize the reasons for these improvement as following: (1) some partially labeled bounding-boxes are used to mine the pseudo ground truth bounding-boxes and further used to train the 3) The IL framework is utilized to further enhance the quality of mined pseudo ground truth bounding-boxes and to improve the detection performance progressively. Based on the comparison results, we can confirm that our proposed method can exactly narrow the gap between the fully-supervised and weakly-supervised methods for object detection. Moreover, the solid and dotted lines in Figure 8 prove that our method can solve the missing bounding-box object detection problem successfully.
2) Results on VOC20012: Table IV and Table V show the mAP and CorLoc performance on VOC 2012 test and trai nval sets, respectively. Similarly, our proposed method at a high missing rate (i.e. missing rate m r = 0.9) surpasses the best weakly-supervised methods by 8.5% in terms of mAP, and achieves the comparable performance when comparing with the fully-supervised methods. Meanwhile, the CorLoc of our method outperforms other methods by a large margin. More importantly, the performance of our method exceeds the results largely achieved by directly using the missing bounding-box annotations to train FSDs (i.e. Fast-RCNN and YOLO are used in our implementation, and we believe that our detectors have the same results), as shown in Figure 8 , which further confirms the effectiveness of our proposed method.
3) Results on COCO Dataset: To further validate the effectiveness of the proposed method, we conduct the comparison experiments on COCO dataset. Since we do not find any WSD uses the standard COCO evaluation metrics to evaluate their method, we just compare the achieved results with some fully-supervised state-of-the-art methods [12] [13] [14] , [17] , [52] . As shown in Table VI , our proposed method achieves competitive performance on the large-scale detection dataset.
F. Qualitative Analysis 1) Qualitative Results: Figure 9 shows some detection results predicted by our FSD in Round 3 of the IL framework when the missing rate equals 0.9, where the yellow boundingboxes denote the target objects. From the presented detection results, we can see that the predicted bounding-boxes can Fig. 9 . Qualitative results of the proposed method on the PASCAL VOC 2007 test set. The yellow bounding-boxes denote the detection results predicted by our FSD in the IL framework. Note that the shown results are achieved at a high missing rate (i.e. m r = 0.9). Best seen on the computer, in color and zoomed in. cover the target objects tightly, instead of only highlighting the discriminative part of the objects as in the weakly-supervised methods [27] , [67] , [70] . This owes to the availability of few partially annotated bounding-boxes, but we believe a more important reason is that the high quality pseudo ground truth bounding-boxes are mined by our proposed PGTM procedure.
2) Error Analysis: Furthermore, we also show some failure cases in the last row of Figure 9 . We observe that these failure cases mainly occur in some complicated scenarios. For instance, the test images include multiple objects, and have occlusions or overlaps. In these scenarios, one bounding-box may contain multiple adjacent similar instances, which will compromise the detection performance. The failure results indicate that more progress is needed to further improve the performance of missing bounding-box object detection. We think generating robust pseudo ground truth boundingboxes for those complex images is a feasible direction.
VI. CONCLUSION AND FUTURE WORK
In this paper, we first formulate object detection task under supervision of partially annotated bounding-boxes as a missing bounding-boxes object detection problem. Different from previous semi-supervised methods, our proposed method successfully combines the advantages of weakly-supervised and fully-supervised methods. To address the missing boundingboxes problem, we develop a pseudo ground truth mining (PGTM) procedure to automatically find the pseudo ground truth bounding-boxes for those unlabeled instances in the training data, and then combine the partially labeled annotations and the mined pseudo ground truth bounding-boxes to train an object detector. Furthermore, an incremental learning (IL) framework is proposed to gradually incorporate the results of the trained detector to improve the performance of the missing bounding-boxes object detection. As a by-product, we reveal how the missing bounding-boxes will impact on an FSD, and find an effective way to label the massive images with limited labors and funds. Under few labeled boundingbox annotations (i.e. m r = 0.9), the proposed method can achieve 55.6% and 56.3% mAP on PASCAL VOC 2007 and 2012, respectively, which outperforms the previous state-ofthe-art weakly-supervised methods by a large margin, and gets comparable performance to some fully-supervised methods.
In the future, we will extend our method to detect the objects with fewer labeled bounding-box annotations (i.e. only several bounding-boxes per category).
