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We present the isolated gas phase infrared spectra of formic acid dimer, (HCOOH)2, and its deuterated counterpart formic-d
acid, (DCOOH)2, at room temperature. The formic acid dimer spectrum was obtained by spectral subtraction of a spectrum of
formic acid vapor recorded at low pressure from that recorded at a higher pressure. The spectra of formic acid vapor contain
features from both formic acid monomer and formic acid dimer, but at low and high pressures of formic acid, the equilibrium
is pushed towards the dimer and monomer, respectively. A similar approach was used for the formic-d acid dimer. Building on
the previous development of the Molecular Mechanics with Proton Transfer (MMPT) force field for simulating proton transfer
reactions, molecular dynamics (MD) simulations were carried out to interpret the experimental spectra in the OH-stretching
region. Within the framework of MMPT, a combination of symmetric single and double minimum potential energy surfaces
(PESs) provides a good description of the double proton transfer PES. In a next step, potential morphing together with electronic
structure calculations at the B3LYP and MP2 level of theory was used to align the computed and experimentally observed
spectral features in the OH-stretching region. From this analysis, a barrier for double proton transfer between 5 and 7 kcal
mol−1 was derived, which compares with a CCSD(T)/aug-cc-pVTZ calculated barrier of 7.9 kcal mol−1. Such a combination of
experimental and computational techniques for estimating barriers for proton transfer in gas phase systems is generic and holds
promise for further improved PESs and energetics of these important systems. Additional MD simulations at the semi-empirical
SCC-DFTB level of theory agree quite well for the center band position but underestimate the width of the OH-stretching band.
1 Introduction
Aerosols play an important role in atmospheric and health
sciences, and organic acids have been investigated as possible
precursors to the formation of aerosols.1–5 The simplest
organic acid, formic acid, is among the most abundant trace
gases in the atmosphere, with a concentration on the order
of 10 parts per billion by volume detected in urban areas and
slightly lower concentrations in rural areas.6–11 Formic acid
also serves as a useful model system for larger carboxylic
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acids, especially in theoretical studies, in which calculations
on larger organic acids quickly become unfeasible. For
this reason, numerous studies on formic acid exist in the
literature.12–18 In the gas phase, organic acids primarily exist
in their dimeric form. These dimers are characterized by a
cyclic form and are held together by two hydrogen bonds (see
Figure 1). The ability of the organic acids to form these strong
dimers influences their atmospheric impact significantly,
as it changes the amount of organic acid available to form
precursor complexes with e.g. water.
Infrared spectroscopy is a powerful tool to detect, investigate
and characterize hydrogen bonded systems (XH· · ·Y), where
the donor atom X is more electronegative than H, and Y is
the acceptor atom or group of atoms.19–37 The gas-phase
infrared spectra of formic acid monomer and dimer have been
studied extensively.16,38–49 Upon hydrogen bond formation a
redshift, intensity enhancement, and line broadening of the
XH-stretching transition usually occurs.19,20 These hydrogen
bond characteristics are often used to detect and identify
hydrogen bonded systems. However, for formic acid these
characteristics complicate the spectrum and its interpretation,
as the OH-stretching transition shifts and broadens, such
1–11 | 1
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that it overlaps with bands in the CH-stretching region.
Additionally, the monomer and dimer equilibrium is shifted
towards the strongly bound dimer with an equilibrium
constant for formic acid dimerization, K, of ∼ 300 at room
temperature (values in the range 135-405 have been reported
in the literature).13–16,39,50–55 As such, features from both the
monomer and the dimer will be present at all sample pressures
in the gas phase infrared (IR) spectrum, which further compli-
cates band interpretation in the CH- and OH-stretching region.
Previously, the line shape and broadening of the fundamental
OH-stretching band in formic acid dimer were simulated
using first-principles anharmonic couplings.45 In that study, a
cubic force field was calculated along the internal coordinates
of the dimer and projected onto a normal mode basis. Mixed
vibrational states were generated and the line shape and
broadening in the OH-stretching region were predicted,
assuming Gaussian line shapes for the calculated vibrational
transitions. The experimental broadening and line-shape in
the OH-stretching region was reproduced reasonably well.
The line shape of vibrational transitions depends on several
elements such as the transition dipole moment, but it is also
related to the dynamics of the system, especially the proton
transfer (PT) of formic acid dimer.43 Previously, the line
shape of the HCl-stretching transition in the HCl-acetonitrile
complex and the OH-stretching transition in the deuterated
and undeuterated single proton embedded oxalate anion have
been modelled using a combination of ensemble averaging
and normal mode harmonic oscillator calculations.56,57 In
the former, the ensemble averaging is based on an MD
simulation, and in the latter, the averaging is based on a
Monte Carlo simulation. MD is often used to study dynamic
systems and has been used to determine that the two PT
motifs in formic acid dimer are coupled.58–60 With the
advantages of low computing costs, the force field methods
have been extensively developed to perform proton transfer
reactions in simulations. An early example is the empirical
valence bond (EVB) method61 which treats a reactive system
with resonance forms of ionic and covalent states. The
multistate(MS)-EVB method is an extension of EVB which
allows simulations with multiple excess protons62–65. More
recently, proton transfer reactions have been studied using
ReaxFF66 and Hydrogen Dynamics67, a method by which a
proton moves by morphing between a hydronium and a water
molecule.
The MMPT force field is more akin to a mixed quantum
mechanics/molecular mechanics (QM/MM) formulation. It
has been shown to provide QM qualities at much reduced
computational cost.68–71 Recently, MMPT has been used to
study the molecular dynamics and infrared spectrum of the
enol form of acetylacetone (AcAc).72 The spectral features of
AcAc were satisfactorily reproduced and the MD simulations
were compared with the measured OH-stretching region to
estimate the proton transfer barrier height to be 2.4 kcal
mol−1. Furthermore, double proton transfer (DPT) was
investigated in a Pt-containing organometallic complex by
independent treatment of NH· · ·N and OH· · ·O as PT motifs,
but not including the coupling between the individual PT
motifs.73
In the present study, we have successfully obtained the iso-
lated infrared spectrum of formic acid dimer (FAD) and the
dimer of the deuterated species, DCOOH (d-FAD), in the fun-
damental OH- and CH-stretching region by spectral subtrac-
tion of a low pressure infrared spectrum of formic acid va-
por from a spectrum recorded at a higher pressure. These
spectra have been compared with those obtained from MD
simulations using a modified MMPT force field generalized
to DPT and on-the-fly MD simulations, where the potential
energy surface (PES) is calculated using the semi-empirical
SCC-DFTB method.74–78 From the comparison of the exper-
imental and simulated spectra, the barrier height for DPT is
estimated.
2 Methods
2.1 Experimental
Formic acid (HCOOH, Aldrich, 98%) and formic-d acid
(DCOOH, Aldrich, 98% D, 95% in H2O) were purified with
several freeze, pump and thaw cycles. The IR spectra were
recorded with a VERTEX 70 (Bruker) Fourier transform
infrared (FTIR) spectrometer with a 1 cm−1 resolution and
500 scans at room temperature (296±1 K). The spectrometer
was fitted with a mid-infrared (MIR) light source, KBr
beamsplitter and a liquid nitrogen cooled MCT (Mercury
Cadmium Telluride) detector. The spectra of formic acid
and formic-d acid were recorded with a 10 cm and 19 cm
cell, respectively. The samples were introduced in to the cell
through a glass vacuum line (J. Young) equipped with valves
to control the sample pressure, which was measured with
a Varian PCG-750 pressure gauge. The sample was left to
equilibrate until the pressure was stable before the spectrum
was recorded. The spectral subtractions were performed with
OPUS 6.5.
Spectral subtraction The infrared spectra of FAD and d-FAD
were measured in the region from 600 to 4200 cm−1. The
equilibrium constant for formic acid dimer formation is large
(∼ 300)13–16,39,50–55,79, and is expected to be of the same
order of magnitude for formic-d acid. This is confirmed by
calculation of equilibrium constants of complex formation for
FA and d-FA at the wB97X-D/aug-cc-pVTZ level of theory
2
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using Gaussian0980, as the calculated equilibrium constants
for FA and d-FA differ by only ∼ 5%. As a consequence,
spectroscopic signatures from the dimer are observed even at
low sample pressures. The formic acid monomer transitions
have a clear rotational structure, and these sharp rotational
lines, in combination with a vapor pressure of formic acid
that is not sufficiently large to push the equilibrium entirely
towards the dimer, mean that features from the monomer are
observed even at the highest sample pressures. Consequently,
it is difficult to obtain an isolated spectrum of FAD and d-FAD
at room temperature, and it has to our knowledge not been
reported previously. Careful considerations were necessary
in the spectral subtraction in order to obtain the spectrum of
the dimer. The spectral subtraction was performed using two
spectra, one recorded at high pressure, where the equilibrium
is pushed towards the dimer, and the other recorded at a
lower pressure, where the equilibrium is pushed towards
the monomer. To obtain the spectrum of the dimer, the
low-pressure spectrum was scaled and subtracted from the
high-pressure spectrum. The low-pressure spectrum was
scaled appropriately so that a flat baseline was obtained in the
OH-stretching region of the monomer and the rotational lines
from the monomer transitions disappear, which indicates that
we have obtained the isolated spectrum of pure dimer (See
the Electronic Supplementary Information, ESI, pages S2-S3
and Figure S1 for details).
2.2 Molecular Dynamics Simulations
MMPT for Double Proton Transfers Molecular Mechanics
with Proton Transfer is a parametrized method to simulate
bond breaking and formation between a hydrogen atom (or a
proton) and its donor (X) and acceptor (Y), respectively.68–71
The total interaction energy for the system with coordinates Q
is:
V (Q) =VMM(q)+VPT(R,r,θ ), (1)
where the proton transfer motif XH–Y is described by
VPT(R,r,θ ). This contribution is determined from quantum
chemical calculations. Here, the coordinates are R (the
distance between the X and Y atoms), r (the distance between
the X and H atoms), and θ (the angle between the unit vectors
along R and r, see Figure 1). The dependence of the total
potential energy on the remaining degrees of freedom (DOF)
of the system (q) is given by a conventional force field VMM.
The implementation adds, modifies, and removes force-field
terms that include bonded and non-bonded interactions, in
a smooth and energy conserving fashion by using switching
functions whenever the migrating H transfers from donor to
acceptor69.
MMPT treats the proton transfer process in its full dimension-
ality while addressing three important aspects of the problem:
speed, accuracy, and versatility. While speed and accuracy are
rooted in the QM/MM formulation, the versatility of the ap-
proach is exploited by using the morphing potential method81.
To this end, it is important to realize that a wide range of pro-
ton transfer processes can be described based on three proto-
type model systems: (a) symmetric single minimum (SSM,
the optimized structure of the system has equal sharing of
the proton between X and Y), (b) symmetric double-minimum
(SDM, the optimized structure of the system has unequal shar-
ing of the proton between X and Y but is symmetric with re-
spect to the transition state), and (c) asymmetric single min-
imum (ASM, the optimized structure of the system has un-
equal sharing of the proton and is asymmetric with respect to
the transition state).69 The PES of these three model systems
(SSM, SDM, or ASM), can be morphed into a suitable PES to
reproduce important topological features of the target PES by
a transformation of the type
Vmorph(R′,r′,θ ′) = λ (R,r,θ )Vorig(R,r,θ ), (2)
where λ can either be a constant or a more complicated
function of one or more coordinates.81 In the present work,
λ was a scalar throughout. The morphing approach not only
avoids recomputing a full PES for the PT motif but also
reduces the rather laborious task of fitting an entirely new
parametrized PES.
Standard MMPT, as described above, treats proton transfers
independently and is not necessarily suitable to describe dou-
ble proton transfer (DPT).73 Therefore, a modified MMPT ap-
proach is required. Such an extension is afforded by work-
ing with a DPT potential, VDPT, which explicitly couples both
X–Y distances (R1,R2) and both donor-hydrogen distances
(r1,r2) (see Figure 1) in the following fashion:
VDPT(r1,r2,R1,R2,θ1,θ2) =
[
VSDM(r1,R1,θ1) · γ
+VSSM(r1,R1,θ1) · (1− γ)
]
+
[
VSDM(r2,R2,θ2) · γ
+VSSM(r2,R2,θ2) · (1− γ)
]
(3)
where
γ(r1,r2,R1,R2) =
1
2
{
1+ tanh[σ · (r1 ·R1−R21/2)]
· tanh[σ · (r2 ·R2−R22/2)]
} (4)
The explicit coupling between the DOFs is in the mixing
coefficient, γ(r1,r2,R1,R2) ∈ (0,1), acting on VSDM and
VSSM. For double proton transfer in FAD, the PES is
centrally-symmetric as predicted by the modified MMPT
formulation and its QM reference (see Figure S2S2). Using
3
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standard MMPT with two independent VSDM potentials for
each of the PT motifs yields an unrealistic PES with four
global minima. Mixing VSDM and VSSM as in the VDPT
potential leads to two isoenergetic minima while eliminating
the two other minima, see Figure S2C. The details of the
mixing are determined by γ which depends on one free param-
eter σ that can be tuned to reproduce particular reference data.
Force Field Parametrization Fitting of VDPT was carried
out with respect to reference calculations at the B3LYP/6-
31G(d,p)82,83 and MP2/6-311++G(2d,2p)84–87 levels of
theory. The minimum energy conformation of FAD and
the transition state for DPT have been obtained for the two
methods and are summarized in Table 1. The corresponding
CCSD(T)/aug-cc-pVTZ values have been included for com-
parison. At the MP2 level, the minimum energy conformation
of FAD has an O-H bond length of 0.9924 A˚, slightly longer
than that of the formic acid monomer (FAM) of 0.9675 A˚ due
to the hydrogen bonds, and the O–O distance is 2.6868 A˚.
B3LYP gives a slightly longer O-H bond length and a shorter
O-O distance. The CCSD(T) results generally lie in between
those of B3LYP and MP2, but closer to the MP2 results.
The transition state for DPT in FAD suggests a symmetric
conformation with the transferring hydrogens between the
two oxygens. Additionally, for the calculated minimum
energy conformations of FAD at all the levels of theory, the
OH–O PT motif is almost but not exactly collinear.
Starting from the minimized structures, PES scans along
R = R1 = R2, ranging from 2.2 A˚ to 3.2 A˚ with an increment
of 0.1 A˚ and r = r1 = r2 from 0.8 A˚ to R− 0.8 A˚ with an in-
crement of 0.05 A˚ were carried out for both methods in order
to parametrize VSDM. For parametrizing VSSM similar PES
scans were carried out for r1 = R− r2. Next, the parameter σ
in Equation 4 has been fitted to best reproduce the target data
at the B3LYP level, which yields σ = 2.639 A˚−2. The quality
of this fit is r2 = 0.999 for B3LYP as the target energies, and
r2 = 0.998 for MP2. Given this good agreement, no further
optimization of σ was considered for the MP2 reference
data. The two PESs are labelled as MMPT-B3LYP and
MMPT-MP2 in the following, respectively (see Figure S3).
The fitted MMPT-MP2 PES has an optimized O-H bond
length of 0.9871 A˚ which differs by ∼ 0.005 A˚ from the MP2
reference calculations, and the O-O distance differs even less.
On the other hand, B3LYP gives a slightly longer O-H bond
length and a shorter O-O distance. For the TS structures,
both MMPT-MP2 and MMPT-B3LYP yield results close
to their respective QM references. Moreover, the reaction
barriers were well reproduced to within ≤ 0.1 kcal mol−1,
which further establishes the quality of the parametrized PESs.
Simulation Details All NVE MD simulations were performed
with CHARMM88–90 in the gas phase at 300 K, following
heating and equilibration (1 ps for each trajectory with
∆t = 0.1 fs). Since DPT involves an appreciable barrier (7.9
kcal mol−1 at the CCSD(T) level), 100 ns production runs
have been carried out. For direct comparison, on-the-fly
molecular dynamics at the semi-empirical SCC-DFTB77,91,92
level (MD-DFTB) have been carried out for 10 ns with the
same simulation conditions as for the force field simulations
described above.
Infrared Spectra The infrared spectrum is computed from the
total dipole moment, ~M(t), obtained from each step in the MD
trajectory. The dipole-dipole correlation, C (t), is given by
C(t) =
〈
~M(0)~M(t)
〉
, (5)
where ~M(t) is the total molecular dipole moment at time t
along the MD trajectory determined from the charge model
given in Table S3 (SI). The angular brackets denote an aver-
age over the time origins. If C (ω), the Fourier transform of
C (t), is weighted with the Boltzmann distribution, the classi-
cal infrared spectrum, A(ω), is obtained93,94:
A(ω) = ω {1− exp [−h¯ω/(kBT )]}C (ω) (6)
where ω is the transition frequency, kB is the Boltzmann
constant and T is the temperature. Such an approach does
not satisfy detailed balance I(ω) = exp(h¯ω/kBT )I(−ω)
because it is derived from a classical correlaction function for
which Icl(ω) = Icl(−ω).95 To remedy this, various quantum
correction factors (qcf) have been proposed.95,96 On the other
hand, it has been found that different qcf yield results of
different quality for formaldehyde.97 Hence it is not a priori
clear which of the qcf to choose for a particular problem.
Furthermore, in the classical limit limT→∞ exp(h¯ω/kBT ) = 1.
Therefore, the spectra reported here are all determined
from Eq. 6. It is also possible to determine power spectra
corresponding to specific internal coordinates, q, from the
MD trajectory. This is particularly useful to assign spectro-
scopic features to the motion along these coordinates and
identify couplings between internal degrees of freedom. For
this purpose, the correlation function 〈q(0)q(t)〉 is Fourier
transformed and weighted with the Boltzmann distribution to
yield the power spectrum.
3 Results and Discussion
We have obtained isolated gas phase spectra of the pure FAD
and pure d-FAD at room temperature as described in the Ex-
perimental section, and show these in Figure 2. The spectral
4
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signatures for the two systems are very similar, especially
the structure of the band associated with the OH-stretching
transition. As expected upon deuteration, the fundamental
CH/CD-stretching transition is shifted from 2939 cm−1 in the
FAD spectrum to 2210 cm−1 in the spectrum of d-FAD. The
OH-stretching transition in both spectra is very broad and the
transition assigned to the OH-stretch is observed in the region
from 2600-3400 cm−1 in agreement with previously recorded
spectra that contain a mixture of formic acid monomer
and dimer.40,48 Broad OH-stretching transitions are very
common in hydrogen bonded complexes72,98,99 and have also
been observed for overtone transitions of the intramolecular
hydrogen bond in pyruvic acid.100 It is the spectral features
in the OH-stretching region that are of particular interest
here as these features are ideally suited to relate experiment,
proton transfer energetics and dynamics, and computed IR
spectra. Typically, such spectral features are not readily
explained by standard static vibrational models such as the
harmonic oscillator normal mode model, anharmonic local
mode theory, or second-order vibrational perturbation theory
(VPT2).101–103
The MD simulated IR-spectra of FAD with the different PESs
are compared in Figure 3. In the region near 3000 cm−1, spec-
tral features arise from a very broad OH-stretching band and
a sharp CH-stretching peak near 2900 cm−1. The OH- and
CH-stretching power spectra are compared with the measured
IR-spectrum in Figure 3. The position of the CH-stretching
peak predicted by the MD simulated spectra compares well
with that of the experimental spectrum. However, the broad
OH-stretching band is blue shifted compared to that of the ex-
periment in all three simulations in Figure 3. Recently, it was
shown that the center frequency of the broad OH-stretching
band in acetylacetone was affected significantly by the height
of the proton transfer barrier.72 This is not surprising, as a
change in the barrier height inevitably affects the shape of
the PES in the region near the two global minima. In order
to investigate the correlation between the OH-stretching
peak position and the DPT reaction barrier, the height of the
reaction barrier was changed in the MMPT-MP2 force field
by morphing with the parameter λ (see the Methods section).
The MMPT-MP2 force field has a DPT barrier height of 8.2
kcal mol−1 and features from the OH-stretching transition
were observed centered around 3300 cm−1. If the barrier
height is lowered to, for example, 5.2 or 2.2 kcal mol−1 the
center of the OH-stretching transition red shifts significantly
to ∼ 2700 or ∼ 1700 cm−1, respectively, compared to the
original spectrum (see Figure 4). All remaining transitions
are more or less unaffected.
The unmorphed barrier height of the MMPT-B3LYP force
field is 5.4 kcal mol−1, which is similar to the morphed
MMPT-MP2 barrier height (5.2 kcal mol−1). However,
the centers of the OH-stretching bands in the two infrared
spectra differ substantially (see Figures 3 and 4), despite the
fact that the barrier heights only differ by 0.2 kcal mol−1.
Hence, factors other than the barrier height alone, such as
the local curvature of the PES, influence the position of the
OH-stretching band position. We found that if the proton
transfer reaction barriers are morphed to 5.1 kcal mol−1 and
7.2 kcal mol−1 for the MMPT-B3LYP and MMPT-MP2 force
field, respectively, the position of the simulated OH-stretching
band fits well with the experimental OH-stretching band
position. In other words, the barrier to proton transfer can at
best be determined to within ±1 kcal mol−1. In comparison,
the CCSD(T)/aug-cc-pVTZ calculated barrier is 7.9 kcal
mol−1 using MOLPRO,104 which is close to the barrier of 7.2
kcal mol−1 found with the morphed MMPT-MP2 force field,
but is higher than the barrier obtained with the MMPT-B3LYP
force field.
Up to this point the parameters in the conventional force
field (see VMM(q) in Eq. 1) were those of the C36 force
field105 and the only modifications of the MMPT-force field
concerned the height of the barrier for DPT. Considering
Figures 3 to 4 slight adjustments in the force field may
improve in particular the position of the CH-stretching band.
Hence, in order to improve the simulated spectra the harmonic
force constant for the CH/CD-stretch was rescaled from 330
to 340 kcal mol−1A˚−2. Furthermore, ab initio calculations
at the B3LYP/6-31G(d,p) level along the bending potential
of the transferring hydrogen (HOO-bend) in FAD suggest
that the bending force constant from the SSM and SDM
model potentials (k = 33 kcal mol−1 rad−2, see Eq. S3 in
ESI) should be decreased to k = 17.5 kcal mol−1 rad−2 to
match the reference calculations. With these adjustments
the IR spectra for FAD and d-FAD were recomputed and
are reported in Figure 5. For the simulated spectra with the
modified DPT barriers and force constants the agreement in
the fundamental OH-stretching region compared to that of
the experimental spectrum has improved (see Figure 5). For
the B3LYP-MMPT force field, the CH-stretching frequency
for FAD shifts from 2910 to 2950 cm−1 as the arrow around
2900 cm−1 in the left hand panel of Figure 5 indicates . Also,
the H-transfer band shifts its maximum from 3200 cm−1 to
3100 cm−1 upon morphing the barrier height from 5.4 to 5.1
kcal/mol. The signal at ∼2700 cm−1 for d-FAD with k = 33
kcal mol−1 rad−2 shifts to 2900 cm−1 for k = 17.5 kcal mol−1
rad−2 and can be associated with the unbound H–O stretch
frequency from analysis of the power spectra, however, the
mode is heavily mixed. The width and position of the OH-
and CH-stretching band depend only little on the bending
force constant, k, (see dashed and solid lines in Figure 5) and
are satisfactorily reproduced compared to previous line shape
5
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studies on formic and acetic acid dimer.45,106 Depending on
the force constant k the fundamental COH-bend is located
at ∼1400 cm−1 and ∼1500 cm−1 for k = 17.5 and k = 33
kcal mol−1 rad−2 for FAD, respectively. Experimentally this
transition is observed at 1220 cm−1.
It is also of interest to comment on the clearly discernible
and almost equally-spaced progressions (∼125 cm−1) in the
experimental spectra. Most of the sub-structure in the OH-
stretching region have previously been attributed the cou-
pling between the OH-stretch and the symmetric and anti-
symmetric COH-bend.45 Giese et al. observed a similar pro-
gression in the OH-stretching region of the simulated stick
spectrum of malonaldehyde.107 They found that the progres-
sion was a result of strong mixing of the intramolecular hy-
drogen bound OH-stretching vibration with the in-plane OH-
bending vibration. As such, we conclude that the progres-
sions in the OH-stretching spectra of FAD and d-FAD is due
to the coupling between the OH-stretching vibration and vi-
brations that partially break the hydrogen bond such as the
COH-bending and in-plane OH-bending vibration.
During 250 ns of MD simulations with the MMPT-B3LYP
(with the morphed barrier height of 5.1 kcal mol−1) 25 proton
transfers were observed, i.e. corresponding to a DPT rate
of 0.1 ns−1. Test calculations show that irrespective of the
number of DPT events the IR spectra are all very similar.
For this, IR spectra were determined over several separate
50 ns intervals and compared. In the 250 ns simulations
with the MMPT-MP2 PES (with the unmorphed barrier of
8.2 kcal mol−1) and in the 10 ns MD-DFTB simulation no
DPT was observed. Previously, PT has been explicitly been
linked to the spectra features of the OH-stretching band,43
but we find here that the actual occurrence of DPT is not
necessarily required for observing a broad OH-absorption in
the IR spectrum.
One increasingly important aspect of current force field de-
velopment is the issue of transferability, i.e. the question how
easily a given parametrization can be adapted to a chemically
related situation. For halogenated molecules this has recently
been assessed and it was found that scaling van der Waals pa-
rameters can lead to largely transferable parametrizations.108
For single- and double proton transfer the overall shape
(symmetric single minimum, symmetric double minimum,
asymmetric double minimum) of the potential energy surface
is usually known a priori. Hence, starting from a correct
topology, morphing transformations between the correct
topology and the target PES, characterized by the barrier
height and the relative stabilizations of the two minima (for
asymmetric double minimum), morphing transformations will
be an efficient means to develop appropriate force fields for a
new system. As an example, for derivatives RCOOH-HOOCR
of FAD (e.g. acetic acid dimer) it is reasonable to assume
that the general topology of the PES is related to that of FAD.
Depending on the chemical identity of the R-group (e.g. CH3,
halogen) the height of the DPT barrier will change, though.
This can be accounted for by suitable linear or nonlinear
morphing transformations. Hence, with a limited number of
electronic structure calculations the necessary information
about the target PES can be obtained and the morphing
parameters which describe DPT in RCOOH-HOOCR can be
determined.
4 Conclusion
The vibrational spectroscopy of FAD has been investigated
experimentally and by computer simulations. Spectra at
low pressures of formic acid, HCOOH, and formic-d acid,
DCOOH, vapor were recorded to push the equilibrium to-
wards the monomer. These spectra were scaled and subtracted
from the corresponding spectra recorded at higher pressures
of formic acid and formic-d acid vapor, where the equilibrium
is pushed towards the dimer. Successful subtractions of the
monomer from the high pressure spectra were achieved, and
the isolated gas phase spectra of formic acid and formic-d acid
dimer (FAD and d-FAD) at room temperature were obtained.
A modified version of the MMPT force field was developed
and successfully applied to FAD and d-FAD to facilitate in-
terpretation of the isolated dimer spectra in the OH-stretching
region. After rescaling the proton transfer barrier of the
MMPT force field and changing the CH/CD-stretching
and HOO-bending force constants, the computed infrared
spectra of FAD and d-FAD favorably agreed with those from
experiment in the OH-stretching region. The scaled proton
transfer barrier of 7.2 kcal mol−1 in the MMPT-MP2 force
field was found to be comparable to the barrier height of 7.9
kcal mol−1 obtained at the CCSD(T)/aug-cc-pVTZ level of
theory. However, the scaled barrier height includes entropic
contributions as it involves dynamics on the full-dimensional
PES from which the spectroscopy was determined. The T = 0
K calculation at the higher CCSD(T)/aug-cc-PVTZ level of
theory does not include such entropic contributions. It is reas-
suring that the T = 0 K value is an upper bound to the barrier
height from finite-temperature MD simulations, as it should
be. The scaled barrier height in the MMPT-B3LYP force
field that provided a good fit of the central OH-stretching
frequency was lower by 2 kcal mol−1 compared to that of
the MMPT-MP2 force field which is considered to be the
more realistic value. The present work shows that MMPT
can be extended to treat DPT in a meaningful fashion which
is also applicable to larger carboxylic acids where more
computationally demanding on-the-fly MD simulations are
not feasible.
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6 Tables
Table 1 Selected internal coordinates (in A˚) of the energy minimum (MIN) and transition state (TS) structure of FAD and its monomer
(MON), calculated at the B3LYP/6-31G(d,p) and MP2/6-311++G(2d,2p) level of theory and their parametrized MMPT force fields.
Additionally, the CCSD(T)/aug-cc-pVTZ calculated internal coordinates are presented as well for comparison.
B3LYP MMPT-B3LYP
MON MIN TS MIN TS
O-H 0.9738 1.0075 1.2093 1.0035 1.2089
O-O 2.6509 2.4183 2.6574 2.4178
MP2 MMPT-MP2
MON MIN TS MIN TS
O-H 0.9675 0.9924 1.2042 0.9871 1.2031
O-O 2.6853 2.4074 2.6868 2.4062
CCSD(T)
MON MIN TS
O-H 0.9701 0.9957 1.2040
O-O 2.6741 2.4070
7 Figures
Fig. 1 Structure of FAD with the definition of bond lengths
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Fig. 2 Experimentally recorded IR spectra of FAD (upper dashed trace) and d-FAD (lower solid trace)
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Fig. 3 Spectra obtained from MD simulations with different energy functions. From top to bottom: MD-DFTB (DPT barrier of 7.5 kcal
mol−1) and its OH and CH power spectra (green); MMPT-MP2 (DPT barrier of 8.2 kcal mol−1) and the OH and CH power spectra (green),
and MMPT-B3LYP (DPT barrier of 5.4 kcal mol−1). The experimentally recorded spectrum of FAD has been included for comparison
(bottom). 12
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Fig. 4 MD simulated spectra with the MMPT-MP2 force field of FAD, with morphed barrier heights of 2.2 kcal mol−1 (top), 5.2 kcal mol−1
(middle) and 8.2 kcal mol−1 (unscaled, bottom). The experimental spectrum has been included for comparison
13
Page 13 of 14 Physical Chemistry Chemical Physics
P
hy
si
ca
lC
he
m
is
tr
y
C
he
m
ic
al
P
hy
si
cs
A
cc
ep
te
d
M
an
us
cr
ip
t
Fig. 5 Comparison of experimental spectra (black traces) with simulated spectra (average over 10 independent MD simulations of 100 ns
each) for FAD (left panel) and d-FAD (right panel). Red and blue traces for the MMPT-B3LYP and MMPT-MP2 parametrizations,
respectively, with morphed barriers of 5.1 kcal mol−1 and 7.2 kcal mol−1 and the CH-stretching force constant adjusted to reproduce the
experimentally observed value. Solid traces for simulations with k = 33 kcal mol−1 rad−2 and dashed traces for k = 17.5 kcal mol−1 rad−2
(see text). The orange line in the left panel is for the unmorphed DPT barrier height (MMPT-B3LYP) and the original CH force constant (330
kcal mol−1A˚−2) with the arrows indicating in which direction the bands shift upon changing the force field.
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