In this paper, we present a Bayesian framework for analyzing longitudinal ordinal response data. In analyzing longitudinal data, the possibility of correlations between responses given by the same individual needs to be taken into account. Various models can be used to handle such correlations such as marginal modeling, random effect modeling and transition (Markov) modeling. Here a transition modeling is used and a Bayesian approach is presented for analyzing longitudinal data. A cumulative logistic regression model and the Bayesian method, using MCMC, are implemented for obtaining the parameters estimates. Our approach is applied on a two-period longitudinal Insomnia data where the Bayesian estimate for measure of association, , between the initial and follow-up ordinal responses is obtained in each level of a treatment variable. Then, the sensitivity of posterior summaries to changes of prior hyperparameters is investigated. We also use Bayes factor criterion for testing some important hypotheses.
INTRODUCTION
In health-related and social science applications, we have to learn about longitudinal or panel studies where repeated ordinal response data commonly occur. For example, a physician might evaluate patients at baseline and at weekly follow-ups regarding whether a new drug treatment is successful. After collecting the data, the first and most important step in learning from the data about the process generating them is exploratory data analysis. This step may lead us to decide which statistical model is the most appropriate to use in order to answer the scientific questions of interest.
Many diseases are recorded with two types of scales: nominal and ordinal. When responses are observed in a longitudinal direction, there is a sequence of responses recorded on each individual. Values of these responses are called states. In practice, these states and the move between them are important. For example, transitions among the disease states may correspond to improvement, stabilization or deterioration of the disease.
In the current context, we have to take into account not only the fact that responses are ordinal in nature but also the possibility of dependency or correlation between responses given by the same individual. Agresti [1] and Lall et al. [2] conducted a comprehensive survey of models for ordered *Address corresponding to this author at the Department of Statistics, Faculty of Mathematical Sciences, Shahid Beheshti University, Tehran, Iran; Tel: +98-21-29902915; Fax: 00982122431649; E-mail: m-ganjali@sbu.ac.ir categorical data, in which the need for model interpretation is emphasized. Different models can be used to handle such dependency. One approach is the use of marginal modelling, which allow for inferences about parameters averaged over the whole population or trend over time (Ten Have et al. [3] ; Kim [4] ; Liang et al. [5] ; Molenberghs and Lesaffre [6] ). Another approach is making use of random effects modelling, which deliberately provide inferences about variability between respondents. In this approach, individual behavior is often of scientific interest (Harville and Mee [7] ; Verbeke and Lesaffre [8] ; Tutz and Hennevogl [9] ; Verbeke and Molenberghs [10] ; Diggle et al. [11] and Tutz [12] ). However, both of these approaches are generally appropriate for longer sequences of measurements than those examined here. Another appropriate approach to investigate the reasons for the change of the responses is the use of Markov (transition) models (Garber [13] ; Francom et al. [14] ; Chung et al. [15] ; Rezaee and Ganjali [16] and Rezaee et al. [17] ) where we can consider the effect of previous response on current response. For reviews of transition and other models for longitudinal ordinal data, see McCullagh [18] , Agresti [19] , Diggle et al. [11] and Sung et al. [20] .
Zeghnoun et al. [21] assumed proportional odds, and adopted a first-order Markov model in modeling the effect of ozone on the appearance of respiratory symptoms in school children. Chan and Wan [22] proposed a bivariate binary model with a separate model for informative dropout (ID). Their model incorporates mixture and random effects. Mansourian et al. [23] considered several flexible random effects models and investigated their properties in the model fitting. They also adopted a proportional odds logistic regression model and incorporated the skewed version of the normal, Student's t and slash distributions for the random effects. Mandel et al. [24] utilized maximum partial likelihood estimation under a second-order Markov structure in modeling transitions on the expanded disability status scale.
Anderson and Goodman [25] [20] . Healy and Engler [28] propose the use of Bayesian variable selection in Markov models for obtaining estimation of subject-specific transition probabilities. Their approach simultaneously estimates the order of the Markov process and the transitionspecific covariate effects.
In this paper, the use of a first order transition model and its Bayesian analysis for repeated ordinal responses will be presented. In a two-period longitudinal data the association between initial response and follow-up response will be measured by gamma ( ) ( [29] ). The Bayesian estimation of will be presented and also the estimates of this measure in each level of a treatment variable will be obtained. Sung et al. [20] do not consider the use of gamma and its Bayesian analysis and also do not investigate the sensitivity of parameters estimates to change of the prior. We will discuss the use of gamma and we will present sensitivity to the choice of prior. We will also conduct the sensitivity of the results to eliminate some individuals. As test of hypothesis is very important to be done for answering to some scientific questions, we present the use of Bayes factor for testing some important hypotheses. We test some hypotheses about the regression coefficient parameters to know about the possible changing effects of some covariates over the level of the previous response.
For motivation, the Insomnia data are introduced in Section 2 and some Bayesian exploratory data analysis are performed for this data set. The cumulative logistic regression model is presented in Section 3. By setting up some prior distributions, the posterior estimates of parameters is obtained in Section 4 and then by using Bayes factor we do some Bayesian hypothesis testings about regression coefficients. The analyses based on frequentist and Bayesian views are presented in Section 5 and conclusions are presented in Section 6.
THE INSOMNIA DATA SET AND ITS EXPLORATORY ANALYSIS
Insomnia is a sleep disorder in which the patient does not get enough, or satisfactory sleep. Insomnia can vary as to how long it lasts and as to how often it occurs. Insomnia can be short-term (called acute insomnia) or last a long time (called chronic insomnia). Acute insomnia can last from one night to a few weeks. Chronic insomnia is present when a person has insomnia at least 3 nights a week for 1 month or longer. It can be caused by many things and often occurs along with other health problems. Common causes of chronic insomnia are depression, chronic stress, and pain or discomfort at night. Acute insomnia may not require treatment. Treatments for chronic insomnia include first treating any underlying conditions or health problems that may be causing the insomnia. If insomnia still continues, the health care provider may suggest either behavioral therapy or medication.
The data in Table 1 are extracted from results of a randomized, double-blind clinical trial comparing an active hypnotic drug with a placebo in 239 patients who have sleeplessness problems (Francom et al. [14] ). The measure of interest is the patientís response to the question "How quickly did you fall asleep after going to bed?" The response was categorized as an ordinal scale: 'less than 20 minutes'; '20 to 30 minutes'; 'more than 30 and less than or equal to 60 minutes'; and 'greater than 60 minutes'. Patients were asked this question after a one week placebo washout period (baseline measurement) and following a two-week treatment period.
If there is no correlation between responses, one may fit separate marginal models to each response to examine the treatment effect. For the Insomnia data, we shall use the gamma association measure to calculate the association between two ordinal responses, (Goodman and Kruskal [29] ). This measure is the difference between the concordant and the discordant pairs divided by the sum of the concordant and the discordant pairs and it takes values in the 
The frequentist estimate of gamma for the two responses is 0.546 (S.E. = 0.063 , p-value=0.000) which shows a strong association between the two responses and consequently any statistical analysis of these data should take this association into account. Partial gamma (gamma for a specific treatment) is used to recognize any correlation between the two responses in each level of the control variable. The frequentist estimate is 0.461 (S.E. =0.105, p-value= 0.000) for the active drug and 0.635 (S.E. =0.075, pvalue=0.000) for the placebo. As the association between the two responses is not the same for the two treatments, we need to choose a longitudinal approach which is able to take into account the fact that the covariance structure of the responses is dependent on the treatment.
For obtaining the Bayesian estimates of gamma and partial gamma, we can use the Dirichlet distribution. For this, consider a table having two ordinal responses, 
, that is known, and probability vector
where the elements of (k ) must satisfy
Since the computation of posterior distribution of (k) is intractable due to its complex form, we first obtain the posterior distribution of (k ) and then by using the relationship between (k ) and (k) the posterior distribution and the posterior summaries of (k) will be obtained. For prior distributions of (k ) we consider Dirichlet distribution with parameters
), (Lindley [30] , Good [31] ).
The conjugate density for multinomial distribution is the Dirichlet distribution and hence the posterior distribution of (k ) is also Dirichlet distribution with parameters k * = 11k * ,…, IJk
In order to determine the posterior distribution of (k) , first we simulate For computing Bayesian estimates of (k) in Insomnia data in Table 1 , the prior distributions are low informative, but the priors corresponding to values of greater than 1 are highly informative. So, the posterior means of corresponding priors that are low informative, are similar to the frequentist estimate of (k) . But, for more informative priors ( = 10 ), the Bayesian estimates have significant difference from those of frequentist ones. The results are given in Table 2 . Table 3 displays marginal distributions for the initial and follow-up responses for the two treatments.
From Table 3 , we can conclude that, initially, the two groups have similar distributions, but at the followup, those patients on the active treatment tend to fall asleep more quickly.
For example, by Table 1 , the sample probability of a patient who initially took more than 60 minutes to fall asleep, having taken the active drug, took less than or equal to 30 minutes to fall asleep by the follow-up is 0.553. The same probability is just 0.294 for a patient on the placebo. This shows the level of improvement on using the active drug for an Insomnia patients who initially required more than 60 minutes falling asleep. An important question is whether or not this significant difference between the two treatments on follow-up response remains the same for all initial response levels.
However, as it can be seen, some cell counts in Table 1 are less than 5. For such a data set the use of a Bayesian approach has been suggested by so many researchers (for more details, see Agresti and Hitchcock [32] ).
TRANSITION MODELS AND THE LIKELIHOOD
In this section we define homogeneous and nonhomogeneous models and introduce longitudinal logistic cumulative regression model. 
Homogeneous and Non-Homogeneous Markov Processes
Suppose that {Y m1 ,Y m 2 ,
Logit Regression Model
Muenz and Rubinstein [33] presented a logistic regression setup for a binary Markov chains to incorporate covariate effects on the transition probabilities by using a logit transformation on the transition probabilities of chains. They also obtained the maximum likelihood estimates (MLE) for the transition probabilities. Also, the Markov logistic regression set-up for correlated longitudinal data and the maximum likelihood estimation for the model are discussed by [34] . In this subsection, the logit regression model is introduced. Here, we incorporate the ordinal nature of data by using a cumulative logit regression model. The cumulative logit model is specified in terms of cumulative transition probabilities For Insomnia data, an important question is whether or not this significant difference between the two treatments on follow-up response remains the same for all initial response levels. We answer this question by using a first-order transition model based on the cumulative logistic regression framework. If we have an ordinal variable with J levels, (in the Insomnia data, J = 4 ), then the form of the transition model for T response variables (in the Insomnia data, T = 2 ) is: 
where
The maximization of likelihood can be carried out using SPSS package, Ganjali and Rezaee [35] , by modeling Y 1 , then separately modeling the conditional probability of Y 2 given Y 1 in each level of previous response.
BAYESIAN INFERENCE
For Analysis of contingency table, where the sample size is small or some cells have frequencies less than 5, the frequentist approaches are so conservative and do not work properly. So, a Bayesian approach may be a better method for obtaining the parameter estimates and testing some hypotheses. In this section, we use the Bayesian paradigm to make inferences about parameters of the model (1) 
For implementation, we use noninformative proper prior distributions. We used independent truncated normal distributions, N(0,10000) , for cut point parameters We run the program in the WinBUGS for 10000 iterations with a burn-in time 100 and the thin 100. The results are given in Table 4 The posterior density of coefficient parameters are given in Figure 1 and the posterior summary for the parameters is given in Table 5 . Results will be interpreted in the next section. 
Hypothesis Testing
In this subsection, we would like to test some hypotheses about main parameters of the model for follow-up response. By these tests we shall find the best model that can be fitted to Insomnia data.
The first hypothesis that we want to test leads to a model which says that treatment is not significant for any given initial response, i.e.,
The second hypothesis is that the treatment on follow-up response is significant but its performance is the same for all different levels of initial response, i.e., For Insomnia data, by plot given in Figure 1 , one may get interest in testing 2 1 = 2 2 and 2 3 = 2 4 . In other words, it seems that if we partition the patients in Finally, the last model that we consider is a general model where all coefficients are considered to be differently effective and so this model is the full model. We name this hypothesis as H 4 , i.e., In Bayesian paradigm, one approach to model selection is to use the Bayes factor. The comparison between two models H i versus H j , i, j {1, 2, 3, 4} and i j , is possible by computing the Bayes factor. If (H i ) and (H j ) are the prior probabilities of these models then the Bayes factor is obtained by
.
It is obvious that B ij is the ratio of posterior odds of H i versus H j and prior odds. For computing the Bayes factor, it is required that under each model the integral
can be computed. Because of computational complexity, the use of MCMC is very helpful. Due to lack of a closed form of full conditional of 
where is small value in (0,1) .
The process is iterated till reaching to a convergence.
In some small-scale numerical experiments, it has been shown that the above estimator was performed well for as small as 0.01. The Bayes factor for each couple of models, given in this subsection, is given in Table 6 .
Conditional Predictive Ordinate
In this subsection, we use the conditional predictive ordinate (CPO), [37] , which is a Bayesian diagnostic tool to detect observations discrepant from a given model. It can be adapted to detect unusual patients in our data set.
Let Y = (y 1 , y 2 ,…, y n ) be the vector of conditionally independent observations with density f (y i | ) and y (i ) be the y after omitting y i , i.e.,
the CPO is defined as
Small CPOs indicate observations that are not expected under the current model. A Monte Carlo estimate for CPO i is given by 
BAYESIAN AND FREQUENTIST APPROACHES FOR ANALYZING INSOMNIA DATA
In this section the numerical results in both frequentist and Bayesian approaches for Insomnia data are presented. The estimates of parameters of cumulative logit model from modeling the initial and the follow-up responses separately, are given in Table 4 . Results in Table 4 for initial response show that the effect of treatment is not significant on its cumulative probability. But results for follow-up response reveal the significant effect of treatment on its cumulative probability. This table says that the use of the drugs increases the probability of having a short time interval to get sleep in bed.
In Table 5 , the results of conditional components of the transition model are given by both frequentist and the Bayesian analysis. For different values of the initial response, a , a = 1, 2, 3 , are intercepts which indicate the log-odds of lower, rather than higher time to falling asleep when we use the placebo. For example, when the initial time to falling asleep is greater than 60 minutes, for follow-up response log-odds of less than 60 rather than time more than 60 when we use the active drug is 2.561 + 1.161 = 1.400 by frequentist approach and is 2.639 + 1.200 = 1.439 by Bayesian approach. When we use the placebo, above log-odds are 2.561 and 2.639 by frequentist and Bayesian computations, respectively.
According to Table 5 , it is clear that for an initial value of 30-60 or more than 60, the positive effect of drug on the cumulative probability of low values of follow-up response is significant. But for an initial value of less than 20 or 20-30, there is no significant effect of drug. Both of frequentist and Bayesian results confirm the above inferences. These mean that the drug is more effective for patients with presleeping intervals greater than 30 minutes. Hence the knowledge of the initial response may helps the practitioners to prescribe an effectual treatment, and also discourage them from prescribing an ineffectual treatment.
Bayes factors for comparing the models are given in Table 6 . According to this 
Sensitivity Analysis: Investigating Sensitivity of Posterior Inferences on Changes of Prior Variances
In section 4, we described a choice of prior structure on parameters of logit model. We now investigate the sensitivity of posterior results (with emphasis on coefficient and partial gamma parameters) to changes on the prior. In the next subsection, we also investigate the sensitivity to eliminate some unusual individuals. 
We conduct the sensitivity analysis with changing the variance of the prior distribution for coefficients of logit models ( ) and we want to know whether the posterior estimates will change with the change of the variance or they will be stable. For doing this, we set the values 10 6 , 10 4 , 10 2 , 10 0 , 10 2 , 10 4 and 10 6 for the variance of the prior distribution for different coefficients. The results are given in Table 7 . When we select a very small value for variance of the coefficients, such as 10 6 , the prior distributions are more informative than the prior distributions corresponding to high values for variance of the coefficients. The posterior means of the parameters corresponding to those obtained by noninformative priors, are similar to the frequentist ones. But, for more informative priors, the Bayesian estimates of parameters have significant difference from those of frequentist estimates. Figure 3 shows the posterior distributions of (0) and (1) for various values of prior variances of the coefficients.
Sensitivity Analysis: Investigating Sensitivity to Elimination of Some Odd Patients
In Insomnia data, some unexpected counts detected by using CPO. Now, we want to know how these individuals affect the posterior results.
For doing this, we select some individuals with low value of CPO and after deleting one or a group of them we obtain the posterior results. These results are given in Table 8 . According to Table 8 , when we omit some people from some cells, the parameters estimates will change and the size of change is dependent on the number and the position of deleted people. For example, when the initial response is 3, ('30 to 60 minutes'), the effect of the treatment, 2 3 , is very sensitive to deletion of the odd individual who uses active drug, (individual 40), where her/his follow-up response is high ('more than 60 minutes'). Another example is 2 2 that has large change when we delete 
CONCLUSION
For analysing contingency tables with small observed counts in some cells, frequentist inferences would not work properly and one may use the Bayesian statistics instead. We set a Bayesian logit regression model to the Insomnia data and estimate the parameters of the model. Then we compared the frequentist and Bayesian results and showed that by using some noninformative priors the Bayesian and frequentist approaches are given the same results.
For measure of association we used the gamma. In each level of control variable, the partial gamma was computed to measure the relationship between responses. Then the comparison between the Bayesian and frequentist results were presented by setting the Dirichlet prior distribution on cell probabilities. In our data set, there exist some observations that are abnormal under the current model. We illustrated how the CPO can be used to detect these individuals. We investigated the sensitivity of posterior results to changes on prior variances and to deletion of odd individuals. We also used the Bayes factor criterion to test some hypotheses about parameters of the model.
In Bayesian hypotheses testing, some hypotheses on regression coefficient parameters were tested and the best model was selected by using Bayes factor. The best model that was chosen, via using Bayes factor, was the model H 3 which considers that 2 1 = 2 2 and 2 3 = 2 4 . This model says that if the patients are partitioned in two groups (acute and chronic), then the treatment effect on follow-up response is the same in each group. Our application was a two-period longitudinal study. Extension of our analysis on longitudinal data with more periods may make the model a more applicable one. 
