ABSTRACT A beam position monitoring system has been implemented in the first third of the SLC linac which provides a complete scan of the trajectory on a single beam pulse. The data is collected from the local micro-computers and viewed with an updating display at a console or passed on to application programs. The system must operate with interlaced beams so the scans are also interlaced, providing each user with the ability to select the beam, the update rate, and the attenuation level in the digitizing hardware.1 In addition each user calibrates the hardware for his beam. A description of the system architecture will be presented.
INTRODUCTION
Beams of different currents and phasing with respect to the 360 hertz pulses of the machine travel down the SLC linac. The SLC control system architecture provides for several independent operator consoles. Different operators will, in general, want to collect beam position data for different interlaced beams. It is also often the case that a single operator will want to collect data for two or more beams, switching quickly from one to another. The SLC Beam Position Monitor (BPM) hardware and software have been designed to meet these requirements.
USING THE SLC BEAM POSITION MONITORS
The SLC beam position monitor hardware consists of two components: the stripline monitors in the tunnel, in which the charge to be measured is induced by the passing beam, and BPM processors (BPMP's) which process and digitize the analog stripline data. Each BPMP has three analog-to-digital converters (ADC's) and an attenuator. During normal data-taking, the sum ADC returns a value proportional to the strength of the beam. The other (difference) ADC's measure the horizontal and vertical displacement of the beam. In the linac each processor is connected to a single stripline monitor. In other parts of the SLC up to 10 stripline monitors may be multiplexed and connected to a single BPM processor. Except for the longer time intervals necessary to read the multiplexed BPM's, the difference between multiplexed and non-multiplexed BPM's is not apparent to the operator.
An operator wishing to take BPM data first sets values for several parameters. These include, among others, the geographical area over which data is to be taken, the beam code (known as the PP) for which data is to be taken, and the attenuation value to be written to the BPM processors. All these parameters are collected together in a logical entity When an operator has a calibrated Measurement Definition and initiates data-taking, his SCP first sends a request to the BPM job in each micro in the area of interest to prepare to take data. Included in the request are, among other things, a code identifying the Measurement Definition (the BPM job uses it to find the right calibration values for this Definition) and a pair of YY's. The BPM jobs respond by preparing two camac packages, to be executed synchronously during measurement, and requesting the Timing job to associate them with the two YY's. Next the SCP sends a request to the MPG to broadcast the two YY's. The first must be broadcast at the same time as the PP of the Measurement Definition, since it is on the immediately succeeding pulse that the BPM processors will take data. The second YY need only be broadcast a short time later. The SCP now has nothing to do but wait for the data.
When it is able, the MPG broadcasts the first YY. It is seen by the Timing job in each micro. In those micros where BPM preparation has taken place, the Timing job will now execute the first camac package. It second YY. When the Timing job sees it the second package is executed, causing the digitized data to be read into the micro's memory. The Timing job then sends a message to the BPM job, letting it know that new data is available. The BPM job wakes up in response to the message. It reduces the data using pedestal and gain values peculiar to the beam and the BPMP, determined during a previous calibration. The BPM job then sends the processed data (x-and y-position in microns, transmittance, and status information) back to the waiting SCP.
The SCP may send the data to the operator console for display or may use it in further calculations. Finally, when data-taking is over, the SCP sends a request to the BPM job to delete the camac packages and their association with the YY's.
REMARKS ON IMPLEMENTATION
Typically (e.g., if the data's ultimate destination is an updating display) the micros will be asked to prepare for BPM readings, data will be read for a large number of pulses, and finally the micros will be asked to clean up. It is not necessary to re-prepare the camac packages before each reading. In this way the amount of work the micro must do on a pulse-to-pulse basis is minimized.
A micro must save a substantial context (timing information, attenutation settin calibration information, etc.) for each Measurement Definition having that micro in its range; because the micro's memory is limited this context must be stored in compact form. It must also be readily accessible so as not to upset the delicate timing involved in processing data for different interlaced beams. These requirements could not be met by allocating static storage for all possible active Measurement Definitions, so space is allocated dynamically as needed.
In the areas of the SLC with multiplexed BPM's (currently the electron damping ring and its transport lines) a somewhat different protocol is needed. It is impossible to read all the BPM's on a single pulse: each multiplexer may take up to ten inputs, so any SCP wishing to read data from multiplexed BPM's will request the MPG to broadcast ten identical pairs of 
