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The shortest linear recursion which generates a de Bruijn sequence is defined to 
be the complexity of the sequence. It is shown that the complexity of a binary de 
Bruijn sequence of span n is bounded by 2” - 1 from above and 2”-’ + n from 
below. Results on the distribution of the complexities are also presented. 
1. INTRODUCTION 
Pseudo-random binary sequences generated recursively using n-stage 
feedback-shift registers (FSR) for storage have many applications in modern 
communication systems. In addition to being easy to generate, these shift- 
register sequences can, if properly designed, have several desirable properties, 
e.g., long period, balanced statistics, and unpredictability. Each element of 
the sequence {si} = (so, s, ,..., si ,...) is a function f of the previous n elements, 
i.e., 
si+n =f(Si,Si+],..-,Si+n-I). 
If the function f is linear, then the FSR is called a linear-feedback shift 
register (LFSR). Otherwise, it is called a nonlinear-feedback shift register 
(NLFSR). For a detailed treatment of shift-register sequences, Golomb [4] is 
an excellent reference. 
The output of an FSR can be viewed either as a binary sequence or as a 
sequence of binary n-tuples which represent the successive states of the shift 
register. The latter view provides a tie between these generators and the de 
Bruijn graphs [ 1,2,5]. The de Bruijn graph G, is a directed graph with a 
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vertex for each binary n-tuple. An edge is drawn from x = (x,, x2,..., x,) to 
Y = (Y, 1 Y2 3**.1 Y,> exactly when y = (x2,..., x,, y,). In 1894, Flye Sainte- 
Marie [2] showed that a closed path visiting each vertex of G, once and only 
once can be achieved in 22”m’-n distinct ways. These closed paths 
correspond to shift-register sequences, with period 2”. These sequences are 
generally known as de Bruijn sequences after de Bruijn [ 1 ] rediscovered 
them in 1946. The de Bruijn sequences are of special interest because of their 
maximum period but also, as will be shown, they cannot be generated by a 
linear recursion with few stages. The shortest linear recursion which 
generates the de Bruijn sequence is called the complexity of the sequence. 
(Other authors [ 7,9, lo] have considered the complexity of finite sequences 
from different viewpoints.) 
The next section introduces concepts, including the concept of complexity 
of binary sequences, that are essential to the paper. Section 3 establishes 
upper and lower bounds on the complexity of de Bruijn sequences. Finally, 
Section 4 addresses the distribution of complexities for de Bruijn sequences. 
2. THE COMPLEXITIES OF SEQUENCES 
In this section, we shall introduce concepts, definitions, and notations that 
are used throughout the paper. Since the sequences of interest are binary it is 
natural to work within GF(2). Most of the equations and expressions 
discussed will be over GF(2); the operations are to be interpreted as the 
operations of GF(2), namely, addition and multiplication modulo 2. 
Exceptions will either be pointed out or they will be assumed obvious from 
the context. Henceforth, we denote GF(2)” by B(n). 
A periodic sequence {si} = (so, s,, s2,..., si,...) of period p is completely 
specified by the elements of a single period, and will be denoted by a binary 
p-tuple (or vector) s E B(p), where 
We define 
s=(&),s,, . . . . s,_,,s,-,I. 
S(p) = {s: s is a binary sequence of least period p). 
A binary sequence generated by an n-stage FSR is said to have span n. A 
sequence s = (so, s1 ,..., sP- I ) with span n can be regarded as a closed path in 
the de Bruijn graph G, with each vertex of the path given by a vector 
si E B(n), where si = (si, si+ ,,..., si++,). We also write s = (so, s1 ,..., s,-,). 
The sequence will be denoted by [s] when thought of as a closed path (or 
cycle if each vertex of the path occurs only once) in G, without regard to a 
starting vertex. 
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A sequence {si} = (so, S, ,..., si ,... ) satisfies a linear recursion of degree m 
if. 
'itm + ? UjSi+m-j=O, 
,T, 
i > 0. 
Recursion (1) can also be expressed as a difference equation 
Em + 2 ajEm-j si = 0, i > 0, 
j= I 
where E is the shifting operator of finite difference, i.e., Es, = si+ , 
The polynomial equation 
m 
xm+ v m-j - 
,T, 
ajx -0 
is called the characteristic equation in finite differences, and the polynomial 
is called the connecting polynomial in shift-register theory (because of its 
relationship to feedback connections). 
It is clear that any periodic sequences s E S(p) satisfies a linear recursion, 
namely (Ep + 1) s,~ = 0, i > 0. The sequence s might also satisfy a linear 
recursion of degree less than p. Let f(E) si = 0, i > 0, be the linear recursion 
of least degree satisfied by s, then s is said to have complexity c(s), where 
44 = dedtW). 
From the division algorithm it can be seen that f(E) 1 E” + 1. For p = 2”, 
E*” + 1 = (E + l)‘“, and sof(E)= (E + 1) “‘). Equivalently, c(s) = c exactly 
when (E+ l)‘-‘si= 1, i>O. 
The complexity of a sequence is an important measure of its predictability. 
If a sequence has complexity c, the coefficients a, in (1) can be determined 
from 2c successive elements of the sequence, and the remaining elements can 
be produced with the recursive relation (1). A very powerful algorithm for 
this purpose has been devised by Massey [ 111. 
The operator D = E + 1 has special significance with respect to de Bruijn 
graphs, which was described by Lempel [8]. The operator D effects a 2- 1 
map from B(n) to B(n - 1) which is a graph homomorphism from G, to 
G n--l* This homomorphism proves to be valuable in constructing de Bruijn 
sequences of span n from a de Bruijn sequence of span n - 1. 
For a sequence s = (so, s, , s2 ,..., sP- ,) E S(p), 
Ds = (s, + s,, s, + s2 ,..., sP-* + sp-,, s,-, + so). 
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We define the weight of s, denoted by wt(s), to be the number of nonzero 
entries in the vector s. If wt(s) is even, then the inverse images are the two 
complementary sequences given by 
P-2 
I( 
P-2 
D-Is = O3 ‘0, ‘0 + s13’... y si ) l, 1 + So, 1 + So + Sl,..., 1 + y si , 
i=O i-0 )1 
If wt(s) is odd, then 
ii 
P-2 P-2 
D-k= 0,s O’“‘, \‘ si, 1, 1 + so ,..., 1 + x si . 
,TO i=O )I 
Note that applying D reduces the complexity of s by one. In the case when 
r= fro, I~,..., rnml) is a vector in B(n), Dr E B(n - 1) and 
Conversely, if w  E B(n - l), w  = (klo, w1 ,..., w,-& then 
D-‘WI 
n-2 
0, wo, wo t W*r..., 1 wi 
1 
, 
i=O 
Dr = (r. + r,, Y, + r2 ,..., rne2 t rn- ,). 
n-2 
1, 1 -I- wo, 1 + w. + w  I,..., 1 + x wi . 
i=O )I 
3. UPPER AND LOWER BOUNDS ON THE COMPLEXITY 
In this section, upper and lower bounds on the complexity of a binary 
sequence with period 2”, n > 1, are derived. Next, de Bruijn sequences are 
considered and improved bounds are determined for this case. The upper 
bound is attained by a de Bruijn sequence obtained from appending the 0 
vector to a sequence of maximum period 2” - 1 generated by linear 
recursion. Examples for 3 < n < 6 show that the improved lower bound is 
best possible, but it remains open as to whether this is the case for all n > 7. 
THEOREM 1. Ifs E S(2”), then the complexity of s satisfies 
2”-’ + 1 <c(s) < 2”. 
ProoJ Since s E S(2”), for all i > 0, 
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but since s 6?~ S(2”-I), there is some i > 0, such that 
(IT*“-’ + 1) Si = (E + l)‘“-’ si # 0, 
and so, 2”-’ + 1 < c(s) < 2”. 
The next two theorems characterize binary sequences which attain the 
bounds of Theorem 1. If a = (a,, a, ,..., a,) and b = (b, , b, ,.., b,), then (a 1 b) 
denotes the vector (a,, a, ,..., a,.,,, b,, b, ,..., bM). We also use a to denote the 
complement (or dual) of a, i.e., a = (1 + a,, 1 + a, ,..., 1 + a,,.). 
THEOREM 2. Let s E S(2”). The following statements are equivalent: 
(a) c(s) = 2”-’ t 1, 
(b) s=(rI?)forrEB(2”-‘), 
(c) [s] = [S] US closed paths in G,. 
Proof. (a) iff (b). c(s) = 2”-’ + 1 if and only if, for i > 0, 
(E + l)*“-’ = 1, 
(E*“-’ + 1) si = 1, 
sit2n- Itsi= 1, 
if and only if, there is an r E B(2”-‘) such that 
si = ri, O<i<2”-‘, 
= 1 t rip*n-l, 2”-‘<i( 2”, 
i.e., s = (t 1 F). 
(b) iff (c). [8, Lemma 51. 
THEOREM 3. Let s E S(2’7, then c(s) = 2” ifund only if, wt(s) is odd. 
Proof: 
(E + l)*“-’ = (E t 1)2”/(E t 1) = (P” + l)/(E + 1) 
=p-1 +p-2 + . . . +E+ 1 
SO that c(s) = 2” if and only if, for i > 0, 
(Et 1)2”-‘si=sit2.-,tsi+2,-2+*~*+sit,+si=wt(s)=1 
if and only if, wt(s) is odd. 
COROLLARY 4. If s is u de Bruijn sequence of spun n, n > 1, therr 
c(s)< 2" - 1. 
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Proof A de Bruijn sequence of span n has wt(s) = 2”- ‘. 
To see that the bound in Corollary 4 is attained, consider the de Bruijn 
sequence obtained by appending an additional 0 to a maximum-length 
sequence t E S(2” - 1) generated by an n-stage LFSR, so that the 0 vector is 
included in the sequence. In particular, suppose r0 = r, = ... = rRp2 = 0 and 
define s E S(2”) by 
si = ri for i = 0, l...., 2” - 2. 
S2”L, - 
- 0. A de Bruijn sequence obtained in the way is called an ML-sequence. To 
show that the complexity of s in this case is 2” - 1, we apply a result of 
Massey [ 11, Theorem 11. 
THEOREM 5 (Massey). if some LFSR of length L generates the sequence 
sl), s, ,-*.3 SJ& * 3 but not the sequence of sO, s, ,..., s,-, , s,, then any LFSR that 
generates the latter sequence has length L’ satisfying 
L’aN+l-L. 
COROLLARY 6. Every ML-sequence s has maximum complexity 
c(s) = 2” - 1. 
Proof Let r E S(2” - 1) be generated by an n-stage LFSR, and assume 
that r,, = r, = ... = r,-, = 0, and si = ri for i = 0, l,..., 2” - 2. In addition, 
S 2aP, = 0. The same LFSR generates 
sl), s, 1..-, SZ”+n-3 
but does not generate 
because the latter ends with the n-consecutive zeros 
s,,-, = S2” = ... = SZ”+n-2 - - 0. 
So, Massey’s theorem asserts that c(s) > (2” + n - 2) + 1 - n = 2” - 1, and 
thus, c(s) = 2” - 1 by Corollary 4. 
The lower bound of Theorem 1 can be improved in the case of de Bruijn 
sequences. First, we state the following lemma due to Lempel [ 8 1. 
LEMMA 7. For x, y E B(n), Dx = Dy if and only 13 x = y or x = y. Thus, 
D is a mapping of B(n) onto B(n - 1) under which every element in B(n - 1) 
is the image of a pair of dual elements in B(n). 
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THEOREM 8. Let s be a de Bruijn sequence of span n. Then 
2”-’ = wt(s) = wt(Ds) = * * * = wt(D”-Is). 
ProoJ We show, by induction, that every vector in B(n - i) appears 
exactly 2’ times in D’s; hence wt(D’s) = 2’ 2”-‘-’ = 2”-‘. 
For i = 0, since s is a de Bruijn sequence of span n, every vector in B(n) 
appears exactly once in s; hence wt(s) = 2”-‘. Assume the statement is true 
for some i < n - 1, and consider B(n - i) and B(n - i - 1). From Lemma 7, 
we observe that every vector in B(n - i - 1) is the image of two distinct 
vectors, x and X in B(n - i). By the induction hypothesis every element in 
B(n - i) appears 2’ times in D’s; hence, every vector in B(n - i - 1) appears 
2(2’) = 2’+’ times in Difl s, and the theorem is proved. 
Remark. The converse of Theorem 8 is not true. For example let n = 4 
and 
s = (1, 0, 0, 0, 1, 0, 0, 1, 1, 1, 1, 1, 0, 0, 1, 0). 
THEOREM 9. Let s be a de Bruijn sequence of span n > 3, then the 
complexity of s satisfies 
c(s) > 2”-’ + n. 
Proof: Consider D”- ’ s, recalling that c(D”-‘s) = c(s) - (n - 1). We 
show that c(D”-‘s)> 2”-’ + 1, so that c(s) > 2”-’ + n. Suppose to the 
contrary that c(D”-‘s) < 2”-’ + 1. By Theorem 1, c(s) > 2”-’ + I, so since 
c(D’s) = c(s) - i, there exists k, 0 < k < n - 2, such that c(D%) = 2”-’ $ 1. 
By Theorem 2, one period of Dks has the form, for N = 2”, 
Dks = (a, , a,, . . . . aN12, 8, , a2 ,..., a,,~), 
so that 
Dk+‘s = (a, + a,, a, t a3, . . . . aN,2 t a,, 5, t ciz ,..., &,, t a,) 
=(a,+a,,a,ta,,...,a,,,+~,,a, +a, ,... ,uh,2tG,) 
= (a I a>, 
where a = (a, t a,, a, t a3 ,..., aNI t a,). The weight of a (mod 2) is given 
by wt(a)=a,+a,+a,+a,+~~~+a,,,+ti,=a,$ti,=1; i.e., 
wt(Dk+’ s) = 2 wt(a) with wt(a) odd. When n > 3, this contradicts 
Theorem 8 which states that for 1 < k + 1 < n - 1, wt(Dk+‘s) = 2”-‘. 
Remark. When n = 3, Corollary 4 and Theorem 9 combine to show that 
every de Bruijn sequence of span 3 has complexity 7. 
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We shall end this section with examples of sequences for 4 < n < 6 which 
attain the lower bound of Theorem 9. 
EXAMPLE. n=4, c(s)= 12, s=(0000111101001011). 
EXAMPLE. n = 5, c(s) = 21, 
s=(00000100111110110001101011100101). 
EXAMPLE. n = 6, c(s) = 38, 
s=(00000011101000110111000100101011 
01010011111100110010000101111011). 
4. COMPLEXITY DISTRIBUTION 
We shall consider next the distribution of the complexities of de Bruijn 
sequences of span n. For fixed n and c > 0, define y(c, n) = number of de 
Bruijn sequences of span n with complexity c. Since there are 2*“-I-” de 
Bruijn sequences of span n, 
\‘ y(c, n) = 2*“-‘-,. 
The previous section has shown that for n > 3, y(c, n) = 0 if c > 2” - 1 or 
c<2”-‘+?I. 
For n = 1, the only de Bruijn sequence (0, 1) has complexity 2. For n = 2, 
the only de Bruijn sequence (0, 0, 1, 1) has complexity 3. The remark at the 
end of the previous section shows that the two de Bruijn sequences of span 3 
have complexity 7. For n = 4-6. the complexity distributions were deter- 
mined by computation: a binary sequence was generated by an n-stage 
NLFSR and was tested for the de Bruijn property, the complexity of an 
obtained de Bruijn sequence was then computed using a fast algorithm which 
determines the complexity of a binary sequence of period N = 2” in log N 
iterations (Games and Chan [3]). The results are listed in Tables l-3. 
From these results we observe that y(c, n) is even for all c and 3 < n < 6; 
indeed this is the case for all n > 3 as shown in 
THEOREM 10. For n > 3, y(c, n) = 0 mod 2. 
proof: For any de Bruijn sequence s, the ComPkmnt i is alsO a de 
Bruijn sequence. For t > 0, 
(E+ l)‘q=(E+ l)‘(sj+ l)=(E+ l)‘Sj+(E+ l)‘l=(E+ ‘)“.i’ 
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TABLE 1 
n=4 
c Yk 4) 
12 4 
13 0 
14 4 
15 8 
TABLE 2 
n=5 
C Yk 5) C Y(G 5) 
21 8 27 64 
22 0 28 180 
23 12 29 224 
24 20 30 448 
25 32 31 1024 
26 36 
TABLE 3 
n=6 
C Y(C. 6) c Y(G 6) 
38 448 51 8704 
39 0 52 18096 
40 32 53 34224 
41 96 54 67700 
42 160 55 126592 
43 80 56 259320 
44 432 51 519752 
45 288 58 1041252 
46 896 59 2090716 
47 1168 60 4162352 
48 2772 61 8342176 
49 2352 62 16692832 
50 5224 63 33731200 
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So (E + 1)’ Fj = 0 if and only if, (E + 1)’ sj = 0, thus c(s) = c(S). Next, we 
show that [s] # [S] for n > 3. Suppose [s] = [S], then Theorem 2 states that 
c(s) = 2”-’ + 1, but this can occur only if n = 1 or 2. Thus for n > 3, the 
contributions to y(c, n) occur in pairs, namely s and S, and this proves that 
y(c, n) is even for all c. 
The determination of y(c, n) remains open for n > 7. Partial results on 
lower bounds of y(c, n), however, can be obtained by studying the recursive 
constructions of de Bruijn sequences given by various authors (Lempel [8], 
Mykkeltveit et al. [ 121, Siu and Tong [ 131). The construction takes a de 
Bruijn sequence w of span n - 1 and forms the D-morphic preimages, r and 
F. A binary sequence of period 2” can then be obtained by concatenating the 
vectors r and a cyclic shift of F, i.e., (r 1 E’?). The resulting sequence is a de 
Bruijn sequence s of span n if k is chosen so that the successors of a pair of 
conjugate vertices a = (a,, a, ,..., a,_ r) in r and i = (a, + 1, a, ,..., a,- ,) in F 
are interchanged (Lempel [8]); in this case r = (r’ 1 a), EkF = (r” ] a), and so 
s = (r’ 1 a 1 r” 1 ii). 
THEOREM 11. Let r E S(2”-‘) with complexit-v c(r) > 2”-* + 1. If s = 
(r ) Ekf)for 0 < k < 2”-‘, then 
c(s) = 2”-’ + c(r) - 2”, 
where 2m I k, but 2”“kk. 
Proof. Since s = (r I Ekf) 
si = ri, O<i<2”-‘, 
and 
(E + l)““-’ si = Eznm’si + si = si+*“. I + si = ri + ri+k + 1. (2) 
NOW, r; + r;+k + 1 = 0 if and only if ri = pi+ k, i.e., r is self-dual and c(r) = 
2”-2 + 1. Thus, by hypothesis, ri + rifk + 1 # 0 for some i > 0 and (2) 
implies that c(s) > 2”-‘. Let c(s) = 2”-r + c with c > 0. Then 
(E+ 1)2"-'+c s;=(E+ l)c(E+ 1)2”-1si 
=(E+ l)C(r,+k+r;+ 1) 
=(E+l)C(Ek+l)ri+(E+l)rl 
=(E+l)C(Ek+l)ri. (3) 
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Since k = 2”‘p, where p = 1 mod 2, (3) now becomes 
(E + 1)2”-‘+c si=(E+ l)c(E2”p+ l)ri 
= (E + 1)’ (E2m + l)(E2m’p-1) + E2”(P-2’ + . . . + 1) ri 
= (E 2m(p-1) + ..a + l)(E + 1)2m+c ri. (4) 
Because p = 1 mod 2, (E + l)~(E2m(p-‘) + . . . + 1) and so (4) is 0 if and 
only if (E + 1)2mtc ri = 0. Thus, c(s) = 2*-l + c implies that c(r) = 2” + c, 
and 
c(s) = 2”-’ + c= 2”-’ + c(r) - 2”. 
From this theorem we can establish lower bounds on y(c, n) in terms of 
y(c’. n - 1). 
LEMMA 12. Let w’ and w” be two distinct de Bruijn sequences of span 
n - 1, and s’, s” be de Bruijn sequences of span n obtained from w’ and w” 
by the recursive construction. Then [s’] # [s”]. 
Proof: Since w’ is a de Bruijn sequence, it has even weight and the D- 
morphic preimages r’ and ?’ form two disjoint paths that cover the de Bruijn 
graph G,. Similarly, define r” and P’ from w”. Let s’ = (r’ 1 Ek?) and s” = 
(r” / EjF”). Assume [s’] and [s”] represent the same cycle in G, (Fig. 1). Let 
ti be the paths in G, defined by t, = [r’] n [r”], t, = [r’] n [?“I, t, = 
[?‘I n [i”], and t, = [T’] f? [r”]. Now w’ # w” implies that r’, i’, r”, and ?” 
are all distinct; hence as paths, the ti)s are nonempty. Consider the D- 
morphic images of r’, r”, and F’ separately. 
w’ = Dr’ = (Dt, 1 Dt2), 
w” = Dr” = (Dtr 1 Dt,), 
w’ = Df’ = (Dt, 1 Dt,). 
(5) 
Since Dr’ = DF’, (Dt, ] Dt,) = (Dt, ] Dt,). But w”, being a de Bruijn cycle, 
implies that Dt, n Dt, = 0. Thus Dt, = Dt,, Dt, = Dt,, and w’ = w”. This 
contradicts that W’ and w” are distinct. Therefore, [s’] f [s”]. 
THEOREM 13 (Lempel [8]). Let w be a de Bruijn sequence of span n - 1 
and r, ? be the D-morphicpreimages. Let a E ((0, 1, 0, I,... ), (LO, 1,0 ,... )} be 
a vector in B(n). Then, a is in r if and only if, the conjugate A is in F. 
THEOREM 14. For all n > 3 
y(2”-‘+c,n)>2y(c,n- 1). 
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FIG. 1. A de Bruijn Cycle. 
Proof: Let w  be a de Bruijn sequence of span n - 1 with complexity c. 
Lempel’s theorem shows that a de Bruijn sequence s of span n can be 
obtained by using the pair of conjugate vectors a = (0, 1, 0, I,...) and i = 
(1, 1, 0, l,... ). Write r = (r’ ] a), then Ekf = (r” 1 ii). We need to know k in 
order to determine c(s). As vectors in the de Bruijn graph G, , a = rzn - I_ n. 
Consider ?,,-I -“-, = (r;“-1Ln-1,6,,a,,a, ,... )= (I;“-lLn-,, l,O, l,o ,... >. 
But ?2n-1-n-, f 0, otherwise ?2”+-n-l = a, contradicting [r] n [f] = 0. 
Hence, FzE-l-n-l = i; this shows that k = 2”-’ - 1 = 1 mod 2, and since 
c(r) = c(w) + 1, by Theorem 11 
c(s)=2”-‘+c(w)+l-1=2”-‘+c. 
Similarly, S can be obtained by using the pair of conjugates a = (1, 0, 1, O,...) 
and a^ = (O,O, 1,O ,... ). As proved in Theorem 10, c(S) = c(s). From 
Lemma 12, the two de Bruijn sequences s nd S obtained from w  are distinct 
from the sequences s’ and S’ obtained from any other w’. Therefore, 
~(2”~‘+c,n)>2y(c,n- 1). 
In the previous theorem, the de Bruijn sequence s of span n is obtained by 
using (0, 1, 0, l,...) or (1, 0, 1,0 ,... ), thus restricting k to be odd. Mykkeltveit. 
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Siu, and Tong [ 121 in effect showed that different values of k can be used if 
w  is an ML-sequence of span n - 1. 
THEOREM 15 (Mykkeltveit et al.). Let w be an ML-sequence of span 
n - 1. If x and i are a pair of conjugate vectors k positions apart in w, and 
x, i 6Z {O, 1 }, then D-‘(x) in t and D- ’ (2) in ? are a pair of conjugate 
vectors whose relative positions d@er by k. 
COROLLARY 16. Let w be an ML-sequence of span n - 1. If a pair of 
conjugate vectors x and i are k positions apart in w, then 
y(2” - 2”, n) > 0, 
where 2m 1 k but 2,+‘$k. 
Proof: Since an ML-sequence of span n - 1 has complexity 2”-’ - 1, 
Theorem 11 shows that 
c(s) = 2”-’ + 2”-’ - 2” = 2” - 2”. 
From the above theorems we observe that de Bruijn sequences of 
maximum complexity can be easily obtained recursively; this and Tables 1-3 
lead us to believe that ~(2” - 1, n) has a large value. We, therefore, conclude 
the paper with the following conjectures: 
Conjecture 1. At least half of the de Bruijn sequences of span n have 
maximum complexity, that is, ~(2” - 1, n) > 22nm’-‘-‘. 
Conjecture 2. The lower bound for the complexities of de Bruijn 
sequences of span n is attained for all n, that is, ~(2”~’ + n, n) > 0. 
Conjecture 3. For n > 3, ~(c, n) = 0 mod 4. For the case where n is 
even, the statement can be proved by considering the reverse of a sequence s. 
(The reverse of a sequence s is the sequence written backwards.) 
Conjecture 4. For n > 3, ~(2”~’ + n + 1, n) = 0. 
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