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POVZETEK 
 
Tehnološki razvoj zadnjih desetletij na področju robotike omogoča izjemne natančnosti 
robotskih mehanizmov. Vendar cena za vodenje takšnih mehanizmov ni majhna – zato so 
potrebne dodatne mehanske rešitve, ki sicer poenostavljajo vodenje, vendar nas v marsičem 
omejujejo.  
V tej magistrski nalogi se posvečamo nelinearnim regulacijam, s katerimi vodimo regulirani 
sistem na osnovi modela sprotno (angl. on-line). S pomočjo algoritmov računske inteligence 
aproksimiramo ta sistem v realnem času in na podlagi teh na modelu generiramo testne 
rešitve. Najboljše rešitve uporabimo kot  vhod v regulirani sistem. Pozornost posvetimo 
izboljšavam obstoječega naprednega algoritma vodenja na osnovi modela.   
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ABSTRACT 
 
Technological advances in the last few decades in the field of robotics allow achieving an 
outstanding accuracy of robotic mechanisms. But the price of controlling such mechanisms is 
not small. Therefore, certain mechanical solutions are required in order to simplify robot 
control, which also limit us in many ways.  
In this master thesis, we dive ourselves into non-linear control, which is capable to control the 
system on-line. Using computational intelligence algorithms, the system is approximated in 
real-time. Furthermore, model is used as a simulation tool for nature-inspired algorithms, 
which generate trial solutions. Best solutions are used as inputs for our system. We focus upon 
improving existing adaptive on-line model-based control algorithm. 
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1 UVOD 
Področje robotike je v zadnjih 20 letih doseglo vrhunec svojega razvoja. Po podatkih 
Mednarodne zveze za robotiko (angl. International Federation of Robotics, krajše IFR) je bilo 
v letu 2017 izdelanih okoli 381.000 industrijskih robotov, kar je za več kot 30 % povečanje 
glede na prejšnje leto [1]. Številke iz leta v leto rastejo in ne kaže, da se bodo ustavile. Z 
večanjem števila robotov in kompleksnih nalog, ki jih ti opravljajo, se inženirji soočamo z izzivi 
zagotavljanja vedno večje natančnosti robotov ob istočasnem nižanju stroškov.  
 
Tehnološke izboljšave na mehanskem delu robotskih mehanizmov omogočajo širši spekter 
področij uporabe, vendar zato zahtevajo bolj izpopolnjene metode vodenja. Analogno je bilo 
prva letala relativno enostavno pilotirati, vendar so bila omejena v svojih zmožnostih. Letala 
danes pa so tehnološko izredno dovršena, vendar jih je brez močne podpore računalniškega 
vodenja nemogoče upravljati. V robotiki se srečujemo s podobnim problemom – dinamika 
robotskih mehanizmov, ki jih ženejo elektromotorji preko gonil z visokimi prestavnimi 
razmerji, je linearna in razklopljena zaradi visokega prestavnega razmerja. Gonila na drugi 
strani v sistem vnašajo dodatno trenje, zračnost in v splošnem dodatne nenatančnosti, ob 
neprestanem dragem vzdrževanju gonil.  
Na drugi strani direktno gnani robotski mehanizmi nimajo omenjenih težav, vendar je 
mehanska sklopljenost zdaj veliko bolj izrazita, poleg tega pa je tudi dinamika mnogo bolj 
kompleksna. Takšni robotski sistemi zahtevajo torej drugačen pristop k vodenju, ki pa mora v 
osnovi izpolnjevati dva pogoja: sledenje referenčni trajektoriji in odpornost na ali zavračanje 
motenj [2]. 
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Namen dela 
Namen našega dela je najti način, s katerim bi zagotovili večjo natančnost robotskih 
mehanizmov na obstoječi ali novi arhitekturi brez dodatnih stroškov. Obstoječe robotske 
sisteme v glavnem vodimo  na podlagi klasične teorije vodenja, vendar pa ti sistemi zahtevajo 
dodatne mehanske rešitve [2]. Te rešitve so pogosto drage in vplivajo tudi na ostale 
obratovalne zmožnosti ter povečane potrebe po vzdrževanju. Naš pristop vodenja nelinearnih 
robotskih mehanizmov spreminja paradigmo klasičnega vodenja sistemov in jo gradi na 
popolnoma drugačnih temeljih.  
Za razliko od klasične teorije vodenja sistemov, kjer korigiramo regulacijski pogrešek, ki se je 
zgodil v preteklosti, naš tip regulatorja deluje na način, da do regulacijskega pogreška sploh 
ne pride. To zagotavlja tako, da glede na podatke iz preteklosti sklepamo na obnašanje 
mehanizma v prihodnosti. Potrebno je torej poznati model nelinearnega robotskega 
mehanizma, ki ga s pomočjo algoritmov računske inteligence aproksimiramo v realnem času. 
S pomočjo algoritmov po vzorih iz narave (angl. Nature-Inspired Algorithms, krajše AVN) 
generiramo testne rešitve. Skupaj z aproksimacijo modela sistema se postopka izvedeta 
znotraj enega regulacijskega cikla. Testne rešitve preizkušamo na aproksimiranem modelu in 
najboljša izmed njih, izbrana z ocenitveno (tudi kriterijsko) funkcijo (angl. fitness function), je 
naš vhod v sistem. Princip vodenja poimenujemo kot on-line vodenje na osnovi modela (angl. 
on-line model based control). Ta se od vodenja na osnovi modela (angl. model based control) 
loči po tem, da se model posodablja sprotno v mehkem realnem času, ter da uporablja tehnike 
optimizacij po vzoru iz narave. 
Po naših informacijah sta bila do zdaj razvita samo dva on-line algoritma vodenja na osnovi 
modela. Prvi izmed obstoječih algoritmov za vodenje po hitrosti aproksimira model sistema z 
umetno nevronsko mrežo (angl. Artificial Neural Network, krajše ANN) v realnem času. Testne 
rešitve (referenčne tokove) pa generira z algoritmom (1+1)-DES (angl. Dynamic Evolution 
Strategies), ki je nekoliko modificirana verzija algoritma (1+1)-ES (angl. Evolution Strategies) z 
namenom boljšega iskanja rešitev v omejenem številu iteracij. Avtor je regulatorju nadel ime 
'online-adaptivni regulator (krajše OAR) na osnovi algoritma (1+1)-DES' ali krajše OAR - DES 
[3], [4]. 
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Drugi izmed obstoječih on-line algoritmov za vodenje hitrostnega regulatorja aproksimira 
model sistema s perceptronom (enonivojsko nevronsko mrežo), za generiranje in optimiranje 
testnih rešitev pa uporablja različne algoritme po vzorih iz narave. Avtor je regulatorju nadel 
ime 'nelinearni adaptivni regulator' ali krajše 'adaptivni regulator' (AR) [5]. 
V magistrski nalogi poskušamo izboljšati že dobljene rezultate simulacij in realnega sistema, 
osnovanega na tornem gonilu. Na osnovi več zaporednih meritev dokazujemo dolgoročno 
stabilno delovanje. Testiranja izvajamo ob enakovrednih pogojih za vse optimizacijske 
algoritme (angl. Optimisation Algorithms, krajše OA). Iščemo načine, kako najenostavneje 
poiskati optimalne vrednosti parametrov AR, ter kako izbrati primeren OA. Preučujemo vplive 
merilnih napak in natančnost senzorjev na delovanje AR. Poskušamo najti korelacije med 
linearnim regulatorjem in adaptivnim regulatorjem ter postaviti teoretično ozadje za uporabo 
regulatorja na različnih nelinearnih mehanizmih. Predstavljamo glavne prednosti in slabosti 
ter načine za zagotavljanje dolgoročne stabilnosti delovanja. Kot enega izmed glavnih ciljev pa 
preizkušamo možnost uporabe AR regulatorja za namene natančne položajne regulacije 
robotskih mehanizmov, saj sta obstoječa algoritma vodenja namenjena hitrostni regulaciji. 
Pregled vsebine magistrske naloge 
Magistrska naloga je razdeljena na pet poglavij. V drugem poglavju  opisujemo dosedanje delo 
na področju algoritmov vodenja za nelinearne sisteme. Sledi opis teoretičnega ozadja principa 
on-line vodenja na osnovi modela. V tretjem poglavju predstavljamo razvoj strojne in 
programske opreme, v četrtem poglavju pa prikazujemo rezultate našega dela. Magistrsko 
delo zaključujemo z diskusijo, kjer podajamo predloge za nadaljnje delo in možne izboljšave v 
prihodnosti. 
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2 DOSEDANJE DELO 
Pri pisanju magistrske naloge smo se oprli na opravljeno delo na algoritmu vodenja OAR-DES 
in AR, ki predstavlja temelj našega lastnega dela. Rezultati obeh algoritmov vodenja na osnovi 
računske inteligence, OAR-DES in AR, ki smo ju predstavili v uvodu, so vzpodbudni, vendar za 
implementacijo na realnem sistemu algoritma še ne zadoščata obema osnovnima pogojema 
regulacij [2]. Prvi algoritem vodenja (OAR-DES) zagotavlja veliko natančnost regulacije in 
odpornost na merilne napake, vendar se sooča s težavo dolgoročne stabilnosti [3]. AR težav s 
stabilnostjo nima, vendar je zaradi enostavnosti aproksimatorja občutljiv na merilne napake, 
poleg tega je natančnost regulacije z zdajšnjo konfiguracijo na obstoječem realnem sistemu 
nižja [5]. Oba algoritma vodenja sta bila preizkušena na enakem nelinearnem robotskem 
mehanizmu na osnovi tornega gonila. 
Zaradi prednosti AR napram OAR - DES, smo se odločili, da se v tej nalogi osredotočimo na ta 
algoritem vodenja.  
 Nelinearni adaptivni regulator 
Nelinearni adaptivni regulator (AR) aproksimira model sistema s perceptronom. Ta dovolj 
natančno opiše spremembe hitrosti, potrebne za napoved hitrosti v naslednjem koraku na 
enoosnem robotskem mehanizmu. Zaradi poenostavljene zgradbe aproksimatorja sistema 
sistem potrebuje manj računske moči za sprotno posodabljanje modela, poenostavljeno pa je 
tudi nastavljanje parametrov perceptrona. Bistveno skrajšano je tudi deviško učenje. Časovno 
kompleksnost AR prikazuje Slika 2.1. V vsakem intervalu regulacijskega cikla se posodobi 
pragovna utež (angl. bias) perceptrona, utež (angl. weight) pa je konstantna in se jo določi v 
procesu nastavljanja regulatorja. 
 
Slika 2.1: Časovni prikaz delovanja AR. 
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Za generiranje in optimizacijo poskusnih rešitev uporablja algoritme evolucijskih strategij 
(angl. Evolution Strategies, krajše ES) ((1+1)-ES, (5,35)-ES), diferencialne evolucije (angl. 
Differential Evolution, krajše DE), optimizacijo z  roji delcev (angl. Particle Swarm Optimization, 
krajše PSO) ter algoritem na osnovi obnašanja netopirjev (angl. Bat Algorithm, krajše BA) [5]. 
Prednost tega regulatorja je, da ob močno nelinearni karakteristiki izkazuje veliko natančnejšo 
hitrostno vodenje kot linearni regulator (angl. Linear Controller, krajše LR), vendar je zaradi 
enostavnosti aproksimatorja sistema (perceptrona) občutljiv na merilne napake.  
V nadaljevanju je prikazana shema delovanja AR (Slika 2.2). 
 
Slika 2.2: Shematski prikaz AR. 
AR na Sliki 2.1 sestavljata dve medsebojno odvisni komponenti: perceptron in optimizacijski 
AVN. Uspešno delovanje algoritma vodenja je torej pogojeno s hkratnim zanesljivim 
delovanjem obeh komponent. Shematski prikaz delovanja prikazuje Slika 2.2. V k-tem koraku 
delovanja je najprej potrebno posodobiti pragovno utež perceptrona (blok 'Učenje 
perceptrona'). Ko perceptron na podlagi uteži odraža dejansko sliko modela, ga lahko 
uporabimo kot orodje za napovedovanje hitrosti. Najprej napovemo spremembo hitrosti, ki jo 
povzroča trenutno aktiven tok na regulatorju (blok 'Izračun preceptrona (1)'). Nato na podlagi 
zahteve o tem, kakšna naj bo hitrost v naslednjem koraku k+1 s pomočjo OA iščemo rešitve 
tako dolgo (bloka 'OA po vzoru iz narave' in 'Izračun perceptrona (2)'),  dokler se vrednosti 
referenčne in ocenjene dejanske hitrosti v naslednjem koraku ne skladata. Zaradi omejitve 
časa tipanja Ts na 3 ms smo omejeni s številom generacij OA. 
Stikalo na Sliki 2.2 omogoča preklop med LR in AR. V vsakem primeru regulacijo toka opravlja 
PI tokovni regulator.  
Postopek je v nadaljevanju podrobneje matematično formuliran. 
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Opomba: 1, ωk k ; k-1, k označuje količino, ki nam je na voljo v tistem trenutku (k-1) gledano s 
perspektive k-tega koraka. 
 
Slika 2.3: Merjene in aproksimirane količine hitrostnega AR po korakih. Okvir označuje 
količine, ki so veljavne do naslednjega koraka. 
 
Cilj regulacije je, da na koncu k-tega koraka (oz. začetku koraka k+1), kot ga prikazuje Slika 2.3, 
nastavimo referenčni tok , 1ref ki   tako, da bo na koncu koraka k+1 (oz. koraku k+2) referenčna 
hitrost , ωref k  enaka dejanski hitrosti 2ωk . 
V k-tem koraku nimamo več vpliva na nastavljeno referenco toka , ref ki , ker smo jo nastavili na 
koncu koraka k-1. Izmerjena hitrost je hitrost 1ωk .  
Tok , ref ki  v k-tem koraku povzroča spremembo hitrosti Δωk . Te vrednosti ne moremo poznati, 
saj se sprememba hitrosti v začetku k-tega koraka še ni zgodila. Omenjeno vrednost pa lahko 
ocenimo na podlagi podatkov iz preteklosti, kar opisuje funkcija Δω ( )k reff i , kar aproksimira 
perceptron in za naš konkretni primer, v koraku k, znaša 1 , 1Δω ( )k ref kf i  . S postopkom 
posplošenega vzvratnega učenja BPG (angl. BackPropaGation) določimo pragovno utež tako, 
da ustreza zgornji enačbi. 
Na podlagi shranjenih in naučenih uteži lahko s postopkom propagacije naprej (angl. forward-
propagation) napovemo spremembo hitrosti ˆΔωk . To storimo tako, da na vhod perceptrona 
damo tok , ref ki , ki izračuna količino ˆΔωk . Sedaj je možno izračunati hitrost ωˆk , kar je ocenjena 
hitrost na koncu tega koraka: 
 1ˆ ˆω ω Δωk k k    (2.1) 
Nadalje nas zanima, kakšen tok je na koncu k-tega koraka (oz. v začetku koraka k+1) potrebno 
dati na regulator, da bo v koraku k+2 referenčna hitrost enaka dejanski hitrosti.  
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Znotraj OA najprej generiramo testne rešitve (referenčne tokove – , 1ref ki  ), ki jih na podlagi 
ocenitvene funkcije poskušamo optimizirati do te mere, da se najbolj skladajo z referenčno 
hitrostjo.  
Ocenitvena funkcija se glasi: 
 2,  1ˆ(ω ω )ref k kf    (2.2) 
Zgornja enačba velja za natančno po predpostavki, da se referenčna hitrost med enim 
korakom ne spremeni, kar velja za pogone s konstantno hitrostjo.  
Podobno kot zgoraj, ko smo napovedovali količino ˆΔωk , bo sedaj tok , 1ref ki   v koraku k+1 
povzročil spremembo 1ˆΔωk . Sedaj lahko izračunamo skupno hitrost na koncu koraka k+2, 
potrebno za ocenitveno funkcijo: 
 1 1ˆ ˆ ˆω ω Δωk k k    (2.3) 
 
Slika 2.4: Merjene in aproksimirane količine hitrostnega AR po korakih na realnem 
mehanizmu. Okvir označuje količine, ki so veljavne do naslednjega koraka. 
 
Zgoraj napisano velja v primeru, da damo novo referenco toka na tokovni regulator v trenutku, 
ko se začne nov korak k+1. Na realnem sistemu lahko novo referenco toka damo na regulator, 
še preden se zaključi trenutno aktiven korak oz. se začne nov (Slika 2.4). V tem primeru velja 
spremenjena enačba, ki upošteva linearno odvisnost spremembe hitrosti v odvisnosti od 
izvajanja časa OA, tako da v enačbo (2.1) vpeljemo časovni faktor Tf : 
 1ˆ ˆω ω Δωk k k fT     (2.4) 
 1 1ˆ ˆ ˆω ω Δωk k k    (2.5) 
 
čas izvajanja celotnega algoritma vodenja
trajanje enega ciklaf
T   (2.6) 
 V nadaljevanju podrobneje predstavimo razvoj AR. 
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3 RAZVOJ ADAPTIVNEGA REGULATORJA 
Razvoj adaptivnega regulatorja je potekal v več fazah. Sprva se je bilo potrebno spoznati s 
teoretičnim ozadjem delovanja AR. Teoretično delovanje smo preverili z izvedbo simulacij, ki 
so nam dale osnovni vpogled v delovanje mehanizmov regulatorja. Tam smo preverili tudi 
možnost uporabe AR kot položajnega regulatorja. S pridobljenim predznanjem smo se lotili 
izvedbe regulatorja na realnem sistemu, najprej na robotskem mehanizmu na osnovi tornega 
gonila, kasneje zaradi mehanskih težav na mehanizmu na osnovi jermenskega gonila. Dodatno 
smo razvili še merilni sistem za učinkovitejše opravljanje meritev ter novo elektroniko za 
stabilnejše delovanje mehanizma.  
V nadaljevanju najprej opišemo teoretično ozadje. 
 Teoretično ozadje  
AR temelji na dveh osnovnih komponentah, potrebnih za vodenje robotskega sistema: 
 aproksimatorju modela sistema, 
 generatorju in optimizatorju testnih rešitev. 
Vlogo prvega prevzame perceptron, drugega pa optimizacijski AVN. Aproksimaciji sistema 
pravimo modeliranje. Aproksimiran model služi kot nadomestni model (angl. surrogate model) 
oz. preizkuševališče testnih rešitev za izračun ocenitvene funkcije. Namen tega modela je, da 
lahko brez vpliva na realni sistem v realnem času napovemo, kakšen tok je potreben za 
optimalno sledenje referenčni vrednosti. OA glede na skladnost napovedane in referenčne 
hitrosti (enačba  (2.2))  prilagaja tok tako, da ta povzroči želeno spremembo hitrosti, čemur 
pravimo optimizacija. Iščemo najboljšo testno rešitev, ki dosega najboljšo vrednost ocenitvene 
funkcije. Dolžino vektorja oz. število elementov potrebnih testnih tokov določa število 
ovrednotenj OA in je odvisno od: 
 zahteve po natančnosti regulacije, 
 razpoložljivega časa za izvedbo aproksimacije modela sistema in iskanja rešitev, 
 uporabljenega OA. 
Validacijo najboljše testne rešitve lahko dosežemo šele potem, ko testna rešitev že povzroči 
dejansko spremembo hitrosti na mehanizmu. 
  
Univerza v Mariboru – Fakulteta za strojništvo  Magistrsko delo 
10 
Pogoj za uspešno delovanje AR je hkratno natančno in stabilno delovanje obeh komponent. V 
primeru da se aproksimiran model ne sklada z dejanskim sistemom, OA na podlagi testnih 
rešitev napove napačne spremembe hitrosti. Enako velja tudi v obratni smeri—sam  
aproksimator sistema brez sprejemljive testne rešitve ne more delovati stabilno.   
V nadaljevanju se posebej posvetimo obema elementoma AR. 
 Aproksimacija modela sistema s perceptronom 
Glede na pomanjkljivosti OAR-DES, je avtor AR iskal načine, kako zagotoviti stabilnost 
aproksimatorja modela sistema ob hkratnem znižanju kompleksnosti ANN. Avtor OAR-DES je 
ugotovil, da mreža razpade samo v primeru, kadar spreminjamo njene uteži in da je hitrost 
razpada odvisna od nastavljenih učnih konstant – večja je konstanta učenja, hitrejši je razpad 
in obratno. Regulator pa brez sprotnega posodabljanja modela izgubi sposobnost adaptacije 
in po določenem času brez učenja začne izgubljati nadzor [3].  
Po testiranjih na simulacijskem modelu je avtor AR ugotovil, da je dovolj, da za modeliranje 
sistema napovedujemo samo spremembe hitrosti in da spremembi zadošča opis z linearno 
funkcijo, za kar je potrebno poznati smerni koeficient in začetno vrednost [5]. OAR-DES sicer 
ni aproksimiral spremembe, temveč končno hitrost, zaradi česa je potreboval bolj kompleksno 
ANN. Linearno funkcijo analogno opišemo s perceptronom oz. enonivojsko umetno nevronsko 
mrežo (Slika 3.1), pri čemer vlogo smernega koeficienta prevzame utež perceptrona, začetno 
vrednost pa pragovna utež.  
 
Slika 3.1: Model umetnega nevrona. 
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Prvi matematični model umetnega nevrona sta leta 1943 zapisala W. S. McCulloch in W.H. 
Pitts v članku 'A logical calculus of the ideas immanent in nervous activity' [6]. F. Rosenblatt je 
leta 1957 izboljšal obstoječi model umetnega nevrona ter ga poimenoval 'perceptron'. Sprva 
je bilo ime 'perceptron' zamišljeno za mehansko napravo, ki se jo lahko nauči razpoznavati 
vzorce in jih klasificirati na podlagi geometričnih podobnosti ali razlik [7].  
Perceptron je najbolj osnovna oblika ANN, sestavljen pa je iz i vhodov, ki so obteženi z utežmi. 
Pragovna utež se smatra kot vhod s konstantno vrednostjo 1 in spremenljivo utežjo. 
Posameznim utežem (kakor tudi pragovni uteži) sledi seštevalno mesto, v katerem se seštejejo 
obteženi vhodi. Seštevalnemu mestu sledi pragovna ali aktivacijska funkcija. Funkcija ima 
lahko različne tipe oblik [8]: 
 stopnica, 
 linearna funkcija, 
 sigmoidna funkcija in 
 druge. 
Naloga pragovne ali aktivacijske funkcije je, da odloča o tem, ali prepusti signal ali mu prepreči 
nadaljevanje poti. 
Utež določa naklon aktivacijske funkcije; če je torej večja, bo imela večji naklon in obratno. 
Pragovna utež pa določa zakasnitev aktivacijske funkcije.  
Matematično lahko perceptron zapišemo kot: 
 
1
 ( ) ( 1)n i iio g x g w i b     , (3.1) 
kjer w predstavlja utež perceptrona, b pragovno utež, i pa je število vhodov in zavzema 
vrednosti med [1,  ].i n  Avtor AR je ugotovil, da je potrebno spreminjati samo pragovno utež 
b perceptrona, uteži w pa med delovanjem regulatorja ni potrebno adaptirati. Utež w 
nastavimo v postopku nastavljanja regulatorja. Na ta način smo ohranili adaptacijsko 
sposobnost regulatorja, ANN pa obvarovali pred razpadom. 
Naloga perceptrona za naš konkretni primer je, da na podlagi vhodnega podatka , k 1refi   in 
izhodnega podatka 1Δωk  prilagodi pragovno utež tako, da dosežemo t. i. prileganje (angl. 
fitting) funkciji  1 , 1Δω ( )k ref kf i  . Postopek prilagajanja uteži imenujemo učenje perceptrona, 
poteka pa lahko na podlagi različnih metod.   
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Najbolj enostavna in najstarejša metoda prilagajanja uteži je t. i. postopek vzvratnega učenja 
BPG oz. posplošeno delta pravilo [8]. Učenje je sicer sestavljeno iz dveh faz: propagacije nazaj 
in propagacije naprej. Začetne uteži so postavljene na naključne vrednosti ali na že znane, če 
je perceptron že delno naučen. Na podlagi vhodnega podatka , krefi oz. , k+1refi  in nastavljenih 
uteži perceptron izračuna izhod ˆΔωk  oz. 1ˆΔωk , čemur pravimo propagacija naprej. Med 
ocenjeno in dejansko vrednostjo se pojavi razlika oz. napaka δ , ki je učni signal za perceptron. 
Gre za nadzorovan postopek učenja (angl. supervised learning). Postopek prilagajanja uteži in 
pragovnih uteži perceptrona zapišemo z naslednjimi enačbami:  
 
1
( ),  [1,  ]n i iio g w i b i n     (3.2) 
 δ ( ) (1 ),p p p p pLt o o o    (3.3) 
 Δ ε δ ,p p p pw o  (3.4) 
 1Δ ,p p pi iw w w
   (3.5) 
kjer i predstavlja število vhodov, δp  predstavlja razliko med želenim in dejanskim odzivom v 
epohi p, po  izhod perceptrona, Δ pw  spremembo uteži perceptrona v epohi p, εL  učno 
konstanto uteži, piw  in 
1p
iw
 pa sta uteži v epohi p in p-1. 
Učenje pragovne uteži se izvaja na enak način kot učenje ostalih uteži perceptrona. 
Da zadušimo nenadne spremembe (npr. zaradi napake v meritvi hitrosti), predlagajo nekateri 
avtorji [9] uporabo spominskega faktorja α k vrednosti δ . Višja vrednost α duši spremembe, 
vendar s tem upočasnjuje postopek učenja. 
Enačba (3.4) dobi tako obliko:  
 1Δ ε δ (1 α) ε δ α.p p p p pL Lw o o
    (3.6) 
Postopek poteka po t. i. metodi padajočih gradientov (algoritem za iskanje minimuma funkcije 
v smeri negativnega gradienta) [10] cilj učenja pa je, da se dejanski izhodni signal in izhod iz 
naučene ANN maksimalno skladata. Učenje poteka v več zaporednih iteracijah, ki jim pravimo 
tudi epohe [11].  
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Perceptron za naš konkreten primer učimo po naslednji proceduri: 
1. inicializiraj perceptron z začetno utežjo in pragovno utežjo; 
2. pridobi meritev hitrosti 1ωk  in 2ωk , toka , 1ref ki  , ter izračunaj razliko hitrosti 1Δωk ; 
3. normiraj spremembo hitrosti in tok med [0,001; 0,999]; 
4. izvedi propagacijo naprej; 
5. izračunaj količino δ;  
6. prilagodi uteži w, b, če je sprememba uteži Δw  > 0; 
7. denormiraj spremembo hitrosti in toka. 
Koraki 4—6 se izvajajo v zanki, dokler ne dosežemo maksimalnega števila iteracij. 
V našem konkretnem primeru bi bilo sicer sistem moč aproksimirati tudi z optimizacijskim 
algoritmom, vendar bi se čas učenja primerno podaljšal, saj je učenje nevronske mreže 
usmerjeno učenje (spremembe uteži so relativno male, znani so že podatki s preteklosti), pri 
OA pa tega ni. 
 Optimizacijski algoritmi 
V tej magistrski nalogi hkrati rešujemo tri osnovne oblike problemov, s katerimi se ukvarja 
področje računalništva: modeliranjem, simulacijo in optimizacijo. Simulacije uporabljamo 
takrat, ko bi testiranje rešitev na fizičnem modelu bilo predrago, časovno prekompleksno ali 
ogrožajoče za ljudi ali naravo. Pogoj za izvajanje simulacij, s katerimi prikazujemo delovanje 
sistema pod določenimi pogoji, je dobro poznavanje modela sistema. V določenih primerih 
nas zanima obnašanje sistema v robnih ali ekstremnih pogojih, v našem primeru pa simulacije 
uporabljamo z namenom iskanja rešitve, ki povzroči potrebno spremembo. Izhodiščne rešitve 
ponavadi ne dajejo optimalnih rezultatov, zato jih je potrebno izboljšati oz. optimizirati.  
Z AR v realnem času opravljamo vse troje - perceptron aproksimira model sistema, na katerem 
skupaj z OA izvajata simulacije. Vhod v simulacijo predstavljajo testne rešitve, ki jih vrednoti 
ocenitvena funkcija, izhod pa količina, ki jo nadzorujemo oz. vodimo. Glede na kakovost testne 
rešitve OA rešitev zamenja z novo ali jo ohrani, dokler ne najde najboljše v razpoložljivem času. 
Optimizacijske AVN sicer redko uporabljamo v časovno kritičnih on-line sistemih, saj je njihovo 
delovanje stohastično (tj. ni garancije, da vedno najdemo optimalno rešitev). Dodatno so za 
implementacijo na digitalnem signalnem krmilniku (angl. Digital Signal Controller, krajše DSK) 
časovno precej zahtevni, kar prikažemo v nadaljevanju magistrske naloge.   
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Osnova delovanja optimizacijskih AVN je vzdrževanje populacije rešitev, ki jim z različnimi 
variacijskimi operatorji spreminjamo vrednosti posameznih elementov z namenom, da 
izboljšamo kakovost trenutnih posameznikov. V vsaki generaciji populacija trenutnih 
posameznikov (staršev) tekmuje z generacijo novih (tj. potomcev), pri čemer z izločanjem 
najslabših posameznikov dobimo najboljšo možno populacijo preživelih, ki vstopa v naslednji 
evolucijski cikel.  
Algoritmi posnemajo Darwinov princip preživetja v naravi, kjer samo najboljši posamezniki 
preživijo v težkih okoliščinah [12]. Kako dobro so se naši posamezniki prilagodili na specifičen 
problem merimo s t. i. ocenitveno funkcijo. Algoritme glede na princip delovanja v naravi 
delimo v tri večje skupine [13]: 
 evolucijski algoritmi (angl. Evolutionary Algorithms, krajše EAs), 
 algoritmi na osnovi inteligence roja delcev (angl. Swarm Intelligence, krajše SI), 
 ostali. 
Prva skupina temelji na Darwinovi naravni selekciji, druga skupina pa temelji na obnašanju 
živih bitij, ki živijo v rojih (npr. roj ptic, čebel, netopirjev). Ostali algoritmi posnemajo procese, 
ki jih srečujemo na področjih kemije, fizike in celo družbenih znanostih, kot so sociologija. 
Začetki EAs segajo  v sedemdeseta leta prejšnjega stoletja in so zaradi njihove daljše zgodovine 
tudi nekoliko bolj razviti. Vsak izmed različnih vrst EAs je sestavljen iz naslednjih komponent 
[12]: 
 inicializacije, 
 izbire staršev, 
 rekombinacije, 
 mutacije, 
 ocenitvene funkcije, 
 izbire preživelih. 
V magistrski nalogi uporabljamo pet različnih stohastičnih optimizacijskih AVN: 
 evolucijske strategije (ES) [14] [15], 
 diferencialne evolucije (DE) [16] in samoadaptivno varianto DE (jDE) [17], 
 algoritem optimizacije roja delcev (PSO)  [18], 
 algoritem na osnovi obnašanja netopirjev (BA) [19]. 
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Prvi trije spadajo v družino EAs, preostala dva pa v družino algoritmov inteligence rojev. Slednji 
ne poznajo postopka rekombinacije, posledično se ne izvaja tudi izbira staršev. Namesto tega 
se uporabljajo variacijski operatorji (npr. premik), ki nadomeščajo mutacijo. 
Posamezniki, torej rešitve problema, ki ga poskušamo optimizirati, so v računalniški obliki 
predstavljeni kot vektorji realnih števil: 
  ,1 ,,..., ,  kjer je [1,  ]i i i D px x x i N   (3.7) 
in Np označuje velikost populacije, D pa označuje dimenzijo problema.  
V nadaljevanju predstavljamo posamezne algoritme podrobneje. 
 
Evolucijske strategije 
Evolucijske strategije sta leta 1970 razvila Rechenberg [14] in Schwefel [15] v Nemčiji z 
namenom numerične optimizacije. Glavna posebnost ES je samoprilagajanje mutacijskih 
parametrov. Kot variacijski operator ES uporabljajo Gaussovo perturbacijo, čigar ideja je, da 
generiramo potomce, ki so po vrednosti v bližini staršev. Vsak element vektorja rešitev tako 
spreminjamo z uporabo Gaussove distribucije, ki zagotavlja, da je 66 % sprememb 
enakomerno porazdeljenih okoli originalnih vrednosti [12]. ES poznajo več mutacijskih 
operatorjev, vendar smo za magistrsko nalogo izbrali nekorelirano mutacijo z enim 
velikostnim korakom, saj je potrebno število parametrov za nastavljanje OA tako najnižje [20].  
Vektor rešitev tako zavzame naslednjo obliko: 
  ( ) ( ) ( ) ( ),1 ,,..., ,σ .k k k ki i i Dx x x  (3.8) 
Mutacija v ES ima naslednjo obliko: 
 τ (0,1)( 1) ( )σ σ ,iNk k e     (3.9) 
 ( 1) ( ) ( 1)σ (0,1),k k ki i ix x N
     (3.10) 
kjer je e Eulerjevo število, parameter τ  učna konstanta in tipično zavzema vrednosti  
1τ
D
 , (0,1)iN pa je naključna vrednost vzeta iz normalne distribucije s povprečjem nič in 
standardnim odklonom ena.   
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Da preprečimo spremenljivki ( )σ k  (velikostni korak mutacije) da pade prenizko, upoštevamo 
še naslednji pogoj: 
 ( 1) ( 1)0 0σ ε σ ε ,
k k     (3.11) 
kjer je 0 mala konstantna vrednost. 
Algoritmom ES določa arhitekturo delovanja t. i. populacijski model, s katerim predpišemo, da 
iz μ staršev generiramo λ potomcev, ki predstavlja t. i. paritveni bazen. Operator izbire 
preživelih pa skrči tega na originalno vrednost velikosti populacije μ. Formalno za zapis 
populacijskega modela uporabljamo naslednjo notacijo: (μ,λ) -ES ali (μ+λ) -ES, kjer μ določa 
število staršev v populaciji in λ število generiranih potomcev. ES poznajo dva tipa populacijske 
strategije: strategija ',', kjer izmed λ potomcev izberemo μ preživelih, strategija '+' pa je 
elitistična in ohranja μ posameznikov iz unije μ staršev in λ potomcev v novo generacijo. Da bi 
zadostili pogojem samoadaptacije, naj bi razmerje μ/λ znašalo okoli 1/7 [12].  
V magistrski nalogi tako uporabljamo dve podvarianti ES: (1+1)–ES in (5,35)–ES. Psevdokodi 
sta prikazani na Slikah 3.2 in 3.3. 
Algoritem_(1+1)-ES{ 
for i=0:1:MAX_GEN 
    orig_sigma = orig_sigma*exp(tao*gauss)  določi korak mutacije 
    if(orig_sigma < EPS_0)  zagotovi, da σ ne pade prenizko 
        orig_sigma = EPS_0 
    end 
    orig = orig+orig_sigma*gauss  mutiraj originalno rešitev 
    f_orig = fitness(orig) 
     
    init_sigma = init_sigma*exp(tao*gauss) 
    if(init_sigma < EPS_0)  zagotovi, da σ ne pade prenizko 
        init_sigma = EPS_0 
    end 
    init = init+init_sigma*gauss  mutiraj inicialno rešitev 
    f_init = evaluiraj(init) 
     
    if (f_init < f_orig) 
        f_orig = f_init 
        orig = init 
        orig_sigma = init_sigma 
    end 
    if(f_orig < f_best)  izberi boljšo izmed obeh 
        f_best = f_orig 
        best = orig 
        best_sigma = orig_sigma 
    end 
    sigma = best_sigma 
end 
izhod = best 
} 
Slika 3.2: Psevdokoda algoritma (1+1)-ES. 
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Algoritem_(5,35)-ES(vhodi,izhodi){ 
for i = 0:1:MU   inicializacija začetne populacije 
    pop(i) = inicializiraj_posameznika 
    f_pop(i) = FLT_MAX 
end 
for i = 0:1:MAX_GEN 
    for j = 0:1:MU 
        xtrial = pop(j)  inicializiraj vektor rešitev 
        krizanje (j)  izvedi diskretno križanje 
        trial_sigma = pop_sigma(j) * exp(tao * gauss)  določi korak 
mutacije 
        if (trial_sigma < EPS_0)  zagotovi, da σ ne pade prenizko 
            trial_sigma = EPS_0 
        end 
        for k = 0:1:(LAMBDA / MU)  prenesi originalne rešitve 
                trial = xtrial + trial_sigma * gauss  izvedi mutacijo 
                f_trial = evaluiraj(trial) 
 
                if (f_trial < f_pop(j)) 
                    f_pop(j) = f_trial 
                    pop(j) = trial 
                    pop_sigma(j) = trial_sigma 
                end 
                 
                if (f_trial < f_best) izberi najboljšega posameznika 
                    f_best = f_trial 
                    best = trial 
                    best_sigma = trial_sigma 
                end 
                 
            end 
        end 
        sigma = best_sigma 
        izhod = best 
    end 
} 
Slika 3.3: Psevdokoda algoritma (5,35)-ES. 
Diferencialna evolucija 
Algoritem diferencialne evolucije sta predstavila Storn in Price leta 1995 [16]. Od takrat do 
danes je bilo razvitih več variant, med njimi tudi jDE, ki je samoprilagodljiva različica osnovnega 
algoritma [17]. DE nad populacijo posameznikov, zapisanih kot vektor realnih števil, izvaja 
mutacijo, križanje in selekcijo. Pri generiranju novih potomcev sodelujejo vsi posamezniki. 
Osnovna mutacija poteka tako, da znotraj vektorja rešitev izberemo dva posameznika, 
odštejemo njuno razliko in jo skalirano dodamo tretjemu posamezniku: 
 ( ) ( ) ( ) ( )0 1 2( ),  za [1,  ],
k k k k
i r r r pu x F x x i N      (3.12) 
kjer je F skalirni faktor in zavzema vrednosti med intervalom [0,1; 1], Np označuje velikost 
populacije, r0,r1, r2 so naključno izbrani osebki iz intervala [1, Np] [16]. 
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Zgornjo strategijo mutacije označujemo kot 'DE/rand/1/bin'. DE sicer pozna več različnih 
strategij, ki jih zapišemo simbolično s pomočjo naslednje notacije: 'DE/x/y/z'. Spremenljivka 
'x' predstavlja vektor, nad katerim se izvaja operator mutacije in lahko zavzema vrednost 'rand' 
(naključno izbran populacijski vektor) ali 'best' (najboljši posamezniki iz trenutne populacije). 
Nadalje spremenljivka 'y' določa število diferencialnih vektorjev, ki sodelujejo pri generiranju 
poskusne rešitve, 'z' pa določa strategijo križanja. V glavnem se uporabljata dve strategiji 'bin' 
(binomska rekombinacija) in 'exp' (eksponentna rekombinacija). Slednje označuje način 
distribucije števila modificiranih parametrov [21]. 
Križanje se pri DE izvaja tako, da rekombiniramo originalen vektor in mutiran vektor po 
naslednji formuli: 
 
( )
,( )
, ( )
,
,  rand (0,1) ,
,  v nasprotnem primeru,
k
i j j randk
i j k
i j
u CR j j
w
x
    

 (3.13) 
kjer je CR ϵ [0,0; 1,0] faktor rekombinacije in določa delež parametrov, ki jih prekopiramo v 
poskusno rešitev. Pogoj randj j  zagotavlja, da se poskusni vektor od originalne rešitve 
( )
,
k
i jx  
razlikuje v vsaj enem elementu. 
Mutaciji in križanju na koncu sledi še selekcija, ki jo matematično zapišemo kot: 
 
( ) ( ) ( )
( 1)
( )
,  ( ) ( ),
,  v nasprotnem primeru,
k k k
i i ik
i k
i
w f w f x
x
x
   

 (3.14) 
Operator selekcije glede na vrednosti ocenitvene funkcije določi katerega od posameznikov - 
na novo generiran ( )k iw  ali originalni 
( )k
ix  bomo prenesli v naslednjo generacijo. Izvajanje 
algoritma DE prikazuje Slika 3.4.  
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Algoritem_DE(vhodi, izhodi){ 
f_best = FLT_MAX; 
 for i = 0:1:POP_SIZE  inicializiraj začetni vektor 
  x(i) = inicializiraj_posameznika 
  f(i) = evaluiraj(x(i)) 
   
  if (f(i) < f_best) 
   f_best = f(i) 
   x_best = x(i) 
  end 
 end 
 for j = 0:1:GEN  prenesi vektor iz inicializacije in ga modificiraj 
  for i = 0:1:POP_SIZE 
   if (JDE)  izvedi samoadaptacijo 
    if (rand(1) < TAU) 
     F = (rand(1)*(MAX_F - MIN_F) + MIN_F) 
    end 
   end 
    
   izvedi_selekcijo (i1,i2) 
   trial = x(i) + F * (x(i1) - x(i2)) mutacija 
   f_trial = evaluiraj(trial) 
    
   if (f_trial < f(i)) 
    f(i) = f_trial 
    x(i) = trial 
   end 
    
   if (f(i) < f_best) 
    f_best = f(i) 
    x_best = x(i) 
   end 
  end 
 end 
 izhod = x_best 
} 
Slika 3.4: Psevdokoda algoritma DE/jDE. 
Algoritem optimizacije z roji delcev  
Algoritem optimizacije z roji delcev sta razvila Ebenhard in Kennedy leta 1995 [22]. Osnovan 
je na obnašanju nekaterih živalskih vrst oz. insektov, ki živijo v skupinah (npr. jate ptic oz. rib). 
Posameznik znotraj populacije se imenuje 'delec' in predstavlja potencialno rešitev problema. 
Delci potujejo virtualno po prostoru preiskovanja. Vsak delec ima dva parametra, tj. položaj in 
hitrost. Boljša kot je rešitev, boljša je njena vrednost ocenitvene funkcije. Delci se skozi prostor 
rešitev premikajo tako, da sledijo trenutno najboljšemu delcu. PSO uporablja tudi pomnilnik, 
saj poleg lokalnega najboljšega delca shranjuje tudi globalni najboljši delec. V magistrski nalogi 
uporabljamo t. i. kanonični PSO, ki je poenostavitev originalnega PSO. Najboljši lokalni delec 
(angl. local best) je najboljši položaj, ki ga posamezni delec doseže do določenega števila 
iteracij. Najboljši globalni delec (angl. global best) pa predstavlja najboljšo rešitev, ki ga je našel 
algoritem do določene faze optimizacije. 
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Pri iskanju najboljših lokalnih in globalnih vrednosti je potrebno za delec izračunati njegovo 
hitrost, zatem pa še nov položaj delca po naslednjih enačbah [22]: 
 ( ) ( 1) ( ) ( ) ( ) ( )0 1 2(0,1) ( ) (0,1) ( ),
k k k k k k
i i i i iv C v C rand g x C rand p x
           (3.15) 
 1 ( ) ( ) .k k ki i ix x v
    (3.16) 
Funkcija rand(0,1) izračuna naključno vrednost med [0, 1]. Konstanta C0 predstavlja uteženost 
vrednosti hitrosti delca iz prejšnje iteracije in predstavlja vztrajnost gibanja delca. Običajna 
vrednost C0 je med 0 in 1 (najboljše vrednosti so malo pod 1). Konstanti C1 in C2 sta učni 
konstanti in običajno zavzemata vrednost 2. Konstanta C1 predstavlja količino znanja oz. 
izkušnje, ki ga je delec pridobil sam, C2 pa znanje, ki ga je pridobil roj [23]. Delovanje algoritma 
PSO prikazuje Slika 3.5. 
Algoritem_PSO(vhodi,izhodi){ 
f_g_best = FLT_MAX 
for i = 0:1:POP_SIZE  inicializiraj začetni vektor 
     
    x(i) = inicializiraj_posameznika 
    v(i) = 0 
    l_best(i) = x(i) 
    f_l_best(i) = evaluiraj(x(i)) 
  
    if (f_l_best(i) < f_g_best) 
        f_g_best = f_l_best(i) 
        g_best = l_best(i) 
    end 
end 
for j=0:1:GEN  prenesi vektor iz inicializacije in ga modificiraj 
    for i = 0:1:POP_SIZE 
         
        v(i) = C0*v(i) + C1*rand*(l_best(i) - x(i)) +  
               C2*rand*(g_best - x(i))  izračunaj novo hitrost 
        x(i) = x(i) + v(i)  izračunaj nov položaj 
        f_x = evaluiraj(x(i)) 
         
        if(f_x < f_l_best(i)) 
            l_best(i) = x(i) 
            f_l_best(i) = f_x 
        end 
         
        if(f_x < f_g_best) 
            g_best = x(i) 
            f_g_best = f_x 
        end 
    end 
end 
izhod = g_best; 
} 
Slika 3.5: Psevdokoda algoritma PSO. 
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Algoritem na osnovi obnašanja netopirjev 
Algoritem na osnovi obnašanja netopirjev je razvil Yang na Univerzi v Cambridgeu leta 2010, 
izkorišča pa pojav eholokacije mikro netopirjev, ki oddajajo zelo močen zvočni pulz s 
spremenljivimi lastnostmi [19]. Na osnovi odboja detektirajo plen, tj. hrano in se izogibajo 
oviram. Ko netopir (ali populacija netopirjev) najde plen, se količina pulzov zviša, glasnost pa 
zmanjša. Populacija netopirjev v algoritmu se takrat približa optimumu. BA spada med 
algoritme na osnovi inteligence rojev, osnova pa izhaja iz algoritma PSO. 
BA poskuša kar najbolj uravnotežiti obe glavni komponenti preiskovalnega procesa: 
preiskovanje (angl. exploration), tj. iskanje novih rešitev in izkoriščanje (angl. eksploitation), tj. 
izboljšanje obstoječih rešitev.  
Algoritem simulira gibanje virtualnih netopirjev v prostoru s sledečimi enačbami: 
 ( ) min max min( ) β,
k
iQ Q Q Q     (3.17) 
 ( ) ( 1) ( ) ( ) ( )( ) ,k k k k ki i i best iv v x x Q
     (3.18) 
 ( ) ( 1) ( ) ,k k ki i ix x v
   (3.19) 
kjer je Q izhodna frekvenca pulza, ki se lahko spreminja med [Qmin, Qmax], β je naključno število 
iz uniformne distribucije med intervalom [0, 1], xbest pa je trenutno najboljša rešitev. 
Uravnoteženje preiskovanja in izkoriščanja se vrši z dvema parametroma: 
 količino pulzov ri, 
 glasnostjo Ai. 
Slednji parameter vpliva na generiranje nove rešitve s t. i. metodo naključnega sprehoda (angl. 
random walk), ki modificira trenutno najboljšo rešitev po naslednji enačbi: 
 ( ) ( 1) ( )ε ,k k ki bestx x A
    (3.20) 
kjer je ε ϵ [-1, 1] naključno število, ( )kA  pa povprečna glasnost netopirjev v k-tem koraku. 
Postopek iskanja optimalnih rešitev prikazuje Slika 3.6.  
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Algoritem_BA (vhodi, izhodi){ 
for i=0:1:POP_SIZE  inicializiraj začetni vektor 
    x(i) = inicializiraj_osebek 
    v(i) = 0 
    f(i) = evaluiraj(x(i)) 
  
    if(f(i) < f_best) 
        f_best = f(i) 
        x_best = x(i) 
    end 
end 
 
for j=0:1:GEN  prenesi vektor iz inicializacije in ga modificiraj 
    for i = 0:1:POP_SIZE 
        Q(i) = Ql + (Qh - Ql) * rand(1)  izračunaj glasnost netopirja 
        v_trial = v(i) + (x(i) - x_best) * Q(i)  izračun nove hitrosti 
        x_trial = x(i) + v_trial 
         
        if (rand(1) > ri) 
            x_trial = x_best + gauss() * eps  naključni sprehod  
        end 
 
        f_trial = evaluiraj(x_trial) 
         
        if (f_trial < f(i)) 
            v(i) = v_trial 
            x(i) = x_trial 
            f(i) = f_trial 
            w(i) = omega_ocenjena 
        end 
         
        if (f(i) < f_best) 
            x_best = x(i) 
            f_best = f(i) 
            omega_best = w(i) 
        end 
    end 
end 
izhod = x_best 
} 
Slika 3.6: Psevdokoda algoritma BA.  
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 Simulacije  
Pred začetkom razvoja on-line algoritmov za vodenje robotskih sistemov smo preverili 
dosedanje delovanje AR v simulacijah v orodju MATLAB/Simulink.  
Ugotovili smo, da obstoječa shema sicer deluje zadovoljivo, vendar AR ne dosega želenih 
rezultatov. Obstoječa shema (Slika 3.7) je sestavljena iz štirih glavnih komponent: 
 modela robotskega mehanizma, 
 adaptivnega regulatorja, 
 PI tokovnega regulatorja, 
 generatorja reference. 
 
 
Slika 3.7: Shema AR v MATLAB/Simulinku. 
Model robotskega mehanizma 
Model robotskega sistema je sestavljen iz dveh glavnih delov – matematičnega modela 
enosmernega (angl. direct current, krajše DC) motorja (Slika 3.8) in modela vzmeti (Slika 3.9), 
ki povzroča periodično nelinearno karakteristiko obremenitvenega navora na motor (Slika 
3.10).  
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Slika 3.8: Model DC motorja. 
 
 
Slika 3.9: Model izračuna vpliva radialne sile na DC motor. 
 
Radialna sila na motor se namreč spreminja v odvisnosti od položaja vzmeti glede na motor. 
Nelinearna karakteristika, ki jo povzroča delovanje vzmeti, je podrobneje opisana v [5]. V 
singularni točki (tj. ko je vzmet najbolj raztegnjena in se v naslednjem koraku začne krčiti) je 
radialna sila na motor 0rF  , takrat je tudi tok skozi motor enak 0.i   Singularna točka je 
hkrati ločnica med režimoma delovanja motorja. Dokler mehanizem ne doseže te točke, je 
potrebno energijo dovajati, zato tok do te točke narašča. Od te točke naprej začne tok padati 
in doseže negativno vrednost. Tok skozi motor v primeru uporabe LR ali AR nadzira linearni PI-
regulator.  
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Slika 3.10: Periodična nelinearna karakteristika obremenitvenega navora. 
 
Model naprednega hitrostnega regulatorja 
Simulacijski model smo nadgradili tako, da smo vanj vnesli vseh pet OA, izboljšali proces 
napovedovanja hitrosti ter vnesli kvantizacijske pogreške tokovnega senzorja (Slika 3.11) in 
inkrementalnega dajalnika.  
 
Slika 3.11: Modela vpliva kvantizacije toka. 
 
Vsi bloki, razen izračunavanje dejanske hitrosti in položaja DC motorja, se sedaj izvajajo v 
diskretnem načinu. Namen tega je bil, da verificiramo izgrajen model in ga karseda približamo 
realnemu sistemu, saj je tako nadaljnji razvoj regulatorja bistveno poenostavljen.  
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Do izboljšanega procesa napovedovanja hitrosti (enačba (2.4)) smo prišli tako, da smo 
prirastek ocenjene hitrosti v k-tem koraku Δωk  skalirali s faktorjem 0,5:  
 1ˆ ˆω ω 0,5 Δω ,k k k    (3.21) 
kjer je ωˆk  ocenjena hitrost, 1ωk dejanska hitrost, ˆΔωk  pa sprememba hitrosti v k-tem koraku, 
ki jo napoveduje perceptron. 
Popravek velja za vse OA. Natančnega razloga za potrebno skaliranje ne poznamo, vendar 
predvidevamo, da gre za korekcijo napačne ocenitve vrednosti Δωk  perceptrona v koraku k. 
 Model kaskadnega P-položajnega osnega regulatorja s predkrmiljenjem na osnovi AR 
V zdajšnji obliki AR ni bil namenjen položajni regulaciji. Najbolj enostaven način za izvedbo 
položajne regulacije je v kombinaciji s P-položajnim regulatorjem. Referenco hitrosti, ki jo 
izračuna P-regulator, vstavimo v vhod ωref  hitrostnega AR. Ta je v modelu Simulink zapisan v 
obliki S-funkcije, ki omogoča, da se učenje perceptrona in OA algoritem izvajata v vsakem ciklu 
delovanja. 
Ojačenje P-regulatorja določimo na podlagi odziva regulatorja. Za izboljšanje sledenja  
P-regulatorja smo izračunani referenci iz P-regulatorja prišteli odvod referenčnega kota, torej 
hitrost (Slika 3.12). Na ta način smo bistveno izboljšali odziv, hkrati pa povišali občutljivost na 
motnje.  
 
Slika 3.12: Shema osnega kaskadnega P-položajnega regulatorja s predkrmiljenjem. 
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 Model položajnega regulatorja na osnovi AR 
V sklopu magistrske naloge smo iskali načine, kako izvesti direktni položajni regulator, ki bi 
lahko dosegal podobne rezultate kot kaskadni linearni položajni regulator. Preizkusili smo 
različne metode, vendar niti ena ni kazala spodbudnih rezultatov. Analogno z načinom 
napovedovanja hitrosti za hitrostni AR smo pripravili sheme in enačbe, ki opisujejo proces 
napovedovanja položaja. Razlog bi lahko bil v preveč enostavni izvedbi aproksimatorja 
sistema. 
 
Direktni položajni AR 
Ideja direktnega položajnega AR je v tem, da perceptron učimo na spremembi položaja in ne 
na spremembi hitrosti, kot smo to izvajali pri hitrostnem AR. Shema delovanja takšne izvedbe 
položajnega regulatorja je prikazana na Sliki 3.13.  
V ocenitveni funkciji hitrost zamenja položaj, spremenjena funkcija pa se glasi: 
 22ˆ (φ φ )ref kf   , (3.22) 
kjer je φref  referenčni položaj, 2φk pa ocenjena vrednost položaja v koraku k+1. 
 
Slika 3.13: Shema direktnega položajnega AR. 
 
Pri preizkusu na simulacijah nam ni uspelo zagotoviti stabilnega odziva ne glede na 
spreminjanje parametrov perceptrona ali OA. Regulator je naglo menjaval referenco med 
obema limitama toka, zato sledenje referenčnemu položaju ni bilo mogoče. 
 
Posredni položajni regulator na osnovi AR 
Druga izvedba položajnega regulatorja ohranja obstoječe učenje perceptrona na spremembi 
hitrosti, proces napovedovanja hitrosti pa se spremeni v posredno napovedovanje položaja 
(Slika 3.14). 
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Slika 3.14: Shema delovanja posrednega položajnega regulatorja na osnovi AR. 
 
Črtkana črta med posameznimi koraki k na Sliki 3.15 označuje linearno spreminjanje hitrosti. 
 
Slika 3.15: Merjene in aproksimirane količine položajnega AR po korakih. Okvir označuje 
količine, ki so veljavne do naslednjega koraka. 
 
Zanima nas, kakšen tok , 1ref ki   je potreben, da bo dejanski položaj v začetku koraka k+2 enak 
referenčnemu položaju. Ker še vedno aproksimiramo funkcijo 1 , 1Δω ( )k ref kf i  , nas pa 
zanima sprememba položaja Δφ , je potrebno najprej poznati ocenjeno hitrost ωˆk . Po 
definiciji je sprememba položaja Δφ ω Δk k t  .  
Ker se hitrost od koraka k do koraka k+1 spremeni za Δωk , je potrebno za aproksimacijo 
spremembe položaja poznati obe hitrosti ter ju povprečiti: 
 11
ˆ(ω ω )φˆ φ Δφ φ
2
k k
k k k k sT


      (3.23) 
Analogno po postopku zgoraj potrebujemo še ocenjeno vrednost položaja, ki ga bo povzročil 
tok , 1ref ki  : 
 1 12 1 1
ˆ ˆ ˆ ˆ ˆ(ω ω ) (ω ω Δω )ˆ ˆ ˆφ φ φ
2 2
k k k k k
k k s k sT T
 
  
         (3.24) 
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Končna enačba se tako glasi: 
 1 12 1 1
ˆ ˆ ˆ(2 ω Δω ) Δωˆ ˆ ˆ ˆφ φ φ ω
2 2
k k k
k k s k k s sT T T
 
  
          (3.25) 
Ocenitvena funkcija za določevanje optimalnega toka , 1ref ki  sedaj upošteva referenčno in 
dejansko vrednost kota: 
 2,  2ˆ(φ φ )ref k kf    (3.26) 
Prav tako nam ni uspelo sintetizirati te variante položajnega regulatorja, soočali pa smo se s 
podobnimi problemi kot zgoraj. Ena izmed težav take formulacije regulatorja je zagotovo v 
tem, da ne vsebuje limit naraščanja hitrosti.   
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 Realni mehanizem 
Pred začetkom izvajanja položajne regulacije smo želeli ponoviti, preveriti in dokazati 
dolgoročno stabilnost hitrostnega regulatorja AR, zato smo razvili vmesniški program, ki 
omogoča zajemanje in analizo meritev v skrajšanem časovnem okvirju.  
Robotski mehanizem na osnovi tornega gonila, kjer sta bila razvita algoritma vodenja OAR-DES 
in AR, je zaradi dotrajanosti in povečane obrabe začel delovati vedno slabše [3], [5]. 
Mehanizem, prikazan na Sliki 3.16, je imel prestavno razmerje 11,25i  , na gred večjega 
tornega kolesa pa je bila pripeta vzmet, ki je povzročala radialno silo na motor in nelinearno 
karakteristiko, opisano v prejšnjem poglavju. 
 
Slika 3.16: Robotski mehanizem na osnovi tornega gonila. 
Meritev delovanja obstoječih algoritmov vodenja AR in OAR-DES na mehanizmu nismo mogli 
dokončati. Največji izziv je predstavljalo zagotavljanje zadostnega trenja med večjim tornim 
kolesom in gredjo EM, na katerem je bila nameščena silikonska gumica. Pod vplivom največjih 
sil so se dogajali večji zdrsi, ki jih noben regulator ni znal popolnoma odpraviti, saj smo hitrost 
merili na gonilnem delu mehanizma. Težave so povzročale tudi šibke vzmeti, ki so po približno 
200 ciklih počile in tako nismo mogli zagotoviti enakovrednih pogojev testiranja za različne 
OA. 
Inkrementalni 
dajalnik 
Elektromotor 
Elastična 
gredna vez 
Vzmet s pritrdilnim 
mehanizmom 
Gred 
Večje kolo 
tornega gonila 
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Ugotovili smo, da je potrebno mehanizem zamenjati z novim, ki bo odporen na tovrstne 
motnje in bo zagotavljal karseda konstantne pogoje delovanja. V ta namen smo zgradili 
robotski mehanizem na osnovi jermenskega gonila (Slika 3.17). 
Novi mehanizem ima prestavno razmerje 6i  , meritve hitrosti oz. položaja pa se ne 
opravljajo več na gonilnem, ampak na gnanem delu mehanizma (večja jermenica). Zaradi nižjih 
obratovalnih hitrosti smo izbrali nov inkrementalni dajalnik z večjim številom pulzov, saj je 
relativna napaka meritve hitrosti znatna in bi bile sicer meritve hitrosti nezanesljive. Za pogon 
uporabljamo elektromotor ESCAP D28R11 219P B100Y 51, ki ima programsko določeno limito 
toka med -1,5 A do 1,5 A. Podobno izvedbo motorja smo uporabili na tornem gonilu, ta se od 
omenjene razlikuje po izvedbi gredi. Za napajanje skrbi kompaktni 60 W napajalnik MEAN 
WELL GSM60B12.  
Izdelali smo še nov krmilni del oz. elektroniko, saj smo lahko na ta način povečali natančnost 
regulacije. Izbrana je bila tudi nova vzmet, narejena iz vzmetnega jekla z debelino žice okoli 
1 mmd   s koeficientom togosti 400 N/mk  . 
 
  
Slika 3.17: Nov robotski mehanizem na osnovi jermenskega gonila. 
Inkrementalni 
dajalnik 
Elektromotor 
Elastična 
gredna vez 
Vzmet s pritrdilnim 
mehanizmom 
Gred 
Večja 
jermenica 
Manjša jermenica 
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Za namen nove krmilne elektronike (Slika 3.18) smo izbrali krmilnik TMS320F28379D 
Launchpad, podjetja Texas Instruments, ki ima dve fizični jedri, vsako od teh jeder pa ima še 
koprocesor (angl. Control Law Accelerator, krajše CLA). Od prejšnjega krmilnika 
TMS320F28377S Launchpad se novi po zmogljivosti ne razlikuje, novi krmilnik pa je možno 
programirati tudi v enojedrnem načinu (angl. single core).  
 
Slika 3.18: Krmilna elektronika, osnovana na razvojni plošči TMS320F28379D Launchpad. 
 
Obstoječi senzor toka ACS712 smo zamenjali z merilnikom toka na osnovi merilnega upora 
(angl. shunt resistor), ki je povezan na operacijski ojačevalnik INA181A2. Na ta način smo lahko 
bistveno bolje izkoristili celotno območje analogno-digitalnega pretvornika (angl. Analog-to-
Digital-Converter, krajše ADC) omenjenega krmilnika in s tem povečali ločljivost meritev toka. 
Gonilnik motorja MAX14870 je zamenjal obstoječi gonilnik L298N, ki je imel zaradi notranje 
zgradbe (BJT tranzistorji) težave z odvajanjem toplote. Novi gonilnik je osnovan na BiCMOS 
tehnologiji in te težave nima. Gonilnik in senzor toka sta zasnovana na nosilni plošči tako, da 
se lahko namestita neposredno na krmilnik. Za meritve hitrosti oz. položaja smo izdelali še eno 
tiskano vezje (angl. Printed Circuit Board, krajše PCB), ki omogoča priklop dveh inkrementalnih 
dajalnikov naenkrat. Nov krmilni sistem je tako vzvratno kompatibilen v primeru kakršnekoli 
odpovedi. Dušilko, namenjeno povečani induktivnosti motorja, smo zaprli v aluminijasto 
škatlo, da bi preprečili širjenje elektromagnetnih motenj na merilne in prožilne signale. 
Primerjavo karakteristik uporabljenih komponent prikazuje Preglednica 3.1. 
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Preglednica 3.1: Primerjava uporabljenih komponent starega in novega mehanizma. 
 Stari mehanizem  Novi mehanizem  
Tokovni senzor ACS712 INA181A2 
Občutljivost 185 mV/A 900 mV/A 
Merilno območje -5 do 5 A -1,67 A do 1,67 A 
Ločljivost 3,96 mA / kvant 0,81 mA / kvant 
Inkrementalni dajalnik Omron E6B2-CWZ1X 
Baumer EIL580P-
SY06.5RF.01024.B 
Število pulzov 2000 P/R 65535 P/R 
Resolucija 0,26 rad/s 0,008 rad/s 
Relativna napaka meritve pri 
minω  = 0,1 rad/s 
261,8% 7,99 % 
Relativna napaka meritve pri 
maxω = 10 rad/s 
2,61% 0,08 % 
Gonilnik motorja STM L298N Maxim MAX14870 
Maksimalni tok 2 A (3 A špica) 1,7 A (2,5A špica) 
Delovna napetost 5 – 35 V 4,5 – 36 V 
Maksimalna stikalna 
frekvenca 
40 kHz 50 kHz 
Tehnologija izdelave BJT BiCMOS 
Krmilnik TMS320F28377S TMS320F28379D 
Število fizičnih jeder 1x CPU + 1x CLA 2x CPU + 2x CLA 
Maksimalna frekvenca 200 MHz 200 MHz 
Računska moč (MIPS) 400 MIPS 800 MIPS 
Količina spomina (Flash) 1024 KB 1024 KB 
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 Sistem za opravljanje in analizo meritev 
Sistem za opravljanje in analizo meritev (SOAM) smo razvili z namenom poenostavitve 
zajemanja podatkov, nujnih za opravljanje natančnih in veljavnih meritev. Dosedanji način 
zajema podatkov o dejanski hitrosti 1ωk  in referenčnem toku , 1ref ki   je bil časovno zahteven, 
saj so se posamezne meritve shranjevale na pomnilniške lokacije na krmilniku in prenašale na 
računalnik po tem, ko je bil opravljen en cikel meritev (tj. na vsakih 9 sekund). Delovanje 
regulatorja se je medtem moralo ustaviti in ponovno zagnati, ko so bile meritve dokončno 
prenesene, kar pomeni, da dolgoročne stabilnosti delovanja regulatorja ni bilo moč dokazati. 
Naš pristop izkorišča prosti čas procesorja po tem, ko smo dvignili takt procesorja digitalnega 
signalnega krmilnika TMS320F28379D na 200 MHz. Podatki se sedaj prenašajo na ciljni sistem 
(angl. Personal Computer, krajše PC) v realnem času v vsakem intervalu delovanja regulatorja 
(3 ms), z izjemo indikatorja kvadrata pogreška napak (angl. Sum of Squared Errors, krajše SSE), 
ki se prenese enkrat na celoten cikel delovanja. Ti podatki so: 
 referenčna hitrost ωref , 
 dejanska hitrost 1ωk , 
 referenčni položaj φref , 
 dejanski položaj φk , 
 referenčni tok , 1ref ki  , 
 čas izvajanja algoritma timee . 
V primeru uporabe hitrostnega regulatorja ne prenašamo podatkov o dejanskem in 
referenčnem položaju, v primeru uporabe položajnega regulatorja pa ne prenašamo podatkov 
o času izvajanja algoritma. 
Za komunikacijo med DSK in PC smo uporabili periferni modul krmilnika SCI (angl. Serial 
Communication Interface), ki omogoča prenos podatkov preko dela strojne opreme, 
integrirane v DSK, imenovane UART (angl. Universal Asynchronous Receiver-Transmitter). 
Podrobnejši opis delovanja komunikacije (protokola) sledi v nadaljevanju naloge. 
Podatke na računalniku prestreže program, poimenovan 'DP Scope' (Slika 3.19), napisan v 
programskem jeziku C#, ki smo ga razvili v razvojnem okolju Microsoft Visual Studio. Program 
za branje uporablja razred SerialPort, s serijskega vmesnika pa bere s pomočjo asinhrone 
rutine await serialPort.BaseStream.ReadAsync.   
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V začetku smo za branje uporabljali dogodek DataReceived, vendar smo ugotovili, da je 
nezanesljiv, saj je velikokrat prišlo do izgube podatkov. Z asinhrono rutino tovrstnih težav 
nismo opazili, vendar ta za svoje delovanje potrebuje veliko zmogljivejši računalnik. Poleg tega 
branje ne deluje pravilno v samostojnem načinu (angl. Release), ampak samo znotraj Visual 
Studia in še to pri razhroščevanju (angl. Debug). Rešitve zadnjega problema nismo našli, kljub 
temu smo lahko opravili vse meritve.  
DP Scope omogoča pridobivanje meritev na različne načine, ki so odvisni od končnega namena 
meritev. Program posnema delovanje osciloskopa in omogoča način prostega teka (angl. Free 
Run), proženja (angl. Trigger) in kontinuiranega zajemanja posameznih ciklov  (angl. Continous 
Cycle Measurement). Pridobljene podatke je možno urediti znotraj samega programa, v 
glavnem pa so namenjeni izvozu v program MATLAB, kjer se lahko izvedejo obsežne analize.   
 
Slika 3.19: Glavno okno programa DP Scope. 
  
Program deluje tako, da s pomočjo procesorskih prekinitev preverja stanje na serijskem 
vmesniku in v primeru prisotnosti paketa podatkov sproži postopek dekodiranja. Nov paket 
podatkov prihaja vsake 3 ms, kar pomeni, da se v tem času izvede tudi celoten postopek 
dekodiranja za vse prejete podatke in izris v graf. Ko se graf napolni, se točke posameznih 
merjenih količin zapišejo v besedilno datoteko, zraven shranimo tudi skripto MATLAB za izris 
grafov. Ob zagonu skripte se v program MATLAB prenesejo podatki, shranjeni v besedilnih 
datotekah in izrišejo grafi po vnaprej določeni predlogi. 
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 Programiranje digitalnega signalnega krmilnika TMS320 
Za regulacijo na fizičnem sistemu smo uporabili obstoječo programsko kodo za krmilnik, ki smo 
ji dodali še algoritem za položajno regulacijo in omogočili komunikacijo z računalnikom, 
dodane pa so bile še knjižnice za konvergenčne teste. DSK smo sprogramirali v razvojnem 
okolju TI Code Composer Studio v7.4.0. Prehod s krmilnika TMS320F28377S na krmilnik 
TMS320F28379D je bil preprost, saj je moč uporabiti isto programsko kodo, potrebno je 
zamenjati le zaglavja (angl. headers) krmilnika in prerazporediti določene priključke. Krmilnik 
smo programirali v enojedrnem načinu skupaj s koprocesorjem. Na prvem jedru CPU1 se 
izvajajo algoritmi linearnega in nelinearnega položajnega in hitrostnega regulatorja ter vse 
periferne funkcije krmilnika (ePWM, ADC, eQEP, GPIO), tokovni regulator pa se izvaja na 
koprocesorju. Prekinitve zagotavljajo, da regulacijski cikel traja 3 ms (333 Hz), kar je tudi 
vzorčevalni čas (Ts) izvajanja hitrostnega in položajnega regulatorja. Tokovni regulator se izvaja 
s frekvenco 40 kHz.  
 Komunikacijski protokol za komunikacijo s PC-jem 
Komunikacijskemu delu algoritma smo posvetili posebno pozornost, saj imamo na razpolago 
za en regulacijski cikel le 3 ms, v katerem se morajo izvesti vsi potrebni algoritmi za regulacijo. 
Prenos podatkov iz krmilnika na ciljni sistem se vrši takoj po tem, ko regulator določi referenčni 
tok , 1ref ki  . 
Da prihranimo na količini poslanih podatkov, je bil določen sistem prekodiranja, ki omeji 
razpon merjene količine, da se znebimo predznakov in minimalno izgubimo na ločljivosti. Za 
vsak podatek o merjeni količini smo določili minimalno število poslanih zlogov (bajtov). 
Podatek razdelimo na dva ali več delov, pri čemer posamezni del predstavlja en zlog. Vsak del 
lahko zasede vrednost med 0 in 99. Preglednica 3.2 prikazuje parametre merjenih količin, ki 
jih pošiljamo na PC.  
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Preglednica 3.2: Razpon podatkov, ločljivost in količina podatkov potrebna za opis merjene 
veličine. 
Podatek Simbol Razpon Ločljivost Količina podatkov 
Referenčna  
hitrost 
ωref  
-50,0 rad/s ↔ 
9.999 rad/s 4 digiti 2 B 
Dejanska hitrost 1ωk   
-50,0 rad/s ↔ 
9.999 rad/s 4 digiti 2 B 
Referenčni 
položaj 
φref   
-50,0 rad ↔ 9.999 
rad 4 digiti 2 B 
Dejanski položaj φk  
-50,0 rad ↔ 9.999 
rad 4 digiti 2 B 
Referenčni tok , 1ref ki    
-1500 mA ↔ 1500 
mA 4 digiti 2 B 
Čas izvajanja timee  
0 ns ↔ 9999.990/2 
ns 6 digitov 3 B 
Seštevek 
kvadrata 
pogreška 
SSE 0 ↔ 999.999,99 rad2/s2 (oz. rad2) 
6 digitov za celi del + 
2 za decimalni del 
3 B  za celi + 1 B za 
decimalni del 
 
Decimalno vejico postavljamo v odvisnosti od števila števk, potrebnih za zapis celega dela. Če 
je npr. podatek dvomesten in zahteva dva zloga za zapis števila (50,78), lahko ohranimo dve 
decimalni mesti, v primeru štirimestnega podatka (1.295) pa nimamo na razpolago nobenega 
decimalnega mesta več.  
Posamezne podatke smo združili v paket podatkov, ki ima vedno vnaprej določen vrstni red, 
ki je pomemben za proces dekodiranja v vmesniškem programu. Za hitrostno regulacijo je 
sestavljen iz 10 + 5 zlogov (Slika 3.20), za položajno pa iz 11 + 5 zlogov (Slika 3.21). 
 
Slika 3.20: Podatkovni paket hitrostnega regulatorja. 
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Slika 3.21: Podatkovni paket položajnega regulatorja. 
 
Periferni modul SCI omogoča 16–nivojski predpomnilnik FIFO (angl. First In First Out buffer), ki 
dopušča, da je v njem pripravljenih 16 zlogov za pošiljanje in sprejemanje. Tako bistveno 
razbremenimo procesor, saj ni potrebno vedno znova čakati, da se v celoti sprosti vodilo, 
ampak lahko v predpomnilnik prenesemo podatke že, ko je delno prazen. V primeru 
sprejemanja podatkov pri visoki hitrosti prenosa omogočimo procesorju dodaten čas za 
sprejem, da preprečimo izgubo podatkov.  
Posredovanje procesorja je potrebno le do te mere, da se v predpomnilnik vpišejo podatki, 
celoten prenos pa vrši strojna oprema UART. Ker komunikacija v našem primeru poteka samo 
v eni smeri, zanjo potrebujemo:  
 
60 ,  16,
60  17 μ ,  16,kom
n ns n
T
n ns s n n
      
 (3.27) 
kjer je n število poslanih zlogov. 
Enačba velja za omenjeni krmilnik pri taktu procesorja 200 MHz in bitni hitrosti 921.600 bitov 
na sekundo.  
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4 PREIZKUSI IN REZULTATI 
V tem poglavju predstavljamo rezultate meritev na simulacijskem modelu v orodju 
MATLAB/Simulink in rezultate fizičnega modela. Na koncu vsakega preizkusa oz. meritve 
zberemo ugotovitve, na koncu vseh preizkusov pa te ugotovitve povzamemo. Na vseh slikah 
odzivov in grafov prikazujemo samo najboljše rezultate algoritmov. 
Namen meritev in preizkusov je prikazati delovanje hitrostnega/položajnega LR in AR pod 
različnimi tipi vzbujanj. Predpostavljamo, da AR deluje vsaj tako dobro kot LR ali boljše v vseh 
opravljenih testih. Prikazati želimo, da se simulacijski model sklada z realnim sistemom. Z 
daljšimi testi želimo preveriti stabilno delovanje LR in AR na jermenskem gonilu prek daljšega 
časa delovanja. Konvergenčni testi služijo kot dokaz pravilnega delovanja OA. 
Pri posameznih testih uporabljamo pojme, s katerimi merimo kakovost delovanja regulatorja. 
Izračunavanje indikatorja SSE je samo eden izmed načinov za določanje njegove kakovosti. Cilj 
pri tem je, da regulator doseže čim nižjo vrednost SSE. Za meritve hitrostne regulacije ga 
izračunamo po naslednji enačbi: 
 
2
, , 1
(ω) (ω ω )vzorcev ref i dej iiSSE     (4.1) 
Za meritve položajne regulacije pa hitrost v enačbi zamenja položaj: 
 
2
, , 1
(φ) (φ φ )vzorcev ref i dej iiSSE    (4.2) 
Vzorci zajemajo vrednost 2.000 za sinusno referenco, 3.000 za stopnično referenco in 3.500 
za trapezno referenco. 
Najboljša vrednost ocenitvene funkcije (angl. fbest) je količina, ki jo opazujemo pri 
konvergenci OA. Predstavlja najboljšo vrednost ocenitvene funkcije izmed vseh iteracij. Če 
vrednost fbest pada, pomeni, da je algoritem glede na prejšnjo iteracijo našel novo boljšo oz. 
izboljšal staro rešitev. V našem primeru je idealno, če najdemo fbest enako nič. 
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S pojmom prenihaj (angl. transient peaks) opisujemo situacijo, ko regulator preseže 
referenčno vrednost za nekaj časa (Slika 4.1). Pri položajnem vodenju robotskega mehanizma 
prenihaji niso dovoljeni, saj bi to pomenilo, da bi robotski mehanizem poškodoval okolico ali 
operatorja.  
 
Slika 4.1: Odziv AR na osnovi PSO na stopnico. Črni okvir označuje območja, kjer regulator 
preseže referenčno vrednost. 
Motnje zaradi nelinearnosti (angl. disturbance peaks) so posledica močne nelinearnosti 
sistema. Na grafih odzivov jih je moč opaziti kot periodično nihanje okoli referenčne vrednosti, 
ki je predvsem močno izrazito pri linearnem regulatorju (Slika 4.2). 
 
Slika 4.2: Odziv LR na stopnico. S puščicami so prikazane motnje zaradi nelinearnosti. 
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Perceptronu med posameznimi testi spreminjamo nastavitev učne konstante pragovne uteži, 
ostale nastavitve ostanejo med vsemi testi enake. Začetne nastavitve simulacij in realnega 
sistema so prikazane v Preglednici 4.1. 
Uporabljeni parametri OA, razen (1+1)-ES, (5,35)-ES ter BA, so enaki na simulacijah in realnem 
sistemu. V testiranjih prikazujemo samo rezultate PSO, ki izmed vseh OA dosegajo najboljše in 
najbolj konsistentne vrednosti, vendar se od ostalih OA pri dovolj velikem številu ovrednotenj 
rezultati ne razlikujejo. Parametri PSO so zapisani v Preglednici 4.2. 
Parametri LR so enaki med posameznimi testi, vendar se razlikujejo v simulacijah in na realnem 
sistemu, kot je to prikazano v Preglednici 4.3. V vseh testih znaša čas tipanja hitrostnega in 
položajnega regulatorja 3 ms. 
 
Preglednica 4.1: Uporabljeni parametri perceptrona 
Parameter Simulacije Realni sistem 
Začetna utež wL 0,054325 0,1 
Začetna pragovna utež b -0,473 -0,5 
Učna konstanta uteži εL 0 0 
Učna konstanta pragovne uteži εb 0,1 Spremenljivka 
Spominski faktor α 0,25 0,4 
Število iteracij učnega postopka 20 20 
 
Preglednica 4.2: Uporabljeni parametri PSO 
Parameter Simbol Vrednost 
Moment / vztrajnost C0 0,75 
Izkušnje delca v roju C1 0,2 
Kolektivno znanje roja C2 0,2 
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Preglednica 4.3: Parametri linearnega regulatorja 
Parameter Simulacije Realni sistem 
P del tok. regulatorja 20 0,1 
I del tok. regulatorja 80.000 1.100 
P del hit. regulatorja 0,2 260 
I del hit. regulatorja 5 20.000 
P del pol. regulatorja 25 Spremenljivka 
 
Na podlagi podanih parametrov smo izvedli naslednje preizkuse: 
 preizkus delovanja koncepta, 
 časovna analiza, 
 vpliva števila ovrednotenj ocenitvene funkcije na delovanje AR, 
 odzivi regulatorjev, 
 konvergenčni testi, 
 test stabilnosti. 
 
V nadaljevanju predstavljamo omenjene preizkuse podrobneje. 
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 Preizkus delovanja koncepta 
V tem preizkusu preverjamo hipotezo, da AR dosega vsaj enako dobre ali boljše rezultate od 
LR. Simulacije so bile opravljene na podlagi parametrov tornega gonila. Najprej rezultate LR in 
AR preverimo v simulacijskem okolju MATLAB/Simulink, kjer testiramo: 
 odziv hitrostnega regulatorja na stopnično referenco, 
 odziv hitrostnega regulatorja na trapezno referenco 
 ter položajnega regulatorja na trapezno referenco. 
 
V nadaljevanju nas zanima, kako dobro se ugotovitve iz simulacij odražajo na realnem sistemu. 
Poskušamo ugotoviti, kako dobro se matematično opisan model sklada z dejanskim modelom, 
torej želimo sistem verificirati. Meritve smo v tem testu opravili na mehanizmu z jermenskim 
pogonom. Skupno so bile opravljene naslednje meritve: 
 odziv hitrostnega regulatorja na stopnično referenco, 
 odziv hitrostnega regulatorja na trapezno referenco, 
 odziv položajnega regulatorja na trapezno referenco, 
 odziv položajnega regulatorja na sinusno referenco. 
 
Meritve opravljamo na LR in AR na osnovi AVN. Mehanizem zaženemo vedno iz enake lege, za 
kar uporabljamo kalibrator in izvedemo 25 zaporednih meritev. Prvih pet meritev pri izračunu 
ne upoštevamo, na preostalih 20 pa izračunamo povprečje x  in standardni odklon σ. Da bi 
zagotovili enake začetne pogoje, je bil motor ogret na delovno temperaturo, kar se zgodi čez 
približno 5 minut delovanja. Meritve so bile opravljene s sistemom SOAM. 
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 Simulacije: odziv hitrostnega regulatorja na stopnično referenco 
V tem preizkusu simuliramo pogon s konstantno hitrostjo, kjer je prisotna nagla sprememba 
referenčne hitrosti (upoštevajoč prestavno razmerje mehanizma). Testiramo linearni hitrostni 
regulator in AR na osnovi AVN. Opazujemo sposobnost adaptiranja regulatorja na nagle 
spremembe in zmožnost odpravljanja nelinearnih vplivov. OA opravi 350 izračunavanj 
ocenitvene funkcije, pri čemer so rezultati vseh AR na osnovi AVN praktično enaki. 
Referenčni signal je sestavljen iz štirih delov in zavzema obliko enačbe: 
  
10;  0 3 s,
0;  3 6 s, 
ω
10;  6 9 s,
0;  9 12 s, 
ref
t
t
t
t
 
     
  
 (4.3) 
kjer je t čas merjen v sekundah. Zadnji del je dodan zaradi realnega sistema, vendar pa se ne 
upošteva pri izračunu SSE. Mehanizem se mora namreč pred naslednjim ciklom najprej 
ustaviti, sicer bi v naslednjem ciklu bila sprememba hitrosti dvojna. Referenčni odziv je 
prikazan na Sliki 4.3. Rezultati testiranja so podani v Preglednici 4.4. 
 
Slika 4.3: Oblika odziva pri testiranju na stopnično referenco. 
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Preglednica 4.4: Rezultati testiranja simulacij na stopnično referenco. 
Regulator Vrednost SSE 
Linearni 5.240 
AR na osnovi (1+1)-ES, (5,35)-ES, DE, jDE, 
BA, PSO 
5.478±1 
 
LR deluje glede na indikator SSE nekoliko bolje od AR, vendar so razlike minimalne. AR se na 
referenčni signal odzove nekoliko počasneje, kar je tudi glavni razlog, da je nabral več točk 
SSE, pri vrnitvi na referenčno hitrost ω 0ref   odziva obeh regulatorjev tudi nekoliko zanihata. 
 Simulacije: odziv hitrostnega regulatorja na trapezno referenco 
V tem preizkusu simuliramo pogon s konstantno hitrostjo, vendar je sedaj sprememba hitrosti 
iz koraka v korak precej nižja (s konstantnim pospeševanjem). Testiramo hitrostni LR in AR na 
osnovi AVN.  
Glede na počasnejše spremembe hitrosti pričakujemo, da bo AR deloval v tem primeru bolje 
kot LR. OA opravi 350 izračunavanj ocenitvene funkcije, pri čemer so rezultati vseh AR na 
osnovi AVN enaki. 
Referenčni signal (Slika 4.4) je sestavljen iz osmih delov in zavzema obliko enačbe: 
  
2 2;  0 1,5 s, ;  6 7,5 s,
3 3
10;  1,5 3 s, 10;  7,5 9 s, 
ω       ω
2 210 ;  3 4,5 s, 10 ;  9 10,5 s,
3 3
0;  4,5 6 s, 0;  10,5 12 s. 
ref ref
t t t t
t t
t t t t
t t
      
        
       
 
     
 (4.4) 
Zadnji del je dodan zaradi realnega sistema, vendar pa se ne upošteva pri izračunu SSE. 
Rezultati testiranj so podani v Preglednici 4.5.  
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Slika 4.4: Oblika odziva pri testiranju na trapezno referenco. 
 
Preglednica 4.5: Rezultati testiranja simulacij na trapezno referenco. 
Regulator Vrednost SSE 
Linearni 40,68 
AR na osnovi (1+1)-ES, (5,35)-ES, 
 DE, jDE, BA, PSO 
7,14±0,01 
 
AR v zelo visoki meri odpravi nihanja v območju konstante hitrosti in doseže do skoraj 6-krat 
manj pogreška kot LR. Pričakujemo, da bo tudi na realnem sistemu deloval podobno dobro. 
AR je torej primeren za visoko nelinearne sisteme, kjer ni naglih sprememb hitrosti. 
V sklopu istega preizkusa smo opravili še en test. Namen tega je pokazati, da vsi OA ob 
zadostnem številu ovrednotenj ocenitvene funkcije delujejo primerljivo, torej da lahko 
uporabimo kateregakoli za dosego podobnih rezultatov. Simulacije smo pognali ob enakih 
parametrih perceptrona, spreminjali smo samo število ovrednotenj ocenitvene funkcije za 
posamezen OA. Oblika referenčnega signala je prav tako popolnoma enaka tistemu zgoraj 
(Slika 4.4), enaki so tudi vsi ostali parametri mehanizma in algoritmov. Rezultati so prikazani 
na Sliki 4.5. 
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Slika 4.5: Padanje indikatorja SSE gleda na število ovrednotenj OA. 
 
Po predvidevanjih vsi OA od zadostnega števila ovrednotenj ocenitvene funkcije naprej 
dosegajo enake ali zelo podobne rezultate. Razlike nastajajo pri nižjem številu ovrednotenj, 
kar je posledica oz. narava delovanja različnih OA, saj različni algoritmi različno preiskujejo 
preiskovalni prostor. Potrebno je upoštevati tudi začetne nastavitve iskalnih parametrov. Prav 
tako ne moremo z gotovostjo trditi, da so algoritmi v našem primeru nastavljeni optimalno, z 
izjemo jDE, ki je samoprilagodljiv. 
 Simulacije: odziv položajnega regulatorja na sinusno referenco 
Delovanje AR smo preverili tudi v vlogi položajnega regulatorja. Za hitrostno regulacijo sicer 
še vedno uporabljamo omenjeni hitrostni AR, kateremu dodamo P člen s predkrmiljenjem, 
(Slika 3.12). Simuliramo krožni gib v prostoru, zanima pa nas, kako hitro in natančno se AR 
odziva v primerjavi z LR. Vsak OA opravi 350 ovrednotenj ocenitvene funkcije.  
Referenčni signal zavzema obliko enačbe in je prikazan na Sliki 4.6: 
 
4π
ω π sin ; 0 6
3ref
t
t
        
 (4.5) 
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Slika 4.6: Oblika odziva pri testiranju na sinusno referenco. 
 
Preglednica 4.6: Rezultati testiranja simulacij na sinusno referenco. 
Regulator Ojačenje P regulatorja Vrednost SSE 
Linearni Kp = 25 1,58 
AR na osnovi (1+1)-ES, 
 (5,35)-ES, DE, jDE, BA, PSO 
Kp = 25 
1,53±0,001 
 
Oba izmed regulatorjev dosegata zelo podobne rezultate (Preglednica 4.6), zelo podobni so 
tudi odzivi tokov. LR sicer še lahko dvignemo ojačenje P-regulatorja, kar bi dodatno izničilo 
prednost AR na osnovi PSO. Slednjemu ojačenja ne smemo nastavljati preveč visoko, ker 
postane referenca hitrosti precej valovita, kar povzroča slabo delovanje hitrostnega AR.  
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 Realni sistem: odziv hitrostnega regulatorja na stopnično referenco 
Poskušali smo ponoviti dobljene rezultate iz simulacij, z ozirom na katere bi moral LR delati 
nekoliko bolje od AR. Spremenjeni parametri napram osnovni konfiguraciji perceptrona 
(Preglednica 4.1) so prikazani v Preglednici 4.7. 
Preglednica 4.7: Spremenjeni parametri AR za testiranje na stopnično referenco. 
Parameter Vrednost 
Učna konstanta pragovne uteži bε    0,175 
Število ovrednotenj OA (generacij · posameznikov) 11·10 / 2·53 / 3·35 
Časovni faktor Tf 0,30 
Čas izvajanja regulatorja (v μs) 1.000 
 
 
Slika 4.7: Rezultati delovanja LR in AR na osnovi AVN na realnem mehanizmu ob uporabi 
stopnične reference. Oznaka AR/(1+1)-ES označuje AR na osnovi OA (1+1)-ES. 
 
Pričakovano je LR dosegal nekoliko boljše rezultate v primerjavi z AR, vendar so razlike 
minimalne. Iz Slike 4.7 je razvidno tudi, da AR na osnovi DE, jDE, BA in PSO delujejo primerljivo 
dobro in vrednosti SSE dosegajo le majhen raztros okoli srednje vrednosti. Izjema sta algoritma 
ES, ki dosegata nekoliko slabše rezultate. Razlog verjetno leži v slabši nastavitvi parametrov, 
ki je pri ES nekoliko kompleksnejša.  
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 Realni sistem: odziv hitrostnega regulatorja na trapezno referenco 
Simulacijski rezultati nakazujejo, da naj bi v tem primeru AR deloval veliko bolje od LR, ker so 
spremembe hitrosti veliko manjše. Spremenjeni parametri napram osnovni konfiguraciji 
perceptrona (Preglednica 4.1) so prikazani v Preglednici 4.8.  
 
Preglednica 4.8: Spremenjeni parametri AR za testiranje na trapezno referenco. 
Parameter Vrednost 
Učna konstanta pragovne uteži Lε  0,175 
Število ovrednotenj OA (generacij · posameznikov) 11·10 / 2·53 / 3·35 
Časovni faktor Tf 0,30 
Čas izvajanja regulatorja (v μs) 1.000 
 
 
Slika 4.8: Rezultati delovanja LR in AR na osnovi AVN na realnem mehanizmu ob uporabi 
trapezne reference. 
 
Pričakovano dosega AR veliko boljše rezultate v primerjavi z LR, hkrati tudi vsi algoritmi 
delujejo zelo primerljivo (Slika 4.8). AR je torej veliko primernejši za počasne spremembe 
reference, čemur pritrjuje kar 2,5-krat manjša vrednost SSE kot pri LR.  
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 Realni sistem: odziv položajnega regulatorja na trapezno referenco 
Na podlagi ugotovitve, da ni bistvenih razlik v delovanju različnih OA pri dovolj velikem številu 
ovrednotenj, smo položajno regulacijo izvedli na LR ter na AR na osnovi jDE in PSO. Algoritma 
jDE in PSO imata izmed vseh uporabljenih OA najkrajše čase izvajanja, zato smo časovno 
omejitev delovanja lahko še dodatno skrajšali (1.000 μs → 600 μs), da bi izboljšali rezultate. 
Regulatorja smo testirali v treh različnih konfiguracijah. Spremenjeni parametri glede na 
osnovni konfiguraciji perceptrona (Preglednica 4.1) so prikazani v Preglednici 4.9. 
 
Preglednica 4.9: Spremenjeni parametri položajnega AR za testiranje na trapezno referenco. 
Parameter 1. 2. 3. 
Učna konstanta pragovne uteži Lε    0,175 0,08 0,08 
Število ovrednotenj OA (generacij · osebkov) 11·10 / 2·53 / 3·35 
Časovni faktor Tf 0,3 0,3 0,3 
P del položajnega regulatorja Kp 30 55 55 
Čas izvajanja regulatorja (v μs) 1.000 1.000 600 
 
Preglednica 4.10: Rezultati testiranja realnega sistema na trapezno referenco. Oznaka x
označuje povprečno vrednost SSE, oznaka σ pa standardni odklon od srednje vrednosti. 
Li
ne
ar
ni
 re
gu
la
to
r Parameter x  +% σ  +% 
Kp = 30 7,63E-02 0,00 4,09E-04 0,00 
Kp = 110 3,59E-02 0,00 4,91E-04 0,00 
Kp = 150 3,43E-02 0,00 1,93E-04 0,00 
AR
 n
a 
os
no
vi
 jD
E 
Parameter x  +% σ  +% 
1. 5,54E-02 -27,39 3,55E-04 -13,20 
2. 4,71E-02 31,20 4,92E-04 0,20 
3. 4,08E-02 18,95 1,96E-04 1,55 
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AR
 n
a 
os
no
vi
 P
SO
 Parameter x  +% σ  +% 
1. 5,50E-02 -27,92 4,16E-04 1,71 
2. 4,65E-02 29,53 2,81E-04 -42,77 
3. 3,89E-02 13,41 9,50E-04 392,2 
 
LR dosega za odtenek boljše rezultate v primerjavi z AR (Preglednica 4.10). Vidimo tudi, da je 
proporcionalni del P-regulatorja v primeru LR veliko višja kot pri AR. Konstanto ojačenja P-
regulatorja smo sicer določili po metodi Ziegler-Nichols.  
 Realni sistem: odziv položajnega regulatorja na sinusno referenco 
Pričakujemo, da bodo rezultati položajne regulacije s sinusno referenco bolj v prid AR, ker so 
spremembe hitrosti počasnejše v primerjavi s trapezno referenco. Oba regulatorja testiramo 
v štirih različnih konfiguracijah. Spremenjeni parametri glede na osnovno konfiguracijo 
perceptrona (Preglednica 4.1) so prikazani v Preglednici 4.11. 
 
Preglednica 4.11: Spremenjeni parametri položajnega AR za testiranje na sinusno referenco. 
Parameter 1. 2. 3. 4. 
Učna konstanta pragovne uteži bε    0,175 0,08 0,08 0,08 
Število ovrednotenj OA  
(generacij · posameznikov) 
11·10 / 2·53 / 3·35 
Časovni faktor Tf 0,3 0,3 0,3 0,3 
P del položajnega regulatorja Kp 30 55 55 80 
Čas izvajanja regulatorja (v μs) 1.000 1.000 600 600 
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Preglednica 4.12: Rezultati odziva realnega sistema na sinusno referenco. Oznaka x označuje 
povprečno vrednost SSE, oznaka σ pa standardni odklon od srednje vrednosti. 
Li
ne
ar
ni
 re
gu
la
to
r 
Parameter x  +% σ  +% 
Kp = 30 9,53E-03 0,00 7,52E-05 0,00 
Kp = 90 9,21E-03 0,00 1,46E-05 0,00 
Kp = 110 5,35E-03 0,00 4,94E-05 0,00 
Kp = 200 3,37E-03 0,00 2,11E-05 0,00 
AR
 n
a 
os
no
vi
 jD
E 
Parameter x  +% σ  +% 
1. 1,53E-02 60,54 8,50E-05 13,03 
2. 1,04E-02 12,92 3,43E-05 134,9 
3. 1,02E-02 90,65 2,25E-05 -54,45 
4. 5,40E-03 60,24 1,39E-05 -34,12 
AR
 n
a 
os
no
vi
 P
SO
 
Parameter x  +% σ  +% 
1. 1,51E-02 58,44 3,61E-05 -52,00 
2. 1,02E-02 10,75 2,48E-05 69,86 
3. 1,01E-02 88,78 4,40E-05 -10,93 
4. 5,43E-03 61,13 2,73E-05 29,38 
 
Naša predvidevanja so se v tem primeru izkazala za napačna, saj položajni LR dosega boljše 
rezultate v primerjavi s položajnim AR (Preglednica 4.12). Potrebno je sicer poudariti, da oba 
izmed regulatorjev dosegata skoraj ničen pogrešek. Razlike v delovanju bi se opazile šele pri 
zelo natančnih aplikacijah.  
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 Časovna analiza 
Poznavanje časov izvajanja OA na realnem sistemu je ključnega pomena, saj se mora celotni 
AR izvesti v manj kot 3 ms. V nadaljevanju predstavljamo čase izvajanja posameznih procesov 
na DSK.  
Ob začetku delovanja smo izhodni priključek (angl. General Purpose Input Output, krajše GPIO) 
DSK nastavili na logično nizko vrednost, ob koncu delovanja posamezne aktivnosti pa na 
logično visoko vrednost. Širino tako opisanega pulza smo izmerili z osciloskopom. 
 
Preglednica 4.13: Čas izvajanja posameznih aktivnosti na CPU. 
Aktivnost Čas izvajanja na CPU [μs] 
Generator reference 0,850—1,4   
Linearni položajni regulator 0,28 
Linearni hitrostni regulator 0,4 
Učenje perceptrona (20 epoh BPG) 50 
Optimizacijski algoritem (350 ovrednotenj) 950 - 2800 
Komunikacija s PC-jem (16 B) 1 
Prosti čas procesorja 200 - 2000 
 
Iz Preglednice 4.13 je razvidno, da je največ časa potrebno za izvajanje OA, medtem ko linearni 
regulatorji in komunikacija ne vplivajo bistveno na čas izvajanja. Tokovni regulator se izvaja 
ločeno na koprocesorju, zato ni vključen v časovno analizo. 
 
Podrobneje nas je zanimalo, kako število ovrednotenj ocenitvene funkcije vpliva na čas 
izvajanja OA, zato smo naša opažanja strnili v graf, prikazan na Sliki 4.9. Čase izvajanja 
posameznega algoritma smo izmerili v 10 točkah za algoritem (5,35)-ES in v 13 točkah za vse 
ostale. 
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Slika 4.9: Graf časa izvajanja OA v odvisnosti od števila ovrednotenj. 
 
Iz grafa na Sliki 4.9 je razvidno, da imajo najkrajši čas izvajanja algoritmi, ki pri generiranju 
potomcev uporabljajo uniformno distribucijo (DE, jDE, PSO), nekoliko več časa pa potrebujejo 
algoritmi, ki zanjo uporabljajo Gaussovo distribucijo ((1+1)-ES, (5,35)-ES ter BA). Slednja se 
namreč na krmilniku računa rekurzivno. Pričakovano se čas izvajanja algoritmov povečuje 
linearno z večanjem števila ovrednotenj. 
 
Začetna testiranja so bila opravljena na referenci trapezne oblike, od koder izhajajo 
ugotovitve, da je za natančno regulacijo potreben čim krajši čas izvajanja regulatorja in da je 
zadostno število ovrednotenj ocenitvene funkcije OA za natančno delovanje AR okoli 110.  
Da bi zagotovili enakovredne pogoje testiranje, smo na jermenskem gonilu posameznim 
algoritmom podaljšali čas izvajanja s časovnikom, ki referenčnega toka ni prenesel na tokovni 
regulator, dokler ni pretekla časovna omejitev (600 μs, 1.000 μs ali 2.900 μs). 
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 Vpliva števila ovrednotenj ocenitvene funkcije na delovanje AR 
V nadaljevanju smo naredili primerjalno študijo v kateri smo pokazali, kako število ovrednotenj 
ocenitvene funkcije vpliva na indikator SSE. Pri tem smo uporabili iste pogoje testiranja kot pri 
testu 'Preizkus delovanja koncepta' hitrostnega AR na trapezno obliko reference, le da smo 
posameznim algoritmom spreminjali število ovrednotenj med 10—350. Vsi algoritmi so se 
zaradi zagotovitve enakovrednih pogojev testiranja izvajali 2,9 ms. Spremenjeni parametri 
glede na osnovno konfiguracijo perceptrona (Preglednica 4.1) so prikazani v Preglednici 4.14. 
Rezultate, pridobljene med testiranjem smo v tabelarični obliki prikazali v Preglednici 4.15, za 
lažjo predstavo so grafično prikazani na Sliki 4.10. S sivo barvo je v preglednici označeno število 
ovrednotenj, od koder se indikator SSE ne spreminja več bistveno. 
 
Preglednica 4.14: Spremenjeni parametri AR. 
Parameter Vrednost 
Učna konstanta pragovne uteži Lε    0,08 
Število ovrednotenj OA 10—350 
Časovni faktor Tf 0,42 
Čas izvajanja regulatorja (v μs) 2.900 
 
Preglednica 4.15: Rezultati testiranja vpliva števila ovrednotenj na delovanje AR. 
Število ovrednotenj / 
algoritem 
x  σ  x  σ  x  σ  
(1+1)-ES (5,35)-ES DE 
10 663,32 374,51 / / 236,97 25,51 
20 143,33 15,92 / / 163,55 17,34 
30 118,04 6,73 / / 135,17 9,16 
35**/36*/40 107,87 5,03 106,1 3,39 110,48 7,51 
70 98,65 4,38 95,3 1,72 95,35 2,56 
105**/110 92,71 2,11 93,86 2,52 90,96 1,91 
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140 91,52 1,76 92,1 1,47 91,06 3,26 
176*/180 89,09 1,64 91,3 1,22 90,21 2,63 
210 91,14 1,47 90,88 2,03 89,84 2,41 
246*/250 89,92 1,8 90,17 1,53 90,47 1,46 
280 90,29 1,49 89,68 1,52 90,82 2,62 
316*/320 88,52 1,65 89,95 2,01 89,7 2,42 
350 89,6 1,3 90,36 2,18 90,39 2,19 
Število ovrednotenj / 
algoritem 
x  σ  x  σ  x  σ  
jDE BA PSO 
10 233,2 30,25 98,9 3,36 475,45 68,75 
20 163,19 17,44 93,29 1,64 313,97 28,17 
30 128,64 10,61 92,26 1,32 184,83 15,78 
35**/36*/40 108,09 6,03 91,25 2,07 122,86 3,93 
70 94,06 1,76 91,16 1,34 93,33 2,03 
105 /110 91,31 1,7 91,66 1,5 92,53 2,35 
140 91,04 1,7 91,14 1,96 92,02 1,55 
176*/180 89,41 1,61 92 2,18 91,98 1,42 
210 89,4 1,28 90,8 2,29 92,17 2,13 
246*/250 88,96 1,24 90,16 1,27 92,01 2,08 
280 89,19 1,26 90,33 2,14 91,54 2,05 
316*/320 88,96 1,58 90,36 2,32 90,87 1,11 
350 89,07 1,16 90,38 1,75 90,87 1,43 
 
Opomba:  
* - število ovrednotenj algoritma (1+1)-ES 
** - število ovrednotenj algoritma (5,35)-ES 
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Slika 4.10: Padanje SSE glede na število ovrednotenj OA. 
 
Vsi algoritmi začnejo ob dovolj velikem številu ovrednotenj ocenitvene funkcije delovati 
primerljivo dobro (okoli 280 ovrednotenj). Razlike, ki nastajajo pri nižjem številu ovrednotenj, 
so posledica oz. narava delovanja OA, kar smo ugotovili že pri izvajanju simulacij. Algoritem 
BA, ki konvergira že pri 20 ovrednotenjih ocenitvene funkcije, najboljše vrednosti skozi 
generacije ne izboljšuje več.  
Če primerjamo rezultate hitrostne regulacije na realnem mehanizmu, ki smo jih pridelali pri 
trapezni referenci pri času izvajanja regulatorja 1.000 μs, lahko opazimo bistvene razlike. 
Regulator, ki se izvaja skoraj trikrat dlje (2.900 μs), doseže več kot 100 % višji indikator SSE, 
kar pomeni, da je delovanje AR močno odvisno od časa izvajanja regulatorja.  
Razlog leži v tem, da enačba (2.4), ki opisuje napovedovanje hitrosti na koncu k-tega koraka 
upošteva linearno odvisnost hitrosti med posameznima korakoma, vendar zaradi visoke 
nelinearnosti sistema ta enačba drži le, ko je čas koraka primerno kratek ali sistem bolj 
linearen. V našem primeru torej nastavljamo dodatno konstanto, ki običajno zavzema 
vrednosti med [0,3;  0,45].fT   
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 Odzivi regulatorjev 
V prejšnjih preizkusih smo videli, da AR dosega primerljive oziroma boljše rezultate od LR po 
indikatorju SSE, dodatno je bilo potrebno posneti še odzive pri različnih oblikah referenc. 
Razlog leži v tem, da samo iz numeričnega indikatorja SSE ne moremo presoditi o pravilnem 
delovanju regulatorja, temveč je ta namenjen le primerjavi LR in AR. Regulator lahko namreč 
dosega nizko vrednost SSE, vendar preseže referenčno vrednost, kar v našem primeru ni 
dovoljeno. 
V tem testu opazujemo sposobnost sledenja obeh regulatorjev, torej kako dobro se prekrivata 
referenčna in dejanska hitrost oz. položaj, hitrost odzivov, obliko referenčnega toka ter motnje 
v delovanju. Meritve smo opravljali s sistemom SOAM, pri tem pa smo uporabili isto vrsto 
testov kot v poglavju 4.1.  
Slika a) na odzivu hitrostnega regulatorja prikazuje primerjavo med referenčno hitrostjo ωr   
in dejansko hitrostjo ωa . Slika b) prikazuje razliko med obema hitrostma ω ωr a , slika c) pa 
prikazuje referenčni tok ri , ki je bil dan na tokovni regulator. 
Slika a) na odzivu položajnega regulatorja prikazuje primerjavo med referenčnim φr  in 
dejanskim položajem φa , slika b) razliko med obema položajema φ φr a , slika c) primerjavo 
med referenčno in dejansko hitrostjo ω ωr a , slika d) pa referenčni tok ri , dan na tokovni 
regulator.  
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 Simulacije: primerjava odziva hitrostnih regulatorjev na stopnično referenco 
 
Slika 4.11: Odziv LR na stopnično referenco. 
 
Slika 4.12: Odziv AR na osnovi PSO na stopnično referenco. 
 
Pri preizkusu delovanja koncepta smo ugotovili, da LR dosega nekoliko manjšo vrednost SSE v 
primerjavi z AR pri testiranju na stopnično referenco. Iz primerjave odziva LR (Slika 4.11) in AR 
(Slika 4.12) je jasno razvidno, da v območju konstantne hitrosti AR zagotavlja manj valovit 
odziv kot LR. 
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 Simulacije: primerjava odziva hitrostnih regulatorjev na trapezno referenco 
 
Slika 4.13: Odziv LR na trapezno referenco. 
 
Slika 4.14: Odziv AR na osnovi PSO na trapezno referenco. 
 
Pri preizkusu delovanja koncepta smo ugotovili, da AR na osnovi PSO (Slika 4.14) dosega do 7-
krat manjšo vrednost SSE kot LR (Slika 4.13) pri testiranju na trapezno referenco. AR na osnovi 
PSO v območju konstantne hitrosti uspe odpraviti nelinearne vplive, ki jih generira vzmet. 
Referenčni tokovi obeh regulatorjev so gladki, brez nenadnih menjavanj vrednosti. 
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 Simulacije: primerjava odziva položajnih regulatorjev na sinusno referenco 
 
Slika 4.15: Odziv LR na sinusno referenco. 
 
Slika 4.16: Odziv AR na osnovi PSO na sinusno referenco. 
 
Po indikatorju SSE dosegata oba položajna regulatorja zelo podobne rezultate. Viden je sicer 
drugačen potek toka pri enem in drugem regulatorju ter drugačna napaka sledenja. Pri LR 
(Slika 4.15) je ta napaka popačene kosinusne oblike, pri AR na osnovi PSO (Slika 4.16) je precej 
bolj čiste oblike.   
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 Realni sistem: primerjava odziva hitrostnega regulatorja na stopnično referenco 
 
Slika 4.17: Odziv LR na stopnično referenco na realnem sistemu. 
 
Slika 4.18: Odziv AR na osnovi PSO na stopnično referenco na realnem sistemu. 
 
AR na osnovi PSO (Slika 4.18) dosega nekoliko boljše rezultate, kot LR (Slika 4.17), kar potrjuje 
našo hipotezo, da AR dosega vsaj primerljive ali boljše rezultate od LR. Na območju konstantne 
hitrosti je lepo razvidno, da je AR v precejšnji prednosti, vendar iz prehoda iz maksimalne 
reference na referenčno hitrost ω 0ref   mirovanja zaniha, zato tam nabere nekaj več točk 
SSE. Delovanje obeh regulatorjev je sicer zelo stabilno, vrednosti SSE le malo nihajo okoli 
srednje vrednosti.  
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 Realni sistem: primerjava odziva hitrostnih regulatorjev na trapezno referenco 
 
Slika 4.19: Odziv LR na trapezno referenco na realnem sistemu. 
 
Slika 4.20: Odziv AR na osnovi PSO na trapezno referenco na realnem sistemu. 
 
Pričakovano dosega AR na osnovi PSO (Slika 4.20) veliko boljše rezultate v primerjavi z LR (Slika 
4.19). Opazen je veliko manjši pogrešek v območju konstantne hitrosti, vendar pa je oblika 
toka nekoliko bolj 'žagasta'.  
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 Realni sistem: primerjava odziva položajnega regulatorja na trapezno referenco 
 
Slika 4.21: Odziv položajnega LR na trapezno referenco na realnem mehanizmu. 
 
Slika 4.22: Odziv položajnega AR na osnovi PSO na trapezno referenco na realnem sistemu. 
 
Položajni regulator na osnovi AR (Slika 4.21) deluje primerljivo dobro kot LR in dosega le za 
okoli 14 % slabše rezultate. Oba regulatorja (Slika 4.22) imata že v osnovi skoraj praktično 
ničen pogrešek, zato so tudi razlike med njima minimalne. Večje razlike nastajajo v 
konfiguraciji P-položajnega regulatorja. LR ima lahko višjo ojačenje, pri čemer dosega odlične 
rezultate. Položajni regulator na osnovi AR pa mora imeti precej nižje ojačenje, sicer je 
referenca hitrosti za hitrostni regulator precej nemirna in povzroča težave pri regulaciji. 
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 Realni sistem: primerjava odziva položajnega regulatorja na sinusno referenco 
 
Slika 4.23: Odziv položajnega LR na sinusno referenco na realnem sistemu. 
 
Slika 4.24: Odziv položajnega AR na osnovi PSO na sinusno referenco na realnem sistemu. 
 
Položajni AR na osnovi PSO (Slika 4.24) dosega večje pogreške kot LR (Slika 4.23), vendar je 
potrebno poudariti, da že v osnovi oba regulatorja dosega izredno nizke pogreške. Referenčni 
tok LR ima manj valovito obliko napram AR, kar je tudi glavni razlog za slabše rezultate. 
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 Konvergenčni testi 
Namen meritev je prikazati delovanje konvergence algoritmov po vzoru iz narave. Če 
algoritem z višanjem števila ovrednotenj kriterijske funkcije konvergira, potem je to dokaz, da 
je algoritem zapisan v pravilni obliki, ter da so tudi iskalni parametri bili nastavljeni pravilno. 
Meritve opravljamo na AR na osnovi AVN. Referenčni signal zavzame obliko, prikazano na Sliki 
4.4. Mehanizem zaženemo vedno iz enake lege, test pa pričnemo izvajati, ko je mehanizem v 
fazi enakomernega pospeševanja. V vsaki generaciji OA zapišemo najboljšo vrednost 
ocenitvene funkcije (fbest) in naredimo 25 zaporednih meritev, kar traja 75 ms. Naredimo pet 
ločenih zagonov, med katerim resetiramo procesor. Najprej izračunamo povprečje 25 
zaporednih meritev, potem pa še izračunamo povprečje petih zagonov. Vsem algoritmom smo 
podaljšali čas izvajanja na 2.9 ms, da bi zagotovili enakovredne pogoje testiranja. Ostali pogoji 
so zapisani v Preglednici 4.14. 
 
Slika 4.25: Konvergenčni testi optimizacijskih algoritmov. Želena je čim nižja vrednost 
najboljše ocenitvene funkcije. 
 
Slika 4.25 prikazuje rezultate konvergenčnih testov. Algoritem PSO dosega izredno nizke 
vrednosti ocenitvene funkcije, sledijo pa mu jDE, DE, (5,35)-ES in (1+1)-ES, ki izmed vseh 
dosega najnižjo konvergenco. Rezultati konvergenčnih testov se zelo dobro skladajo z 
vrednostmi SSE, ki smo jih izmerili pri različnem številu ovrednotenj v testu 'Vpliv števila 
ovrednotenj ocenitvene funkcije na delovanje AR'.   
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Algoritem BA že pri desetih ovrednotenjih dosega zelo dobre rezultate, ki jih drugi OA začnejo 
dosegati šele med 70 in 110 ovrednotenji. Vrednost ocenitvene funkcije za algoritem DE in jDE 
sta precej podobni, pri določenem številu ovrednotenj sicer dosegata manjše razlike.  
(5,35)-ES v začetku dosega visoko konvergenco, vendar se od določenega števila ovrednotenj 
naprej vrednost ocenitvene funkcije le malo spreminja. Podobno velja za (1+1)-ES, ki že v 
osnovi dosega nizko konvergenco in se ta z višanjem ovrednotenj le malo izboljšuje. 
 Test stabilnosti 
Namen zadnjega testa stabilnosti je prikazati dolgoročno stabilno delovanje AR, kar je bila 
težava algoritma vodenja OAR – DES [3].  
Pred opravljanjem meritev motor ogrejemo na delovno temperaturo. Mehanizem pred 
začetkom testa za posamezni OA zaženemo iz iste izhodiščne lege in izvedemo 160 zaporednih 
meritev. Prvih 10 meritev pri izračunu ne upoštevamo, na preostalih 150 (30 minut delovanja) 
pa izračunamo povprečje in standardni odklon.  
Referenčni signal zavzame obliko, prikazano na Sliki 4.4. Vsem algoritmom podaljšamo čas 
izvajanja na 1 ms, da zagotovimo enakovredne pogoje testiranja. Ostali pogoji so zapisani v 
Preglednici 4.8. 
 
Slika 4.26: Graf meritev indikatorja SSE izmerjen na 150 ciklih delovanja AR na osnovi PSO. 
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Preglednica 4.16: Rezultati testiranja stabilnosti AR. 
Algoritem x  σ 
 (1+1)-ES 48,9 0,63 
 (5,35)-ES 47,8 0,44 
DE 47,93 0,48 
jDE 48,75 0,59 
BA 47,47 0,41 
PSO 48,20 0,42 
 
Vsi rezultati testiranih algoritmov (Preglednica 4.16) nakazujejo, da so ti primerljivi ves čas 
delovanja (nizki standardni odklon od srednje vrednosti), ter da ne zasledimo nobenega 
nepravilnega delovanja, ki bi lahko vplivalo na njegovo nestabilnost. O tem priča tudi Slika 
4.26. Rezultati so prav tako zelo primerljivi s tistimi, ki so bili pridobljeni v testu 'Preizkus 
delovanja koncepta'. Med testom 'Preizkus delovanja koncepta' in testom stabilnosti je bilo 
opravljenih še več različnih meritev, kar nakazuje na to, da mehanizem, kakor tudi ostala 
oprema delujeta stabilno in da je 20 vzorcev SSE dovolj za ocenitev pravilnega delovanja AR. 
Med posameznimi algoritmi so prisotne manjše razlike, kar pa ne pomeni, da kateri izmed 
algoritmov deluje bistveno bolje ali slabše od drugih. Odstopanja so posledica različne oblike 
konvergenc OA, naključnih šumov, temperaturne odvisnosti in merilnih netočnosti 
uporabljene opreme.   
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 Diskusija 
Obsežna testiranja AR so nam omogočila boljše razumevanje delovanja regulatorja pod 
različnimi pogoji. Potrdili smo hipotezo, da AR dela primerljivo dobro ali boljše od LR v vseh 
primerih. Prav tako dosega zahtevano stabilnost, kar smo dokazali s testom stabilnosti. 
Delovanje AR je prav tako močno odvisno od natančnega pridobivanja položaja/hitrosti zaradi 
enostavnosti aproksimatorja modela sistema.  
Ugotovili smo, da je delovanje AR v glavnem najbolj odvisno od časa izvajanja OA, ki je 
premosorazmerno s številom višanjem ovrednotenj ocenitvene funkcije. Predpogoj je sicer 
uspešno sprotno posodabljanje modela sistema. Število ovrednotenj ima smisel višati le do 
neke meje, sicer se povišuje čas izvajanja, kar je neugodno za delovanje AR. 
V območju nižjega števila ovrednotenj se je najbolj izkazal algoritem BA, ki že pri zelo nizkem 
številu (20) dosega zelo dobre rezultate. Vsi algoritmi sicer pri višjem številu ovrednotenj OA 
delujejo primerljivo dobro, v kolikor so iskalni parametri prav nastavljeni.  
Časovni faktor, uveden v enačbi (2.4), ne narašča linearno s časom izvajanja. V našem primeru 
je znašal vedno Tf < 0,5, kar nakazuje na to, da ne velja linearna odvisnost hitrosti med 
posameznima korakoma tipanja. To pomeni tudi, da je sistem dejansko precej nelinearen. 
AR je občutljiv na nagle spremembe reference, kar smo dokazali pri testiranju na stopnično 
referenco in kadar smo uporabili visoko ojačenje P-položajnega regulatorja pri položajni 
regulaciji. Nastavitev učne konstante pragovne uteži deluje na podoben način kot ojačenje LR: 
večje kot je ojačenje, manjša mora biti konstanta učenja. Simulacije se dokaj dobro skladajo z 
realnim mehanizmom v smislu pričakovanih odzivov, nekoliko manj pa se skladajo vrednosti 
SSE. To dejstvo je povsem pričakovano, saj ne moremo modelirati vseh vplivov realnega 
sistema. Poleg tega smo simulacije opravljali na robotskem mehanizmu na osnovi tornega 
gonila, meritve na realnem sistemu pa na mehanizmu na osnovi jermenskega gonila. 
Glede samega testiranja smo ugotovili še, da je zelo pomembna začetna lega mehanizma 
(potrebno je zagotoviti vedno isto izhodiščno lego pri posameznih testih) in da so rezultati 
odvisni tudi od temperature motorja (potrebno počakati vsaj 20 ciklov pred začetkom 
meritev). 
Po številnih opravljenih testih in pridobljenih izkušnjah priporočamo naslednjo konfiguracijo 
AR (Preglednica 4.17), ki naj bi zagotavljala najboljše rezultate pri času tipanja Ts = 3 ms za dani 
mehanizem. 
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Preglednica 4.17: Priporočeni parametri za uporabo AR na realnem sistemu. 
Parameter Vrednost 
Optimizacijski algoritem PSO / jDE 
Število ovrednotenj OA 140 / 110 
Čas izvajanja regulatorja [μs] 500 
Časovni faktor Tf 0,3 
Utež perceptrona w 0,1 
Začetna pragovna utež perceptrona b -0,5 
Konstanta učenja pragovne uteži εb 0,08 
 
Zadnje tri nastavitve so v glavnem odvisne od mehanskih lastnosti mehanizma, kar pomeni, 
da bi jih za konkretni primer bilo potrebno prilagoditi, predstavljajo pa priporočene začetne 
vrednosti. Pred začetkom nastavitve parametrov perceptrona je potrebno nastaviti parametre 
OA. V primeru izbire jDE ni potrebnih nobenih dodatnih nastavitev. Pri PSO upoštevamo 
standardne nastavitve parametrov (učnih konstant C0, C1 in C2). Ker imamo čas izvajanja 
regulatorja nastavljen na 500 μs, naj časovni faktor znaša med [0,25;  0,4].fT   Pri nižjih 
vrednosti pride do prepočasnega odziva, pri previsoki pa do naglega menjavanja tokovne 
reference med obema limitama. Priporočljivo je začeti z nižjo vrednostjo. Najbolj pomembna 
nastavitev perceptrona je utež, na začetku pa naj zavzema vrednosti [0,08;  0,12].b  Začetna 
pragovna utež perceptrona ne igra bistvene vloge, saj se regulator takoj po vzbujanju nastavi 
na pravilno vrednost. Konstanta učenja pragovne uteži ima podobno vlogo kot ojačenje v 
linearnem regulatorju. Zavzema naj vrednosti bε [0,07;  0,18].  Nižja vrednost je potrebna, ko 
je časovni faktor Tf  višji. Višja vrednost povzroča nemirnost regulatorja oz. hitrejše menjavanje 
reference. 
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Čas izvajanja regulatorja omejimo na 500 μs, saj v tem območju regulator deluje najbolje, 
ocene hitrosti so tudi zaradi kratkega časa izvajanja najbolj natančne. Tok na tokovni regulator 
damo takoj, ko se določi , 1, ref k besti  , preostali prosti čas procesorja pa lahko izkoristimo za 
pošiljanje podatkov na ciljni sistem z namenom diagnostike ali za znižanje časa tipanja. Če 
upoštevamo čas pošiljanja enega zloga podatkov, ki v najslabšem primeru znaša 17 μs / zlog, 
lahko v preostalih 2.500 μs pošljemo okoli 145 zlogov. Če pa bi želeli na ciljni sistem pošiljati 
še dodatne podatke, pa bi jih lahko pošiljali v času izvajanja regulatorja, vpis v predpomnilnik 
pa bi bilo potrebno opraviti pred začetkom izvajanja hitrostnega oz. položajnega regulatorja. 
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5 SKLEP 
Opravljeno delo na AR bo zagotovo odprlo novo poglavje na področju razvoja on-line 
algoritmov vodenja na osnovi modela. Nam in prihodnjim generacijam bo pomagalo pri 
razumevanju in razvoju naprednih tehnik vodenja, ki doslej zaradi stanja tehnologij niso bile 
mogoče. V prihodnosti bo potrebno še natančneje raziskati vplive posameznih konstant na 
delovanje AR, najbolj pa nas zanima, kako se bo opisani regulator obnašal na sistemih z več 
prostostnimi stopnjami (npr. SCARA, angl. Selective Compliance Assembly Robot Arm) in ali ga 
je mogoče uporabiti tudi na drugačnih nelinearnih problemih. Pojavlja se vprašanje, ali je opis 
sistema s perceptronom v tem primeru dovolj natančen, ali bo potrebno uporabiti 
kompleksnejšo ANN.  
Raziskovalcem, ki bodo nadaljevali naše delo, predlagamo, da še raziščejo vplive časov tipanja 
na delovanje regulatorja, saj smo dokazali, da se celoten algoritem lahko izvede v manj kot 
500 μs. Predvidevamo, da bi se morali rezultati delovanja AR pri nižjem času tipanja bistveno 
izboljšati, vendar pa verjetno obstaja meja, do katere vrednosti je še smiselno nižati čas 
tipanja, saj se napaka zaradi merjenja hitrosti začne povečevati. Dodatno namesto DSK 
predlagamo uporabo FPGA-jev (angl. Field Programmable Gate Array), ki lahko s svojo 
sposobnostjo paralelnega procesiranja še bistveno skrajšajo čas izvajanja regulatorja. Za 
kakovostno regulacijo je nujno uporabiti merilne pretvornike z višjo natančnostjo, saj smo 
ugotovili, da meritve hitrosti bistveno vplivajo na rezultate delovanja. Razvito orodje DP Scope 
lahko služi kot močno diagnostično orodje, saj je moč ob prilagoditvi protokola in dekodiranja 
podatkov na sprejemni strani še razširiti število poslanih podatkov ter tako natančno preučiti 
delovanje AR.  
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