Abstract. We show the existence of a local stable manifold for a bidirectional discrete-time nondiffeomorphic nonlinear Hamiltonian dynamics. This is the case where zero is a closed loop eigenvalue and therefore the Hamiltonian matrix is not invertible. In addition, we show the eigenstructure and the symplectic properties of the mixed direction nonlinear Hamiltonian dynamics. We extend the Local Stable Manifold Theorem for the nonlinear discrete-time Hamiltonian map with a hyperbolic fixed point. As a consequence, we show the existence of a local solution to the Dynamic Programming Equations, the equations corresponding to the discrete-time optimal control problem.
Introduction
One application of the local stable manifold theorem in optimal control problems is that the stable manifold of the associated Hamiltonian dynamics describes the graph of the optimal cost. The optimal cost and the optimal control satisfy the Dynamic Programming Equations (DPE), which are obtained from the optimal control problem of minimizing a discrete-time, nonlinear cost subject to a nonlinear discrete-time dynamics through the dynamic programming technique. In proving the existence of the solutions of the DPE, we will use the Pontryagin Maximum Principle (PMP) which gives the bidirectional nonlinear Hamiltonian dynamics and the condition for a control to be optimal satisfied by the optimal state and costate trajectories.
In the case in which the Hamiltonian matrix of the dynamics is invertible, the nonlinear Hamiltonian dynamics can be rewritten as a dynamics with both state and costate dynamics propagating in the direction where time approaches infinity. Assuming the invertibility of the Hamiltonian matrix is to exclude zero as a closed loop eigenvalue. The formal solutions to the DPE have been worked out using Al'brecht's method ( [1] ) in [24] and are valid for all closed loop eigenvalues lying inside the unit circle. To our knowledge the local stable manifold theorem has only been proven for invertible maps, see ([11] , [12] ). Our main result is the extension of the local stable manifold theorem to the bidirectional, discrete-time, nondiffeomorphic, nonlinear Hamiltonian dynamics. This generalizes the proof of the existence of the local solutions to the DPE found in [24] .
For invertible maps, Hartmann [12] had shown the existence of a stable manifold by the method of successive approximations on the implicit functional equation. Another method, developed by Kelley [14] , is the technique of using the Contraction Mapping Theorem on a complete space. There is another method by Irwin [13] based on an application of the inverse function theorem on a Banach space of sequences. After a two-step process of diagonalizing the bidirectional discrete-time Hamiltonian dynamics, we apply the technique of Kelley [14] on a complete space of Lipschitz functions endowed with the supremum norm.
The paper is organized as follows. In the next section we introduce the bidirectional discrete-time Hamiltonian dynamics from the Pontryagin Maximum Principle that is associated with the optimal control problem. In Section 3 we give some discussion of Gronwall's inequalities in the discrete-time case, which will then be used in the proof. In Section 4 we state and prove the local stable manifold theorem. In Section 5 we discuss the eigenstructure and the symplectic properties of the dynamics. Finally, in Section 6 we show how the Theorem along with these properties give the local solvability of the Dynamic Programming Equations.
Nonlinear Dynamics
We formulate a discrete in time infinite horizon optimal control problem of minimizing the cost functional,
subject to the dynamics
where the state vector x ∈ R n , the control u ∈ R m , and
where f
[m] (x, u) and l [m] (x, u) as homogeneous polynomials in x and u of degree m. We let x + = x k+1 and x = x k . Associated with optimal control problem formulation there is a nonlinear Hamiltonian,
where λ + = λ k+1 and the functions f and g are given by equations (2.1) and (2.2). The Pontryagin Maximum Principle (PMP) states the following: Theorem 2.1. If x k and u k are optimal for k ∈ 0, 1, 2, . . ., then there exists λ k = 0 for k ∈ 0, 1, 2, . . . such that
Thus, the minimizer of the nonlinear Hamiltonian evaluated at the optimal x and λ + is the optimal control u * amongst all admissible controls u. Note that u * (x, λ + ) ∈ C r−1 since f ∈ C r−1 and l ∈ C r in (2.3). We assume that H is convex in u to guarantee a unique optimal control. With the Hamiltonian (2.3), the equations (2.4) and (2.5) are the following
where x, λ ∈ R n and F (x, λ + ) and G(x, λ + ) contain the nonlinear terms. Observe the opposing directions of the propagation of the state and costate dynamics in (2.7).
If we linearize the 2n dimensional difference equations (2.7) around zero, we obtain exactly the linear Hamiltonian system,
where
is the associated Hamiltonian matrix and the corresponding Hamiltonian is
In fact, the stable subspace of H is described by
where the nonegative definite P satisfies the discrete-time algebraic Riccati equation (DTARE),
Moreover, the stable linear subspace is
where E s is spanned by the n stable eigenvalue of the Hamiltonian matrix lying inside the unit circle. A detailed proof is found in [24] . Since the linear part of the nonlinear bidirectional dynamics is the linear Hamiltonian system, we have that the linear part of the local stable manifold is λ = P x.
Discrete-Time Version of Gronwall's Inequalities
We first discuss various results based on the discrete-time version of Gronwall's inequalities as these following lemmas will be useful in the proof of the local existence of a stable manifold. 
The proof of the lemma above clearly follows from summing equation (3.10) from 1 to k.
is a sequence that satisfies
where C 1 , C 2 ≥ 0. By Lemma 3.2,
It follows that
Local Stable Manifold Theorem for the Bidirectional Discrete-Time Dynamics
In this section we prove the existence of a local stable manifold
for the Hamiltonian dynamics,
where x, λ ∈ R n and zero is an eigenvalue of A. The nonlinear terms, F and G, are C r functions for r ≥ 1 such that
Since we are locally proving the existence of the stable manifold, we just need the local behavior of the dynamics; so first we talk about cut-off functions. The proof also requires the discussion on the stability of the nonlinear state dynamics. So the following subsection deals the local asymptotic stability of the state dynamics. Then, we describe the diagonalization of the bidirectional Hamilton system. Finally, we show the existence of λ = φ(x).
and 0 ≤ ρ(y) ≤ 1 otherwise. Then we define the functions
Since the F (x, λ + ) and G(x, λ + ) agree with F (x, λ + ; ǫ) and G(x, λ + ; ǫ), respectively, for |x|, |λ + | ≤ ǫ, it suffices to prove the existence of a stable manifold for some ǫ > 0. Now, we show that there exists N 1 > 0 and N 2 > 0 such that
Since ρ(y) and its partial derivatives are continuous functions with compact support there exists M > 0 such that ∂ρ ∂y
because of the condition (4.13) for |x|, |λ| < 1. By the Mean Value Theorem,
where ξ 1 is between x andx and ξ 2 is between λ andλ. Similarly,
Next we estimate for 0 ≤ ǫ <
Let
for |ξ 1 |, |ξ 2 | < ǫ. The inequalities above also hold for G as well.
Thus,
Henceforth we suppress ǫ and write F (x, λ), G(x, λ) for F (x, λ; ǫ), G(x, λ; ǫ).
4.2.
Stability of the Nonlinear Dynamics. From Section 2, we mentioned that the linear term of the stable manifold for the nonlinear bidirectional Hamiltonian dynamics is P x. Then, the local stable manifold is of the form
where ψ(x) contains all the nonlinear terms.
Suppose we substitute (4.28) into the state dynamics in (4.12), then the nonlinear state dynamics becomes
By the Matrix Inversion Lemma ( [22] ), we have that
Then, it follows that
is an open neighborhood of radius ǫ around 0. Then, for 0 ∈ N ǫ (0) the Jacobian
because of the condition (4.13) and ψ(x + ) only contains nonlinear terms. Then, by the Implicit Function Theorem there exists F(x) such that
is equivalent to the earlier state dynamics (4.29). Moreover, the linear term of F(x) is (A + BK)x, i.e.;
It follows that F ψ (x) contains only the nonlinear terms and thus,
The linear part of (4.29) is
Since the eigenvalues of (A + BK) lie strictly inside the unit circle, the term (A + BK) k x 0 −→ 0 as k −→ ∞. Thus, the system (4.33) is asymptotically stable. Also, it implies that there exists a unique positive definite P that satisfies the Lyapunov equation
Now we show the stability of the nonlinear dynamics
We must prove that
i.e., given any ε > 0 and any ψ(x) satisfying the conditions
where l(ǫ) −→ 0 as ǫ → 0, there exists δ > 0 such that
We define ψ(x) to be the nonlinear term of the stable manifold in (4.28). The conditions (4.34) and (4.35) will be necessary for the proof of the local stable manifold theorem.
Recall that
′ , P = P and α = max i |λ i | where λ i ∈ σ(A + BK) and |λ i | < 1. We have the following from (4.36),
because of (4.24) . Using the Lipschitz condition (4.35) for ψ(x),
B1N1ǫ+α(B1N1ǫ P +B1N1ǫl(ǫ)+B2l(ǫ)) ε. For some ǫ > 0 and ε > 0, we have that δ > 0. Then,
Now, we use the Lyapunov argument. Let v(x) = x ′ P x. Then,
for some p > 0. Thus,
Therefore, the nonlinear dynamics is locally asymptotically stable uniform for all ψ ∈ X.
Diagonalization of the Hamiltonian Matrix.
Recall the bidirectional nonlinear dynamics in (4.12) and the condition (4.13). By substituting λ = P x + ψ(x) (4.37) into the state dynamics above (4.12), we get
). As we substitute (4.37) and (4.38) into the costate dynamics in (4.12), we also add 0 = (BK)
Then, the costate dynamics becomes
into the dynamics (4.12) results in a new nonlinear dynamics
and
The nonlinear terms f ψ and g ψ are C k functions for k ≥ 1 such that for some matrix S to block diagonalize the block lower triangular Hamiltonian matrix in (4.39). By substitution, the system (4.39) becomes
From the z dynamics above observe that the terms
We know that
is the discrete-time algebraic Riccati equation (DTARE). Subtracting (4.44) from (4.43), we have
Thus, S = P (4.45) and S satisfies the DTARE. Therefore, we have a diagonalized system
The nonlinear terms f ψ and h ψ are C r functions for r ≥ 1 such that
because of (4.40) and (4.41).
4.4.
The Local Stable Manifold Theorem. Given the original dynamics (4.12) we look for the local stable manifold described by λ = φ(x). Since the linear term of the stable manifold for the system (4.12) is P x where P is the solution to DTARE (2.9), we assume the local stable manifold is of the form
where ψ(x) only contains the nonlinear term of φ(x). In the two-step process of diagonalization of the system (4.12), we introduce the z coordinate through the transformation λ = z + Sx. Since S = P , it must be that
Then, it suffices to prove existence of the local stable manifold z = ψ(x) for the diagonalized system (4.46). In order to show the existence of z = ψ(x), we use the Contraction Mapping Principle (CMP). To invoke the CMP, we will need a map T : X −→ X that is a contraction on a complete metric space X. 
Proof:
First notice that f ψ and g ψ are cut-off functions. It follows that h ψ is also a cut-off function. It suffices to prove the theorem for some ǫ > 0 since the cut-off functions f ψ (x, x + ; ǫ) and h ψ (x, x + ; ǫ) agree with f ψ (x, x + ) and h ψ (x, x + ) for |x|, |x + | ≤ ǫ. By Henceforth we suppress ǫ and write f ψ (x, y), h ψ (x, y) for f ψ (x, y; ǫ), h ψ (x, y; ǫ). Let l(ǫ) with l(0) = 0 and ψ ∈ X ⊂ C 0 (|x| ≤ ǫ) where X is space of ψ : R n −→ R n such that
is closed ball around 0 with radius ǫ. We define
To show X is a complete metric space it suffices to show that X is closed since X ⊂ C 0 ({|x| ≤ ǫ}). We take a sequence {ψ n } ∈ X such that
By letting ǫ → 0, we have that |ψ(x) − ψ(x)| ≤ l(ǫ)|x −x|. Thus, ψ is a Lipschitz function. Similarly, the condition (4.57) is easily satisfied. It follows that
Thus, ψ ∈ X. Hence X is closed. Moreover, X is a complete metric space with the norm defined on (4.59). Solving the z dynamics in (4.46) via the variation of constants formula, we have
for j < k. Let j = 0 and k = ∞, then (4.60) changes to
We define a mapping T : X −→ X by
From this fixed point equation, we look for the solution
We must show T ψ ∈ X and prove T is a contraction on X. Hence T ψ satisfies the condition (4.57).
We now prove the Lipschitz condition (4.58) for T ψ.
For ψ ∈ X and the initial conditions x 0 ,x 0 ∈ R n , we denote x k = x(k, x 0 , ψ) to be the solution of the state dynamics.
Similarly, for ψ ∈ X and the initial conditionsx 0 ∈ R n , let x k = x(k,x 0 , ψ) the solution of
Recall α = max j |λ j | where λ j ∈ σ(A + BK) and |λ j | < 1. Using the estimate (4.51), at one-time step
and recursively,
As long as
Using the bounds (4.52) and (4.64),
Notice that l(ǫ) → 0 as ǫ → 0. Thus,
and so (T ψ) satisfies the condition (4.58) for ǫ > 0 sufficiently small. Hence T maps from X → X. Next we show T is a contraction on X.
We express the solutions to the state dynamics
respectively. We now denote x j = x(j, x 0 , ψ) andx j =x(j, x 0 ,ψ) be the solutions to the state dynamics and satisfy the implicit form equations
respectively. The estimates (4.51)-(4.52) with the trajectories x(j, x 0 , ψ) and x(j, x 0 ,ψ) becomes
and n i,j are positive constants. Observe that r i (ǫ) → 0 as ǫ → 0.
At one-time step,
.
By invoking Gronwall's inequality (3.1) and assuming that for some small ǫ > 0
With the bounds (4.66) and (4.67), we get
Notice that c(ǫ) → 0 as ǫ → 0. Thus, for sufficiently small ǫ > 0 c(ǫ) < 1.
Hence, T is a contraction on X for ǫ sufficiently small. Therefore, there exists a unique ψ ∈ X such that ψ = T ψ. Letx,z satisfy
respectively. Choosez = ψ(x). Using the definition of the contraction T in (4.62), we havez
It follows that (x,z) is a solution to the difference equation (4.46) and (4.50) defines a C 1 invariant manifold. Thus, (4.11) is the graph of a C 1 invariant manifold. As described in [19] , one can show straight forwardly that (4.11) defines C r invariant manifold given the data are C r smooth. 
Then we call µ the eigenvalue of the dynamics (5.68).
We would like to show that the linear bidirectional Hamiltonian matrix H is hyperbolic; i.e., the eigenvalue of the dynamics (5.68) lies strictly inside and outside the unit circle. Let's call
and notice that S is symmetric. We rewrite (5.69) to
We denote
Observe that 1 is an eigenvalue of H µ from (5.70). Then, Thus,
µ is an eigenvalue of (5.68).
Note that the dynamics (5.68) admits the infinite eigenvalues, 0 and ∞, due to the singularity of A.
Symplectic Form.
The nonlinear dynamics tangent to (4.12) as derived explicitly using perturbation technique in citeNa02 is
where H λ + x , H xx , and H λ + λ + are the partial derivatives of the Hamiltonian defined in (2.3) and (δx, δλ) are tangent vectors in T (x,λ) M for M = {(x, λ)|x ∈ R n , λ ∈ R n }. The nondegenerate and bilinear symplectic two-form Ω :
with Ω(v, w) = −Ω(w, v) where the symplectic matrix,
We would like to show that under the tangent dynamics (5.71), the two-form Ω is invariant; i.e.,
By substituting the tangent dynamics of δx in (5.71) into the above equation, we have
Since (5.74) and (5.73) are equal, then
Thus, for any two tangent vectors satisfying the dynamics (5.71), the value of Ω does not change.
Lagrangian Submanifold
The two-form calculated from the last section is Ω(v, w) = −δλ
We calculate the state dynamics tangent to (4.46) around the trajectories (x j , x j+1 ) as
By the Inverse Function Theorem, we can choose ǫ > 0 small enough so that I − ∂f ψ ∂x k+1 (x k , x k+1 ) is invertible for |x k |, |x k+1 | < ǫ because of (4.40) and hence,
It follows that (6.75) is equivalent to
for |x k |, |x k+1 | < ǫ. As we let k → ∞, we have x k → 0,
since δx k → 0 as k → ∞ for v, w restricted to the tangent dynamics. Hence, the local stable manifold is a Lagrangian submanifold.
Denote W s as the local stable manifold described by the graph λ = φ(x). The basis for T (x,φ(x)) W s is of the form
. . .
where i = 1, . . . , n.
Then, the two-form
. .
is equivalent to ∂φ i ∂x j − ∂φ j ∂x i = 0 for i, j = 1, . . . , n.
The equation above implies that φ(x) is closed. Then, by Stokes' Theorem there exists π ∈ C r (R n ) such that φ(x) = ∂π ∂x (x) where φ(0) = 0 (6.77) locally on some neighborhood of 0. Thus, there exists π ∈ C r such that λ = ∂π ∂x (x). (6.78) Hence, the local stable manifold λ in (6.78) is the gradient of the optimal cost for the bidirectional Hamiltonian dynamics (2.3).
Application to Dynamic Programming Equations
Recall from Section 2 the formulation of a discrete in time infinite horizon optimal control problem of minimizing the cost functional, The optimality equation (7.79 ) is the first equation of the dynamic programming equations. An optimal policy u * = κ(x) must satisfy π(x) − π(f (x, u * )) − l(x, u * ) = 0 if we assume convexity of the LHS of (7.80). We can find u * through ∂(π(x) − π(f (x, u)) − l(x, u) ∂u = 0 which by the chain rule becomes ∂π ∂x (f (x, u)) ∂f ∂u (x, u) + ∂l ∂u (x, u) = 0
Thus, π(x) and κ(x) satisfy these equations, the Dynamic Programming Equations (DPE):
π(x) − π(f (x, u)) − l(x, u)) = 0 (7.81) ∂π ∂x (f (x, u)) ∂f ∂u (x, u) + ∂l ∂u (x, u) = 0 (7.82)
To show the existence of the local solutions, π(x) and κ(x), we use the Pontryagin Maximum Principle (Theorem 2.1). From the condition (2.6) and the consequence of Local Stable Manifold Theorem where λ is function of x; i.e., λ = 
