ABSTRACT The explosive increasing of the social media data on the Web has created and promoted the development of the social media big data mining area welcomed by researchers from both academia and industry. The sentiment computing of news event is a significant component of the social media big data. It has also attracted a lot of researches, which could support many real-world applications, such as public opinion monitoring for governments and news recommendation for Websites. However, existing sentiment computing methods are mainly based on the standard emotion thesaurus or supervised methods, which are not scalable to the social media big data. Therefore, we propose an innovative method to do the sentiment computing for news events. More specially, based on the social media data (i.e., words and emoticons) of a news event, a word emotion association network (WEAN) is built to jointly express its semantic and emotion, which lays the foundation for the news event sentiment computation. Based on WEAN, a word emotion computation algorithm is proposed to obtain the initial words emotion, which are further refined through the standard emotion thesaurus. With the words emotion in hand, we can compute every sentence's sentiment. Experimental results on real-world data sets demonstrate the excellent performance of the proposed method on the emotion computing for news events.
I. INTRODUCTION
As the development of the web and the explosive increasing of people's willingness to express and exchange their interests and opinions on the web, the social media data emerges, including but not limited to: facebook, twitter, weibo, and wechat. The social media data is considered as an instance of big data in the literature [1] due to the following reasons: (i) Volume The average number of microblogs to report a news event is at least 100,000; (ii) Variety Each microblog is composed by different materials (such as, words and emoticons); (iii) Velocity The social media data is highly dynamic. For example, the new coming data in each day is more than 500TB in Facebook.
(vi) Value The rich information hidden in the social media data is a perfect testing ground for the researchers in the big data area and also a powerful tool for the corporations and governments to make specific decisions or global strategies.
News events, which is a significant component of the social media big data on the web, are news stories which have occurred in the society or on the web and are reported or discussed by a number of web pages on the web [2] . For example, MH 370 is a news event. After the occurrence of this web event, many people discuss it on the web through the social media. Browsing and discussing the news events has become the routine of daily life. Therefore, rich valuable information could be found through the news event analysis for the corporations and governments. Among lots of news event analysis, one of the most challenge tasks is the sentiment computing for the news events, which aims to discover the emotion of the texts (i.e., microblogs) 1 from the users. However, the methods proposed almost classify texts into two 1 Since the texts in social media are almost short texts and each short text can be seen as a sentence, we do not make the distinction on text/short text/sentence in this paper.
categories: positive and negative, which doesn't conform the characteristic that the public sentiment is complex. Nowadays, some researchers tend to compute the text multidimensional emotion. According to commonly-used emotion [3] , it is a six-dimensional vector on: joy, love, surprise, fear, sad, anger (More details can be found in Section 3). For example, the emotion of a microblog about MH 370 from a user may be < 0.001, 0.001, 0.9, 0.2, 0.096, 0.002 >, which means this user feels surprise and a little fear on this event.
The ability to discover the sentiment of a news event can be used in a variety of settings. For example, 1) public opinion monitoring. There are lots of information about a news event on the web, so accurately locating the information with apparent emotiveness (i.e., anger) could help the decision makers understand the public concerns in a news event; 2) product feedback monitoring. After publishing a new product, a corporation usually wants to know the interests and concerns of its users about this product. Accurately locating the information with apparent emotiveness (i.e., surprise and anger) could help this corporation evaluate its former product design and make decision on the future design.
In these literatures, there are some state-of-the-art works have been developed for the affective computing for the document (More details can be found in Section 2). However, existing works cannot be directly adopted for the news events due to the following drawbacks: 1) only focusing on using adjectives and adverbs for emotion classification, so the semantic of documents is overlooked; 2) there are two extremes: one highly relies on standard emotion thesaurus and the other completely abandons standard emotion thesaurus. Our innovative idea is to do the sentiment computing for a news event by the help of its semantic. As in Fig. 1 , the main part of the news event sentiment computing task is the word emotion computation, which can be splitted into two procedures: word emotion computation through word emotion association network and word emotion refinement through standard sentiment thesaurus. For the first part of word emotion computation, a Word Emotion Association Network (WEAN) is built to jointly capture its semantic and emotion, which is the basis for both word and text emotion computations. Our assumption is that the words semantically associated will be more possible to have the similar emotions. An iterative process with its convergence proof is designed to optimize the emotional weights assignment for the links in WEAN. After this process, we can obtain the initial emotion of words, but they may not be consistent with existing common knowledge. For example, the word 'happy' should have a large value on joy, but it may obtain wrong emotion after the iterative process. So, in the second part of word emotion computation, we have designed a mechanism to refine the initial words emotion by incorporating the common prior knowledge: standard emotion thesaurus.
The following are the two major contributions of this paper:
1) A Word Emotion Association Network is built and utilized for word emotion computation, which captures both the semantic and emotion of a news event; 2) Standard emotion thesaurus is brought in for word emotion computation, which improves the accuracy of word emotion. The remainder of this paper is organized as follows. Section 2 reviews related work; The proposed methods are presented in Section 3, which includes two parts: word emotion computation through word emotion association network and word emotion refinement through standard sentiment thesaurus. Section 4 presents experimental setup and results on the real-world data in detail. Section 5 summarizes the findings and conclusions of this study with a discussion on future directions.
II. RELATED WORK
Sentiment computation 2 (also known as sentiment analysis) refers to use of natural language processing, or machine learning methods to extract, identify, or characterize the sentiment context of a text. At the beginning of the study, researchers used documents as the data set and classified documents into two categories, one is the positive category and the other is negative category. As the social media grown, analyzing short texts' sentiment becomes more and more popular. So the work on sentiment computation can be divided into two parts, sentiment computation (original) and short text sentiment computation.
A. SENTIMENT COMPUTATION
At first, sentiment computation almost aims at dealing with long texts. Long text sentiment computation is a text classification problem indeed, so the existing methods for text classification can all be used in this problem.
Pang et al. [4] used machine learning techniques to analyze the sentiment of film reviews, and they divided film reviews into two categories: positive sentiment and negative sentiment. Three machine learning methods were taken in their experiments, and the result shows that using bag of words as features and using SVM as classifier has the best effect. After that, Cui et al. [5] made experiments on sentiment classification to prove that unigram was superior with not too many training corpus, and with the increasing of training corpus, n-gram played a very important role. Kim et al. [6] computed sentence level sentiment with position feature and comment word feature. Taboada et al. [7] computed each document's emotion score with the features of lexicon including emotion words and phrases about emotion orientation. Aue and Gamon [8] used semi-supervised method in learning sentiment with a small amount of sentences of even no labels. Blair-Goldensohn et al. [9] considered sentence fragments to recognized online users' sentiment only using second person. Bao et al. [10] [12] constructed emotion lexicon according to film review, which is based on ten dimensions of emotion. Emotion lexicon includes emoticons and emotion scores. Emoticon role was divided into assuagement, conversion, addition and emphasis and then decided one tweet sentiment score based on emoticon role. Tang et al. [13] used deep learning to learn semantic representations of user and products for document level sentiment classification.
With the development of social media, the public prefer to present their opinion or sentiment by short texts rather than long documents. The methods dealing with long documents is not available for short text sentiment computation.
B. SHORT TEXT SENTIMENT COMPUTATION
Recent years have witnessed the rapid development of social media platforms, such as Facebook, Twitter, Sina Microblog and so on. Read [14] generated positive Twitter corpus and negative Twitter corpus with appropriate emoticons. Go et al. [15] built a machine-learning classifier with features of Bigrams, unigrams and POS tags to divided Twitter corpus into two categories: positive and negative. And the most effective method was using NB with feature of bigram. Pak and Paroubek [16] used features of emoticons, POS and syntax to train classifier by generating Twitter public emotion corpus. Unlike Go, they classified tweets as positive, negative and neutral. Zhang et al. [17] used supervised method to classify texts into positive and negative sentiment. Davidov et al. [18] presented a supervised approach with the features of hashtags, smileys, punctuations and frequent patterns to classify tweets into two categories, which was similar to a k-Nearest Neighbors algorithm (kNN). Bakliwal et al. [19] made eleven features train the SVM classifier, and used two different datasets to evaluate their approach. Jiang et al. [20] analyzed short text sentiment based on the target words of tweets and added the context information into the event text. Hu et al. [21] From reducing data sparseness of tweets [22] to removing stop words on Twitter sentiment effectiveness [23] , and then presented SentiCircles, a lexicon-based approach to address Twitter sentiment analysis [24] .
Most of the methods classify the texts into two categories: positive and negative, which is too simple to deal with sentiment. Public sentiment is very complex that it should be classified into multidimensional sentiments.
III. PROPOSED METHOD
The affective computing for the news events, which aims to obtain the emotion of its microblogs, consists of two parts: word emotion computation through Word Emotion Association Network (Section 3.1) and word emotion refinement through standard sentiment thesaurus (Section 3.2). Word emotions are the basis for the text emotion computation. In the following, we will successively introduce two parts in detail. The notations in this paper are listed in Table 1 . 
A. WORD EMOTION COMPUTATION THROUGH WORD EMOTION ASSOCIATION NETWORK
People can publish views, opinions and attitudes for objects, individuals, events or topics on social media whenever and wherever. These views, opinions and attitudes contain users' emotion. We call it social media text emotion. Up to now, there are many researches on social media text emotion, and many types of multidimensional emotion have been reported from different views. We use multidimensional emotion classification published by; in which emotions are divided as love, joy, anger, sad, fear and surprise.
We propose a method to compute emotion of words in a news event. Given a news event, a word in different stages may have different emotion, so we need to compute the word emotion at a specific time. Due to the large scale of words number and the varied usage of words, computing word emotion is extremely difficult. What is worse, with the development of the web, the appearance of new cyber words makes word emotion computation even harder. VOLUME 5, 2017 Fortunately, people use words express their emotion with emoticons in Microblog, and the position of emoticons can be anywhere: before a sentence, after a sentence or within a sentence. The number of default emoticons is limited, and their emotions are obvious. We can compute word emotion by the help of emoticons.
In this study, we design a questionnaire to gather opinions about emoticons' six-dimensional sentiment. Twenty undergraduates who have the experience with using emoticons in their microblogs have joined this questionnaire. This step is prepared for computing the emotion of words. [25] , WEAN is constructed by words and their association rules, which can be represented by,
Definition 1 (Word Emotion Association Network (WEAN)): Like association link network (ALN)
where N is a set of nodes and W is a set of weighted links belonging to N × N . In Fig. 2 Fig. 2 is a bidirectional graph and ω e k i,j = ω e k j,i . Before computing the emotion of words, it is necessary to do word segmentation first. Considering the novelty and mutability of web language, cyber words may have stronger emotion and express people' emotion better than the ordinary words. The traditional word segmentation tools cannot segment popular cyber words effectively, which affects the computation of word emotion. So it is necessary to import new words when segmenting microblogs. In order to focus on the computing word emotion, we omit how to import new words and segment microblogs.
The part-of-speech of words includes nouns, verbs, adjectives, adverbs, quantifiers, preposition and so on. Among these, nouns, verbs, adjectives and cyber words should be the words that have stronger emotion than other words. Adverbs often strengthen or weaken emotion of verbs or adjectives to some extent. Therefore, word emotion computation is for nouns, verbs, adjectives and cyber words. We construct a word emotion association network (WEAN) in Definition 1 for the Microblogs whose e k is not null.
After WEAN is constructed, the next step is to compute word emotion of e k . The different scale and intension of word circumstance can affect word emotion. The larger of the scale and the stronger of the intension, the more intense of the word emotion. Based on these, we propose two assumptions:
• Quantity Assumption: In WEAN, if one word has links with other words who have this emotion, the more links exist, the stronger emotion the word has. On the contrary, the less of the links, the weaker of the emotion; In Fig. 3 , each node denotes a word that appears in emotion e k , such as love. N 1 ...N 6 are nodes we already know their emotion values, and suppose they have the same value. T 1 and T 2 are the words that we need to compute their emotion. T 1 has two words linked with it, while T 2 has four. According to quantity assumption, T 2 has stronger emotion in love than T 1 .
• Intensity Assumption: Words can affect other nearby words through the links. The words who link with word k n can have different intensity of e k . The stronger of the word, the more emotion it transmits to other words. Hence, if one word links to many words whose e k are strong, the emotion e k of word will be strong too.
In Fig. 4, N N 9 and N 10 . T 3 and T 4 all have two links linked to them, and we want to compute the emotion value of T 3 and T 4 . According to intensity assumption, T 4 has stronger emotion than T 3 in emotion e k . Not all of the words in WEAN of e k have this emotion. Actually, the e k of many words is almost 0, which can be ignored. These words in WEAN are mainly those whose degrees are small. So, when computing word emotion, we should set these words emotion of e k null, and the other word emotion value is between 0 and 1. The number of words whose emotion should be set null can be decided automatically.
Based on Quantity Assumption, Intensity Assumption and the weights of the links in Definition 1, the emotion of word k n can be computed as,
and
where V k e k n (j − 1) denotes the (j − 1)-th computation value of word k n on e k . Word emotion value plus link weight reflects the intensity assumption. It means that word k e k i transmits its emotion to word k e k n . The summation reflects quantity assumption. u k e k n (j) is the storage that stores the sum of trans-
1+e −x is the normalized function, who normalizes the words' value between 0 and 1. ε is a regulation parameter that regulates most word emotion to 0.
When computing word emotion, we randomly give each word an initial value. The computation can yield rational results only after finite times of iterations. Eq. (3) and (4) is for a single word. For all of the words in WEAN, Eq. (5) and (6) work.
From the above procedure, it can be seen that the emotion of a word is determined by the emotion of the words who have links with it. The link is like to vote this word.
The emotion of a word is obtained by a recursive algorithm for all of the words linked with it. A word who has more links and the emotion value of linked words will tend to have a larger emotion value. The whole procedure is summarized in Algorithm 1. for each word w i in WEAN do 10: if |V e k w i
Algorithm 1 Word Emotion Computation
(it − 1)| > 0 then 11: tag = 1;
12:
end if 13: end for 14: end for 15: end for
B. WORD EMOTION REFINEMENT THROUGH STANDARD SENTIMENT THESAURUS
The proposed algorithm for word emotion computation above only considers the emotion of emoticons in microblogs. However, in the early stage of one event, microblogs about this event is not many, especially the microblogs with emoticons. The WEAN constructed by few words and rules is lack of credibility. At this point, the accuracy of using WEAN to compute the word emotion will be low. While the words in standard sentiment thesaurus have obvious and stable emotion, which seldom change with the different news events. Therefore, we plan to refine the word emotion obtained by Algorithm 1 according to the words in standard sentiment thesaurus.
For the words in both standard sentiment thesaurus of e k and WEAN, we define them as w B . Emotion e k of these words is approximate to 1, actually. However, the words emotion computed by Algorithm 1 may be less than 1. At this time, we need to refine them. We set the maximum error for words in w B is δ, and every step is , which is a positive number. When the emotion of one word in w B computed by iteration is much less than 1 (i.e., |1−V . After that, we do the word emotion computation again using Algorithm 1. When all the words (in w B ) emotion values are close to 1, we stop the word emotion computation. The whole procedure is summarized in Algorithm 2.
Texts are composed by words. Words' emotion reflect texts' emotion indirectly. After computing word emotion, we for tag = 1 do 5: tag = 0; 6: for each word i both in standard sentiment thesaurus and WEAN do 7: if |1 − V e k w b | > δ then 8: tag = 1;
9:
for each link weight w e k i,j linked with word i do 10 :
end for 12: end if 13: end for 14: if tag = 1 then 15: for each word w i in WEAN do 16: Update V e k w i
by Eq. (5) and (6) > is a six-dimensional vector, which means the six-dimensional emotion of w i ; e s is also a six-dimensional vector, which means the six-dimensional emotion of text.
IV. EXPERIMENTS
In this section, we conduct some experiments to validate the correctness and effectiveness of the proposed method.
A. DATASETS
To evaluate our method, we use the news event The Malaysia Airlines MH370 on March 8, 2014 as dataset. All of the social media data about this news event are from Sina Microblog. It includes 48,396 microblogs from March 8, 2014 to April 6, 2014. Among the thirty days' texts, 7,346 of them have emoticons, and these can be used to compute words emotion.
B. EVALUATION METRIC
In order to evaluate performance of the proposed method on the text affective computing, we need to design an evaluation metric first. Our idea is that the emotion of a microblog should be consistent with its emoticons since microblogs are very short. Therefore, the emotion computed from emoticons could be seen as the benchmarks of the proposed method as followings,
e e i (8) where N d e is the number of emoticons in microblog d; e i is one emoticon in microblog d; e e i is the emotion vector of an emoticon; e d b is the emotion vector of microblog d. e d b could be seen as the benchmark of our proposed method, so we can evaluate the performance of the proposed method through comparing e d b with the value from our method.
C. EXPERIMENTAL SETUP
Since both the proposed method and the evaluation metric need the microblogs with emoticons, we need to split the data into two parts: one part as training data and the other as test data. The whole procedure is as follows: 1) Pick the microblogs with emoticons of a news event;
2) Split these microblogs with emoticons into two parts: training part and test part; 3) Put the training part with the microblogs wiping off emoticons into our proposed method; 4) Predict the test part using the the proposed well-trained method; 5) Compute the benchmarks for test part using Eq. 8; 6) Evaluate the performance of the proposed method.
D. EXPERIMENTAL RESULTS AND DISCUSSIONS
The word emotion computation, as shown in Algorithm 1, needs the initialization of the variables. A nature question may be asked: is this algorithm sensitive to the different initializations? The answer is no. Here, we are going to empirically show that Algorithm 1 is not sensitive to the different initializations. We feed the Algorithm 1 different initializations and run it several times. The values at each iteration are recorded and plotted in Fig. 5 . It can be seen from Fig. 5 that the different starting points will lead to same convergent value for the same word after a number of iterations (around 9 in this example). This conclusion improves our confidence about the output of Algorithm 1 even with random initialization. Furthermore, we plotted the convergent curves of ten different words in Fig. 6 . Not surprisingly, the emotion values of all the words are convergent after a number of iterations. The more interesting observation is that the different words will converge to different values even with different or same initializations. Therefore, we can draw the conclusion that the final emotion values for words from Algorithm 1 are not influenced by the initialization but determined by their structural portions in the WEAN.
In order to show the effectiveness of word emotion refinement in Algorithm 2, we conduct eight group experiments to compare the word emotions before and after the refinement. From Table 2 , all eight groups have reached an accuracy of more than 75%. At the same time, the line chart in Fig. 7 shows that the refined emotion is more accurate than before,but not very obvious. The reason for that is we acquire all microblogs about The Malaysia Airlines MH370 and the WEAN based on that is totally integrated. So, we can obtain a result even more accuracy than the refined one.
In Fig. 8 , we plot word emotions of 5,363 words from news event The Malaysia Airlines MH370. Since each word emotion is a 6-dimensional vector, there are six subfiguers in Fig. 8 each of which corresponds to one dimension of word emotion (red one is for love; pink one is for joy; green one is for anger; blue one is for sad; black one is for fear; cyan one is for surprise). Each point in the subfiguer denotes a word and its corresponding value in y-axis is its final emotion value on this dimension. It can be seen from Fig. 8 that the emotion love and sad of these words are much more stronger than the other four dimensions of emotion because there are more words located in [0.51] in subfiguers love and sad. So, we can draw the conclusion that people mainly feel love and sad on event The Malaysia Airlines MH370.
In order to show the accuracy of our method, we have compared our method that sums word emotions together as the text emotion with benchmark. In Table 3 , we have shown six microblog (see Fig. 9 from The Malaysia Airlines MH370) examples with their emotion from both our method and the benchmark emotion using developed evaluation metric in Eq. 8. The result shows that although the short text is not with single emotion, the main dimension's emotion is in keeping with the benchmarks. Therefore, we can draw the conclusion that our method is effective in short text emotion computation for the news event.
We define the summation text emotion of all microblogs of a news event as the social emotion of this news event at a given time. Fig. 10 shows the emotion of The Malaysia Airlines MH370 from 2014.03.08 to 2014.04.06. The change/evolving of the emotion is due to the development of this event and some new information has joint the public discussions. It can be found that emotion of love and sad has the similar trend. The x-axis represents the dates. 2014.03.08 was the date that MH370 flight lost contact and then Malaysia Airlines proved this information. The Chinese government launched the emergency mechanism. In the next few days, people are increasingly concerned about MH370 flight and all hope to find the airplane. On 2014.03.13, the suspect of the military covering the true information about the VOLUME 5, 2017 government confirmed 122 pieces of debris found in the waters west of Perth and Australian Maritime Bureau said the search staff had witnessed 3 objects. On 2014.04.02, Malaysia Airlines MH370 survey was defined as a criminal investigation. In this process, the development of the incident has caused the change of social emotion, and the public opinion tends to be stable with the evolution of the event.
V. CONCLUSIONS AND FUTURE STUDY
In this paper, we have developed an innovative method to do the sentiment computing for the news events based on the social media big data. The proposed method consists two procedures: word emotion computation through word emotion association network and word emotion refinement through standard emotion thesaurus. For the word emotion computation through word emotion association network, a Word Emotion Association Network (WEAN) has been built to jointly express its semantic and emotion, which is the basis for both word and text emotion computations. Based on WEAN, a word emotion computation algorithm has been proposed to obtain the initial word emotions through a designed iterative process which convergence has also been proofed. Furthermore, a word emotion refinement algorithm has been proposed to improve the accuracy by incorporating the common prior knowledge: standard emotion thesaurus. The experiments have also demonstrated the necessary of this refinement. At last, we choose The Malaysia Airlines MH370 event to evaluate our method's effectiveness. The result shows that our method can compute news event sentiment exactly.
In the future, we are interested in considering emotion distance and word emotion pattern into text sentiment computation. One microblog is published by one person and with only less than 140 words. 
