A hybrid ensemble transform Kalman filter (ETKF)-optimum interpolation (OI) analysis scheme is described and compared with an ensemble square root filter (EnSRF) analysis scheme. A two-layer primitive equation model was used under perfect-model assumptions. A simplified observation network was used, and the OI method utilized a static background error covariance constructed from a large inventory of historical forecast errors. The hybrid scheme updated the ensemble mean using a hybridized ensemble and static background-error covariance. The ensemble perturbations in the hybrid scheme were updated by the ETKF scheme. The EnSRF ran parallel data assimilation cycles for each member and serially assimilated the observations. The EnSRF background-error covariance was estimated fully from the ensemble.
Introduction
Variational techniques are now almost universally used for operational atmospheric data assimilation, either in its three-dimensional form (3DVAR; e.g., Parrish and Derber 1992; Courtier et al. 1998; Gauthier et al. 1998; Cohn et al. 1998) or in its four-dimensional form (4DVAR, e.g., Courtier et al. 1994; Rabier et al. 1998 Rabier et al. , 2000 . Both 3DVAR and 4DVAR assimilations generally utilize a nearly homogeneous, isotropic, and stationary background error covariance model, which only provides a crude estimate of the actual flowdependent forecast-error structure. Currently, 3DVAR is still utilized in many operational centers because of its computational efficiency and algorithmic simplicity.
Recently, a variety of techniques have been explored to relax the restrictions on the background-error covariance model in data assimilations. For 3DVAR, techniques are being developed that make it possible to include some spatial inhomogeneity, nonstationarity, and anisotropy (e.g., Riishøjgaard 1998; Wu et al. 2002; Purser et al. 2003; Liu et al. 2005) . A different approach is to use ensemble-based data assimilation techniques, where the background-error covariances are estimated from an ensemble of short-term forecasts (e.g., Evensen 1994; Burgers et al. 1998; Houtekamer and Mitchell 1998 Anderson 2001; Whitaker and Hamill 2002; Tippett et al. 2003; Snyder and Zhang 2003; Ott et al. 2004; Hamill and Whitaker 2005; Szunyogh et al. 2005; Tong and Xue 2005; Hanea et al. 2007 ). For reviews on ensemblebased techniques, see Evensen (2003) , Lorenc (2003) , and Hamill (2006) .
The presumed benefit of utilizing these ensemblebased techniques is their ability to provide a flowdependent estimate of the background-error covariances so that the relative contribution of the background and the observations are more appropriately weighted. Another potential benefit is that the processes of ensemble forecasting and data assimilation are unified. In many controlled tests with simple models and simulated observations, ensemble-based methods have demonstrated dramatically improved analysis skill. However, such dramatic improvements have not yet been seen in the tests of ensemble-based methods in realistic operational environments. Recent global, realdata experiments show that the ensemble Kalman filter (EnKF; Houtekamer et al. 2005; HM05) and the ensemble square root filter (EnSRF; Whitaker et al. 2006, manuscript submitted to Mon. Wea. Rev.) , provide comparable or slightly better results to operational 3DVAR algorithms.
Many of the current ensemble-based data assimilation techniques serially process the observations, so the computational expense of the algorithm scales linearly with the number of observations. Attractively, the operational 3DVAR at the National Centers for Environmental Prediction (NCEP) enables many more observations to be added without dramatically increasing computational cost (J. Derber 2005, personal communication). The computational expense of such ensemble-based algorithms may make them unattractive for use in operational numerical weather prediction centers, where the numbers of available observations are increasing rapidly each year.
Is there a method that can take advantage of the computational efficiency of the 3DVAR while also benefiting from the ensemble-estimated error covariance? Recently, Hamill and Snyder (2000, henceforth HS00) proposed a hybrid EnKF-3DVAR method. In this scheme, the background error covariance was obtained by linearly combining a flow-dependent background error covariance from the ensemble with the standard error covariance estimate from 3DVAR. Each ensemble member was then updated variationally with perturbed observations. Subsequently, Lorenc (2003) and Buehner (2005) discussed how an ensemble-based covariance model could be adapted conveniently to the variational framework by extending the control variables. A proof of the equivalence of the hybrid method realized by the augmented control variables and by directly weighting the covariances was recently provided in Wang et al. (2007) .
More recently, Etherton and Bishop (2004, hereafter EB04 ) tested a hybrid scheme in a two-dimensional turbulence model. In EB04, the ensemble covariance was estimated from the ensemble transform Kalman filter (ETKF) ensemble, and the static background error covariance was formulated in a similar way to the optimal interpolation (OI) scheme (Daley 1985; Lorenc 1981; Daley 1991) . Unlike the HS00 scheme where K parallel data assimilation cycles for the K members were required, in the EB04 scheme, a single update of the mean was performed, while the ETKF transformed the background perturbations into analysis perturbations in a computationally efficient manner. EB04 found that the performance of the hybrid scheme using the ETKF ensemble was comparable to that obtained using considerably more expensive ensemble generation schemes.
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The purpose of this study is to further explore the potential skill of the hybrid scheme proposed in EB04 by comparing it with the EnSRF, one of the more welltested ensemble-based assimilation schemes (Whitaker and Hamill 2002; Whitaker et al. 2006, manuscript submitted to Mon. Wea. Rev.; Snyder and Zhang 2003; Tong and Xue 2005; Zhang et al. 2004) . Note that in this paper, the proposed hybrid scheme will update the mean state by using the classic statistical, or OI formula (Schlatter 1975) , which is the same method of solution as the Kalman filter state update equation (Daley 1991) . We thus call it the hybrid ETKF-OI scheme. However, under our experiment design, it will provide the same solution as if we had updated the mean state in a 3DVAR framework using the same backgrounderror covariance model (Wang et al. 2007; Daley 1991) .
The motivating factors for exploring the hybrid ETKF-OI scheme in more depth include the following: (i) the hybrid can be incorporated into the operational variational schemes through minor extensions of the current variational framework (Lorenc 2003; Buehner 2005; Wang et al. 2007 ); (ii) it can perform no worse than 3DVAR, for its blend of covariances can always be adjusted to exclude the contribution of the ensemble; and (iii) the hybrid is computationally less expensive than the EnKF and the EnSRF. Hence, if the hybrid scheme controls error as well as the EnSRF in the simple-model experiments considered here, the motivation for testing the hybrid at operational centers would increase.
As an initial attempt to investigate the potential skill of the hybrid ETKF-OI relative to the EnSRF, we conduct experiments using a two-layer primitive equation model under the perfect-model assumption. The simple-model tests considered here allow us to directly compare results from the hybrid, EnSRF, and OI methods. In imperfect-model simulations or real-data experiments, differences in quality would be affected by many other factors, such as the parameterization of model errors or the quality control of the observations. Future work by the coauthors will extend this research to compare the methods in simulations including model error.
The rest of the article is organized as follows. In section 2, we briefly review the hybrid ETKF-OI and the EnSRF analysis schemes. Section 3 describes the experimental design. Results of comparing the two schemes are reported in section 4. Section 5 provides a discussion and conclusions.
The hybrid ETKF-OI and the EnSRF analysis schemes
a. The hybrid ETKF-OI scheme Figure 1 illustrates how the hybrid ETKF-OI data assimilation cycle works. Start with an ensemble of K background forecasts at time t 0 . The following four steps are then repeated for each data assimilation cycle. 1) Update the ensemble-mean or a high-resolution control forecast by the hybridized background error covariance. 2) Update the forecast perturbations using the computationally inexpensive ETKF. 3) Add the updated ensemble perturbations to the updated ensemble mean to generate K initial ensemble members. 4) Make K forecasts starting from the K initial ensemble members forward to the next analysis time.
We first consider the update of the mean in the hybrid method. Here, the background-error covariance P b is approximated by a linear combination of the sample covariance matrix of the ETKF forecast ensemble P e and the static covariance matrix B; that is,
where ␣ is the weighting coefficient, 0 Յ ␣ Յ 1, and P e is given by FIG. 1. Illustration of the hybrid ETKF-OI analysis and ensemble generation cycle for a hypothetical three-member ensemble. The ensemble mean is updated with the backgrounderror covariance estimated by the linear combination of the ETKF ensemble covariance and the static covariance. The ensemble perturbations are updated by the ETKF transformation matrix, with innovation-based inflation applied.
, respectively, where the operation s ‫ؠ‬ denotes a Schur product of a correlation matrix s with the covariance matrix generate by the ensemble. For horizontal localization, one such correlation matrix can be constructed using Gaspari and Cohn's (1999) approximately Gaussian-shaped function with local support, which will be used here. Henceforth we shall refer to a "scale" of the localization. A scale of 3000 km indicates that the Gaspari and Cohn correlation function tapers to zero at this distance.
As mentioned in the previous section and section 5, previous work (Lorenc 2003; Buehner 2005; Wang et al. 2006) has shown that hybridizing the ensemble covariance in the existing operational 3DVAR framework should be straightforward. In this study, we updated the mean using Eqs. (3)-(5). The solution given by Eqs. (3)- (5) is the same as the solution given by the variational framework proposed by Lorenc (2003) and Buehner (2005) , under the assumptions of the normality of the errors.
We now consider the method for updating perturbations around the mean state. In the proposed hybrid scheme, the ensemble perturbations are updated by the ETKF. The ETKF transforms the matrix of forecast perturbations X b into a matrix of analysis perturbations X a , whose columns contain K analysis perturbations, x Ј a k , k ϭ 1, . . . , K. The transformation happens through the postmultiplication by the matrix T, that is,
T. ͑6͒
The transformation matrix is chosen to ensure that the analysis-error covariance formed from the outer product of the transformed perturbations will be precisely equal to the true analysis-error covariance, assuming that Eq. (2) denotes the true forecast-error covariance, all errors are normally distributed, and H is linear. As shown in Bishop et al. (2001) , Wang and Bishop (2003) , and Wang et al. (2004) , a precise spherical simplex solution of T is
where C contains the eigenvectors and ⌫ the eigenvalues of the
and I is the identity matrix. For the ensemble size K of 100 or less, the computation of Eq. (7) is relatively inexpensive.
Recent research has shown that when K is significantly smaller than the rank r of the true forecast-error covariance, Eq. (7) systematically underestimates the analysis-error variance. In Wang and Bishop (2003) , the ensemble of analyzed deviations X a were inflated by large factors to compensate for the ETKF's underestimate of the analysis-error variance (Wang and Bishop 2003 ). An alternative formulation of the ETKF (appendix A) significantly ameliorated this bias by accounting for (i) the fact that the sample covariance of K forecast trials systematically overestimates the true error variance within the ensemble subspace when K K r, and (ii) the expected difference in angle subtended between ensemble-based eigenvectors and true eigenvectors. Based on these arguments, the ETKF transformation matrix T as applied here is
where the scalar factor is the fraction of the forecast error variance projected onto the ensemble subspace. It is estimated by
͑9͒
where p is the number of observations, H is the normalized observation operator H ϭ R Ϫ1/2 H, and the columns of E contain the eigenvectors of the ensemble covariance in normalized observation space. As shown in Eq. (12) of Bishop et al. (2001) ,
͑10͒
The overbar in Eq. (9) represents the average over some independent samples. In this experiment it is the average over two weeks' computations prior to each assimilation time. For derivations of Eqs. (8) and (9), please refer to appendices A and B, respectively.
Note that the computational efficiency of the ETKF is realized by solving the transformation matrix in ensemble perturbation subspace . Thus, to maintain the efficiency of the ETKF, the ensemble update is performed using only the ensemblebased covariance, not a hybrid covariance. Also, no covariance localization via either a smooth correlation function (e.g., HM05; Whitaker and Hamill 2002) or via domain decomposition (Ott et al. 2004; Szunyogh et al. 2005 ) was applied when the ETKF updated the ensemble perturbations. The transformation was done for the global perturbations to take advantage of the computational efficiency of the ETKF.
Because the new ETKF formulation, Eq. (8), can only partly ameliorate the old formulation's underestimate of the analysis-error variance, we still apply an inflation to increase the ensemble covariance. In this study, the maximum-likelihood inflation method (Wang and Bishop 2003) is applied to the analysis perturbations. The idea is to multiply the initial perturbations obtained at time t i by an estimated inflation factor ⌸ i ; that is,
The purpose of this is to ensure that at time t iϩ1 the background ensemble forecast variance is consistent with the ensemble-mean background-error variance over global observation sites. Specifically, define d i as the innovation vector at t i , normalized by the square root of the observation error covariance matrix, that is, 
Then the inflation factor ⌸ i is defined as
͑13͒
This rescaling of the initial perturbations by Eq. (13) attempts to correct the spread of the set of forecast ensemble perturbations at time t iϩ1 by using the rescaling factor that would have produced a proper forecast ensemble spread at t i if it had been applied to the transformed perturbations at t iϪ1 . From Eq. (12),
where p is the number of observations. From Eq. (13), ⌸ i is a product of these c parameters from the first forecast at time t 1 to that at time t i , that is,
͑15͒
A lower bound of 1.0 is set for ⌸ i . Implicitly in Eq. (12), we assume d
which requires the number of independent elements in the innovation vector d i to be large. The real-time global observational network meets this assumption well (Dee 1995) . Because the number of observations in our experiment is rather limited, we replace d (12) and (14) by using the average of squared innovation vectors two weeks prior to time t i , denoted as d
In the following experiment, the averaged value and standard deviation of ⌸ i decreased with increasing ensemble size.
b. The EnSRF analysis scheme
The EnSRF was fully described in Whitaker and Hamill (2002) . It is one of the simpler implementations of a class of ensemble square root filters, which includes the ETKF (Tippett et al. 2003) . Whereas the primary advantage of the hybrid scheme is its potential low computational expense, the comparative advantage of the EnSRF is its relative algorithmic simplicity and its full exploitation of ensemble-based background error covariances. In the EnSRF, covariance localization is required to avoid filter divergence (Houtekamer and Mitchell 2001; Hamill et al. 2001) .
The EnSRF serially assimilates observations. The ensemble of perturbations updated by the previous observations is used to model the background-error covariance for assimilating the next observation (for details see Whitaker and Hamill 2002) . Similarly, the updated mean from the assimilation of the previous observation is used as the prior state for the assimilation of the next observation. The EnSRF update equations are as follows:
Here K is the Kalman gain modified by the covariance localization,
where operation s ‫ؠ‬ denotes a Schur product of a correlation matrix s with the covariance matrix generated by the ensemble. Horizontal localization by using Gaspari and Cohn's (1999) approximately Gaussian-shaped function is used here; K in Eq. (18) is called the "reduced" Kalman gain matrix (Whitaker and Hamill 2002) . When sequentially processing independent observations, K, K , and P e H T are all vectors with the same number of elements as the model-state vector, and HP e H T and R are scalars. The reduced gain matrix becomes
Inflation factors were computed and applied to the EnSRF using the same method as that used for the ETKF ensemble in Eqs. (15)- (16).
Experiment design a. Model, observations, and ensemble configuration
In this study, we ran a dry, global, two-layer primitive equation model (Zou et al. 1993) . It was previously used in Hamill et al. (2001) and Hamill and Whitaker (2005) for ensemble data assimilation experiments in both a perfect-model and imperfect-model contexts. The model is spectral, and the model-state vector includes coefficients of vorticity and divergence at two levels and coefficients of two-layer thicknesses ⌬ 1 and ⌬ 2 , where is the Exner function. There is a simple, zonal wavenumber-2 terrain. The model is forced by Newtonian relaxation to a prescribed interface Exner function. A fourth-order Runge-Kutta scheme is used for numerical integration, and ٌ 8 hyperdiffusion is used. The parameters chosen are the same as in Hamill and Whitaker (2005) . The model was run at T31 resolution. The error-doubling time of the model at T31 is 3.78 days. The perfect-model assumption was made in the following experiment. The model was shown by previous studies to realistically represent the nonlinear baroclinic wave cycles (Zou et al. 1993 ). For more detailed characteristics of the model including the kinetic energy power spectra and error growth characteristics, see Hamill and Whitaker (2005) .
Observations of interface and surface were taken at a set of nearly equally spaced locations on a spherical geodesic grid (Fig. 2) . The 362 observations of each consisted of the T31 true state plus errors drawn from a distribution with zero mean and standard deviation of 8.75 J kg Ϫ1 K Ϫ1 for interface and 0.875 J kg Ϫ1 K Ϫ1 for surface , respectively. The numbers chosen were about one quarter of the globally averaged climatological spread of the nature runs. Observation errors were constructed to be independent spatially and temporally, and observations were assimilated every 24 h.
Ensembles of size 50 to 5 were examined. The ensemble was initialized with random draws from the model climatology. The data assimilation was conducted for 250-day period, and the statistics were accumulated over the last 150 days. 
b. Formulation of the static background error covariance
In this experiment, we used a technique for developing a static background error covariance model similar to those described by Evensen (2003) , Zhang and Anderson (2003) , and Hamill and Whitaker (2005) . The static background-error covariance was formed from a large inventory of historical forecast errors over many separate times.
To optimize the static background error covariance model, we performed the following steps: 1) a first estimate of the static background-error covariance matrix was constructed from the estimated covariance based on 250 samples of historical 24-h forecast errors. Because 250 samples were much smaller than the dimension of the model, 2 a Gaspari and Cohn (1999) horizontal localization was used to reduce the sampling error in this first estimate of the static background-error covariance. A few localization scales were tried, and we chose to apply the 15 000-km scale as it produced the smallest analysis errors.
3 2) Then 7000 data assimilation cycles were run with the background-error covariance approximated by the first estimate of the static background error covariance given in step 1. Equations (3)- (5) were used with ␣ ϭ 1, and at each assimilation time the first-guess forecast was the single 24-h control forecast valid at this time. From these 7000 cycles, we were able to collect 7000 samples of 24-h forecast errors. Note the number of forecast error samples, 7000, was greater than the number of variables of the model used in this study.
3) The static background error covariance matrix was constructed by calculating the covariance of this large inventory of the forecast error samples. No covariance localization was applied. 4) With the static background-error covariance model constructed in step 3, we ran another 7000 cycles of data assimilation. Steps 3 and 4 were then iterated until the error did not decrease significantly. Figure 3 shows the root-meansquare (rms) analysis errors measured with three different norms corresponding to the first estimate of the static covariance, and the first, second, and third iteratively constructed static covariances. Figure 4 shows the absolute value of the hourly surface Exner function tendency, an analogy to surface pressure tendency, averaged globally and over the 24-h forecast periods. After each iteration, the rms analysis errors were reduced (Fig. 3) and the analyses became more balanced (Fig.  4) . After repeating steps 3 and 4 three times, the decrease in rms analysis error and imbalance was statistically insignificant. We thus used the static backgrounderror covariance model at the last iteration, denoted as B 3 , for the rest of the experiments.
Compared with the classic static background-error covariance in OI and 3DVAR, the static backgrounderror covariance matrix constructed from a large inventory of the forecast errors made far fewer assumptions on the form of the covariances. For example, it did not presuppose the error covariances were homogeneous or isotropic, as typically assumed in OI and 3DVAR. Because the covariances were estimated directly from model states, whatever mass-wind balance properties possessed by these model states were preserved in the covariances. It is thus expected that the static background-error covariance model constructed in this simulation experiment is actually better than background-error covariances formulated for operational OI and 3DVAR, where the true state can never be known.
In this paper, following EB04, an online-estimated rescaling factor was used to rescale the static covariance matrix so that the total variance of the rescaled covariance matrix more appropriately estimated the total forecast-error variance, which varied with time. To be specific, during each assimilation cycle we rescaled the static covariance models so that in the normalized observation space, the total variance of the rescaled covariance model was consistent with the total forecast error variance estimated by the innovations. Mathematically, at data assimilation time t i , we sought a rescaling factor f i that satisfied For more detailed discussions, please refer to EB04. As shown in Eq. (21), the value of the rescaling factor f i varies depending on the magnitude of the innovation vectors. In the following experiment running the OI data assimilation cycles, f i varied from 0.5 to 1.4. Note that the rescaling strategies adopted made traces of the ensemble covariance and the rescaled static error covariance approximately 2 The number of complex spectral coefficients predicted by the model is 3168.
3 The first estimate of the static covariance model was also constructed iteratively. 1) The first 250 samples of the forecast errors were collected from the ensemble mean forecast errors of the EnSRF. 2) Different covariance localizations were tried on the sample covariance of the 250 samples and data assimilation cycles were conducted with these different trials.
3) The one that produced the smallest rms errors were picked and its 250 forecast errors samples were collected. Steps 2) and 3) were repeated until the rms analysis errors reached the lowest value and saturated. The final static covariance was the first estimate B0 in Fig. 3 and Fig. 4 .
equal. Thus, the coefficient ␣ in Eqs.
(1), (4), and (5) gave a clearer indication of the relative weights assigned on the error correlations given by the ensemble and the static covariance model.
Results

a. Analysis errors
In this section, we evaluate the characteristics of the ensemble-mean analysis errors for the hybrid and the EnSRF analysis schemes. Figure 5 shows the rms analysis error in the norms of kinetic energy, upper-layer thickness ⌬ 2 , and the surface pressure for the 50-member ensemble. Definitions of these norms are provided in Hamill and Whitaker (2005) . The gray bars correspond to the rms analysis errors of the EnSRF with respect to different covariance localization length scales of 3000, 5000, 15 000, 25 000, and 35 000 km. The EnSRF exhibited filter divergence if no localization was applied. The black bars correspond to the results of the hybrid scheme as a function of the weighting coefficient ␣. Different covariance localization scales were tried on the ensemble covariance at each ␣ for the hybrid FIG. 3 . Root-mean-square errors in kinetic-energy norm, upper-layer thickness ⌬ 2 norm, and surface norm for the analyses updated by the static background error covariances constructed iteratively in section 3b; B0, B1, B2, and B3 denote the rms analysis errors corresponding to the first estimate of the static background error covariance, the first, the second, and the third iteratively constructed static background error covariances with a large sample of 24 h forecast errors, respectively.
FIG. 4. Mean absolute surface tendency (J kg
Ϫ1 K Ϫ1 h Ϫ1 ) averaged globally, over the subsequent twenty-three 1-h periods for forecasts initialized with the analyses updated by the static background error covariance constructed in section 3b. scheme when updating the mean. Each black bar corresponds to the localization scale that produced the smallest rms errors at that ␣. Specifically, for ␣ ϭ 0.0, 0.2, 0.4, 0.6, and 0.8, the optimal covariance localization scales for the black bars were 25 000, 25 000, 35 000, 45 000, and 45 000 km. The hatched bars at ␣ ϭ 0.2, 0.4, 0.6, 0.8 are for the hybrid with no covariance localization applied on the ensemble when updating the mean. Filter divergence occurred for the hatched bar at ␣ ϭ 0.0, and hence no hatched bar is shown at ␣ ϭ 0.0. The white bar is the result for the experiments where control forecast was updated using the static background error covariance model. We denote in this subsection 4b the results for the white bar as OI. Note that the difference between the OI and the ␣ ϭ 1.0 experiments is that the background forecast for the former was from the single control forecast whereas for the latter it was from the ETKF ensemble-mean forecast.
Consider first the characteristics of the 50-member hybrid in Fig. 5 with localization (black bars) and without (hatched). The optimal ␣ for the hybrid scheme was 0.4 for all three norms, both with and without covariance localization. When the background error covariance was purely from the static covariance model; that is, ␣ ϭ 1.0, the analysis error was less than the error of the OI control simulation, which presumably was because the background forecast from the ensemble mean was more accurate than the control run; a similar result was shown in the perturbed-observation experiments in Hamill et al. (2000) . The covariance localization applied when updating the mean improved the analysis of the hybrid scheme when ␣ Ͻ 0.8. Now consider the EnSRF and the hybrid's relative performance. The localization scale that produced the smallest rms error for the EnSRF in this experiment was 25 000 km. Depending on the norm, the best performance of the hybrid scheme was slightly worse than or similar to that of the EnSRF. Typically, more than 90% of the improvement of the EnSRF over the OI was achieved by the hybrid scheme. Less severe localization was needed in the hybrid than in the EnSRF to achieve the best performance of the analysis. This was because the hybridization with the static covariance model already ameliorated the sampling error of the ensemble covariance. The hybridized static covariance itself (with no help from covariance localization on the ensemble covariance) can avoid filter divergence for the hybrid scheme. Now consider results from the smaller 20-member ensemble (Fig. 6) . Compared with the 50-member results in Fig. 5 , both the hybrid and the EnSRF were less accurate. The best-performing hybrid and the bestperforming EnSRF were still more accurate than the OI. The best-performing hybrid still achieved a large portion of the improved accuracy of the bestperforming EnSRF over OI; 71% and 82% of the improvement between OI and the EnSRF was achieved by the hybrid for the kinetic energy and for the secondlayer thickness norms, respectively. In the surface norm, the best-performing hybrid was better than the best-performing EnSRF. The optimal localization scale for the EnSRF was reduced to 15 000 km compared with 25 000 km for the 50-member runs. Compared with the 50-member runs, a tighter localization was also used for the hybrid scheme. The covariance localization scales for the localized hybrid were 15 000, 15 000, 15 000, 35 000, and 45 000 km for ␣ ϭ 0.0, 0.2, 0.4, 0.6, and 0.8.
When the ensemble size was further reduced to 10 members, the EnSRF experienced filter divergence for localization scales greater than 5000 km (not shown). The analyses for the EnSRF at 5000-km localization were better than at 3000 km, but they were worse than the optimal hybrid scheme. For the surface norm, the EnSRF was even worse than the OI. The hybrid still performed better than the OI. Figure 7 shows the results when the ensemble size was further reduced to five members. The EnSRF experienced filter divergence for all localization scales tried. However, the hybrid scheme with localization still performed slightly better than the OI (Fig. 7) . In Fig. 7 , the localizations were 15 000, 15 000, 25 000, and 35 000 km for ␣ ϭ 0.2, 0.4, 0.6, and 0.8 respectively. The hybrid with no covariance localization did no better than at ␣ ϭ 1.0 (not shown). The analyses at ␣ ϭ 1.0 were still slightly more accurate than the OI due to the use of the ensemble mean forecast instead of the single control forecast as the background forecast.
The results for 5-and 10-member ensembles indicate that the hybrid scheme was more robust than the EnSRF when the ensemble size was small. Note also that for 5-member ensembles, the hybrid did not experience filter divergence for ␣ Ն 0.2, even with no covariance localization applied. This indicates that the static background-error covariance stabilized the filter.
Figures 5-7 also show that with decreasing ensemble size, the improvement of the hybrid and EnSRF over OI became smaller, as expected due to the decreasing quality of the ensemble-based covariances.
As discussed above, the optimal localization scales of the EnSRF were shorter for smaller ensembles. The optimal localization scale of the EnSRF was larger than what may have been expected by other studies with the same ensemble size (e.g., Hamill et al. 2001; Houtekamer et al. 2005) . The possible reasons are (i) the model resolution in this experiment was coarse, T31, and the covariance localization scale for a coarse-resolution model may be larger than that for a fine-resolution model that can resolve small-scale features; (ii) the best localization scale for the EnSRF is longer than that for the EnKF, because the EnKF introduces noise through the perturbation of observations (Whitaker and Hamill 2002) ; and (iii) the two-layer primitive equation model in this experiment did not include an initialization step, to efficiently damp the gravity wave noise generated by the imbalance due to a short localization scale, and the explicit fourth-order Runge-Kutta time integration scheme also failed to damp these fast-propagating wave motions. Thus an imbalanced background inherited from the previous assimilation cycle together with the imbalance introduced by the EnSRF assimilation may have accumulated during the assimilation cycles, more acutely so with a more severe localization. Perhaps this aspect could have been better controlled with a different time integration scheme or an explicit initialization.
b. Similarity of hybrid and EnSRF covariance models
To compare the background-error covariance models from the hybrid and the EnSRF, we performed single- observation experiments and plotted the analysis increment associated after assimilating the observation. For illustration, we conducted the experiment based on the background ensemble at the 100th data assimilation cycle from the experiment above. Figure 8 shows the results for the 50-member hybrid scheme with the best coefficient ␣ ϭ 0.4, and a covariance localization scale of 35 000 km. Figure 9 shows the results for the 50-member EnSRF with its best covariance localization scale of 25 000 km. The contours are the background ensemble mean of upper-layer zonal wind, meridional wind, and thickness, at the 100th cycle. The colors are the analysis increment from the assimilation of one ⌬ 2 observation with the value of 3 J kg Ϫ1 K Ϫ1 smaller than the mean background at 47°N, 108°W. Both increments from the hybrid and the EnSRF were aligned along the flow pattern, and the wind increment appeared to be dynamically consistent with the layer thickness increment, for example, a cyclonic wind was associated with a decrease of layer thickness around the observation site. The patterns of the increments from the hybrid and the EnSRF were similar. Similar plots (not shown) at the 200th data assimilation cycle showed the pattern of the analysis increments was oriented along the background flow of the 200th day. Hence, both background error covariance models from the hybrid and EnSRF were flow dependent and similar to each other. As expected, the increment when the background error covariance was estimated purely from the static background error covariance did not align with the flow pattern (not shown), which is consistent with previous studies (e.g., HS00; Parrish and Derber 1992). The OI increment of the second-layer thickness around the observation at 47°N, 108°W, was elliptical. Unlike the increments of the hybrid (Fig. 8c ) and the EnSRF (Fig.  9c) , the OI increment was not parallel to the southwestnortheast oriented jet; that is, the "flow of the day," but rather elongated in the west-east direction. The OI wind increments, although dynamically consistent with the layer thickness increment, were not oriented along the flow of the day either.
c. Comparison of maximal perturbation growth rates
A desirable property of an ensemble of initial conditions is an appropriately rapid growth of the subsequent forecast perturbation. One useful metric for this is the fastest growth within the ensemble subspace during a short lead time (Palmer et al. 1998 ). This can be estimated by the following method. First, we assumed for a short-term forecast that the dynamic operator M was linear, that is,
We then identified the direction in the initial ensemble perturbation subspace where the subsequent amplification was maximized in a chosen norm. In other words, we found the vector of linear combination coefficients b to apply to the initial perturbation such that
͑23͒
Here S defines a particular norm. In this case we chose a global kinetic-energy norm and S was a diagonal matrix. As shown in Bishop and Toth (1999) , b actually was the leading eigenvector of
where ␤ and D were the eigenvalue and eigenvector matrices of (X a ) T SX a , and the corresponding eigenvalue was the maximal growth. Figure 10 shows the averaged 24-h maximum growth in the global kinetic-energy norm within the ETKF and EnSRF ensemble subspaces for the 50-member, 20-member, and 10-member runs. 4 Each bar corresponds to the covariance localization scale and weighting coefficient ␣that produced the smallest rms analysis errors. The maximum growth in the ETKF ensemble subspace was larger than that in the EnSRF ensemble subspace. We speculate the slower maximal growth of the EnSRF may be due to the imbalanced perturbations induced by the covariance localization (Mitchell et al. 2002; Lorenc 2003; HM05) . Note that no covariance localization was applied when the ETKF updated the ensemble perturbations (section 2a).
d. Initial-condition balance
In an operational data assimilation system, an explicit or implicit initialization is typically utilized, otherwise imbalances between the mass, momentum, and diabatic heating in the analysis can produce largeamplitude gravity waves. However, initialization requires extra computational cost. Hence a data assimilation technique that itself can produce balanced initial condition is desirable.
The mean absolute tendency of surface pressure (Lynch and Huang 1992 ) is a useful diagnostic of the amount of imbalance for an analysis generated by a data assimilation scheme. Surface is the quantity analogous to the surface pressure in this two-layer primitive equation model. To examine surface tendencies, we reran forecasts from the analysis ensembles to 24-h lead, producing output every hour. We then 
calculated the hourly surface Exner function tendencies. Figure 11 shows the mean absolute tendency of the hourly surface averaged over global grids, all ensemble members, all times, and the 23-hourly tendency snapshots from the 50-member ensemble forecasts. As expected, the EnSRF tendencies were larger than the truth run tendency, and this discrepancy was greater when the localization length scale was shorter. For the FIG. 9 . Same as Fig. 8 , but for the EnSRF with localization scale of 25 000 km.
hybrid, covariance localizations applied when updating the mean degraded the balance. At small ␣s, where more severe localizations were applied, the analyses were more imbalanced. If no covariance localization was applied for the hybrid, the analyses were more balanced, with less weight placed on the static background error covariance. Note the static covariance constructed in this study only ensured climatological balance, which was not flow-dependent. For the 50-member ensembles, the optimal analyses of the hybrid were slightly more balanced than that of the EnSRF. For small ensemble size (not shown), it was apparent that the hybrid analysis was more balanced than the EnSRF. This result suggests that relative to the hybrid, the EnSRF may be more in need of an explicit initialization step or to use a time integration scheme with extra numerical damping of gravity waves.
e. Spread-skill relationships
To measure a spread-skill relationship, we used a method similar to that used in Wang and Bishop (2003) and Majumdar et al. (2002a) . We first produced a scatterplot where the ordinate and abscissa of each point were the squared analysis error and the analysis ensemble variance for a particular variable of interest, respectively. We collected samples over all grid points and all analysis cycles. We then divided these points into four equally populated bins, arranged in order of increasing ensemble variance. Next, we averaged the squared analysis error and analysis ensemble variance separately for each bin. We then plotted the square roots of the averaged squared analysis error against the square roots of the averaged analysis ensemble variance. The connecting curve described the relationship between the analysis ensemble spread and the rms analysis error. Figure 12 shows an example of such curves of surface for the hybrid with ␣ ϭ 0.6 and localization scale of 35 000 km, and the EnSRF with localization length scale equal to 15 000 km for the 20-member ensembles. Both correspond to the configuration that produced the smallest rms errors in Fig. 6 . There were two aspects of the curve that we were interested to examine. First, after further averaging the values of the four points, we found that both schemes' ensemble spread was approximately equal to their rms analysis error, which means the ensemble spreads were reliable overall. Second, we examined whether spread was an accurate predictor of the error for the four individual subsets. Ideally, such spread-skill curve should follow the 45°reference line. In Fig. 12 , the ensemble spreads of both schemes were suboptimal; they were negatively biased when the analysis error was small and positively biased when the analysis error was large. The curves for the hybrid and the EnSRF were approximately parallel under the surface norm (Fig. 12) , the wind norm and layer thickness norm (not shown). This indicated that the ETKF and the EnSRF ensembles had similar skill in estimating the error variance. Note the range of the hybrid analysis error variance in Fig. 12 was larger than that of the EnSRF, which indicated a larger spatial and/or temporal variability in the magnitude of the hybrid analysis errors. The biases of the spread-skill curves were due to the deficiencies of the ensembles generated in each system. In the perfect model experiment conducted here, it was presumably because of the sampling error and the approximations made in estimating the error covariances.
Conclusions and discussion
In this paper, we compared the skill of the hybrid ETKF-OI and the EnSRF analysis schemes in an observing-system simulation experiment. A perfect model and simplified observation network were assumed, and a two-layer primitive equation model was used. Static background error covariances for the OI were constructed from a large inventory of historical forecast errors. The EnSRF analyses provided a reference for the expected analysis accuracy that may be obtained from a state-of-the-art ensemble-based data assimilation method. However, the EnSRF assimilation method is expected to be computationally expensive in operational usage, as it requires parallel assimilation cycles for each member and costs scale linearly with the number of observations, which increase each year. In the hybrid scheme, the ensemble mean was updated utilizing a hybridized ETKF ensemble covariance and static covariance models. According to previous work (e.g., Lorenc 2003; Buehner 2005; Wang et al. 2007 ), this can be conveniently adapted to the existing operational variational codes, which handle large numbers of observations more efficiently. The ensemble perturbations in the hybrid were updated by the computationally efficient ETKF scheme.
Results from this paper demonstrated that for 50-member ensembles, the analyses of the hybrid scheme were almost as accurate as those from the EnSRF. A large fraction of the EnSRF's improvement over OI was achieved by the hybrid scheme. For 20-member runs, under certain norms, the analyses of the hybrid were more accurate than the EnSRF. Further reducing the ensemble size to five members, the EnSRF exhibited filter divergence whereas the analyses of the hybrid were still better than that of the OI analyses. The ability of the ETKF ensemble spread to predict the ensemblemean analysis error was similar to the EnSRF. Further, the initial conditions of the hybrid were more balanced than those of the EnSRF, especially when the ensemble size was small. The maximum growth in the ETKF ensemble perturbation subspace was larger than that in the EnSRF ensemble perturbation space. In summary, the hybrid is nearly as accurate as the full EnSRF for large ensembles, it is more robust for smaller ensembles, and it may be more attractive operationally because of its reduced computational expense.
The hybrid can also be adapted into existing variational schemes relatively easily. Variational analysis schemes typically perform a preconditioning with respect to the background terms in order to speed up the convergence rate of minimization. As discussed by Lorenc (2003) , Buehner (2005) , and Wang et al. (2007) , to extend this to a hybrid scheme, in the cost function one can add another background term with extended control variables preconditioned on the square root of the ensemble covariance. The resulting analysis increment is then equal to the weighted sum of the standard 3DVAR increment and that associated with the ensemble-related extended control variables. Experiments with the framework proposed by Lorenc (2003) , Barker (1998) , and D. Barker (2005, personal communication) suggested that only modest extra cost relative to the standard 3DVAR would be needed. Observation-space preconditioning, such as the Naval Research Laboratory Atmospheric Variational Data Assimila- tion System (NAVDAS; Daley and Barker 2001) , can also incorporate the ensemble covariance easily by linearly combining the ensemble covariance with the standard static covariance.
The idea of combining the ETKF ensemble covariance and the static background error covariance, may be extended to the 4DVAR framework also. The incorporation of the ensemble covariance may improve its initial background-error covariance estimate and thus improve the 4DVAR analysis. In this case, the ETKF transformation matrix is calculated with observations distributed in both space and time.
We are now comparing the EnSRF and the hybrid scheme within an imperfect-model environment where, in particular, we consider the model errors due to truncation. Preliminary results show that the analyses of the hybrid scheme are still approximately as accurate as those from the EnSRF. The hybrid and the EnSRF were still more accurate than the OI, and the improvement of both was less than in the perfect model experiment. In these experiments, the structure of the model error were known and relatively well represented in the ensemble. In operational forecasting, the structure and amplitude of the error that is because model error is largely unknown. In this situation the hybrid may be more compelling than the full ensemble filters because the static covariance can serve as a plausible catch-all for unknown model errors. EB04's simple model results supported this argument.
The simulated observational network in the current study (Fig. 2) is of course much simpler and more uniform than the real observing network. Discussions about the advantage of the hybrid over the 3DVAR with respect to different observational networks can be found in HS00. In general, they found less improvement of the hybrid over 3DVAR for data-rich and uniform networks than for data-poor and nonuniform networks. Comparison of the hybrid and the EnSRF with different configurations of the observational network may be studied in future work. In general, the best linear combination coefficient ␣ for the hybrid and the best covariance localization scale of the EnSRF can be expected to vary depending on the ratio of the number of observations and the ensemble size.
The encouraging results of the hybrid in our simple system and the fact that the hybrid is straightforward to implement in an operational variational system strongly motivate further exploration of the hybrid scheme in operational settings.
Note that the dimensions of E, ⌫, H Pfrom a corresponding infinite number of independent K-member ensembles.
Next we choose a so that it satisfies Eq. (A11) under the white noise assumption. Under this assumption, the true analysis error covariance is (Wang and Bishop 2003) 
H P
Note that the term v T i e j e T j v i represents the square of the projection of the ith true eigenvector on the jth sample covariance eigenvector. Under the white noise approximation, the error variance associated with v i is the same for all i. Hence, if the ensemble perturbations represented a random draw from the true forecast error covariance matrix, the eigenvalues ␥ j of the sample covariance matrix would be entirely unrelated to and uncorrelated with v 
͑A14͒
Also, the direction e m is statistically interchangeable with the direction e n under the white noise assumption. Hence, ͗v
T i e j e T j v i ͘ and ͗(␥ j /␥ j ϩ 1)͘ have the same value for all j. Furthermore, note that we could augment the K Ϫ 1 orthonormal basis E using (for example) Gramm-Schmidt orthogonalization to obtain an expanded r-dimensional subspace E E that precisely spanned the same space of the true eigenvectors V. Hence, 
Thus, the new transformation matrix given by Eq. (8) is recovered. While much of the argument given above relies on the white noise approximation, simple model experiments have been performed and have shown that the superiority of the new ensemble update Eq. (8) over the old update Eq. (7) gradually diminishes as the white noise assumption is relaxed. As the true error distribution becomes more red, the true error variance of the forecast is better spanned by the ensemble subspace, the parameter tends toward unity and the differences between the new and the old formulations diminish. In the limit of a true eigenvalue spectrum that contains fewer nonzero eigenvalues than the number of ensemble members, ϭ 1 and the differences between Eqs. (8) and (7) vanish.
APPENDIX B
Estimating the Parameter in Eq. (A9)
To estimate the factor in Eq. (A9) we need to estimate the total forecast error variance in normalized observation space Tr(H P f H T ) and its projection onto the ensemble subspace Tr(E T H P f H T E). The difference between observation and forecast vectors; that is, the innovations, enables both of these tasks.
First, note that because
