Abstract. Let L be a subspace lattice on a normed space X containing a nontrivial comparable element. If T commutes with all the operators in AlgL, then there exists a scalar λ such that (T − λI) 2 = 0. Furthermore, we classify the class of completely distributive subspace lattices into subclasses called Type I (n) , Type II (n) and Type III, respectively. It is shown that nontrivial nests or, more generally, completely distributive subspace lattices with a comparable element are Type I (1) , and that nontrivial atomic Boolean subspace lattices are Type II (0) .
Introduction and preliminaries
Throughout this paper, unless otherwise indicated, we denote by X a fixed normed space over the complex number field C, and by X * the dual of X. The terms "subspace" and "operator" will be used for "closed subspace of X" and "bounded linear operator acting on X", respectively. The algebra of all operators is denoted by B(X). For a subset A of B(X), a subspace L of X and an operator T ∈ B(X), we will employ the following notation. We use A for the commutant of A, which is the set of all operators commuting with every operator in A, and A for the double commutant. Denote by T * the adjoint of T , by T | L the restriction of T to L and by I L the identity operator on L. Also, L ⊥ denotes the annihilator of L , which is the set {f ∈ X * : f (x) = 0 for all x ∈ L}. The notation [AL] stands for the subspace generated by the set {Ax : A ∈ A, x ∈ L}. For x ∈ X and f ∈ X * , the operator x ⊗ f is defined by y → f (y)x. This operator has rank one if and only if both x and f are nonzero. For a family L of subspaces, we say that L is a subspace lattice if it contains (0) and X, and is closed under the operations ∨ (closed linear span) and ∩ (set-theoretic intersection). A totally ordered subspace lattice is called
of L is the closed linear span of the atoms it contains. For standard definitions concerning completely distributive subspace lattices see [5] , [10] . From [12] we know that a subspace lattice is completely distributive if and only if it is strongly reflexive. Proposition 1.1 ([9] , [12] ). Let L be a subspace lattice on X. Then the following are equivalent:
For any family L of subspaces, let AlgL denote the algebra of all operators that leave every subspace in L invariant. Dually, for any family A of operators, let LatA denote the set of all subspaces that are invariant under each operator in A. It is clear that LatA is a subspace lattice. We say that a subspace lattice L is reflexive if L = LatAlgL, and that a subalgebra A of B(X) is reflexive if A = AlgLatA. The class of reflexive subspace lattices includes nests, atomic Boolean subspace lattices, completely distributive subspace lattices and LatA defined above.
It is well known that the commutant of any nest algebra is trivial (see [2] ); that is, the commutant is the set of scalar multiples of the identity operator I. Moreover, Lambrou in [9] proved that if L is a completely distributive subspace lattice on a normed space X containing a comparable element, then (AlgL) is trivial. But, when X is a Hilbert space and the complete distributivity of L is removed, Gilfeather and Larson in [3] obtained that (AlgL) is still trivial. These results lead naturally to the following question: if L is a subspace lattice on a normed space X containing a comparable element (the complete distributivity of L is not assumed), what is (AlgL) ? Our first purpose is to investigate this question, and we will give a partial answer, that is,
Our second purpose is to give a classification of completely distributive subspace lattices. We will classify the class of such subspace lattices into subclasses, which are called Type I (n) , Type II (n) and Type III, respectively. We will see that nontrivial nests or, more generally, completely distributive subspace lattices with a comparable element are Type I (1) and nontrivial atomic Boolean subspace lattices are Type II (0) .
Commutants of reflexive algebras
We begin with a lemma, which was proved in [12] for Hilbert spaces and is also valid in normed spaces (see [9] ).
Lemma 2.1. If L is a subspace lattice on X, then the rank one operator x ⊗ f ∈ AlgL if and only if there exists
The main result of this section reads as follows.
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− be arbitrary and nonzero. By Lemma 2.1 we have
In a similar way, it follows from (2.2) and (2.3) that there exist two scalars λ 1 , λ 2 ∈ C such that
Thus from (2.4), (2.5) and (2.6) we can see that
Since L = X, we have L − = X. It follows from the above claim that there exists λ ∈ C such that
For any M ∈ L with M = (0) and M − = X, applying the above claim again, there
This establishes the conclusion (i).
Next we will prove the conclusion (ii). By Proposition 1.1, the condition that L satisfies either X = X # or (0) = (0) * is much weaker than the condition that L is completely distributive. So Corollary 2.3 strengthens the result of Lambrou mentioned in Section 1. 
Classification of completely distributive subspace lattices
In this section, we will give a classification of completely distributive subspace lattices. Let us first characterize the rank one operators in the Jacobson radical of reflexive algebras. Recall that the Jacobson radical of an arbitrary algebra is defined to be the intersection of the kernels of all strictly transitive representations of the algebra. But, it is well known that if A is a Banach algebra with an identity, then the Jacobson radical of A, denoted by Rad(A), can be reformed as follows (see [11] ):
Rad(A) = {T ∈ A : T A is quasinilpotent for all A ∈ A}
= {T ∈ A : AT is quasinilpotent for all A ∈ A}.
It is worthy to note that Rad(A) is a two-sided ideal of A.
The next lemma is a slight variant of Lemma 3 and the note after that of [6] .
Lemma 3.1. Let L be a reflexive subspace lattice on X, and let the rank one operator
For this purpose, it suffices to prove that f (Ax) = 0 for each A ∈ AlgL. Assume on the contrary that there is an A ∈ AlgL with f (Ax) = 0. Without loss of generality, let f (Ax) > 0. Then
Hence Ax ⊗ f is not quasinilpotent, contradicting that x ⊗ f ∈ Rad(AlgL). Conversely, suppose that there exists L ∈ L satisfying x ∈ L and f ∈ L ⊥ . For any A ∈ AlgL, then Ax ∈ L and so f (Ax) = 0, which implies that Ax ⊗ f is quasinilpotent. Therefore, x ⊗ f ∈ Rad(AlgL).
Corollary 3.2. Let N be a nest on X. Then the rank one operator x ⊗ f ∈ Rad(AlgN ) if and only if there exists
⊥ for some L ∈ N , then x ⊗ f must belong to AlgN by Lemma 2.1. Thus the desired result holds immediately by Lemma 3.1.
The above corollary was proved in [4] by different methods when X is a Hilbert space.
In what follows, for a subspace L of X, denote
With this notation, we first characterize when an element in a subspace lattice is comparable.
and so L ⊂ M . Therefore, L is a comparable element. 
Proof. The equivalence of (i) and (iii) is shown in [7] for Hilbert spaces, but the proof can be adapted in a trivial way to Banach spaces. Also, (iii) implies (ii) by Lemma 3.1.
Suppose that (ii) holds. Letting T ∈ Rad(AlgL), we want to show that T = 0. Assume on the contrary that
This is a contradiction. Therefore (iii) holds, and the proof is complete.
The next lemma is one of the main results from [9] . For the purpose of this section, we now introduce some notation. Let L be a completely distributive subspace lattice on X. First, denote by L 1 the least subspace lattice containing the set
that is, L 1 is the subspace lattice generated by the above set. Second, denote by L 2 the least subspace lattice containing the set
Continuing the above procedure in an obvious way, we obtain a sequence {L n } ∞ n=1
of subspace lattices with the property that for any positive integer n, L n+1 is the least subspace lattice containing the set
It is clear that a subspace sublattice of a completely distributive subspace lattice is still completely distributive. Thus, all L n defined above are completely distributive. Moreover, we have (ii) L is called Type II (n) if there is a natural number n such that (ii) If L is Type I (n) , then L n = {(0), X}. Applying Lemma 3.5 and Theorem 3.6, we have AlgL ⊆ AlgL n ⊆ (AlgL) . Then (AlgL) = (AlgL n ) = {λI : λ ∈ C}.
(iii) Immediate by the conclusion (iv) of Theorem 3.6. This completes the proof.
Notice that our classification scheme is essentially a lattice scheme, since the nonzero L in L n are simply those generated from the L in L n−1 with L ∨ L − = X. On the other hand, the L a in Lemma 3.5 depend very much on the geometry of L. Indeed, in Chapter 7 of [1] , there are conditions that show that (even finite) isomorphic atomic Boolean subspace lattices might have different L a (see Corollary 7.7 there).
