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Аннотация. В работе изучена двухфазная задача Маскета–Вери-
гина со свободной границей для эллиптических уравнений с нелиней-
ными источниками. С применением параболической регуляризации
условия на свободной границе локально по времени доказано суще-
ствование гладкого решения и гладкой свободной границы.
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1. Постановка задачи и основной результат
Настоящая статья посвящена изучению краевой задачи с неизве-
стной границей, описывающей процесс многомерной нестационарной
фильтрации двух флюидов в пористой среде [1–6] в предположении,
что плотности этих флюидов практически не зависят от давления
и, следовательно, являются постоянными величинами. Именно тако-
ва ситуация при рассмотрении, например, процесса фильтрации двух
несмешивающихся несжимаемых жидкостей (нефть, вода), при выте-
снении жидкости силикатным раствором и т.д.
Математической моделью такой задачи является эволюционная
задача со свободной границей для эллиптических уравнений.
Трехмерная задача такого рода в отсутствии объемных источни-
ков бала рассмотрена в статье [6]. Целью данной работы является
обобщить результаты [6] на случай пространства произвольной ра-
змерности и учесть влияние нелинейных объемных источников. При
этом в данной статье для исследования соответствующей линеаризо-
ванной задачи применяется в отличие от [6] метод параболической
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регуляризации условия на свободной границе, заимствованный нами
из [7], и применявшийся также к данной задаче в [8, 9].
Отметим, что задача Маскета–Веригина для параболических
уравнений была подробно исследована в [10], а также рассмотре-
на в [11], и, кроме того, с учетом условия Гиббса–Томсона задача
Маскета-Веригина для параболических уравнений была рассмотрена
в [12–14].
Отметим также, что в случае двух пространственных перемен-
ных, то есть при N = 2, изучаемая нами задача была рассмотрена в
работах [8,9], причем для ее исследования была применена такая же
регуляризация, как и в [7], которую и мы применяем в данной статье.
Поэтому в данной работе мы считаем размерность пространства RN ,
удовлетворяющей условию N ≥ 3, и используем метод работы [15].
Пусть Ω — двусвязная область в RN с границей ∂Ω = Γ+ ∪ Γ−,
где Γ± — гладкие замкнутые поверхности без самопересечений, Γ(τ),
τ ∈ [0, T ], — гладкие замкнутые поверхности без самопересечений,
лежащие между Γ± и разделяющие область Ω на две двусвязные
области Ω±τ , причем ∂Ω
±
τ = Γ(τ)∪Γ
± и поверхность Γ(0) ≡ Γ задана.
В областях Ω±τ рассмотрим следующую краевую задачу для неи-
звестных функций u±(y, τ) и неизвестных поверхностей Γ(τ) по усло-
виям
L0u
± ≡ △u±(y, τ) = f±(u±), y ∈ Ω±τ , (1.1)
u+|Γ(τ) = u
−|Γ(τ), (1.2)
a+(∇u+,
−→
N )|ΣT = a
−(∇u−,
−→
N )|ΣT = m cos(
−→
N, τ), (1.3)
u±|Γ±T
= g±(y, τ), (1.4)
Γ(0) = ΣT ∩ {t = 0} = Γ, (1.5)
u±(y, 0) = u±0 (y), y ∈ Ω
±. (1.6)
Здесь Ω± — области, на которые разбивает Ω начальная поверх-
ность Γ = Γ(0), Γ±T = Γ
± × [0, T ], ΓT = Γ × [0, T ], f
±(u), g±(y, τ),
u±0 (y) — заданные функции, a
±, m — положительные константы,
ΣT = {(y, τ) : τ ∈ [0, T ], y ∈ Γ(τ)} — поверхность в R
N × [0, T ],
−→
N — нормаль к ΣT в пространстве R
N × [0, T ], направленная так, что
ее проекция на {t = const} направлена в сторону Ω+τ .
Отметим, что условие (1.3) может быть представлено также в виде
a+
∂u+
∂−→n (τ)
= a−
∂u−
∂−→n (τ)
= −mVn, (1.7)
где Vn — скорость движения поверхности Γ(τ) по нормали
−→n (τ) к
Γ(τ) в пространстве x ∈ RN , направленной внутрь Ω+τ . Отметим,
С. П. Дегтярев 303
что −→n (0) — нормаль к начальной поверхности Γ — мы здесь и ниже
обозначаем просто через −→n .
Обозначим ΩT = Ω× (0, T ), Ω
±
T = Ω
± × (0, T ). Мы будем исполь-
зовать стандартные пространства Гельдера H l(Ω) и H l,l/2(ΩT ) с не-
целым l > 0, введенные в [16], с нормой
|u|
(l)
ΩT
=
[l]∑
j=0
∑
2r+s=j
|DrtD
s
xu|
(0) +
∑
2r+s=[l]
〈DrtD
s
xu〉
(l−[l])
x,ΩT
+
∑
0<l−2r−s<2
〈DrtD
s
xu〉
( l−2r−s2 )
t,ΩT
,
где |DrtD
s
xu|
(0) = maxΩT |D
r
tD
s
xu|, 〈u〉
(α)
x,ΩT
и 〈u〉
(α)
t,ΩT
— константы Гель-
дера функции u (x, t) по x и по t, соответственно.
Мы будем использовать также следующие пространства Гельдера.
Пусть α, β ∈ (0, 1). Определим полунорму (см. [17])
[u]
(α,β)
ΩT
= sup
(x,t),(y,τ)∈ΩT
|u(x, t)− u(y, t)− u(x, τ) + u(y, τ)|
|x− y|α |t− τ |β
,
α, β ∈ (0, 1) .
Определим, далее, пространства Ek+α(ΩT ), k = 0, 1, 2, 3, с конеч-
ной нормой
|u|
(k+α,α)
ΩT
= max
t∈[0,T ]
|u(·, t)|
(k+α)
Ω +
k∑
|r|=0
〈Drxu〉
(α)
t,ΩT
+
k∑
|r|=0
[Drxu]
(α,α)
ΩT
. (1.8)
Отметим, что часть слагаемых в определении (1.8) может быть интер-
полирована через слагаемые более низкого и более высокого порядка,
поэтому
|u|
(k+α,α)
ΩT
≤ C
(
max
t∈[0,T ]
|u(·, t)|
(0)
Ω + 〈u〉
(α)
t,ΩT
+
∑
|r|=k
[Drxu]
(α,α)
ΩT
)
. (1.9)
Отметим, также, что норма (1.8) эквивалентна норме
|u|
(k+α,α)
ΩT
∼ max
t∈[0,T ]
|u(·, t)|
(0)
Ω + 〈u〉
(α)
t,ΩT
+
∑
|r|=k
sup
0<h<1
〈
Drx(x, t+ h)−D
r
x(x, t)
hα
〉(α)
x,ΩT
. (1.10)
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С использованием локальной параметризации стандартным обра-
зом определяются гладкие поверхности из указанных выше классов
и соответствующие пространства гладких функций на этих поверх-
ностях.
Определим также пространство P k+α(ΓT ), k = 2, 3, с нормой
|u|Pk+α(ΓT ) = |u|Ek+α(ΓT ) + |ut|E1+α(ΓT ). (1.11)
Мы делаем следующие предположения о данных задачи (1.1)–
(1.6):
Γ±,Γ ∈ H4+α, g± ∈ H4+α,
4+α
2 (Γ±T ), u
±
0 (x) ∈ H
4+α(Ω±), (1.12)
f±(u) ∈ C3loc(R
1), (f±)′(u) ≥ ν > 0. (1.13)
Кроме того, в задаче (1.1)–(1.6) предполагаются выполненными усло-
вия согласования, которые означают, что
u±0 |Γ± = g
±(y, 0), u+0 |Γ = u
−
0 |Γ, a
+∂u
+
0
∂−→n
|Γ = a
−∂u
−
0
∂−→n
|Γ, (1.14)
△u±0 (y) = f
±(u±0 (y)), y ∈ Ω
±, (1.15)
где −→n — нормаль к Γ, направленная в сторону Ω+. Отметим, что
условие (1.15) является, по существу, предположением на правые ча-
сти f±(u), означающем, что соответствующая граничная задача для
уравнения (1.15) разрешима. Мы предполагаем также выполненным
условие, смысл которого состоит в невырожденности задачи, а имен-
но
∂u±0
∂−→n
≥ ν > 0,
∂u+0
∂−→n
−
∂u−0
∂−→n
≥ ν > 0, y ∈ Γ, (1.16)
где ν — некоторая положительная постоянная.
Отметим, что всюду ниже мы будем обозначать через C, b, ν, γ
все абсолютные константы, либо константы, зависящие только от раз
и навсегда зафиксированных данных задачи.
Для того, чтобы сформулировать основной результат, введем па-
раметризацию неизвестной границы с помощью некоторой неизве-
стной функции [18] и сведем исходную задачу к задаче в фиксиро-
ванной области. Для этого введем в достаточно малой окрестности N
поверхности Γ координаты (ω, λ), где ω — координаты на поверхности
Γ, λ ∈ R, |λ| ≤ λ0, так что, если x ∈ N , то единственным образом
x = xΓ(ω) + λ
−→n (ω) = x(ω, λ), |λ| ≤ λ0, (1.17)
где xΓ(ω) ∈ Γ, а λ — отклонение точки x от поверхности Γ по нормали
−→n к Γ, направленной, напомним, внутрь Ω+.
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Пусть ρ(ω, t) — достаточно малая функция, определенная на ΓT =
Γ× [0, T ], ρ(ω, 0) ≡ 0. Тогда параметризация
x = xΓ(ω) +
−→n (ω)ρ(ω, t)
при каждом t ∈ [0, T ] задает некоторую поверхность Γρ(t), разделяю-
щую область Ω на две подобласти Ω+ρ и Ω
−
ρ . Обозначим поверхность
в ΩT ≡ Ω× [0, T ] через Γρ,T ≡ ∪t∈[0,T ]Γρ(t)×{t}. Обозначим также че-
рез Ω±ρ,T те области, на которые поверхность Γρ,T разбивает область
ΩT . Мы предполагаем (и докажем это ниже), что неизвестная поверх-
ность ST = Γρ,T с некоторой неизвестной функцией ρ.
Пусть функция χ(λ) ∈ C∞ такова, что χ(0) = 1, 0 ≤ χ(λ) ≤ 1,
χ(λ) ≡ 0 при |λ| ≥ λ0, |χ
′| ≤ 2/λ0, где λ0 — число из соотношения
(1.17). Пусть, далее, ρ(ω, t) — функция класса S2+α(ΓT ), такая, что
|ρ| ≤ λ0/4. Определим отображение (x, t)→ (y, τ) области ΩT на саму
себя по формуле
eρ :

y =

xΓ(ω(x)) +
−→n (ω(x))(λ(x) + χ(λ(x))ρ(ω(x), t))
= x+−→n (ω(x))χ(λ(x))ρ(ω, t), x ∈ N ,
x, x /∈ N ,
τ = t.
(1.18)
Таким образом, в окрестности N , в которой отображение eρ только и
отличается от тождественного, пространственные координаты (ω, λ)
точек y = y(x, t) и x связаны соотношениями
ω(y) = ω(x), λ(y) = λ(x) + χ(λ(x))ρ(ω(x), t).
Легко видеть, что отображение eρ взаимно однозначно переводит
области Ω±T на области Ω
±
ρ,T , причем, так как ρ(ω, 0) ≡ 0, eρ(x, 0) ≡
(x, 0). Функции u± после замены переменных будем для простоты
обозначать тем же символом, то есть
u±(x, t) ≡ u±(y, τ) ◦ eρ(x, t),
причем u±(x, t) определены уже в известных фиксированных обла-
стях Ω±T .
Совершая в задаче (1.1)–(1.6) замену переменных (y, τ) = eρ(x, t),
приходим к следующей эквивалентной формулировке задачи, но уже
в фиксированных областях
Lρu
± ≡ ∇2ρu
±(x, t) = f±(u±), (x, t) ∈ Ω±T , (1.19)
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u+(x, t)− u−(x, t) = 0, (x, t) ∈ ΓT , (1.20)
ρt(ω, t) + a
±S(ω, ρ,∇ωρ)
∂u±
∂−→n
+ a±
N∑
i=1
Si(ω, ρ,∇ωρ)
∂u±
∂ωi
= 0,
(x, t) ∈ ΓT , (1.21)
u±(x, t) = g±(x, t), (x, t) ∈ Γ±T , (1.22)
u±(x, 0) = u±0 (x), x ∈ Ω
±, (1.23)
где ∇ρ = Jρ∇, а Jρ — матрица, обратная и сопряженная к матри-
це Якоби ∂y/∂x. Здесь также S(ω, ρ,∇ωρ), Si(ω, ρ,∇ωρ) — гладкие
функции своих аргументов, причем
S(ω, 0, 0) ≡ 1,
∂S
∂ρωi
(ω, 0, 0) ≡ 0, (1.24)
а также
Si(ω, 0, 0) ≡ 0, i = 1, 2, . . . , N. (1.25)
Поясним кратко получение соотношений (1.21) и свойства (1.24),
(1.25). Пусть в переменных (y, τ) в окрестности ΓT
Φρ(y, τ) ≡ λ(y)− ρ(ω(y), τ), (1.26)
где λ(y), ω(y) — (ω, λ) координаты точки y в окрестности поверхности
Γ. Отметим, что вектор ∇(y,τ)Φρ направлен в сторону области Ω
+
ρ,T .
Таким образом, фигурирующая в условии (1.3) нормаль
−→
N равна
−→
N = ∇(y,τ)Φρ/|∇(y,τ)Φρ|. (1.27)
Таким образом, условию (1.3) можно придать вид
a±(∇yΦρ,∇yu
±) = m
∂Φρ
∂τ
= −mρτ (ω(y), τ). (1.28)
Перейдем в соотношении (1.28) к переменным (x, t) в соответствии
с заменой (x, t) = eρ(x, t), учитывая при этом, что Φρ(x, t) ≡ λ(x)
в переменных (x, t) в окрестности Γ, так как ω(y) = ω(x) и λ(y) =
λ(x) + ρ(ω(x), t). Таким образом, соотношение (1.28) примет вид
a±(Jρ∇xλ(x), Jρ∇xu
±) = −mρt(ω(x), t), (1.29)
или
a±(J∗ρJρ∇xλ(x),∇xu
±) +mρt(ω(x), t) = 0. (1.30)
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Пусть еще ∇x = R∇(ω,λ), где R — ортогональная матрица Якоби
перехода между координатами x→ (ω, λ) в окрестности Γ. Тогда, так
как ∇xλ(x) =
−→n (ω(x)), соотношение (1.30) можно записать в виде
a±(R∗J∗ρJρR
−→n ,∇(ω,λ)u
±) + ρt(ω, t) = 0, (1.31)
то есть, ввиду гладкости поверхности Γ, и, соответственно, гладкости
замены x→ (ω, λ), соотношение (1.31) представляет собой соотноше-
ние вида (1.21) с некоторыми гладкими функциями S и Si, так как
∂u±
∂λ
=
∂u±
∂−→n
.
При этом при ρ = 0, ρωi = 0 матрица Jρ ≡ I, то есть соотношение
(1.31) принимает вид (так как R∗R = R−1R = I )
a±
∂u±
∂−→n
+ ρt(ω, t) = 0, (1.32)
откуда следуют свойства (1.24), (1.25).
Сформулируем теперь основной результат.
Теорема 1.1. Пусть выполнены условия (1.12)–(1.15), (1.16). Тогда
существует T > 0 такое, что задача (1.19)–(1.23) (а тем самым
и задача (1.1)–(1.6)) имеет единственное гладкое решение при t ∈
[0, T ], причем
|u±|
E2+α(Ω±T )
+ |ρ|P 2+α(ΓT ) ≤ C(u
±
0 , g
±,Γ,Γ±). (1.33)
Последующие параграфы статьи посвящены доказательству тео-
ремы 1.1.
2. Линеаризация задачи (1.19)–(1.23)
Для доказательства теоремы 1.1 применим метод работ [6,15], ко-
торый, по существу, представляет собой разновидность метода Нью-
тона для решения нелинейных уравнений.
Построим сначала “начальное приближение” к решению нелиней-
ной задачи (1.19)–(1.23). Обозначим через σ(ω, t) такую функцию
класса H4+α,
4+α
2 (ΓT ), что
σ(ω, 0) = ρ(ω, 0) = 0,
∂σ
∂t
(ω, 0) = ρt(ω, 0) ≡ ρ
(1)(ω) = a±
∂u±0
∂−→n
. (2.1)
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Продолжим, далее, функции u±0 через поверхность Γ на всю об-
ласть Ω и построим такие функции w±(x, t) ∈ H4+α,
4+α
2 (ΩT ), что
w±(x, 0) = u±0 (x), x ∈ Ω, (2.2)
∂w±
∂t
(x, 0)|Γ = −
∂u±0
∂−→n
(x)|Γρt(ω(x), 0) = −
∂u±0
∂−→n
(x)|Γρ
(1)(ω(x)). (2.3)
Способ построения таких функций описан в [16]. Отметим, что усло-
вие (2.3) приводит к тому, что для сложных функций w± ◦ eσ выпол-
нено соотношение
∂(w± ◦ eσ)
∂t
(x, 0)|Γ =
∂w±
∂t
(x, 0) +
∂w±
∂−→n
(x, 0)|Γσt(ω, 0) = 0, (2.4)
что потребуется нам в дальнейшем и приводит к тому, что в соотно-
шении, например, (2.8) ниже ∂F3/∂t(x, 0) = 0. (Отметим также, что
вместо условий (2.3) можно было бы потребовать выполнение одного
условия
∂w+
∂t
(x, 0)|Γ −
∂w−
∂t
(x, 0)|Γ = −
(∂u+0
∂−→n
(x)|Γ −
∂u−0
∂−→n
(x)|Γ
)
ρ(1),
что также приводит к нужному результату.)
Заметим теперь, что главной линейной частью отображения δ ∈
P 2+α(ΓT )→ w
± ◦ eσ+δ ∈ P
2+α(ΩT ) является
lim
ε→0
w± ◦ eσ+εδ − w
± ◦ eσ
ε
=
(∂w±
∂λ
◦ eσ
)
χ(λ(x))δ(ω(x), t) ≡ b±(x, t)δ,
и обозначим
δ(ω, t) = ρ(ω, t)− σ(ω, t), v±(x, t) = u±(x, t)− w± ◦ eσ − b
±δ. (2.5)
Учитывая, что для любой функции f(x, t) выполнено
(L0f) ◦ eρ = Lρ(f ◦ eρ), (2.6)
представим соотношения (1.19)–(1.23) в виде
△v±(x, t)− (f±)′(w± ◦ eσ)v
±
= {(L±0 − L
±
σ )v
±(x, t) + [f±(w± ◦ eσ + v
± + b±δ)
− (f±)′(w± ◦ eσ)(v + b
±δ)− f±(w± ◦ eσ)]
+ (f±)′(w± ◦ eσ)b
±δ + [f±(w± ◦ eσ)− (L
±
0 w
±) ◦ eσ+δ]}
+
{
L±σ
(
w± ◦ eσ+δ − w
± ◦ eσ −
(∂w±
∂λ
◦ eσ
)
χ(λ)δ
)
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− (L±σ+δ − L
±
σ )
(
v± +
(∂w±
∂λ
◦ eσ
)
χδ
)
+ (L±σ+δ − L
±
σ )(w
± ◦ eσ+δ − w
± ◦ eσ)
}
≡ F±1 (x, t; v
±, δ) + F±2 (x, t; v
±, δ), (x, t) ∈ Ω±T , (2.7)
v+−v−+
(∂w+
∂−→n
−
∂w−
∂−→n
)
◦eσδ = w
+◦eσ−w
−◦eσ ≡ F3(x, t), (x, t) ∈ ΓT ,
(2.8)
δt + a
±∂v
±
∂−→n
+
N−1∑
i=1
(
a±
∂Si
∂ρωi
(ω, σ,∇ωσ)
∂w± ◦ eσ
∂ωi
)
δωi
=
{
a±[1− S(ω, σ,∇ωσ)]
∂v±
∂−→n
−
[
σt + a
±S(ω, σ,∇ωσ)
∂w± ◦ eσ
∂−→n
+
N−1∑
i=1
a±Si(ω, σ,∇ωσ)
∂w± ◦ eσ
∂ωi
]
− S(ω, σ + δ,∇ωσ +∇ωδ)
∂2w±
∂−→n 2
δ −
N−1∑
i=1
a±Si(ω, σ,∇ωσ)
∂v±
∂ωi
− a±
N−1∑
i=1
a±Si(ω, σ,∇ωσ)
∂2w±
∂−→n ∂ωi
δ
}
+
{
−a±[S(ω, σ+ δ,∇ωσ+∇ωδ)−S(ω, σ,∇ωσ)]
[∂v±
∂−→n
+
∂2w± ◦ eσ
∂−→n 2
δ−
]
− a±
N−1∑
i=1
[
Si(ω, σ + δ,∇ωσ +∇ωδ)
−
N−1∑
j=1
∂Si
∂ρωj
(ω, σ,∇ωσ)δωj − Si(ω, σ,∇ωσ)
]
×
(∂v±
∂ωi
+
∂w± ◦ eσ
∂ωi
+
∂2w± ◦ eσ
∂−→n ∂ωi
δ
)
−
N−1∑
i,j=1
∂Si
∂ρωj
(ω, σ,∇ωσ)δωj
(∂v±
∂ωi
+
∂2w± ◦ eσ
∂−→n ∂ωi
δ
)}
≡ F±4 (x, t, v
±, δ) + F±5 (x, t, v
±, δ), (2.9)
v±(x, t) = g±(x, t)− w± ◦ eσ ≡ F
±
6 (x, t), (x, t) ∈ Γ
±
T , (2.10)
v±(x, 0) = 0, x ∈ Ω±, δ(ω, 0) = 0, (2.11)
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где мы учли, что χ(λ) ≡ 1 в окрестности Γ и отображения eρ и eσ яв-
ляются тождественными отображениями вне некоторой окрестности
Γ. Более того, дополнительно к (2.11) из самого способа построения
функций w± и σ следует, что на самом деле мы ищем функции v± и
δ, такие, что
v± ∈ E˙2+α(Ω±T ), δ ∈ P˙
2+α(ΓT ),
где точка над обозначением пространства означает подпространство,
состоящее из функций, обращающихся в нуль при t = 0 вместе со все-
ми допускаемыми классом производными по t. Принципиально важно
то обстоятельство, что для таких классов с точкой имеют место со-
отношения, аналогичные классам H˙ l,l/2, а именно, если u, v ∈ H˙ l,l/2,
то
|u|Hl′,l′/2(ΩT ) ≤ CT
l−l′
2 |u|Hl,l/2(ΩT ) ,
|u|Sl′ (ΩT ) ≤ CT
l−l′
2 |u|Sl(ΩT ) ,
l′ < l,
|u|E2+α′ (ΩT ) ≤ CT
α−α′
2 |u|E2+α(ΩT ) ,
|u|P 2+α′ (ΩT ) ≤ CT
α−α′
2 |u|P 2+α(ΩT )
α′ < α,
|uv|Hl,l/2(ΩT ) ≤ CT
l−[l]
2 |u|Hl,l/2(ΩT ) |v|Hl,l/2(ΩT ) . (2.12)
Нетрудно видеть, что правые части F1−F6 соотношений (2.7)–(2.11)
также обращаются в 0 при t = 0 и, таким образом, принадлежат
классам с точкой.
Смысл соотношений (2.7)–(2.11) состоит в том, что в нелинейных
соотношениях (1.19)–(1.23) выделена их главная линейная по v± и
δ часть, а все “свободные члены” (обладающие повышенной гладко-
стью) и “квадратичные” слагаемые отнесены в правую часть. Ввиду
этого, используя непосредственно определение функций Fi в правых
частях (2.7)–(2.11) и рассматривая каждое слагаемое отдельно в их
определении, нетрудно проверить, что справедливо следующее утвер-
ждение. Обозначим
H = E˙2+α(Ω+T )× E˙
2+α(Ω−T )× P˙
2+α(ΓT ), ψ = (v
+, v−, δ) ∈ H,
‖ψ‖ = |v+|
E2+α(Ω+T )
+ |v−|
E2+α(Ω−T )
+ |δ|P 2+α(ΓT ) (2.13)
и будем рассматривать функции Fi как функции от ψ.
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Лемма 2.1. Пусть ψ, ψ1, ψ2 ∈ H. Тогда∣∣F±1 (x, t;ψ)∣∣Eα(Ω±T ) ≤ C(1 + ‖ψ‖)Tα/2, (2.14)∣∣F±1 (x, t;ψ2)− F±1 (x, t;ψ1)∣∣Eα(Ω±T )C(‖ψi‖)Tα/2 ‖ψ2 − ψ1‖ , (2.15)∣∣F±2 (x, t;ψ)∣∣Eα(Ω±T ) ≤ C(‖ψ‖) ‖ψ‖2 , (2.16)∣∣F±2 (x, t;ψ2)− F±2 (x, t;ψ1)∣∣Eα(Ω±T ) ≤ C(‖ψi‖)(‖ψ1‖+ ‖ψ2‖) ‖ψ2 − ψ1‖ ,
(2.17)∣∣F±3 (x, t)∣∣E2+α(Γ±T ) ≤ CTα/2, (2.18)∣∣F±4 (x, t)∣∣E1+α(ΓT ) ≤ CTα/2, (2.19)∣∣F±4 (x, t;ψ2)− F±4 (x, t;ψ1)∣∣E1+α(ΓT ) ≤ CTα/2 ‖ψ2 − ψ1‖ , (2.20)∣∣F±5 (x, t;ψ)∣∣E1+α(ΓT ) ≤ C(‖ψ‖) ‖ψ‖2 , (2.21)∣∣F±5 (x, t;ψ2)− F±5 (x, t;ψ1)∣∣E1+α(ΓT ) ≤ C(‖ψi‖)(‖ψ1‖+‖ψ2‖) ‖ψ2 − ψ1‖ ,
(2.22)∣∣F±6 (x, t)∣∣E2+α(ΓT ) ≤ CTα/2, (2.23)
где константы C(‖ψi‖) остаются ограниченными при ограниченных
‖ψi‖.
Отметим, что при проверке неравенств (2.14)–(2.23) необходимо
учитывать также соотношения (1.24), (1.25).
3. Модельная задача,
соответствующая задаче (2.7)–(2.11)
В данном параграфе мы рассмотрим простейшую задачу, отража-
ющую существо линейной задачи, задаваемой левыми частями соо-
тношений (2.7)–(2.11). Такая задача получается из задачи (2.7)–(2.11)
замораживанием коэффициентов в левых частях (2.7)–(2.11) в ка-
кой либо-точке на границе Γ при t = 0 и локальным распрямлением
поверхности Γ. Кроме того, в граничные условия, соответствующие
условиям на свободной границе, добавлено регуляризующее слагае-
мое с малым множителем ε > 0 в том виде, как это сделано в [7–9].
Пусть RN± = {x ∈ R
N : ±xN ≥ 0}, R
N
±,T = R
N
± × [0, T ], x
′ =
(x1, x2, . . . , xN−1). Рассмотрим задачу нахождения неизвестных фун-
кций u±(x, t), заданных на RN±,∞ = R
N
±×[0,∞), соответственно, и неи-
звестной функции ρ(x′, t), заданной на RN−1∞ = (R
N × [0,∞))∩{xN =
0} по условиям
−△u± = f±1 (x, t) = f
±
1 (x, t), (x, t) ∈ R
N
±,∞, (3.1)
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u+(x, t)− u−(x, t) +Aρ(x′, t) = f2(x
′, t), xN = 0, t ≥ 0, (3.2)
ρt(x
′, t)− ε△x′ρ+ a
± ∂u
±
∂xN
+
N−1∑
i=1
h±i ρxi = f
±
3 (x
′, t), xN = 0, t ≥ 0,
(3.3)
u±(x, 0) = 0, x ∈ RN± , ρ(x
′, 0) = 0. (3.4)
Здесь f±1 , f2, f
±
3 — финитные функции, причем
f±1 ∈ E˙
α(RN±,∞), f2 ∈ E˙
2+α(RN−1∞ ), f
±
3 ∈ E˙
1+α(RN−1∞ ), (3.5)
ε > 0 — малая фиксированная положительная постоянная, A, a±,
h±i — заданные положительные постоянные.
Справедливо следующее утверждение.
Теорема 3.1. Пусть ε ∈ (0, 1] и выполнении условия (3.5). Тогда для
любого финитного решения (u+, u−, ρ) задачи (3.1)–(3.4) справедливы
оценки
|u+|E2+α(RN+,T )
+ |u−|E2+α(RN
−,T )
+ |ρ|P 2+α(RN−1T )
+ ε|ρ|P 3+α(RN−1T )
≤ C
(
|f+1 |Eα(RN+,T )
+ |f−1 |Eα(RN
−,T )
+ |f2|E2+α(RN−1T )
+ |f−3 |E1+α(RN−1T )
+ |f+3 |E1+α(RN−1T )
)
, (3.6)
причем константа C в (3.6) не зависит от ε.
Последующее содержание данного параграфа статьи посвящено
доказательству теоремы 3.1. При этом, так как все рассматриваемые
функции принадлежат классам с точкой (то есть обращаются в ноль
при t = 0 вместе со всеми своими производными), мы будем считать
все функции продолженными тождественным нулем в область t < 0.
Доказательству теоремы 3.1 предпошлем следующую лемму. Рас-
смотрим следующую краевую задачу в полупространстве RN+,T с па-
раметром ε > 0,
−∆u = f(z, t), (z, t) ∈ RN+,T , (3.7)
∂u
∂zN
(z′, 0, t) = F (z′, t), (z′, t) ∈ RN−1T , (3.8)
u(z, 0) = 0, u(z, t) ∈ E˙2+α(RN+,T ); (3.9)
где f ∈ E˙α(RN+,T ), F ∈ E˙
1+α(RN−1T ), причем f и F либо финитны по
z, либо достаточно быстро убывают на бесконечности.
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Лемма 3.1. Задача (3.7)–(3.9) имеет единственное гладкое реше-
ние, ограниченное на бесконечности, для которого справедлива оцен-
ка
|u|
E2+α(RN+,T )
≤ C(|f |
Eα(RN+,T )
+ |F |
E1+α(RN−1T )
). (3.10)
Доказательство. Мы не приводим подробного доказательства этой
леммы, так как в случае, когда вместо пространств Ek+α использую-
тся пространства Hk+α, доказательство этой леммы хорошо известно
и состоит в известных оценках потенциала простого слоя (см., напри-
мер, [19] и имеющиеся там ссылки). Для того же, чтобы получить
утверждение леммы для пространств Ek+α, достаточно заметить, что
функция
uh(x, t) =
u(x, t)− u(x, t− h)
hα
, h ∈ (0, 1),
удовлетворяет задаче (3.7)–(3.9) с заменой соответствующих фун-
кций в правой части уравнения и в граничном условии на функции
fh(x, t) =
f(x, t)− f(x, t− h)
hα
, Fh(x, t) =
F (x, t)− F (x, t− h)
hα
.
При этом, в силу предположений о данных задачи, fh ∈ H
α(RN+,T ),
Fh ∈ H
1+α(RN−1T ) равномерно по t и h. Поэтому
sup
h
max
t
|uh|
(2+α) ≤ sup
h
max
t
C(|fh|
(α) + |Fh|
(1+α))
≤ C(|f |
Eα(RN+,T )
+ |F |
E1+α(RN−1T )
),
откуда, ввиду определения пространств Ek+α, следует утверждение
леммы.
Аналогичное утверждение справедливо и для задачи (3.7)–(3.9) с
заменой условия Неймана (3.8) на условие Дирихле
u(z′, 0, t) = F (z′, t), (z′, t) ∈ RN−1T . (3.11)
Лемма 3.2. Пусть в (3.11) F ∈ E˙2+α(RN−1T ), причем F либо фини-
тна по z, либо достаточно быстро убывает на бесконечности. Тогда
задача (3.7), (3.11) (3.9) имеет единственное гладкое решение, огра-
ниченное на бесконечности, для которого справедлива оценка
|u|
E2+α(RN+,T )
≤ C(|f |
Eα(RN+,T )
+ |F |
E2+α(RN−1T )
). (3.12)
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Доказательство этой леммы идентично доказательству предыду-
щей.
Леммы 3.1 и 3.2 позволяют не ограничивая общности считать в
задаче (3.1)–(3.4) f±1 ≡ 0, f2 ≡ 0 f
+
3 ≡ 0, так что отличной от нуля
являются только функции f−3 .
Применим к задаче (3.1)–(3.4) преобразование Лапласа по пере-
менной t и преобразование Фурье по переменным x′, обозначая такое
преобразование от функции f(x′, t) через f˜(ξ, p), то есть
f˜(ξ, p) = C
∞∫
0
e−pt dt
∫
RN−1
e−ix
′ξf(x, t) dx. (3.13)
В результате задача (3.1)–(3.4) сведется к краевой задаче для обыкно-
венных дифференциальных уравнений и примет вид (мы обозначаем
h± = (h±1 , h
±
2 , . . . , h
±
N−1))
d2u˜±
dx2N
− ξ2u˜± = 0, xN > 0 (xN < 0), (3.14)
u˜+ − u˜− +Aρ˜ = 0, xN = 0, (3.15)
ρ˜(p+ εξ2 − ih+ξ) + a+
du˜+
dxN
= 0, xN = 0, (3.16)
ρ˜(p+ εξ2 − ih−ξ) + a−
du˜−
dxN
= f˜−3 , xN = 0, (3.17)
причем дополнительным условием к соотношениям (3.14)–(3.17) яв-
ляется условие ограниченности на бесконечности, то есть
|u˜±| ≤ C, xN → ±∞. (3.18)
Из уравнения (3.14) с учетом условия (3.18) следует, что
u˜+(ξ, p, xN ) = g˜
+(ξ, p)e−xN |ξ|, (3.19)
u˜−(ξ, p, xN ) = g˜
−(ξ, p)exN |ξ|, (3.20)
где g˜±(ξ, p) = u˜±|xN=0 — некоторые функции.
Подставляя эти выражения в (3.16) и (3.17), находим, что
ρ˜(p+ εξ2 − ih+ξ)− a+g˜+|ξ| = 0, (3.21)
ρ˜(p+ εξ2 − ih−ξ) + a−g˜−|ξ| = f˜−3 , (3.22)
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Деля соотношение (3.21) на a+, а соотношение (3.22) — на a−, и скла-
дывая эти равенства, с учетом соотношения (3.15), получаем
ρ˜
[( 1
a+
+
1
a−
)
p− i
(h+
a+
+
h−
a−
)
ξ + ε
( 1
a+
+
1
a−
)
ξ2 +A|ξ|
]
= f˜−3 /a
−
или
ρ˜ =
f˜
p− iHξ + εξ2 +B|ξ|
, (3.23)
где
f˜ = f˜−3 /
[
a−
( 1
a+
+
1
a−
)]
, H =
(h+
a+
+
h−
a−
)
/
( 1
a+
+
1
a−
)
,
B = A/
( 1
a+
+
1
a−
)
,
причем, очевидно,
|f |E1+α(RN−1T )
= C|f−3 |E1+α(RN−1T )
. (3.24)
Таким образом (3.23) дает выражение для неизвестной функции
ρ˜ в терминах преобразования Фурье–Лапласа.
Заметим, что при Re(p) > 0 выражение в знаменателе в (3.23)
не обращается в нуль. Совершая в (3.23) обратное преобразование
Лапласа–Фурье, получаем
ρ(x′, t) =
t∫
0
∫
RN−1
Kε(x
′ − ξ, t− τ)f(ξ, τ) dξ dτ, (3.25)
где Kε(x, t) — обратное преобразование Лапласа–Фурье от функции
(p− iHξ + εξ2 +B|ξ|)−1, то есть (a > 0)
Kε(x
′, t) = C
∫
RN−1
eix
′ξ dξ
a+i∞∫
a−i∞
dp
p− iHξ + εξ2 +B|ξ|
. (3.26)
Обратное преобразование Лапласа от функции (p − iHξ + εξ2 +
B|ξ|)−1, как нетрудно вычислить, равно
K̂ε(ξ, t) = e
iHξt−εξ2t−B|ξ|t, (3.27)
где символом v̂ мы будем обозначать преобразование Фурье от фун-
кции v. Таким образом,
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ρ(x′, t) = C
t∫
0
dτ
∫
RN−1
eix
′ξeiHξτe−εξ
2τe−B|ξ|τ f̂(ξ, t− τ) dξ
= C
t∫
0
dτ
∫
RN−1
ei(x
′+Hτ)ξe−εξ
2τe−B|ξ|τ f̂(ξ, t− τ) dξ
=
t∫
0
dτ
∫
RN−1
Kε(y, τ)f(x
′ +Hτ − y, t− τ) dy, (3.28)
где
Kε(x
′, t) = C
∫
RN−1
eix
′ξe−εξ
2te−B|ξ|t dξ — (3.29)
обратное преобразование Фурье от функции e−εξ
2te−B|ξ|t.
Ввиду хорошо известных свойств преобразования Фурье
Kε(x
′, t) =
∫
RN−1
Γε(x
′ − y, t)G(y, t) dy = Γε ∗x G, (3.30)
где, как известно,
Γε(x
′, t) = C(εt)−
N−1
2 e−
(x′)2
4εt — (3.31)
обратное преобразование Фурье от функции e−εξ
2t (являющееся фун-
даментальным решением уравнения теплопроводности с коэффици-
ентом ε), а G(x′, t) — обратное преобразование Фурье от функции
e−B|ξ|t.
Функцию G(x′, t) можно выразить явно. Проще всего заметить
для этого, что решение V (z) задачи Дирихле для уравнения Лапласа
в полупространстве {zN ≥ 0} ⊂ R
N может быть выражено в виде
(соответствующая функция Грина, как известно, легко строится ме-
тодом отражения)
V (z) = C
∫
RN−1
zN
[(z′ − η)2 + z2N ]
N
2
ϕ(η) dη, (3.32)
где ϕ(z′) = V (z′, 0), z′ = (z1, . . . , zN−1). С другой стороны, такая за-
дача Дирихле в полупространстве может быть решена методом пре-
образования Фурье по переменным z′, что, как нетрудно проверить,
дает
V̂ (ξ, zN ) = Cϕ̂(ξ)e
−zN |ξ|. (3.33)
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Сравнивая (3.33) и (3.32) заключаем, что обратное преобразование
Фурье от функции e−zN |ξ| равно CzN/(z
′2 + z2N )
N/2, то есть, заменяя
zN на Bt,
G(x′, t) = C
∫
RN−1
eix
′ξe−B|ξ|t dξ = C
t
(x′2 +B2t2)
N
2
, x′ ∈ RN−1.
(3.34)
Ввиду известных свойств функции Γε(x
′, t) и явного вида G(x′, t)
в (3.34), можно проверить, что ядро Kε(x
′, t) обладает свойствами
(аналогичными Γε(x
′, t)):∫
RN−1
DrxD
s
tKε(y, t) dy =
{
1, |r|+ s = 0,
0, |r|+ s > 0.
(3.35)
Кроме того, при любом ε ∈ (0, 1] производные ядраKε(x
′, t) обладают
свойствами, наследующими свойства ядра G(x′, t) в (3.34). А именно,
справедлива следующая лемма.
Лемма 3.3. Для функции Kε(x
′, t) и ее производных по x выполнены
оценки
|DrxKε(x
′, t)| ≤ C(x′2 + t2)−
N−1
2
−|r|, |r| = 0, 1, 2, (3.36)
где константа C не зависит от ε.
Доказательство. Из представления (3.34) легко видно, что для фун-
кции G(x′, t) справедливы оценки
|DrxG(x
′, t)| ≤ Ct((x′)2 + t2)−
N
2
−|r| ≤ C((x′)2 + t2)−
N−1
2
−|r|,
|r| = 0, 1, 2. (3.37)
Рассмотрим для простоты только случай |r| = 1 так как осталь-
ные случаи рассматриваются вполне аналогично. Пусть i = 1, N − 1.
Тогда
Kεxi(x
′, t) =
∫
RN−1
Γε(y, t)Gxi(x
′ − y, t) dy
=
∫
|x′−y|≥|x′|/2
Γε(y, t)Gxi(x
′ − y, t) dy
+
∫
|x′−y|<|x′|/2
Γε(y, t)Gxi(x
′ − y, t) dy
≡ A1 +A2. (3.38)
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На множестве |x′− y| ≥ |x′|/2 для функции Gxi(x
′− y, t) ввиду (3.34)
справедлива оценка
|Gxi(x
′ − y, t)| ≤ C(x
′2 + t2)−
N
2 .
Поэтому
|A1| ≤ (x
′2 + t2)−
N
2
∫
RN−1
Γε(y, t) dy = (x
′2 + t2)−
N
2 . (3.39)
Переходя к оценке A2 заметим, что на множестве |x
′ − y| < |x′|/2
величины |y| и |x′| эквивалентны, и поэтому на этом множестве с
некоторым γ > 0 выполнено
e−
y2
4εt ≤ e−γ
x
′2
εt . (3.40)
Далее, рассмотрим два случая. Пусть сначала t ≥ |x′|. Тогда, оцени-
вая |Gxi | ≤ Ct
−N , имеем
|A2| ≤ C(εt)
−N−1
2 e−γ
x
′2
εt mes{|x′ − y| < |x′|/2}t−N
= C
(x′2
εt
)N−1
2
e−γ
x
′2
εt t−N ≤ Ct−N ≤ C(x
′2 + t2)−
N
2 , (3.41)
так как t ≥ |x′|.
Если же t < |x′|, то, применяя интегрирование по частям, пред-
ставим A2 следующим образом:
A2 = −
∫
|x′−y|<|x′|/2
Γε(y, t)Gyi(x
′ − y, t) dy
= −
∫
|y−x′|= 1
2
|x′|
Γε(y, t)G(x
′ − y, t) dSy
+
∫
|y−x′|< 1
2
|x′|
Γεyi(y, t)G(x
′ − y, t) ≡ I1 + I2.
Для I1, так как |x
′ − y| = |x′|/2, в силу (3.37) и (3.40) имеем
|I1| ≤ C(εt)
−N−1
2 e−γ
x′2
εt
∣∣x′∣∣N−2 (x′2 + t2)−N−12
≤ C
∣∣x′∣∣−1 (x′2 + t2)−N−12 ≤ C(x′2 + t2)−N2 , (3.42)
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так как t ≤ |x′|.
Аналогично для I2, ввиду свойств функции Γεyi и (3.40) имеем
|I2| ≤ C(εt)
−N
2 e−γ
x′2
εt
∫
|y−x′|< 1
2
|x′|
t dy[
(x′ − y)2 + t2
]N
2
.
Совершая в последнем интеграле замену x′ − y = tz, dy = tN−1dz,
имеем
|I2| ≤ C(εt)
−N
2 e−γ
x′2
εt tN t−N
∫
RN−1
t dy
(z2 + 1)
N
2
≤ C
(x′2
εt
)N
e−γ
x′2
εt
∣∣x′∣∣−N ≤ C ∣∣x′∣∣−N ≤ C(x′2 + t2)−N2 . (3.43)
Таким образом, из оценок (3.43), (3.42), (3.41) и (3.39) следует
оценка (3.36) леммы для случая |r| = 1.
Остальные оценки доказываются аналогично.
В силу свойств (3.35) и (3.36) полностью аналогично тому, как это
сделано в [19, гл. III], получается оценка гладкости потенциала (3.28)
по переменной x′:
max
t
|ρ(·, t)|
(2+α)
R
N−1
T
≤ Cmax
t
|f |
(1+α)
R
N−1
T
. (3.44)
Заметим теперь, что аналогично тому, как это делалось выше при
доказательстве леммы 3.1, рассмотрим функции
ρh =
ρ(x′, t)− ρ(x′, t− h)
hα
, u±h =
u±(x′, t)− u±(x′, t− h)
hα
.
Эти функции удовлетворяют той же задаче (3.1)–(3.4) с соответству-
ющими правыми частями. Поэтому, полностью повторяя все пре-
дыдущие рассуждения, видим, что функция ρh(x
′, t) является потен-
циалом (3.28) с плотностью
fh =
f(x′, t)− f(x′, t− h)
hα
вместо f . Таким образом, из (3.44) следует, что
|ρ|E2+α(RN−1T )
≤ C sup
t,h
|fh|
(1+α)
RN−1 ≤ C|f |E1+α(RN−1T )
. (3.45)
Представим теперь соотношение (3.23) в виде
ρt − ε△x′ρ−B△x′(Λρ) +
N∑
i=1
Hiρxi = f(x
′, t)
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или
ρt − ε△x′ρ = F (x
′, t) ≡ f +B△x′(Λρ)−
N∑
i=1
Hiρxi , (3.46)
где Λρ оператор с символом |ξ|−1, то есть Λ : ρ˜→ ρ˜/|ξ|. Как хорошо
известно (см., например, [20])
Λρ(x′, t) = C
∫
RN−1
ρ(y, t)
|x′ − y|N−2
dy,
причем, аналогично стандартным пространствам Гельдера по x′,
|Λρ|Ek+α(RN−1T )
≤ C|ρ|Ek−1+α(RN−1T )
, k = 1, 2, 3. (3.47)
Таким образом, из (3.47), (3.46) и (3.45) следует, что
|F |E1+α(RN−1T )
≤ C(|ρ|E2+α(RN−1T )
+ |f |E1+α(RN−1T )
) ≤ C|f |E1+α(RN−1T )
.
(3.48)
Учитывая, что f(x′, 0) = 0 и ρ(x′, 0) = ρt(x
′, 0) = 0, из уравнения
(3.46) полностью аналогично [16, гл. IV], получаем, что
ε
〈
D3xρ
〉(α)
x,RN−1T
≤ C 〈DxF 〉
(α)
x,RN−1T
, (3.49)
а также, рассматривая функцию ρh = (ρ(x
′, t)− ρ(x′, t− h))/hα,
ε
[
D3xρ
](α)
x,t,RN−1T
≤ C [DxF ]
(α)
x,t,RN−1T
. (3.50)
А тогда из уравнения (3.46) следует, что
〈Dxρt〉
(α)
x,RN−1T
+ [Dxρt]
(α)
x,t,RN−1T
≤ C
(
〈DxF 〉
(α)
x,RN−1T
+ [DxF ]
(α)
x,t,RN−1T
)
.
(3.51)
В силу финитности функции ρ(x′, t) из соотношений (3.49)–(3.51)
с учетом (3.48) следует, что
|ρ|E2+α(RN−1T )
+ ε |ρ|E3+α(RN−1T )
+ |ρt|E1+α(RN−1T )
≤ C |f |E1+α(RN−1T )
,
(3.52)
где константа C не зависит от ε, то есть
|ρ|P 2+α(RN−1T )
+ ε |ρ|P 3+α(RN−1T )
≤ C |f |E1+α(RN−1T )
, (3.53)
что дает нужную оценку для функции ρ(x′, t).
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Теперь, когда оценка функции ρ(x′, t) получена, мы можем рас-
смотреть функции u±(x, t) как решения задач Неймана в соответ-
ствующих областях с условием
a±
∂u±
∂xN
∣∣∣
xN=0
= F±1 = f
±
3 − ρt + ε∆x′ρ− h
±∇ρ, (3.54)
причем F±1 финитны и, в силу (3.53),∣∣F±1 ∣∣E1+α(RN−1T ) ≤ C |f |E1+α(RN−1T ) . (3.55)
Но тогда из леммы 3.1 следует, что∣∣u±∣∣
E1+α(RN−1T )
≤ C |f |E1+α(RN−1T )
. (3.56)
Оценка (3.56) вместе с оценкой (3.53) завершают доказательство
теоремы 3.1. 
4. Линейная задача в области ΩT
В этом параграфе мы докажем разрешимость линейной задачи,
соответствующей задаче (2.7)–(2.11) с заданными правыми частями
из соответствующих классов. При этом мы регуляризуем граничное
условие на поверхности Γ так же, как это делалось в [7–9].
Рассмотрим задачу определения неизвестных функций u±(x, t),
определенных в областях Ω
±
T соответственно, и неизвестной функции
ρ(x, t), определенной на поверхности ΓT по условиям
−△u± + b±(x, t)u± = f±1 , (x, t) ∈ Ω
±
T , (4.1)
u+ − u− +A(x, t)ρ = f2, (x, t) ∈ ΓT , (4.2)
ρt − ε△Γρ+ a
±∂u
±
∂−→n
+
N−1∑
i=1
h±i (x, t)ρωi = f
±
3 , (x, t) ∈ ΓT , (4.3)
u±(x, 0) = 0, ρ(x, 0) = 0, (4.4)
u±(x, t) = f±4 , (x, t) ∈ Γ
±
T , (4.5)
где △Γ — оператор Лапласа на поверхности Γ (см., например, [7]),
a± = const > 0, b±(x, t) ∈ Eα(Ω
±
T ), A(x, t) ∈ E
2+α(ΓT ), h
±
i (x, t) ∈
E1+α(ΓT ) и выполнены условия ν ≤ A(x, t) ≤ C, b
±(x, t) ≥ ν > 0.
Правые части fi в соотношениях (4.1)–(4.5) предполагаются такими,
что конечны величины
M±T ≡ |f
±
1 |Eα(Ω±T )
+ |f2|E2+α(ΓT ) + |f
±
3 |E1+α(ΓT ) + |f
±
4 |E2+α(Γ±T )
<∞,
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MT ≡M
+
T +M
−
T , (4.6)
причем
f±1 (x, 0) = 0, f2(x, 0) = 0, f
±
3 (x, 0) = 0, f
±
4 (x, 0) = 0, (4.7)
то есть все функции fk принадлежат пространствам с точкой вверху.
Справедлива следующая теорема.
Теорема 4.1. При выполнении условий (4.6), (4.7) задача (4.1)–(4.5)
имеет единственное решение при любом ε > 0 из пространства
u± ∈ E˙2+α(Ω
±
T ), ρ ∈ P˙
3+α(ΓT ), причем справедлива оценка
|u+|
E2+α(Ω
+
T )
+ |u−|
E2+α(Ω
−
T )
+ |ρ|P 2+α(ΓT )+ε|ρ|P 3+α(ΓT ) ≤ CTMT , (4.8)
где константа CT в (4.8) не зависит от ε ∈ (0, 1].
При ε = 0 задача (4.1)–(4.5) имеет единственное решение из про-
странств u± ∈ E˙2+α(Ω
±
T ), ρ ∈ P˙
2+α(ΓT ), причем справедлива оценка
(4.8) с ε = 0.
Доказательство. Докажем сначала оценку (4.8), предполагая нали-
чие решения задачи (4.1)–(4.5) из соответствующего класса. Справе-
длива следующая лемма.
Лемма 4.1. При ε > 0 для любого решения задачи (4.1)–(4.5) из
класса u± ∈ E˙2+α(Ω
±
T ), ρ ∈ P˙
3+α(ΓT ) справедлива оценка (4.8).
Доказательство. С применением стандартной техники оценок Ша-
удера и опираясь на результаты параграфа 3 о свойствах модельных
задач, соответствующих точкам границы Γ, стандартным образом по-
лучается следующая априорная оценка решения задачи (4.1)–(4.5):
|u+|
E2+α(Ω
+
T )
+ |u−|
E2+α(Ω
−
T )
+ |ρ|P 2+α(ΓT ) + ε |ρ|P 2+α(ΓT )
≤ CMT + C
( 〈
u+
〉(α)
t,Ω+T
+
〈
u−
〉(α)
t,Ω−T
)
(4.9)
Отметим, что в то время, как |u±|
(0)
Ω±T
≤ CTα 〈u±〉
(α)
t,Ω±T
, константы Гель-
дера 〈u+〉
(α)
t,Ω+T
и 〈u−〉
(α)
t,Ω−T
по переменной t от функций u±(x, t) не могут
быть оценены путем интерполяции в пространстве E˙2+α(Ω
±
T ). Для
оценки этих констант Гельдера рассмотрим функции (h ∈ (0, 1))
u±h =
u±(x, t)− u±(x, t− h)
hα
.
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и оценим их максимум модуля
∣∣u±h ∣∣(0)Ω±T равномерно по h. Ввиду того,
что u±h ∈ H
2+α(Ω
±
), t ∈ [0, T ], причем пространство H2+α(Ω
±
) ком-
пактно вложено в пространство L∞(Ω
±
) ⊂ L2(Ω
±
), мы имеем для
любого δ > 0, t ∈ [0, T ], неравенство (см. [21, гл. I])∣∣u±h ∣∣(0)Ω± ≤ δ ∣∣u±h ∣∣(2+α)Ω± + Cδ ∥∥u±h ∥∥2,Ω± , (4.10)
где
∥∥u±h ∥∥2,Ω± — L2-норма функций u±h . Из (4.10) следует, что∣∣u±h ∣∣(0)Ω±T ≤ δ ∣∣u±∣∣E2+α(Ω±T ) + Cδ maxt∈[0,T ] ∥∥u±h ∥∥2,Ω± . (4.11)
Таким образом, нашей задачей является оценить величину
maxt∈[0,T ]
∥∥u±h ∥∥2,Ω± .
Не ограничивая общности, мы можем считать, что f±4 ≡ 0, так
как эти функции могут быть продолжены внутрь Ω
±
T с сохранением
класса, и затем мы можем рассмотреть новые неизвестные функции
v± = u± − f±4 , которые удовлетворяют такой же задаче с той же
оценкой правых частей. Итак, считая не ограничивая общности f±4 ≡
0, и вычитая соотношение (4.3) для знака “−” из того же соотношения
для знака “+”, приходим к задаче для функций u±h
−△ u±h + b
±u±h = F
±
1 ≡ f
±
1h − b
±
h u˜
±, (x, t) ∈ Ω±T , (4.12)
u+h − u
−
h = F2 ≡ −Aρh −Ahρ˜+ f2h, (x, t) ∈ ΓT , (4.13)
a+
∂u+h
∂−→n
− a−
∂u−h
∂−→n
= F3 ≡ f
+
3h − f
−
3h +
−→
H∇ωρh +
−→
Hh∇ωρ˜,
(x, t) ∈ ΓT , (4.14)
u±h = 0, (x, t) ∈ Γ
±
T , (4.15)
u±h (x, 0) = 0, x ∈ Ω
±
, (4.16)
где индекс h внизу у обозначения функций означает соответствующее
разностное отношение, u˜±(x, t) = u±(x, t − h), ρ˜(x, t) = ρ(x, t − h),
−→
H = {h+i − h
−
i }.
Умножим уравнения (4.12) на функции a±u±h соответственно и
проинтегрируем по частям по областям Ω±. С учетом направления
нормали −→n к границе Γ, получим
a±
∫
Ω±
(
∇u±h
)2
dx+ a±
∫
Ω±
b±
(
u±h
)2
dx
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±
∫
Γ
u±h
(
a±
∂u±h
∂−→n
)
dS = a±
∫
Ω±
u±h F
±
1 dx. (4.17)
Так как на поверхности Γ выполнено u+h = u
−
h + F2, то соотношению
(4.17) для знака ′+′ можно придать вид
a+
∫
Ω+
(
∇u+h
)2
dx+ a+
∫
Ω+
b+
(
u+h
)2
dx+
∫
Γ
u−h
(
a+
∂u+h
∂−→n
)
dS
= a+
∫
Ω+
u+h F
+
1 dx−
∫
Γ
F2
(
a+
∂u+h
∂−→n
)
dS. (4.18)
Складывая теперь (4.18) с соотношением (4.17) для знака “−”, ввиду
условия (4.14), получим
a+
∫
Ω+
(
∇u+h
)2
dx+ a−
∫
Ω−
(
∇u−h
)2
dx
+ a+
∫
Ω+
b+
(
u+h
)2
dx+ a−
∫
Ω−
b−
(
u+h
)2
dx
= a+
∫
Ω+
u+h F
+
1 dx+ a
−
∫
Ω−
u−h F
−
1 dx
−
∫
Γ
F2
(
a+
∂u+h
∂−→n
)
dS −
∫
Γ
u−h F3 dS. (4.19)
Оценим слагаемые в правой части (4.19) по неравенству Коши с ма-
лым параметром µ > 0:∣∣∣∣∣
∫
Ω±
u±h F
±
1 dx
∣∣∣∣∣ ≤ µ2 ∥∥u±h ∥∥22,Ω± + Cµ ∥∥F±1 ∥∥22,Ω±
≤ Cµ2
∣∣u±∣∣2
E2+α(Ω
±
T )
+ Cµ
( ∣∣F±1 ∣∣(0)Ω±T )2, (4.20)
∣∣∣∣∣
∫
Γ
F2
(
a+
∂u+h
∂−→n
)
dS
∣∣∣∣∣ ≤ µ2∥∥∥∂u+h∂−→n ∥∥∥22,Γ + Cµ ‖F2‖22,Γ
≤ Cµ2
∣∣u+∣∣2
E2+α(Ω
+
T )
+ Cµ
(
|F2|
(0)
ΓT
)2
, (4.21)
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∫
Γ
u−h F3 dS
∣∣∣∣∣ ≤ Cµ2 ∣∣u−∣∣2E2+α(Ω−T ) + Cµ( |F3|(0)ΓT )2. (4.22)
Отметим также, что при T < 1∣∣u˜±∣∣(0)
Ω±T
≤ CTα
〈
u˜±
〉(α)
t,Ω±T
≤ CTα
∣∣u±∣∣
E2+α(Ω
±
T )
,
|ρ˜|
(0)
ΓT
+ |ρh|
(0)
ΓT
≤ CT 1−α
∣∣∣∂ρ
∂t
∣∣∣(0)
ΓT
≤ CT 1−α |ρ|P 2+α(ΓT ) ,
|∇ρh|
(0)
ΓT
≤ C 〈∇ρ〉
(α)
t,ΓT
≤ CT
1
2 〈∇ρ〉
( 1+α
2
)
t,ΓT
≤ CT
1
2 |ρ|P 2+α(ΓT ) .
Таким образом, для функций F±1 , F2 и F3 в (4.12)–(4.16) справедлива
оценка
∣∣F+1 ∣∣(0)Ω+T + ∣∣F−1 ∣∣(0)Ω−T + |F2|(0)ΓT + |F3|(0)ΓT
≤ CT λ
( ∣∣u+∣∣
E2+α(Ω
+
T )
+
∣∣u−∣∣
E2+α(Ω
−
T )
+ |ρ|P 2+α(ΓT )
)
+ CMT (4.23)
с некоторым λ > 0.
Учитывая, что, в силу условий (4.15), справедливо неравенство∫
Ω±
(
u±h
)2
dx ≤ C
∫
Ω±
(
∇u±h
)2
dx,
из (4.19)–(4.23) получаем
max
t∈[0,T ]
∥∥u±h ∥∥2,Ω±
≤ C(µ+ CµT
λ)
( ∣∣u+∣∣
E2+α(Ω
+
T )
+
∣∣u−∣∣
E2+α(Ω
−
T )
+ |ρ|P 2+α(ΓT )
)
+ CµMT . (4.24)
Выбирая сначала µ, а затем T достаточно малыми, и объединяя оцен-
ки (4.24), (4.11), (4.9), получаем, что на некотором интервале [0, T ], не
зависящем от величины правых частей задачи, справедлива оценка
(4.8).
Двигаясь теперь вверх по оси t по шагам, как это сделано в [16,
гл. IV], получаем оценку (4.8) на любом конечном интервале времени
[0, T ].
Тем самым лемма 4.1 и оценка (4.8) доказаны.
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Продолжим доказательство теоремы 4.1. Запишем задачу (4.1)–
(4.5) в виде:
−△ u± + b±(x, t)u± = f±1 , (x, t) ∈ Ω
±
T , (4.25)
u+ − u− = −A(x, t)ρ+ f2, (x, t) ∈ ΓT , (4.26)
a+
∂u+
∂−→n
− a−
∂u−
∂−→n
= f+3 − f
−
3 +
−→
H∇ρ, (x, t) ∈ ΓT , (4.27)
u± = f±4 , (x, t) ∈ Γ
±
T , (4.28)
u±(x, 0) = 0, x ∈ Ω
±
, (4.29)
ρt − ε△Γ ρ = f
+
3 − a
+∂u
+
∂−→n
−
∑
i
h+i ρωi , ρ(ω, 0) = 0. (4.30)
Из результатов [22, 23] следует, что при заданной функции ρ ∈
E2+α(ΓT ) в правых частях соотношений (4.25)–(4.28) задача сопряже-
ния (4.25)–(4.28) имеет единственное решение, причем для решения
справедлива оценка∣∣u+∣∣
E2+α(Ω
+
T )
+
∣∣u−∣∣
E2+α(Ω
−
T )
≤ CMT + C |ρ|E2+α(ΓT ) , (4.31)
так что ∣∣∇u+∣∣
E1+α(Ω
+
T )
≤ CMT + C |ρ|E2+α(ΓT ) . (4.32)
Отметим, что результаты [22, 23] касаются пространств H2+α(Ω), но
переход к пространствам E2+α(ΩT ) осуществляется просто рассмо-
трением соответствующей задачи для функций u±h = (u
±
h (x, t)
− u±h (x, t− h))/h
α.
Таким образом, корректно определен оператор Lε : ρ→ Lερ, кото-
рый каждой функции ρ ∈ E2+α(ΓT ), заданной в правых частях соо-
тношений (4.25)–(4.28) и (4.30) ставит в соответствие функцию Lερ —
решение задачи Коши (4.30) с заданными в правой части (4.30) фун-
кцией ρ и функцией ∂u+/∂−→n , найденной по этой ρ.
Из (4.31), (4.32) и [7] следует, что
|Lερ|P 3+α(ΓT )
≤ Cε
( ∣∣∇u+∣∣
E1+α(Ω
+
T )
+ |∇ρ|E1+α(ΓT ) +
∣∣f+3 ∣∣E1+α(ΓT ) )
≤ Cε
( ∣∣f+3 ∣∣E1+α(ΓT ) + |ρ|E2+α(ΓT ) ), (4.33)
и, кроме того, для ρ1,ρ2 ∈ E
2+α(ΓT )
|Lερ2 − Lερ1|P 3+α(ΓT ) ≤ Cε |ρ2 − ρ1|E2+α(ΓT ) . (4.34)
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Из результатов [24–26] об интерполяции в пространствах Гельдера
следует, что конечна величина[
D2xρ
](α, 1
2
+α)
x,t,ΓT
≤ C |ρ|P 3+α(ΓT ) . (4.35)
Следовательно, так как ρ(x, 0) = 0, ρt(x, 0) = 0[
D2xρ
](α,α)
x,t,ΓT
≤ CT
1
2
[
D2xρ
](α, 1
2
+α)
x,t,ΓT
≤ CT
1
2 |ρ|P 3+α(ΓT ) . (4.36)
Аналогичные неравенства с множителем T λ справедливы и для дру-
гих слагаемых в определении нормы ρ в пространстве E2+α(ΓT ). Вме-
сте с (4.34) это дает для ρ1,ρ2 ∈ E
2+α(ΓT ):
|Lερ2 − Lερ1|E2+α(ΓT ) ≤ CεT
λ |ρ2 − ρ1|E2+α(ΓT ) . (4.37)
Таким образом, выбирая T достаточно малым, мы видим, что опера-
тор Lε является сжимающим на E
2+α(ΓT ), и, следовательно, имеет
единственную неподвижную точку. Вместе с (4.33) это дает реше-
ние задачи (4.1)–(4.5) на некотором интервале [0, T ], не зависящем
от величины правых частей задачи. Двигаясь по оси t вверх, как это
сделано в [16, гл. IV], мы получаем решение задачи (4.1)–(4.5) из ну-
жного нам класса на любом конечном интервале времени. Оценка же
решения доказана выше в лемме 4.1.
Таким образом, доказано утверждение теоремы для ε > 0. Пере-
йдем теперь к пределу при ε→ 0. Отметим, что, в силу оценки, (4.8)
последовательность u±ε , ρε компактна в пространствах E
2+β(Ω
±
T ) и
P 2+β(ΓT ) с любым β < α. Следовательно, мы можем выделить схо-
дящуюся в этих пространствах подпоследовательность u±εn → u
±,
ρεn → ρ, причем функции u
± и ρ дают решение задачи (4.1)–(4.5)
при ε = 0, так как, ввиду имеющейся оценки, возможен предельный
переход в каждом из соотношений. Кроме того, предельные функции
будут принадлежать тем же пространствам E2+α(Ω
±
T ) и P
2+α(ΓT ),
так как, в силу, например, равномерной по ε оценки∣∣∣D2xu+εn(x+−→l , t)−D2xu+εn(x, t)∣∣−→l ∣∣α
∣∣∣ ≤ CMT ,
мы можем перейти к пределу в этом неравенстве при εn → 0 ввиду
равномерной сходимости функций D2xu
+ на Ω
+
T , что дает〈
D2xu
+
εn(x, t)
〉(α)
x,Ω
+
T
≤ CMT .
Остальные оценки аналогичны.
Наконец, единственность полученного предельным переходом ре-
шения следует непосредственно из оценки (4.8).
Тем самым, теорема 4.1 доказана.
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5. Нелинейная задача:
доказательство теоремы 1.1
Доказательство теоремы 1.1 опирается на теорему 4.1 и представ-
ление рассматриваемой задачи в виде (2.7)–(2.11). Определим нели-
нейный оператор F(ψ), ψ = (v+, v−, δ) в (2.7)–(2.11), который ка-
ждому заданному ψ в нелинейных правых частях соотношений (2.7)–
(2.11) ставит в соответствие решение линейной задачи, определяемой
левыми частями этих соотношений. При этом из теоремы 4.1 и лем-
мы 2.1 следует, что оператор F(ψ) обладает следующими свойствами
на шаре Br = {ψ : ‖ψ‖ ≤ r} ⊂ H:
‖F(ψ)‖H ≤ C(T
α/2 + r)‖ψ‖H, (5.1)
‖F(ψ1)−F(ψ2)‖H ≤ C(T
α/2 + r)‖ψ1 − ψ2‖H. (5.2)
Нетрудно видеть, что из соотношений (5.1) и (5.2) следует, что при
достаточно малых T и r оператор F(ψ) отображает замкнутый шар
Br в себя и является там сжимающим. Единственная неподвижная
точка этого оператора и дает решение исходной нелинейной задачи
со свободной границей, которой посвящена теорема 1.1. Тем самым
теорема 1.1 доказана.
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