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ABSTRACT 
Road safety is a major concern worldwide. Road safety will improve as road conditions and their 
effects on crashes are continually investigated. This paper proposes to use the capability of data 
mining to include the greater set of road variables for all available crashes with skid resistance 
values across the Queensland state main road network in order to understand the relationships 
among crash, traffic and road variables. This paper presents a data mining based methodology 
for the road asset management data to find out the various road properties that contribute 
unduly to crashes. The models demonstrate high levels of accuracy in predicting crashes in 
roads when various road properties are included. This paper presents the findings of these 
models to show the relationships among skid resistance, crashes, crash characteristics and 
other road characteristics such as seal type, seal age, road type, texture depth, lane count, 
pavement width, rutting, speed limit, traffic rates intersections, traffic signage and road design 
and so on. 
 
INTRODUCTION 
Roads are one of the largest public assets managed by a government. Road asset 
management impacts on preservation, operation, capital improvement and safety [1]. To enable 
effective road asset management for maintaining a satisfactory level of services offered by the 
road network, knowledge of crash probability based on the conditions of roads and traffic is 
required.  
 
Road safety is a major concern worldwide. Road crashes cost countries between one and three 
percent of annual Gross Domestic Product and road traffic crashes would emerge as the 3
rd
 
leading cause of disease or injury burden in 2020 from its 9
th
 ranking in 1990 (WHO 2004). The 
annual economic cost of road crashes in Australia is enormous - conservatively estimated at 
$18 billion per annum - and the social impacts are devastating [2]. Worldwide, the economic 
cost of road crashes is estimated to be around US$518 billion each year. Road crashes occur 
due to a number of factors including driver behaviour, road geometric alignment, vehicle 
characteristics, environmental impacts, and roads conditions. To ensure the safety of millions of 
drivers who travel the roads every year, it is essential that the road infrastructure performs well 
and their maintenance is conducted as swiftly and as safely as possible. Road safety will 
improve if we continue to investigate and learn about road conditions and their effect on 
crashes.  
 
Statistical analysis of road crashes is not a new realm of research by any means.  For many 
years, road safety engineers and researchers have attempted to deal with large volumes of data 
in order to gain an understanding of the economic and social impacts of car crashes. The hope 
is, that with this understanding, more efficient safety measures can be put into place to 
decrease the number of future road crashes [3]. Researchers have attempted to investigate 
crash analysis through ordinary statistical tables and charting techniques [4, 5 Researchers 
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have also attempted advanced data analysis methods of data mining that include clustering, 
neural networks and decision trees to reveal relationships between distractions and motor 
vehicle crashes. Major focuses of research on road crashes are the use of data mining to 
analyse freeway or highway accident frequency, the development of models to predict highway 
incident durations and the use of data mining in the classification of accident reports [6, 7, 8]. 
Other studies include the use of data mining and situation-awareness for improving road safety; 
a comparison of driving performance and behaviour in 4WDs versus sedans through data 
mining crash databases [5] and a study in the safety performance of intersections [9]. These 
studies have found strong relationships between crash and specific variables in a certain 
controlled setting.  
 
This paper proposes to use the capability of data mining [12] to include the greater set of road 
variables for all available crashes across the Queensland state main road network in order to 
understand the relationships among crash, traffic and road variables. We present a data mining 
based methodology for the road asset management data to find out the various road properties 
that contribute unduly to crashes. This paper presents the findings of these models to show the 
relationships among skid resistance, crashes, crash characteristics and other road 
characteristics such as seal type, seal age, road type, texture depth, lane count, pavement 
width, rutting, speed limit, traffic rates intersections, traffic signage and road design and so on. 
THE PROPOSED DATA MINING METHODOLOGY 
Introduction to Data Mining 
Data mining is the search for distinct patterns and trends that exist in datasets but are ‘hidden’ 
among the vast amount of data [11, 12]. A data mining task includes problem identification, data 
pre-processing, data modeling and pattern evaluation. With the high costs associated with data 
mining operations, it is essential for organisations to know whether their investments are 
worthwhile. This requires the analyst to have an understanding of the application domain, the 
relevant prior knowledge, the data that is available for mining, and the goals of the end user. 
Once the objective of data mining task is identified, the next step is to prepare the data for 
mining. This pre-processing step involves basic operations such as the removal of noise or 
outliers, handling inconsistencies and missing values to ensure the quality of the data set, and 
transforming it into data structures specific to the data mining task. The preprocessing step is 
particularly relevant to this study as its assists to determine how the Road Asset Mangement 
data can be mined. Data modeling is next used to infer rules from the pre-processed data or 
build model that fits best on this data set. The data modeling step refers to the application of a 
mining technique or a combination of techniques for identifying patterns from the derived data 
set. This paper used the predictive modelling to determine the relationships between various 
road characteristics and crashes.  
Predictive modeling solves a problem by looking at the past experiences with known answers, 
and then projecting to new cases based on essential characteristics about the data. This 
process enables the prediction of the unknown value of a variable given known values of other 
variables. The classification predictive modeling is used to predict discrete nominal values, 
whereas value prediction, or regression, is used to predict continuous values. The final step 
involves the interpretation of derived models or rules. Operations such as filtering, restructuring 
and data visualization are utilized to represent the extracted knowledge in a meaningful and 
easily understandable manner to users. 
Main Steps  
The main steps of the data mining methodology are: 
o Establishing problems and the significant factors from literature / domain experts and 
locating supporting data from the corporate data warehouse. 
o Exploring the distributions of individual attributes, assessing and aligning inter-dataset 
consistencies, key variable scope matching and documenting relationships between groups 
of attributes (limited by conventional means to three or four variables).  Findings from the 
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exploration were correlated with relationships described in the literature to develop study 
domain expertise and evaluate the data sets. 
o Using domain problems and business goals (crash rate understanding and prevention, 
asset management) to discover a preliminary mining benchmark model that satisfied 
domain knowledge.  
o Engaging in data modelling and database implementation to develop a dataset and 
procedures to integrate the data sources and deliver the data mining data sets of targets 
and attribute variables. 
o Engaging in the cyclic model, assess, modify process to evolve the models. A decision was 
made to adopt decision and regression trees [10] as the key modelling tool because the rule 
sets made outcomes comprehensible and could be linked to domain knowledge. The main 
models developed in the model progression were: 
o Road segments having crash with most of the classes of road variables as input. 
o Once the models were defined, the study entered a model refinement stage; 
o Exploring and evaluating the effects of tree configurations; with algorithmic selection 
such as the splitting criteria, and tree prepruning using the number of splits per decision 
and tree depth parameters. 
o Developing trees that met business outcome criteria; small generalized trees to produce 
comprehensible rule sets for exploring the relationships between crash and road, and 
large trees that provided high predictive accuracy for deployment in decision support 
applications. 
o Post-Processing was used to analyze the data mining results and obtain further value from 
the models. 
         
Data  
The datasets analysed here comprised several data sources obtained from the Queensland 
Dept of Mains Road and Transport (QDTM) for four year period of 2004 to 2007.  Data sources 
included: 
o annual 1 km (or less) road segment snapshots with a list of road variables, 
o dated, aggregated 100 metre (or less)  skid resistance values representing skid resistance 
tests,  
o crash instance  data, 
o road surface texture depth test readings, 
o seal type and seal age, 
o roadway features affecting traffic flow, such as intersections and many others. 
 
These data sources provided the type of crash and traffic data for characterizing the conditions 
of roads that increase the risk of crashes. Variables used in this study can be grouped in the 
following major areas: 
o Structural Strength and flexibility (deflection): the ability of a pavement to support traffic 
loading. This is used by agencies for the evaluation of material properties and structural 
capacity of pavements.  
o Functional Design: meeting roadway requirements for the road type using carriageway type, 
divided road, the number of lanes and the seal / pavement width. The combination of these 
factors determines how well traffic flows and how safe the road is at given traffic rates. 
o Surface properties: the properties of the seal that determine how well a vehicle can grip the 
road surface. Variables include measured skid resistance, texture depth, seal type and seal 
age. 
o Surface distress: the extent of seal fracture, distortion and disintegration. It is measured in 
the form of roughness, cracking, rutting and longitudinal profile. This is used for the 
evaluation of deterioration and the maintenance needs of pavements. 
o Surface wear: rutting, the depth of wheel path depressions is an indicator of  road surface 
wear and depends on the road design and the  total traffic flow. 
o Traffic: daily traffic averages, speed limit and percentage of rated traffic are determinants of 
traffic flow and crash rates. 
o Roadway features and geometry: the obstacles, safety devices, signage and roadway 
horizontal and vertical geometry that contribute to an increase or decrease in risk.  
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o Crash Parameters: the factors used to characterise the crash; crash type, date, day, time, 
lighting, atmospheric conditions and the wetness of the road surface.  
 
These condition measures are used to predict the probability of a segment having crash. A Target 
variable was developed:  
       Has_Crash target: The road crash / road no crash was provided with a binary has_crash 
variable with a value of 0 or 1. 
 
The Crash/no-crash dataset included a total of 32,905 road crash instances and their road details. 
This dataset is composed of 16750 crashes and their road details, and 16,155 non-crash road 
instances (the zero-altered counting data set).  This data set was used for predicting crash / no crash 
membership of roads. 
 
All variables underwent the normal pre-processing and distribution testing. Most transformations 
performed poorly thus original values were used, and since trees were being used, missing 
values were not replaced but remained as missing values and appeared as such in the output 
reports. 
RESULTS AND DISCUSSION 
This section briefly describes the characteristics of the data and then presents the results.  
Data Characteristics  
The distribution of crashes in Figure 1 shows that most roads with crashes have very low 
crashes counts, and the number drops exponentially as the crash count increases.  The chart 
also shows that the distribution is fairly constant from year to year.  
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Figure 1 Distribution of annual crash counts      Figure 2 Relationship between the four year 
crash count and annual crash count 
 
The relationship between four year crash count and annual crash count in Figure 2 shows roads 
tend to maintain crash count values within a defined distribution from year to year with low crash 
roads maintaining low numbers and high crash roads maintaining high numbers allowing the 
conclusion that high crash factors are at play. 
Examination of the roads in the upper crash count shows that the crashes are limited to one or 
two roads per segment and the whole section involves no more than about five road segments.  
These high crash roads can be individually case managed to improve their safety. On the other 
hand 30% or the 16750 crashes over the four years occur on road segments with only one 
crash. This set of roads is the least predictable using road / crash variables. Additionally, 75% or 
all crashes occur in roads segments with between one and five crashes.  Examination of skid 
resistance ranges in the 1 to 5 road segment crash count in Figure 3 shows a strong 
relationship with a rise in crash count with falling range of skid resistance. 
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Figure 3 Distribution of average skid resistance with road segment crash count 
These figures suggest that this significant target area needs to be mined with additional factors 
not included in these models. 
While exploring the crash count data with the effect of the variable average daily traffic (AADT), 
contour charts were  developed from the 2004-2007 data set. They show the distributions of 
road segment crash counts with skid resistance and AADT. The charts in Figure 4 and Figure 5 
highlighted the following trends 
 Generally crash count drops with an increase in skid resistance. 
 A region of heightened road segment crash count (crash hot spot) occurs at 20,000 vehicles 
per day, and skid resistance just above 0.2 (the AADT relationship is not linear and DM 
models provide the rules to define the distribution). 
 Several areas of raised road segment crash counts occur in a band of skid resistance from 
0.3 to 0.4 progressively increasing in skid resistance with an increase in AADT  
 
 
Figure 4 Distribution of road segment crash count  by skid resistance and AADT  
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Figure 5 Distribution of road segment crash count  by skid resistance and AADT showing crash 
instances. 
 
These distributions were useful in designing and interpreting data mining models. Crash 
incidence show that 
 the highest density of road crashes occurs at very low levels of AADT and the road crash 
count is very low for these crashes, frequently being a road segment with a single crash. 
 crashes are scattered across the bottom of the chart.  
 the number of crashes per road segment increases as the AADT value increases up to the 
value of 22,000 vehicles per day. 
 
These outcomes support the crash distribution findings demonstrating that most crashes occur 
in the category of single road crashes and appear to be related to distribution of road count by 
skid resistance.   
AADT and Crash Rate  
Generally road crash analyses combine AADT with crash count to develop crash rates, such as 
in the case of the KSI unit (killed or seriously injured) based on incidents per billion passenger 
miles, or crash risk defined as the crash count divided by AADT [13].  This study found that 
using AADT to calculate crash rate variables proved detrimental to the data mining models 
outcomes. 
To resolve the issue, the study developed models using crash counts targets and compared 
them with models with crash rate targets derived from crash count and AADT. The study found 
the crash count models return higher rates of accuracy. 
The problem is caused by  combining AADT with crash, a process that allocates a range of 
differing road crash / AADT combinations to the same derived value.  Table 1  Road segments 
with different crash count but the same crashes per million vehicle illustrates that result.   Allocating 
roads with 32 crashes @ 2000 vehicles per day and  roads with 2 crash @ 125 vehicles per day 
with the same value amalgamates different classes of crashes and prevents the models from 
discerning the differences found within the combinations of the  individual variables. This 
produces poor quality data mining models.   
Road 
Segment 
Crash 
Road 
Segment 
AADT 
Crash Count  *10,000 / AADT 
Crashes per million vehicle 
kilometers  
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Count 
32 2000 160 43.83561644 
16 1000 160 43.83561644 
8 500 160 43.83561644 
4 250 160 43.83561644 
2 125 160 43.83561644 
Table 1  Road segments with different crash count but the same crashes per million vehicle kilometers 
Models were designed to examine the magnitude of effect of combining AADT with the target 
compared to a crash count target with AADT as an input variable. The Crash/AADT variable was 
generated using the formula  
 Crash/AADT = Crash_Count *10,000 / AADT.   
A new binary target was generated from the newly generated interval  variable using the 
expression (CRASH_COUNT_AADT >0.2). Subsequently a crash only  binary target using the 
condition (Crash_Count > 4) was developed for comparison. Models results were compared. 
The results in Table 2:  show that the crash count models are superior.  AADT as a variable 
performs substantially better than when it is included in the target.  The combined target has a 
substantially lower  correlation coefficient R-SQUARED, by a factor of 10 when compared on 
models with input of F60 only; (0.035 vs. 0.328). When a models includes  a number of 
additional road factors the difference,  while not as startling, is still present; (0.23 vs. 0.43).  Mis-
classification rates were much higher for the  AADT combined target.  True positive and true 
negative classification was much lower in the combined target type  compared to when AADT 
was treated as an input variable.  The rule sets  indicated AADT made a better variable than 
being an element in the target. Rules derived from the models with AADT combined with the 
target were nonsensical, whereas the rules where AADT was a deployed as a variable 
correlated with road crash knowledge. 
Results ascertain that there exists a non linear relationship between AADT and crash count, and 
data mining models are able to utilise this relationship during modelling. 
Target Input Mis- 
Classification 
Rate 
True  
Negative 
True  
Positive 
R-
Squared 
1.1  CRASH and AADT F60 0.403 67 51 0.035 
1.2 CRASH F60 + AADT 0.24 70 85 0.328 
2.1 CRASH and AADT F60,  Road 0.357 79 46 0.23 
2.2 Crash F60,  AADT, 
ROAD  
0.22 83 71 0.43 
Table 2: Comparing Model accuracy with AADT used in developing a crash rate target compared to AADT 
as a variable. 
All further models considered AADT as an input variable, however outputs will be presented in 
traffic moderated AADT where required. 
Predicting road segment having crashes using road and traffic 
variables as input  
Predictive tree models were progressively developed by adding a particular group of variables 
at a time in the model. This was done to analyze the affect of several road structural and 
functional variables with crashes. Predictive model using skid resistance as the only input were 
developed first and found able to predict the binary target variable of the road segment having 
crash. The tree models produced a number of leaf nodes representing skid resistance ranges.  
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Each of these leaf nodes contained roads with crashes and roads without crashes. These 
models were able to differentiate more accurately (80-85%) at the upper and lower extremes of 
the skid resistance range, but poorly in the middle (56-70%).  
Adding other road variables to the skid resistance model produced models with much higher 
predictive accuracy than the skid resistance model alone. The model quality indicators of 
misclassification rates and R-Squared were monitored from the initial skid resistance 
benchmark as additional inputs were added into the model and the improvements noted. A 
complete variable set produced a model with high coefficient of determination (R Squared) of 
0.69 as shown in Table 2.  
This final model detailed the significance of variables on crash, which listed in node splitting 
order were AADT, SPEED_LIMIT, SEAL TYPE, PAVMENT_WIDTH, TEXTURE_DEPTH, 
RUTTING_AVERAGE  SKID REISISTANCE, SEAL_AGE. INTERSECTION and Carriageway 
TYPE. 
 
Variables added to 
model 
 R Squared 
on 
Validation 
Data 
No Of Rules 
(interval 
Model) 
Validation 
Mis-
classification 
rate 
Non- crash  
Roads 
correctly  
classified 
(%) 
Crash 
roads 
correctly 
classified 
(%) 
Predominant 
variables  
involved in 
splitting criteria in 
order of 
precedence 
Skid Resistance (F60) 0.201393 54 0.2965 68% 72% Avg_F60 
Add Intersection 0.207609 41 0.2985 69% 71% Avg_F60 
INTERSECTION 
Add  
SEAL TYPE, 
SEAL AGE, 
Text Depth 
0.409653 93 0.22 93% 64% SEAL TYPE 
Avg_F60 
SEAL_AGE 
 
Add  
ROAD_TYPE, 
SPEED_LIMIT, 
LANE_COUNT 
0.529152 92 0.166 94% 74% SPEED_LIMIT 
SEAL_TYPE 
TEXT_DEP 
SEAL_AGE 
LANE_COUNT 
Add  
PAVEMEMT _WIDTH, 
ROUGHNESS _AVG, 
RUTTING_AVERAGE 
0.577703 79 0.1478 89% 82% SPEED_LIMIT 
SEAL_TYPE 
PAV_WIDTH 
TEXT_DEP 
SEAL_AGE 
RUTTING_AVG 
Add  
CARRIAGEWAY_TYPE 
0.587308 73 0.1467 88% 83% SPEED_LIMIT 
SEAL_TYPE 
PAV_WIDTH 
TEXT_DEP 
SEAL_AGE 
RUTTING_AVG 
Add All Cracking 0.57984 82 0.1467 88% 83% SPEED_LIMIT 
SEAL_TYPE 
PAV_WIDTH 
TEXT_DEP 
SEAL_AGE 
RUTTING_AVG 
Add AADT 0.690838 101 0.1067 87% 91% AADT 
SPEED_LIMIT 
PAV_WIDTH 
 
Table 3 Summary of results from regression trees and decision trees modeling roads having crashes, 
showing the improvement in results with addition of variables. 
 
Data mining tree algorithms develop rules during execution and use them to classify each of the 
instances in the dataset according to the values present in the target, true (1) indicating the road 
segment instance having crash and false (0)  for the crash free road segment. 
Table 3 shows that in the final decision tree with all of the road variables included in the model, 
the most significant  variables are AADT, speed limit and pavement width.  The set of six rules 
are shown from the  set of 48 rules from the decision tree for this model. 
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The rule have four parts; the condition, the number of instances that the rule has classified, the 
percentage classified as true according to the rule (road segment having crash in this case) and 
number classified as false (not having crash).   
The rule condition  (IF  ROAD_SPEED_LIMIT EQUALS 100   AND AADT <   992) is presented 
first, followed by N, which gives the number of instances that the rule has classified according to 
the target.  1 represents the instances that are classified as true and the 0 represents false 
instances.   
 
This dataset has 32,905 samples, half of which are road segment crash instances, and the 
remainder are road segment instances that have had not had crashes. 
 
The first rule has classified 5184 instances,  using the conditions of speed limit of 100 and 
AADT of less than 992.  The rule demonstrates that 8.3% of instances have crashes, and 91.7% 
were crash free, making this a rule for  low crash. 
Rule 1: 
IF  ROAD_SPEED_LIMIT EQUALS 100   AND AADT <         992  
THEN 
  N       :    5184 
  1       :    8.3% 
  0       :   91.7% 
 
Rule 2: 
IF  ROAD_SPEED_LIMIT IS ONE OF: 10 20 30 40 50 60 70 80 90   
AND        2284 <= AADT <        4570 THEN 
  N       :     614 
  1       :   85.7% 
  0       :   14.3% 
 
In comparison to rules 1 with low crash rate, rule 2 represents a conditions for  high crash rates.  
AADT is higher than in rule 1 between 2284 and 4570, and the speed limit is in a low range, 
between 50 and 70.  Of this group of instances, 98.9% were crashes. 
Rule 3: 
IF  ROAD_SPEED_LIMIT IS ONE OF: 50 60 70   
AND   4570 <= AADT <  10235 
THEN 
   N       :    1300 
  1       :   98.9% 
  0       :    1.1% 
 
Rules 4, 5 and 6 compare crash rates where pavement width is less than 9.6 metres within a 
given AADT range of between 1123 and 1186.  Rule 5 shows that crash rates are quite high at 
the lower speed limits of 10- 88 km/hr with 51% of the instances having crashes, whereas with 
rules 5 and 6, as the speed limit increases the crash rate drops, to 18.5% at  100 km/h and 
4.5% at 110 km/h. 
 
Rule 4: 
IF  ROAD_SPEED_LIMIT IS ONE OF: 10 20 30 40 50 60 70 80  
AND pavement_width <       9.6515 
AND        1123 <= AADT <        1867 
THEN 
  N       :      57 
  1       :   50.9% 
  0       :   49.1% 
 
Rule 5: 
IF  ROAD_SPEED_LIMIT IS ONE OF: 90 100  
AND pavement_width <       9.6515 
AND        1123 <= AADT <        1867 
THEN 
   N       :     606 
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  1       :   18.5% 
  0       :   81.5% 
 
Rule 6 
IF  ROAD_SPEED_LIMIT EQUALS 110  
AND pavement_width <       9.6515 
AND        1123 <= AADT <        1867 
THEN 
  N       :     133 
  1       :    4.5% 
  0       :   95.5% 
 
Rules 7 and 8 have been included from the model prior to the final model, before AADT had 
been added, and demonstrates how other factors contribute to road crash.  Both rules show 
roads with high crash probability, at values of  63.6% and 77.2% respectively. 
Rule 7: 
IF         1.019 <= lane_count <        1.824 
AND        1.235 <= TEXT_DEPTH_SPTD_OWP_Avg <        2.995 
AND seal_type IS ONE OF: SPRAY SEAL GEOTEXTILE SEAL  
AND ROAD_SPEED_LIMIT IS ONE OF: 10 20 30 40 50 60 70 80 90  
THEN 
  N       :      55 
  1       :   63.6% 
  0       :   36.4% 
 
Rule 8: 
IF  seal_age <         2.05 
AND AVG_FRICTION_AT_60 <        0.4095 
AND        12.25 <= pavement_width <      12.7295 
AND cway_type EQUALS SINGLE  
AND ROAD_SPEED_LIMIT EQUALS 100  
THEN 
  N       :     123 
  1       :   77.2% 
  0       :   22.8% 
 
These rules demonstrate the capability of data mining to show the complex relationshsips 
among crash, traffic and road variables. More accurate and complex rules can be extracted 
using more precise decision tree models.  
 
CONCLUSION AND FUTURE WORK  
This project has provided a use case illustrating that data mining is beneficial in studying the 
complex relationship between crash and road / crash attributes. 
In pre-processing, an integrated dataset that provided road-crash instances for data mining was 
developed.  Binary target of road segments having crash was developed.  Interval variable of 
this target was developed to compare interval /binary trees as part of model evaluation. 
Modelling of road segments having crashes yielded a benchmark model in agreement with 
domain knowledge including just the skid-resistance as an input. Post processing was used to 
estimate crash probabilities for the skid resistance range, and supported the generalization that 
road segment crash probability increases with a decrease in skid resistance. The benchmark 
model was used to assess the quality of subsequent models.  As road asset variables were 
added into the model to produce a more complete model, the accuracy began to increase and 
the relative significance of variables became known.  
The models can add to sustainability of road transport by contributing to the achievement of the 
business goals of road network authorities by providing understanding of crash mechanisms 
and applying the understandings to road design and road asset management.   
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Data mining models and findings can be deployed in two ways. The first way is the use of trees 
and rules as the information source. The generalised rules and generated rules can be 
consulted to understand the road authority data and the relationships inherent in these rules, 
information that was hidden prior to the study. This method has the disadvantage that as road 
designs and materials develop, the rules will become outdated because they apply only to the 
road segments that were used in creating the models; the rules would need to be updated by 
modelling the data over time.  
The second way is to use the generated data mining models as the predictive software to 
produce model output for a new source of data (e.g., different locations and future times in the 
Queensland Road Network).  This method would enable the domain experts to model and 
understand the relationships amongst all data sources available, and develop their own findings 
for existing road segments and new road designs.  These measures would factor in the 
changing road conditions to the models. 
A further way the findings could be used is the development of a decision support system for 
maintenance using various road features and probability of crash. Using rule sets and the data, 
the software should be able to predict the susceptibility of road segments to crash occurrence 
considering various road features. The calculated probabilities can be used in decisions 
regarding the maintenance budget; for example the groups of road segments and their 
maintenance requirements can be identified and the maintenance budget distributed 
accordingly. Thus modelling predicted future road attribute values could be used to identify 
future maintenance needs. 
The study has focused on predicting crashes from road and crash attributes and used decision 
trees and regression trees. Other techniques such as text mining of the crash descriptions or 
using clustering and other advanced pre-processing could be used to refine the variables.  Link 
analysis could be deployed to derive association rules which would identify factors that go 
together in crashes. Consideration should also be given to the inclusion of spatial data.   
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