Lin and Zhang [1] proposed the generalized additive mixed model (GAMM) as a framework for analysis of correlated data, where normally distributed random effects are used to account for correlation in the data, and proposed to use double penalized quasi-likelihood (DPQL) to estimate the nonparametric functions in the model and marginal likelihood to estimate the smoothing parameters and variance components simultaneously. However, the normal distributional assumption for the random effects may not be realistic in many applications, and it is unclear how violation of this assumption affects ensuing inferences for GAMMs. For a particular class of GAMMs, we propose a conditional estimation procedure built on a conditional likelihood for the response given a sufficient statistic for the random effect, treating the random effect as a nuisance parameter, which thus should be robust to its distribution. In extensive simulation studies, we assess performance of this estimator under a range of conditions and use it as a basis for comparison to DPQL to evaluate the impact of violation of the normality assumption. The procedure is illustrated with application to data from the Multicenter AIDS Cohort Study (MACS).
Introduction
Clustered data arise frequently in biomedical research endeavors such as epidemiology and clinical trials. For example, each subject in a longitudinal epidemiological study or each hospital in a multi-center clinical trial may be viewed as a cluster. The challenge in analyzing clustered data is that the data within a cluster tend to be correlated. A popular way to account for this feature is to use cluster-specific random effects to model the correlation explicitly in a generalized linear mixed model (GLMM). Under a normal or other parametric distributional assumption for the random effects, likelihood inference can be carried out using a Monte Carlo approach or numerical integration (Zeger and Karim [2] , Booth and Hobert [3] ). When the random effects structure is complex, full likelihood inference may not be feasible. In this case, approximate inference using penalized quasi-likelihood approach of Breslow and Clayton [4] or a fully Bayesian approach [5] is usually adopted.
In many situations, however, the usual parametric linear assumption for the fixed covariate effects in a GLMM may not be an appropriate representation of the true underlying relationship between covariates and the response of interest. Lin and Zhang [1] considered an extension of GLMMs, generalized additive mixed models (GAMMs), where additive nonparametric functions are used to model this relationship. They formulated the nonparametric functions using smoothing splines and estimated the nonparametric functions by maximizing a double penalized quasi-likelihood (DPQL). Using the mixed model representation of a GAMM, they cast the estimation and inference in a GLMM framework and estimated the smoothing parameters jointly with variance components of the random effects by treating the inverses of the smoothing parameters as extra variance components.
As for most popular mixed models, the Lin and Zhang [1] approach to inference in GAMMs is based on the potentially strong assumption that the random effects are normally distributed. Because the random effects in a GAMM represent variation of cluster-specific characteristics, the normal distribution may be too restrictive to represent the true features of this underlying variation. Thus, it is of considerable interest to understand the effect of violation of this assumption on performance of DPQL for these models and to develop alternative procedures for GAMMs that do not require normality of the random effects.
In mixed models with parametric covariate effects, two main approaches to achieving this latter goal have been proposed. The first is to relax the assumption on the random effects and represent their distribution directly in a likelihood framework. Magder and Zeger [6] proposed a smooth nonparametric maximum likelihood approach; Tao et al. [7] estimated the density of a scalar random effect via their predictive recursive algorithm; Verbeke and Lesaffre [8] used a mixture of normals to model the random effects, which they implement via an EM algorithm (Verbeke and Molenberghs [9] ); and Zhang and Davidian [10] considered a semi-nonparametric (SNP) density representation for the random effects. Chen, Zhang and Davidian [11] extended the SNP methodology to generalized linear mixed model and implemented maximum likelihood inference via Monte Carlo EM algorithm. Aitkin [12] considered EM-based nonparametric maximum likelihood approach for GLMMs. The second approach is to treat the random effects as nuisance parameters and base inference on a conditional likelihood; e.g., Verbeke, Spiessens and Lesaffre [13] considered conditional inference for linear mixed models, while Jiang [14] developed conditional inference for GLMMs where the likelihood is based on a subset of the random effects.
In this paper, we propose a conditional inference procedure for GAMMs by treating the random effects as nuisance parameters and estimating the nonparametric functions by maximizing a penalized conditional likelihood. Similar to the DPQL approach of Lin and Zhang [1] , the smoothing parameters are estimated using a mixed effect representation of a nonparametric function. We describe the model specification in Section 2. In Section 3 we develop estimation procedures for the nonparametric functions in the model and the 3 smoothing parameters. In Section 4, we report on extensive simulation studies to investigate the performance of this estimator under a range of conditions and use it as a basis for comparison to DPQL to assess the effect of departures from normality of the random effects.
We illustrate the new procedure with application to data from the Multicenter AIDS Cohort Study (MACS) in Section 5.
Model Specification
Consider a random sample of m independent clusters, where, for cluster i, i = 1, . . . , m, we observe responses y ij , j = 1, . . . , n i , and values for p corresponding covariates x 1ij , . . . , x pij that vary within cluster i. Conditional on a cluster-specific random effect b i and the covariates, the y ij are assumed to be independent and have exponential family density
where h(·) and c(·, ·) are known functions, a ij (φ) = φ/ω ij and ω ij is a known prior weight (such as the denominator of a binomial distribution), and φ is a dispersion parameter. As the dispersion parameter is known and equal to unity in several popular cases, such as the binomial and Poisson, we focus on the situation φ = 1 in the sequel.
Let µ b ij = E(y ij |b i ), the conditional mean of y ij given b i . In this paper, we consider the particular GAMM with random intercept only for µ b ij , given by
where g(·) is the canonical link function, f v (·), v = 1, . . . , p, are centered, twice-differential smooth but arbitrary functions, and the intercept is absorbed into the random intercept b i .
Different from Lin and Zhang [1] , who assumed the random effect b i is normally distributed, Then model (2) can be re-written in matrix notation as
where 1 n i is a n i -vector of ones. Write η
3 Estimation Procedure
Estimation of nonparametric functions
We develop a conditional estimation procedure for the nonparametric functions in (2) 
where ω i is a n i × n i diagonal matrix with jth diagonal element ω ij (or ω ij /φ if φ = 1), and 
where the summation is over all possible u i = (u i1 , . . . , u in i ) T in the sample space such that
Therefore, a conditional log-likelihood for (f 1 , . . . , f p ) for given data y = (y
Because each f v (·) is an infinite-dimensional parameter, we propose to estimate nonparametric functions f v (·) by maximizing the penalized conditional likelihood 
and a = (a
Then the conditional likelihood can be re-parameterized as
whereỹ i = ω i y i , and the penalized conditional likelihood becomes
6 where λ = (λ 1 , . . . , λ p ) T is the vector of smoothing parameters.
For given λ, taking derivatives of pc (β, a, λ; y) with respect to β and a and setting them equal to zero, we obtain estimating equations for β and a given by
where X and Z are the matrices obtained by stacking X i and Z i for i = 1, . . . , m, respectively;
and Λ is a block-diagonal matrix with vth block equal to λ v I qv×qv and I qv×qv is the q v × q v identity matrix.
The estimating equations (5) can be solved iteratively using Newton-Raphson algorithm.
Given current estimates
which leads to the Newton-Raphson update
where
, and the algorithm is iterated until convergence.
Denote byβ andâ the solution at convergence. Then
which can be used to determine the entire function f v (·).
Note that in the case of Gaussian response, equation (6) can be solved without iteration.
In this case, the ith block of Y and W are given by
Iteration is necessary for other cases and computation can become potentially intensive. However, the items needed in (6) can be calculated easily, at least conceptually. For example, in the case of binary response, we basically only need to calculatẽ
, and the summation is over all possible u i , a n i -vector of 0's and 1's, such that u i+ = s i . Obviously, the computation could be intensive if n i is large.
Because in this scheme the estimation of the nonparametric functions in the model is built on a penalized conditional likelihood given a sufficient and complete statistic for the random effect, the estimated nonparametric functions do not depend on the random effect nor on its distribution. Therefore, if we have good estimates of the smoothing parameters, intuitively, the nonparametric function estimates should have good statistical properties such as robustness to the random effect distribution, small bias and accurate coverage properties.
Denote the coefficient matrix on the left hand side of the system (6) at convergence by H, which is the same as the negative derivative of the score vector in (5) with respect to β and a. Then the variance ofβ andâ can be approximated by
Then, asf v = X 
where β is the fixed effect, a ∼ N(0, Λ −1 ) is the random effect and ∼ N(0, W ). This is similar to the mixed model representation of a GAMM discussed in Lin and Zhang [1] . 
Estimation of smoothing parameters
where H is the coefficient matrix of the system (6) at convergence. We thus suggest estimating λ by maximizing the approximate log marginal conditional likelihood function
The approximate log marginal conditional likelihood function (9) of λ can be maximized using the Newton-Raphson algorithm. To use this algorithm, it is necessary to calculate the first and second derivatives of M (λ; y) with respect to λ. As {β(λ),â(λ)} maximize pc (β, a, λ; y) for any given λ, we have for v = 1, . . . , p by the chain rule
Thus, the first derivative of M (λ; y) is given by
Denote the block of
assume that the conditional variance W varies with λ slowly so that we can ignore the dependence of W on λ, then the above derivative can be simplified to
Taking derivatives of this expression with respect to λ v and λ v and ignoring the dependence of W on λ again leads to the second derivatives
for v, v = 1, . . . , p. Using the derivative rule for an implicit function, it is easily shown that
for any v, v = 1, . . . , p. Hence the second derivatives needed for Newton-Raphson algorithm are given by
Denote by S(λ) the first derivative given in (10) and by I(λ) the p × p matrix with the (v, v )th element being the negative of the second derivatives in (11) and (12) . Then the Newton-Raphson algorithm proceeds until convergence by iteration of the update
where λ (0) is an initial estimate for λ. Our experience shows that iterating between (13) and (6) 
Then replacing the elements of I(λ) by their expectations given above yields the Fisher scoring algorithm. Again, we may iterate between (13) and (6) until convergence.
Simulation Study
We conducted extensive simulation studies to evaluate the performance of the DPQL estimation procedure of Lin and Zhang [1] and that of the conditional estimation procedure under different distributional assumptions and different magnitudes of the variance of the random effect in the model. The conditional method moreover serves as a benchmark for performance that can be achieved if the normality assumption is relaxed, so that compari-11 son to DPQL highlights how possible nonrobustness of DPQL to nonnormality may manifest itself and the extent to which improvement is possible.
For each cluster i = 1, . . . , 500, conditionally independent binary responses y ij ∼ Bin(1, π b ij ) (j = 1, . . . , 5) were generated from the GAMM
where x Therefore, the conditional approach eliminates any biases introduced by the approximation for the random effect when using DPQL. However, as in the binary response case studied here a potential drawback of the proposed approach is the need to eliminate some data from the analysis, and because inference is built on a conditional likelihood, the estimated nonparametric functions are more variable in some regions, and the difference becomes little larger with the increase of the variance of the random effect since more data are removed in this case using the conditional approach.
An Example
In this section, we illustrate the proposed estimation procedure through application to data from the MACS study [17] . The human immune deficiency virus (HIV) weakens or destroys the immune system by attacking CD4+ cells, which perform critical functions in coordinating the body's immune response. Accordingly, the number of CD4+ cells (CD4 count) is used routinely to monitor disease progression in HIV-infected individuals. CD4 counts range from 500 to 1500+ cells/mm 3 blood, and, typically, a CD4 count below 500 cells/mm 3 is taken as evidence of impaired immunologic status that may place the patient at risk of opportunistic infection. In MACS, a total of 2376 CD4 count measurements were collected from a cohort of 369 men infected with HIV, and one objective was to examine how the probability of experiencing CD4 count below 500 cells/mm 3 changes over the course of seroconversion; i.e., the period during which a patient is discerned to have developed detectable antibodies as the result of HIV infection.
Denote by y ij for subject i at the j time point the binary variable indicating whether or not the CD4 count of subject i is below 500 (1=yes, 0=no), and by t ij the years since seroconversion. Given subject-specific random effect
To characterize the probability of CD4< 500 over time, we consider the following special generalized additive mixed model
where f (t) is a centered smooth nonparametric function of time since seroconversion. No parametric distribution is assumed for b i when using our new approach. However a normal distribution N(α, θ) is assumed when the DPQL of Lin and Zhang [1] is used.
Figures 4(a) and 4(b) present the estimated nonparametric functionf (t) and the corresponding 95% confidence intervals using the DPQL and the conditional estimation procedure.
Overall, they look similar and hence yield the similar qualitative conclusion that the probability of having CD4 below 500 is quite stable a few months before seroconversion. This probability increases sharply until about one year after seroconversion and then increases more gradually. However, the estimated nonparametric functions differ quantitatively between the methods, especially after seroconversion: The estimated function using DPQL has smaller rates of change than that from the conditional estimation procedure. This difference is probably due to the large variance component θ, which is estimated to beθ = 2.46. From the simulation studies presented in Section 4, the nonparametric function estimate using 15 DPQL may exhibit larger biases when the random effect has a variance of this magnitude.
The smoothing parameter was estimated to be 1.3 for DPQL and 0.9 for the conditional estimation procedure. The mean of the random effect b i was estimated to beα = −1.24 with estimate standard error 0.12 using DPQL.
Discussion
In this paper, we have proposed a conditional estimation procedure for a GAMM for clustered data with the canonical link as an alternative to the DPQL estimation procedure of Lin and Zhang [1] . The conditional estimation procedure is built on the conditional distribution of the response given a sufficient and complete statistic for the random effect, treating it as a nuisance parameter, and is hence robust to any random effect distribution. Although the proposed conditional estimation procedure shows favorable performance over the DPQL estimation procedure, it has some inherent disadvantages. First, the proposed method only applies to a GAMM with the canonical link, which may hinder its application. Second, due to the nature of the method, some data have to be removed from the analysis, and the final inference is conditioned on the sum of the response. Hence the gain of robustness and smaller biases comes with the loss of efficiency, and the effects of any clusterlevel covariates cannot be estimated. Third, although the proposed estimation procedure eliminates the need for numerical integration, it can also be computationally expensive for certain types of response (i.e., binomial data with large binomial denominator or Poisson data with large n i ). Forth, it is less stable compared to DPQL and may fail to converge for some data sets. Nonetheless, viewing the method as a basis for comparison to illuminate possible shortcomings of DPQL suggests that future research on procedures for GAMMs that do not require parametric assumptions on the random effects would be valuable. 
