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1 Introduction
This is a survey article of the forthcoming paper [8]. We consider the problem
(1.1) \left\{\begin{array}{ll}
- $\Delta$ u=u^{p}, u\geq 0 \text{）} & x\in $\Omega$, t>0,\\
\partial_{t}u+\partial_{ $\nu$}u=0, & x\in\partial $\Omega$, t>0,\\
u(x, 0)= $\varphi$(x)\geq 0, & x\in\partial $\Omega$ \text{）}
\end{array}\right.
where N\geq 2,  $\Omega$\subset \mathbb{R}^{N},  $\Delta$ is the  N‐dimensional Laplacian (in x), \mathrm{v} is the exterior normal
vector on \partial $\Omega$, \partial_{t} :=\partial/\partial t, \partial_{ $\nu$} :=\partial/\partial $\nu$, p>1 , and  $\varphi$ is a nonnegative measurable function
on \partial $\Omega$ . For the half space, namely,  $\Omega$ =\mathbb{R}_{+}^{N} , Fila, Ishige and the author of this paper
studied in [5, 6, 7] the existence and nonexistence of solutions to (1.1). They introduced
a definition of a solution by the use of an integral identity and obtained the following:
(i) If 1 <p \leq (N+1)/(N-1) , N > 1 and  $\varphi$\not\equiv 0 , then problem (1.1) possesses no
local‐in‐time solutions.
(ii) Let p>(N+1)/(N-1) , N>1 and let  $\varphi$(x)= $\mu$(1+|x|)^{-2/(p-1)} on \partial \mathbb{R}_{+}^{N} with  $\mu$>0.
If  $\mu$ is sufficiently large, then problem (1.1) possesses no local‐in‐time solutions. On
the other hand, if  $\mu$ is sufficiently small, then a solution of (1.1) exists globally in
time.
(iii) The following statements are equivalent:
(a) Problem (1.1) has a local‐in‐time solution;





(1.2) - $\Delta$ v=v^{p}, v\geq 0 in \mathbb{R}_{+}^{N}, v(x)= $\varphi$(x) on \partial \mathbb{R}_{+}^{N},
has a solution.
Furthermore, if u=u(x ) t) and v=v(x) are minimal solutions of (1.1) and (1.2))
respectively, then
(1.3) u(x', x_{N}, t)=v(x',x_{N}+t)
for almost all x'\in \mathbb{R}^{N-1} and all x_{N}\geq 0 and t>0.
Unfortunately, the arguments in [5, 6, 7] are available only if the domain is a half‐space
and are not applicable to other domains. Indeed, the definition of a solution in [5, 6, 7] is
useful only for \mathbb{R}_{+}^{N} and we cannot expect property (1.3) for other domains.
In this paper we focus on the exterior domain
 $\Omega$:=\{x\in \mathbb{R}^{N}:|x|>1\} ) N>2 )
and study the existence and nonexistence of solutions of (1.1). We introduce a definition
of a solution of (1.1) using an integral equation and obtain results of a similar type as in
(i), (ii) and (iii). However, there are some significant differences. The critical exponent
(N+1)/(N-1) in (i), (ii) is replaced by N/(N-2) for problem (1.1) and the algebraic
decay rate t^{-(N-1)} of small solutions of (1.1) with  $\Omega$ = \mathbb{R}_{+}^{N} (see [5]) is replaced by the
exponential rate e^{-(N-2)t} for problem (1.1). These rates are the decay rates of the Poisson
kernels on the respective domains.
As far as we know, the only unbounded domain treated before is the half‐space \mathbb{R}_{+}^{N}
([1 , 4, 5) 6, 7) 10, 11 The main motivation of this paper is to study the effects of a
change of geometry.
We begin with introducing a definition of solutions of the following elliptic problem
(1.4) \left\{\begin{array}{ll}
- $\Delta$ u=F (t\text{）} u)\text{）} u\geq 0, & x\in $\Omega$, t>0,\\
\partial_{\mathrm{t}}u+\partial_{ $\nu$}u=0, & x\in\partial $\Omega$, t>0,\\
u(x, 0)= $\varphi$(x)\geq 0, & x\in\partial $\Omega$,
\end{array}\right.
where F is nonnegative continuous function in (0 ) \infty ) \times[0 ) \infty). We introduce some nota‐
tion first. Let  P=P(x, y) be the Poisson kernel on B=B(0,1) :=\{x\in \mathbb{R}^{N} : |x| < 1\},
that is
P(x, y):=c_{N}\displaystyle \frac{1-|x|^{2}}{|x-y|^{N}}, x\in B, y\in\partial B,
where c_{N} is a constant to be chosen such that \Vert P(x, \cdot)\Vert_{L^{1}(\partial B)}=1 for x\in B (see (2.28) in
[9]). Then P=P(x, y) satisfies as a function ofx
(1.5) -$\Delta$_{x}P=0 in B, P(x, y)=$\delta$_{y} on \partial B,
2
where $\delta$_{y} is the Dirac function on \partial B=\partial $\Omega$ at  y . We denote by K=K(x, y) the Kelvin
transform of P as a function of x with respect to B , that is
K(x, y):=|x|^{-(N-2)}P(\displaystyle \frac{x}{|x|^{2}}, y) , x\in\overline{ $\Omega$} ) y\in\partial $\Omega$.
Set
(1.6) \mathcal{K} (x ) y, t) :=K(e^{t}x, y) , x\in\overline{ $\Omega$} ) y\in\partial $\Omega$, t\geq 0.
Then it follows from (1.5) that \mathcal{K}=\mathcal{K}(x, y, t) as a function of x and t satisfies
\left\{\begin{array}{ll}
-$\Delta$_{x}\mathcal{K}=0 & \mathrm{i}\mathrm{n}  $\Omega$\times (0, \mathrm{o}\mathrm{o}),\\
\partial_{t}\mathcal{K}+\partial_{ $\nu$}\mathcal{K}=0 & \mathrm{o}\mathrm{n} \partial $\Omega$\times(0, \infty) ,\\
\mathcal{K} y, 0)=$\delta$_{y} & \mathrm{o}\mathrm{n} \partial $\Omega$.
\end{array}\right.
For any nonnegative measurable function  $\varphi$ on \partial $\Omega$ and  t>0 , we define
[S(t) $\varphi$](x):=\displaystyle \int_{\partial $\Omega$}\mathcal{K}(x, y, t) $\varphi$(y)d$\sigma$_{y}\equiv\int_{\partial $\Omega$}K(e^{t}x, y) $\varphi$(y)d$\sigma$_{y}, x\in\overline{ $\Omega$}.
Let G be the Green function for the Laplace equation on  $\Omega$ with the homogeneous Dirichlet
boundary condition, that is
(1.7)  G(x, y):=\displaystyle \frac{c_{N}}{N-2}(|x-y|^{-(N-2)}-||x|(y-x_{*})|^{-(N-2)})
for x,  y\in $\Omega$ with  x\neq y , where x_{*}:=x/|x|^{2} for x\in $\Omega$.
Now we formulate our definition of a solution of (1.4).
Definition 1.1 Let  $\varphi$ be a nonnegative measurable function on \partial $\Omega$ and  0<T\leq\infty.
(i) Let u and u^{b} be nonnegative measurable functions in  $\Omega$ \times (0, T) and \partial $\Omega$ \times (0, T) ,
respectively. Then we say that U=(u, u^{b}) is a solution of (1.4) in  $\Omega$\times(0, T) if
u(x, t)=\displaystyle \int_{\partial $\Omega$}\mathcal{K} (x, y ) t)  $\varphi$(y)d$\sigma$_{y}+\displaystyle \int_{ $\Omega$}G(x, y)F_{-}(t, u(y, i))dy(1.8) +\displaystyle \int_{0}^{t}\int_{\partial $\Omega$}\mathcal{K}(x, y, t-s)\{\int_{ $\Omega$}K(z, y)F(s, u(z, s))dz\}d$\sigma$_{y}ds<\infty
for almost all  x\in $\Omega$ and  t\in(0,T) and
u^{b}(x', t)=\displaystyle \int_{\partial $\Omega$}\mathcal{K}(x', y,t) $\varphi$(y)d$\sigma$_{y}(1.9) +\displaystyle \int_{0}^{t}\int_{\partial $\Omega$}\mathcal{K}(x', y,t-s)\{\int_{ $\Omega$}K(z, y)F(s, u(z, s))dz\}d$\sigma$_{y}ds<\infty
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for almost all  x'\in\partial $\Omega$ and  t\in(0, T) . If u and u^{b} satisfy (1.8) and (1.9) with= replaced
 by\geq , then we say that  U=(u, u^{b}) is a supersolution of (1.4).
(ii) Let U=(u, u^{b}) be a solution of (1.4) in  $\Omega$\times(0, T) . Then we say that U is a minimal
solution of (1.4) in  $\Omega$\times (0, T) if
u(x, t)\leq w(x, t) for almost all  x\in $\Omega$ and  t\in (  0 ) T),
u^{b} (x) t) \leq w^{b}(x', t) for almost all  x'\in\partial $\Omega$ and  t\in(0,T) ,
for any solution W=(w\text{）} w^{b}) of (1.4) in  $\Omega$\times (0, T) .
Definition 1.1 is motivated by the definition of a solution of (1.1) for the case  $\Omega$=\mathbb{R}_{+}^{N},
which was introduced in [5]. However, the derivation of integral equations (1.8) and (1.9)
depends on  $\Omega$ and it is different from the one in \mathbb{R}_{+}^{N}.
Remark 1.1 Let us remark that if F\equiv 0 and  $\varphi$\equiv c , where c\geq 0 , then the solution given
by Definition 1.1 is
(1.10) u_{c}(x, t):=c(e^{t}|x|)^{-(N-2)}, x\in $\Omega$, t\geq 0,
(see (2.1)), while the constant function c also satisfies (1.4) in the classical sense.
Similarly to Definition 1.1, we define a solution of the elliptic problem
(1.11) 1 - $\Delta$ v=f(v) , v\geq 0 in  $\Omega$, v(x)= $\varphi$(x) on \partial $\Omega$,
where f is a nonnegative continuous function in [0, \infty ).
Definition 1.2 Let  $\varphi$ be a nonnegative measurable function on \partial $\Omega$.
(i) Let v be a nonnegative measurable function in  $\Omega$ . Then we say that  v is a solution of
(1.11) in  $\Omega$ if
(1.12)  v(x)=\displaystyle \int_{\partial $\Omega$}K(x, y) $\varphi$(y)d$\sigma$_{y}+\int_{ $\Omega$}G(x, y)f(v(y))dy<\infty
for almost all  x\in $\Omega$ . If  v satisfies (1.12) with= replaced  by\geq , then we say that  v is a
supersolution of (1.11).
(ii) Let v be a solution of (1.1) in  $\Omega$ . We say that  v is a minimal solution of (1.11) in  $\Omega$
if
 v(x)\leq w(x) for almost all x\in $\Omega$,
for any solution w of (1.11) in  $\Omega$.
(iii) Let v\in C^{2}( $\Omega$) and v\geq 0 in  $\Omega$ . We say that  v is a classical supersolution of (1.11) if
v satisfies
\left\{\begin{array}{ll}
- $\Delta$ v\geq f(v) & in  $\Omega$,\\
\lim_{h\rightarrow+0}\min_{|x|=1}\{v(e^{h}x)-[S(h)$\varphi$_{k}](x)\}\geq 0 & for any k>0,
\end{array}\right.
where $\varphi$_{k} :=\displaystyle \min{  $\varphi$ )  k}.
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Obviously, minimal solutions of (1.4) and (1.11) are uniquely determined, respectively.
Now we state the main results of this paper for problem (1.1). We first give a sufficient
condition for the solution of (1.1) to exist globally in time.
Theorem 1.1 Assume that
p>p_{*}:=\displaystyle \frac{N}{N-2}.
Then there exists  $\delta$>0 such that, if  $\varphi$\in L^{\infty}(\partial $\Omega$) and 1 $\varphi$\Vert_{L^{\infty}(\partial $\Omega$)} < $\delta$ , then problem (1.1)
possesses a global‐in‐time minimal solution  U=(u, u^{b}) satisfying
(1.13) \displaystyle \mathrm{e}\mathrm{s}\mathrm{s}\sup_{t>0} [e^{(N-2)t}\Vert u^{b}(\cdot, t)\Vert_{L^{\infty}(\partial $\Omega$)}+e^{(N-2)t}\mathrm{e}\mathrm{s}\mathrm{s}\sup_{x\in $\Omega$}|x|^{N-2}|u(x, t <\infty.
The solution u_{c} given by (1.10) shows that the decay rates in (1.13) are optimal because
then all integrals in (1.8) are nonnegative and the first one is bigger than or equal to u_{c}
if  $\varphi$\geq c.
In the second theorem we show that local solvability of problem (1.1) is equivalent to
global solvability of problem (1.1). See also Theorem 4.1 and Corollary 4.1.
Theorem 1.2 Assume that p> 1 . Let  $\varphi$ be a nonnegative measurable function on \partial $\Omega$.
Then the following are equivalent:
\bullet Problem (1.1) possesses a local‐in‐time solution;
\bullet Problem (1.1) possesses a global‐in‐time solution.
Furthermore, if there exists a solution  v of the elhptic problem
(1.14) - $\Delta$ v=v^{p}, v\geq 0 in  $\Omega$,  v= $\varphi$  on \partial $\Omega$,
then problem (1.1) possesses a global‐in‐time solution U=(u, u^{b}) such that
u(x, t)\leq v(e^{t}x) for almost all  x\in $\Omega$ and  t\in(0, \infty) ,
u^{b}(x_{\rangle}'t)\leq v(e^{t}x') for almost all  x'\in\partial $\Omega$ and  t\in(0, \infty) .
Next we state our results on the nonexistence of local‐in‐time solutions of (1.1).
Theorem 1.3 Assume that 1 <p\leq p_{*} . Let  $\varphi$ be a nonnegative measurable function on
\partial $\Omega$ such that  $\varphi$\not\equiv 0 in  $\Omega$ . Then problem (1.1) possesses no local‐in‐time supersolutions.
Theorem 1.4 Assume that  p>p_{*} . Let  $\phi$ be a nonnegative measurable function on \partial $\Omega$
such that  $\phi$ \not\equiv  0 in  $\Omega$ . Then there exists a constant  $\mu$_{*} > 0 such that, if  $\mu$ \geq $\mu$_{*} and
 $\varphi$= $\mu \phi$ on \partial $\Omega$ , then problem (1.1) possesses no local‐in‐time supersolutions.
As a corollary of our theorems, we have:
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Corollary 1.1 Assume that  p > 1 . Let  $\varphi$ be a nonnegative measurable function on \partial $\Omega$
such that  $\varphi$\not\equiv 0 in  $\Omega$.
(i) If there exists a classical supersolution of (1.14), then problem (1.14) possesses a
solution.
(ii) If 1 < p \leq  p_{*} , then problem (1.14) possesses no supersolutions and no classical
supersolutions.
For similar results as in Corollary 1.1 (ii), see [2, 3], for example. In particular, fôr N=2,
there are no solutions of (1.14) for any  $\varphi$ and  p>1 (see [2]).
The rest of this paper is organized as follows. In Section 2 we give some estimates of
integrals related to the integral kernels \mathcal{K} and G . Furthermore, we show some lemmas on
minimal solutions. In Section 3 we prove Theorem 1.1 by using the results in Section 2. In
Section 4 we study the solvability of problem (1.11), and prove Theorem 1.2. In Section 5
we study the nonexistence of solutions of (1.1), and prove Theorem 1.3, Theorem 1.4 and
Corollary 1.1.
2 Preliminaries
In this sect.ion we obtain some estimates of the integrals related to the kernels \mathcal{K} and
G . Furthermore, we prove some fundamental properties of minimal solutions. In what
follows, for any  r\in [  1 , oo], we write |\cdot|_{r}=\Vert\cdot\Vert_{L^{r}(\partial $\Omega$)} and \Vert\cdot\Vert_{r}=\Vert\cdot\Vert_{L^{r}( $\Omega$)} for simplicity.
2.1 Integral kernels \mathcal{K} and G
By using some properties of the Poisson kernel P , we first obtain the following.
Lemma 2.1 Let N>2 and \mathcal{K} be as in (1.6). Then
(2.1) \displaystyle \int_{\partial $\Omega$}\mathcal{K}(x, y, t)d$\sigma$_{y}=(e^{t}|x|)^{-(N-2)},
\displaystyle \int_{\partial $\Omega$}\mathcal{K}(x, y, s)\mathcal{K}(y, z, t)d$\sigma$_{y}=\mathcal{K} (x ) z, t+s),
for x\in\overline{ $\Omega$},  z\in\partial $\Omega$ and  s_{J}t>0.
By Lemma 2.1 and the regularity theorems for elliptic equations we have:
Lemma 2.2 Let N > 2 . Let  $\varphi$ be a nonnegative measurable function on \partial $\Omega$ such that
 $\varphi$\in L^{\infty}(\partial $\Omega$) . Then
(2.2)  S(\cdot) $\varphi$\in C(\overline{ $\Omega$}\times(0, \infty))\cap C^{\infty}( $\Omega$\times [0, \infty
-$\Delta$_{x}S(t) $\varphi$=0 in  $\Omega$ for any  t\geq 0,
(2.3)  S(t)[S(s) $\varphi$]^{b}=S(t+s) $\varphi$ for  s, t\geq 0,
(2.4) |[S(t) $\varphi$](x)|\leq e^{-(N-2)t}|x|^{-(N-2)}| $\varphi$|_{\infty} in \overline{ $\Omega$}\times[0 ) \infty) .
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Here [S(t) $\varphi$]^{b} is the restriction of  S(t) $\varphi$ to \partial $\Omega$ . Furthermore, for any  $\theta$ \in (0,1) , there
exists a constant C such that
\Vert S(t) $\varphi$\Vert_{C^{2}} )  $\theta$( $\Omega$)\leq Ct^{-2- $\theta$}| $\varphi$|_{\infty}, t>0,
\Vert S(t) $\varphi$\Vert_{C^{1, $\theta$}(\overline{ $\Omega$})} \leq C\Vert $\varphi$\Vert_{C^{1_{i} $\theta$}(\partial $\Omega$)}, t\geq 0.
Next we define two integral operators,
W[ $\psi$](x) :=\displaystyle \int_{ $\Omega$}K(y, x) $\psi$(y)dy, x\in\partial $\Omega$,
[(-$\Delta$_{D})^{-1} $\psi$](x) :=\displaystyle \int_{ $\Omega$}G(x, y) $\psi$(y)dy, x\in $\Omega$,
where  $\psi$ is a nonnegative measurable function in  $\Omega$ . Then we have the following lemma.
Lemma 2.3 Let  N>2 . Let  $\psi$ be a nonnegative measurable function in  $\Omega$ such that
 $\psi$(x)\leq c_{ $\psi$}|x|^{-N- $\alpha$}, x\in $\Omega$,
for some c_{ $\psi$}>0 and  $\alpha$>0 . Then there exists a constant C_{1} such that
|W[ $\psi$]|_{\infty}\leq C_{1}\mathrm{c}_{ $\psi$}.
Furthermore, there exists a constant C_{2} such that
[(-$\Delta$_{D})^{-1} $\psi$](x)\leq C_{2}c_{ $\psi$}|x|^{-(N-2)}, x\in $\Omega$.
2.2 Minimal solutions
In this section we assume that
(2.5) F=F(t, u) is continuous on (0, \infty)\times [0, \infty ) and increasing with respect to  u,
and construct minimal solutions of (1.4). Let u_{1}(x, t)\equiv 0 in  $\Omega$\times (0, \infty) and u_{1}^{b}(x, t)\equiv 0
on \partial $\Omega$\times (0, \infty) . For n=1 ) 2, . . . ) by induction we define
(2.6) u_{n+1}(x, t) :=[S(t) $\varphi$](x)+f_{n}(x, t)+w_{n}(x, t)
for almost all x\in\overline{ $\Omega$} and t>0 and
(2.7) u_{n+1}^{b}(x', t) :=[S(t) $\varphi$](x')+w_{n}(x', t)
for almost all  x'\in\partial $\Omega$ and  t>0 , where
F_{n}(x, t):=F(t, u_{n}(x, t f_{n}(x, t):=[(-$\Delta$_{D})^{-1}F_{n}(\cdot, t)](x) ,
W_{n}(x, t):=W[F_{n}(_{\rangle}t)](x) , w_{n}(x, t):=\displaystyle \int_{0}^{t}[S(t-s)W_{n}(\cdot, s)](x)ds.
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Since \mathcal{K}=\mathcal{K}(x, y, t) and G=G(x, y) are nonnegative, we can prove inductively that
0\leq u_{n-1}(x, t)\leq u_{n}(x, t) for almost all  x\in $\Omega$ and  t>0,
0\leq u_{n-1}^{b}(x^{;}, t)\leq u_{n}^{b}(x', t) for almost all  x'\in\partial $\Omega$ and  t>0,
where n=2 , 3, . . . . Then we can define
u_{*}(x,t) :=n\rightarrow\infty \mathrm{h}\mathrm{m}u_{n}(x, t)\in[0, \infty](2.8) u_{*}^{b}(x', t) :=\displaystyle \lim_{n\rightarrow\infty}u_{n}^{b}(x', t)\in[0, \infty]
We first obtain the following.
for almost all  x\in $\Omega$ and  t>0 )
for almost all  x'\in\partial $\Omega$ and  t>0.
Lemma 2.4 Assume (2.5). If there exists a supersolution U=(u, u^{b}) of(1.4) in  $\Omega$\times(0, T)
for some T>0 , then U_{*}=(u_{*}, u_{*}^{b}) is the minimal solution of (1.4) in  $\Omega$\times(0, T) .
Next we assume that
(2.9) f is continuous and increasing on [0, \infty ),
and construct a minimal solution of (1.11). Let  v_{1}(x) \equiv  0 in  $\Omega$ . For  n = 1 , 2, . . . , by
induction we define
v_{n+1} (x ) t ) :=[S(t) $\varphi$](x)+\displaystyle \int_{ $\Omega$}G(x, y)f(v_{n}(y))dy
for almost all  x\in $\Omega$ . Then it follows that
 0\leq v_{n-1}(x)\leq v_{n}(x) for almost all x\in $\Omega$,
where n=2 , 3, . . . , and we can define
v_{*}(x)=\displaystyle \lim_{n\rightarrow\infty}v_{n}(x)\in[0\text{）} \infty] for almost all x\in $\Omega$.
Similarly to Lemma 2.4, we have:
Lemma 2.5 Assume (2.9). If there exists a supersolution v of (1.11) in  $\Omega$ , then  v_{*} is a
minimal solution of (1.1) in  $\Omega$.
3 Proof of Theorem 1.1
We prove Theorem 1.1. In this section we use the same notation as in Section 2.2.
Applying Lemmas 2.2 and 2.3 to approximate solutions (2.6), we have the following.
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Lemma 3.1 Assume the same conditions as in Theorem 1.1. Furthermore, assume that
 D_{n} :=\displaystyle \mathrm{e}\mathrm{s}\mathrm{s}\sup_{t>0} [e^{(N-2)t}|u_{n}^{b}(\cdot, t)|_{\infty}+e^{(N-2)t}\mathrm{e}\mathrm{s}\mathrm{s}\sup_{x\in $\Omega$}\cdot|x|^{N-2}|u_{n}(x, t <\infty
for some  n\in\{1 , 2, . . . \} . Then there exists a constant C_{*} , independent of n_{f} such that
D_{n+1}\leq 2\{| $\varphi$|_{\infty}+C_{*}( $\kappa$ D_{n}^{p}+ $\lambda$ D_{n}^{q}
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. Let  $\delta$ be a sufficiently small positive constant such that
(3.1)  $\kappa$(C_{*}+1)^{p}$\delta$^{p-1}+ $\lambda$(C_{*}+1)^{q}$\delta$^{q-1}\leq 1/2 )
where C_{*} is the constant as in Lemma 3.1. Assume | $\varphi$|_{\infty} \leq  $\delta$/2 . Since u_{2} t) =  S(t) $\varphi$
and  u_{2}^{b} t)=[S(t) $\varphi$]^{b} , by (2.4) we see that
(3.2) \displaystyle \mathrm{e}\mathrm{s}\mathrm{s}\sup_{t>0} [e^{(N-2)t}|u_{2}^{b}(., t)|_{\infty}+e^{(N-2)t}\mathrm{e}\mathrm{s}\mathrm{s}\sup_{x\in $\Omega$}|x|^{N-2}|u_{2}(x, t \leq 2| $\varphi$|_{\infty}\leq $\delta$.
Taking a sufficiently small  $\delta$ if necessary, by Lemma 3.1, (3.1) and (3.2) we have
\displaystyle \mathrm{e}\mathrm{s}\mathrm{s}\sup_{\mathrm{t}>0} [e^{(N-2)t}|u_{3}^{b}(\cdot, t)|_{\infty}+e^{(N-2)\mathrm{t}}\mathrm{e}\mathrm{s}\mathrm{s}\sup_{x\in $\Omega$}|x|^{N-2}|u_{3}(x, t)|]
\leq 2\{| $\varphi$|_{\infty}+C_{*}( $\kappa \delta$^{p}+ $\lambda \delta$^{q})\}\leq $\delta$+C_{*} $\delta$.
Applying Lemma 3.1 again, by (3.1) and (3.2) we obtain
\displaystyle \mathrm{e}\mathrm{s}\mathrm{s}\sup_{t>0} [e^{(N-2)t}|u_{4}^{b}(\cdot, t)|_{\infty}+e^{(N-2)t}\mathrm{e}\mathrm{s}\mathrm{s}\sup_{x\in $\Omega$}|x|^{N-2}|u_{4}(x, t) |]
\leq 2\{| $\varphi$|_{\infty}+C_{*}[ $\kappa$((C_{*}+1) $\delta$)^{p}+ $\lambda$((C_{*}+1) $\delta$)^{q}]\}\leq $\delta$+C_{*} $\delta$.
Repeating this argument, we deduce that
\displaystyle \mathrm{e}\mathrm{s}\mathrm{s}\sup_{t>0} [e^{(N-2)t}|u_{n}^{b}(\cdot, t)|_{\infty}+e^{(N-2)t}\mathrm{e}\mathrm{s}\mathrm{s}\sup_{x\in $\Omega$}|x|^{N-2}|u_{n}(x, t)|] \leq $\delta$+C_{*} $\delta$
for all  n=2 , 3, . . . . This together with (2.8) implies that
\displaystyle \mathrm{e}\mathrm{s}\mathrm{s}\sup_{\mathrm{r}>0} [e^{(N-2)t}|u_{*}^{b}(\cdot, t)|_{\infty}+e^{(N-2)t}\mathrm{e}\mathrm{s}\mathrm{s}\sup_{x\in $\Omega$}|x|^{N-2}|u_{*}(x, t)|] \leq $\delta$+C_{*} $\delta$.
Then, by (2.7) we see that U_{*}=(u_{*}, u_{*}^{b}) is a solution of (1.1) in  $\Omega$\times(0, \infty) . Furthermore,
we deduce from Lemma 2.4 that U_{*} = (u_{*}, u_{*}^{b}) is a minimal solution of (1.1). Thus
Theorem 1.1 follows. \square 
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4 Nonlinear elliptic equations
In this section we consider problem (1.11) and prove the following theorem.
Theorem 4.1 Let  $\varphi$ be a nonnegative measurable function on \partial $\Omega$ . Assume that
(4.1)  f is Hölder continuous and increasing on [0, \infty).
Then the following statements are equivalent:
(a) Problem (1. 11) possesses a solution;
(b) Problem
(4.2) \left\{\begin{array}{ll}
- $\Delta$ u=e^{2t}f(u) , u\geq 0 & in  $\Omega$\times(0, \infty) ,\\
\partial_{t}u+\partial_{ $\nu$}u=0 & on \partial $\Omega$\times(0, \infty) ,\\
u(x, 0)= $\varphi$(x) & on \partial $\Omega$,
\end{array}\right.
possesses a local‐in‐time solution;
(c) Problem (4.2) possesses a global‐in‐time solution.
Furthermore, if v = v(x) and U = (u, u^{b}) are minimal solutions of (1.11) and (4.2),
respectively, then
v(e^{t}x)=u(x, t) for almost all  x\in $\Omega$ and  t>0,
v(e^{t}x)=u^{b} (x ) t) for almost all  x\in\partial $\Omega$ and  t>0.
We prepare the following Phragmén‐Lindelöf theorem for the Laplace equation in  $\Omega$ . The
proof is a modification of the proof of [7, Theorem 3.1].
Lemma 4.1 Let  $\sigma$>0 and let u=u(x, t) satisfy
u t)\in C^{2}( $\Omega$)\cap C^{1}(\overline{ $\Omega$}) for any  t\in(0,  $\sigma$],
 u\in C(\overline{ $\Omega$}\times(0,  $\sigma$ \partial_{t}u\in C(\partial $\Omega$\times(0,  $\sigma$
and
- $\Delta$ u\geq 0 in  $\Omega$\times(0 )  $\sigma$], \partial_{t}u+\partial_{ $\nu$}u\geq 0 on \partial $\Omega$\times(0,  $\sigma$].
Assume that
\displaystyle \lim_{t\rightarrow+}\inf_{0x}\inf_{\in\partial $\Omega$}u(x,t)\geq 0,
\displaystyle \lim\sup_{xR\rightarrow\infty}\inf_{||=R,t\in(0, $\sigma$]}u(x, t)\geq 0.
Then u\geq 0 in  $\Omega$\times(0 )  $\sigma$].
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By Lemma 4.1 and the regularity theorems for elliptic equations we have:
Lemma 4.2 Let  $\theta$ be a nonnegative continuous function on \partial $\Omega$\times(0, \infty) such that  $\theta$  s ) \in
 C^{1, $\theta$}(\partial $\Omega$) for all s>0 with 0< $\theta$<1 and
\displaystyle \sup_{s\in(0,T)}| $\theta$(\cdot, s)|_{\infty}<\infty, \sup_{s\in[ $\tau$,T]}\Vert $\theta$(\cdot, s)\Vert_{C^{1, $\theta$}(\partial $\Omega$)}<\infty,
for any  0< $\tau$<T<\infty . Then
 w(x, t):=\displaystyle \int_{0}^{t}\int_{\partial $\Omega$}\mathcal{K}(x, y, t-s) $\theta$(y, s)d$\sigma$_{y}\equiv\int_{0}^{t}\int_{\partial $\Omega$}K(e^{t-s}x, y) $\theta$(y, s)d$\sigma$_{y}
is the unique function on \overline{ $\Omega$}\times (0, \infty) with the following properties:
(a) w\in C^{2}( $\Omega$\times(0, \infty))\cap C^{1}(\overline{ $\Omega$}\times(0, \infty
(b)  w satisfies
- $\Delta$ w=0 in  $\Omega$\times(0, \infty) , \partial_{t}w+\partial_{ $\nu$}w= $\theta$ on \partial $\Omega$\times(0, \infty) ;
(c) \displaystyle \lim_{t\rightarrow+0}\mathrm{s}\mathrm{u}|w(x, t)|=0;x\in^{\frac{\mathrm{p}}{ $\Omega$}}
(d) \displaystyle \lim_{R\rightarrow\infty}\sup_{0<t\leq $\sigma$}\Vert w(\cdot, t)\Vert_{L}\infty(\partial B(0,R))=0 for any  $\sigma$>0.
We construct approximate solutions of (1.11) and (4.2). Let  $\varphi$ be a nonnegative
measurable function on \partial $\Omega$ . Let  $\zeta$ be a smooth function in \mathbb{R}^{N} such that
0\leq $\zeta$\leq 1 in \mathbb{R}^{N},  $\zeta$=1 in B(0,1) ,  $\zeta$=0 outside B(0,2) .
For any k=1 , 2, . . . , we set
$\varphi$_{k}(x) :=\displaystyle \min\{ $\varphi$(x), k\} on \partial $\Omega$, $\zeta$_{k}(x) := $\zeta$(k^{-1}x) on \overline{ $\Omega$}.
Define a sequence \{v_{k,n}\} inductively by
v_{k,1}(x):=\displaystyle \int_{ $\Omega$}K(x, y)$\varphi$_{k}(y)d$\sigma$_{y},(4.3) v_{k,n+1}(x):=\displaystyle \int_{\partial $\Omega$}K(x, y)$\varphi$_{k}(y)d$\sigma$_{y}+\int_{ $\Omega$}G(x, y)f(v_{k,n}(y))$\zeta$_{k}(y)dy,
where n=1 , 2, . . . . By (2.2) and (2.4) we see that
v_{k,1}\in C^{2}( $\Omega$)\cap L^{\infty}( $\Omega$) .
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This together with (1.7) and (4.1) implies that
v_{k,2}\displaystyle \in C^{2}( $\Omega$)\cap L^{\infty}( $\Omega$) , \lim_{R\rightarrow\infty}\sup_{|x|=R}|v_{k,2}(x)|=0,
\displaystyle \lim_{R\rightarrow+1}\sup_{|x|=R}|v_{k,2}(x)-\int_{\partial $\Omega$}K(x, y)$\varphi$_{k}(y)d$\sigma$_{y}|=0.
Repeating this argument, we have
v_{k,n}\displaystyle \in C^{2}( $\Omega$)\cap L^{\infty}( $\Omega$) , \lim_{R\rightarrow\infty}\sup_{|x|=R}|v_{k,n}(x)|=0,
(4.4) \displaystyle \lim_{R\rightarrow+1}\sup_{|x|=R}|v_{k,n}(x)-\int_{\partial $\Omega$}K (x ) y) $\varphi$_{k}(y)d$\sigma$_{y}|=0,
for n=1 , 2, . . . . Furthermore, it follows that
(4.5) - $\Delta$ v_{k,n}=f(v_{k,n-1})$\zeta$_{k} in  $\Omega$.
In addition, by the definition of v_{k,n} and the monotonicity of f we see that
(4.6) v_{k,n}(x)\leq v_{k,n+1}(x) , v_{k,n}(x)\leq v_{k+1,n}(x) ,
for all  x\in $\Omega$ and  k , n=1 , 2, . . . .
Set
(4.7) u_{k,n} (x ) t ) :=v_{k,n}(e^{t}x) , x\in\overline{ $\Omega$}, t>0.
Then we deduce from (4.4) that
 u_{k,n}\in C^{2}(\overline{ $\Omega$}\times(0, \infty))\cap L^{\infty}( $\Omega$\times(0, \infty
(4.8) \displaystyle \lim_{R\rightarrow\infty}\sup_{|x|=R_{\text{）}}t\in(0, $\sigma$]}|v_{k,n}(x)|=0 for any  $\sigma$>0,
\displaystyle \lim_{t\rightarrow+0}\sup_{x\in\partial $\Omega$}|u_{k,n}(x, t)-\int_{\partial $\Omega$}K (etx, y) $\varphi$_{k}(y)d$\sigma$_{y}|=0.
Furthermore, by (4.5) and (4.6) we see that
(4.9) \left\{\begin{array}{ll}
- $\Delta$ u_{k,n}=e^{2t}f(u_{k,n-1})$\zeta$_{k} & \mathrm{i}\mathrm{n}  $\Omega$\times(0, \infty) ,\\
\partial_{\mathrm{t}}u_{k,n}+\partial_{ $\nu$}u_{k,n}=0 & \mathrm{o}\mathrm{n} \partial $\Omega$\times(0, \infty) ,
\end{array}\right.
and
(4.10) u_{k,n}(x, t)\leq u_{k,n+1}(x, t) , u_{k,n}(x, t)\leq u_{k+1,n}(x,t) ,
for all (x, t)\in\overline{ $\Omega$}\times (  0 ) \infty ) and  k, n=1 , 2, . . . .
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On the other hand, we set
g_{k,n}(x, t):=e^{2t}\displaystyle \int_{ $\Omega$}G(x, y)f(u_{k,n-1}(y, t))$\zeta$_{k}(e^{\mathrm{t}}y)dy,(4.11) h_{k,n}(x, t):=u_{k,n}(x, t)-\displaystyle \int_{\partial $\Omega$}K ( e^{t_{X}} ) y )  $\varphi$(y)d$\sigma$_{y}-g_{k,n}(x, t) .
By (2.2), (4.8) and (4.9) we see that
g_{k,n}, h_{k,n}\in C^{2, $\theta$}(\overline{ $\Omega$}\times(0, \infty))
for some  $\theta$\in(0,1) and
\left\{\begin{array}{ll}
- $\Delta$ h_{k,n}=0 & \mathrm{i}\mathrm{n}  $\Omega$\times(0, \infty) ,\\
\partial_{t}h_{k,n}+\partial_{ $\nu$}h_{k}\text{）} n=-\partial_{ $\nu$}g_{k,n} & \mathrm{o}\mathrm{n} \partial $\Omega$\times(0, \infty) ,\\
\lim_{t\rightarrow+0}\sup_{x\in\partial $\Omega$}|h_{k,n}(x)|=0. & 
\end{array}\right.
Therefore, it follows from Lemma 4.2 that
h_{k} ) n(x, t)=-\displaystyle \int_{0}^{t}\int_{\partial $\Omega$}K(e^{t-s}x, y)\partial_{ $\nu$ 9k,n}d$\sigma$_{y}ds
=-\displaystyle \int_{0}^{\mathrm{t}}e^{2s}\int_{\partial $\Omega$}K(e^{t-s}x, y)(\int_{ $\Omega$}(\partial_{ $\nu$}G)(y, z)f(u_{k,n-1}(z, s))$\zeta$_{k} (esz) dz)d$\sigma$_{y}ds
=\displaystyle \int_{0}^{t}e^{2s}\int_{\partial $\Omega$}K(e^{t-s}x_{;}y)(\int_{ $\Omega$}K(z, y)f(u_{k,n-1}(z, s))$\zeta$_{k}(e^{S}z)dz)d$\sigma$_{y}ds.
This together with (4.11) implies that
u_{k,n}(x,t)=\displaystyle \int_{\partial $\Omega$}K(e^{t}x, y)$\varphi$_{k}(y)d$\sigma$_{y}+e^{2t}\int_{ $\Omega$}G(x, y)f(u_{k,n-1}(y, t))$\zeta$_{k}(e^{t}y)dy(4.12) +\displaystyle \int_{0}^{t}e^{2s}\int_{\partial $\Omega$}K(e^{t-s}x, y)(\int_{ $\Omega$}K(z, y)f(u_{k,n-1}(z, s))$\zeta$_{k}s(e^{s}z)dz)d$\sigma$_{y}ds
for all x\in\overline{ $\Omega$} and t>0.
Now we are ready to prove Theorem 4.1.
Proof of Theorem 4.1. Assume that problem (1.11) has a solution v . Since G is positive
in  $\Omega$\times $\Omega$ , by (1.12) we see that  v\in L_{1\mathrm{o}\mathrm{c}}^{1}( $\Omega$) . Then it follows from the Fubini theorem that
(4.13) v(x) <\infty for almost all  x\in\partial B(0, R) and R>1.
On the other hand, similarly to the proof of Lemma 2.5, it follows that
(4.14) v_{k} )n(x)\leq v(x) <\infty for almost all  x\in $\Omega$,
13
where k, n=1 , 2, . . . . Furthermore, similarly to (4.13), we have
(4.15)  v_{k,n}(x)\leq v(x)<\infty for almost all  x\in\partial B(0, R) and R>1.
By (4.7), (4.14) and (4.15) we see that
u_{k,n}(x, t)=v_{k,n} (etx) \leq v(e^{t}x)<\infty for almost all  x\in $\Omega$ and  t>0,
 u_{k,n}(x', t)=v_{k,n}(e^{t}x')\leq v(e^{t}x')<\infty for almost all  x'\in\partial $\Omega$ and  t>0,
where k, n=1 , 2, . . . . Then, by (4.10) we see that
u_{*}(x, t) :=\displaystyle \lim_{k\rightarrow\infty}\lim_{n\rightarrow\infty}u_{k,n}(x, t)\leq v(e^{t}x)<\infty for almost all  x\in $\Omega$ and  t>0,
u_{*}^{b}(x', t) :=\displaystyle \lim_{k\rightarrow\infty}\lim_{n\rightarrow\infty}u_{k,n}(x', t)\leq v(e^{t}x') <\infty for almost all  x'\in\partial $\Omega$ and  t>0.
Furthermore, we deduce from (4.12) that U_{*}:=(u_{*}, u_{*}^{b}) is a solution of (4.2) in  $\Omega$\times(0, \infty) .
Next we assume that problem (4.2) has a solution U=(u, u^{b}) in  $\Omega$\times (  0 ) T) for some
T>0 . Similarly to the proof of Lemma 2.4, by (4.12) we see that
u_{k,n}(x, t)\leq u(x, t)
for almost all  x\in $\Omega$ and  t\in(0, T) , where k, n=1 , 2, .. . . Then, for almost all t\in(0, T) ,
by (4.7) we obtain
 0\leq v_{k,n}(x)=u_{k,n}(e^{-t}x, t)\leq u(e^{-t}x, t)<\infty
for almost all  x\in $\Omega$ with  e^{-t}x> 1 . Therefore, for almost all  t\in (0, T) , by (4.6) we see
that
(4.16)  v_{*}(x) :=\displaystyle \lim_{k\rightarrow\infty}\lim_{n\rightarrow\infty}v_{k,n}(x)\leq u(e^{-t}x, t)<\infty
for almost all  x \in  $\Omega$ with  e^{-\mathrm{t}}x > 1 . Then we deduce from (4.3) that v_{*} is a solution of
(1.11). Thus Theorem 4.1 follows. \square 
We prove Theorem 1.2 by using Theorem 4.1
Proof of Theorem 1.2. Assume that problem (1.1) has a solution U = (u ) u^{b} ) in
 $\Omega$\times (0, T) for some T>0 . Then we can find T_{*} \in(0\text{）} T) such that (1.8) and (1.9) with
F=u^{p} hold for almost all  x\in $\Omega$ and  x'\in\partial $\Omega$ at  t=T_{*\rangle} respectively. It follows that
u^{b}(x', T_{*})=\displaystyle \int_{\partial $\Omega$}\mathcal{K}(x', y, T_{*}) $\varphi$(y)d$\sigma$_{y}
(4.17) +\displaystyle \int_{0}^{T_{*}}\int_{\partial $\Omega$}\mathcal{K}(x', y, T_{*}-s)\{\int_{ $\Omega$}\cdot K(z, y)u(z, s)^{p}dz\}d$\sigma$_{y}ds
=[S(T_{*}) $\varphi$](x')+\displaystyle \int_{0}^{T_{*}}[S(T_{*}-s)\{\int_{ $\Omega$}K(z, \cdot)u(z, s)^{p}dz\}](x')ds<\infty
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for almost all  x'\in\partial $\Omega$ . This together with (1.8) and (2.3) implies that
 u(x, T_{*})=\displaystyle \int_{\partial $\Omega$}\mathcal{K}(x, y, T_{*}) $\varphi$(y)d$\sigma$_{y}+\int_{ $\Omega$}G(x, y)u(y, T_{*})^{p}dy
+\displaystyle \int_{0}^{T_{*}}\int_{\partial $\Omega$}\mathcal{K}(x, y, T_{*}-s)\{\int_{ $\Omega$}K(z, y)u(z, s)^{p}dz\}d$\sigma$_{y}ds
=[S(T_{*}) $\varphi$](x)+\displaystyle \int_{ $\Omega$}G(x, y)u(y, T_{*})^{p}dy
+\displaystyle \int_{0}^{T_{*}}[S(T_{*}-s)\{\int_{ $\Omega$}K(z, \cdot)u(z, s)^{p}dz\}](x)ds
=\displaystyle \int_{\mathrm{a} $\Omega$}K (x ) y)  u^{b}(y', T_{*})d$\sigma$_{y}+\displaystyle \int_{ $\Omega$}G(x, y)u(y, T_{*})^{p}dy<\infty
for almost all  x \in  $\Omega$ . This means that  u(\cdot,T_{*}) is a solution of (1.14) with  $\varphi$ = u^{b}(T_{*}) .
Then, by‐Lemma 2.4 and Theorem 4.1 we see that problem (1.1) possesses a global‐in‐time
solution U = (ũ, \tilde{u}^{b} ) with  $\varphi$=u^{b}(T_{*}) . Set
w(x, t)= \left\{\begin{array}{ll}
u(x, t) & \mathrm{f}\mathrm{o}\mathrm{r} \mathrm{a}\mathrm{l}\mathrm{m}\mathrm{o}\mathrm{s}\mathrm{t} \mathrm{a}\mathrm{l}\mathrm{l} x\in $\Omega$ \mathrm{a}\mathrm{n}\mathrm{d} t\in(0, T_{*}) ,\\




u^{b}(x', t) & \mathrm{f}\mathrm{o}\mathrm{r} \mathrm{a}\mathrm{l}\mathrm{m}\mathrm{o}\mathrm{s}\mathrm{t} \mathrm{a}\mathrm{l}\mathrm{l} x'\in\partial $\Omega$ \mathrm{a}\mathrm{n}\mathrm{d} t\in(0, T_{*}) ,\\
\~{u} b (x', t-T_{*}) & \mathrm{f}\mathrm{o}\mathrm{r} \mathrm{a}\mathrm{l}\mathrm{m}\mathrm{o}\mathrm{s}\mathrm{t} \mathrm{a}\mathrm{l}\mathrm{l} x'\in\partial $\Omega$ \mathrm{a}\mathrm{n}\mathrm{d} t\in(T_{*}, \infty) .
\end{array}\right.
Then we see that W=(w\text{）} w^{b}) is a solution of (1.1) with  $\lambda$=0 in  $\Omega$\times(0, T_{*}) . Furthermore,
by (1.9) we have
w (x, t) = ũ (x, t-T_{*})
=\displaystyle \int_{\partial $\Omega$}\mathcal{K}(x, y, t-T_{*})u^{b} (y ) T_{*} ) d$\sigma$_{y}+\displaystyle \int_{ $\Omega$}G(x, y)ũ (y ) t-T_{*})^{p}dy
+\displaystyle \int_{0}^{t-T_{*}}\int_{\partial $\Omega$}\mathcal{K}(x, y, t-T_{*}-s)\{\int_{ $\Omega$}K(z, y)\overline{u}(z, s)^{p}dz\}dsd$\sigma$_{y}
=[S(t-T_{*})u^{b}(T_{*})](x)+\displaystyle \int_{ $\Omega$}G(x, y)w(y, t)^{p}dy
+\displaystyle \int_{T_{*}}^{t}[S(t-s)\{\int_{ $\Omega$}K(z, \cdot)w(Z, \mathcal{S})^{p}dz\}](x)ds
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for almost all  x\in $\Omega$ and  t\in(T_{*}, \infty) . This together with (2.3) and (4.17) implies that
w (x, t) = ũ(x, t-T_{*})
=[S(t) $\varphi$](x)+\displaystyle \int_{0}^{T_{*}}[S(t-s)\{\int_{ $\Omega$}K(z, \cdot)u(z, T_{*})^{p}dz\}](x)ds
+\displaystyle \int_{ $\Omega$}G(x, y)w(y, t)^{p}dy+\int_{T_{*}}^{t}[S(t-s)\{\int_{ $\Omega$}K(z, \cdot)w(z, s)^{p}dz\}](x)ds
=\displaystyle \int_{\partial $\Omega$}\mathcal{K}(x, y, t) $\varphi$(y)d$\sigma$_{y}+\int_{ $\Omega$}G(x, y)w(y, t)^{p}dy
+\displaystyle \int_{0}^{t}\int_{\partial $\Omega$}\mathcal{K}(x, y, t-s)\{\int_{ $\Omega$}K(z\text{）} y)w(z\text{）} s)^{p}dz\}dsd$\sigma$_{y}
for almost all  x\in $\Omega$ and  t\in(T_{*}, \infty) . Similarly, we have
w^{b}(x', t)=\displaystyle \int_{\partial $\Omega$}\mathcal{K}(x', y, t) $\varphi$(y)d$\sigma$_{y}
+ $\kappa$\displaystyle \int_{0}^{\mathrm{t}}\int_{\partial $\Omega$}\mathcal{K}(x', y, t-\mathcal{S})\{\int_{ $\Omega$}K(z, y)w(z, s)^{p}dz\}dsd$\sigma$_{y}
for almost all  x'\in\partial $\Omega$ and  t\in (  T_{*}, oo). Therefore, we see that W=(w, w^{b}) is a solution
of (1.1) with  $\lambda$=0 in  $\Omega$\times (  0 , oo). Thus problem (1.1) possesses a global‐in‐time solution,
and Theorem 1.2 follows. \square 
Furthermore, as a corollary of Theorem 4.1, we have the following result.
Corollary 4.1 Assume that p> 1 . Let  $\phi$ be a nonnegative measurable function on \partial $\Omega$.
Assume that problem (1.1) possesses a local‐in‐time solution u with the initial data  $\phi$.
Then, for any  $\mu$\in(0,1) , problem (1.14) possesses a solution with  $\varphi$= $\mu \phi$.
Proof. Let u be a solution of (1.1) with the initial data  $\phi$ in  $\Omega$\times (0, T) for some T>0.
Then ũ(x, t) := $\mu$ u(x, t) satsfies
\left\{\begin{array}{ll}
- $\Delta$\overline{u}=$\mu$^{-(p-1)}\tilde{u}^{p}, \~{u}\geq 0, & x\in $\Omega$, t\in(0, T) ,\\
\partial_{t}\overline{u}+\partial_{ $\nu$}\tilde{u}=0, & x\in\partial $\Omega$, t\in(0, T) ,\\
\~{u} (x, 0)= $\mu \phi$(x)\geq 0, & x\in\partial $\Omega$.
\end{array}\right.
Since $\mu$^{-(p-1)}>1 , we see that
- $\Delta$\~{u}=$\mu$^{-(p-1)}\tilde{u}^{p}\geq e^{2t}\tilde{u}^{p}, x\in $\Omega$, t>0,
provided that $\mu$^{-(p-1)}\geq e^{2t} and 0<t<T . Therefore, the problem
\left\{\begin{array}{ll}
- $\Delta$ w=e^{2t}w^{p}, w\geq 0, & x\in $\Omega$, t>0,\\
\partial_{t}w+\partial_{ $\nu$}w=0\text{）} & x\in\partial $\Omega$, t>0,\\
w(x, 0)= $\mu \phi$(x)\geq 0\text{）} & x\in\partial $\Omega$,
\end{array}\right.
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possesses a local‐in‐time supersolution. Theni by Lemma 2.4 and Theorem 4.1 we deduce
that problem (1.14) possesses a solution with  $\varphi$= $\mu \phi$ . Thus Corollary 4.1 follows. \square 
On the other hand, by the definition of v_{k,n} , we obtain the following.
Theorem.4.2  Let_{\Leftarrow} $\varphi$ be a nonnegative measurable function on \partial $\Omega$ such that  $\varphi$\not\equiv 0 in  $\Omega$.
Assume (4.1) and that there exists a classical supersolution v of (4.2). Then problem (4.2)
possesses a solution.
Proof. Let v be a classical supersolution of (4.2). Let k, n=1 , 2, . . . and let v_{k,n} be as in
(4.3). By Definition 1.2 (iii), Lemma 2.2 and (4.3), we apply Lemma 4.1 to v and v_{k,1} and
we see that v(x) \geq v_{k,1}(x) in  $\Omega$ . Then, by (4.4) and (4.5) we apply Lemma 4.1 to  v and
v_{k,2} , and obtain v(x)\geq v_{k,2}(x) in  $\Omega$ . Repeating this argument, for any  k, n=1 , 2, . . . , we
deduce that v(x)\geq v_{k,n}(x) for all  x\in $\Omega$ . Similarly to (4.16), by (4.6) we have
 v_{*}(x) :=\displaystyle \lim_{k\rightarrow\infty}\lim_{n\rightarrow\infty}v_{k,n}(x, t)\leq v(x)
for all x \in  $\Omega$ . Furthermore, we see that  v_{*} is a solution of (4.2). Thus Theorem 4.2
follows. \square 
5 Proof of Theorems 1.3 and 1.4
For the proof of Theorems 1.3 and 1.4) applying the estimate
u(x, t)\geq[(-$\Delta$_{D})^{-1}u(t)^{p}](x)
for almost all  x\in $\Omega$ and  t\in(0, T) , we prepare the following lemma.
Lemma 5.1 Assume thatp>1 . Let u be a solution of (1.1) in  $\Omega$\times (  0 ) T) for some T>0.
Let R\geq 5 and A>0 . Assume that u satisfies (1.8) at t=T_{*}\in(0, T) and
u(x, T_{*})\geq A|x|^{-(N-2)}
for almost all x\in $\Omega$\backslash B(0, R) . Then there exists a positive constant K , independent of
R , such that, if A\geq KR^{( $\gamma$-N)/(p-1)} , then
u(x, T_{*})\geq e^{p^{n-1}}|x|^{-(N-2)}
for almost all x\in $\Omega$\backslash B(0, R_{n}) and all n=1 , 2, . . . . Here  $\gamma$ :=\displaystyle \max\{p(N-2), N\} and
R_{n}:=3^{n-1}R.
Now we are ready to prove Theorem 1.3.
Proof Theorem 1.3. Let 1<p\leq p_{*} . Then  $\gamma$ :=\displaystyle \max\{p(N-2), N\}=N . Let  $\varphi$ be a
nonnegative measurable function on \partial $\Omega$ such that  $\varphi$\not\equiv 0 in  $\Omega$ . Assume that there exists a
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nonnegative solution  u of (1.1) in  $\Omega$\times(0, T) for some T>0 . Then we can find T_{*}\in(0, T)
that u satisfies (1.8) at t=T_{*}.
On the other hand, since  $\varphi$\not\equiv 0 on \partial $\Omega$ , we see that  S(T_{*}/2) $\varphi$ is positive on St. Then,
by (2.2) we can find a positive constant  m such that
(5.1) S(T_{*}/2) $\varphi$\geq m on \partial $\Omega$.
This together with (1.8), (2.1) and (2.3) implies that
u(x, T_{*})\geq[S(T_{*}) $\varphi$](x)= [S(T_{*}/2)[S(T_{*}/2) $\varphi$]^{b}](x)(5.2) \geq[S(T_{*}/2)m](x)\geq m[e^{T_{*}/2}|x|]^{-(N-2)}\geq C_{*}|x|^{-(N-2)}
for almost all  x\in $\Omega$ , where  C_{*} is a positive constant.
Let R\geq 5 . Since 1<p\leq p_{*} , it follows from (1.8) and (5.2) that
u(x,T_{*})\displaystyle \geq\int_{ $\Omega$}G(x, y)u(y, T_{*})^{p}dy\geq $\kappa$ C_{*}^{p}\int_{B(0,R/2)\backslash B(0,1)}|y|^{- $\gamma$}G(x, y)dy
(5.3) =\displaystyle \frac{ $\kappa$ c_{N}C_{*}^{p}}{N-2}\int_{B(0,R/2)\backslash B(0,1)}\frac{|y|^{- $\gamma$}}{|x-y|^{N-2}}dy
-\displaystyle \frac{ $\kappa$ c_{N}C_{*}^{p}}{N-2}|x|^{-(N-2)}\int_{B(0,R/2)\backslash B(0,1)}\frac{|y|^{- $\gamma$}}{|y-x_{*}|^{N-2}}dy
for almost all x \in  $\Omega$ . Furthermore, since  N > 2 , there exist constants C_{1} and C_{2},
independent of R , such that
\displaystyle \int_{B(0} )R/2)\displaystyle \backslash B(0,1)\frac{|y|^{- $\gamma$}}{|x-y|^{N-2}}dy\geq C_{1}^{-1}|x|^{-(N-2)}\int_{B} (0,R/2)\backslash B(0,1)|y|^{- $\gamma$}dy,(5.4) \displaystyle \int_{B(0,R/2)\backslash B(0,1)}\frac{|y|^{- $\gamma$}}{|y-x_{*}|^{N-2}}dy\leq C_{1}\int_{B(0,R/2)\backslash B(0,1)}|y|^{-(N-2)- $\gamma$}dy\leq C_{2},
for x\in $\Omega$\backslash B(0, R) . By (5.3) and (5.4) we see that
(5.5) u(x, T_{*})\displaystyle \geq\frac{ $\kappa$ c_{N}C_{*}^{p}}{N-2}|x|^{-(N-2)}[C_{1}^{-1}\int_{B(0,R/2)\backslash B(0,1)}|y|^{- $\gamma$}dy-C_{2}]
for almost all x\in $\Omega$\backslash B (0 ) R). Let K be the constant given in Lemma 5.1. Since  $\gamma$=N,
taking a sufficiently large R , by (5.5) we obtain
u(x, T_{*})\geq K|x|^{-(N-2)}
for all x\in $\Omega$\backslash B(0, R) . This together with Lemma 5.1 implies that
(5.6) u(x, T_{*})\geq d^{n-1}|x|^{-(N-2)}
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for almost all x\in $\Omega$\backslash B(0, R_{n}) and all n=1 , 2, . . . , where R_{n}=3^{n-1}R.
By (1.7), (1.8) and (5.6), we obtain
u (x ) T_{*} ) \displaystyle \geq\int_{ $\Omega$}G(x, y)u(y, T_{*})^{p}dy\geq e^{p^{n}}\int_{B(0,2R_{m})\backslash B(0,R_{\mathrm{r}})}G(x, y)|y|^{-N}dy
(5.7) =\displaystyle \frac{c_{N}e^{p^{n}}}{N-2}\int_{B(0,2R_{n})\backslash B(0,R_{m})}\frac{|y|^{-N}}{|x-y|^{N-2}}dy
-\displaystyle \frac{c_{N}e^{p^{n}}}{N-2}|x|^{-(N-2)}\int_{B(0,2R_{n})\backslash B(0,R_{n})}\frac{|y|^{-N}}{|y-x_{*}|^{N-2}}dy
for almost all  x\in $\Omega$ and all  n=1 , 2, . . . . Let L be a sufficiently large positive constant.
Since  R_{n}\rightarrow\infty as  n\rightarrow\infty , we can find positive constants C3,  C_{4} , C5 and C_{6} , independent
of L and n , such that
\displaystyle \int_{B(0,2R_{m})\backslash B(0,R_{m})}\frac{|y|^{-N}}{|x-y|^{N-2}}dy\geq C_{3}\int_{B(0,2R_{n})\backslash B(0,R_{m})}|y|^{-(N-2)-N}dy(5.8) =C_{3}R_{n}^{-(N-2)}\displaystyle \int_{B(0,2)\backslash B(0,1)}|y|^{-(N-2)-N}dy\geq C_{4}R_{n}^{-(N-2)}
and
\displaystyle \int_{B(0,2R_{m})\backslash B(0,R_{n})}\frac{|y|^{-N}}{|y-x_{*}|^{N-2}}dy\leq C_{5}\int_{B(0,2R_{m})\backslash B(0,R_{m})}|y|^{-(N-2)-N}dy(5.9) \displaystyle \leq C_{5}R_{n}^{-(N-2)}\int_{B(0,2)\backslash B(0,1)}|y|^{-(N-2)-N}dy\leq C_{6}R_{n}^{-(N-2)}
for all  L\leq |x|\leq R_{m} and sufficiently large n . By (5.7), (5.8) and (5.9) we obtain
(5.10) u(x, T_{*})\displaystyle \geq\frac{c_{N}e^{p^{n}}}{N-2}R_{n}^{-(N-2)}[C_{4}-C_{6}|x|^{-(N-2)}]
for almost all  x\in $\Omega$ with  L\leq |x| \leq R_{n} and all n=1 , 2, . . . . Taking a sufficiently large L
if necessary, we see that 2C_{4}\geq C_{\mathfrak{Z}}L^{-(N-2)} . Then, by (5.10) we have
u(x, T_{*})\displaystyle \geq\frac{c_{N}e^{p^{n}}}{N-2}\frac{C_{4}}{2}R_{n}^{-(N-2)}
for almost all x \in  $\Omega$ with  L \leq |x| \leq  R_{m} and all sufficiently large n . This implies that
u(x, T_{*}) =\infty for almost all  x \in  $\Omega$ with |x| \geq  L . This is a contradiction. Therefore we
see that problem (1.1) possesses no local‐in‐time solutions, and Theorem 1.3 follows. \square 
Proof of Theorem 1.4. Let p>p_{*} . Let  $\phi$ be a nonnegative measurable function on \partial $\Omega$
such that  $\varphi$\not\equiv 0 in  $\Omega$ . Similarly to (5.1), we can find a positive constant  m such that
(5.11) [S(t_{*}) $\phi$](x)\geq m \mathrm{o}\mathrm{n} \partial $\Omega$
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for all  1/2\leq t_{*}\leq 1.
Let  $\mu$ be a sufficiently large constant. Assume that problem (1.1) possesses a local‐
in‐time solution with  $\varphi$ =  $\mu \phi$ . Then, by Lemma 2.4 and Theorem 1.2 we can find a
global‐in‐time solution  u of (1.1) with  $\lambda$ =0 . Furthermore, by (1.8) and (5.11) we see
that,
u(x, t)\geq $\mu$[S(t) $\phi$](x)= $\mu$[S(t-t_{*})[S(t_{*}) $\phi$]^{b}](x)\geq m $\mu$|x|^{-(N-2)}
for almost all x \in  $\Omega$ and  t \in (1,2) . Let R \geq  5 . Then, taking a sufficiently large  $\mu$ if
necessary, by Lemma 5.1 we obtain
(5.12)  u(x, t)\geq e^{p^{n-1}}|x|^{-(N-2)}
for almost all x \in  $\Omega$\backslash B(0, R_{n}) , t \in (1,2) and all n = 1 , 2, . . . , where R_{n} = 3^{n-1}R.
Similarly to (5.7), by (1.7), (1.8) and (5.12) we obtain
u(x, t)\displaystyle \geq\frac{c_{N}e^{p^{n}}}{N-2}\int_{B(0,2R_{m})\backslash B(0,R_{m})}\frac{|y|^{-\mathrm{p}(N-2)}}{|x-y|^{N-2}}dy(5.13) -\displaystyle \frac{c_{N}e^{p^{n}}}{N-2}|x|^{-(N-2)}\int_{B(0,2R_{m})\backslash B(0} ) R_{m})\displaystyle \frac{|y|^{-p(N-2)}}{|y-x_{*}|^{N-2}}dy
for almost all x\in $\Omega$, t\in(1,2) and all n=1 , 2, . . . . Let L be a sufficiently large constant.
Since  R_{n}\rightarrow\infty as  n\rightarrow\infty , similarly to (5.8) and (5.9), we see that
\displaystyle \int_{B(0,2R_{m})\backslash B(0,R_{m})}\frac{|y|^{-p(N-2)}}{|x-y|^{N-2}}dy\geq C_{1}\int_{B(0,2R_{n})\backslash B(0} )R_{m})|y|^{-(N-2)-p(N-2)}dy(5.14) =C_{1}R_{n}^{-p(N-2)+2}\displaystyle \int_{B(0,2)\backslash B(0,1)}|z|^{-(N-2)-N}dz\geq C_{2}R_{n}^{-p(N-2)+2}
and
\displaystyle \int_{B(0,2R_{m})\backslash B(0,R_{m})}\frac{|y|^{-p(N-2)}}{|y-x_{*}|^{N-2}}dy\leq C_{3}\int_{B(0,2R_{m})\backslash B(0,R_{m})}|y|^{-(N-2)-p(N-2)}dy(5.15) =C_{3}R_{n}^{-p(N-2)+2}\displaystyle \int_{B(0,2)\backslash B(0,1)}|z|^{-(N-2)-N}d_{Z}\leq C_{4}R_{n}^{-p(N-2)+2}
for all L \leq |x| \leq  R_{ $\eta$} and all sufficiently large n , where C_{i} (i= 1 ) 2, 3, 4) are positive
constants independent of L and n . By (5.13), (5.14) and (5.15) we have
(5.16) u(x, t)\displaystyle \geq\frac{c_{N}e^{p^{n}}}{N-2}R_{n}^{-p(N-2)+2}[C_{2}-C_{4}|x|^{-(N-2)}]
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for almost all  x\in $\Omega$ with  L\leq |x| \leq  R_{n},  t\in (1,2) and all sufficiently large n . Taking a
sufficiently large L if necessary, we have 2C_{2}\geq C_{4}L^{-(N-2)} . Then, by (5.16) we have
u(x,t)\displaystyle \geq\frac{c_{N}e^{p^{n}}}{N-2}\frac{C_{2}}{2}R_{n}^{-p(N-2)+2}
for almost all  x\in $\Omega$ with  L\leq |x| \leq R_{n}, t\in(1\text{） 2 ) and all sufficiently large n . This implies
that  u(x, t)=\infty for almost all  x\in $\Omega$ with |x| \geq L and t\in(1,2) . This is a contradiction.
Therefore we see that problem (1.1) possesses no local‐in‐time solution with  $\varphi$ =  $\mu \phi$.
Thus the proof of Theorem 1.4 is complete. \square 
Proof of Corollary 1.1 Assertion (i) follows from Theorem 4.2. Furthermore, asser‐
tion (ii) follows from Theorem 1.2, Theorem 1.3 and assertion (i) of Corollary 1.1. Thus
Corollary 1.1 follows. \square 
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