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Abstract. An H1, {H2}-factor of a graph G is a spanning subgraph of
G with exactly one component isomorphic to the graph H1 and all other
components (if there are any) isomorphic to the graph H2. We completely
characterise the class of connected almost claw-free graphs that have a
P7, {P2}-factor, where P7 and P2 denote the paths on seven and two
vertices, respectively. We apply this result to parallel knock-out schemes
for almost claw-free graphs. These schemes proceed in rounds in each of
which each surviving vertex eliminates one of its surviving neighbours. A
graph is reducible if such a scheme eliminates every vertex in the graph.
Using our characterisation we are able to classify all reducible almost
claw-free graphs, and we can show that every reducible almost claw-
free graph is reducible in at most two rounds. This leads to a quadratic
time algorithm for determining if an almost claw-free graph is reducible
(which is a generalisation and improvement upon the previous strongest
result that showed that there was a O(n5.376) time algorithm for claw-free
graphs on n vertices).
Keywords: parallel knock-out schemes, (almost) claw-free graphs, per-
fect matching, factor
1 Introduction
We denote a graph by G = (V,E). An edge joining vertices u and v is denoted by
uv. If not stated otherwise a graph is assumed to be finite, undirected and simple.
The neighbourhood of u ∈ V , that is, the set of vertices adjacent to u is denoted
by NG(u) = {v |uv ∈ E}, and the degree of u is denoted by degG(u) = |NG(u)|.
If no confusion is possible, we omit the subscripts. A set I ⊆ V is called an
independent set of G if no two vertices in I are adjacent to each other, and α
denotes the independence number of G, the number of vertices in a maximum
size independent set of G. See [3] for other basic graph-theoretic terminology.
⋆ A preliminary and shortened version of this paper appeared in the Proceedings of
the 19 th International Workshop on Combinatorial Algorithms (IWOCA 2008).
⋆⋆ Research supported by EPSRC grant EP/E048374/1.
⋆ ⋆ ⋆ Research supported by EPSRC grant EP/D053633/1.
A graph ({u, v1, v2, v3}, {uv1, uv2, uv3}) is called a claw with claw centre u
and leaves v1, v2, v3. A graph is claw-free if it does not contain a claw as a induced
subgraph. Claw-free graphs form a rich class containing, for example, the class of
line graphs and the class of complements of triangle-free graphs. It is a very well-
studied graph class, both within structural graph theory and within algorithmic
graph theory; see [10] for a survey. We study a generalisation of claw-free graphs,
namely almost claw-free graphs which were introduced by Ryja´cˇek [22].
Definition 1. A graph G = (V,E) is almost claw-free if the following two con-
ditions hold:
1. The set of all vertices that are claw centres of induced claws in G is an
independent set in G.
2. For all u ∈ V , either |N(u)| = 1 or N(u) contains two vertices v1, v2 such
that N(u)\{v1, v2} ⊆ N(v1) ∪N(v2).
Claw-free graphs trivially satisfy the first condition, and they also satisfy the sec-
ond since otherwise they would contain a vertex with three independent neigh-
bours yielding an induced claw. Hence, every claw-free graph is almost claw-free.
It is easy to see that there exist almost claw-free graphs that are not claw-free;
see, for example, the graph H in Figure 2.
Several papers have generalised results on claw-free graphs to almost claw-
free graphs: see [7, 19, 25] for results on hamiltonicity, shortest walks and tough-
ness. A subgraph M = (V ′, E′) of a graph G = (V,E) is called a matching of G
if every vertex inM has degree one. It is called a perfect matching if V ′ = V . We
call G even if |V | is even, and odd otherwise. Las Vergnas [18] and Sumner [23]
have independently proven that every even connected claw-free graphG = (V,E)
has a perfect matching. The following theorem by Ryja´cˇek [22] generalises this
result to almost claw-free graphs.
Theorem 1 ([22]). Every even connected almost claw-free graph has a perfect
matching.
For an odd graph G = (V,E), the natural analogue of a perfect matching is a
near-perfect matching: a matching M = (V \{v}, E′) for some v ∈ V . In this
paper we shall prove the following.
Theorem 2. Every odd connected almost claw-free graph has a near-perfect
matching.
Ju¨nger, Pulleyblank and Reinelt [14] have shown that odd claw-free graphs have
near-perfect matchings so Theorem 2 is an extension of this result to almost
claw-free graphs. In fact, our main result, Theorem 3, is much stronger and
more general, but we require some further preliminaries before we can state it.
To capture both even and odd graphs, the notion of a (near-)perfect matching
has been generalised in various ways. We consider two such generalisations for
almost claw-free graphs, namely path factors and parallel knock-out numbers,
which we relate to each other.
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In Section 2, we completely characterise the class of connected almost claw-
free graphs that have a spanning subgraph with exactly one component isomor-
phic to a path on seven vertices while all other components form a matching.
In Section 4 we prove this result and present a polynomial algorithm for finding
such a subgraph, but first we apply this result in Section 3 to parallel knock-out
schemes for almost claw-free graphs.
These schemes proceed in rounds in each of which all surviving vertices si-
multaneously eliminate one of their surviving neighbours. A graph is then called
reducible if such a scheme eliminates every vertex in the graph. Using our new
characterisation we can classify all reducible almost claw-free graphs. We can
also show that every reducible almost claw-free graph is reducible in at most
two rounds. This way we obtain a quadratic time algorithm for determining if
an almost claw-free graph is reducible. This is a generalisation and improve-
ment upon the O(n5.376) time algorithm for n-vertex claw-free graphs given by
Broersma et al. in [6]. In general, determining if a graph is reducible is an NP-
complete problem. However, we hope that our new technique that uses (path)
factors for this problem might lead to faster algorithms for other graph classes
as well. We discuss this in Section 5.
2 Path factors
Let H = {H1, H2, . . .} be a family of graphs. An H-factor of a graph G is a
spanning subgraph ofG with each component isomorphic to a graph inH. Let Pn
denote the path on n vertices. A path factor of a graph G is a {P1, P2, . . .}-factor
of G. Path factors generalise perfect matchings, which are {P2}-factors (and also
called 1-factors). Path factors have been the subject of considerable study: see,
for example, [24] for a characterisation of bipartite graphs with a {P3, P4, P5}-
factor and [15, 16] for a characterisation of general graphs with a {P3, P4, P5}-
factor. A more recent result [20] shows that the square of any connected graph
on at least six vertices has a {P3, P4}-factor. Connected claw-free graphs with
minimum degree d have a {Pd+1, Pd+2, . . .}-factor [1]. In general, obtaining good
characterisations of graph classes with path factors might be difficult as it is
shown in [11] that the problem of deciding if a given graph has a H-factor is
NP-complete for any fixed H with |VH | ≥ 3. For a more general survey on factors
see [21].
We are interested in another class of path factors. Let H1, H2 be graphs.
Then an H1, {H2}-factor of a graph G is a spanning subgraph of G with exactly
one component isomorphic to H1 and all other components (if there are any) iso-
morphic to H2. The components are called H1-components and H2-components.
A P2, {P2}-factor of a graph corresponds to a perfect matching, and a P1, {P2}-
factor corresponds to a near-perfect matching.
In order to state our main result, we must define two families F and G
of connected almost claw-free graphs. For an integer k ≥ 0, let the graph Fk
be obtained from the complete graph on k + 1 vertices x0, . . . , xk by adding a
vertex yi and an edge xiyi for i = 1, . . . , k (note there is no vertex y0). We say
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that x0 is the root of Fk. Note that each graph Fk is claw-free. In particular,
F0 is isomorphic to P1 and F1 is isomorphic to P3. For integers k, ℓ ≥ 1, let
Fk,ℓ denote the graph obtained from two vertex-disjoint copies of Fk and Fℓ
after removing their roots and adding a new vertex x∗ adjacent to precisely
those vertices to which the roots were adjacent in Fk, Fℓ. We call x
∗ the root
of Fk,ℓ. Note that each graph Fk,ℓ is claw-free. In particular, F1,1 is isomorphic
to P5. Finally, for integers k, ℓ ≥ 1, let F ′k,ℓ denote the graph obtained from
Fk,ℓ with root x
∗ after adding two new vertices y and z with y adjacent to
z and z also adjacent to x∗ and to all vertices in NFk,ℓ(x
∗). We call x∗ the
root of F ′k,ℓ. Since z is the (only) centre of an induced claw, F
′
k,ℓ is not claw-
free. However, it is easy to check that each F ′k,ℓ is almost claw-free. Let F =
{F0, Fk, Fk,ℓ, F ′k,ℓ | k, ℓ ≥ 1}. See Figure 1 for some examples of graphs that
belong to this family. Let Cn denote the cycle on n vertices. For k ≥ 0, the
F2 F3 F2,3 F
′
2,3
x∗ x∗
z
y
x0
x1 x2
y1 y2
Fig. 1. The graphs F2, F3, F2,3, and F
′
2,3.
graph Gk is obtained from Fk by adding two new vertices a and b that are
adjacent to the root of Fk and to each other. Note that G0 is isomorphic to C3;
see Figure 2 for some other examples. The family G contains the graphs Gk,
k ≥ 0, and also all other connected graphs on five vertices that have a C3, {P2}-
factor. There are eleven such graphs which are depicted in Figure 3 together with
the graph G1. Note that each graph in G is claw-free and contains a C3, {P2}-
factor. Let H = ({u1, u2, u3, u4, u5}, {u1u2, u1u3, u1u4, u2u4, u3u4, u4u5}) be the
almost claw-free graph in Figure 2. Note that the only connected almost claw-free
graphs on five vertices not in G are F2, F1,1, C5, and H .
Theorem 3 below states that to check whether a graph G on n vertices
has a P7, {P2}-factor can be done by checking whether or not G ∈ F ∪ G ∪
{C5, H} (and this can clearly be done in time O(|V |2)). The theorem also states
that finding such a factor takes O(|V |3.5) time. This is a major improvement
upon the trivial brute-force algorithm that checks for every 7-tuple of vertices
{v1, . . . , v7} whether the graph obtained after removing {v1, . . . v7} contains a
perfect matching.
Theorem 3. Let G = (V,E) be an odd connected almost claw-free graph. If G /∈
F∪G∪{C5, H} then G has a P7, {P2}-factor, which we can find in O(|V |3.5) time.
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G2 G3 H
u1
u3
C5
u2
u4
u5
a b
x0
x1 x2
y1 y2
Fig. 2. The graphs G2, G3, H and C5.
G1
Fig. 3. All connected 5-vertex graphs with a C3, {P2}-factor.
Note that Theorem 3 implies Theorem 2.We prove Theorem 3 in Section 4. There
we describe an algorithm that computes a P7, {P2}-factor in O(|V |
3.5) time. The
running time of the algorithm on an input graph G = (V,E) depends on the
running time of a subalgorithm that is performed O(|V |) times and that finds a
perfect matching in at most two subgraphs of G and then attempts to transform
these perfect matchings into a P7, {P2}-factor of G. As such a transformation
already requires Ω(|V |2) time for some almost claw-free graphs, we did not aim
to bring down the running time of the O(|V |0.5|E|) = O(|V |2.5) time algorithm
of Blum that computes a maximum matching for general graphs [2].
3 Parallel knock-out schemes
3.1 Definitions and Observations
In this section we continue the study on parallel knock-out schemes for finite
undirected simple graphs which begun in [17] and continued in [4–6]. Such a
scheme proceeds in rounds. In the first round each vertex in the graph selects
exactly one of its neighbours, and then all the selected vertices are eliminated
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simultaneously. In subsequent rounds this procedure is repeated in the subgraph
induced by those vertices not yet eliminated. The scheme continues until there
are no vertices left, or until an isolated vertex is obtained (since an isolated
vertex will never be eliminated).
More formally, for a graph G = (V,E), a KO-selection is a function f : V →
V with f(v) ∈ N(v) for all v ∈ V . If f(v) = u, we say that vertex v fires at
vertex u, or that vertex u is knocked out by vertex v. For a KO-selection f , we
define the corresponding KO-successor of G as the subgraph of G that is induced
by the vertices in V \ f(V ); if G′ is the KO-successor of G we write G ; G′.
Note that every graph without isolated vertices has at least one KO-successor.
A graph G is called KO-reducible, if there exists a KO-reduction scheme, that
is, a finite sequence
G ; G1 ; G2 ; · · · ; Gr,
where Gr is the null graph (∅, ∅). A single step in this sequence is called a round ,
and the parallel knock-out number ofG, pko(G), is the smallest number of rounds
of any KO-reduction scheme. If G is not KO-reducible, then pko(G) =∞.
Note that pko(P1) = pko(P3) = pko(P5) = ∞, as in each case there is at
least one isolated vertex after the first round of any parallel knock-out scheme,
and pko(P2k) = 1, for k ≥ 1, and pko(Ck) = 1, for k ≥ 3, as we can define a first
round firing along the perfect matching and cycle edges, respectively. Finally,
pko(P2k+1) = 2 for k ≥ 3. To see this, consider a KO-reduction scheme for a
path p1p2 · · · p2k+1 such that in the first round p2i−1 and p2i fire at each other
for i = 1, . . . , k − 2, p2k−3 fires at p2k−4, p2k−2 fires at p2k−3, p2k−1 fires at p2k,
and p2k and p2k+1 fire at each other. Then, after round one, p2k−2 and p2k−1 are
the only two vertices left and they fire at each other in round two. This yields
the following observation which explains our interest in P7, {P2}-factors; note
that the reverse implication is not true.
Observation 4 Let G be a graph. If G has a perfect matching or a Ck, {P2}-
factor for some k ≥ 3, then pko(G) = 1. If G has a P2k+1, {P2}-factor for some
k ≥ 3, then pko(G) ≤ 2.
The paper [6] shows that a KO-reducible n-vertex graph G has
pko(G) ≤ min
{
−
1
2
+
√
2n−
7
4
,
1
2
+
√
2α−
7
4
}
,
(recall that α is the independence number). This bound is asymptotically tight
due to the existence of a family of graphs in [4] whose knock-out numbers grow
proportionally to the square root of the number of vertices (and to the square
root of the independence number as these graphs are bipartite). KO-reducible
claw-free graphs, however, can be knocked out in at most two rounds [4]. Con-
nected claw-free graphs with minimum degree d ≥ 5 have a {P6, P7, . . .}-factor [1],
and consequently, a P7, {P2}-factor or a perfect matching. This implies they are
KO-reducible in at most two rounds by Observation 4. Using Theorem 3 we can
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strengthen and generalise the result on parallel knock-out numbers for claw-free
graphs to almost claw-free graphs. First, note that every graph F ∈ F is not
KO-reducible as in the first round of any KO-reduction scheme all neighbours of
the root x of F must fire at their neighbour of degree one, and vice versa. So, in
the next round, x would be the only remaining vertex which is not possible in
a KO-reduction scheme. We find that pko(H) = 2 as u1 can fire at u2, while u2
and u3 fire at u4, and u4 and u5 fire at each other in the first round, and then
u1 and u3 fire at each other in the second round. By Observation 4, pko(G) = 1
if G ∈ G ∪ {C5}. If G is an even connected almost claw-free graph, then G has a
perfect matching by Theorem 1 and consequently pko(G) = 1 by Observation 4.
Hence we have the following result.
Corollary 1. Let G be a connected almost claw-free graph. Then G is KO-
reducible if and only if pko(G) ≤ 2 if and only if G /∈ F .
Note that odd paths on at least seven vertices are examples of (almost) claw-
free graphs with parallel knock-out number two. We observe that Corollary 1
restricted to claw-free graphs states that a connected claw-free graph G is KO-
reducible if and only if pko(G) ≤ 2 if and only if G is not isomorphic to some Fk
or Fk,ℓ. This characterisation of claw-free graphs is new. A further implication
is the following corollary.
Corollary 2. Let G be a 2-connected almost claw-free graph. Then pko(G) ≤ 2.
3.2 Running Times
In [4], a polynomial time algorithm is given that determines the parallel knock-
out number of any tree. For general bipartite graphs, however, the problem of
finding the parallel knock-out number is NP-hard [5]. In fact, even the problem
of deciding if pko(G) ≤ 2 for a given bipartite graph G is NP-complete. On the
positive side, a polynomial time algorithm for finding a KO-reduction scheme
for general claw-free graphs was presented in [6]. Corollary 1 provides us with
an O(|V |2) algorithm for checking if an almost claw-free graph G = (V,E) is
KO-reducible as it takes O(|V |2) time to verify that each component of G does
not belong to F . This is a considerable improvement upon the polynomial time
algorithm for claw-free graphs in [6] which we briefly describe now as its running
time was not previously analysed.
The algorithm first checks if pko(G) = 1 by determining ifG has a [1,2]-factor
(a spanning subgraph in which every component is either a cycle or an edge).
The problem of deciding ifG = (V,E) contains a [1,2]-factor is a folklore problem
appearing in many standard books on combinatorial optimisation. It is solved as
follows. Let V = {v1, v2, . . . , vn}. Define the product graph of G as the bipartite
graph G′ = (V ′, E′) with vertex set V ′ = {u1, u2, . . . , un, w1, w2, . . . , wn} in
which uiwj ∈ E′ and ujwi ∈ E′ if and only if vivj ∈ E. A [1,2]-factor in
G corresponds to a perfect matching in G′. The fastest known algorithms for
checking if a bipartite graph G = (V,E) has a perfect matching have running
time O(|V |0.5|E|) [9, 12] or O(|V |2.376) [13].
7
If pko(G) 6= 1, the algorithm checks if pko(G) = 2 by using a result (also
proved in [6]) that any connected claw-free graph G with pko(G) = 2 allows a
KO-reduction scheme in which only two vertices x, y remain in the second round
such that
1. x knocks out a vertex w in the first round that is not knocked out by any
other vertex and that fires at a vertex that is knocked out by some other
vertex as well.
2. y knocks out a vertex in the first round that is knocked out by some other
vertex as well.
The algorithm simply checks all possibilities for x, y, w. After guessing these
three vertices, it checks if the remaining graph has parallel knock-out number
one. Thus the algorithm of [6] takes O(|V |5.376) time if we use the algorithm
of [13] and O(|V |3.5|E|) time if we use the algorithms in [9, 12] for finding a
perfect matching in a bipartite graph. (We have not examined if the algorithms
in [9, 12, 13] can be improved if the bipartite graph under consideration is the
product graph of a claw-free graph.) Note that our new algorithm finds a KO-
reduction scheme for the class of almost claw-free graphs in O(|V |3.5) time.
This can be seen as follows. We first check in O(|V |2) time if our input graph
G = (V,E) that is almost claw-free belongs to G ∪ {C5, H}. If so, then we can
immediately deduce a KO-reduction scheme. We then check in O(|V |2) time if
G belongs to F . If so, then pko(G) = ∞. If not then G contains a P7, {P2}-
factor which we can find in O(|V |3.5) time by Theorem 3. This P7, {P2}-factor
immediately provides us with a KO-reduction scheme of G.
We summarise what we have proved:
Corollary 3. Let G = (V,E) be an almost claw-free graph. Deciding whether G
is KO-reducible or has pko(G) ≤ 2, respectively, can be done in O(|V |2) time. The
problem of finding a KO-reduction scheme for G can be done in O(|V |3.5) time.
4 Proof of Theorem 3
4.1 Definitions and Lemmas
In this section we prove Theorem 3 after first introducing some additional no-
tation and preliminary results. The subgraph of a graph G = (V,E) induced by
a set U ⊆ V is denoted by G[U ]. A set U ⊆ V is a dominating set of G if each
vertex in V is in U or adjacent to a vertex in U . If U = {u} we call u a dominat-
ing vertex of G and if U = {u1, u2} we call u1 and u2 a dominating pair. Note
that condition 2 of Definition 1 is equivalent to: “for all v ∈ V , G[N(v)] must
contain a dominating vertex or dominating pair”. We denote the set of vertices
in a graph G that have degree i by Vi and all vertices that have degree at least
i by V≥i. We denote by V
′
≥2 the subset of V≥2 containing vertices that do not
have neighbours of degree 1. For convenience, we sometimes use the notation |G|
to denote the number of vertices in G.
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The following fact is a complicating factor in the proof of Theorem 3: re-
moving a vertex x from an almost claw-free graph does not automatically result
in a new almost claw-free graph. Note that claw-free graphs do satisfy such a
property. An example is the almost claw-free graph H : if we remove u1 from H
then we obtain a claw, which does not satisfy condition 2 of Definition 1. Hence,
one of the conditions in Lemma 5 below, namely that G[V \{x}] is almost claw-
free, is not satisfied by every almost claw-free graph (if it were, then Lemma 5
alone would imply Theorem 3). The next lemma tells us about the structure of
a graph obtained by removing a single vertex from an almost claw-free graph.
Lemma 1. Let x be a vertex of an almost claw-free graph G = (V,E) such
that G[V \{x}] is not almost claw-free. Let Y be the subset of V \{x} such that
|N(y)\{x}| ≥ 2 and G[N(y)\{x}] does not contain a dominating pair for any
y ∈ Y . Then the following holds:
(i) Y is an independent set with |Y | ∈ {1, 2}.
(ii) Each y ∈ Y is adjacent to x.
(iii) For each y ∈ Y there exist vertices a, b ∈ N(x) and c /∈ N(x)∪{x} such that
y is the centre of an induced claw with edges ya, yb, yc.
Proof. Let x be a vertex of an almost claw-free graph G = (V,E) and let
G′ = G[V \{x}]. Suppose G′ is not almost claw-free. If G′ violates condition
1 of Definition 1, then G would violate this condition as well. Hence G′ violates
condition 2 of Definition 1. Then there exists a vertex y∗, such that |NG′(y∗)| ≥ 2
and G′[NG′(y
∗)] = G[N(y∗)\{x}] does not contain a dominating pair. As G is
almost claw-free, x is in any dominating pair of G[N(y∗)]. Then y∗ ∈ Y and
xy∗ ∈ E. This proves |Y | ≥ 1 and (ii).
Let x, c be a dominating pair of G[N(y)] for some y ∈ Y . Since G[N(y)\{x}]
does not contain a dominating pair, x has a neighbour a ∈ N(y)\{x, c} not
adjacent to c. Because {a, c} is not a dominating pair of G[N(y)\{x}], x has
a neighbour b ∈ N(y)\{a, x, c} neither adjacent to a nor to c. We note that y
is the centre of an induced claw in G with edges ya, yb, yc. Then, by condition
1 of Definition 1, x is not the centre of an induced claw. We then deduce that
xc /∈ E. This proves (iii).
Because each y ∈ Y is the centre of an induced claw, Y is an independent set
of G due to condition 1 of Definition 1. To finish the proof of (i), suppose Y =
{y1, . . . , yr} with r ≥ 3. Because {y1, y2, y3} is an independent set in G[N(x)],
we then find that x is the centre of an induced claw with edges xy1, xy2, xy3. We
already observed x is not the centre of an induced claw. Hence we conclude that
r ≤ 2. This completes the proof of Lemma 1. ⊓⊔
The following lemmas are used in the proof of Theorem 3. They are proved in
Section 4.3.
Lemma 2. If G = (V,E) is an odd connected almost claw-free graph not in
F ∪G ∪ {C5, H}, then |V | ≥ 7, V ′≥2 6= ∅. Furthermore all vertices in V
′
≥2 have a
neighbour in V ′≥2.
9
Lemma 3. Let G = (V,E) /∈ G be a connected almost claw-free graph with
a C3, {P2}-factor. Then G has a P7, {P2}-factor. Moreover, given a C3, {P2}-
factor of G, there is an algorithm that finds a P7, {P2}-factor of G in O(|V |
2)
time.
Lemma 4. Let G = (V,E) with |V | ≥ 7 be a connected almost claw-free graph
that has a C5, {P2}-factor or an H, {P2}-factor. Then G has a P7, {P2}-factor.
Moreover, given a C5, {P2}-factor or H, {P2}-factor of G, there is an algorithm
that finds a P7, {P2}-factor of G in O(|V |
2) time.
Lemma 5. Let G = (V,E) /∈ F ∪ G ∪ {C5, H} be an odd connected almost
claw-free graph. If G[V \{x}] is almost claw-free for some x ∈ V ′≥2, then G has
a P7, {P2}-factor. Moreover, given such a vertex x, there is an algorithm that
finds a P7, {P2}-factor of G in O(|V |2.5) time.
Lemma 6. Let G = (V,E) be an odd connected almost claw-free graph not in
F ∪G such that G[V \{x}] is not almost claw-free for all x ∈ V ′≥2. Then, for each
x ∈ V ′≥2, there exist two vertices {c, y} with y ∈ N(x) and c ∈ N(y) ∩ V1 such
that G∗ = G[V \{c, y}] is either in G ∪ {C5, H} or else G∗ is an odd connected
almost claw-free graph not in F such that G∗[VG∗\{x}] is almost claw-free.
4.2 The Algorithm
We restate Theorem 3 before presenting the algorithm that provides a proof.
Theorem 3 Let G = (V,E) be an odd connected almost claw-free graph. If
G /∈ F∪G∪{C5, H} then G has a P7, {P2}-factor, which we can find in O(|V |
3.5)
time.
Outline of the algorithm. Let G = (V,E) be an odd connected almost claw-
free graph. Suppose G /∈ F ∪G∪{C5, H}. We show how to find a P7, {P2}-factor
of G in O(|V |3.5) time.
Step 1. Determine the set V ′≥2.
This takes time O(|V |2) time, and, by Lemma 2, the set is nonempty. (In fact
Lemma 2 says more than this as it is used in the proofs of later lemmas.)
Step 2. For each vertex x ∈ V ′≥2, run the algorithm of Lemma 5.
If G[V \{x}] is almost claw-free, then, by Lemma 5, we will find a P7, {P2}-factor
of G. If, after trying all possible choices for x, we still have not found a P7, {P2}-
factor of G, then we know that G[V \{x}] is not almost claw-free for all x ∈ V ′≥2.
Step 2 takes time |V ′≥2|O(|V |
2.5) = O(|V |3.5).
Step 3. Choose an arbitrary vertex x ∈ V≥2. Find all edges cy where c ∈ V1,
y ∈ N(x) and N(y)\{c} is dominated by x.
After Step 3 we have obtained a set of p edges c1y1, . . . , cpyp with ci ∈ N(yi)∩V1
and yi ∈ N(x) with N(yi)\{ci} ⊆ N(x) for each i = 1, . . . , p. Note that p ≤ |V |.
Step 3 takes time O(|V |3).
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Step 4. For each i, consider the graph G∗i = G[V \{ci, yi}]. Check whether
G∗i ∈ G ∪ {C5, H}.
Step 4a. If G∗i ∈ G, then find a C3, {P2}-factor of G
∗
i (this is easy). Extend
this factor with the P2-component ciyi to obtain a C3, {P2}-factor of G. Use the
algorithm of Lemma 3 to obtain a P7, {P2}-factor of G.
We can use the algorithm of Lemma 3 since G /∈ G. Step 4a takes time O(|V |2).
Step 4b. If G∗i is isomorphic to C5 or H , then find a C5, {P2}-factor or H, {P2}-
factor of G (by adding the edge ciy). Then use the algorithm of Lemma 4 to find
a P7, {P2}-factor of G.
Step 4b takes time O(|V |2). If we have still not found a P7, {P2}-factor of G at
the end of Step 4, then we have taken p · O(|V |2) = O(|V |3) time to find that
G∗i /∈ G ∪ {C5, H} for each i.
Step 5. Apply the algorithm of Lemma 5 to G∗i and x for each i.
By Lemma 6, there must exist an i such that G∗i /∈ F ∪ G ∪ {C5, H} and both
G∗i and G
∗
i [VG∗i \{x}] are almost claw-free. Hence we obtain a P7, {P2}-factor of
some G∗i in p · O(|V |
2.5) = O(|V |3.5) time. We extend this P7, {P2}-factor to a
P7, {P2}-factor of G by adding the P2-component ciyi. ⊓⊔
4.3 Proofs
Proof of Lemma 2. Let G = (V,E) be an odd connected almost claw-free graph
not in F ∪ G. We first prove the following claim.
Claim 1. Each vertex in V has at most one neighbour in V1.
Let u ∈ V have two neighbours u′ and u′′ in V1. As G /∈ F , we know that G is
not isomorphic to F1 = P3. Hence u has a neighbour v /∈ {u′, u′′}. Thus each
dominating set of G[N(u)] contains u′, u′′ and at least one other vertex. This
violates condition 2 of Definition 1, and Claim 1 is proved.
If G has only one or three vertices, then, since it is connected, it is P1 = F0,
P3 = F1 or C3 = G0, contradicting our assumption that G /∈ F ∪ G. Thus
|V | ≥ 5 and, by the connectedness of G, V≥2 6= ∅. Suppose |V | = 5. If G has
a C3, {P2}-factor then G ∈ G by definition. The only four remaining connected
almost claw-free graphs on five vertices are F2, F1,1, C5, and H . All these four
graphs are excluded. Hence |V | ≥ 7. Suppose V ′≥2 = ∅, that is, all vertices in
V≥2 are adjacent to a vertex in V1. By Claim 1, each vertex in V≥2 has exactly
one neighbour in V1. This means that G has a perfect matching and contradicts
the assumption that G is odd. Hence we find that V ′≥2 6= ∅.
We now prove the second statement of the lemma by contradiction. Suppose
x is a vertex in V ′≥2 such that N(y)∩V1 6= ∅ for all y ∈ N(x). We first show that
this implies that V = {x}∪N(x)∪N ′(x), where N ′(x) denotes the set of vertices
of degree one that are at distance two from x. If V 6= {x} ∪N(x) ∪N ′(x) then
there exists a vertex w ∈ N(x) that has a neighbour w∗ not in {x}∪N(x)∪N ′(x).
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Let w′ be the neighbour of w in V1 (so w
′ ∈ N ′(x)). Note that {w′, w∗, x} is an
independent set in G[N(w)]. Due to condition 2 in Definition 1, G[N(w)] must
have a dominating pair. Hence w∗ and x must have a common neighbour z in
G[N(w)]. Then z ∈ V≥2∩N(x), and z must have a neighbour z′ in V1. Thus w is
the centre of an induced claw in G with edges ww∗, ww′, wx, and z is the centre of
an induced claw in G with edges zw∗, zx, zz′. This is in contradiction to condition
1 of Definition 1, as z and w are adjacent. Hence we may indeed conclude that
if there exists x ∈ V ′≥2 with no neighbour in V
′
≥2, then V = {x}∪N(x)∪N
′(x).
We need to distinguish two cases according to whether or not x has a neigh-
bour that dominates all others. When both cases lead to a contradiction, the
lemma is proved.
Case 1. x has a neighbour y that is adjacent to all vertices in N(x)\{y}.
Let y′ be the neighbour of y in V1. As x ∈ V ′≥2 ⊆ V≥2, we have |N(x)\{y}| ≥
1. Suppose G[N(x)\{y}] is connected. If G[N(x)\{y}] is not a complete graph,
thenG[N(x)\{y}] contains two non-adjacent vertices s and t. Let P = u1u2 · · ·up
be a shortest (and consequently induced) path from s = u1 to t = up in
G[N(x)\{y}]. Then p ≥ 3 and u1u3 /∈ E. By our assumption, u2 has a neigh-
bour u′2 in V1. Hence, y is the centre of an induced claw with edges yy
′, yu1, yu3,
and u2 is the centre of an induced claw with edges u2u
′
2, u2u1, u2u3. However, y
is adjacent to u2. This is not possible as condition 1 of Definition 1 is violated.
Hence we find that G[N(x)\{y}], and consequently, G[N(x)] is a complete graph.
Recall that V = {x}∪N(x)∪N ′(x). By Claim 1 and our assumption on x, every
vertex in N(x) has exactly one neighbour in N ′(x). This would mean that G
is isomorphic to F|N(x)|, which contradicts our assumption that G /∈ F . Hence,
G[N(x)\{y}] is not connected.
Let D1, . . . Dq be the q ≥ 2 components of G[N(x)\{y}]. Suppose q ≥ 3.
Then x is the centre of an induced claw in G with edges xdi for some di ∈ VDi
for i = 1, 2, 3. Also y is the centre of an induced claw with edges ydi for i = 1, 2, 3.
As xy ∈ E, condition 1 of Definition 1 is again violated. Hence q = 2.
If D1 is not a complete graph, then D1 contains two vertices a and b with
ab /∈ E. Let c ∈ D2. Then x and y are adjacent centres of induced claws with
edges xa, xb, xc and ya, yb, yc respectively. By condition 1 of Definition 1, this is
not possible. Hence D1, and, by the same argument, D2, is a complete graph.
Recall that V = {x} ∪ N(x) ∪ N ′(x). Then G is isomorphic to F ′|D1|,|D2|. This
contradicts our assumption that G /∈ F . We conclude that Case 1 cannot occur.
Case 2. N(x) does not contain a vertex adjacent to all vertices in N(x).
Recall that x ∈ V ′≥2. Then, by condition 2 of Definition 1, N(x) contains a
dominating pair y1 and y2. First suppose y1y2 ∈ E. By our assumption, y1 is
not adjacent to some vertex z1 ∈ N(x), and y2 is not adjacent to some vertex
z2 ∈ N(x). As y1, y2 form a dominating pair, we deduce that y1z2 and y2z1 are
edges of G. Let y′1 be the neighbour of y1 in V1 and let y
′
2 be the neighbour of y2
in V1. Then y1 is the centre of an induced claw in G with edges y1y
′
1, y1y2, y1z2,
and y2 is the centre of an induced claw in G with edges y2y1, y2y
′
2, y2z1. This
violates condition 1 of Definition 1, because y1 and y2 are adjacent. Hence we
find that y1y2 /∈ E.
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Let D1, . . . , Dp denote the components of G[N(x)]. Suppose p ≥ 3. We may
without loss of generality assume {y1, y2} ⊆ VD1 ∪ VD2 . Then {y1, y2} does not
dominate Di for i ≥ 3. Hence p ≤ 2. Suppose p = 1 and let P = u1u2 · · ·ur be a
shortest (and consequently induced) path from u1 = y1 to ur = y2 in G[N(x)].
Let u′i be the neighbour of ui in V1 for i = 1, . . . , r. As y1y2 /∈ E and P is
an induced path, we find that r ≥ 3. Suppose r ≥ 4. Then u2, u3 are adjacent
centres of induces claws in G with edges u2u1, u2u
′
2, u2u3 and u3u2, u3u
′
3, u3u4
respectively. As this is not possible by condition 1 of Definition 1, we find that
r = 3. Because u2 cannot be a dominating vertex of G[N(x)] due to our Case 2
assumption, there exists a vertex z ∈ N(x) not adjacent to u2. Since {u1, u3} =
{y1, y2} is a dominating pair of G[N(x)], we have u1z or u3z in E. We may
without loss of generality assume u1z ∈ E. Then u1 and u2 are adjacent centres of
induced claws in G with edges u1u
′
1, u1u2, u1z and u2u1, u2u
′
2, u2u3, respectively.
This is not possible due to condition 1 of Definition 1.
Hence p = 2. We assume without loss of generality that y1 belongs to D1 and
y2 to D2 (if y1, y2 are in the same component, sayD1, they will not dominate the
vertices in D2). Suppose D1 is not a complete graph. Then there exist vertices
a, b in D1 with ab /∈ E. Let y′1 be the neighbour of y1 in V1. Then x and
y1 are adjacent centres of induced claws with edges xa, xb, xy2 and y1a, y1b, y1y
′
1
respectively. By condition 1 of Definition 1, this is not possible. HenceD1, and by
the same arguments,D2 are complete graphs. Recall that V = {x}∪N(x)∪N ′(x).
Hence G is isomorphic to F|D1|,|D2|. This contradicts our assumption thatG /∈ F .
We conclude that Case 2 does not occur. This completes the proof of Lemma 2.
⊓⊔
Proof of Lemma 3. Let G = (V,E) be a connected almost claw-free graph not
in G that has a C3, {P2}-factor L. Let C = abca be the C3-component of L. We
shall show how we can combine C with P2-components of L to obtain a P7, which
together with the remaining edges in L, forms a P7, {P2}-factor of G. As we only
need to check the P2-components in L this process takes O(|E|) = O(|V |2) time.
First note that |V | is odd. If |V | = 3, then G is isomorphic to C3 ∈ G,
which is not possible. Since by definition all connected 5-vertex graphs with a
C3, {P2}-factor belong to G, |V | 6= 5 either. So, from now on we can suppose
|V | ≥ 7.
We consider two cases according to the number of vertices in C that have
neighbours not in C.
Case 1. At least two vertices of C are adjacent to vertices not in C.
Let us assume that a and b are adjacent to vertices r and s respectively.
Suppose r 6= s. Let rr∗ ∈ EL and ss∗ ∈ EL. If r∗ = s, (and so s∗ = r), then
acbsra is a cycle, and as |V | ≥ 7, there exists an edge tt∗ ∈ EL with t adjacent to
a vertex on this cycle. Thus G[{a, b, c, s, r, t, t∗}] has a P7 as a subgraph, which
forms, together with the remaining edges in L, a P7, {P2}-factor of G. If r∗ 6= s
(so s∗ 6= r), then the path r∗racbss∗, together with the remaining edges in L,
forms a P7, {P2}-factor of G.
Now suppose r = s and r∗ = s∗. Since |V | ≥ 7 and G is connected, there
exists a P2-component tt
∗ ∈ L with tt∗ 6= rr∗ such that at least one of the
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vertices in tt∗, say t, is adjacent to a vertex in {a, b, c, r, r∗}. If t is adjacent
to a vertex in {a, b, c, r∗} then we immediately obtain a P7, {P2}-factor of G.
Suppose {at, bt, ct, r∗t} ∩ E = ∅. Then rt ∈ E. By symmetry, we may assume
{at∗, bt∗, ct∗, r∗t∗}∩E = ∅ as well. If {ar∗, br∗, cr∗}∩E 6= ∅ then we immediately
find a P7, {P2}-factor of G. Suppose {ar∗, br∗, cr∗} ∩ E = ∅ Then {a, r∗, t} is
an independent set. By condition 2 of Definition 1, G[(N(r)] must contain a
dominating pair. Due to all the forbidden edges, this requires that there exists a
P2-component uu
∗ in L with uu∗ /∈ {rr∗, tt∗} such that at least one of the vertices
in {u, u∗}, say u, is adjacent to r and to at least two vertices in {a, t, r∗}, so to
at least one vertex in {a, r∗}. If u is adjacent to a we find the path u∗uacbrr∗,
and if u is adjacent to r∗ we find the path u∗ur∗rabc. Hence, both cases yield a
P7, {P2}-factor of G.
Case 2. Exactly one vertex in C has a neighbour not in C.
Assume that a has a neighbour outside C, so N(b) = {a, c}, and N(c) =
{a, b}. Then G[N(a)\{b, c}] contains a dominating vertex d, due to condition 2
of Definition 1. AssumeG[N(a)\{b, c, d}] is not a complete graph. Let v, w be two
nonadjacent vertices in N(a)\{b, c, d}. Let vv∗, ww∗ ∈ EL. Note that v, v
∗, w, w∗
are four different vertices. First, suppose d = v∗ or d = w∗, say d = v∗. Then
the path w∗wdvabc together with the remaining edges in L forms a P7, {P2}-
factor of G. Second, suppose d /∈ {v∗, w∗}. Then dd∗ ∈ EL for some d∗ /∈ {v, w}.
Let vv∗ ∈ EL. If d∗ is adjacent to v or w, then we obtain a path v∗vd∗dabc or
w∗wd∗dabc, respectively, and this immediately leads to a P7, {P2}-factor of G. In
the remaining case, we find that a, d are adjacent centres of induced claws in G
with edges ab, av, aw and dd∗, dv, dw, respectively. By condition 1 of Definition 1
this is not possible.
We now assume that G[N(a)\{b, c, d}], and consequently, G[N(a)\{b, c}] is
a complete graph. Suppose L has a P2-component vv
∗ with v, v∗ ∈ N(a)\{b, c}.
Since |V | ≥ 7 and G is connected, L has a P2-component zz
∗ 6= vv∗, such that
one of the vertices in {z, z∗}, say z, is adjacent to {a, v, v∗}. If z is adjacent to
a then zv, zv∗ ∈ E, since G[N(a)\{b, c}] is complete. Hence z is adjacent to at
least one of the vertices in {v, v∗}, say to v. Then the path z∗zvv∗abc together
with the remaining edges in L form a P7, {P2}-factor of G.
Suppose G[N(a)\{b, c}] does not contain edges of L. Let N(a)\{b, c} =
{v1, . . . , vp} for some p ≥ 1. Then each vertex vi ∈ N(a)\{b, c} has a unique
neighbour v∗i /∈ N(a) such that viv
∗
i is a P2-component viv
∗
i of L. Suppose
{v∗1 , . . . , v
∗
p} is not an independent set, say v
∗
i v
∗
j ∈ E. Then the path viv
∗
i v
∗
j vjabc
together with the remaining edges in L form a P7, {P2}-factor of G.
Suppose {v∗1 , . . . , v
∗
p} is an independent set. Then G contains a subgraph
G′ induced by N(a) ∪ {a, v∗1 , . . . , v
∗
p} that is isomorphic to Gp ∈ G. By our
assumption that G /∈ G, we have G 6= G′. As G is connected, L then contains
a P2-component rr
∗ with both r, r∗ not in VG′ such that at least one of the
vertices in {r, r∗}, say r, is adjacent to a vertex in VG′ . If r is adjacent to a, then
r is adjacent to all vertices in N(a)\{b, c} as G[N(a)\{b, c}] is complete. Then
r ∈ {v1, . . . , vp} ⊂ VG′ , which is not possible. Hence ar /∈ E. If r is adjacent to
a vertex v∗i , then the path r
∗rv∗i viabc together with the remaining edges in L
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forms a P7, {P2}-component of G, and we are done. Suppose r is not adjacent
to a vertex in {v∗1 , . . . , v
∗
p}. Since N(b) = {a, c} and N(c) = {a, b} we then find
that r is adjacent to some vertex vi. As we already deduced that av
∗
i /∈ E, we
obtain that {a, r, v∗i } is an independent set. We claim that vi is the only vertex
of G′ that is adjacent to r. In order to see this, suppose r is adjacent to some
other vertex in G′. By the same arguments as above, we find that this vertex
must be some vj with j 6= i and that {a, r, v∗j } is an independent set. Then vi, vj
are adjacent centres of induced claws with edges via, vir, viv
∗
i and vja, vjr, vjv
∗
j ,
respectively. This contradicts condition 1 of Definition 1 and shows that vi is
indeed the only vertex of G′ adjacent to r.
We note that {a, r, v∗i } ⊆ N(vi) is an independent set. By condition 2 of
Definition 1, G[N(vi)] must contain a dominating pair. Hence there exists a
vertex s /∈ {a, r, v∗i } that is adjacent to vi and to at least two vertices in {a, r, v
∗
i }.
If s is adjacent to a, then s = vj for some j 6= i. Since G
′ is an induced subgraph
of G, we find that sv∗i /∈ E. As vi is the only vertex of G
′ adjacent to r, we find
that sr /∈ E either. Hence s cannot be adjacent to a, and consequently, s must be
adjacent to both r and v∗i . Because s 6= vi is adjacent to v
∗
i , we obtain s /∈ VG′ .
Let ss∗ ∈ EL. Then s∗ /∈ VG′ , because s /∈ VG′ and there are no edges in EL
with exactly one end vertex in G′. Hence, we obtain a P7, {P2}-factor by taking
the path s∗sv∗i viabc together with the remaining edges of L. This completes the
proof of Lemma 3. ⊓⊔
Proof of Lemma 4. Let G = (V,E) be a connected almost claw-free graph on at
least seven vertices. that has a C5, {P2}-factor or H, {P2}-factor L. Let C be the
C5-component orH-component of L. Below we show how we can combine C with
one P2-component of L to obtain a P7, which together with the remaining edges
in L, forms a P7, {P2}-factor of G. As we only need to check the P2-components
in L this process takes O(|E|) = O(|V |2) time.
First suppose L is a C5, {P2}-factor, so C is isomorphic to C5. Since |V | ≥ 7
and G is connected, L has a P2-component xy such that at least one of the
vertices x, y, say x, is adjacent to C. We use C and xy to obtain a P7. We
combine this P7 with the remaining edges in L to obtain a P7, {P2}-factor of G.
Second suppose L is a H, {P2}-factor, so C is isomorphic to H . Let C =
({a, d, x, y, z}, {xy, xz, yz, za, ya, zd}). Since G is connected and |V | ≥ 7, there
exists a P2-component qq
∗ ∈ EL such that at least one of the vertices q, q∗, say
q, has a neighbour in {a, d, x, y, z}. If q is adjacent to a, d or x we find the path
q∗qayxzd, q∗qdzayx, or q∗qxyazd, respectively. We take this P7 together with
the remaining P2-components in L to form a P7, {P2}-factor of G. Suppose q
and, similarly, q∗ are not adjacent to a vertex in {a, d, x}. If q is adjacent to
y, then y and z are adjacent centres of induced claws with edges ya, yq, yx and
za, zd, zx. This violates condition 1 of Definition 1. By the same argument we
find that q∗ is not adjacent to y. Hence at least one of the vertices q or q∗, say
q again, is adjacent to z.
As z has more than one neighbor in G, we use condition 2 of Definition 1
to deduce that G[N(z)] has a dominating pair s, t. Because {d, q, x} is an inde-
pendent set in G[N(z)], at least one of the vertices s and t, say s, is adjacent to
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two vertices of {d, q, x}, and consequently to at least one vertex of {d, x}. Then
s /∈ VC . Let ss∗ be the P2-component of L that contains s. If sx ∈ E we obtain
the path s∗sxyazd and if sd ∈ E we obtain the path s∗sdzayx. In both cases we
find a P7, and we take this P7 together with the remaining edges of L to obtain
a P7, {P2}-factor of G. This completes the proof of Lemma 4. ⊓⊔
Proof of Lemma 5. Let G = (V,E) be an odd connected almost claw-free graph
that is not in F ∪ G ∪ {C5, H}. Assume that G[V \{x}] is almost claw-free for
some x ∈ V ′≥2. Denote the components of G[V \{x}] by Q1, . . . , Ql. If l ≥ 3, then
G[N(x)] does not have a dominating pair. This is not possible by condition 2 of
Definition 1. Hence l ≤ 2. We distinguish two subcases.
Case 1. l = 1, or l = 2 and Q1 and Q2 are both even.
We first compute a perfect matching M of G[V \{x}] as follows. Suppose
l = 1. Since |V | is odd, Q1 is even. Since Q1 is almost claw-free and connected, by
Theorem 1, Q1 has a perfect matching. We defineM as the perfect matching that
we compute in O(|V |0.5|E|) = O(|V |2.5) time by Blum’s algorithm [2]. Suppose
l = 2, and since Q1 and Q2 are even, almost claw-free and connected, both Q1
and Q2 have a perfect matching, by Theorem 1. We can compute these perfect
matchings M1 and M2, respectively, in O(|V |2.5) time by Blum’s algorithm and
define M := (VM1 ∪ VM2 , EM1 ∪ EM2).
We show how we can obtain a P7, {P2}-factor of G from M in O(|V |2) time.
By Lemma 2, x has a neighbour y ∈ V ′≥2. We can find y in O(|V |
2) time.
Let ay ∈ EM . If ax ∈ E, then G has a C3, {P2}-factor with components axya
and the remaining matching edges of M . Since G /∈ G, we use Lemma 3 to find
a P7, {P2}-factor of G in O(|V |2) extra time. Suppose ax /∈ E. As x ∈ V≥2, x is
adjacent to some vertex z 6= y. Since y does not have degree one neighbours, a
has at least two neighbours.
Suppose a has a neighbour b /∈ {y, z}. Since ax /∈ E, b 6= x. Let bc ∈ EM .
If c = z, we obtain a C5, {P2}-factor L of G with components abzxya and the
remaining edges in M . By Lemma 2, |V | ≥ 7, and we can find a P7, {P2}-factor
of G in O(|V |2) time, by Lemma 4. Hence c 6= z. Note that c /∈ {a, b, x, y} either.
Let zd ∈ EM . Then d /∈ {a, b, c, x, y, z}. Hence we have found a P7, {P2}-factor
of G with components dzxyabc and the remaining edges in M . We can check
this case in O(|V |2) time.
In the remaining case, a has exactly two neighbours, namely y and z. Again,
let dz ∈ M . If dx ∈ E, then again we find a C3, {P2}-factor of G, and conse-
quently, we find a P7, {P2}-factor of G in O(|V |2) time, by Lemma 3. Suppose
dx /∈ E. Note that ad /∈ D since N(a) = {y, z}. Hence z is the centre of induced
claw with edges za, zd, zx. By condition 2 of Definition 1, there exists a vertex p
adjacent to z and at least two vertices in {a, x, d}, and so to at least one vertex
in {a, d}.
First assume that p = y (meaning that yz ∈ E). If yd ∈ E, then G contains
two adjacent centres, namely y, z, of induced claws with edges ya, yd, yx and
za, zd, zx, respectively. This is not possible due to condition 1 of Definition 1.
Hence yd /∈ E. However, then G[{a, d, x, y, z}] is isomorphic to H . Recall that
|V | ≥ 7. Then, by Lemma 4, we find a P7, {P2}-factor of G in O(|V |2) time.
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Now suppose p 6= y. Let pq ∈ EM . Note that q /∈ {a, d, p, x, y, z}. Assume
that p is adjacent to a. We find a path qpayxzd on seven vertices in G. This path
together with the remaining edges in M forms a P7, {P2}-factor of G. If ap /∈ E,
then dp ∈ E and we find a path qpdzxya on seven vertices in G. So, also in this
case, which we can check in O(|V |2) time, we have found a P7, {P2}-factor of G.
This finishes Case 1.
Case 2. l = 2 but either Q1 or Q2 is odd.
As |V | is odd, we find that both |Q1| and |Q2| are odd, and consequently
G1 = G[VQ1 ∪ {x}] and G2 = G[VQ2 ∪ {x}] are even. Then G1 and G2 are
almost claw-free, as otherwise G would not be almost claw-free. Since G1 and
G2 are almost claw-free and connected as well, they have a perfect matching
M1,M2, respectively, due to Theorem 1. By Using Blum’s algorithm [2], we can
find M1 and M2 in O(|V |0.5|E|) = O(|V |2.5) time. Let xu1 be an edge in M1
and xu2 an edge in M2. Since x ∈ V ′≥2, u1 and u2 are in V≥2 by definition. Let
u∗1 6= x be a neighbour of u1 (in Q1) and let u
∗
2 6= x be a neighbour of u2 (in
Q2). Let wiu
∗
i ∈ EMi for i = 1, 2. We note that |{u1, u
∗
1, u2, u
∗
2, w1, w2, x}| = 7.
Hence we found a P7, {P2}-factor of G with components w1u
∗
1u1xu2u
∗
2w2 and
the remaining edges inM1 andM2. This finishes Case 2 and completes the proof
of Lemma 5. ⊓⊔
Proof of Lemma 6. Let G = (V,E) be an odd connected almost claw-free graph
not in F ∪G such that G[V \{x}] is not almost claw-free for all x ∈ V ′≥2. Let x ∈
V ′≥2 and let G
′ = G[V \{x}]. Let Y be the set of vertices such that |NG′(y)| ≥ 2
and G′[NG′(y)] does not contain a dominating pair for each y ∈ Y .
Suppose there exists a vertex y ∈ Y that has no neighbour of degree one in
G. Since y ∈ V≥2 by definition of Y , we then obtain y ∈ V ′≥2. By our assump-
tion, G[V \{y}] is not almost claw-free. Then, by Lemma 1 (i), there exists a
vertex z′ such that G[N(z′)\{y}] does not contain a dominating pair. Then, by
Lemma 1 (ii) and (iii), z′ is the centre of an induced claw adjacent to y. Since, by
Lemma 1 (iii), y is also a centre of an induced claw, we obtain a contradiction
with condition 1 of Definition 1. Hence, each vertex yi ∈ Y has a neighbour
ci ∈ V1.
By Lemma 1 (i), 1 ≤ |Y | ≤ 2 holds. We will show by contradiction that
|Y | = 1. Suppose that Y = {y1, y2}. By Lemma 1 (iii) and by definition of
ci, each yi is the centre of an induced claw with leaves yiai, yibi, yic
′
i for some
ai, bi ∈ N(x). Since y1 is the centre of an induced claw and y1x ∈ E, we find
that x is not the centre of an induced claw by condition 1 of Definition 1. By
Lemma 1 (i), y1y2 /∈ E. Then at least one of the edges a1y2, b1y2, say a1y2,
exists (as otherwise x is the centre of an induced claw with edges xa1, xb1, xy2).
Clearly, a1 ∈ V≥2. If a1 has a neighbour d of degree one, then a1 is the centre
of an induced claw in G with edges a1d, a1y1, a1y2. As a1 is adjacent to y1 and
y1 is the centre of an induced claw, this is not possible due to condition 1 of
Definition 1. Hence a1 ∈ V ′≥2. Then, by our assumption, G[V \{a1}] is not almost
claw-free. Then, by Lemma 1 (i), there exists a vertex b′ such that G[N(b′)\{a1}]
does not contain a dominating pair. As G is almost claw-free, {x, ci} forms a
dominating pair of G[N(yi)] for i = 1, 2. So, x is adjacent to all vertices in
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N(yi)\{ci} for i = 1, 2. This means that b′ /∈ {y1, y2}, as otherwise {x, c1} or
{x, c2} would be a dominating pair for G[N(b′)\{a1}]. By Lemma 1 (iii), b′ is
the centre of an induced claw. Since we already deduced that x is not the centre
of an induced claw in G, we obtain b′ 6= x. By Lemma 1 (ii), a1b′ ∈ E. Hence
b′ ∈ N(a1)\{x, y1, y2}. If b′ /∈ N(y1) ∪ N(y2) then a1 and y1 are two adjacent
centres of induced claws in G with edges a1b
′, a1y1, a1y2 and y1a1, y1b1, y1c1,
respectively. This violates condition 1 of Definition 1. Hence b′ ∈ N(y1)∪N(y2).
Since x is adjacent to all vertices in N(y1) ∪ N(y2)\{c1, c2}, we then obtain
xb′ ∈ E. As G is almost claw-free, a1 is in any dominating pair {a1, w} of
G[N(b′)]. Let b′′ ∈ N(b′) be adjacent to a1. Then, by using the same arguments
as above, b′′ ∈ N(y1) ∪ N(y2), and consequently, b
′′ ∈ N(x). Hence {x,w} is a
dominating pair of G[N(b′)] (or x is a dominating vertex of G[N(b′)] if x = w),
and consequently, of G[N(b′)\{a1}]. This contradiction shows that |Y | = 1 must
hold.
From now on we write y := y1 and c := c1. We define G
∗ := G[V \{c, y}].
Suppose G∗ is not isomorphic to a graph in G ∪ {C,H}. We first show by con-
tradiction that G∗ /∈ F . Suppose G∗ ∈ F . Let r be the root of G∗. Obviously,
G∗ is not isomorphic to F0 = P1.
Suppose G∗ is isomorphic to Fk for some k ≥ 1. If x has degree one in G∗
then x has degree two in G. Hence G[V \{x}] is almost claw-free, which is not
possible by our assumption. Suppose x is a neighbour of r. Let x′ be the degree
one neighbour of x in G∗. If x′y /∈ E then x /∈ V ′≥2 as x
′ will then be in V1.
If x′y ∈ E then x′ ∈ V2 and hence G[V \{x′}] is almost claw-free. As x′ ∈ V ′≥2
as well, this is not possible, again by our assumption on vertices in V ′≥2. In the
remaining case, x = r. As x dominates G[N(y)\{c}], y is not adjacent to a
vertex of degree one in G∗. Then G[V \{x}] is almost claw-free. Hence, G is not
isomorphic to Fk.
Suppose G∗ is isomorphic to Fk,ℓ for some k, ℓ ≥ 1. By the same arguments
as in the previous case, x neither has degree one in G∗ nor is a neighbour of r.
Suppose x = r. Then y is not adjacent to a vertex of degree one in G∗. Denote
the two components of G∗[NG∗(x)] by A and B. If y is adjacent to all vertices in
VA∪VB , then G is isomorphic to F ′k,ℓ. This is not possible. Suppose y is adjacent
to no vertex of one set in {VA, VB}, say VA. Then G[V \{x}] is almost claw-free,
which is not possible. Hence, we may without loss of generality assume that y is
adjacent to z1 ∈ VA and to z2 ∈ VB while y is not adjacent to z3 ∈ VA. Let z′1
denote the neighbour of z1 in G
∗ that has degree one in G∗. As z′1 is not adjacent
to c or y in G either, we obtain z′1 ∈ V1. However, then y and z1 are adjacent
centres of induced claws with edges yc, yz1, yz2 and z1y, z1z
′
1, z1z2. This violates
condition 1 of Definition 1. Hence, G∗ is not isomorphic to Fk,ℓ.
Suppose G∗ is isomorphic to F ′k,ℓ for some k, ℓ ≥ 0. Let s be the (unique)
vertex in G∗ that is adjacent to r and all vertices in NG∗(r)\{s}. Let s′ be
the degree one neighbour of s in G∗. By exactly the same arguments as in the
previous cases, x neither has degree one in G∗ nor is in NG∗(r) (so x 6= s is
not possible either). Suppose x = r. Then ys /∈ E as otherwise G[V \{x}] is
almost claw-free. Let A and B denote the components of G∗[NG∗(x)\{s}]. As
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G[V \{x}] is not almost claw-free, y is adjacent to a neighbour v ∈ N(x)\{s},
say v ∈ VA. Let v′ be the degree one neighbour of v in G∗. Let w ∈ VB. Then v
and s are adjacent centres of induced claws with edges vv′, vy, vs and sv, sw, ss′.
This violates condition 1 of Definition 1. Hence x is not the root of G∗. So, we
have shown that G∗ /∈ F .
We now show that G∗ is almost claw-free. If it is not, then G∗ contains a
vertex t such that G∗[NG∗(t)] does not contain a dominating pair. Since G is
almost claw-free, y is then in any dominating pair of G[N(t)]. Let {y, u} be
a dominating pair of G[N(t)]. Since x is adjacent to all vertices in N(y)\{c},
we may replace y by x in {y, u}. We then find a dominating pair {x, u} (or
dominating vertex x if x = u) of G∗[NG∗(t)]. Hence, G
∗ is almost claw-free.
Finally, we show that G∗[VG∗\{x}] = G[V \{c, x, y}] is almost claw-free. If it
is not, then, by Lemma 1 (i), G∗ contains a vertex y∗ such that |NG∗(y∗)\{x}| ≥
2 and G∗[NG∗(y
∗)\{x}] does not have a dominating pair. By Lemma 1 (ii), y∗ is
adjacent to x, and by Lemma 1 (iii), y∗ is the centre of an induced claw in G∗,
and consequently in G. Since y∗ /∈ Y , we obtain yy∗ ∈ E. Then G contains two
adjacent centres of induced claws (namely y and y∗). This violates condition 1
of Definition 1. Hence, G∗[VG∗\{x}] is indeed almost claw-free. This completes
the proof of Lemma 6. ⊓⊔
5 Conclusions
We completely characterised the class of connected almost claw-free graphs that
have a P7, {P2}-factor. Using this characterisation we were able to classify all
KO-reducible almost claw-free graphs, and we could show that every reducible al-
most claw-free graph is reducible in at most two rounds. This lead to a quadratic
time algorithm for determining if an almost claw-free graph is KO-reducible.
The following open questions are interesting. Can we characterise all (almost)
claw-free graphs that have a P2k+1, {P2}-factor for k ≥ 4? Let K1,r denote the
star on r+1 vertices, that is, the complete bipartite graph with partition classes
X and Y with |X | = 1 and |Y | = r. Can we characterise all KO-reducible
K1,r-free graphs for r ≥ 4? This already seems to be a difficult question for
r = 4, since there exist K1,4-free graphs with parallel knock-out number equal
to three. In contrast with Corollary 2, there are 2-connected K1,4-free graphs
that are not reducible; for example the graph obtained from K4 by subdividing
each edge with a single vertex. Hence, the family of forbidden subgraphs seems
considerably more difficult to characterise.
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