Determining the time separation of events is a fundamental problem in the analysis, synthesis, and optimization of concurrent systems. Applications range from logic optimization of asynchronous digital circuits to evaluation of execution times of programs for real-time systems. We present an e cient algorithm to nd exact (tight) bounds on the separation time of events in an arbitrary process graph without conditional behavior. The algorithm is based on a functional decomposition technique that permits the implicit evaluation of an in nitely unfolded process graph.
Introduction
In this paper, we derive an exact algorithm that determines tight upper and lower bounds on the separation in time of an arbitrary pair of system events. Depending on the level of abstraction in the speci cation, events may represent low-level signal transitions at a circuit interface or control ow in a more abstract behavioral view. If we are able to determine the bounds on the separation in time of two events then we can use this information to: simplify combinational and sequential logic by extracting temporal don't care information, verify that a logic implementation meets speci ed timing constraints, identify and remove hazards from asynchronous circuits, and focus optimization e orts in data-path synthesis by generating useful scheduling constraints. Thus, determining the time separation of events is a fundamental problem in the analysis, synthesis, and optimization of concurrent systems.
We develop an e cient solution for determining time separation bounds and also take into account the e ects of starting the system from a speci c reset or start state. We model a concurrent system as a cyclic connected graph. The nodes of the graph represent events and the arcs are annotated with lower and upper bounds on delays between events. Currently, our solution is limited to graphs without conditional behavior. However, that still leaves a large and useful class of concurrent speci cations to which our analysis applies.
Other approaches to the problem of nding bounds on the separation in time of two events have either been inexact or based on a more restrictive graph topology. Loose bounds that may not enable all possible optimizations were obtained by 8]. Both 7] and 10] can only handle acyclic graphs, and 2] only supports a limited form of synchronization and concurrency.
This paper is composed of ve sections. We follow this introduction with a formalization of the problem, a review of the foundation provided by the solution for nite acyclic graphs, and some examples. Section 3 provides the details of our algorithm, which is based on a structural decomposition of the unfolded process graph. Some practical examples are presented in Section 4, and nally, Section 5 summarizes the contributions of this paper.
We represent the system as a directed graph, called the process graph, where the vertices represent events (synchronizations) and the edges are annotated with delay information. The process graph for the system is shown in Figure 1 . The initial state of the processes is speci ed by marking the edges that can execute initially.
To formalize the problem we use a simple modication of the event{rule system developed in 3] 1 . Let G 0 = hE 0 ; R 0 i denote a process graph composed of a nite set of (repeatable) events E 0 , the vertices of the graph. a nite set of rule templates R 0 , the edges of the graph. Each edge is labelled with two objects, the delay range We restrict our analysis to well-formed graphs, that is, graphs that are strongly-connected and have "(c) > 0 for all cycles c in the graph, where "(c) is the sum of the " values for all edges in the cycle c. 
Execution Model
We denote the k th occurrence of event v 2 E 0 as v k , and refer to k as the occurrence index of v k . Let E be the set of all event occurrences (in nite in one direction, i.e., k 0). To model the initial startup behavior of a process, we also include in E a single event occurrence named root. Thus,
The set R consists of the rules generated by instantiating each rule template of R 0 at each occurrence 1 8] introduced a similarly modi ed system. The model can also be viewed as an extension of 7] and 10], where we consider cyclic max-only or type-2 graphs. 2 The occurrence index o set is used to specify how much the occurrence index is incremented when the edge is executed|see Section 2.1. We call the in nite directed graph constructed from the vertex set E and the edge set R the unfolded process graph. Figure 2 shows the unfolded process graph for the example in Figure 1 . 
Problem De nition
The problem we address in this paper is: given two events s and t in E 0 and a separation in occurrence index , what are the strongest bounds and such that (t ) ? (s ? ) for all max(0; )? For example, to determine the bounds on the time separation between two consecutive a events, we would set s = t = a and = 1, and consider the bounds on (a ) ? (a ?1 We can determine by analyzing a nite acyclic graph created by only including the vertices in our unfolded process graph for which there is a path to either t or s ? . Name the resulting graph hE ; R i. The problem, of course, is that this requires an in nite number of applications of the algorithm. Before we present an algebraic solution that allows us to analyze the in nite unfolded graph, we illustrate the di culties of this analysis with a few examples.
Examples
Our rst example, in Figure 4 , is a process graph that represents two coupled pipelines. If the pipelines were not coupled at c, the maximum separation between a and e would be unbounded. This is because the rst pipeline (choosing the delay between consecutive a's as being 2) could be arbitrarily slower than the second pipeline (choosing the delay between consecutive e's as being 1). The coupling of the pipelines forces one pipeline to wait for the other if it gets too far ahead. Our second example, in Figure 5 , exhibits interesting behavior. We root all of the initial occurrences at zero. If = 6 then (a ) ? (a ?1 ) 8: Our nal example, in Figure 6 , corresponds to two simple processes that synchronize at the event c. Clearly, the startup rules can a ect the initial timing behavior of the processes. However, this example demonstrates that the initial startup rules also can determine the maximumseparation at every point in the in nite execution. We have two startup rules: As the process graph is a repetitive system, presumably the values will eventually reach a steady state, for example, +1 = for large . Unfortunately, as our examples illustrate, the behavior of the values can be non-monotonic and periodic, and might even start out periodic and then later stabilize to a constant value. Thus, no simple criteria for determining when steady state has been reached can be derived based on the behavior of the values.
Functional Solution
Our solution to the problem is based on a structural decomposition of the unfolded process graph that exploits its repetitive nature. By dividing the unfolded process graph up into segments and representing the computation of the nite graph algorithm in a symbolic manner we can reuse the computations for each segment.
Introducing Functions
We introduce a symbolic execution of the acyclic algorithm presented in Section 2.3. Instead of computing the numeric M-values in (1), we compute functions that relate M-values with one another. We present an algebra for representing and manipulating these functions.
Functions are represented as sets of pairs. A singleton set, fhl; wig, represents the function f(x) = min(x + l; w). In general, the set fhl 1 ; w 1 i; hl 2 ; w 2 i; : : :; hl n ; w n ig (2) corresponds to the function f(x) = max min(x + l i ; w i ) 1 i n : (3) We associate two operators with functions: function maximization, f max g, and function composition, f g. It follows from (3) that function maximization is de ned as set union: f max g = f g. The following observation leads to an important e ciency optimization:
Pruning Rule In (2), if l i l j and w i w j , we can prune the pair hl j ; w j i since for all x, min(x+l i ; w i ) min(x + l j ; w j ).
Thus, a function (2) can always be represented such that l 1 < l 2 < : : : < l n and w 1 > w 2 > : : : > w n : (4) Function composition, f = g h, is de ned as f(x) = h(g(x)). Notice that we use left-to-right function composition 4]. For g = fhl 1 ; w 1 ig and h = fhl 2 ; w 2 ig we have The function f incorporates the min-part of (1), and the max-part of (1) For the example in Figure 3 (see Figure 7) , we relate M(root) to M(b 0 ) with the function F b0 = f 1 f 3 max f 2 = fh0; 0ig fh?1; 0ig max fh?3; 0ig = fh?1; ?1i; h?3; 0ig. Evaluating the function at M(root) = 0 yields ?1, which is exactly the value obtained for M(b 0 ) in Figure 3 (b) . The functions F b0 and F a0 are then used to relate M(root) to M(a 1 ), etc., until a function that relates M(root) to M(t ) is created. In our example, t = a 2 and the construction produces F a2 = fh22; 25i; h24; 24ig.
We can nd the separation between s ? and t as = M(t )?m(t ) where M(t ) = F t (M(root)) = F t (0). For our example, we get 2 = F a2 (0)?0 = 24, where F a2 is evaluated using (3).
Decomposition
Instead of forming a single function relating M(root) to M(t ), we can perform this construction in segments, that is, determine the functional relationship between M(root) and the M-values at some interior nodes, and compose those functions with the functions relating the M-values at the interior nodes with M(t ). We will see that this process is akin to matrix multiplication.
Consider an unfolded process graph used to determine . We decompose the graph into three segments: an initial segment, R, containing the root event, a terminal segment, T, containing s ? and t , and an interior segment, S (see Figure 8 (a) ). A cutset is a set of event occurrences such that every path from the root to t goes through an element of the cutset. Let X and Y be two cutsets such that We say that Y is X shifted to the right by . We can construct a square matrix S that maps the M-values of the events in X to the M-values of the events in Y , i.e., to the same events occurrences later ( > 0). Similarly, we can construct a matrix R that maps M(root) to the M-values of the events in X, and a matrix T that maps the M-values of the events in Y to M(t ). We can now restate the maximum separation problem in matrix form. Using ( max ; ) matrix multiplication, that is, function maximization for scalar addition, and function composition for scalar multiplication, we can form R S T, a 1 1 matrix containing a single function relating M(root) to M(t ), which is used to obtain .
For the graph in Figure 7 Now consider nding + . We add another S segment to the graph, de ned by the cutsets Y and Z, where Z is Y shifted to the right by (see Figure 8 (b) ). We get the matrix product R 0 S 0 S T where S and T are the same as above, but R 0 and S 0 may differ from R and S since the m-values are now computed from s ? + instead of s ? . This decomposition is only useful if we can arrange the symbolic computation such that R 0 = R and S 0 = S, i.e., such that adding an S segment will not change the functional representation. The next section characterizes the behavior of the m-values that allows us to utilize this decomposition e ectively.
Repetition of the m-values
Since the m-values are constructed from a repetitive system (the process graph) the values eventually are determined by the maximum ratio cycles in the process graph ( This makes the M-values independent of k. Therefore, after k ? unfolding of the process graph (relative to s ? ), the functional representations of R and S remain the same independently of the number of unfoldings.
Let the matrix product R T solve ? . We can nd ? +" ? by adding an S segment, i.e., R S T. By repeatedly adding S segments to the graph, we can compute ? +n" ? for n 0 from R S S S | {z } n T. The maximum over all n 0 can be found from R T max R S T max R S S T max : : : which by matrix algebra can be rewritten as R (I max S max S 2 max S 3 max : : : ) T ; (6) where I is the identity matrix. The elements of I, 0 and 1, are the identity elements for function maximization and composition, respectively. We have 0 = fh?1; ?1ig and 1 = fh0; 1ig (note that 0 is an annihilator for function composition).
A matrix closure algorithm 1] can be used to compute S , the middle part of (6), because in this context, function maximization and composition form a closed semi-ring. This is the key observation that allows us to implicitly compute an in nite number of values.
To compute S we need to be able to compute the closure of the diagonal elements of S. For f = fhl 1 ; w 1 i; : : :; hl n ; w n ig, the scalar closure operation f = 1 max f max f 2 max f 3 max : : :, can be e ciently computed by: f = f1; h1; w q ig if l n > 0 f1g if l n 0 where the pairs are ordered as in (4) and w q corresponds to the rst positive l, i.e., l q > 0 and if q > 1 then l q?1 0. We can form the closure of an n n matrix in O(n 3 ) scalar semi-ring operations (n = O(E 0 )). R S T is used to compute the maximum of the values for only a subset of the integers max(0; 
Example
We now apply the details of the decomposition method to the example in Figure 1 . We decompose the unfolded process graph into matrices R, S, and T as shown in Figure 10 
E ciency Considerations
There are two potential ine ciencies associated with this algorithm.
1. Both " ? and k ? depend on the delay ranges and are not polynomial in the size of the process graph. 2. The size of the representation of a particular function may be as large as the number of paths between the two events related by the function. Point 1 is potentially serious, however in most process graphs derived from circuits, " ? = 1 (see 3]). k ? is more of a concern because it can be large if there exists a cycle c such that d(c)="(c) is almost equal to r ? . Although of theoretical interest, point 2 is not likely to be of practical concern. In practice the functions can be e ciently pruned and the size of the functions seems to be linear with respect to the size of the process graph.
Applications
This section describes two applications demonstrating the practicality of the algorithm for realistic examples.
Memory Management Unit
Consider an edge u k?"
7 ?! v k in an arbitrary process graph. If the minimum time separation between u k?" and v k is larger than D, event u k?" will never constrain the time of event v k , i.e., v k must always wait for some other event to occur, and the edge from u k?" can be removed from the process graph without changing the behavior of the system. This idea can be used to remove redundant circuitry in asynchronous circuits given (conservative) bounds on the actual delays of a speed-independent design. Super uous edges can be removed by analyzing the process graph corresponding to the circuit. This approach has been taken by Myers and Meng 8] who use an inexact timing analysis algorithm, i.e., the algorithm doesn't necessarily give tight bounds on separation times. Clearly, being able to obtain tight bounds potentially enables the removal of more edges.
One of the examples in 8] is a memory management unit (MMU) designed to interface to the Caltech Asynchronous Microprocessor 6] . The process graph (for one of the possible execution modes of the MMU) consists of 16 events and 23 edges. For the chosen delay intervals, k ? = 1 and " ? = 1. Analyzing the 23 edges using our exact algorithm takes on average :1 CPU seconds on a SPARC 2 for each edge. The analysis results in the removal of six edges from the process graph or equivalently, the removal of six transistors from the circuit. This is the same result as in 8].
Asynchronous Microprocessor
A subset of the Caltech Asynchronous Microprocessor 6] has been modelled and analyzed using the techniques described in this paper. The process graph for this simpli ed model consists of 60 events and 127 edges, and has " ? = 1 and k ? 3. Using our implementation of the techniques described in the paper, computations of the instruction fetch cycle period and the pipeline latency can be performed in under 2 CPU seconds on a SPARC 2.
These and similar computations can be used to determine the real-time properties of the asynchronous microprocessor. For example, to bound the execution time of a code fragment, we can use the minimum and maximum separation in cycle period of each instruction type 9]. Furthermore, this information is useful when interfacing the microprocessor to an external synchronous component, especially in cases where the synchronous component is clocked using a signal produced by the microprocessor.
Conclusion
We have presented an e cient exact solution to a fundamental problem in circuit synthesis and optimization, namely, the determination of bounds on the separation in time of events in concurrent systems. The major contribution of this paper is the structural decomposition of the in nitely unfolded process graph that enables it to be implicitly analyzed to obtain the tightest possible bounds. This aspect of our algorithm and its algebraic formulation enables it to be e cient enough for practical use. Furthermore, our algorithm handles a wide range of process graphs and is thus useful in a variety of domains.
We are looking into adaptations of this technique to graphs that include conditional behavior and thus process an ever-larger class of graphs. This may require the exploration of tradeo s between the tightness of the bounds and computation time that has not been a concern up to now because of the high e ciency of the algorithm in practice. In concert with this e ort, we are also investigating other problem domains such as high-level synthesis and hardware/software co-design as potential application areas.
