The first detection of a quantum particle on a graph has been shown to depend sensitively on the distance ξ between detector and initial location of the particle, and on the sampling time τ . Here we use the recently introduced quantum renewal equation to investigate the statistics of first detection on an infinite line, using a tight-binding lattice Hamiltonian with nearest-neighbor hops. Universal features of the first detection probability are uncovered and simple limiting cases are analyzed. These include the large ξ limit, the small τ limit and the power law decay with attempt number of the detection probability over which quantum oscillations are superimposed. For large ξ the first detection probability assumes a scaling form and when the sampling time is equal to the inverse of the energy band width, non-analytical behaviors arise, accompanied by a transition in the statistics. The maximum total detection probability is found to occur for τ close to this transition point. When the initial location of the particle is far from the detection node we find that the total detection probability attains a finite value which is distance independent.
Introduction: Recent experimental advances have made it possible to measure quantum walks at the single particle level [1] [2] [3] [4] . A related advance is the quantum first detection problem which has drawn considerable theoretical attention [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] , as it deals with the basic issue of when the particle will first be detected in a target state. Originally the topic emerged in the context of quantum search algorithms. Given a graph, and an Hamiltonian H, the presence or absence of a particle starting on node |x i is recorded at a node |x d sampled with period τ . H, τ and the measurement process [23] , define the problem, which differs markedly from the corresponding wellstudied classical first-passage-time problem [24] [25] [26] [27] [28] .
Recently, a quantum renewal equation which relates the statistics of first detection times to the quantum evolution operator of the measurement-free system was derived [21, 22] . This equation was used investigate the statistics of the first detected return, i.e. when |x i = |x d . The present Letter focuses on the first detected arrival, |x i = |x d . The questions to be tackled are: Given τ and the tight-binding Hamiltonian on an infinite line, what are the basic properties of the first detection probability? More specifically: Will the particle always be detected? If not, then what is the optimal sampling rate for which the total detection probability is maximized? The existence of an optimum is expected, since the Zeno effect [29, 30] suppresses detection for too frequent measurements, while a too large τ aids the escape from the detector. What is the general behavior of the detection probability at attempt number n, which we denote F n ? What is its asymptotics for small and large n and how does it depend on the initial distance ξ = |x d − x i | of the particle from the detector? Surprisingly the first detection statistics become ξ-independent, for large ξ. Non-trivial behavior is also found for a critical sampling time for which the first detection statistics exhibit a non-analytical behavior reminiscent of a phase transition, with a qualitative change in its properties.
The detection protocol: We focus on lattice systems. The system is prepared in the position eigenstate |x i . Detection is performed via the operator |x d x d | that projects the wave function on the detection site's eigenstate. We repeatedly measure whether the particle is located at x d or not until we are successful.
In the stroboscopic approach used herein, the measurement attempts are made periodically every τ units of time until a successful detection occurs; between the attempts the system evolves unitarily. We use the standard von-Neumann projective measurement which implies strong and instantaneous collapse of the wave function, see [23] . Such a detection protocol incorporates the influence of the measurement into the remaining unitary dynamics of the system. The detector produces a string of length n describing detection success: "no,no,...,no,yes". The wave function collapses to zero at x d after each failed detection attempt, and is then renormalized. After the final, successful detection, the experiment is finished and the number of detection attempts n is recorded. The theoretical question is then to determine the probability F n that the particle is detected at x d for the first time on the n-th detection attempt.
This scheme was employed in Refs. [5-8, 13-15, 17-20, 31] , and by two of the current authors in [21, 22] . In all of these references the protocol was stroboscopic with period τ , i.e. detection is attempted at times τ, 2τ, 3τ , and so on. It was shown in Refs. [21, 22] that ϕ n , the so-called detection amplitude, with F n = |ϕ n | 2 , satisfies the following quantum renewal equation:
whereÛ(τ ) = exp(−iτĤ/ ) andĤ are the system's evolution operator and Hamiltonian, respectively. The first term on the right-hand side is the free unitary transition from x i to x d in time nτ ; the second term describes all previous returns to the detection site. We transformed Eq. (1) 
The original amplitudes ϕ n are recovered via Cauchy's integral formula:
HereÛ(z) := ∞ n=0 z nÛ (nτ ) is the generating function ofÛ(nτ ). ξ := |x d −x i | is the distance from the initial site to the detector; we have assumed translational invariance of the system. The integration contour circles the origin and has to lie inside the singularities of ϕ(z). Tight-binding model: To expose the basic properties of this problem, the rest of this letter is devoted to a simple Hamiltonian which nevertheless exhibits rich physical behaviors, the 1d nearest neighbor tight binding Hamiltonian:
The lattice constant a is used to rescale positions, ξ/a → ξ. Time is rescaled with and the coupling energy γ, γτ / → τ . As usual we decompose x|ψ =: ψ x into position eigenstates and use the inner product ψ|χ = x∈aZ ψ *
x χ x . The energy eigenstates of this translationally invariant operator are labeled with the wave number k. The dispersion relation is E(k) = −2 cos(ak) in units of γ. Using E(k), we can derive an analytical representation forÛ(nτ ):
consequentlyÛ(z) is a series of Bessel functions. To build intuition we first present some numerical results. Selected numerical results: Eq. (1) together with Eq. (4) allow for easy numerical computation of ϕ n and F n . We present F n for τ = 0.25, τ = 1 and different ξ in Figs. 1 and 2. F n shows a monotonic rise to a peak for small n after which it turns over to a power law decay for large n. The power law is superimposed with oscillations and has the exponent −3 first reported in Ref. [5, 21] for ξ = 0. The position of the peak scales linearly with the distance ξ. We can align the peaks of each curve by rescaling F n and n with ξ and τ , respectively, as shown in Fig. 2 's inset. We now present analytical derivations of these behaviors.
Analytical derivation. Small n: The small n behavior is dominated by the part of the wave function that directly arrives at the detection site and it is essentially unaffected by interference with returning parts. The lack of interference manifests itself in the monotonic increase of F n , see Fig. 1 . Hence, it is a good approximation to ignore the sum in Eq. (1), as it accounts for the returning (11), (black line). In fact the curves practically overlap and all maxima move to n/ninc ≈ 1. Curves with higher ξ appear shorter due to rescaling.
part. We obtain the following approximation, [2] :
(5) Thus F n grows like a large power of n for large ξ. From Fig. 1 we see that this is essentially exact for small n, with significant deviations appearing where F n starts its oscillatory decay.
Turning point: The position of the turning point can be understood in terms of the maximal group velocity of the wave packet, v g := max |E (k) | = 2. Roughly speaking, the first component of the wave function to arrive at the destination is the one with maximal velocity. This happens at nτ = ξ/v g and allows us to define the "incidence" time
Note that this quantity, for a general translational invariant Hamiltonian, obviously depends on the actual energy dispersion relation E(k). The incidence time is indicated in Fig. 1 as well. It is very close to the maximum of F n , as expected.
Large n: The strategy to investigate this domain is similar to the one in Refs. [21, 22] where the ξ = 0 case is investigated [2] . It turns out that ϕ(z) has two branch cuts in the complex plane along the rays with complex argument ±2τ starting on the unit circle, see SM. We use those cuts to perform the complex integration of Eq. (2). ϕ(z) has 1/ √ z-singularities at the branch points which lead to n −3/2 -asymptotics in ϕ n . Each singularity has a complex prefactor with a phase growing linear in n. The result for F n is:
with r and β defined by:
The function trig ξ (x) := (e ix + (−1) ξ e −ix )/2 is a cosine for even ξ and i sin(x) for odd ξ. We observe a power-law decay with exponent −3 superimposed with an oscillation of frequency 2τ . There is a ξ and τ dependent phase β and amplitude r; both are plotted in Fig. 3 . When ξ = 0, then re iβ = 1 and we recover the known result [5, 21, 22] . In the limit of large ξ or small τ we find a remarkably simple relation to the incidence time:
When Eq. (9) is plugged into Eq. (7), we see that the oscillation's phase becomes independent of ξ, but the amplitude grows quadratically in ξ:
Since the amplitude r becomes asymptotically proportional to the incidence time from Eq. (6), there is a scaling form of the detection probability, that moves the maximum of F n to a fixed position, n/n inc ≈ 1. The oscillation frequency cannot be rescaled as it depends on τ , but we can rewrite the envelopeF n = 4τ r 2 /(πn 3 ) by using Eq. (9):
valid for n/n inc > 1 and zero otherwise. The rescaling allows us to present the envelope as a master curve for various values of parameters, as in the inset of Fig. 2 , which exhibits superb agreement with theory. From the definition (20), we find that r(ξ, τ ) diverges for odd ξ in the limit τ → τ c := π/2. At this point the two mentioned branch points of ϕ(z) merge into one, see SM. This critical period is related to the width of the energy band and Planck's constant. In original units:
Small τ : The behavior for small τ , large n and fixed product nτ is given by:
In particular, this approximation correctly captures the maximum of F n and the subsequently power law decay. Eq. (13) and Eq. (10) share the same asymptotics for large n. Clearly F n → 0 as τ → 0, which is the Zeno effect. The derivation and comparison to exact results can be found in the SM. Total detection probability: For a given n, F n can be small, as demonstrated in Figs. 1 and 2 . Therefore, the question arises as to the overall probability that the particle is detected at all: The total probability of detection:
is presented in Fig. 4 as a function of τ for several ξ.
In the Zeno limit τ → 0, P det approaches zero. It also decays for large τ (not presented). However, the total detection probability exhibits a very flat maximum in the vicinity of τ c , see Fig. 4 . The maximum indicates an optimal detection frequency that is related to the width of the energy band. The optimum balances Zeno suppression from too frequent measurements and escape from the detector arising from too sporadic detection.
P det exhibits a transition from almost monotonic to oscillating behavior at the critical sampling time τ c = π/2, see Fig. 4 . For odd ξ, it is discontinuous at τ c and multiples thereof. The jump becomes less severe as ξ increases.
As τ passes such a critical value, a new pole appears in the integrand of Eq. (20) . Since r(ξ, π/2) diverges for (9) are assumed for large ξ and small τ . In the limit τ → τc := π/2, r diverges for odd ξ and vanishes for even ξ. odd ξ, the total detection probability exhibits a discontinuity. As mentioned, the critical values correspond to the points when the width of the energy band times τ is a multiple of Planck's constant. For this reason the critical sampling time must be universal for models with a finite energy band, and is not limited to the Hamiltonian under study.
Very interestingly, in the limit ξ → ∞, P det becomes independent of ξ approaching a master curve for τ < τ c presented in Fig. 4 . This behavior can be understood in two ways. Due to the particular ξ-scaling of Eq. (11), the sum of F n is ξ-independent. Neglecting the trigonometric term and integratingF n from n inc to infinity yields the constant 2τ /π. Alternatively, one argues that the main contribution to P det comes from the peak of F n that is described by Eq. (13) . Integrating Eq. (13) over n yields
which is independent of ξ. Eq. (15) is valid for very small τ , see Fig. 4 . We see no simple large ξ-limit of P det beyond the transition point τ c . Based on our simulations, we conjecture that P det will converge to a master curve also in this oscillatory regime, τ > τ c . Our current analysis is not valid there because the integral in Eq. (20) diverges. This is left for future work.
Summary, Discussion and Outlook: We have investigated the infinite 1d tight-binding quantum walk under repeated stroboscopic measurements with period τ .
We computed the probability of first detected arrival at attempt n, and its asymptotic limits for large and small n, and for small τ . The distribution is highly peaked around n inc ,when the fastest wave packet reaches the detector. For large n, F n is given by Eqs. (7) and (20); it features strong oscillations and a power law decay with exponent −3. The frequency of F n depends only on τ ; its amplitude and phase depends on τ as well as on ξ. Several physical effects are found at the critical detection period τ c = π/2, defined by the width of the energy band: The amplitude r diverges and P det is discontinuous for odd ξ. P det assumes its optimal value close to τ c . Furthermore it exhibits a transition from monotonic to oscillatory behavior at this point. The total probability of detection is asymptotically independent of ξ; this is a consequence of the surprising proportionality between the amplitude and the incidence time. The ξ-(in-)dependence of re iβ and P det , as well as the scaling form Eq. (11), are an encouraging facet of the arrival problem: The initial distance from the detector has only marginal impact on the first detection statistics. Further study will reveal whether this is an universal feature.
Refs. [13, 15] prove rigorously for x d = x i that P det = 1 wheneverÛ(τ )'s spectrum has no continuous part. Our system has a purely continuous spectrum and consequently we find P det < 1, albeit we consider x d = x i . A spectral characterization for the continuous-spectrum systems is possible [33] . Such a complete spectral survey of the quantum first detection problem will elevate the theory to the standard of the classical random walk.
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ϕ(z) of the detection amplitudes is given by:
The first term is the direct approximation giving the Bessel function expression:
The second term is the correction term n that we will estimate in the following. Note that the remaining fraction can be identified with ϕ(z) for ξ = 0. (We denote the original sequence here with ϕ (0)
n .) As products in zdomain transform to convolutions in the original domain, we obtain:
For small enough n, the Bessel function can be expanded
n is bounded by its maximum ϕ
n . Using these estimates, and approximating the remaining sum over m ξ with an integral from m = 0 to m = n, we find:
In the last line, we again identified the Bessel function of ξ-th order. Putting the direct approximation and this error estimate together, we obtain Eq. (5) of the main text.
Large n limit
In this section, we derive Eq. (7) of the main text. Starting from Eq. (16), we use the asymptotic formula of the Bessel function for large arguments: J ξ (x) ≈ 2/(πx) cos(x − ξπ/2 − π/4). AsymptoticallyÛ(z) is related to the polylogarithm function, given by:
One obtains: . The integrand has two branch cuts (red lines), starting on the unit circle going to infinity along e y±2iτ , y > 0. The radius R of the contour is taken to infinity avoiding the cuts. The angle between the cuts is 4τ .
Plugging this expression into Eq. (2) of the main text yields:
The contour is a circle around the origin with subunit radius.
The polylogarithm function Li 1/2 (z) has a branch cut singularity starting at z = 1 and extending along the positive real axis. Thus, ξ|Û(z)|0 and also ϕ(z) have two branch cut singularities along the rays z α = e y+α2iτ , α = ±1, y ≥ 0, emerging from two points on the unit circle. The exception is the case when the branch cuts merge at τ = π/2, which is the critical sampling period discussed in the main text. Our calculations are thus valid only for τ < π/2. We deform the contour of our integral to infinite radius, returning along each branch cut, encircling it and returning to infinite radius, see Fig. 5 . Since there is no contribution from the infinite radius segments, the integral reduces to the discontinuity along each cut. Due to the z −n−1 , n 1, factor, each of these integrals along the branch cut are dominated by the small y contribution. ∼ ±i π y and along the α branch cut
The plus (minus) sign applies, when the branch cut is approached from the counter-clockwise (clockwise) side. The singular behavior of ξ|Û(z α )|0 and 0|Û(z α )|0 differs only by a factor i (α+1)ξ . When expanding ϕ(e y+2iατ ) for small y, it is therefore convenient to reorder the integrand in Eq. (17) and then use the small y expansion Eq. (18) to obtain:
The numerator in the first line does not diverge when y → 0, but it rather assumes a complex constant. This is evident from the integral representation ofÛ(z):
tan(τ (α + cos(k))) .
In the last line, we used the identity 1/(1 − e ix ) = (1 + i cot(x/2))/2, and the symmetry of the integral. Using the change of variables k = π − k in the last integral, we can infer the symmetry of r α e iβα under switching the sign of α. Namely
This means we only need to consider one of them. We take r = r −1 and β = β −1 , i.e.:
(20) after writing the integral in a more convenient form. This is Eq. (8) of the main text.
As the detection amplitudes on the branch cuts are given by Eq. (19), we can easily determine the discontinuity along the cut:
Integrating along the cut gives with z = e y+2iατ and z −n−1 dz = e −n(2iατ +y) dy:
Here we have introduced the trigonometric function:
r(ξ, τ ) and β(ξ, τ ) are defined by Eq. (20) . Squaring the modulus of Eq. (21) immediately leads to Eq. (7) of the main text.
Small τ approximation
In this section, we derive Eq. (13) of the main text. When taking the limit τ → 0 it is important to rescale n and z simultaneously. This way, one does not lose important information about the first peak of F n . We start again from Eq. (16) and put z = e −2τ s with Re(s) > 0. This way, the argument approaches the unit circle as τ is reduced. When τ is very small, one can use EulerMacLaurin formula to replace the sum with an integral:
2τ ξ|Û e −2nτ s |0 = 2τ i Here B l are the Bernoulli numbers. To obtain the last line, the integral was identified as a tabulated Laplace transform, [1, Eq. 103, sec. 17.13]. All correction terms evaluated at n = ∞ vanish. Also, the l-th derivative of J ξ (2nτ ) vanishes at n = 0 when l < ξ. Hence the first non-vanishing term is the one with l = ξ which is of order τ ξ+1 . This is the leading order in the joint limit τ → 0 when z = e −2τ s . The limit z → 1 is equivalent to n → ∞ by a Tauberian argument. We obtain the following expression for the generating function of the detection amplitude for ξ > 0: For the inverse transform, we note that the variable transform z = e −2sτ introduces an additional factor 2τ in Eq. (2) of the main text, and turns the Cauchy-integral into an inverse Laplace transform where s is conjugated to 2τ n. The inverse Laplace transform is again tabulated, namely Eq. 105 of section 17.13 of [1] . Consequently, we have
The squared modulus of this expression gives Eq. (13) of the main text. We have derived Eq. (22) in a special limit where τ is small n is large and the product nτ remains finite. A comparison between simulation and Eq. (13) of the main text is given in Fig. 6 .
