Abstract-We consider the problem of scanning and modelling small objects using easily available RGBD sensors such as the Kinect. These sensors allow for the acquisition of view-based registered depth and color data. We register the point clouds by recovering the rigid transformation between successive pairs in a sequence of views, and then demonstrate the utility of surface evolution for shrink wrapping the result using geometric flow based approaches for surface modelling. In our experiments we use a PrimeSense Carmine 1.09, which is a high resolution short range RGBD sensor suited to capture small objects. We obtain high quality surface and appearance models of small objects that are competitive with commercial software packages while better capturing surface detail.
I. INTRODUCTION
Scanning and modelling 3D data has a wide variety of applications in robotics, computer vision and computer-aideddesign. The increasing popularity of technologies such as 3D printing has also given rise to innovative approaches for 3D modelling. With the present availability of affordable RGBD sensors, there is potential to combine appearance with surface geometry for this type of data. Commercial software packages for extracting surface models from RGBD data do exist, such as Reconstructme [9] and Skanect [10] . These packages use 3D sensors such as the Kinect [3] or the PrimeSense to model surfaces from point clouds obtained from real objects.
A popular approach to active 3D reconstruction is the KinectFusion strategy [11] . Here a Kinect camera and a novel GPU pipeline are used to rapidly create detailed 3D reconstructions of indoor scenes without explicit feature detection. A volumetric surface representation based on [4] raycasts the volume to extract views of the implicit surface for rendering. A different approach, which reconstructs from unorganized point clouds, is the Powercrust algorithm [12] . Given a set of sampled points from the surface of a 3D object, a piecewise-linear approximation is constructed to both the object surface and the Medial Axis Transform (MAT). The medial axis transform or MAT is a skeletal shape representation that represents a solid by the set of maximal balls completely contained in the interior rather than the set of points on the boundary [12] . In [12] , the sampled set of points is first used to approximate the MAT, following which an inverse transformation on the MAT produces a piecewise-linear surface approximation.
To our knowledge the use of surface evolution to shrink wrap RGBD data has not been explored. The advantage of an active surface approach is that the flows can be controlled to be data driven, while being derived from first principles such as the weighted length (2D) or surface area (3D) geometric flow [8] [13] [15] . Such weighted gradient flows are used in [14] , [13] and [8] for shape segmentation by adjusting them so that they cling to features of interest. Motivated by these geometric flows and their demonstrated success in fitting point clouds as in [15] , in this paper we develop a method that uses a weighted surface area gradient flow to shrink wrap a dense point cloud obtained from a small object, one that can be scanned by placing it on a desktop with a turntable. For such objects it is possible to obtain a dense point cloud such that a co-dimension 1 geometric flow is applicable.
II. DATA ACQUISITION
The input is in the form of 3D Point clouds with xyz point values and RGB color values. The input point clouds are grabbed using the Primesense Carmine 1.09 short range sensor, using OpenNI [5] , a multi-language, cross-platform framework for writing APIs to grab RGB and depth data from RGBD sensors. Figure (1) shows a single frame captured by the PrimeSense sensor.
The PrimeSense sensor is kept fixed at one side of the table and the object is placed at a distance of about 0.3m -0.35m from the sensor and is rotated manually by small amounts to capture a 360
• view of the object. Since the background is unchanging, it provides no information to the registration and therefore is removed. This is done by simply thresholding the depth values.
III. REGISTERING POINT CLOUDS
The Iterative Closest Point (ICP) algorithm introduced in [1] is one of the most widely used methods to align 3D point clouds. Given two point clouds, the source and the target, ICP estimates the rigid transformation that best aligns the source point cloud with the target point cloud. Several variants of this approach exist, such as the method in [2] which minimizes a point-to-plane error metric, as well as the approaches surveyed in [17] . We use the original ICP algorithm proposed in [1] , which minimizes a point-to-point error metric and can be used for many representations of geometric data such as point sets, line segment sets, implicit curves, parametric curves, triangle sets, implicit surfaces and parametric surfaces. This is done by pairing each point in the source data set with the closest point in the target data set to form correspondence pairs. The point-to-point error metric is used to minimize the sum of the squared distance between points in each pair of correspondences, taking into account both proximity in position and difference in color. This process is then iterated until the error falls below a threshold.
The first step of ICP is to estimate correspondences. For each point in the source point cloud, the closest point in the target point cloud in terms of Euclidean distance is found. The next step is to estimate the rigid transformation between the two point clouds using the correspondences.
t is the unit rotation quaternion and
t is the translation vector [1] . Then if P = { p i } is a source data set to be aligned with X = { x i } a target data set, the mean objective function to be minimized as given in [1] is
where N p is the total number of points in P and N p = N x the total number of points in X. R( q R ) is a 3 × 3 rotation matrix generated by the unit quaternion as given in [2] :
At each iteration ICP estimates the 4 × 4 transformation matrix T (see equation (1)) based on the rotation matrix and translation vectors as computed above and transforms the source point cloud using it. The ICP algorithm [1] converges when the mean square error falls below a preset threshold τ > 0 .
In equation (1), the "R"s are elements of the rotation matrix and the last column is the translation vector previously defined. The ICP algorithm is applied sequentially to stitch together several pairs of point clouds taken from slightly different viewpoints. The basic idea is to fuse together the first two views, and then treat this as a new source point cloud to fuse with the next view, and so on until all views are used. In practice we use approximately 25-30 views for the experiments in this paper.
IV. SURFACE EVOLUTION
Once we have a dense 3D point cloud using the ICP method of the previous section, we can consider the problem of shrink wrapping a surface around it using a geometric flow. A suitable flow for this is the weighted surface area minimizing flow, which, when applied to 3D point cloud data could have weights that depend upon local distance to 3D points. [8] [13] [15] . These flows are typically implemented using level set methods, introduced by Osher and Sethian, in [6] . These methods have the advantage that they can easily handle topological changes since they perform computations that involve curves (or surfaces) on a fixed Cartesian grid (the objects of interest are represented implicitly).
If S is the surface to be evolved, then the general form of the evolution equation is
where the surface S moves in the direction of its inward normal N and F is the speed function. Given that S evolves according to (2), a level set embedding of this surface Ψ satisfies the level set equation
where S is the zero level set of Ψ and Ψ is assumed to be negative in the interior of S and positive outside it. This equation can be solved by discretization and numerical techniques based on hyperbolic conservation laws. The weighted surface area gradient flow can be written in level set form as:
Here φ is a scalar function of location in 3D space, which plays the role of a weight. In the application in the current paper φ, is an unsigned outward distance from each point in the 3D point cloud. The geometric flow in equation (4) has two main terms. The first term is "φκ" where κ is the mean curvature of the evolving surface and the second term is a "doublet" term that has the advantage of trapping an evolving surface at a local minimum of φ because it switches its sign where that occurs.
A. Numerical Implementation
We now review some of the key numerical steps that are required to implement the surface evolution. We first need an arbitrary initial surface that contains the data. Since we do not know the topology of the surface to be reconstructed in advance, we use a bounding box that is known to contain the data set. In practice, the level set function Ψ is set up as a signed distance function to this initial surface, where distances within the box are negative and distances outside are positive.
The two terms of equation (4) also have to be carefully computed. For the mean curvature term, "φκ", the gradient of Ψ, is calculated using central differences everywhere except at boundaries of the voxel grid where one-sided differencing is used. The "doublet" term is slightly more complicated. The computation of spatial derivatives of Ψ now requires the use of an upwind differencing scheme because this term can lead to singularities in the evolving surface. The upwind differencing scheme we used is based on [7] and [16] . A first order time discretization of the equation (3) using the forward Euler method is given as:
where F t is the speed at time t and ∇Ψ t is the spatial gradient of Ψ at time t. The gradient term in equation (5) can be expanded to
This expression can be evaluated in each dimension (x, y and z) separately. Suppose we consider one dimension
where the sign of F t x along x determines the direction of flow. At each grid point i, we determine the spatial derivative (Ψ x ) i , at i based on the sign of (F x ) i at i. As given in [7] , if (F x ) i > 0, the values of Ψ are propagating from left to right which implies that, according to the method of characteristics, we have to look to the left of the point x i to determine the value of Ψ at x i at the end of the time step, Δt (i.e., we use the first order accurate backward difference, D −x ). Likewise if (F x ) i < 0 then the information is flowing from right to left and we have to use the first order forward difference denoted as D +x The same approach is taken for spatial derivatives Ψ y and Ψ z . In summary, equation (5) can be approximated with simple upwinding using a first-order space convex [16] as:
where,
and
where, D + and D − are the forward and backward finite differences.
B. The Complete Surface Evolution Algorithm
The complete algorithm to implement the weighted geometric flow of equation (4) is given in algorithm (1) . In order to speed up the flow, the "φκ" term is added only when the level set surface gets within threshold voxels of the data set. 
V. EXPERIMENTAL RESULTS
We present experiments demonstrating the application of the ICP method to generate dense point clouds of the boundaries of small objects, followed by surface evolution to obtain surface and appearance models of them. Figure ( 2) illustrates the stages of surface evolution applied to a point cloud obtained from a model horse. As explained in Algorithm (1), in order to speed up the flow, until the level set surface Ψ gets "close" (i.e within a distance of threshold voxels) to the data, the speed function only contains the "doublet" term ( Figures (2a) , (2b) and (2c)). Figure (2d) shows the result of including the "φκ" term as well. In all experiments the value of the threshold is 2 voxels and the time step Δt is 0.5 when the speed term is Fig. 3 . The results of our surface reconstruction method. The top row shows registered dense point clouds for 4 objects: (3a) a horse, (3b) a humanoid object, (3c) a dinosaur and (3d) a human head. The middle row shows the final reconstructed surface for the 4 objects. The results shown include a few iterations of surface smoothing using the mean curvature flow. The third row plots the distance errors summarized in Table I. only the doublet term and is 0.1 when the "φκ" term is also included. These constants are in units of voxels. Figure ( 3) shows the point clouds (top row), the results of shrink wrapping (middle row) and the distance errors in voxel units (bottom row) for the model horse, a humanoid object, a model dinosaur, and a human head. The shrink wrapping results reveal the level of surface detail that can be recovered. The results in the bottom row show the distance of each point on the shrink wrapped surface to the closest point on the point cloud in voxel units, as explained by the color bars. These plots demonstrate the accuracy of the method, particularly at locations where 3D point cloud data has been sensed, with the regions of larger error typically corresponding to locations where the point cloud data is sparse or is missing, such as the top of the human head. A quantitative summary of these results for the various models is shown in Table I .
Figure (4) provides a qualitative comparison of the results obtained by our approach and those obtained using the com- mercial software package Skanect [10] .
VI. CONCLUSION
We have demonstrated the use of weighted geometric flows to reconstruct surfaces using registered point clouds of 3D data obtained from RGBD sensors. Our method is able to capture surface detail while providing some robustness to holes due to missing data, because of the doublet term. We are typically able to create watertight models even if some data is missing. Since we use a surface evolution method, our method also The first column shows the results of our surface evolution method. The second column depicts screen shots of results obtained using Skanect. Our method picks up more detail in the mane of the horse and the shape of the face and leg. It also better recovers the curvature of parts of the body of the humanoid object.
provides estimates of surface normals and mean curvature. The main present limitation of our approach is that we do not explicitly deal with noisy 3D point clouds. We have assumed that outliers have been eliminated and that the point cloud is dense, which is a fair assumption for RGBD sensors when new views can be acquired in a controlled fashion. There is also room for improvement in the registration by using one of the more efficient variants [17] of ICP.
