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Comisión Nacional de Energía Atómica, Agencia Nacional de Promoción Científica y Tecnológica (ANPCyT), Consejo Nacional de Investigaciones Científicas y Técnicas (CONICET), Gobierno de la Provincia de Mendoza, Municipalidad de Malargüe, NDM Holdings and Valle Las Leñas, in gratitude for their continuing cooperation over land access, Argentina; the Australian Research Council; Conselho Nacional de Desenvolvimento Científico e Tecnológico (CNPq) The atmospheric depth, X max , at which the particle number of an air shower reaches its maximum is a good indicator for the mass of the primary particle. We present a comparison of the energy evolution of the mean of X max as measured by the Telescope Array and Pierre Auger Collaborations. After accounting for the different resolutions, acceptances and analysis strategies of the two experiments, the two results are found to be in good agreement within systematic uncertainties. 
Introduction
The nuclear composition of ultra-high energy cosmic rays is one of the key observables to understand their origin. One of the most robust and precise observables to date to infer the composition from air-shower measurements is the atmospheric depth at which the particle number of the shower reaches its maximum, X max . Currently, the Pierre Auger Observatory and the Telescope Array (TA) measure X max using fluorescence detectors. But despite the use of the same detection principle, a direct comparison of the data published by both collaborations is not straightforward.
The TA Collaboration published values of the average shower maximum, X max , obtained from X max distributions that include detector effects such as the selection efficiency and acceptance. The interpretation of the data is made possible by the comparison of the Monte-Carlo prediction for proton and iron nuclei folded with the same detector resolution and efficiency. In the analysis performed by the Pierre Auger Collaboration, only shower geometries are selected allowing the sampling of almost unbiased X max distributions and residual biases from the acceptance, reconstruction and resolution are corrected for.
The corresponding values of X max are presented in Fig. 1 together with predictions from air-shower simulations for proton-and iron-initiated showers. SIBYLL2.1, the only hadronic interaction model used by both collaborations, provides a common reference in these plots.
The work reported here is a common effort of the Auger and TA Collaborations with the aim of providing a direct comparison of the X max measurements taking into account the different approaches of each collaboration. Indirect comparisons of TA and Auger results using a conversion of X max to the average logarithmic mass were published in earlier [1] . The disadvantage of indirect comparisons is that they depend on the particular hadronic interaction model that is used. The current analysis was performed in the following way. The Auger X max distributions were fitted by a combination of four primary nuclei (proton, helium, nitrogen, iron) using events from air-shower simulations. The abundances which best fit the Auger data were simulated through the Middle Drum detector of TA (TA-MD) and analyzed by the TA Collaboration using the same procedure as applied to their data. This procedure resulted in the Auger data folded into the TA-MD detector. The Auger X max folded with TA-MD analysis is shown in this paper in comparison to the TA-MD data as published [3] .
Data Samples
The analysis presented here is based on the data measured with the Pierre Auger Observatory in the period 1st December 2004 to 31st December 2012. All measured events were analyzed as explained in reference [2] . The events were selected to guarantee good measurement conditions and a high-quality reconstruction. After that, the fiducial selection was applied. In total 19,759 events were considered for further analysis (7365 above the lower energy threshold of TA, see below). The X max values of these events were sampled in 18 energy bins starting at log (E/ eV) = 17.8.
From the Telescope Array we use hybrid data collected with the MD fluorescence telescope and surface detector array over the period from the 27th May 2008 to 2nd May 2013. The reconstruction and analysis applied to the data are described in [3] . The number of events which passed all cuts is 438, for which the mean X max is shown in 12 energy bins above log (E/ eV) = 18.2.
The number of events used for this comparison presented here is shown in Fig. 2 and the X maxresolution of the two experiments is presented in Fig. 3 . As can be seen, the resolutions after cuts are comparable but it is worthwhile noting that the resolution quoted for the MD does not contain effects from the detector calibration and atmospheric monitoring. The systematic uncertainties on the X max scale, compared in the right panel of Fig. 3 , are ≤10 g/cm 2 and 16 g/cm 2 for the Auger and TA analyses respectively.
Analysis
The relation between the true and observed X max distribution is
i.e., the true distribution f true is deformed by the detection efficiency ε and smeared by the detector resolution R that relates the true X max to the reconstructed one, X rec max . Due to the different analysis approaches of the TA and Pierre Auger Collaborations it is not possible to compare the published values of the moments of the X max distribution directly. Whereas X max and σ (X max ) published by the Pierre Auger Collaboration are close to the true moments (i.e. the moments of f true ), the TA collaboration published the X max folded with the effects of the detector response and reconstruction (i.e. the moments of f obs ).
To be able to perform a comparison of the two results, we need to establish what X max obs would be if the X max distributions measured by Auger were observed by the TA detector. For this purpose, we convolve a parametric description of f true that is based on the Auger data with the TA detector simulation and apply the same reconstruction and analysis chain used for the TA data to this simulated data set (see [4] for a previous description of this method). Technically, the parametric description of the X max distribution is realized by providing a set of composition fractions as a function of energy that describe the X max distributions measured by Auger. These fractions are obtained as described in [5] by a log-likelihood fit of templates of X max distributions for different nuclear primaries as predicted by air-shower simulations using a particular hadronic interaction model. It is worthwhile noting that the detector acceptance and resolution at a given primary energy depend mainly on X max itself and only weakly on the primary particle type or hadronic interaction model via the invisible energy. Therefore, for the analysis presented here, it is only important that the resulting composition mix describes the data well and not which fractions of primaries are needed or which hadronic interaction model is used to obtain a model of the undistorted X max distribution based on Auger data.
Here we used QGSJETII-03 [6] and a mix of four primary particles (proton, helium, nitrogen and iron) to obtain a model of the true X max distribution based on the Auger data. QGSJETII-03 is not included in the set of models studied by the Pierre Auger Collaboration to infer the primary composition [5] because it gives a worse description of LHC data than the re-tuned version QGSJETII-04 [7] . However, with neither version of QGSJETII it is possible to find a composition mix that gives a perfect description of the X max distributions measured by Auger. The first two moments of the best fits with QGSJETII-03 and the Auger data are shown in Fig. 4 . As can be seen, there is a good agreement regarding X max , but there are deviations between the fitted and observed width of the distribution.
Ideally, this analysis should be performed with a combination of composition and hadronic interaction model that fits the Auger data well, such as SIBYLL2.1 [8] or EPOS-LHC [9] (see discussion in [5] ). However, for practical reasons, we performed a preliminary analysis with QGSJETII-03. Since the deviations between the moments of the data and the ones of the fitted distributions are on average at the 5 g/cm 2 level, this approach is expected to give only a small bias in the predictions for the observed distributions.
In detail, the analysis proceeds as follows: the composition mix is processed using the hybridreconstruction-analysis software of the Telescope Array. Showers are generated with CORSIKA and the trigger response of the scintillator array is simulated. The longitudinal shower profile from CORSIKA is fitted to a Gaisser-Hillas function to determine the shower parameters and the fitted profile is used consecutively to generate the light emission. The TA fluorescence detector response including atmospheric, electronics, and geometrical acceptance is then simulated. Subsequently the event geometry is fitted via the fluorescence profile, and the shower-detector plane is measured. A fit to hybrid shower geometry is performed which combines the timing and geometric center of charge of the surface detector array, with the timing and geometry of the fluorescence detector that observed the event. This step is what makes the event a "hybrid event". If either the surface or fluorescence detector fail to trigger in an event, it is not processed any further, otherwise the shower profile is fitted via a reverse Monte Carlo method where the atmosphere, electronics, and geometrical acceptance of the shower are fully simulated.
The resulting effect of the folding of the parametric Auger distributions with the TA detector response, reconstruction and analysis on the X max of Auger is shown in Fig. 5 . As can be seen, the mean value after the application of the TA detector response is smaller than the generated mean.
Results and Discussion
The X max as measured by TA using the MD fluorescence telescope and the Auger result folded with the TA acceptance are shown in Fig. 6 . Their compatibility is quantified with a binby-bin comparison excluding the highest-energy data points of each experiment which are at different energies. Using only the statistical uncertainties yields a χ 2 /Ndf of 10.7/11 with P(χ 2 ≥ 10.7|11) = 0.47. The average difference of the data points is (2.9 ± 2.7 (stat.) ± 18 (syst.)) g/cm 2 with a χ 2 /Ndf of 9.5/10 (P = 0.48). It can be concluded that the two data sets are in excellent agreement, even without accounting for the respective systematic uncertainties on the X max scale. However, in the present study we did not take into account a possible difference in the energy scale of the two experiments. The comparison of the energy spectra at the ankle region suggests that the energy scale of TA is about 13% higher than the one of the Pierre Auger Observatory [10] .
lg(E/eV) However, since the elongation rate of the folded Auger data is small (∼19 g/cm 2 /decade), the effect of such an energy shift on the comparison is expected to be at the level of a few g/cm 2 . For a more precise evaluation it would be necessary to take into account the energy dependence of the acceptance of TA. Nevertheless, it is to be expected that the increased difference between the two data sets once the energy scale shift is taken into account will be much smaller than the systematic uncertainties on the X max scale of ≤10 g/cm 2 and 16 g/cm 2 for the Auger and TA analyses respectively.
Conclusions and Outlook
In this paper we have presented a comparison between the data on X max as measured by the Pierre Auger and Telescope Array Collaborations. An adequate comparison was achieved by taking into account that the X max published by Auger are corrected for detector effects, whereas those published by TA includes detector effects. From the preliminary comparison presented here we conclude that the data of the two observatories are in good agreement.
In the future, we will present results with an improved parametric description of the Auger X max distributions using the EPOS-LHC interaction model and the evaluation of the effect of the relative energy scale uncertainty. Moreover, we will discuss results from statistical tests of the compatibility of the full X max distribution. The large-scale distribution of arrival directions of high-energy cosmic rays is a key observable in attempts to understanding their origin. The dipole and quadrupole moments are of special interest in revealing potential anisotropies. An unambiguous measurement of these moments as well as of the full set of spherical harmonic coefficients requires full-sky coverage. This can be achieved by combining data from observatories located in both the northern and southern hemispheres. To this end, a joint analysis using data recorded at the Pierre Auger Observatory and the Telescope Array above 10 19 eV has been performed. Thanks to the full-sky coverage, the measurement of the dipole moment reported in this study does not rely on any assumption on the underlying flux of cosmic rays. As well, the resolution on the quadrupole and higher order moments is the best ever obtained. The resulting multipolar expansion of the flux of cosmic rays allows a series of anisotropy searches to be performed, and in particular to report on the first angular power spectrum of cosmic rays. This allows a comprehensive description of the angular distribution of cosmic rays above 10 19 eV. Introduction. Above 10 19 eV, the flux of Ultra-High Energy Cosmic Rays (UHECRs) is expected to be of extragalactic origin. Although the actual sources of UHECRs are still to be identified, their distribution in the sky is expected to follow, to some extent, the large-scale structure of the matter in the Universe. Due to scattering in magnetic fields, the anisotropy imprinted upon the distribution of arrival directions is mainly expected at large scales even for energies as large as 10 19 eV. A non-zero dipole moment is naturally expected for diffusive propagation of UHECRs from nearby sources, leading to a cosmic-ray density gradient embedding the observer. On the other hand, excesses along a plane, for instance the super-Galactic one, would be detectable as a prominent quadrupole. The dipole and the quadrupole moments are thus of special interest, but an access to the full set of multipoles is relevant to characterize departures from isotropy at all scales.
Large-Scale Distribution of Arrival Directions of
Recently, the full-sky multipole coefficients of the UHECR flux have been measured for the first time by the Pierre Auger and Telescope Array collaborations using a joint data set with energies above 10 19 eV [1] . No significant deviations from isotropic expectations were found, and upper limits on the amplitudes of the dipole and quadrupole moments were reported as a function of the direction in the sky, varying between 8% and 13% for the dipole and between 7.5% and 10% for a symmetric quadrupole. In the meanwhile, another recent report from the Pierre Auger Collaboration based on an enlarged data set has indicated an amplitude for the first harmonic in right ascension of (4.4 ± 1.0)% with a chance probability of 6.4 × 10 −5 for events with energies larger than 8 × 10 18 eV [2] . Under the assumption that the only significant contribution to the anisotropy is from the dipolar component, this observation corresponds to a dipole of amplitude (7.3 ± 1.5)% pointing to (95 • ± 13 • ) in right ascension and (−39
The aim of this joint study is to search for anisotropy with full-sky coverage in a similar way as reported in The full-sky directional exposure. The directional exposure ω(n) provides the effective timeintegrated collecting area for a flux from each direction of the sky. Since the energy threshold of 10 19 eV guarantees that both experiments are fully efficient in their respective zenith range, the directional exposure relies only on the geometrical acceptance [3] . The functions ω i (δ ) of each experiment are shown in fig. 1 . Given the respective latitudes of both observatories and with the maximum zenith angle used here, full-sky coverage is naturally achieved when summing both functions. Also, it is to be noted that a common band of declination, namely −15 • ≤ δ ≤ 45 • , is covered by both experiments.
In principle, the combined directional exposure of the two experiments should be simply the sum of the individual ones. However, individual exposures have here to be re-weighted by some factor b due to the unavoidable uncertainty in the relative exposures of the experiments:
Written in this way, b is a dimensionless parameter of order unity arbitrarily chosen to re-weight the directional exposure of the Pierre Auger Observatory relative to the one of the Telescope Array. In practice, only an estimationb of the factor b can be obtained, so that only an estimation of the directional exposureω(n) ≡ ω(n;b) can be achieved through eqn. 1. In addition, although the techniques for assigning energies to events are nearly the same, there are differences as to how the primary energies are derived at the Pierre Auger Observatory and the Telescope Array. Currently, systematic uncertainties in the energy scale of both experiments amount to about 14% and 21% respectively [4, 5] . Such a potential shift in energy leads to different counting rates above some fixed energy threshold, which induces fake anisotropies in a similar way to the ones resulting from a shift in the relative exposures of the experiments. The parameter b can thus be viewed as an effective correction which absorbs any kind of systematic uncertainties in the relative exposures, whatever the sources of these uncertainties 1 .
Estimation of the spherical harmonic coefficients. The flux of cosmic rays Φ(n) can be decomposed in terms of a multipolar expansion onto the spherical harmonics Y m (n),
Any anisotropy fingerprint is encoded in the multipoles a m . Non-zero amplitudes in the modes arise from variations of the flux on an angular scale 1/ radians. The observed angular distribution of cosmic rays, dN/dΩ, can be naturally modeled as the sum of Dirac functions on the surface of the unit sphere the arguments of which are the arrival directions {n 1 , . . . , n N } of the events,
Here, arrival directions are expressed in the equatorial coordinate system (declination δ and right ascension α) since this is the most natural one tied to the Earth in describing the directional exposure of any experiment. With full-sky but non-uniform coverage, the customary recipe for decoupling directional exposure effects from anisotropy ones consists in weighting the observed angular distribution by the inverse of the relative directional exposure function [3] :
The relative directional exposureω r is a dimensionless function normalized to unity at its maximum. In turn, when combining the exposure of the two experiments with an unbiased estimator of b, the recovered coefficients defined as
provide unbiased estimators of the underlying a m multipoles. Under reasonable assumptions, the resolution σ m on each a m multipole can be shown to be the sum of a first term reflecting the Poisson fluctuations induced by the finite number of events and of a second term reflecting the uncertainty in the relative exposures of the two experiments through the uncertainty to estimate the b parameter. This term mainly impacts the resolution in the dipole coefficient a 10 , while it has a small influence on the quadrupole coefficient a 20 and a marginal one on higher order moments
The Joint-Analysis Method. The band of declinations between −15 • and 45 • is exposed to the fields of view of both experiments. This overlapping region can be used for designing a procedure to get simultaneously a relevant estimate of the parameter b and of the multipole coefficients a m through an iteration method.
Considering as a first approximation the flux Φ(n) as isotropic, the overlapping region denoted by ∆Ω can be utilized to derive a first estimateb (0) of the b factor by requiring the observed fluxes of both experiments to be identical in this particular region:
with ∆N Auger and ∆N TA the number of events observed in the overlapping region in each experiment. Then, insertingb (0) intoω, 'zero-order'ā (0) m coefficients can be obtained. This set of coefficients is only a rough estimation, due to the limiting assumption on the flux (isotropy). On the other hand, the expected number of events in the common band for each observatory, ∆N exp TA and ∆N exp Auger , can be expressed from the underlying flux Φ(n) as
From eqns. 7, and from the set ofā (0) m coefficients, an iterative procedure estimating at the same time b and the set of a m coefficients can be constructed as
whereΦ (k) is the flux estimated with the set ofā (k) m coefficients. This iterative procedure has been shown to provide unbiased estimators of the multipole coefficients without any assumptions on the flux [1] .
Note that the resolution on the b parameter turns out to be 2.1% in the present study, compared to 3.9% in the previous report [1] . This offers a much better resolution in estimating the a 10 coefficient. Part of this improvement is due to the statistics increased by 46%. The other factor is provided by the extended declination band exposed to the Auger and Telescope Array fields of view thanks to the use of horizontal events in the Auger data set.
Low-order multipoles. All analyses reported hereafter are based on a joint data set consisting of events with energies in excess of 10 19 eV in terms of the energy scale used at the Telescope Array by evaluating in the Auger data set the energy threshold which guarantees equal fluxes for both experiments. We are thus left here with 2,560 events (1,703 in the common band) above 10 19 eV from the Telescope Array and 16,835 (5,885 in the common band) above 8.8 × 10 18 eV from the Pierre Auger Observatory. After iterations, the coefficient b is b = 0.96.
Although the full set of spherical harmonic moments is needed to characterise any departure from isotropy at any scale, the dipole and quadrupole moments are of special interest. For that reason, a special emphasis is given here to these low-order moments, in terms of a more traditional and geometric representation than the raw result of the multipole moments. The dipole moment can be fully characterized by a vector with an amplitude r and the two angles {δ d , α d } of the unit vector d. The quadrupole, on the other hand, can be fully determined by two independent amplitudes {λ + , λ − }, two angles {δ q + , α q + } defining the orientation of a unit vector q + , and one additional angle α q − defining the directions of another unit vector q − in the orthogonal plane to q + . The full description is completed by means of a third unit vector q 0 , orthogonal to both q + and q − , and with a corresponding amplitude such that the traceless condition λ + + λ 0 + λ − = 0 is satisfied. The parameterisation of the low-order moments of the flux is then written in a convenient and intuitive way as
The distributions of amplitudes obtained from statistical fluctuations of simulated isotropic samples are shown in fig. 2 . The measured values are indicated by the superimposed arrows. The dipole amplitude is observed to be (6.5 ± 1.9)% with a chance probability of 5 × 10 −3 , pointing to (93 • ± 24) in right ascension and (−46 • ± 18) in declination. Compared to the previous report in [1] , the improved sensitivity in the dipole moment is primarily explained by the improved resolution on the b parameter thanks to the larger common band ∆Ω, and by the increased exposure/statistics. On the other hand, the quadrupole amplitudes are observed to be within statistical fluctuations expected from isotropic samples. Overall, these results are in agreement with the ones reported in [2] without any assumption on the underlying flux of UHECRs.
To visualise the recovered dipole moment, an average flux smoothed out at an angular scale Θ per solid angle unit can be derived using the joint data set in the following way: with f the top-hat filter function at the angular scale Θ. This average flux is displayed using the Mollweide projection in fig. 3 , in km −2 yr −1 sr −1 units. This map is drawn in equatorial coordinates. To exhibit the dipole structure, the angular window is chosen to be Θ = 60 • . The direction of the reconstructed dipole is shown as the white star.
Angular power spectrum. The angular power spectrum C is a coordinate-independent quantity, defined as the average |a m | 2 as a function of ,
In the same way as the multipole coefficients, any significant anisotropy of the angular distribution over scales near 1/ radians would be captured in a non-zero power in the mode . Although the exhaustive information of the distribution of arrival directions is encoded in the full set of multipole coefficients, the characterisation of any important overall property of the anisotropy is hard to handle in a summary plot from this set of coefficients. Conversely, the angular power spectrum does provide such a summary plot. In addition, it is possible that for some fixed mode numbers , all individual a m coefficients do not stand above the background noise but meanwhile do so once summed quadratically. From the set of estimated coefficientsā m , the measured power spectrum is shown in fig. 4 . The gray band stands for the RMS of power around the mean values expected from an isotropic distribution, while the solid line stands for the 99% confidence level upper bounds that would result from fluctuations of an isotropic distribution. The dipole moment is observed to stand out from the background noise, with a chance probability of 5 × 10 −3 . Beyond the dipole, no other multipole deviates from expected fluctuations at 99% CL in an isotropic flux.
Outlook. In this work, an entire mapping of the celestial sphere has been achieved by combining data sets recorded at the Pierre Auger Observatory and the Telescope Array above 10 19 eV. Throughout the series of anisotropy searches performed, a dipole moment with an amplitude r = (6.5 ± 1.9)% is captured with a chance probability of 5 × 10 −3 , while no other deviation from isotropy can be revealed at smaller angular scales.
Large-scale anisotropies of cosmic rays with energies in excess of 10 19 eV are closely connected to the sources and the propagation mode of extragalactic UHECRs, see e.g. [8, 9] . Due to scattering in the extragalactic magnetic fields, large deflections are expected even at such high energies for field amplitudes ranging in few nanogauss and extended over coherence lengths of the order of one megaparsec, or even for lower amplitudes if the electric charge of UHECRs is large. For sources distributed in a similar way to the matter in the Universe, the angular distribution of UHECRs is then expected to be influenced by the contribution of nearby sources, so that the Milky Way should be embedded into a density gradient of cosmic rays that should lead to at least a dipole moment. The contribution of nearby sources is even expected to become dominant as the energy of cosmic rays increases due to the reduction of the horizon of UHECR induced by energy losses more important at higher energies.
Once folded through the Galactic magnetic field, the dipole pattern expected from this mechanism is transformed into a more complex structure presumably described by a lower dipole amplitude and higher-order multipoles. However, in these scenarios, the dipole moment could remain the only one at reach within the sensitivity of the current generation of experiments. On the other hand, the detection of significant multipole moments beyond the dipole one could be suggestive of non-diffusive propagation of UHECRs from sources distributed in a non-isotropic way.
Future work will profit from the increased statistics, allowing us to uncover the angular distribution of UHECRs on the entire sky. This will provide further constraints helping to understand the origin of UHECRs.
Initial results of a direct comparison between the Surface Detectors of the Pierre Auger Observatory and the Telescope Array

Introduction
The Pierre Auger Observatory [1] , which is located in Mendoza province, Argentina, is a hybrid instrument to detect cosmic-ray induced air showers. It combines a surface detector array (SD) with fluorescence telescopes making up the fluorescence detector (FD) overlooking the SD. The Auger SD consists of 1660 water-Cherenkov stations placed on a triangular grid with 1.5 km spacing, covering an area of 3000 km 2 . The Telescope Array (TA) experiment [2] , which is located in western Utah, USA, consists of 507 scintillation counters, placed on a square grid with 1.2 km spacing, covering 700 km 2 , also combined with an array of FD telescopes. Both experiments study the spectrum, the origin, and the composition of UHECR.
Recently, joint working groups have been investigating some differences between Auger and TA results, e.g. the energy at which the flux suppression occurs [3] , the interpretations of that suppression, and the composition of the UHECR primaries at the highest energies [4] . From a detection standpoint, the Auger and TA SD are not equally sensitive to the different air shower components. The Auger SD is sensitive to both the muonic and electromagnetic components and responds differently to each. The TA SD only measures charged particles and sees them all equally. Since most particles close to the core are electromagnetic, this is mostly what is measured. The muon component from air showers is an indicator of the primary cosmic ray composition and can provide a clue to revealing the origin and the acceleration mechanisms of UHECR. However, the number of muons observed with the Auger SD for each shower indicates a muon deficit in the air shower Monte-Carlo simulations [5] . The deficit ratio depends on the hadron interaction model. The number of muons observed in the data is 30% (EPOS LHC) to 80% (QGSJET-II-03) larger than that of the simulation assuming proton primaries at 10 19 eV [6] . Understanding the origin of the discrepancy between measurements and models is critical.
In order to make direct comparisons between the SD detection techniques used by Auger and TA, a two-phase joint experimental research program is followed. The first phase consists in comparing station-level responses. In late October 2014, a water-Cherenkov tank (of the "Auger North" design [10] ) was deployed at the TA Central Laser Facility (CLF) [7] , where the TA muon detector project is also ongoing [8] . In June 2015, a second water-Cherenkov detector identical to those in Auger South was deployed adjacent to the Auger North SD station. The second phase will consist of deploying six Auger North SD stations alongside existing TA SD stations to allow for event-level comparisons of relatively low-energy showers with energies in the 10 18 eV range. In this paper, we present the status and prospects of this joint research project, including the measurement of the first Auger North SD data that were recorded in coincidence with TA SD shower triggers.
Experiment
The Auger South SD station is a water-Cherenkov tank with three photomultiplier tubes (PMTs) that are symmetrically distributed at a distance of 1.2 m from the center of the tank [9] . The tank is 1.5 m tall and has a footprint of 10 m 2 . It is filled to a depth of about 1.2 m with about 10 MΩ cm resistivity water. The water is contained in a flexible, laminated liner conforming approximately to the inner tank surface. The innermost lamination consists of Tyvek R . The Cherenkov light from air shower particles is diffusively reflected inside the water volume and viewed by the PMTs through optical windows. The signals are processed using front-end electronics having six 10-bit Fast Analog to Digital Converters (FADCs) running at 40 MHz. A dynamic range of 15 bits is realized using signals derived from the anode and from the last dynode (×32). The digitized signals are sent to a programmable logic device board used to make various triggering decisions.
The Auger North SD station is a one PMT water Cherenkov surface detector used in the Pierre Auger Research and Development Array in Colorado, USA [11] . It is a cost-effective version of the Auger South SD station, with the same footprint, height and water volume. The Auger North and South SD stations deployed at the TA CLF are shown in figure 1 . The design of the electronics for the Auger North surface detector is based on the one used at the Auger South SD. In this case however, the digitization is performed with commercial 10-bit ADCs with 100 MHz sampling rate. The dynamic range is extended to 22 bits, using signals derived from the anode (×0.1, ×1 and ×30) and from a deep (5th out of 8) dynode.
The TA SD station is composed of two layers of plastic scintillator with two PMTs, one for each layer [12] . It has an area of 3 m 2 and each layer has 1.2 cm thickness. The scintillators and PMTs are contained in a stainless steel box which is mounted under a 1.2 mm thick iron roof to protect the detector from large temperature variations. Photons that are generated in the scintillator are collected by wavelength shifting fibers and read out by PMTs. The signals from PMTs are digitized by a commercial 12-bit FADC with a 50 MHz sampling rate on the CPU board.
Analysis and Results
In order to start collecting data immediately after its deployment, the Auger North SD station was configured to record data locally. This was done by installing a large capacity (512GB) flash drive directly onto the local station controller. The second level trigger (T2) data, obtained from the standard Auger calibration procedure [1] , were obtained and written on the drive at a rate of about 20 Hz. Only a very small fraction of those events arises from UHECR showers. A smaller dataset of atmospheric muons from the T1 trigger (100 Hz) was also collected to derive the Vertical Equivalent Muon (VEM) calibration from the single muon energy loss spectrum. In this analysis, the data from two observation periods are used; the first is Oct. 21, 2014 -Nov. 17, 2014 and the second is Nov. 19, 2014 -Dec. 7, 2014. The flash drive was swapped between the Figure 2 (right) shows the histogram of pulse areas obtained from the FADC traces from the data and from the simulation. The air shower simulations were performed with CORSIKA in which the QGSJET-II-04 hadronic interaction model was used and the SD station geometry and response were simulated with GEANT4. The features of the spectrum are typical. The first peak corresponds to the residual noise suppressed by setting a threshold on the FADC integrated pulses. The second peak is the so-called "muon hump" from which the VEM can be deduced. As can be seen, the overall shape of the spectrum can be well described by the simulation. Figure 3 shows the evolution over time of the peak position of the single muon histogram. The VEM calibration appears to be relatively stable with small day/night (temperature-related) variation. An anomalous shift is observed around the time the flash drive is swapped. It is unclear at this time what caused this anomaly.
To identify actual UHECR shower events recorded by the Auger North SD station, the T2 timestamps are extracted and checked against the TA SD event trigger time within a ±32 µs win-dow, corresponding to the time scale of a TA SD shower event. Air showers are reconstructed with the TA SD array using the method developed for the measurement of the energy spectrum by TA [16] . The air shower reconstruction program eliminates the events with poor resolution. In this analysis, we use the loose-cut selection criteria described in [17] to gain larger statistics.
Once the timestamp matching process is completed, 17 Auger North SD events are obtained in coincidence with TA SD loose-cut pass events. Among them, 10 events have core positions within 5 km of the Auger North SD. Figure 4 shows the display of a coincidence event. Also shown on the figure are the waveforms of the 5 TA SD and the Auger North SD stations associated with the air shower event. Based on the TA reconstruction, the energy and zenith angle of the primary cosmic ray are respectively 3.04×10 18 eV and 46.8 • . Figure 5 (left) shows the waveform of the Auger North SD. The signal area is about 40 VEM ( 4 VEM/m 2 ) at about 1600 m from the shower core. The current event selection criterion for Auger-TA coincident events is that the Auger North SD trigger time is within ±32 µs of the TA SD shower trigger time, but this condition possibly includes SDs triggered by background muons. Figure 5 (right) shows the corresponding distribution of the station trigger time as function of the distance between the stations and the shower core along the shower axis projected onto the ground. The Auger SD appears as the earliest trigger time among the SDs. The feature is consistent with the reconstructed shower geometry shown in figure 4 . The other events present similar features.
Since March 2015, a third period of observation is ongoing, hence more results may be shown by the time of the conference. In June 2015, the second Auger SD station was deployed in the field. Both Auger SD stations at the CLF are now connected to a single board computer (SBC), which can be accessed remotely. In the near future, a TA SD station will be installed at the CLF and a local trigger will be formed between the Auger and TA SD stations, including the larger muon detector also installed at the CLF. Both the local and TA shower triggers will be provided to the Auger SBC to request data collection from the Auger SD stations. In this way, only data from higher level triggers will be collected. By combining the information of the three detector types, one will be able to thoroughly compare the response of the individual Auger and TA SD stations and estimate the relative contributions of the muon and EM components at the CLF location for showers triggered by TA.
The second phase of this joint collaboration aiming at making event-level comparisons will require the deployment of six contiguous Auger North SD stations alongside existing TA SD stations. The site for such a micro-Auger array has been identified and the deployment will occur towards the end of the year. The current plan is to have the Auger SD micro-array trigger independently to compare trigger efficiencies and energy estimators. Information from the Auger and TA lateral distribution functions should also provide insights on the muon and EM components of the observed showers.
Summary
A joint Auger-TA experimental research program studying the difference in SD responses is ongoing. Initial results are promising. The Auger North SD station VEM calibration appears to be well understood by the simulation, and first Auger-TA SD coincidences have been observed by matching the Auger SD station timestamps to the TA shower trigger in post processing. In June 2015, a second Auger (South) station was deployed in the field, and both Auger SD stations were connected to a SBC inside the CLF. This opens the door to the direct collection of higher-level local and global triggers allowing for more robust studies. The joint collaboration is also actively preparing the development of a micro-Auger array within TA for event-level comparative studies.
