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Euler’s gamma function:
Γ (z) =
∫ ∞
0
tz−1e−tdt (ℜ(z) > 0)
is one of themost important functions inmathematical analysis andhas applications in various diverse
areas. The logarithmic derivative of the gamma function:
ψ(z) = Γ
′(z)
Γ (z)
or logΓ (z) =
∫ z
1
ψ(t)dt
is known as the psi (or digamma) function. The successive derivatives of the psi function ψ(z):
ψ (n)(z) := d
n
dzn
{ψ(z)} (n ∈ N := {1, 2, 3, . . .})
are called the polygamma functions.
The double gamma function Γ2 and the multiple gamma functions Γn were introduced and
investigated by Barnes in a series of papers [2–5]. Barnes applied these functions in the theory of
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elliptic functions and theta functions. Nonetheless, except possibly for the citations of Γ2 in the
exercises by Whittaker and Watson [23, p. 264] and also by Gradshteyn and Ryzhik [11, 13, p. 661,
Entry 6.441 (4); p. 937, Entry 8.333], these functions were revived only in about the middle of
the 1980s in the study of the determinants of the Laplacians on the n-dimensional unit sphere Sn
(see, e.g., [9,14,15,18,21,22]). The theory of the double gamma function has indeed found interesting
applications in many other recent investigations (see, for details, [20]).
We begin by recalling that Bernes G-function (1/G = Γ2 being the so-called double gamma
function) is defined as the integral function [2]:
Γ2(z + 1)
−1 = G(z + 1)
= (2π)z/2 exp

−1
2
z − 1
2
(γ + 1)z2
 ∞∏
k=1
[
1+ z
k
k · exp−z + z2
2k
]
,
where γ = 0.5772156649 . . . denotes the Euler–Mascheroni constant. Barnes G-function satisfies
G(1) = 1 and G(z + 1) = Γ (z)G(z).
The following integral representation for Barnes G-function was established by Ferreira and
López [10, Theorem 1]:
logG(z + 1) = 1
4
z2 + z logΓ (z + 1)−

1
2
z2 + 1
2
z + 1
12

log z − log A
+
N−1−
k=1
B2k+2
2k(2k+ 1)(2k+ 2)z2k + RN(z) (N = 1, 2, . . .),
where B2k+2 are the Bernoulli numbers and A is the Glaisher–Kinkelin constant defined by
ln A = lim
n→∞

log

n∏
k=1
kk

−

n2
2
+ n
2
+ 1
12

log n+ n
2
4

,
the numerical value of A being 1.282427 . . . . The remainder RN(z) is forℜ(z) > 0 given by
RN(z) =
∫ ∞
0

t
et − 1 −
2N−
k=0
Bk
k! t
k

e−zt
t3
dt.
Estimates for |RN(z)| are also found by Ferreira and López [10], showing that the expansion is indeed
an asymptotic expansion of logG(z + 1) in sectors of the complex plane cut along the negative axis.
Pedersen [17, Theorem 1.1] proved that for any N ≥ 1, the function x → (−1)NRN(x) is completely
monotonic on (0,∞). Other asymptotic relations (avoiding the logΓ term) has been obtained by
Ruijsenaars and investigated by Koumandos–Pedersen, see [12,13,16,19].
Recently, some upper and lower bounds for the double gamma function were derived in terms of
the gamma, psi and polygamma functions, see [6,7]. For example, Batir [7, Theorem 2.3] proved in
2009 the following result: For all positive real numbers x,
(2π)x/2[Γ (x+ 1)]x exp

− x
2
− x
2
2
− x
2
2
ψ(α(x))

< G(x+ 1)
< (2π)x/2[Γ (x+ 1)]x exp

− x
2
− x
2
2
− x
2
2
ψ(β(x))

, (1)
where
α(x) = 1+ x
3
and β(x) = x
2
2
1
(x+ 1) log(x+ 1)− x .
(1) is equivalent to
− x
2
2
ψ(α(x)) < logG(x+ 1)− log(2π)− 1
2
x+ x
2
2
− x logΓ (x+ 1)
< −x
2
2
ψ(β(x)). (2)
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In this paper, we present an extension of the result given by Batir.
Theorem 1. For x > 0 and n = 2, 3, . . . , let
Pn(x) = logG(x+ 1)− log(2π)− 12 x+
1− γ
2
x2 − x logΓ (x+ 1)+
n−1
m=2
(−1)mζ (m)xm+1
m(m+ 1) ,
where ζ (s) =∑∞n=1 n−s, s > 1, is the Riemann zeta function. Then
(−1)nxn+1
(n+ 1)! ψ
(n−1)(α(x)) < (−1)n+1Pn(x) < (−1)
nxn+1
(n+ 1)! ψ
(n−1)(β(x)), (3)
where
α(x) = 1+ x
n+ 2
and
β(x) = x

(−1)n+1n(n+ 1)

(1+ 1/x) log(1+ x)− 1−
n−
m=2
(−1)mxm−1
(m− 1)m
−1/n
.
Proof. Integrating the series representation [1, p. 259]
ψ(x+ 1) = −γ +
∞−
k=1

1
k
− 1
k+ x

,
we obtain
logΓ (t + 1) = −γ x+
∞−
k=1
[
t
k
− log

1+ t
k
]
. (4)
Integrating once both sides of (4) from t = 0 to t = x reveals that∫ x
0
logΓ (t + 1)dt = −1
2
γ x2 −
∞−
k=1
[
(k+ x) log(k+ x)− k log k− (1+ log k)x− x
2
2k
]
. (5)
By Taylor’s theorem we get
(k+ x) log(k+ x) = k log k+ (1+ log k)x+
n−
m=2
(−1)mxm
(m− 1)mkm−1 +
(−1)n+1xn+1
n(n+ 1)(k+ ω(k))n , (6)
where 0 < ω(k) < x. Substituting (6) into (5) we obtain∫ x
0
logΓ (t + 1)dt = −1
2
γ x2 −
∞−
k=1

n−
m=3
(−1)mxm
(m− 1)mkm−1 +
(−1)n+1xn+1
n(n+ 1)(k+ ω(k))n

= −1
2
γ x2 −
n−
m=3
(−1)mζ (m− 1)xm
(m− 1)m +
∞−
k=1
(−1)nxn+1
n(n+ 1)(k+ ω(k))n .
That is,
(−1)n
∫ x
0
logΓ (t + 1)dt + 1
2
γ x2 +
n−1
m=2
(−1)m−1ζ (m)xm+1
m(m+ 1)

=
∞−
k=1
xn+1
n(n+ 1)(k+ ω(k))n . (7)
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Letting t = x/k in (6) we get
(−1)n+1

(1+ 1/t) log(1+ t)− 1−
n−
m=2
(−1)mtm−1
(m− 1)m

= x
n
n(n+ 1)(x/t + ω(x/t))n . (8)
From (8) we get
ω(x/t) = x[n(n+ 1)g(t)]−1/n − x
t
, (9)
where
g(t) = (−1)n+1

(1+ 1/t) log(1+ t)− 1−
n−
m=2
(−1)mtm−1
(m− 1)m

= (−1)n+1
∞−
m=n+1
(−1)mtm−1
(m− 1)m .
It is easy to see that
g ′(t) = (−1)
n
t2
∞−
m=n+1
(−1)m−1tm
m
= 1
t2
∫ t
0
un
1+ udu.
It can be shown that, for fixed x > 0, ω(k) strictly increases in k. Equivalently we need to show
ω(x/t) decreases in t , i.e.,
t2
x
dω(x/t)
dt
= −[n(n+ 1)g(t)]−(n+1)/n(n+ 1)
∫ t
0
un
1+ udu+ 1 < 0. (10)
However, since g(t) > 0, (10) is equivalent to
h(t) = g(t)− 1
n(n+ 1)1/(n+1)
[∫ t
0
un
1+ udt
]n/(n+1)
< 0.
Since h(0) = 0, it is sufficient to show that
h′(t) = 1
t2
∫ t
0
un
1+ udt −
1
(n+ 1)(n+2)/(n+1)
[∫ t
0
un
1+ udu
]−1/(n+1) tn
1+ t < 0, (11)
(11) is equivalent to
f (t) =
∫ t
0
un
1+ udu−
tn+1
(n+ 1)(1+ t)(n+1)/(n+2) < 0,
which follows from f (0) = 0 and
f ′(t) = t
n
(1+ t)(2n+3)/(n+2)
[
(1+ t)(n+1)/(n+2) − n+ 1
n+ 2 t − 1
]
< 0, t > 0,
using the familiar inequality (1+ t)α < 1+ αt for 0 < α < 1, t > 0.
It is known [1, p. 260] that
ψ (n)(x) = (−1)n+1n!
∞−
k=0
1
(x+ k)n+1 (x > 0, n = 1, 2, . . .). (12)
Using monotonic increase of ω in (7) we obtain for n ≥ 2,
(−1)nxn+1
(n+ 1)! ψ
(n−1)(1+ ω(∞))
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< (−1)n
∫ x
0
logΓ (t + 1)dt + 1
2
γ x2 +
n−1
m=2
(−1)m−1ζ (m)xm+1
m(m+ 1)

<
(−1)nxn+1
(n+ 1)! ψ
(n−1)(1+ ω(1)). (13)
From [20, Eq. (42), p. 32] we obtain∫ x
0
logΓ (t + 1)dt = 1
2
[log(2π)− 1]x− 1
2
x2 + x logΓ (x+ 1)− logG(x+ 1). (14)
Substituting (14) into (13) we obtain for n ≥ 2,
(−1)nxn+1
(n+ 1)! ψ
(n−1)(1+ ω(∞)) < (−1)n+1Pn(x)
<
(−1)nxn+1
(n+ 1)! ψ
(n−1)(1+ ω(1)). (15)
From (9) we get
ω(1) = x[n(n+ 1)g(x)]−1/n − 1
and
ω(x/t)
x
=
[
tn − n
n+ 2 t
n+1 + o(tn+1)
]−1/n
− 1
t
= 1
n+ 2 + o(1) as t → 0.
That is,
ω(∞) = lim
k→∞ω(k) =
x
n+ 2 .
Replacing these in (15), we complete the proof of theorem. 
Remark 1. The inequality (3) holds for all n ≥ 2. When n = 1, (6) is
(k+ x) log(k+ x) = k log k+ (1+ log k)x+ x
2
2(k+ ω(k)) . (16)
Substituting (16) into (5) we obtain∫ x
0
Γ (t + 1)dt = x
2
2

−γ +
∞−
k=1

1
k
− 1
k+ ω(k)

. (17)
Using monotonic increase of ω in (17) we obtain
x2
2
ψ(1+ ω(1)) <
∫ x
0
Γ (t + 1)dt < x
2
2
ψ(1+ ω(∞)), (18)
where
1+ ω(1) = x
2
2
1
(x+ 1) log(x+ 1)− x and 1+ ω(∞) = 1+
x
3
.
Employing (14) in (18) we obtain (2). In Theorem 2.3 of [7], ‘‘α(x) = x/3’’ should be ‘‘α(x) = 1+ x3 ’’.
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Remark 2. Taking x = 1 in (7) and (14), we get∫ 1
0
logΓ (t + 1)dt + 1
2
γ +
n−1
m=2
(−1)m−1ζ (m)
m(m+ 1) =
(−1)n
n(n+ 1)
∞−
k=1
1
(k+ ω(k))n , (19)
and ∫ 1
0
logΓ (t + 1)dt = 1
2
log(2π)− 1.
respectively. Let n tend to∞ in (19), we obtain the series expansion of the Euler–Mascheroni constant
γ = 2− log(2π)+ 2
∞−
m=2
(−1)mζ (m)
m(m+ 1) . (20)
Choi [8] summarized some known series representations for γ . In [8], we have not found the formula
(20).
Remark 3. By using the series representation (12), two-sided inequalities (3) can be written as
xn+1
n(n+ 1)
∞−
k=0
1
k+ α(x)n < (−1)n+1Pn(x) < x
n+1
n(n+ 1)
∞−
k=0
1
k+ β(x)n , (21)
where α(x) and β(x) are as in Theorem 1. Taking x = 1 in (21), we get
1
n(n+ 1)
∞−
k=0
1
k+ α(1)n < (−1)n+1

2− γ − ln(2π)
2
+
n−1
m=2
(−1)mζ (m)
m(m+ 1)

<
1
n(n+ 1)
∞−
k=0
1
k+ β(1)n . (22)
Letting n tend to∞ in (22), we retrieve the series expansion (20).
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