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Abstract
Path-automatic speciﬁcations are rational presentations of sets of ﬁnite or inﬁnite graphs. A speciﬁcation
is made of a regular set of paths and rational relations on this set. Each action is speciﬁed by two relations
that deﬁne, respectively, when it may, or must occur. Two other relations tell which pairs of paths may not, or
must be conﬂuent. We show that it is decidable whether some model of a path-automatic speciﬁcation may
be realized by some ﬁnite Petri net with transitions in bijection with the speciﬁed actions.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
The problem of net synthesis consists in deciding whether there exists some Petri net satisfying
given speciﬁcations. In the event of a positive decision, such a Petri net should be constructed;
otherwise feedback should hopefully be provided giving indications why the given speciﬁcations
cannot be realized by a Petri net. In front of this general scheme, the algorithmic solutions provided
so far in the literature apply to much restricted classes of speciﬁcations. In a ﬁrst stage, the synthesis
problem has been dealt with assuming that speciﬁcations are ﬁnite labelled graphs given by explicit
sets of states and labelled transitions. Labelled graphs are said to be realized by ﬁnite Petri nets,
labelled injectively on transitions, if they are isomorphic to their reachable state graphs. Such spec-
iﬁcations may be convenient for protocol design or for supervisor design, but if one takes a wider
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view of system design, the states and transitions of a system are generally not known with such a
degree of exactness in the early stages of the design. Moreover, only ﬁnite transition systems may
be considered whereas the state graph of a ﬁnite Petri net may well be inﬁnite. These limitations
have been partially lifted in subsequent studies. On the one hand, a decision has been brought to
the problem of synthesizing nets from inﬁnite graphs given by graph grammars, that is to say con-
text-free graphs (or pushdown graphs) [8]. This is far from sufﬁcient, since e.g., the complete grid
on the positive quarter of the plane is a typical example of a non-context-free graph with a regular
structure that may be realized by a ﬁnite Petri net. One might reasonably discard this example by
imposing bounded asynchronism on Petri nets, but even under that proviso the context-free graphs
are far from exhausting the class of state graphs of Petri nets (e.g., the preﬁxes of the words anbcn
form theG0-language of a Petri net whosemarking graph is not context-free although it contains no
commuting square). On the other hand, a decision has been brought to the problem of synthesizing
nets from a disjoint pair of regular languages, one expressing required behaviours and the other
expressing forbidden behaviours, without making any reference to states [7]. A Petri net realizes
such speciﬁcations if its language contains all required behaviours and no forbidden behaviour.
This also is far from being sufﬁcient, since most state-based properties of the system under design
cannot be formulated as language inclusions.
In this paper, we improve over previous work by lifting further the two restrictions mentioned
above. The main result is an effective solution to the net synthesis problem for path-automatic
speciﬁcations. Such speciﬁcations are rational presentations of sets of ﬁnite or inﬁnite graphs. A
speciﬁcation is made of a regular set of paths and rational relations on this set. Each action is
speciﬁed by two relations that deﬁne, respectively, when it may, or must occur. Two other relations
deﬁne which pairs of paths may not, or must be conﬂuent. Path-automatic graphs [27], including
the deterministic context-free graphs, are an example of graphs that may be deﬁned by path-auto-
matic speciﬁcations with a single model. The class of models of a (ﬁnite or inﬁnite) modal transition
systems [21], or the class of bisimilarity of a deterministic regular tree, are examples of sets of graphs
that may be deﬁned by path-automatic speciﬁcations. Indeed, all solutions to the P/T-net synthesis
problem that were presented so far are particular cases of the general solution of this problem
for path-automatic speciﬁcations. We leave for further study the question of producing automatic
speciﬁcations by translation from more convenient speciﬁcation languages.
The remaining sections are organized as follows. Section 2 brings the background of automatic
graphs and introduces on this basis path-automatic speciﬁcations and their models. Section 3 brings
the background of Petri net synthesis. Sections 4 and 5, which are the core of the paper, show that
one can effectively compute the set of all places that may possibly belong to some Petri net model
of a path-automatic speciﬁcation. The general principles are presented in Section 4 without taking
special care of the computational aspects. The effective computation of such places is described
in Section 5 after a brief presentation on semi-linear subsets of n and n. Section 6 presents the
decision procedure and establishes the main theorem. The paper is essentially self-contained.
2. Path-automatic graphs and sets of graphs
Path-automatic graphs were evolved by Sénizergues as a smooth extension of Cayley graphs of
automatic groups and asynchronous automatic groups [13]. In order to reach an efﬁcient decision
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of classical problems on groups, automatic structures of Cayley graphs were deﬁned as follows by
Epstein et al. [13]: a regular language on the set of group generators supplies the representatives
for vertices (i.e., group elements) through the evaluation of words in the group; pairs of equivalent
representatives are accepted by a ﬁnite automaton with two tapes (called the equalizer); and the
right action of each generator is deﬁned similarly by a ﬁnite automatonwith two tapes (called amul-
tiplier); all automata read their tapes in alternation (they are synchronous automata). A group is an
automatic group if its Cayley graph has an automatic structure. The synchronous rational languages
form an effective boolean algebra, entailing that the Cayley graphs of automatic groups have decid-
able ﬁrst-order theories. Thus in particular one can decide the word problem in an automatic group.
Asynchronous automatic structures of Cayley graphs were also deﬁned by Epstein et al. [13]. The
fundamental difference with automatic structures is that the equalizer and the multipliers are asyn-
chronous two-tape automata: the next tape that should be read is now determined by the current
state of an automaton. The asynchronous regular languages do not form a boolean algebra, but they
are closed under complementation. A group is an asynchronous automatic group if its Cayley graph
has an asynchronous automatic structure. It is worth noting that boundedly asynchronous auto-
mata, where one tape cannot be read ahead of the other by more than ﬁxed k letters, are enough
for supplying asynchronous automatic groups with asynchronous automatic structures [13].
Sénizergues’s [27,28] deﬁnition of path-automatic graphs retains from this framework as much
as possible to accommodate also non-homogeneous graphs such as the deterministic pushdown
graphs. Setting focus on reachable graphs with one root, and with a deterministic labelling of edges,
he essentially adapts the above deﬁnition by substituting sequences of labels on rooted paths in the
graph for sequences of group generators. The equalizer and the multipliers (one for each symbol
in the alphabet of labels) are deﬁned as above by ﬁnite two-tape automata of the bounded asyn-
chronous type, however, in the speciﬁc case of the multiplier automata, once one tape has been
exhausted, the remaining tape may be read an unbounded number of times. It was established by
Sénizergues [28] that deterministic pushdown graphs are a particular case of path-automatic graphs
with decidable second-order monadic theories. However, in spite of the boundedness constraints,
the ﬁrst-order theories of path-automatic graphs cannot be decided uniformly from their automatic
presentations [25].
A different extension of automatic structures of Cayley graphs, called automatic structures, was
introduced in [19] and further studied in [5]. Automatic structures are relational structures over
an underlying set, whose elements are represented as words of a regular language. Equality and
other relations are decided by ﬁnite multi-tape automata of the synchronous type, and so the ﬁrst-
order theories of automatic structures are decidable. In particular the ﬁrst-order theories of labelled
graphs with automatic structures may be decided uniformly from their automatic presentation. As
it was alreadymentioned, a similar property does not hold for Sénizergues’s path-automatic graphs,
which are based on boundedly asynchronous automata; it does not hold a fortiori for Morvan’s
rational graphs [22,23], which are based on arbitrary ﬁnite two-tape automata (that may be neither
synchronous nor asynchronous). A rational graphwith an undecidable ﬁrst-order theory wasmore-
over constructed in [29]. It is worth observing another difference between path-automatic graphs
and rational graphs: in the former, the vertices are represented by labels of incoming paths; in the
latter, the vertices are represented by arbitrary words (that may not be label any path).
In this work, we adopt mainly Sénizergues’s view of path-automatic graphs, for our present tech-
nique of net synthesis relies heavily on the assumption that vertices are represented by labels of
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incoming paths. However, we discard the constraint of boundedness on the equalizer and whatever
constraints on multiplier automata, following Morvan.
Throughout the paper, G = (V ,E, v0, ) will denote a graph in which all vertices v ∈ V may be
reached from the root v0 ∈ V by sequences of directed edges in E, with a surjective edge label-
ling map  : E → A such that distinct edges with common source are mapped to distinct labels
in A = {a1, . . . , an}. Thus, we shall consider exclusively deterministic graphs. Therefore, any edge
e ∈ E with source v and target v′ may be identiﬁed with the triple (v, (e), v′). We let v · a = v′ if
(v, a, v′) ∈ E and be undeﬁned otherwise; by extension, we let v · ε = v and v · (wa) = (v · w) · a for
w ∈ A∗ different from ε (the empty word).
Deﬁnition 1 (Rational subset). Let M = (M, · , 1) be a monoid. A ﬁnite automaton A over M is
a ﬁnite graph (V ,E, v0, VF , ) with a distinguished subset VF of accepting vertices and with edges
labelled in M. Let L(A) be the set of all words of M∗ that label walks from v0 to VF in the graph
A. The subset of M accepted by A is the image of L(A) under the canonical morphism from M∗
to M. A subset R of M is rational if R = L(A) for some ﬁnite automaton A over M. When M is
a cartesian product of monoids, e.g., when M = A∗ × A∗, the rational subsets of M are also called
rational relations.
Deﬁnition 2 (Adapted from Epstein et al. [13]). A rational relation R ⊆ A∗ × A∗ is asynchronous if
R = {(wL,wR) | (wL$,wR$) ∈ L(A)} for some (partial deterministic) automaton A over ((A ∪ $)∗ ×
(A ∪ $)∗), where $ /∈ A, as follows. The set of states is partitioned into ﬁve subsets, denoted by SL,
S$L , SR, S
$
R and S
$. The start state is in SL ∪ SR. The only state in S$ is the unique accept state, denoted
s$; no arrows originate from it. All labels of arrows are of the form (a, ε), or (ε, a), or ($, ε), or (ε, $).
Arrows with labels (−, ε) originate from states in SL ∪ S$L . Arrows with labels (ε,−) originate from
states in SR ∪ S$R. If an arrow with label (a, ε) or (ε, a) has its source in SL ∪ SR, its target is in SL ∪ SR;
if its source is in S$L or S
$
R, its target is in the same set. If an arrow with label ($, ε) or (ε, $) has its
source in SL, respectively, SR, its target is in S$R, respectively, S
$
L; if its source is in S
$
L ∪ S$R, its target
is s$.
Lemma 3 (Epstein et al. [13]). Complementation in A∗ × A∗ preserves the class of relations accepted
by asynchronous automata.
Deﬁnition 4 (Path-automatic graph). G is a path-automatic graph if it may be given a rational struc-
ture S = 〈W ,Eq,M1, . . . ,Mn〉 as follows:
(i) W ⊆ A∗ is a preﬁx-closed regular language such that, for every w ∈ W , v0 · w is deﬁned, and for
every vertex v ∈ V , v = v0 · w for some w ∈ W ,
(ii) Eq ⊆ A∗ × A∗ is an asynchronous rational relation, and Eq = {(w,w′) ∈ W × W | v0 · w =
v0 · w′},
(iii) for each i ∈ [1, n], Mi ⊆ A∗ × A∗ is a rational relation, and Mi = {(w,w′) ∈ W × W | v0 · wai =
v0 · w′}.
A sample path-automatic graph is shown in Fig. 1. The respective automata for W , Eq, Ma,
Mb, andMc are given in the Appendix (in the ﬁgures, primed symbols mean symbols read from the
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Fig. 1. An automatic graph.
Fig. 2. A Petri net.
second tape, and double circles mean ﬁnal states). This gridlike graph is not a deterministic con-
text-free graph since it has an unbounded tree-width, but is isomorphic to the reachable state graph
of the Petri net shown in Fig. 2.
Our initial goal was to offer a solution to the Petri net synthesis problem for path-automatic
graphs, that cover a large subset of rational graphs including the deterministic pushdown graphs
and, more importantly, many gridlike graphs likely to represent behaviours of concurrent systems
(e.g., every recognizable language of Mazurkiewicz traces closed under preﬁx induces a path-auto-
matic graph whose vertices are traces, represented in Foata normal form). As we shall see, the
effective synthesis of Petri nets relies upon the provision of a rational relation specifying pairs
of vertices that should be mapped to different markings. This explains why in Deﬁnition 4, the
rational relation Eq is required to be asynchronous (ensuring that its complement is rational), while
the remaining relations Mi are required only to be rational (complementation will be applied only
to their ﬁrst projections).
We actually found that few additional efforts were needed to solve directly the Petri net synthesis
problem for path-automatic sets of graphs, with the advantage to allow synthesizing concurrent
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realizations of systems from incomplete speciﬁcations. The deﬁnition below is reminiscent of the
Modal Transition Systems that Larsen and Thomsen [20,21] put forward as a possible framework
for the incomplete speciﬁcation of ﬁnite transition systems.
Deﬁnition 5 (Path-automatic speciﬁcation). A path-automatic speciﬁcation over A = {a1, . . . , an} is a
rational structure
S = 〈W ,Eq,Dis,Must1,May1, . . . ,Mustn,Mayn〉as follows :
(i) W ⊆ A∗ is a non-empty preﬁx-closed regular language,
(ii) Eq ⊆ W × W is a rational equivalence relation,
(iii) Dis ⊆ W × W is a rational relation that does not intersect Eq,
(iv) for each i ∈ [1, n],Musti ⊆ W × W andMayi ⊆ W × W are rational relations such thatMusti ⊆
Mayi and (w,wai) ∈ Musti whenever wai ∈ W .
Deﬁnition 6 (Models of speciﬁcations). G is a model of S if the following conditions are satisﬁed for
all i ∈ [1, n]:
(1) (∀w ∈ W ) (∃v ∈ V ) (v = v0 · w) and (∀v ∈ V ) (∃w ∈ W ) (v = v0 · w) ,
(2) (w,w′) ∈ Eq ⇒ v0 · w = v0 · w′,
(3) (w,w′) ∈ Dis ⇒ v0 · w /= v0 · w′,
(4) (w,w′) ∈ Musti ⇒ v0 · wai = v0 · w′,
(5) (w,w′) ∈ Mayi ∧ v0 · wai deﬁned ⇒ v0 · wai = v0 · w′,
(6) (v, ai, v′) ∈ E ⇒ ∃ (w,w′) ∈ Mayi : v0 · w = v ∧ v0 · w′ = v′.
Deﬁnition 7 (Path-automatic sets of graphs). A path-automatic set of graphs is the set of all models
of a path-automatic speciﬁcation.
Note that in Deﬁnition 5, the rational relation Eq is no longer required to be asynchronous. This
relaxation is compensated for by the provision of the relation Dis, that was absent from Deﬁnition
4. Note also that, from the rational presentation 〈W ,Eq,M1, . . . ,Mn〉 of a path-automatic graph G,
one can easily derive a path-automatic speciﬁcation 〈W ,Eq,Dis, . . . ,Musti,Mayi, . . .〉 whose unique
model isG: for this, one putsMusti = Mi andMayi = Mi for all i, and one letsDis be the complement
of Eq in W × W (as Eq is asynchronous, by Lemma 3, this deﬁnes a rational relation as required).
Thus, every path-automatic graph is the single element of a path-automatic set of graphs.
Example 8. The six graphs shown in the upper part of Fig. 3 form a path-automatic set of graphs.
The path-automatic speciﬁcation of this set is sketched in the lower part of the ﬁgure. The dashed
edge serves to indicate that (a2, a1a2) ∈ May1 \Must1. The two distinct labels 1 and 2 on vertices
serve to represent the equivalence complementary to Dis, thus (a1, a1a2) /∈ Dis.
Let us call plain speciﬁcations those path-automatic speciﬁcations in which the relations Mayi
and Musti are identical for each i. As a matter of fact, plain speciﬁcations have a single model
whenever Eq and Dis are two complementary relations, but if Eq is not an asynchronous relation,
this model is not necessarily a path-automatic graph. At the other extreme, plain speciﬁcations have
bisimulation closed classes of models (discarding the non-deterministic graphs) whenever Eq is the
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Fig. 3. A path-automatic speciﬁcation and its models.
identity relation, Dis is the empty relation, and (w,w′) ∈ Mayi ⇒ w′ = wai . Thus, the synthesis
of Petri nets from path-automatic speciﬁcations extends jointly the synthesis of nets up to graph
isomorphism and the synthesis of nets up to language equivalence. By choosing Dis in between the
empty set and the complement of Eq, one may, for instance, add as a requirement on synthesis that
all sequences in some regular set should lead to different markings (of the synthesized net).
In our feeling, the freedom to choose Musti strictly included in Mayi is crucial in the context of
net synthesis. The service requirements expressed by the relationsMusti can often not be met by any
net without unrequired behaviours. Allowing unrequired behaviours within the bounds of safety
expressed by the relations Mayi is then a natural way to try solving the problem.
Path-automatic speciﬁcations may be inconsistent, i.e., they may have no model at all. Two con-
ditions against inconsistency have been inserted in Deﬁnition 5, namely Eq ∩ Dis = ∅ andMusti ⊆
Mayi (for each i). These conditions are necessary but not sufﬁcient to ensure consistency. However,
the net synthesis procedure for path-automatic speciﬁcations that we propose in the remaining
sections does always terminate; just, it ends with no solution when it is applied to speciﬁcations
without any net model and in particular to all inconsistent speciﬁcations. Indeed, the proposed net
synthesis procedure may be applied to a larger set of loose path-automatic speciﬁcations, conform
to Deﬁnition 5 except that the constraints Eq ∩ Dis = ∅ andMusti ⊆ Mayi are not imposed and the
relation Eq is possibly not an equivalence relation. This is fortunate, seeing that path-automatic
speciﬁcations according to Deﬁnition 5 do not form a recursive set: one cannot decide whether
two rational relations intersect, or whether one is included in the other [4], and one cannot decide
whether a rational relation is an equivalence relation [18]. In order to help the intuition, we shall
nevertheless rest on Deﬁnition 5 practically to the end of the paper.
Note ﬁnally that a path-automatic set of graphs is generally not a set of path-automatic graphs.
To see this, consider a path-automatic speciﬁcation S as follows:W = A∗, Eq is the identity relation,
Dis is the empty relation, and for all i, Musti = {(w,wai) |w ∈ W } and Mayi = W × W . Then every
deterministic graph in which v · ai is deﬁned for all i at every vertex v is a model of S . Therefore, the
set ofmodels ofS is not countable,while the set of path-automatic graphs is clearly countable. It is an
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open problem whether, in a path-automatic set of graphs, every graph isomorphic to the reachable
state graph of a Petri net is a path-automatic graph. Thus, we do not know whether the reachable
state graph of a Petri net synthesized from a path-automatic speciﬁcation is a path-automatic graph.
3. Principles of Petri net synthesis
In [24] and [9], labelled graphs isomorphic to reachable state graphs of P/T-nets, with as many
transitions as labels, were shown to satisfy two characteristic axioms, reminiscent of the regional
axioms for Elementary Transition Systems [10,11]. Based on these axioms, procedures deciding upon
the P/T-net realizability of ﬁnite graphs and of context-free graphs were proposed, respectively, in
[1,2,8]. The goal of the paper is to extend the decision procedure to path-automatic speciﬁcations.We
recall in this section the basic principles of P/T-net synthesis, at the source of the new developments
presented in this paper.We refer the reader to [3] for amore substantial presentation of net synthesis,
for various classes of nets, taken as actual parameters of the net synthesis. Deﬁnitions follow.
Deﬁnition 9 (P/T-nets). A P/T-net is a triple N = (P , T , F ), where P and T are ﬁnite disjoint sets of
places and transitions, respectively, and F is a function, F : (P × T ) ∪ (T × P ) → . A marking of
N is a map m : P → . The state graph of N is a labelled graph, with markings as vertices, where
there is an edge labelled with transition t from m to m′ (in notation: m[t〉m′) if and only if, for every
place p ∈ P , m(p)  F(p , t) and m′(p) = m(p)− F(p , t)+ F(t, p). Moreover, we write m[w〉m′ for a
sequence of transitions w ∈ T ∗ when m′ may be reached from m by ﬁring this sequence of transi-
tions. The reachable state graph of an initialized P/T-net N = (P , T , F ,m0) with initial marking m0
is the restriction of its state graph to the graph induced by the nodes reachable from m0.
Deﬁnition 10 (Implicit places of a graph). An implicit place of G is a P/T-net p = ({p},A, F ,m0) with
one place p , compatible with G in the following sense: there exists a map  : V →  such that
(v0) = m0(p) and for every edge (v, a, v′) ∈ E, m[a〉m′, where m and m′, are the markings deﬁned,
respectively, bym(p) = (v) andm′(p) = (v′). The map , which is unique (since all vertices can be
reached from v0), is called the companion map of p .
Deﬁnition 11 (Separation and inhibition). Let p = ({p},A, F ,m0) be an implicit place of G. The place
p is said to separate the vertices v and v′ if the companion map  : V →  satisﬁes (v) /= (v′).
The place p is said to inhibit an action with label a ∈ A at the vertex v if its companion map satisﬁes
(v) < F(p , a).
Proposition 12. A graph G is isomorphic to the reachable state graph of a P/T-net if and only if it
has a ﬁnite subset of implicit places P such that (i) all distinct vertices are separated by places in P ,
and (ii) for every vertex v, every action a labelling no edge with origin v is inhibited at this vertex by
some place in P. When both conditions are satisﬁed,G is isomorphic to the reachable state graph of
the synthesized netN = (P ,A, F ,m0) formed by gluing implicit places (in P ) on transitions (in A) with
pointwise deﬁnition of the ﬂow relation F and of the initial marking m0.
One may consult, e.g., [3] or [8] for a proof of this proposition.
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4. Implicit places of path-automatic speciﬁcations
Let S = 〈W ,Eq,Dis,Must1,May1, . . . ,Mustn,Mayn〉 be a path-automatic speciﬁcation over A =
{a1, . . . , an}. A Petri net model of S is a model of S which is isomorphic to the reachable state
graph of a Petri net. The problem addressed in this paper is to decide whether path-automatic
speciﬁcations have Petri net models. An initial step in this direction is to extract implicit places
from path-automatic speciﬁcations. The aim of the section is to give an intuitive understand-
ing of this process. The investigation of the computational aspects will be the object of the next
section.
Assuming that S is consistent, letG be a model of S . For each i ∈ {1, . . . , n}, letMi be the set of all
pairs of words (w′,w′′) inMayi such that v0 · w′ai is actually deﬁned inG. Thus,Musti ⊆ Mi ⊆ Mayi .
Each implicit place p = ({p},A, F ,m0) of the graph G may be identiﬁed with the (2n+ 1)-vector
p = 〈m0(p), F(p , a1), . . . , F(p , an), F(a1, p), . . . , F(an, p)〉. (1)
Under this representation, a vector x = 〈x0, x1, . . . , xn, xn+1, . . . , x2n〉 deﬁnes an implicit place of G
if and only if all entries xi are non-negative integers and there exists a map  : V →  such that
(v0) = x0 and for every edge e ∈ E going from v to v′ in V , if (e) = ai, then (v)  xi and (v′) =
(v)− xi + x(n+i). The latter condition may be reformulated as follows: for all i in the interval [1, n]
and for every pair of words (w′,w′′) ∈ Mi,
(v0 · w′)  xi ∧ (v0 · w′′) = (v0 · w′)− xi + x(n+i). (2)
At this stage, one can take advantage of a crucial fact: for any non-empty preﬁx uai of awordw ∈ W ,
both v0 · u and v0 · uai are deﬁned, and (v0 · u, ai, v0 · uai) is an edge of G. Thus, if one chooses in W
two representatives w′ and w′′ for the respective vertices v0 · u and v0 · uai, we have:
(v0 · uai) = (v0 · w′′) = (v0 · w′)− xi + x(n+i) = (v0 · u)− xi + x(n+i).
It follows by an induction on preﬁxes u of words w ∈ W that
(v0 · w) = x0 +
n∑
i=1
[w]i × (x(n+i) − xi), (3)
where [w]i counts the occurrences of the letter ai in w. Using the inequality (2) and Eq. (3), a pos-
sibly inﬁnite set of linear equality or inequality constraints on the vector x may be derived from G.
The constraints are the following, where (wL,wR), j, and (w′,w′′) range, respectively, over Eq, [1, n],
and Mj .
n∑
i=1
[wL]i × (x(n+i) − xi) =
n∑
i=1
[wR]i × (x(n+i) − xi), (4)
n∑
i=1
[w′]i × (x(n+i) − xi)  xj − x0, (5)
n∑
i=1
[w′′]i × (x(n+i) − xi) =
n∑
i=1
[w′]i × (x(n+i) − xi)− xj + x(n+j). (6)
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Now suppose that G is moreover a Petri net model of S . Then, for each pair of words (w′,w′′) in
Mayk \Mk for some k , some implicit place of G must inhibit the action ak at the vertex v0 · w′. From
Eq. (3), a place p inhibits the action ak at the vertex v0 · w′ if and only if
m0(p)+
n∑
i=1
([w′]i)× (F(ai, p)− F(p , ai)) < F(p , ak).
Therefore, the (possibly inﬁnite) linear system made of all constraints (4)–(6), plus the inequality
constraint
n∑
i=1
[w′]i × (x(n+i) − xi) < xk − x0 (7)
has at least one solution (note that inequalities (5) and (7) do not contradict: the former applies
when (v0 · w′) · aj is deﬁned; the latter applies when (v0 · w′) · ak is undeﬁned). This observation is
used below to reason directly on path-automatic speciﬁcations without choosing any particular
model.
Given the speciﬁcation S = 〈W ,Eq,Dis, . . . ,Musti,Mayi, . . .〉, let S0 be the linear system made of
all constraints (4)–(6), where (wL,wR), j, and (w′,w′′) range, respectively, over Eq, [1, n], and Mustj
(it will be shown in the next section that S0 may be reduced to a ﬁnite set of linear constraints). For
sure, every implicit place of any net model of S is a solution of S0. Assuming thatMustk ⊂ Mayk for
some k , let (w′,w′′) be any pair of words in Mayk \Mustk . Let (w′,w′′) be called a critical pair with
respect to S0 if the linear system S0 augmented with the associated instance of (7) has no solution.
So, whenever (w′,w′′) is a critical pair, v0 · w′ak must be deﬁned and moreover equal to v0 · w′′ in
any Petri net model of S . Therefore, for every critical pair (w′,w′′) ∈ Mayk \Mustk , every implicit
place of any net model of S must satisfy
n∑
i=1
[w′′]i × (x(n+i) − xi) =
n∑
i=1
[w′]i × (x(n+i) − xi)− xk + x(n+k), (8)
which is a new instance of Eq. (6). Note that the corresponding instance of the inequality constraint
(5) is obviously satisﬁed by all solutions of S0.
Let S1 be the linear system formed by augmenting S0 with all the instances of Eq. (8) that result
from critical pairs (w′,w′′) ∈ Mayk \Mustk for some k ∈ [1, n]. By construction of S1, every implicit
place of any net model of S is a solution of S1. Therefore, one can continue executing the following
loop from p = 1:
do forever
Sp+1 := Sp
do for all k
C[k , p] := {(w′,w′′) ∈ Mayk \Mustk | (w′,w′′) is a critical pair w.r.t. Sp }
E[k , p] := { equation (7) | (w′,w′′) ∈ C[k , p]}
Sp+1 := Sp+1 ∪ E[k , p]
done
p := p + 1
done
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Proceeding in this way, one constructs an increasing chain of linear systems (Sp )p . It follows by
natural induction that for all p , every implicit place of any net model of S is a solution of Sp . Two
systems in this chain may only differ on their respective sets of instances of Eq. (6), growing with the
index p . As Eq. (6) is homogeneous, there may exist at most 2n+ 1 linearly independent instances of
this equation in each system Sp . Therefore, Sp and Sp+1 must be equivalent for some p not greater
than 2n+ 1. At this stage, Sp and Sp+1 determine the same set of critical pairs (w′,w′′), hence Sp+1
and Sp+2 are equivalent.
Let p be the smallest index such that Sp and Sp+1 are identical. By construction, every implicit
place of any net model of S is a non-negative integral solution of Sp . The integral solutions of Sp
are called implicit places of the path-automatic speciﬁcation S .
5. Computing implicit places
We show in this section how to compute effectively all implicit places of a path-automatic spec-
iﬁcation. Let us recall ﬁrst some results about semi-linear subsets of n (for use in this section) or
n (for use in the next section).
Deﬁnition 13 (Commutative image). The commutative image of a word w ∈ A∗ is the n-vector [w]
whose respective entries [w]i count for each i ∈ [1, n] the occurrences of the letter ai in w. The
commutative image of a language L ⊆ A∗ is the set [L] = {[w] |w ∈ L}.
Deﬁnition 14 (Semi-linear subset). Let M = (M, · , 1) be a monoid. A subset of M is linear if it may
be expressed as m · F∗, where m ∈ M, F is a ﬁnite subset of M, and F∗ is the least submonoid of
M containing F . A ﬁnite union of linear subsets of M is called a semi-linear subset.
Clearly, in any commutativemonoid,m1F∗1 · m2F∗2 = m1m2(F1 ∪ F2)∗, hence rational subsets and
semi-linear subsets coincide in any commutative monoid. Moreover, the correspondence is effective
in both directions. Additional results apply to the special case where the commutative monoid is
n or n (with coordinate-wise addition of vectors as the product operation and the null vector
as the neutral element). Ginsburg and Spanier proved in [14] that the semi-linear subsets of n
form an effective boolean algebra. They moreover gave in [15] an effective correspondence between
semi-linear subsets and Presburger subsets, i.e., subsets of n deﬁnable in Presburger’s arithmetic.
Thus in particular, the set of solutions in n of a system of linear inequalities with coefﬁcients
in  is effectively semi-linear. Further, Eilenberg and Schützenberger [12] proved that semi-linear
subsets form a boolean algebra in any ﬁnitely generated commutative monoid. This covers the case
of n, but the constructions given in [12] are not immediately effective. Note that every semi-linear
subset of n contained in n is an effective semi-linear subset of n. Therefore, a subset of n is
semi-linear if and only if every block of vectors in this set with a ﬁxed sign for each coordinate is
semi-linear. Using the decomposition of sets into blocks with ﬁxed signs, effective constructions
for the intersection and for the complementation of semi-linear subsets of n may be derived from
the similar operations in n. It follows also from this decomposition that the set of solutions of a
system of linear inequalities in n is semi-linear. These results, intensively used in the rest of the
paper, may be recapitulated as follows.
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The semi-linear subsets of n (n) form an effective boolean algebra including all subsets deﬁned
by ﬁnite systems of linear inequalities with coefﬁcients in .
Coming back to path-automatic speciﬁcations, let us show that the linear system S0, made of
all constraints (4)–(6), where (wL,wR), j, and (w′,w′′) range, respectively, over Eq, [1, n], and Mustj ,
may effectively be transformed into a ﬁnite and equivalent linear system. It should be clear that the
following are rational subsets of n:
(Eq) = {[wR] − [wL] | (wL,wR) ∈ Eq},
(Mustj) = {[w′′] − [w′] | (w′,w′′) ∈ Mustj},
1(Mustj) = {[w′] | (∃w′′)(w′,w′′) ∈ Mustj}.
For instance, an automaton on A∗ × A∗ that accepts Eqmay be transformed into an automaton
on n that accepts (Eq) by merely changing all labels of arrows (u, v) into corresponding labels
[v] − [u]. Thus the set (Eq) is a ﬁnite union of linear subsets:
(Eq) = K∪
k=1( yk + (Zk)
∗),
where yk ∈ n, Zk is a ﬁnite subset of vectors in n, and (Zk)∗ is the set of linear combinations
of vectors in Zk with non-negative integral coefﬁcients. Therefore, the inﬁnite set of constraints
imposed by Eq. (4) on x ∈ 2n+1 is equivalent to the ﬁnite set of constraints:
n∑
i=1
yk [i] × (x(n+i) − xi) = 0, (9)
n∑
i=1
zk [i] × (x(n+i) − xi) = 0, (10)
where k ranges over [1,K] and zk ranges over (Zk). Indeed, for every k ∈ [1, n] and for every
zk ∈ Zk , there must exist two pairs of words (y ′, y ′′) and (w′,w′′) in Eq such that yk = [y ′′] −
[y ′] and yk + zk = [w′′] − [w′], entailing that (9) holds and that (10) holds as a consequence of
(9), respectively. A similar reduction applies to the constraints imposed by Eq. (6). We are left
with reducing, for each ﬁxed j ∈ [1, n], the inﬁnite set of inequality constraints imposed by the
inequality (5).
Observe that1(Mustj) is a rational subset ofn. Thus1(Mustj) is a ﬁnite union of linear subsets:
1(Mustj) =
L∪
l=1(
bl + (Cl)∗),
where bl ∈ n, Cl is a ﬁnite subset of vectors inn, and (Cl)∗ is the set of all linear combinations of
vectors in Cl with non-negative integral coefﬁcients. Therefore, the inﬁnite set of linear constraints
imposed by the inequality (5) on x ∈ 2n+1 for the considered j is equivalent to the ﬁnite set of
constraints:
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n∑
i=1
bl[i] × (x(n+i) − xi)  xj − x0, (11)
n∑
i=1
cl[i] × (x(n+i) − xi)  0, (12)
where l ranges over [1,L] and cl ranges over (Cl). Altogether, the reduced sets of constraints that
arise from (4) to (6), plus all inequalities xi  0, form a ﬁnite system S ′0 of linear homogeneous
equations and inequalities on the xi’s, with integral coefﬁcients. The solutions of S ′0 form a rational
cone C0 with a ﬁnite set of extremal rays (see [26]). Using e.g., Chernikova’s algorithm (see [6]), the
extremal rays of C0 may be computed in the form of integral vectors x1, . . . , xm such that all other
solutions of S ′0 (or S0) are linear combinations thereof, with non-negative rational coefﬁcients qj
(j = 1, . . . ,m).
Let us now compute from S ′0 a ﬁnite linear system S
′
1 equivalent to S1. For each k ∈ [1, n], one
should obtain a ﬁnite linear systemk equivalent to E[k , 0], the set of all instances of Eq. (8) gener-
ated from pairs of words (w′,w′′) ∈ Mayk such that (7) is false for every solution of S0. Let [w′]i = yi
for all i ∈ [1, n] and rewrite (7) into the inequality relation
x0 − xk +
n∑
i=1
yi × (x(n+i) − xi) < 0. (13)
For a ﬁxed vector y ∈ n, relation (13) is satisﬁed for some solution of S0 if and only if it is satisﬁed
for some extremal ray of the cone C0. Deﬁne for each extremal ray xj ∈ {x1, . . . , xm} the associated
set:
Y kj =
{
y ∈ n
∣∣∣∣∣
n∑
i=1
y[i] × (xj[n+ i] − xj[i]) < xj[k] − xj[0]
}
.
Deﬁne Ik = (n \ ∪mj=1Y kj ). Thus, for any ﬁxed w′, (7) is false for every solution of S0 if and only if
[w′] ∈ Ik . Each set Y kj is an effective semi-linear subset ofn (see the results recalled at the beginning
of the section), hence Ik is an effective semi-linear subset of n. Finally deﬁne:
Jk = {[w′′] − [w′] | (w′,w′′) ∈ Mayk ∧ [w′] ∈ Ik }.
The semi-linearity of Ik entails that Jk is a semi-linear subset of n: since Ik × n is a semi-linear
subset of 2n and similarly is the rational subset {([w′], [w′′]) | (w′,w′′) ∈ Mayk }, their intersection
is a semi-linear subset of 2n; as Jk is the image of this intersection under the morphism that maps
(x, y) to x − y , the set Jk must be a semi-linear subset of n. Thus Jk is a ﬁnite union of linear
subsets:
Jk =
D∪
d=1( ed + (Fd )
∗),
where ed ∈ n and Fd is a ﬁnite subset of vectors in n. The inﬁnite set of instances of the
equation
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n∑
i=1
j[i] × (x(n+i) − xi) = x(n+k) − xk , (14)
where j ranges over Jk may therefore be replaced equivalently with the reduced set k of equa-
tions
n∑
i=1
e[i] × (x(n+i) − xi) = x(n+k) − xk , (15)
n∑
i=1
f [i] × (x(n+i) − xi) = 0, (16)
where e and f range over the respective sets {e1, . . . , eD} and (∪Dd=1Fd).
Let S ′1 be the collection of linear constraints gathered from S
′
0 and the k (k ∈ [1, n]). In order to
checkwhether S0 and S1 are two equivalent systems, it sufﬁces to checkwhether every extremal ray xj
of the cone C0 is a solution of S ′1. If this is not the case, onemay compute from S ′1 a ﬁnite linear system
S ′2 equivalent to S2, and so on and so forth until reaching S ′p such that every extremal ray of the cone
Cp deﬁned by S ′p is a solution of S ′p+1, whichmust occur for some p  2n+ 1. At this stage, let C = Cp
then the implicit places of the path-automatic speciﬁcation S are exactly the integral vectors in C.
6. The decision of the synthesis problem
From now on, let P = {p1 , . . . , pm} be the ﬁnite set of net places deﬁned by the extremal rays of the
(rational) polyhedral cone C. Thus, every implicit place of any Petri net model of S is a non-negative
linear combination of places in P .
Proposition 15. The path-automatic speciﬁcation S has a Petri net model if and only if the following
two conditions are satisﬁed:
(i) for any pair of words (w,w′) ∈ Dis, there exists some place pj ∈ P such that
n∑
i=1
([w′]i − [w]i)× (F(ai, pj)− F(pj , ai)) /= 0,
(ii) for any k ∈ [1, n] and for any wordw ∈ W such that (∀w′)((w,w′) /∈ Mayk), there exists some place
pj ∈ P such that
m0(pj)+
n∑
i=1
([w]i)× (F(ai, pj)− F(pj , ai)) < F(pj , ak).
Moreover, when the two conditions are satisﬁed, the reachable state graph of the synthesized net
N = (P ,A, F ,m0) is a model of the path-automatic speciﬁcation S(where the implicit places in P
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are glued on transitions in A, with a pointwise deﬁnition of the ﬂow relation F and of the initial
marking m0).
Proof. Let G be a Petri net model of S . By deﬁnition, G is a model of S , and G is isomorphic to the
reachable state graph of a Petri net N ′ = (P ′,A, F ′,m′0) with the set of transitions A = {a1, . . . , an}.
Thus, each place p ′ ∈ P ′ is a non-negative linear combination of places pj ∈ P . Let (w,w′) ∈ Dis,
then v0 · w /= v0 · w′ since G is a model of S . Let m and m′ be the respective markings of N ′ such
that m′0[w〉m and m′0[w′〉m′, then these two markings must differ on some place p ′ since G is iso-
morphic to the reachable state graph of N ′. As p ′ is a non-negative linear combination of places
pj ∈ P , the ﬁrst condition in the proposition must be satisﬁed. Next, let w ∈ W and suppose that
(∀w′)((w,w′) /∈ Mayk) for some k ∈ [1, n]. As G is a model of S , v0 · w · ak is undeﬁned in G. Let
m be the marking of N ′ such that m′0[w〉m. As G is isomorphic to the reachable state graph ofN ′, necessarily, m(p ′) < F ′(p ′, ak) for some place p ′. As p ′ is a non-negative linear combination of
places pj ∈ P , the second condition in the proposition must be satisﬁed.
We show now that whenever the two conditions stated in the proposition are satisﬁed, the reach-
able state graph of the net N = (P ,A, F ,m0) is a model of S . One should ﬁrst prove that whenever
(w′,w′′) ∈ Mustj for some j, m0[w′aj〉m′′ for some marking m′′. Let us recall that (w′,w′aj) ∈ Mustj
whenever w′aj ∈ W , and that W is a preﬁx-closed language. Assume by induction that m0[w′〉m′
for some marking m′. Each place p ∈ P , represented as an integral vector x, satisﬁes the inequality
relation (5). Therefore,m′(p)  F(p , aj) for every place p ∈ P , and hencem′[aj〉m′′ for some marking
m′′. Next, one should prove that whenever (w′,w′′) ∈ Mayj for some j, if m0[w′〉m′ and m0[w′′〉m′′
in N , then either aj cannot be ﬁred at m′, or m′[aj〉m′′. Suppose that aj may be ﬁred at m′. Thus,
for every place p ∈ P , represented as an integral vector x, the inequality relation (5) is satisﬁed.
Therefore, no solution of (7) for k = j is an implicit place of S . As a consequence, the appropriate
instance of Eq. (6) belongs to the set of the deﬁning equations of the cone C. This equation entails
precisely that m′[aj〉m′′. Up to now, we have shown that the ﬁrst half of condition 1 and the con-
ditions 4 and 5 from Deﬁnition 6 are satisﬁed by the reachable state graph of N (with respect to
the path-automatic speciﬁcation S). The validity of condition 2 in Deﬁnition 6 follows immediately
from Eq. (4), which is satisﬁed by every implicit place of S . The validity of condition 3 in Deﬁnition
6 follows immediately from the condition (i) in the proposition. It remains to establish the second
half of condition 1 inDeﬁnition 6, i.e., to prove that every reachablemarkingm ofN may be reached
by some ﬁring sequence w ∈ W . By induction on ﬁring sequences, it sufﬁces to prove that ifm0[w〉m
andm[ak〉m′ for some w ∈ W and ak ∈ A, then (w,w′) ∈ Mayk for some w′, sincem0[w′〉m′ follows in
this case from condition 5 in Deﬁnition 6. Now, the condition (ii) in the proposition entails precisely
the existence of the required word w′. 
We now propose a decision procedure for the Petri net realization of path-automatic speciﬁca-
tions. In viewof Proposition 15, it sufﬁces to decide fromS and the ﬁnite set of places P = {p1, . . . , pn}
whether the two conditions stated in this proposition are satisﬁed. The condition (i) in Proposition
15 may be restated equivalently in the form
(Dis) ⊆ m∪
j=1 Yj ,
where (Dis) = {[wR] − [wL] | (wL,wR) ∈ Dis} and for all j ∈ [1,m] we let
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Yj =
{
y ∈ n
∣∣∣∣∣
n∑
i=1
y[i] × (F(ai, pj)− F(pj , ai)) /= 0
}
.
Now (Dis) is a semi-linear subset of n, and each set Yj is the complement of the union of two
semi-linear subsets of n. Since the semi-linear subsets of n form an effective boolean algebra, a
decision of condition (i) follows immediately.
The condition (ii) in Proposition 15 may be restated equivalently as the conjunction for all
k ∈ [1, n] of the inclusion relations
[Rk ] ⊆
m∪
j=1B
k
j ,
where Rk = {w ∈ W | (∀w′ ∈ W) (w,w′) /∈ Mayk } and for all j ∈ [1,m] we let
Bkj =
{
b ∈ n
∣∣∣∣∣
n∑
i=1
b[i] × (F(ai, pj)− F(pj , ai)) < F(pj , ak)− m0(pj)
}
.
AsMayk is a rational relation, the left projection ofMayk is a regular language. As Rk is the com-
plement of this left projection, Rk is a regular language and [Rk ] is a semi-linear subset of n. Now,
each subset Bkj is a semi-linear subset of 
n. Since the semi-linear subsets of n form an effective
boolean algebra, a decision of condition (ii) follows immediately.
Summarizing the above, one can state the following theorem.
Theorem 16. It is decidable whether a path-automatic speciﬁcation has a Petri net model.
Because path-automatic speciﬁcations do not form a recursive set (see Section 2), this theorem is
not really satisfactory, but the results may be adapted to a larger (and recursive) set of speciﬁcations
with an unchanged deﬁnition of models (Deﬁnition 6).
Deﬁnition 17 (Loose speciﬁcation). A loose path-automatic speciﬁcation over A = {a1, . . . , an} is a
rational structure S = 〈W ,Eq,Dis,Must1,May1, . . . ,Mustn,Mayn〉 as follows:
(i) W ⊆ A∗ is a non-empty preﬁx-closed regular language,
(ii) Eq ⊆ W × W is a rational relation,
(iii) Dis ⊆ W × W is a rational relation,
(iv) for each i ∈ [1, n],Musti ⊆ W × W andMayi ⊆ W × W are rational relations such that (w,wai) ∈
Musti whenever wai ∈ W .
Theorem 18. It is decidable whether a loose path-automatic speciﬁcation has a Petri net model.
Proof. The assumption that Eq is an equivalence relation was not used in the technical devel-
opment, hence it can be dispensed with. The set of models of a loose path-automatic speciﬁ-
cation does not change when Mayi is replaced with Musti ∪Mayi, hence one may assume that
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Musti ⊆ Mayi for all i. If Eq ∩ Dis /= ∅, the loose speciﬁcation has no model. In order to prove
the theorem, it sufﬁces to show that this can be checked using the decision procedure deﬁned
for path-automatic speciﬁcations (we already know that the procedure provides the correct an-
swer when Eq ∩ Dis = ∅). The algorithm deﬁned in Sections 4 and 5 for computing the implicit
places of a path-automatic speciﬁcation does not depend on the assumption Eq ∩ Dis = ∅, hence
it may be applied to the loose speciﬁcation under consideration. Let P = {p1, . . . , pm} be the ﬁ-
nite set of net places deﬁned by the extremal rays of the computed cone. In view of Eq. (4)
and the construction of this cone,
∑n
i=1 ([w′]i − [w]i)× (F(ai, pj)− F(pj , ai)) = 0 for any pair of
words (w,w′) ∈ Eq. Therefore, the ﬁrst condition stated in Proposition 15 cannot be
satisﬁed. 
Let us ﬁnally comment on the complexity of the decision algorithm which we have proposed.
The critical point for the complexity is the computation of the extremal rays of the cone Cp
(p ∈ [0, 2n+ 1]) at each step of the process deﬁned in Section 5. The upper bound on the num-
ber of extremal rays of a polyhedral cone deﬁned by m inequalities is in O(md/2), where d is the
dimension (in our case d = 2n+ 1). This upper bound derives by linear duality from Mc Mullen’s
theorem (see [16]). The space and time needed to compute the extremal rays are in O(md/2) and
in O(m logm+ m(d+1)/2), respectively (see [16]). The implicit places of a path-automatic speci-
ﬁcation may therefore be computed in EXPSPACE. As regards the second part of the decision
algorithm, deﬁned in Section 6, let us recall that the inclusion of semi-linear subsets of n may
be decided in PSPACE [17]. Using the decomposition of semi-linear subsets of n into blocks
of vectors with ﬁxed signs, it follows that the inclusion of semi-linear subsets of n may be de-
cided in EXPSPACE. Therefore, the synthesis of Petri nets from path-automatic speciﬁcations is in
EXPSPACE.
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Appendix
See Figs. 4–8.
Fig. 4. Automaton W.
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Fig. 5. Equalizer Eq (⊆ Id).
Fig. 6. Multiplier Ma.
Fig. 7. Multiplier Mb.
Fig. 8. Multiplier Mc .
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