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Abstract
Controlling hybrid systems is mostly very challenging due to the variety of dynamics these systems can exhibit. Inspired
by the concept of differential flatness of nonlinear continuous systems and their inherent invertibility property, the present
contribution is focused on explicit input trajectory calculation. To this end, a new class of hybrid systems called Flat Hybrid
Automata is introduced as a realisation of deterministic, reachable and explicitly invertible hybrid automata. Relevant system
properties are derived, an approach for construction and for trajectory calculation is proposed and two demonstrative examples
are presented. The results constitute a generalisation of control of invertible hybrid systems which is very useful if, e.g., fast
reaction for stabilisation or transitions is relevant.
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1 Introduction
Discrete and continuous control is evenly relevant in
practical applications. Its implementation is typically
”hybrid” i.e., separated into interacting discrete and
continuous parts, an approach that allows to systemati-
cally formulate and solve the control task. However, the
resulting systems can exhibit considerable combinatory
complexity and non–deterministic dynamical behaviour
[2,22,23,30]. Inspired by the concept of differential flat-
ness of nonlinear continuous systems and their inherent
invertibility property, the present contribution is fo-
cused on hybrid automata with input and output, the
discrete and continuous input trajectories of which can
be determined explicitly from system inversion given
the output trajectories. Thereby, handling of the typical
hybrid system’s complexity can be avoided. The new
system class is called Flat Hybrid Automaton (FHA),
a hybrid automaton consisting of the discrete–event
subsystem A, the continuous–valued, continuous–time
subsystem C and a set of deterministic continuous and
discrete switching rules which interlink the two subsys-
tems. It is supposed that A is deterministic and strongly
connected (see, e.g., [4]), C is differentially flat (see, e.g.,
[10]), and the continuous switching rules are defined
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on the flat output of C, only. It is shown that, if these
properties are given, then all discrete states and contin-
uous outputs are reachable and A and C are invertible
in the sense that the continuous and discrete input tra-
jectories are explicitly determinable from sequences of
switching rules for given discrete output sequences and
given continuous initial and target conditions.
The paper is organized as follows: Related literature is
reviewed in Section 2. System definition, description of
central system properties and construction as well as
trajectory planning are developed in Section 3 and 4,
respectively. Demonstrative examples of a tank system
and an electrical network are described in Section 5. The
paper is concluded and an outlook is given in Section 6.
2 Related work
Thework presented is based on hybrid automata [1,2,19],
differential flatness [10,11,31], matrix analysis and graph
theory [4,12,24]. In general, the work can in parts be con-
sidered as a hierarchical control system (cf., e.g., [28]).
First publications on differential flatness in connection
with discrete–event systems date back to about the year
2000. The publications can be grouped into application–
related, with focus on simplification of control design us-
ing differential flatness, and more conceptually oriented
work considering system theoretical questions:
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In application–oriented works like e.g., [13,29,32], design
of input–output linearisation and feed–forward trajec-
tory calculation is addressed for switching systems of
which the continuous subsystems are differentially flat.
The results show that, if applicable, differential flatness
can significantly contribute to simplifying control design.
In [6,25,26,27], system inversion and flatness is explic-
itly addressed in the context of secure communications,
with application to linear discrete–time systems that are
subject to externally triggered switching. Conditions for
system inversion are investigated and derived. The cen-
tral intend is to reconstruct continuous input signals by
applying system inversion. Parts of these results can be
applied for planning transition control of linear switched
discrete-time continuous systems.
An interesting trace between flatness and hybrid sys-
tems can be found in the more system theoretical ori-
ented work of Paulo Tabuada and co-workers. In [33],
the notion of flatness is related to transition systems in
the context of bisimulation. It is shown that finite bisim-
ulation systems can be constructed for differentially flat
nonlinear discrete–time systems. In [34], a class of gen-
eral control systems capturing both continuous–valued
and discrete–event systems as well as hybrid systems
with both continuous and discrete inputs is described.
Towards controlling such systems, model abstraction,
bisimulation and composition of abstract control sys-
tems is developed. This consideration of flatness in hy-
brid systems has a relevance regarding system theoreti-
cal development of bisimulation in systems control.
On this background, the present paper addresses in a
new way the inversion of hybrid dynamical systems,
in order to establish deterministic dynamical behaviour
and reachability as well as to explicitly determine con-
trol input trajectories. Thereby, methods for system con-
struction and trajectory planning are provided in view
of technically relevant systems. For taming complexity,
a strong emphasis is put on the aspect of designing the
to-be-controlled system such that it is flat.
3 The Flat Hybrid Automaton
3.1 Hybrid systems’ variables
Representing the sub–dynamics of a hybrid system by
an automaton and continuous–time state–space models
yields a hybrid automaton as introduced in [1,2]. In
general, the sub–systems can exhibit various kinds of
dynamics. For the introduction of the Flat Hybrid Au-
tomaton, discrete and continuous subsystems with in-
put, output and deterministic dynamical behaviour are
considered in the sense that given the initial state and
an input trajectory, the state and output trajectories
exist and are unique. The continuous subsystems C are
represented by continuous–time nonlinear state–space
models. The notation used in the following is based on
the one developed in [20] and [21].
System variables of the discrete subsystem A are dis-
crete states
di ∈ {0, 1} , i = 1, . . . , nd
with d the nd–dimensional vector of discrete states di,
discrete inputs
vi ∈ {0, 1} , i = 1, . . . , nv
with v the nv–dimensional vector of the discrete inputs
vi, and discrete outputs
wi ∈ {0, 1} , i = 1, . . . , nw
with w the nw–dimensional vector of discrete outputs
wi. If a d, v or w equals 1, it is considered active, else
inactive.
The continuous sub–system variables are vectors of con-
tinuous states
xdi ∈ Xdi
of the continuous–state space Xdi, bi–uniquely assigned
to a di, vectors of continuous inputs
udi ∈ Udi
of the continuous–input space Udi, bi–uniquely assigned
to di and vectors of continuous outputs
zdi ∈ Zdi
of the continuous–output space Zdi, also bi–uniquely
assigned to di.
It is suitable to represent the evolution of the discrete–
state trajectory
d = d(k)
using k ∈ N0 as discrete time variable counting events.
A step of k indicates that the discrete state has changed,
which in the following is called discrete–state switching
i.e.,
di1 → di2 , i1, i2 ∈ {1, . . . , nd} , i1 6= i2 ,
with di2 = di2(k + 1) = d
′
i1, the discrete successor state
of di1 = di1(k), the discrete predecessor state, and d
′
the successor of d, respectively. For a constant k, only
one di may be active. A change of the continuous state,
during a discrete–state switching, is called continuous–
state switching and x′ is the continuous successor state
of x. The combined event
(d,x)→ (d′,x′)
is called state switching in the following.
In order to link discrete–state switching to continuous
time t ∈ R+0 , it is useful to relate k to t: k = k(t).
The instant when a discrete–state switching has taken
place is commonly denoted with t′, in accordance to the
notation of the successor state (d′,x′). Theoretically,
several discrete–state switching can occur at the same
time point t, in form of a switching sequence of duration
0. It is, furthermore, assumed, in a first approach, that
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discrete as well as continuous inputs can be set at any
time t to any value of their input spaces. The following
representation of time–dependence of the state, input
and output is obtained:
d(k) , v(t) , w(t) , xdi(k)(t) , udi(k)(t) , zdi(k)(t) .
Discrete–state switching is bi–uniquely related to
discrete–state transitions
e : di → d′i ,
with d(e) the head of e and d′(e) the tail of e. To each e,
a set of switching rules Ge is bi–uniquely assigned. If all
rules Ge are fulfilled, Ge and, hence, e becomes active.
If, in that case, d(e) is the actually active discrete state,
then the discrete–state switching d(e)→ d′(e) is taking
place.
Combined discrete and continuous switching rules are
common in hybrid systems. In the present contribution,
the switching rules of a transition e are considered as
combined sets of Ged = Ged(v) involving the discrete in-
put v and Gec = Gec(z) involving the output z of the
continuous subsystem 1 :
Ge(v, z) = {Ged(v),Gec(z)} .
Therefore, since a discrete–state switching can depend
on v as well as on z, the continuous variable z is inter-
preted as a further input to the discrete subsystem A.
3.2 The concept of the flat hybrid automaton
The class of hybrid automata (HA) considered in this
contribution is supposed to exhibit the following charac-
teristics: The HA has deterministic dynamical behaviour
and all its discrete states di are reachable. The contin-
uous subsystems are differentially flat [10,11] and the
continuous switching rules are deterministic and defined
on the flat output z. The switching rules are invertible
in the sense that, given e, the corresponding activating
values of v and z can be determined explicitly. Thereby,
given a sequence of transitions e, explicit determination
of the input trajectories becomes possible. This system is
called Flat Hybrid Automaton, FHA = {Afl ,Cfl}, com-
bining a flat discrete subsystem Afl and a flat continu-
ous subsystem Cfl. In the following sections, the FHA
is successively derived based on the concept of hybrid
automata, introduced in [1,2] and further elaborated in
e.g., [19].
3.3 Continuous subsystem
The continuous subsystem C of a HA is the set
of all continuous subsystems Cdi each of which is
bi–uniquely assigned to a discrete state di: C =
1 Gec may also involve time derivatives z˙, z¨, ... .
{Cd1,Cd2, ... ,Cdnd}. Each Cdi represents a 5-tuple
Cdi = {Xdi,Udi,Zdi, µC,x0}, the elements of which are:
Xdi the continuous state space with Xdi ⊆ Rnxdi , nxdi ∈
N0, which is bi–uniquely assigned to the discrete state
di ∈ D, with
• xdi ∈ Xdi, dim(xdi) = nxdi, the vector of continuous
states, whereat x = xd(t) := (xdi|di(k) = 1) denotes
the actually active vector of continuous states,
• XD = {Xd1,Xd2, ... ,Xdnd}, the set of all continuous
state spaces Xdi,
Udi the continuous input space Udi ⊆ Rnudi , nudi ∈ N+,
which is bi–uniquely assigned to a discrete state di ∈ D,
with
• udi ∈ Udi, dim(udi) = nudi, the vector of continuous
inputs, whereat u = ud(t) := (udi|di(k) = 1) denotes
the actually active vector of continuous inputs, and
• UD = {Ud1,Ud2, ... ,Udnd}, the set of all continuous
input spaces Udi, and
Zdi the continuous output spaceZdi ⊆ Rnzdi , nzdi ∈ N+,
which is bi–uniquely assigned to a discrete state di ∈ D,
with
• zdi ∈ Zdi, dim(zdi) = nzdi, the vector of continuous
outputs, whereat z = zd(t) := (zdi|di(k) = 1) de-
notes the actually active vector of continuous outputs,
• ZD = {Zd1,Zd2, ... ,Zdnd}, the set of all continuous
output spaces Zdi, and
• Z inv
di ⊆ Zdi, the continuous invariant output space,
for which zdi does not fulfill any set of continuous
switching rules Gec : Z invdi = {zdi|G di→ d
′
i
c 6= 1}.
µC denotes a relation that bi–uniquely assigns, to each
di, the vector field fdi : x˙di = fdi(xdi,udi) that is
well defined for all xdi,udi such that a unique solution
xdi(t), t ∈ [t0, t⋆], exists and is Lipschitz given xdi(t0)
and udi(t).
Finally, x0 = x(t0), x0 ∈ XD, is the initial continuous
state, in correspondence with the initial discrete state
d0.
3.4 Differential flatness of the continuous subsystem
The continuous subsystem C is considered to fulfil Prop-
erty 3.1 which is introduced in the following, based on
the definition of differential flatness.
Property 3.1 The state–spacemodel x˙di = f di(xdi,udi)
has a bijective output function
zdi = Fdi
(
xdi,udi, u˙di, u¨di, ... ,udi
(adi)
)
,
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with nzdi = nudi. Furthermore, bijective functions Φdi
and Ψdi exist and can explicitly be derived, which es-
tablish a unique mapping of the output zdi and its time
derivatives to the state xdi and input udi, respectively,
xdi = Φdi
(
zdi, z˙di, z¨di, ... , zdi
(bdi)
)
udi = Ψdi
(
zdi, z˙di, z¨di, ... , zdi
(cdi)
)
.
The components of zdi are differentially independent. ✷
If Property 3.1 is fulfilled, Cdi is said to be differentially
flat and zdi is the flat output. For a given trajectory
z∗
di(t), t ∈ [t0, t⋆], the continuous–input trajectoryu∗di(t)
and the continuous–state trajectory x∗
di(t), t ∈ [t0, t⋆],
exist, are unique and can be explicitly calculated from Φ
and Ψ, without integrating differential equations. [10,11]
Definition 3.1 The joint set of continuous subsystems
Cdi, di ∈ D, is called the (differentially) flat continu-
ous subsystem Cfl = {Cd1,Cd1, ...,Cdnd} of a hybrid au-
tomaton, if all Cdi fulfil Property 3.1. ✷
3.5 Discrete subsystem
The discrete subsystem, a 5-tuple A = {D,V,W, µA, d0},
includes the sets of discrete states, inputs and outputs,
the transition function and the initial discrete state.
Since it shall be possible to explicitly determine in-
put trajectories vi(t) from system inversion like it is
possible for differentially flat continuous systems, the
discrete subsystem is designed accordingly as a “flat”
discrete subsystem Afl. The elements of the 5-tuple are
described in the following.
D = {d1, d2, ... , dnd} is the non-empty finite set of nd
discrete states di (which are the vertices of the associ-
ated automaton graph, in the following also denoted as
d), nd ∈ N+, with
• di(k) ∈ {0, 1}: di is inactive iff di = 0, and active iff
di = 1, and
• d(k) ∈ {0, 1}nd, the vector of discrete states di(k),
representing the discrete–state trajectory.
V = {v1, v2, ... , vnv} is the finite set of nv discrete in-
puts vi (also: v), nv ∈ N0, with
• vi(t) ∈ {0, 1}: vi is inactive iff vi = 0, and active iff
vi = 1, and
• v(t) ∈ {0, 1}nv, the vector of discrete inputs vi(t), the
discrete–input trajectory. 2
2 In order to represent a temporally unique sequence of dis-
W = {w1,w2, ... ,wnw} is the non–empty finite set of
nw discrete outputs wi (also: w), nw ∈ N+, with
• wi(t) ∈ {0, 1}: wi is inactive iff wi = 0, and active iff
wi = 1, and
• w(t) ∈ {0, 1}nw, the vector of discrete outputs wi(t),
the discrete–output trajectory.
The outputs are defined by the bijective output function
HA : (d, e) 7→ w, with d the head of e and nw = ne:
w(t) = HA(d(e(t)), e(t)) :
if e(t) = 1 ∧ d(e(t)) = 1 , then HA = 1
else if e(t) = 0 ∨ d(e(t)) = 0 , then HA = 0 .
(1)
This output function implies that, at times t⋆ = t′, t′′, ...
of a state switching, wi(t
⋆) = ei(t
⋆) = 1, otherwise at
times t 6= t′, t′′, ... , wi(t) = 0 (i ∈ [1, ne]), and, further-
more, that only one wi(t) can be active at a time.
µA, the transition function of A, defines the state succes-
sion by uniquely assigning a successor state pair (d′,x′)
(with d′ ∈ D, x′ ∈ Xd′) to the actual state d and x and
associated switching rule sets G (with d ∈ D, x ∈ Xd):
(d′,x′) = µA(d,x,G) .
Thereby, the transition function µA unites the following
elements E, δ, G and L:
• E = {e1, e2, ... , ene}, the non–empty finite set of ne
discrete–state transitions ei ∈ {0, 1} (also: e), with
ne ∈ N+ and i ∈ {1, 2, ... , ne}, where e = e(t) rep-
resent the directed edges of the automaton graph
(D,E) of A, and which can be active (e = 1) or in-
active (e = 0), with e(t) ∈ {0, 1}ne, the vector of
discrete– state transitions ei(t),
• δ(d, d′) : (d, d′) 7→ e, δ = { ei | d(ei) = d∧ d′(ei) = d′ },
the incidence function which is called well–posed in
the sense that it assigns a pair of discrete states (d, d′)
to a set of transitions ei that have the same head
d(ei) = d and the same tail d
′(ei) = d
′, and priori-
tises, according to which of those transitions ei the
discrete–state switching will occur in the case that
more than one ei are activated simultaneously, where
m(d, d′) is the number of transitions which exist be-
tween d, d′ ∈ D,
• Ge : (v, z) 7→ e, sets of switching rules, which each are
bi–uniquely assigned to a e ∈ E and which activate or
deactivate e in the sense that, iff all rules in a Ge are
fulfilled (which is denoted by Ge = 1), then e becomes
active and otherwise, is inactive (Ge = 0).
A discrete–state switching d → d′ takes place iff d
is active and at least one of the associated transitions
ei ∈ δ(d, d′) is active.
crete inputs that all successively occur at the same time point
t, one can use the respective time indications t′, t′′, ... .
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The subset of the rules in Ge(v, z) that involve the
discrete input v is called discrete switching rule set of
e, Ged = Ged(v) ⊆ Ge, with Ve = { vi,e = 1 | Ged = 1 } the
set of switching discrete inputs vi,e of e.
The subset of rules in Ge(v, z) that involve the
continuous flat outputs z = zd,e is called continu-
ous switching rule set of e, Gec = Gec(z) ⊆ Ge, with
Zd,e = { zd,e ∈ Zd | Gec = 1 } the set of switching con-
tinuous flat outputs zd,e of e.
3
V inv
di
= {vj = 1 | Ged = 0}, d(e) = di, is called dis-
crete invariant of di, the set of discrete inputs that
do not influence the activation of e.
GE = ∪Gei is the joint set of switching rules of A,
with ei ∈ E. 4
Remark. Since switching rules which involve the flat
output z will limit the reachability of the continuous
state–space, existence analysis for continuous trajectories
[7,8] may become relevant.
• Lw : x′ = Lw(x), the continuous–state transition
function which, for each w of the discrete transi-
tions e, uniquely assigns a continuous–state successor
x′ ∈ Xd′(e) to its predecessor x ∈ Xd(e): For the ac-
tually active xd(t), Lw(xd(t)) := x
′
d
(t′) iff the state
switching occurs (w(t) = 1), else, Lw(xd(t)) := xd(t)
i.e., for w(t) = 0.
Remark. The concept of combining state switching
and switching rules involving switching continuous flat
outputs implies that a continuous-state switching xdi →
x
′
di′ has to show a correspondence in the continuous flat
outputs by xdi = Φdi
(
zdi, z˙di, z¨di, ... ,zdi
(bdi)
)
and x′
di′ =
Φdi′
(
z
′
di′ , z˙
′
di′ , z¨
′
di′ , ... ,z
′
di′
(bdi)
)
.
d0 is the initial state d0 = d(k0), with di(k0) ∈ D.
3.6 Paths, sequences and adjacency matrices
The concepts of paths, sequences and adjacency ma-
trices of automata and discrete systems are useful to
handle reachability analysis and explicit determination
of input trajectories by system inversion. The concepts
are, therefore, described in the following and are related
to trajectory planning in the subsequent sections.
A succession of np transitions
P = {eς1, eς2, ..., eςnP } , e ∈ E
is called path iff head and tail dj , d
′
j of each of its transi-
tions are pairwise different and the head of eςi+1 is the
3 Since z is in general not unique, a distinct flat output
has to be chosen for the construction of the flat continuous
subsystem in order to obtain determinism.
4 δ, Ged and Gec can be represented in form of look–up tables.
tail of eςi: d
′(eςi) = d(eςi+1). P = Pd(eς1),d′(eςnP ) is re-
ferred to as connecting path of the starting point d(eς1)
and the end point d′(eςnP ). The sequence of switching
rules along a path P is given by
GP = {Ge,ς1,Ge,ς2, ...,Ge,ςnP } , eςi ∈ P .
For each Ge,ςi ∈ GP , the sets of switching inputs Ve and
sets of switching flat continuous outputs Zd,e are given
along P through GP and can be grouped into the se-
quence of switching discrete input sets VP and switching
continuous flat output sets ZP of P :
(VP ,ZP ) =
{(Veς1 ,Zd,eς1), (Veς2 ,Zd,eς2), ..., (VeςnP ,Zd,eςnP )} ,
with eςi ∈ P . Hence, (VP ,ZP ) represents the inputs
of the discrete subsystem A in form of the sequence of
switching discrete inputs vi,eςi and switching continuous
flat outputs zdj ,eςi , the successive control of which acti-
vates the successions of transitions eςi of P .
The succession of discrete states
S = Sdξ1,dξnS = {dξ1, ..., dξnS} , dξi ∈ D
is called a discrete–state sequence that is feasible for A
iff at least one connecting path Pdξ1,dξnS exists.
The time–invariant adjacency matrix A = A(A), with
dim(A) = (nd, nd), is determined by:
A = (ai,j) =
{
m(di, dj) if ∃ e ∈ E : δ(di, dj) = e
0 if 6 ∃ e ∈ E : δ(di, dj) = e ,
with m(di, dj) according to Section 3.5.
3.7 Flat discrete subsystem
In accordance with differential flatness of the continuous
subsystem, it shall be possible to determine of A the in-
put and discrete–state trajectories, i.e., (VP ,ZP ) and S,
from a given output trajectoryw(t), based on system in-
version. Furthermore, according to Section 3.2, D shall
be reachable and the dynamical behaviour of A shall be
deterministic (cf. Section 3.1). In this subsection, the re-
spective system properties, explicit trajectory planning
and the definition of the flat discrete subsystem are de-
veloped.
Reachability.A discrete subsystemA = {D,V, µA, d0}
as described in Section 3.5, is considered reachable if
the following property holds:
Property 3.2 From any initial state d0 ∈ D, every
other state d ∈ D is reachable in the sense that, for all
pairs di1, di2 ∈ D, there exists at least one path P that
connects di1 and di2 along the sequence S(P ). ✷
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Reachability according to Property 3.2 is given, if the
automaton graph of A is strongly connected, which is the
case iff the adjacency matrix A(A) is irreducible [4]. To
verify irreducibility, the following criterion given in [24]
can be applied: If (I+A)(nd−1) > 0 holds, thenA (with
ai,j ≥ 0) is irreducible [12] and, hence, A is reachable,
since it is strongly connected.
Deterministic dynamical behaviour. The dynami-
cal behaviour of the discrete subsystem A is determined
by its transition function µA. Since G in µA involves v
and z, these latter two variables act as inputs to the
discrete subsystem.
Property 3.3 The discrete subsystem A of a hybrid
automaton HA, designed according to Section 3.5, shows
deterministic dynamical behaviour in the sense that the
trajectory of discrete states d(k) is uniquely determined
by v(t) and z(t), given the initial state d0. ✷
Property 3.3 holds since, according to Section 3.5, all
feasible discrete–state transitions e as well as their pri-
oritisation are uniquely determined by δ and since, by
GE , a set of deterministic switching rules is by–uniquely
assigned to each e. Thereby, it is uniquely prescribed
when e becomes active by respective v and z such that a
discrete–state switching becomes possible. The continu-
ous successor states are uniquely defined by Lw.
Explicit trajectory planning. In order to explic-
itly determine state and input trajectories S(P ) and
(VP ,ZP ) from an output trajectory w, a respective in-
version of A is proposed.
Consider A designed according to Section 3.5. The out-
put function w = HA(d, e) implies that, at switching
times t⋆, the path P corresponds to the respective suc-
cession of discrete outputs wi(t
⋆). Hence, for a given
output trajectory at times t⋆ = t′, t′′, ... the trajectory
of discrete transitions directly follows by
w(t′),w(t′′), ... = e(t′)|di(ej)=1, e(t′′)|di(ej)=1, ... .
Consider δ and Gei invertible in the sense that
δ−1 : ei 7→ (d′, d′′)
(Gei)−1 : ei 7→ (v, z) ,
(2)
which is the case if A is designed according to Section
3.5. Then, given a path P = Pdξ1,dξnS and, thereby,
the sequence of switching rules GP , the corresponding
discrete–state sequence Sdξ1,dξnS and sequence of switch-
ing inputs (VP ,ZP ) is given by Equation (2). Thus, by
(VP ,ZP ), the sequence of control input variables v(t⋆)
and z(t⋆) at switching times t⋆ = t′, t′′, ... to realise
Sdξ1,dξnS is uniquely determined.
Hence, in analogy to trajectory planning for differen-
tially flat continuous systems, state and input trajecto-
ries of the discrete subsystem
d(k1), d(k2), ...
(v(t′), z(t′)), (v(t′′), z(t′′)), ...
are determined from a given output trajectory w(t′),
w(t′′), ... through the following steps:
Given w(t′),w(t′′), ... = e(t′), e(t′′), ... then,
• the associated discrete–state trajectory is determined
straight–forwardly through the inversion of the inci-
dence function δ−1:
w(t′),w(t′′), ...
⇒ d(k1), d(k2), ... ,
• from the inverse of the discrete switching rule sets,
the associated sequence of sets of switching discrete
inputs is determined, from which the sequence of dis-
crete inputs is directly derived:
w(t′),w(t′′), ...
⇒ (Gw(t′)d )−1, (Gw(t
′′)
d )
−1, ...
⇒ Vw(t′), Vw(t′′), ...
⇒ v(t′), v(t′′), ... ,
• from the inverse of the continuous switching rule sets,
the associated sequence of sets of switching continu-
ous flat outputs are determined, from which each a
value of the respective switching flat continuous out-
puts is determined:
w(t′),w(t′′), ...
⇒ (Gw(t′)c )−1, (Gw(t
′′)
c )−1, ...
⇒ Zd(w(t′)),w(t′),Zd(w(t′′)),w(t′′), ...
⇒ z(t′), z(t′′), ... .
Subsystem A designed as above exhibits Property 3.4.
Property 3.4 Since the inverse of the incidence func-
tion δ and the switching rules G exist and can be ex-
plicitly derived for a discrete subsystem A of a HA de-
signed according to Section 3.5, the trajectories of d(k)
and (v(t⋆), z(t⋆)) can be explicitly determined for any
feasible path Pdi1,di2 of A, if the discrete output of A is
set according to Equation (1). With this property A is
said to be explicitly schedulable. ✷
Defining the flat discrete subsystem. If the proper-
ties as described above hold, then A is reachable, deter-
ministic and invertible such that the discrete–state tra-
jectory and the switching inputs can explicitly be deter-
mined from the output trajectory of a feasible path of A.
6
Definition 3.2 If Properties 3.2, 3.3 and 3.4 hold, then
A is called the flat discrete subsystem Afl of a hybrid
automaton. ✷
3.8 Definition of the Flat Hybrid Automaton
If a HA consists of a flat continuous and a flat discrete
subsystems according to Definition 3.1 and 3.2, then v(t)
and u(t) can explicitly be determined if the initial state
pair (d0,x0) and a discrete target state dfinal with a
target flat output zdfinal are given.
Definition 3.3 If the continuous subsystem of a hybrid
automaton HA is a differentially flat continuous subsys-
tem and the discrete subsystem is a flat discrete subsys-
tem, then the resulting dynamical system is called flat
hybrid automaton FHA = {Afl,Cfl}. ✷
4 Construction and trajectory planning
The concept of flat continuous and discrete subsystems
yields a relatively straight–forward approach for the
construction a FHA, summarised in the following steps:
• From the physical continuous system model given
by a set of differential equations involving the time–
derivatives of the continuous state variables, a state–
space model is derived including all switching terms.
• All possible switching configurations of the state–
space model are specified to obtain fdi, from which
the discrete state–space D and input–space V as
well as the corresponding continuous subsystems Cdi
are derived. The continuous subsystems shall be dif-
ferentially flat according to Property 3.1, such that
Definition 3.1 is fulfilled. 5
• In order to obtain µA, discrete–state transitions E,
the incidence function δ, the switching rules GE and
the continuous-state transition function Lw are de-
rived. The discrete subsystem A shall be well posed
in the sense that it is reachable, has deterministic
dynamical behaviour and is explicitly schedulable ac-
cording to Properties 3.2, 3.3 and 3.4, such that A is
a flat discrete subsystem according to Definition 3.2.
This construction yields a FHA, the dynamical system
of which is represented in the block diagram in Figure
1. The algorithm for explicit input trajectory determi-
nation can be designed as follows:
5 Eventually, the respective system to-be-controlled has to
be designed such that it is flat (using [36,37]). The authors
argue that this can be the necessary price for taming the
complexity of hybrid systems for technical application.
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Figure 1: Block diagram of the FHA with the
actually active system variables
Algorithm 1 Given a starting point d0 = dξ1 and
x0,d0 and an end point with dfinal = dξnS and
zfinal ∈ Z invdfinal . Then,
(1) determine the paths Pd0,dfinal for feasible discrete–
state sequences Sd0,dfinal ,
(2) select a discrete–output sequence wi(t
⋆) with cor-
responding P and S from Pd0,dfinal and Sd0,dfinal ,
(3) determine the continuous invariant output spaces
Z inv
dξi
and, from the sequence of switching rules
GP , determine Geςid and Geςic together with the set
of switching continuous outputs Zdξi,eςi , for each
dξi ∈ S and eςi ∈ P ,
(4) from Geςid and Geςic , determine the sequence
of switching inputs and switching flat outputs
(VP ,ZP ) according to Section 3.6,
(5) for d0 (d0 = dξ1 ∈ S), do:
• determine the initial flat output z0,d and the
switching flat output zd,e (for d = d0 and e = eς1)
z0,d = F
(
x0,d,ud, u˙d, u¨d, . . . ,u
(ad)
d
)
∈ Z inv
d
via choice of ud, u˙d, u¨d, . . . ,u
(ad)
d
, and
zd,e ∈ Zd,e (for Zd,e ∈ ZP ) ,
• choose t⋆ = teς1 and plan a trajectory z∗d0(t) with
starting point z∗
d0
(t = 0) = z0,d0 and end point
z∗
d0
(t = teς1) = zd0,eς1 ,
• determine x∗
d0
(t) andu∗
d0
(t), t ∈ [0, teς1 ], from Φd0
and Ψd0 ,
• for t = t′eς1 , determine x′ = Lwς1(xd0(teς1 ))
which yields x0,ς1+1 = x
′.
(6) for the subsequent dξi ∈ S and eςi ∈ P , with
ξ1 < ξi < ξnS , repeat (5) in the sense that:
• with d = dξi and e = eςi determine
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z0,d = F
(
x0,d,ud, u˙d, u¨d, . . . ,u
(ad)
d
)
∈ Z inv
d
via choice of ud, u˙d, u¨d, . . . ,u
(ad)
d
, and
zd,e ∈ Zd,e (for Zd,e ∈ ZP ) ,
• choose t⋆ = teςi and plan a trajectory z∗dξi(t) with
starting point z∗
dξi
(t = 0) = z0,dξi and end point
z∗
dξi
(t = teςi) = zdξi,eςi ,
• determine x∗
dξi
(t) and u∗
dξi
(t), t ∈]0, teςi ], from
Φdξi and Ψdξi,
• for t = t′eςi , determine x′ = Lwςi(xdξi(teςi)) to
obtain x0,ξi+1 = x
′.
(7) for d = dξnS (dξnS = dfinal ∈ S), do:
• determine
z0,d = F
(
x0,d,ud, u˙d, u¨d, . . . ,u
(ad)
d
)
∈ Z inv
d
via choice of ud, u˙d, u¨d, . . . ,u
(ad)
d
• choose tfinal and plan a trajectory z∗dξnS(t) with
starting point z∗
dξnS
(t = 0) = z0,dξnS and end
point z∗
dξnS
(t = tfinal) = zfinal,
• determine x∗
dξnS
(t) and u∗
dξnS
(t), t ∈]0, tfinal],
from ΦdξnS and ΨdξnS ,
(8) For ς1 ≤ ςi ≤ ςnP , assign to each switching input
veςi ∈ VP the corresponding switching time teςi :
veςi = veςi(teςi) . ✷
Steps (5), (6) and (7) of Algorithm 1 yield the
continuous–time trajectories of the continuous in-
put u∗
d
(t), state x∗
d
(t) and flat output z∗
d
(t) for all
d ∈ Sd0,dfinal . Step (8) yields, for all e ∈ Pd0,dfinal , the
time sequence of discrete inputs veςi(teςi ). Hence, steps
(1) through (8) provide, given a start point, end point
and a choice of P and switching times teςi , the trajec-
tories of the variables u, x, z and v to realise S. For
each dξi ∈ S, z0,dξi has to be determined according to
steps (5) through (7) such that the respective initial
continuous states are x0,dξi. This inverts the system.
5 Examples
5.1 Preliminary remarks
Two demonstrative examples are presentedj. Both have
the same automaton graph which is strongly connected
(Figure 2). For trajectory planning the following path
containing all discrete–state transitions is chosen
P = {e1, e6, e11, e5, e7, e2, e9, e10, e3, e12, e8, e4} . (3)
It yields the discrete–state sequence
S = {d1, d2, d4, d2, d3, d1, d3, d4, d1, d4, d3, d2, d1} . (4)
5.2 One–tank system with one continuous input
The first example is a one–tank system (Figure 3) that
is inspired by [9]. The system setup is as follows:
• x: level l1 = z = x ≥ 0,
• continuous control flow u (in or out),
• permanent outflow uout,1 = cout
√
l1,
• outflow switchable through v1 at level l1 = 0,
with uout,v1 = c1(v1)
√
l1,
• overflow at level l1 = l0, active if l1 > l0,
with uovf = covf
√
l1 − l0.
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Figure 2: Automaton graph of the presented
examples
Equation (5) represents the dynamical model of the
continuous system in l1 ∈ [0,∞[, including the switch-
ing elements:
l˙1 = u − cout
√
l1
− c1(v1)
√
l1
− covf H(l1 − l0)
√
|l1 − l0| ,
(5)
with the Heaviside function H(la − lb):
H = 1 if (la − lb) > 0,
H = 12 if (la − lb) = 0,
H = 0 if (la − lb) < 0,
and the outflow switching c1(v1):
c1(v1) = cv,1 if v1(t) = 1, else c1(v1) = 0
The initial condition is l1(t0) = l1,0.
6
The adjacency list 7 is given in Table 1, extended by
6 [l] = m, [u] = m
s
, [c] =
√
m
s
7 An adjacency list is a look–up table that groups all discrete
states of an automaton together with their respective suc-
cessor states and corresponding discrete–state transitions.
8
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Figure 3: One–Tank system setup
the discrete transitions and the respectively associated
switching rules as well as V inv
di
and Z inv
di
that are valid
for the respective discrete states.
di Z invdi , V invdi d′i ej Gej
d1 l1 ≤ l0 d2 e1 l1 ≤ l0 , v1 = 1
v1 = 0 d3 e2 l1 > l0 , v1 = 0
d4 e3 l1 > l0 , v1 = 1
d2 l1 ≤ l0 d1 e4 l1 ≤ l0 , v1 = 0
v1 = 1 d3 e5 l1 > l0 , v1 = 0
d4 e6 l1 > l0 , v1 = 1
d3 l1 > l0 d1 e7 l1 ≤ l0 , v1 = 0
v1 = 0 d2 e8 l1 ≤ l0 , v1 = 1
d4 e9 l1 > l0 , v1 = 1
d4 l1 > l0 d1 e10 l1 ≤ l0 , v1 = 0
v1 = 1 d2 e11 l1 ≤ l0 , v1 = 1
d3 e12 l1 > l0 , v1 = 0
Table 1: Extended adjacency list of the One–Tank
For the four discrete states, Fdi is l1 = z and Φdi is
z = l1. Ψdi is derived from the continuous dynamics
(Equation (5)), cf. Table 2.
di Ψdi
d1 u = l˙1 + cout
√
l1
d2 u = l˙1 + cout
√
l1 + cv,1
√
l1
d3 u = l˙1 + cout
√
l1 + covf
√
l1 − l0
d4 u = l˙1 + cout
√
l1 + covf
√
l1 − l0 + cv,1
√
l1
Table 2: Ψdi for the one–tank example
Using e.g., z(t) = a · (t− t0) + b provides, together with
the adjacency list and Ψ, the explicit expressions to com-
pletely schedule the system trajectories. All required
FHA properties are fulfilled, hence, the one–tank exam-
ple is a flat hybrid automaton according Definition 3.3.
Figure 4: Simulation of the one–tank example
Trajectory planning and simulation is set out as follows:
For the path P with the feasible sequence S (Equations
(4) and (3)), applying Table 1 provides the sequence of
switching rules to realise P , yielding v(t⋆) and zd(t
⋆).
Choosing the initial and final state d0 = dfinal = d1,
xd0,0 = x0 = zfinal and switching times t
′, t′′, . . . pro-
vides all needed to determine according to Algorithm 1
the trajectories of zd(t) and, thus, ud(t) from Ψdi (cf. Ta-
ble 2). Hence, the calculation of the system trajectories
d(k(t)), v(t), z(t) and u(t) is possible without integrating
a differential equation and without solving a sequence
search if S and P are pre–computed 8 . The simulation
results are shown in Figure 4, for l0 = 5, cout = 0,5,
cv,1 = 0,8, covf = 0,2, l1(t = 0) = 0,8 and switching
time intervals t⋆ = 16 ([t] = min).
5.3 Electrical network
The second example is inspired by [13], a work on
flatness–based control of switched electrical circuits.
Based on that application, an electrical DC network
with two variable power sources Vin1 and Vin2 and two
fluctuating loads RL1 and RL2 was modeled (Figure 5).
Two switches (controlled by the discrete inputs v1 ∈ 0, 1
and v2 ∈ 0, 1) allow to configure the network with in-
creased or decreased damping and coupling properties.
Aim is to control the voltage of load 1 (vL1) and the cur-
rent of load 2 (iL2) by continuous inputs Vin1 and Vin2.
The switch positions of v1 and v2 yield four discrete
states of a continuous system. It is assumed that for low
load the switches are set to zero, i.e.
8 Otherwise, fast online graph algorithms borrowed from
computer science [3,5,35] can be used.
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if vL1 < v0 then v1 = 0, else v1 = 1
if iL2 < i0 then v2 = 0, else v2 = 1 .
   
   
   
   
   
   
   
   








    
    
    



PSfrag replacements
Vin1 Vin2
iL2i1
v1 = 0
v1 = 1 v2 = 0
v2 = 1 L
vC
vL1
C
R
RL1
RL2
Figure 5: DC electrical network
Thereby, the capacitor is available to dampen step fluc-
tuations of, e.g., RL1 and RL2, in case of higher network
load. For the four discrete states, the continuous flat
outputs are z1 = vL1 and z2 = iL2 and the continuous
inputs are u1 = Vin1 and u2 = Vin2. Equation (6) de-
scribes the dynamics of the system.
L d iL2
dt
= Vin2 − (RL2 iL2 + v2 vL1)
C d vC
dt
= v1 (i1 − ( 1RL1 vL1 − v2 iL2))
v1 C
d vC
dt
= i1 − ( 1RL1 vL1 − v2 iL2)
Vin1 = R i1 + v1 vC + (1− v1) vL1
v1 vC = v1 vL1 .
(6)
The initial condition for Equations (6) is vC(t0) = vC,0,
iL2(t0) = iL2,0. Permuting the discrete inputs v1 and
v2 in Equations (6) by their values 0, 1 yields the con-
tinuous system equations for the resepctive discrete
states. 9 The continuous subsystems are flat, of which
Ψdi is given as follows:
d1: v1 = 0, v2 = 0
u1 =
(
R
RL1
+ 1
)
z1
u2 = L z˙2 +RL2 z2
d2: v1 = 0, v2 = 1
u1 =
(
R
RL1
+ 1
)
z1 −Rz2
u2 = L z˙2 +RL2 z2 + z1
d3: v1 = 1, v2 = 0
u1 = RC z˙1 +
(
R
RL1
+ 1
)
z1
u2 = L z˙2 +RL2 z2
d4: v1 = 1, v2 = 1
u1 = RC z˙1 +
(
R
RL1
+ 1
)
z1 −Rz2
u2 = L z˙2 +RL2 z2 + z1
The invariants and switching conditions are included in
the adjacency list in Table 3. The results of the trajec-
tory planning according Algorithm 1 for path P (Equa-
tion (3)) are shown in Figure 6, for t⋆ = 16 ([t] = s) and
9 [V ]= [v]=V, [i]=mA, [R]=kΩ, [C]=F, [L]=kH
R = 5, C = 0,8, L = 7, RL1 = 2, RL2 = 3,
v0 = 6, i0 = 0,5, vL1(t0) = 0,5, iL2(t0) = 0,1 .
Like the one–tank example, the electrical network is a
flat hybrid automaton.
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Figure 6: Simulation of the DC Network example
Remark. The electrical network example contains
discrete–state transitions, for which several conditions
have to be met simultaneously (transitions e3, e5, e8 and
e10, cf. Table 3). If, e.g., these transitions are removed,
then A is still strongly connected and the system re-
mains a FHA. This shows that for a FHA, a certain
minimal realisation exists with the smallest number of
discrete–state transitions.
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di Z invdi , V invdi d′i ej Gej
d1 vL1 < v0 d2 e1 vL1 ≥ v0 , v1 = 1
iL2 < i0 d3 e2 iL2 ≥ i0 , v2 = 1
v1 = 0, v2 = 0 d4 e3 vL1 ≥ v0 , v1 = 1
iL2 ≥ i0 , v2 = 1
d2 vL1 ≥ v0 d1 e4 vL1 < v0 , v1 = 0
iL2 < i0 d3 e5 vL1 < v0 , v1 = 0
v1 = 1, v2 = 0 iL2 ≥ i0 , v2 = 1
d4 e6 iL2 ≥ i0 , v2 = 1
d3 vL1 < v0 d1 e7 iL2 < i0 , v1 = 0
iL2 ≥ i0 d2 e8 vL1 ≥ v0 , v1 = 1
v1 = 0, v2 = 1 iL2 < i0 , v2 = 0
d4 e9 vL1 ≥ v0 , v1 = 1
d4 vL1 ≥ v0 d1 e10 vL1 < v0 , v1 = 0
iL2 ≥ i0 iL2 < i0 , v2 = 0
v1 = 1, v2 = 1 d2 e11 iL2 < i0 , v2 = 0
d3 e12 vL1 < v0 , v1 = 0
Table 3: Adjacency list of the electrical network example
6 Conclusion and outlook
The new class of Flat Hybrid Automata is introduced
which allows to explicitly plan state and input trajec-
tories from given output trajectories. Required system
setup and properties are deduced, an approach for con-
struction and for trajectory planning based on explicit
system inversion is given and two demonstrative exam-
ples are discussed. Explicit input trajectory calculation
can be especially of relevance if fast reaction for tran-
sition control is needed. Based on the FHA concept,
design of explicitly schedulable networks with intercon-
nected continuous systems that are switched on or off,
respectively, can be approached. For these applications
it may be necessary to design further inputs according
to [36,37] in order to obtain differentially flat continu-
ous sub–systems. The solution is scalable in the sense
that it is applicable to more complex systems, as long
as the required properties are met or can be designed
into the technical system, respectively. Not all possible
discrete–state transitions must be considered to fulfil the
requirements for a FHA. Hence, for future work it can
be considered to realise a minimal Flat Hybrid Automa-
ton with the least necessary number of state transitions
for a given set of discrete states. Since the FHA can sys-
tematically be derived from a given state–space model
of the considered dynamical system, it may be reason-
able to develop an algorithmic approach for automatic
deduction of the FHA. In case that the considered sys-
tem is subject to uncertainties the question arises, how
feedback control can be included into the feed–forward
control of a FHA, based on e.g. [14,15,16,17,18]. The
presented FHA concept and notation can be used in a
theoretical context to further develop inversion and ex-
plicit input trajectory calculation of hybrid systems.
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