Introduction
Fourier theory was first used to describe microscope optics by Duffieux [1] and is, otherwise, indispensable for the understanding of high resolution electron microscope images. This is because the image is not a simple representation of the specimen structure. Apart from dynamical scattering effects, the lens has too great an influence on the image. Each lattice fringe in the image is due to the interference of several beams, each combination being affected differently by the lens. Each beam is, in turn, affected to different extents by dynamical scattering. Only by analysing each periodicity in the image separately is it possible to appreciate these effects and hence to discern the underlying contribution due to the specimen structure.
High resolution electron microscopy is, however, less concerned with perfect structures than with departures from the norm, whether these being interfaces, defects, lattice distortions or variations in chemistry. The problem with an analysis in Fourier space is that the real space information concerning these variations has been lost, for example, the position of a dislocation or the shape of a precipitate. On the other hand, an analysis in real space suffers from the fact that the effects of the lens and the diffraction are best understood in Fourier space. It would therefore be useful to be able to combine the information in real and reciprocal space in some way.
Gabor realized some time ago the limitations of an analysis carried out either entirely in real space or frequency space [2] . He was concerned with the analysis and perception of sound.
A note in music, for example, needs to be understood in terms of both its pitch and its duration, each characteristic being equally important. The quantum mechanical equivalent is the description of a photon in terms of a wave packet having a carrier frequency and modulation.
Gabor proposed to analyse images (or signals in his case) in terms of these wave packets [2] . The kq-representation proposed by Zak to describe electrons within solids is a similar example [3, 4] and recently these two approaches have been combined into a more general formulation with applications in both optics and image processing [5] . Here we propose a method, developed independently, of combining real space and reciprocal space information by producing images of the local values of the Fourier components [6] . The method has been previously been used to analyse high resolution images of nanocrystals [7] and can be considered as a specific case of the afore mentioned formulation. The emphasis here will be on the interpretation and the practical information that can be obtained frorn experimental images.
Image Decomposition
For the image of a perfect crystal, the intensity at a position r on the screen, I(r), can It is easy to show that for a real image, I(r) :
and therefore equation (6) where u is the displacement field. This can be understood by considering the position of the fringe maxima which, if before they were at position r, will now be at a position r + u.
Comparing equation (11) with equation (9) [8] as do variations in the imaging conditions. A fuller discussion of these points can be found elsewhere [6] .
Method of Reconstruction
The complex images Hg (r) are calculated using the equation (4 [9] . To avoid this problem the mask is placed around the periodicity of interest and the back-Fourier transform taken without recentring. Referring to equation (2) , the complex image produced, H(r), will be given by:
The Bragg, amplitude and phase images are then calculated from this image in the following way: where to obtain the phase image, the factor of 27rg-r is subtracted and the results renormalized between zb7r. All the image processing and image simulation presented in this paper was carried out using procedures written within the image processing package SEMPER [10] .
The operation is identical to a holographic reconstruction with the periodicity g taken as the carrier wave. The amplitude and phase recovered here though refers to the image, the term geometric phase is sometimes employed to emphasis this fact [6, 7] . To [12] ). Figure 2a . The (Fig. 3) using the formula Polo (r) -1 2P100(r) where the grey levels correspond to the four translation domains. A more complete study of antiphase boundaries using phase images can be found elsewhere [13] . 
Carbon Nanotubes
The quantitative use of amplitude images is illustrated in the following example. Figure 5 shows (Fig. 6b ) and A0(r), produced by placing a mask around the central peak of the Fourier transform of the image (Fig. 6a) (Fig. 5) ; b) amplitude image averaged along the tube length (as in Fig. 6b ).
profiles at different values of defocus, Figure 7 shows an example. The behaviour at the edge of the tube is sensitive to the defocus, and in this way the defocus was found to good accuracy to be -30::i: 5 nm. The best fit obtain, shown in Figure 6 , shows how well the details of the experimental image are reproduced.
The absorption contrast was modelled by adding an imaginary part to the potential, proportional to the real potential. The value of the absorption parameter, a, is not known in general and was therefore varied until the best fit was found between the experimental and simulated Ao (r) profiles (Fig. 6a) . The Fresnel fringes at the edge of the tube depend on the defocus (determined previously) and are almost independent of the absorption. In this way, the value of absorption can be determined uniquely. By separating the image detail into 0002 and mean intensity contrast it is thus possible to determine the simulating parameters separately.
When analysing absolute intensities, special care must be taken with averaging. Figure 8 compares the amplitude of the 0002 fringes in the intensity profile obtained by averaging the original image (Fig. 5) and by averaging the amplitude image (Fig. 6b) . Between 40% and 70% of the contrast has been lost on averaging the original image. This is because the graphene layers are not straight, there is a significant roughness and the tube is slightly bent. This can be seen in the original image and can be measured from the phase image for the 0002 fringes [6] . In comparing absolute levels of contrast it is therefore essential to use the averaged amplitude image profiles (Fig. 6) .
The experimental fit obtained in Figure 6 was only obtained by reducing the simulated contrast. The simulated Ao (r) was reduced by a factor of 1.5 and the simulated Aoo02(r) by a factor 3.3. It would have therefore been very difficult to match the overall contrast (Fig. 5) , a différent factor being necessary for the two aspects of the image. It seems that the reduction of the overall contrast of 1.5 is due to a significant number of electrons forming an incoherent background, possibly due to scattering to high angles. The additional reduction of amplitude of the 0002 fringes by a factor of 2.2 can be explained by proposing that the graphene layers have a roughness of 0.07 nm around the tube axis. Roughness on a similar scale has been reported using scanning tunnelling electron microscopy [17] . A more detailed examination of these effects has been carried out elsewhere [15, 16] . What is important here is that without the amplitude images it would have been impossible to discuss these effects and to propose a quantitative model as a solution. It has also been possible to show that the model reproduces the experimental details to a high degree of accuracy. 
Strained Metal Multilayers
The next example shows the use of the phase images to reveal changes in the local lattice parameter. Figure 9a shows a high resolution image, taken on a JEOL 4000EX microscope operating at 400 kV, at [110] incidence of an Au/Ni multilayer grown by molecular beam epitaxy (courtesy of Pascale Bayle). Lying vertically at the centre of the image is a Ni layer, nominally two atomic layers wide. The bulk lattice parameter of Ni is 14% less than that of Au so we would expect to see variations in the lattice fringe spacings in the image. Similar strained multilayers have been analysed by marking the positions of the peaks in intensity in the image, the separation of the peaks giving the local lattice fringe parameter [18] [19] [20] . The phase images should provide similar information given the relationship between the gradient of the phase and the local difference in reciprocal lattice fringe vector.
The image was therefore decomposed in terms of Bragg filtered images, amplitude and phase images for the 002, 111 and 111 fringes (Fig. 10 ) using the mask shown in Figure 9b [21] . Figure 10 (iv) taken across the phase images, averaged along the length of the layer).
A gradient in the phase means a différence in the local reciprocal lattice vector from that of the reference as given by equation (16 (Fig. 7) . The correct procedure is therefore to obtain a good first estimate of the composition profile from the experimental image, model the layer system taking into account such effects as relaxation [19] , and compare the simulations with the experimental data, refining the model as necessary [20] .
The total amount of Ni can, however, be determined with much less difficulty, directly from the experimental phase image and is given by the difference in phase between the two Au layers, APoo2, seen in Figure 10( (Fig. 9a) . It would be interesting to carry out a systematic study of the distortion of the Au layers as a function of growth using the phase images.
For consistency, as defined by equation (13): Comparison of the two sides of this equation, Figure 12 , shows that there is very good agreement and where there are differences this is consistent with the earlier expectations. For example, the biggest differences are at the Ni layer where the lens effects are going to be important. The height of the step in the phase, however, remains unchanged.
Conclusions
When analysing a high resolution image of a variation in structure, it is important to consider each image periodicity separately. 
