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Introduction
Soit Γ un sous-groupe de congruence de PSL(2, Z). Une forme modulaire de poids 2k est
une fonction f qui satisfait aux conditions suivantes :
– (holomorphie) Elle est holomorphe sur le demi-plan supe´rieur H.
– (modularite´) Pour γ =
(
a b
c d
)
∈ Γ et z ∈ H, f
∣∣∣
2k
γ = f , ou`
(
f
∣∣∣
2k
γ
)
(z) = (cz + d)−2kf
(
az + b
cz + d
)
, (1)
(cela signifie l’invariance de la forme f dzk).
– (condition de croissance au bord) On demande que |f(z)| soit majore´e par un polynoˆme
en max{1, Im(z)−1}.
On note M(Γ) l’alge`bre gradue´e (par le poids) des formes modulaires par rapport a` ce
groupe.
Dans les anne´es 50 Rankin a initie´ l’e´tude des ope´rateurs bi-diffe´rentiels surM(Γ) produisant
de nouvelles formes modulaires. Et, vingt ans plus tard Henri Cohen a donne´ une re´ponse
comple`te (cf. [4]) en de´montrant que tous ces ope´rateurs sont des combinaisons line´aires des
crochets
[f, g]n =
n∑
r=0
(−1)r
(
n + 2k − 1
n− r
)(
n + 2l − 1
r
)
f (r)g(n−r) ∈M2k+2l+2n(Γ), (2)
ou` f ∈M2k et g ∈M2l sont deux formes modulaires, et f
(r) =
(
1
2pii
∂
∂z
)r
f .
Ces crochets ont inte´re´sse´ plusieurs auteurs. En particulier, au de´but des anne´es 90, P. Cohen,
Yu. Manin et Don Zagier ont e´tabli une proprie´te´ nouvelle des crochets de Rankin-Cohen : graˆce
a` une correspondance bijective entre les formes modulaires et les ope´rateurs pseudo-diffe´rentiels
formels invariants, ils montrent que la formule suivante (apre`s extension line´aire) de´finit un
produit associatif surM(Γ)[[~]] : pour deux formes modulaires f ∈M2k, g ∈M2l,
µκ(f, g) :=
∞∑
n=0
tκn(k, l)[f, g]n, (3)
ou` les coefficients tκn(k, l) sont de´finis par la formule :
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tκn(k, l) =
(
−
1
4
)n∑
j≥0
(
n
2j
) (−12
j
)(
κ− 32
j
)(1
2 − κ
j
)
(
−k − 12
j
)(
−l − 12
j
)(
n + k + l − 32
j
) . (4)
On souligne ici que dans la de´monstration de l’associativite´, la preuve d’une certaine identite´
combinatoire n’e´tait pas explicite´e.
Inspire´s par ce travail, Connes et Moscovici ont de´veloppe´ une the´orie de crochets de Rankin-
Cohen ge´ne´ralise´s RCn a` l’aide de l’action d’une alge`bre de Hopf canonique, note´e H1, qui est
une analogue quantique du groupe de diffe´omorphismes formel, sur l’alge`bre de Hecke modulaire
A(Γ) (ou` Γ est un sous-groupe de congruence du groupe modulaire), qui est le produit croise´ de
l’alge`bre des formes modulaires avec l’anneau de Hecke (re´duit ensuite par un projecteur). Ils
utilisent la formulation de Zagier (cf. Section I.2) des crochets pour e´lucider le roˆle d’un e´le´ment
Ω dans l’age`bre A tel que
δ′2(a) = Ω a− aΩ , ∀a ∈ A (5)
ou` l’on suppose aussi δk(Ω) = 0 pour tout k ∈ N (et les δk sont des ge´ne´rateurs de H1, cf.
Annexe A).
Plus ge´ne´ralement, Connes et Moscivici ont e´tudie´ la situation ou` l’alge`bre de Hopf H1 agit
sur une alge`bre involutive A avec un tel e´le´ment Ω (ils appellent cela une structure projective).
Leur the´ore`me principal, qui utilise le re´sultat de Cohen-Manin-Zagier sur l’associativite´ des
produits de´forme´s pour avoir une the´orie de de´formation a` la Rankin-Cohen, est le suivant :
The´ore`me. Le foncteur RC∗ applique´ a` toute alge`bre A munie d’une structure projective donne
une famille de de´formations formelles associatives de A, dont les produits de´forme´s sont donne´s
par
f ? g =
∑
RCn(f, g)~
n. (6)
Dans cette the`se, nous nous inte´ressons aux questions suivantes :
1. Y a-t-il d’autres interpre´tations pour ces crochets ?
2. Quelles sont les proprie´te´s de ces de´formations formelles ?
3. Donner une de´monstration de l’identite´ combinatoire manquante.
Dans le Chapitre I on donne un expose´ des the´ories existantes concernant ces crochets de
Rankin-Cohen, notamment la pre´sentation de Zagier (la notion d’alge`bre de Rankin-Cohen ca-
nonique), et les travaux de Cohen-Manin-Zagier et d’Eholzer sur les produits de´forme´s qui sont
de´finis sur l’alge`bre des se´ries formelles a` coefficients dans les formes modulaires. A la fin on
pre´sente brie`vement la the´orie de Connes-Moscovici qui ge´ne´ralise celle de Cohen-Manin-Zagier
a` l’action de l’alge`bre de Hopf H1 sur l’alge`bre de Hecke modulaire, puis a` toute action de H1
munie d’une structure projective.
vLe Chapitre II donne un point de vue assez diffe´rent par rapport a` ceux de´crits plus haut sur
les produits de´forme´s. Il s’agit d’une collaboration avec P.Bieliavsky et X.Tang, qui constitue
une re´ponse a` la Question 2. ci-dessus. On se place dans le contexte d’une varie´te´ symplectique
et on utilise la the´orie de quantification de Fedosov pour construire une re´alisation des produits
de´forme´s a` la Rankin-Cohen. Les e´tapes sont les suivantes :
1. D’abord on cherche a` comprendre une version simplifie´e de ces de´formations, c’est a` dire,
les formules de de´formations universelles pour l’alge`bre de Lie re´soluble de dimension 2,
note´e h1. On e´tablit l’e´quivalence entre ces de´formations et le produit de Moyal sur le
demi-plan, d’une part par un argument via la me´thode des orbites (plus pre´cise´ment un
the´ore`me de S.Gutt), et d’autre part par une formule explicite ; on obtient en particulier
l’e´quivalence entre la Formule de De´formation Universelle(UFD) de Giaquinto-Zhang avec
le meˆme produit de Moyal.
2. Ensuite on construit, sur le demi-plan, un produit de´forme´ pour l’alge`bre de Weyl selon la
me´thode de Fedosov, et on retrouve la meˆme relation de re´currence que Connes et Mosvo-
civi utilisent dans leur de´finition des crochets de Rankin-Cohen ge´ne´ralise´s ; on parvient
en plus a` donner une interpretation ge´ome´trique de la projectivite´ de l’action de H1.
3. On de´montre aussi, dans le cadre de l’action de H1, l’injectivite´ totale, qui implique l’as-
sociativite´ pour le produit sur H1[[t]].
4. A la fin on remarque que jusqu’a` l’ordre 2 il est possible d’avoir les conditions d’associativite´
encore valables sans l’hypothese de projectivite´.
Le chapitre suivant (III) comprend deux parties : d’abord, on donne une interpre´tation
des crochets de Rankin-Cohen a` l’aide de la the´orie de repre´sentations de SL2(R). Le re´sultat
principal∗ s’e´crit sous la forme suivante : 1
The´ore`me. Soient f ∈ M2k, g ∈ M2l deux formes modulaires. Soient pif ∼= pideg f , pig ∼= pideg g
les repre´sentations associe´es qui sont des se´ries discre`tes du groupe SL2(R). Le produit tensoriel
de ces deux repre´sentations se de´compose en une somme directe des se´ries discre`tes,
pif ⊗ pig =
⊕
n=0
pideg f+deg g+2n. (7)
Le crochet de Rankin-Cohen [f, g]n donne (a` un scalaire pre`s) les vecteurs de K-poids minimal
dans l’espace de repre´sentation de la composante pideg f+deg g+2n.
Ces repre´sentations sont construites de la fac¸on suivante : soit f ∈ M2k(Γ) une forme
modulaire ; on lui associe une fonction σ2kf sur Γ\SL2(R) graˆce a` l’application suivante :
(σ2kf)(g) = f|kg(i) = (ci + d)
−2kf
(
ai + b
ci + d
)
, pour g =
(
a b
c d
)
∈ SL2(R). (8)
Cette fonction appartient a`
C∞(Γ\SL2(R), 2k) = {F ∈ C
∞(Γ\SL2(R)), F (grθ) = exp(i2kθ)F (g)}.
1Ce fait est certainement connu des spe´cialistes, comme le montre une remarque de Deligne en 1973(cf. ci-
dessous Remarque 29), mais je n’ai pas pu trouve´ une pre´sentation de´taille´e et comple`te.
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En tenant compte de l’action naturelle a` droite de SL2(R) sur C
∞(Γ\SL2(R)) :
(pi(h)F )(g) = F (gh), (9)
on obtient une repre´sentation de SL2(R) et donc de l’alge`bre de Lie complexifie´e sl2(C) en
prenant le plus petit sous espace invariant qui contient l’orbite de σ2kf . On de´montre que cette
repre´sentation est une se´rie discre`te de poids 2k. A la fin, on rame`ne les vecteurs de base de
l’espace de repre´sentation a` un sous-espace de C∞(H) en utilisant l’inverse des σ2(k+n), n ≥ 0.
Puis, en utilisant cette interpre´tation issue de la the´orie des repre´sentations, nous e´tudions
certaines proprie´te´s des produits de´forme´s. On obtient notamment les deux e´nonce´s suivants :
The´ore`me. Cohen-Manin-Zagier ont trouve´ tous les produits de´forme´s formels associatifs ∗ :
M˜[[~]]× M˜[[~]]→ M˜[[~]] de´finis par la line´arite´ et la formule
f ∗ g =
∑ An(deg f,deg g)
(deg f)n(deg g)n
[f, g]n~
n, (10)
ou` M˜ est l’espace des fonctions qui satisfont la condition de modularite´, et la notation (α)n :=
α(α + 1) · · · (α + n− 1). On demande en plus A0 = 1 et A1(x, y) = xy.
Proposition. Soit Γ un sous groupe de congruence de SL2(Z) tel queM(Γ) admet la proprie´te´
d’unique factorisation (par exemple SL2(Z) lui-meˆme), soient F1, F2, G1, G2 ∈M(Γ) telles que
RC(F1, G1) = RC(F2, G2), (11)
en tant que se´ries formelles dans M(Γ)[[~]], alors il existe une constante C telle que
F1 = CF2, G2 = CG1. (12)
A la fin de ce chapitre on donne une de´monstration de l’associativite´ du produit d’Eholzer
(celui que ge´ne´ralisent Connes et Moscovici).
Le Chapitre IV contient une re´ponse a` la Question 3 : la de´monstration (absente dans la
litte´rature) de l’identite´ combinatoire annonce´e dans l’article de Cohen-Manin-Zagier, qui est
centrale pour l’associativite´ du produit de´forme´ :
(−4)n(
2x
n
) ∑
r+s=n
(
y
r
)(
y − a
r
)
(
2y
r
)
(
z
s
)(
z + a
s
)
(
2z
s
) =∑
j≥0
(
n
2j
) (−12
j
)(
a− 12
j
)(
−a− 12
j
)
(
x− 12
j
)(
y − 12
j
)(
z − 12
j
) (13)
ou` n ≥ 0 et les variables a, x, y, z satisfont x + y + z = n− 1.
Bien qu’il soit plausible qu’une telle identite´ re´sulte par exemple de proprie´te´s des fonctions
hyperge´ome´triques, nous avons choisi d’en donner une de´monstration directe, n’utilisant gue`re
plus que les proprie´te´s de base des coefficients binomiaux.
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La strate´gie de la de´monstration consiste a` spe´cialiser la variable a a` des valeurs spe´cifiques
a ∈
{
k +
1
2
,−
[n
2
]
− 1 ≤ k ≤
[n
2
]} (
il y a donc un nombre supe´rieur a` n de valeurs spe´cifiques
de a, alors que les polynoˆmes qui interviennent sont de degre´ au plus n en a
)
, puis a` proce´der
de la manie`re suivante :
– Re´duction des deux coˆte´s au meˆme de´nominateur, ce qui rame`ne a` de´montrer l’identite´
(−4)n
n∑
r=0
(
y
r
)(
y − a
r
)(
2y − r
n− r
)(
z
n− r
)(
z + a
n− r
)(
2z − n + r
r
)
(r!(n− r)!)2
=
[n2 ]∑
j=0
((n− 2j)!)2(j!)626j
(2j)!
(
−12
j
)(
a− 12
j
)(
−a− 12
j
)
(
n− y − z − 1
j
)(
2n− 2y − 2z − 2− 2j
n− 2j
)(
y
j
)(
2y − 2j
n− 2j
)(
z
j
)(
2z − 2j
n− 2j
)
;
– Elimination d’un facteur commun a` gauche et a` droite ;
– Travail sur l’expression des termes obtenus a` gauche pour d’abord de´montrer la syme´trie en
(y, z) 7→ (z, y) par une premie`re de´composition et une premie`re ressommation des termes ;
puis deuxie`me de´composition et deuxie`me regroupement des termes pour enfin obtenir les
termes de droite en calculant la somme de chaque groupe.
Ce texte comporte aussi trois annexes : L’Annexe A donne brie`vement les notions et pro-
prie´te´s de base de l’alge`bre de Hopf H1, dont une grande partie est prise de l’article de Connes et
Moscovici [10]. Dans l’Annexe B on reproduit d’abord deux sections de la the`se d’Alain Valette
qui contiennent une pre´sentation courte de la the´orie de repre´sentations unitaires du groupe
SL2(R), et on donne aussi le the´ore`me principal de la the`se de Joe Repka. L’Annexe C consiste
en des expressions explicites des deux polynoˆmes calcule´s par Mathematica, e´voque´es dans le
Chapitre III.
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Chapitre I
Re´sultats Ante´rieurs
Dans ce chapitre nous pre´sentons l’origine de la quesiton traite´e dans cette the`se et de
re´sultats ante´rieurs a` 2003.
I.1 Formes Modulaires et Rankin-Cohen
Le qualificatif “modulaire” a pour origine l’identification du quotient du demi-plan supe´rieur
H = {z ∈ C| Im z > 0} par Γ = SL2(Z) avec l’espace des modules des courbes complexes (ou
surfaces de Riemann) de genre 1. Une telle courbe s’identifie a` un quotient de la forme C/Λ ou`
Λ ⊂ C est un re´seau. Deux re´seaux Λ1 et Λ2 donnent la meˆme courbe si Λ2 = λΛ1 pour une
certaine constante λ ∈ C∗. Une fonction modulaire associe a` un re´seau Λ un nombre complexe
F (Λ), avec F (Λ1) = F (Λ2) si Λ2 = λΛ1. Comme tout re´seau Λ = Zω1 + Zω2 est e´quivalent
a` un re´seau de la forme Zz + Z avec z(=ω1/ω2) un nombre complexe non re´el, la fonction F
est comple`tement de´termine´e par les valeurs f(z) = F (Zz + Z) avec z dans C \ R, ou, comme
f(z) = f(−z), avec z dans le demi-plan supe´rieur H. Le fait que le re´seau Λ est pre´serve´ par la
transformation (ω1, ω2) 7→ (aω1 + bω2, cω1 + dω2)(a, b, c, d ∈ Z, ad − bc = ±1) se traduit par la
proprie´te´ d’invariance modulaire :
f
(
az + b
cz + d
)
= f(z). (I.1)
La condition z ∈ H e´quivaut a` dire que l’on conside`re uniquement les bases {ω1, ω2} oriente´es
(i.e. telles que ω1/ω2 ∈ H) et les matrices
(
a b
c d
)
de dt´erminant 1. L’ensemble de ces matrices
forme un groupe SL2(Z) et son quotient par
{(
1 0
0 1
)
,
(
−1 0
0 −1
)}
sera note´ Γ1, et appele´
le groupe modulaire. Mais en ge´ne´ral cette condition (I.1) est trop restrictive. Souvent, les objets
que l’on e´tudie sont des fonctions sur les re´seaux qui satisfont l’identite´ F (Λ1) = λ
2kFΛ2 lorsque
Λ2 = λΛ1 pour un entier 2k, appele´ le poids. Une fois de plus la fonction F est comple`tement
de´termine´e par sa restriction f(z) aux re´seaux de la forme Zz + Z avec z ∈ H, mais maintenant
f doit satisfaire la proprie´te´ de modularite´ :
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f
(
az + b
cz + d
)
= (cz + d)2kf(z). (I.2)
En ge´ne´ral, quand on parle des formes modulaires, on rajoute aussi une condition de crois-
sance et on demande que les fonctions concerne´es soient holomorphes. Donc on a
De´finition 1 (cf.[19]) Soit Γ un sous-groupe de congruence de PSL(2, Z), une forme Γ-modulaire
de poids 2k est une fonction f qui satisfait :
– (holomorphie) Elle est holomorphe sur le demi-plan supe´rieur H.
– (modularite´) Pour
(
a b
c d
)
∈ Γ et z ∈ H, f ve´rifie (I.2).
– (condition de croissance au bord) On demande que |f(z)| soit majore´e par un polynoˆme
de max{1, Im(z)−1}.
Une premie`re ope´ration naturelle est la multiplication : le produit d’une forme modulaire
de poids 2k et une forme modulaire de poids 2l est une forme modulaire de poids 2k + 2l.
On note par M(Γ) l’alge`bre des formes Γ-modulaires pour le produit. M(Γ) admet ainsi une
graduation naturelle. Dans le cas ou` Γ = Γ1, on obtient l’alge`bre commutative libre sur C avec
deux ge´ne´rateurs
E4(z) =
1
2ζ(4)
∑
(m,n)
′ 1
(mz + n)4
, E6(z) =
1
2ζ(6)
∑
(m,n)
′ 1
(mz + n)6
, (I.3)
ou`
∑′
(m,n) indique que l’on somme sur tous les couples d’entiers relatifs (m,n) 6= (0, 0).
En ge´ne´ral, l’anneau gradue´ des formes modulaires sur Γ n’est pas une alge`bre libre, mais
il y a toujours un nombre fini de ge´ne´rateurs. On souligne aussi que M(Γ) contient M(Γ1)
comme un sous-anneau, donc il est un module sur M(Γ1). C’est toujours un module libre a` n
ge´ne´rateurs, ou` n est l’indice de Γ dans Γ1((cf.[19])).
Dans cette the`se, le point de de´part est une autre fac¸on pour obtenir une nouvelle forme
modulaire a` partir des deux formes modulaires connues. La question a e´te´ pose´e par R.A. Rankin
dans les anne´es 50(cf. [27]), qui demande quelles sont les formes modulaires obtenues a` partir de
deux formes modulaires et de leurs de´rive´es (il a traite´ lui-meˆme le cas ou` les nouvelles formes
modulaires sont des fonctions rationnelles d’une seule forme modulaire et de ses de´rive´es). La
re´ponse que H. Cohen a fournit en 1977 est la suivante : les combinaisons biline´aires de deux
formes modulaires et de leurs de´rive´es qui sont encore modulaires sont de la forme suivante
λ[f, g]n ou` λ est un scalaire et
[f, g]n =
n∑
r=0
(−1)r
(
n + 2k − 1
n− r
)(
n + 2l − 1
r
)
f (r)g(n−r), (I.4)
ou` n est un nombre entier positif, et f (r) =
(
1
2pii
∂
∂z
)r
f . De plus, [f, g]n ∈M2k+2l+2n(Γ). Nous
allons d’abord de´montrer ce fait(cf.[4], [19], [34]).
Soit f ∈M2k(Γ), alors pour
(
a b
c d
)
∈ Γ et tout n ≥ 0, on a
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Lemme 2 Soit f une forme modulaire de poids 2k, alors
f (n)
(
az + b
cz + d
)
=
1
(2pii)n
n∑
i=0
n!(2k + n− 1)!
i!(n− i)!(2k + i− 1)!
cn−i(cz + d)2k+n+if (i)(z). (I.5)
De´monstration. La de´monstration se fait par re´currence sur n. L’e´nonce´ est e´videmment
valable pour n = 0. Le passage de n a` n + 1 se fait en observant que :
f (n+1)
(
az + b
cz + d
)
=
1
2pii
(
∂
∂z
f (n)
(
az + b
cz + d
))/(
∂
∂z
(
az + b
cz + d
))
=
1
2pii
(cz + d)2
∂
∂z
(
n∑
i=0
n!(2k + n− 1)!
i!(n− i)!(2k + i− 1)!
cn−i
(2pii)n−i
(cz + d)2k+n+if (i)(z)
)
=
1
2pii
(cz + d)2
[
n∑
i=0
n!(2k + n− 1)!
i!(n− i)!(2k + i− 1)!
cn−i
(2pii)n−i−1
(cz + d)2k+n+if (i+1)(z)
+
n∑
i=0
n!(2k + n− 1)!
i!(n− i)!(2k + i− 1)!
(2k + n + i)
cn−i+1
(2pii)n−i
(cz + d)2k+n+i−1f (i)(z)
]
=
1
2pii
(cz + d)2
[
(2pii)(cz + d)2k+2nf (n+1)(z)+
n∑
i=0
(
n!(2k + n− 1)!
(i− 1)!(n− i + 1)!(2k + i− 2)!
+
n!(2k + n− 1)!
i!(n− i)!(2k + i− 1)!
(2k + n + i)
)
cn−i+1
(2pii)n−i
(cz + d)2k+n+i−1f (i)(z)
]
=
1
2pii
(cz + d)2
[
(2pii)(cz + d)2k+2nf (n+1)(z)+
n∑
i=0
n!(2k + n− 1)!
i!(n + 1− i)!(2k + i− 1)!
[i(2k + i− 1) + (n + 1− i)(2k + n + i)]
cn−i+1
(2pii)n−i
(cz + d)2k+n+i−1f (i)(z)
]
=
1
2pii
(cz + d)2
[
(2pii)(cz + d)2k+2nf (n+1)(z)+
n∑
i=0
(n + 1)!(2k + n)!
i!(n + 1− i)!(2k + i− 1)!
cn−i+1
(2pii)n−i
(cz + d)2k+n+i−1f (i)(z)
]
=
n+1∑
i=0
(n + 1)!(2k + n)!
i!(n + 1− i)!(2k + i− 1)!
cn−i+1
(2pii)n−i+1
(cz + d)2k+n+1+if (i)(z).
Le lemme est donc de´montre´. 
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Remarque 3 Pour que (I.5) soit vrai, il suffit de supposer la modularite´ de f , on n’a besoin ni
d’holomorphie, ni de la condition de croissance au bord.
Une autre fac¸on d’e´crire ces formules de transformation est de dire que la fonction ge´ne´ratrice
f˜(z,X) :=
∞∑
n=0
1
n!(n + 2k − 1)!
f (n)(z)Xn, z ∈ H, X ∈ C, (I.6)
satisfait
f˜
(
az + b
cz + d
,
X
(cz + d)2
)
= (cz + d)2kecX/(cz+d)f˜(z,X), ∀
(
a b
c d
)
∈ Γ. (I.7)
Ecrivons la meˆme formule pour g ∈M2l, on trouve que le produit
f˜(z,X)g˜(z,−X) =
∞∑
n=0
(2pii)n
(n + 2k − 1)!(n + 2l − 1)!
[f, g]n(z)X
n, (I.8)
est multiplie´ par (cz + d)2k+2l quand z et X sont remplace´s par
az + b
cz + d
et
X
(cz + d)2
, et cela
de´montre la modularite´ de [f, g]n.
I.2 Zagier
Dans son article [34], Zagier introduit le point de vue suivant : soit Γ un sous-groupe de
congruence de PSL(2, Z), on de´finit une de´rivation X :M2k →M2k+2 par la formule :
Xf =
1
2pii
df
dz
−
1
2pii
∂
∂z
(log η4) · kf. (I.9)
(historiquement ceci est duˆ a` Ramanujan) et deux se´ries d’e´le´ments par re´currence :
fr+1 = ∂fr + r(r + 2k − 1)Φfr−1 , gs+1 = ∂gs + s(s + 2l − 1)Φgs−1, (I.10)
ou` Φ =
1
144
E4. Zagier de´montre que
n∑
r=0
(−1)r
(
n + 2k − 1
n− r
)(
n + 2l − 1
r
)
frgn−r = [f, g]n, (I.11)
ce qui rend e´vident la modularite´ du re´sultat car les fonctions fr et gn−r sont modulaires.
Il montre de plus que, pour toute alge`bre associative Z (ou N) gradue´e ayant une de´rivation
qui augmente le degre´ de 2, et tout e´le´ment Φ de degre´ 4, la formule (I.11) de´finit une structure
d’alge`bre de Rankin-Cohen canonique.
Remarque 4 Quand Φ = 0, la situation se re´duit a` ce que Zagier appelle alge`bre de Rankin-
Cohen standard.
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I.3 Cohen-Manin-Zagier, Eholzer
P. Cohen, Yu. Manin et Don Zagier proposent en 1995 ([5]) la construction suivante : soit
γ =
(
a b
c d
)
∈ SL(2, C). L’action de γ sur le demi-plan H s’e´crit
γ.z =
az + b
cz + d
,
Elle induit une action de SL(2, C) sur C(H) donne´e par la forme : ∀γ ∈ SL(2, C), ξ ∈ C(H)
(Wγξ)(z) = ξ(γ.z). (I.12)
Donc la de´rivation ordinaire ∂ =
1
2pii
∂
∂z
se transforme par(
W ∗γ ∂Wγξ
)
(z) = (cz + d)2∂ξ(γ.z). (I.13)
Maintenant on e´tend formellement la re`gle de Leibnitz pour obtenir la formule suivante a`
toute indice w ∈ N :
W ∗γ ∂
wWγ = [(cz + d)
2∂]w =
∞∑
n=0
n!
(
w
n
)(
w − 1
n
)
cn(cz + d)2w−n∂w−n. (I.14)
A partir d’une forme modulaire f ∈ M2k(Γ), on construit un ope´rateur pseudo-diffe´rentiel
formel
D−k(f, ∂) =
∞∑
n=0
(
−k
n
)(
−k − 1
n
)
(
−2k
n
) f (n)∂−k−n (I.15)
Il admet l’invariance suivante par rapport a` l’action du groupe Γ :
D−k(f |2kγ, ∂) = W
∗
γD−k(f, ∂)Wγ , (I.16)
pour tout γ ∈ SL2(C).
Cohen, Manin et Zagier affirment d’abord l’existence d’un isomorphisme entre l’espace des
se´ries formelles a` coefficients dans les formes modulaires et l’espace des ope´rateurs pseudo-
diffe´rentiels formels invariants.
On s’inte´resse ensuite a` la composition de deux tels ope´rateurs. Dans leur article, la com-
position de deux ope´rateurs pseudo-diffe´rentiels formels
∑
n gn(z)∂
w1−n et
∑
m hm(z)∂
w2−m est
de´finie par la formule
(∑
n
gn(z)∂
w1−n
)(∑
m
hm(z)∂
w2−m
)
=
∑
n,m
∑
r≥0
(
w1 − n
r
)
gn∂
r(hm)∂
w1+w2−n−m−r, (I.17)
qui e´tend formellement la re`gle de Leibnitz. Mais en re´alite´, nous pouvons obtenir cette relation
en utilisant l’identite´ suivante :
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∂−1h = h∂−1 + [∂−1, h]
= h∂−1 − ∂−1[∂, h]∂−1
= h∂−1 − ∂−1(∂h)∂−1
= h∂−1 − (∂h)∂−2 − [∂−1, ∂h]∂−1
= h∂−1 − (∂h)∂−2 + ∂−1[∂, ∂h]∂−1∂−1
= h∂−1 − (∂h)∂−2 + (∂2h)∂−3 + [∂−1, ∂2h]∂−2
= · · · · · · · · · · · · · · · · · · · · · · · ·
∼
∑
n=0
(−1)n∂nh∂−n−1, (I.18)
modulo les ope´rateur d’ordre −∞.
Maintenant en faisant la composition de D−k(f, ∂)(pour f ∈ M2k) avec D−l(g, ∂)(pour g ∈
M2l), on obtient un ope´rateur qui a la meˆme invariance sous l’action de groupe. Les coefficients
sont des combinaisons biline´aires de f , g et de leurs de´rive´es. Donc d’apre`s l’isomorphisme
mentionne´ plus haut, il existe une se´rie formelle a` coefficients dans les formes modulaires que
l’on notera µ(f, g) qui correspond a` cet ope´rateur. Autrement dit, il existe une unique suite
de formes modulaires hn ∈ M2k+2l+2n telle que D−k(f, ∂)D−l(g, ∂) =
∑
D−k−l−n(hn), et bien
e´videmment chaque hn s’expriment comme une combinaison biline´aire de f , g et de leurs de´rive´es.
D’apre`s le re´sultat de H. Cohen, on conclut que hn est un multiple de [f, g]n, et, plus pre´cise´ment
on a,
µ(f, g) =
∞∑
n=0
tn(k, l)[f, g]n (I.19)
ou` les coefficients
tn(k, l) =
1(
−2l
n
) ∑
r+s=n
(
−k
r
)(
−k − 1
r
)
(
−2k
r
)
(
n + k + l
s
)(
n + k + l − 1
s
)
(
2n + 2k + 2l − 2
s
) . (I.20)
Selon cette formulation il est facile de voir que µ(f, g) de´finit un produit associatif sur les
se´ries formelles a` coefficients dans les formes modulaires.
Ensuite ils conjecturent que ces coefficients s’e´crivent sous la forme :
tn(k, l) =
(
−
1
4
)n∑
j≥0
(
−32
j
)(
−12
j
)(1
2
j
)
(
−k − 12
j
)(
−l − 12
j
)(
n + k + l − 32
j
) . (I.21)
De plus Eholzer a ve´rifie´ pour les premiers termes que l’e´galite´
f ? g :=
∞∑
n=0
[f, g]n. (I.22)
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de´finit un produit associatif.
Pour avoir une formule qui contient a` la fois les deux cas, Cohen, Manin et Zagier ge´ne´ralisent
la notion d’ope´rateur pseudodiffe´rentiel formel invariant en introduisant un parame`tre κ : on
de´finit l’action de γ sur les fonctions ξ par
(W κγ ξ)(z) = ξ(γ.z)(cz + d)
κ, (I.23)
et on obtient
(
W κ∗γ ∂W
κ
γ ξ
)
(z) = (cz + d)2
1
2pii
ξ′(γ.z) + κ(cz + d)ξ(γ.z).
On peut donc de´finir
Dκ−k(f, ∂) =
∞∑
n=0
(
−k
n
)(
−k + κ− 1
n
)
(
−2k
n
) f (n)∂−k−n, (I.24)
et ve´rifier que les ope´rateurs Dκ−k(f, ∂) satisfont D
κ
−k(f |2kγ, ∂) = W
κ∗
γ D
κ
−k(f, ∂)W
κ
γ . Comme
ci-dessus, la composition de deux ope´rateurs de ce type donne un produit associatif
µκ(f, g) =
∞∑
n=0
tκn(k, l)[f, g]n, (I.25)
ou` les coefficients sont
tκn(k, l) =
1(
−2l
n
) ∑
r+s=n
(
−k
r
)(
−k + κ− 1
r
)
(
−2k
r
)
(
n + k + l − κ
s
)(
n + k + l − 1
s
)
(
2n + 2k + 2l − 2
s
) . (I.26)
A nouveau, ces coefficients sont conjecture´s e´gaux a`
tκn(k, l) =
(
−
1
4
)n∑
j≥0
(
n
2j
) (−12
j
)(
κ− 32
j
)(1
2 − κ
j
)
(
−k − 12
j
)(
−l − 12
j
)(
n + k + l − 32
j
) . (I.27)
La de´monstration de l’e´galite´ des deux se´ries de coefficients n’est pas fournie. Il est tout
simplement indique´ que ceci est une situation simplifie´e de l’identite´ combinatoire
(−4)n(
2x
n
) ∑
r+s=n
(
y
r
)(
y − a
r
)
(
2y
r
)
(
z
s
)(
z + a
s
)
(
2z
s
) =∑
j≥0
(
n
2j
) (−12
j
)(
a− 12
j
)(
−a− 12
j
)
(
x− 12
j
)(
y − 12
j
)(
z − 12
j
) (I.28)
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ou` n ≥ 0 et les variables a, x, y, z satisfont x + y + z = n− 1.
La de´monstration de cette dernie`re identite´ devrait faire partie d’un article([36]) que Zagier
n’a pas encore publie´.
Nous donnons dans le Chapitre IV une de´monstration de cette dernie`re identite´ qui implique
en particulier l’e´quivalence des coefficients.
Remarque 5 On souligne que pour de´finir les objets ci-dessus, seule la modularite´ de la fonction
f est utilise´e. On peut donc ge´ne´raliser au cas d’une fonction non holomorphe.
I.4 Connes-Moscovici
Soit
Γ(N) =
{(
a b
c d
)
∈ SL2(Z) ;
(
a b
c d
)
≡
(
1 0
0 1
)
modN
}
, (I.29)
et
M(Γ(N)) := Σ⊕M2k(Γ(N)) , resp. M
0(Γ(N)) := Σ⊕M02k(Γ(N)) , (I.30)
on pose
M := lim−→
N→∞
M(Γ(N)) , resp. M0 := lim−→
N→∞
M0(Γ(N)) . (I.31)
On de´finit l’alge`bre modulaire de Hecke ([12]) comme l’alge`bre des formes de Hecke ope´ratorielles
de niveau Γ. Une telle forme est une application
F : Γ\GL+2 (Q) → M ,
Γα 7→ Fα ∈M ,
(I.32)
a` support fini, qui ve´rifie la condition de covariance :
Fαγ (z) = Fα|γ(z) = Fα(γ.z) , ∀α ∈ GL
+
2 (Q), γ ∈ Γ, z ∈ H . (I.33)
Le produit est de´fini comme
(F 1 ∗ F 2)α :=
∑
β∈Γ\GL+
2
(Q)
F 1β · F
2
αβ−1
∣∣∣β. (I.34)
La Proposition 2 de [12] montre que l’on obtient ainsi une structure d’alge`bre associative,
note´e A(Γ).
On construit ensuite une action(explicite) de l’alge`bre de Hopf H1(cf. Annexe A pour les
de´finitions) sur A(Γ). Commenc¸ons par rappeler deux de´rivations deM :
X :=
1
2pii
∂
∂z
−
1
12pii
∂
∂z
(log ∆) · Y =
1
2pii
∂
∂z
−
1
2pii
∂
∂z
(log η4) · Y , (I.35)
ou`
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∆(z) = (2pi)12 η24(z) = (2pi)12 q
∞∏
n=1
(1− qn)24 , q = e2piiz (I.36)
est la forme parabolique de poids 12, donne´e en terme de la fonction η de Dedekind, alors que
Y est l’ope´rateur d’Euler
Y (f) = k · f , ∀ f ∈M2k . (I.37)
De´finissons ensuite pour γ =
(
a b
c d
)
∈ GL+(2, Q) ,
µγ (z) =
1
2pi2
(
G∗2|γ (z)−G
∗
2(z) +
2pii c
cz + d
)
(I.38)
ou`
G∗2(z) = 2ζ(z) + 2
∑
m≥1
∑
n∈Z
1
(mz + n)2
=
pi2
3
− 8pi2
∑
m,n≥1
me2piimnz. (I.39)
Notons ici µα ≡ 0 si α ∈ SL2(Z) ,
Maintenant pour un e´le´ment F ∈ A(Γ), on de´finit
Y (F )α := Y (Fα) , ∀F ∈ A(Γ) , α ∈ G
+(Q) ,
X(F )α := X(Fα) ,
δn(F )α := µn,α · Fα , (I.40)
ou`
µn,α := X
n−1(µα) , ∀n ∈ N . (I.41)
L’alge`bre A(Γ) est gradue´e par le poids des formes modulaires, i.e. par l’ope´rateur Y . La sous-
alge`bre de poids 0 est l’alge`bre de Hecke standard associe´e a` Γ.
On remarque le fait suivant : quand on se restreint aux formes modulaires, on voit sans
difficulte´ l’action de X et Y , mais on ne voit pas l’action des δn. Ceux-ci n’agissent que dans la
direction comple´mentaire (du groupe GL+2 (Q)).
Nous avons le the´ore`me de Connes et Moscovici :
The´ore`me 6 Soit Γ un sous groupe de congruence.
10. Les formules (I.40) de´finissent une action de Hopf de l’alge`bre de Hopf H1 sur l’alge`bre
A(Γ).
20. La de´rivation de Schwarz δ′2 = δ2−
1
2
δ21 est inte´rieure et est imple´mente´e par un e´le´ment
de degre´ 4, ω4 ∈ A(Γ) .
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L’e´galite´ ω4 = −
1
72E4 sugge`re une relation avec l’alge`bre de Rankin-Cohen Canonique que Zagier
avait de´finie. Connes et Moscovici proposent alors une ge´ne´ralisation des crochets de Rankin-
Cohen dans le cadre ge´ne´ral des actions de H1 sur une alge`bre quelconque qui sont projectives
au sens suivant :
Supposons que nous avons une action de H1 sur une alge`bre A et que la de´rivation δ
′
2 est
inte´rieure et implemente´e par un e´le´ment Ω ∈ A tel que,
δ′2(a) = Ω a− aΩ , ∀a ∈ A (I.42)
ou` l’on suppose, d’apre`s la commutativite´ de δk,
δk(Ω) = 0 , ∀k ∈ N (I.43)
Il s’en suit que
δk(X
j(Ω)) = 0 , ∀k , j ∈ N. (I.44)
On dit que l’action de H1 sur A est munie d’une structure projective et on de´finit An et Bn
par les relations de re´currence,
An+1 := S(X)An − nΩ
o
(
Y −
n− 1
2
)
An−1, (I.45)
Bn+1 := X Bn − nΩ
(
Y −
n− 1
2
)
Bn−1, (I.46)
ou` A−1 := 0, A0 := 1 et B0 := 1, B1 := X. On de´finit
RCn(a, b) :=
n∑
k=0
Ak
k!
(2Y + k)n−k(a)
Bn−k
(n− k)!
(2Y + n− k)k(b). (I.47)
Dans le cas de l’alge`bre modulaire de Hecke , cela reproduit exactement les crochets de
Rankin-Cohen sur les formes modulaires.
Maintenant, en tenant compte des travaux de Cohen-Manin-Zagier et d’Eholzer, notamment
(I.22), Connes et Moscovici obtiennent, en utilisant le fait que l’alge`bre de Hecke modulaire est
un produit croise´ de M par une action de GL+(2, R) (re´duite par un projecteur eΓ), que le
foncteur
RC :=
∑
RCn (I.48)
applique´ surA(Γ) de´finit une de´formation formelle. De plus, en de´montrant l’injectivite´ comple`te,
nous pouvons utiliser l’associativite´ du produit de´forme´ des formes modulaires pour de´montrer
l’associativite´ au niveau de l’alge`bre de Hopf, puis celle sur la de´formation d’une alge`bre quel-
conque (munie d’une structure projective). On a ([13])
I.4. CONNES-MOSCOVICI 11
The´ore`me 7 Le foncteur RC∗ applique´ a` toute alge`bre A munie d’une structure projective
donne une famille de de´formations formelles associatives de A, dont les produits de´forme´s sont
donne´s par
f ? g =
∑
RCn(f, g)~
n. (I.49)
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Chapitre II
Rankin-Cohen via Fedosov
Nous pre´sentons ici un autre point de vue qui donne l’associativite´ au niveau d’action
d’alge`bre de Hopf avec une structure projective. Il s’agit d’une collaboration avec Pierre Bie-
liavsky et Xiang Tang([2]).
II.1 La construction de Fedosov
Rapelons pour commencer la construction de quantification par de´formation de Fedosov pour
une varie´te´ symplectique :
Soit (M,ω) une varie´te´ symplectique de dimension 2n. Pour chaque fibre TxM du fibre´
tangent, qui est e´galement une varie´te´ symplectique, on de´finit une alge`bre associative unife`re
Wx sur C que l’on appelle l’alge`bre de Weyl, dont les e´le´ments sont des se´ries formelles de la
forme
a(y, ~) =
∑
k,|α|≥0
~kak,αy
α,
ou` ~ est un parame`tre formel et y = (y1, . . . , y2n) ∈ TxM un vecteur tangent, α = (α1, . . . , α2n)
un multi-indice, yα = (y1)α1 · · · (y2n)α2n .
Le produit de deux e´le´ments a, b ∈Wx est donne´ par :
a ◦ b = exp
(
−
i~
2
ωij
∂
∂yi
∂
∂zj
)
a(y, ~)b(z, ~)|z=y
=
∞∑
k=0
(
−
i~
2
)k 1
k!
ωi1j1 · · ·ωikjk
∂ka
∂yi1 · · · ∂yik
∂kb
∂yj1 · · · ∂yjk
. (II.1)
Nous conside´rons le fibre´ des alge`bres de Weyl W sur (M,ω) dont la fibre en chaque point x
est Wx, et notons par C
∞(W ) l’alge`bre des sections lisses de W . Pour introduire la connexion
de Fedosov, nous prenons l’alge`bre Γ∞(W ⊗
∧
) = ⊕2nq=0Γ
∞(W ⊗
∧q), ou` ∧q est l’ensemble des
q-formes lisses.
On de´finit quelques ope´rations sur Γ∞(W ⊗
∧
).
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1. le commutateur : [a, b] = a ◦ b − (−1)deg(a) deg(b)b ◦ a, ou` ◦ est la multiplication point par
point.
2. δ, δ∗ : Γ∞(W ⊗
∧
)→ Γ∞(W ⊗
∧
),
δa = dxk ∧
∂a
∂yk
, δ∗a = yki
(
∂
∂xk
)
a.
Quand on fixe un champ de base ei du fibre´ tangent, une connexion ∇ est de´termine´e par
les identite´s
∇eiej =
∑
k
Γkijek, (II.2)
ou` les Γkij sont appele´s les symboles de Christoffel.Une connexion symplectique ∇ sur M est dite
sans torsion si elle ve´rifie
Γkij = Γ
k
ji. (II.3)
Une connexion abe´lienne (de Fedosov) sur le fibre´ en alge`bres de Weyl W est une application
line´aire D : Γ∞(W ⊗
∧
) → Γ∞(W ⊗
∧
) qui satisfait la re`gle de Leibnitz telle que, pour toute
section a ∈ Γ∞(W ⊗
∧
),
D2a = 0.
Dans [15], sous l’hypothe`se d’existence d’une connexion sans torsion, Fedosov de´montre qu’il
est toujours possible de construire une connexion abe´lienne D sur W de´finie par la formule
D = −δ + ∂ +
i
~
[r, ·], (II.4)
ou` ∂a := da+
i
~
[Γ, a], avec Γ =
1
2
Γijky
iyjdx =
1
2
∑
µ
Γµijωµky
iyjdx, et ou` r est une 1-forme locale
a` valeurs dans W .
On regarde la sous-alge`bre WD ⊂ Γ
∞(W ) des sections plates pour D. Le the´ore`me principal
que l’on utilise est le suivant(Theorem 5.3.3, Page 153 dans [15]) :
The´ore`me 8 Pour tout a0 ∈ C
∞(M)[[~]], il existe une unique section a ∈ WD, note´e par
σ−1(a0), telle que σ(a) = a0, ou` σ(a) de´signe la projection sur le centre : σ(a) = a(x, 0, h).
Cela implique dans un tout premier temps qu’il y a une correspondence bijective entre WD
et C∞(M)[[~]]. Nous pouvons alors de´finir sur C∞(M)[[~]] un produit associatif
a ? b = σ(σ−1(a) ◦ σ−1(b)). (II.5)
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II.2 De´formation Universelle de h1
On s’inte´resse a` la situation ou` nous avons une action de l’alge`bre de Hopf H1 sur une alge`bre
A (cf. Annexe A pour les notations). Dans le cas ou` tous les δn agissent trivialement, l’alge`bre
de Lie H1 est re´duite a` h1, l’alge`bre de Lie du groupe ”ax+b” ; et l’alge`bre de Hopf H1 se re´duit
a` l’alge`bre enveloppante U(h1) pour h1. Maintenant RCred :=
∑
RCn,red~
n est une formule de
de´formation universelle pour h1(ce qui veut dire qu’il existe un e´le´ment F ∈ U(h1)⊗ U(h1)[[~]]
tel que ((∆⊗ 1)F )(F ⊗ 1) = ((1⊗∆)F )(1⊗ F )), ou` RCn,red est une version re´duite de (I.47) :
RCn,red(a, b)
de´f
=
n∑
k=0
[
(−1)k
k!
Xk(2Y + k)n−k(a)
1
(n− k)!
Xn−k(2Y + n− k)k(b)
]
, (II.6)
ou` X,Y ∈ h1 sont tels que [Y,X] = X, (α)k
def
= α(α + 1)...(α + k − 1), et a, b ∈ A.
Nous e´tudions dans cette section cette de´formation universelle.
II.2.a La Formule de De´formation Universelle de Giaquinto-Zhang
Dans leur article de 1993(publie´ en 1998), Giaquinto et Zhang ([18][Thm 2.20]) ont propose´
une formule de de´formation universelle(FDU) pour h1 : e´tant donne´s deux e´le´ments X et Y avec
[Y,X] = X, la formule suivante donne une FDU pour l’alge`bre de Hopf associe´e a` h1
F =
∞∑
n=0
~n
n!
Fn = 1× 1 + ~X ∧ Y +
~2
2!
(
X2 ⊗ Y2 − 2XY1 ⊗XY1 + Y2 ⊗X
2
)
+ · · · , (II.7)
ou` Fn est de´finie par Fn =
n∑
r=0
(−1)r
(
n
r
)
Xn−rYr ⊗X
rYn−r.
Proposition 9 L’e´le´ment F peut eˆtre re´alise´ comme le produit de Moyal standard :
exp
(←−
∂
∂x
∧
−→
∂
∂y
)
=
∑
n
∑
r
(−1)r
r!(n− r)!
∂n−r
∂xn−r
∂r
∂yr
⊗
∂r
∂xr
∂n−r
∂yn−r
(II.8)
De´monstration. Nous conside´rons l’espace R×R+ sur lequel X et Y agissent par Y = −y
∂
∂y
,
et X =
1
y
∂
∂x
. Il est e´vident que l’action de X et Y sur C∞(R× R+) est injective.
En vertu des identite´s,
Xr = Xr =
1
yr
∂r
∂xr
,
Yr = Y (Y + 1) · · · (Y + r − 1) = (−y)
r ∂
r
∂yr
.
Il en re´sulte tout de suite que F pour cette repre´sentation est e´gal au produit de Moyal. 
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II.2.b De´formation de Rankin-Cohen pour h1
Nous devons souligner que la formule de de´formation universelle (II.7) pour h1 n’est pas
e´gale a` RCred dans l’e´quation (II.6). Ne´anmoins nous allons voir que les deux sont e´quivalentes.
On fixe les notations (V, ω) :=
(
R2 = {(p, q)}, dp ∧ dq
)
et on note par h = h(V, ω) := V × R
l’alge`bre de Heisenberg associe´e. Soit g l’alge`bre de Lie de SL2(R), sl2(R) = spanR{H,E, F},
([H,E] = 2E, [H,F ] = −2F, [E,F ] = H), on forme le produit semi-direct naturel g˜ := g × h.
Ad-e´quivariante).
De fac¸on assez explicite, en notant les champs de vecteurs de la base par A?x :=
d
dt
∣∣∣
0
exp(−tA)·
x A ∈ g˜, on a
H? = −p∂p + q∂q;E
? = −q∂p;F
? = −p∂q;P
? = −∂p;Q
? = −∂q;
On note λ : g˜→ C∞(V ) l’application de moment correspondante(cette application est telle que
d(λ(X)) soit e´gal a` la contraction de X∗ avec la forme symplectique) :
λH = pq;λE =
1
2
q2;λF = −
1
2
p2;λP = q;λQ = −p.
Nous avons [A?, B?] = [A,B]? et λ[A,B] = {λA, λB} ou` le crochet de Poisson {u, v} = ∂pu∂qv −
∂pv∂qu, et A,B ∈ g˜.
Soit S := AN = exp(span{H,E}) la composante d’Iwasawa dans SL2(R), qui n’est autre
que le groupe “ax + b”. On conside`re l’orbite O
de´f
= S · (0, 1) dans V , qui est e´gale a` l’ensemble
{q > 0}. Comme S agit simplement transitivement sur O, on a l’identification φ de S dans O
de´finie par g 7→ g · (1, 0). On utilise la meˆme notation pour l’application de moment restreinte
transporte´e λ de g˜ dans C∞(S) de´finie par :
λA := φ
?
(
λA
∣∣∣
O
)
(A ∈ g˜). (II.9)
Lemme 10 Soit X˜g :=
d
dt
∣∣∣
0
g exp(tX) le champ de vecteurs invariant a` gauche associe´ a`
X ∈ h1 = Lie (S), alors :
(i) H˜ . λX+v = (−2) λX + (−1) λv pour X ∈ g et v ∈ V ;
(ii) E˜r . λX = 0 pour r ≥ 3, pour tout X ∈ g ;
(iii) E˜r . λv = 0 pour r ≥ 2, pour tout v ∈ V .
De´monstration. Une parame´trisation convenable pour la varie´te´ de groupe S est donne´e par :
R2 → S : (a, `) 7→ exp(aH) exp(`E).
Pour ces coordonne´es, la loi de groupe s’e´crit comme (a, `) · (a′, `′) = (a + a′, e−2a
′
` + `′). On
en de´duit des expressions pour les champs de vecteurs invariants a` gauche :
H˜ = ∂a − 2`∂` ; E˜ = ∂`.
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L’atlas correspondant sur l’orbite O ' S est donne´ par
p = ea` ; q = e−a.
On souligne que da ∧ d` = ±φ?ω|O (c’est la de´finition d’une application de Darboux). L’appli-
cation de moment (incomple`te) est donc
λH = ` ; λE =
1
2
e−2a ; λF = −
1
2
`2e2a ; λP = e
−a ; λQ = −e
a`.
Les trois e´nonce´s du lemme re´sultent alors d’un calcul direct. 
Dans (II.6), pour toute action de U(h1) a` gauche sur une alge`bre A, les crochets de Rankin-
Cohen sur U(h1) sont de´finis par,
RCn,red(a, b) :=
n∑
k=0
[
(−1)k
k!
Xk(2Y + k)n−k(a)
1
k!
Xn−k(2Y + n− k)k(b)
]
,
ou` X et Y ∈ h1 sont tels que [Y,X] = X, (α)k stackreldef=α(α + 1)...(α + k − 1), et a et b
appartenant a` A.
Puisque h1 agit comme champ de vecteurs invariants a` gauche sur S, l’alge`bre U(h1) agit
comme ope´rateurs diffe´rentiels invariants a` gauche sur C∞(S), et RCn,red, un e´le´ment de U(h1)⊗
U(h1), agit comme un ope´rateur bi-diffe´rentiel invariant a` gauche sur C
∞(S). Comme [H,E] =
2E, on note
Y =
1
2
H˜ et X = E˜. (II.10)
Lemme 11 Pour tout A dans g˜, nous avons
[λA , u]n
de´f
= RCn,red(λA , u)−RCn,red(u , λA) = 0 pour n 6= 1. (II.11)
De´monstration. Pour X ∈ g et v ∈ V , le Lemme 10 implique que X k(2Y + r)s.λX+v =
(−2 + r)sX
kλX + (−1 + r)sX
kλv = 0 si k > 2. Par conse´quent, dans l’expression (II.6) de
RCn,red(λX+v, u) seuls les trois premiers termes correspondant a` k = 0, 1, 2 ont une contribution
non nulle. Dans ces termes les facteurs suivants apparaissent :
• pour k = 0 : (−2)nλX + (−1)nλv ; (II.12)
• pour k = 1 : E˜.[(−1)n−1λX + (0)n−1λv] ; (II.13)
• pour k = 2 : E˜2.[(0)n−2λX + (1)n−2λv]. (II.14)
1. La premie`re expression (II.12) s’annule de`s que n ≥ 3. En effet, une fois n − 1 ≥ 2,
(−2)n = (−2)(−2 + 1)(−2 + 2)...(−2 + n − 1) est nul ; et par le meˆme argument (−1)n
s’annule si n− 1 ≥ 1 ;
2. Toujours par le meˆme argument, la deuxie`me expression (II.13) s’annule pour n− 2 ≥ 1,
et donc si n ≥ 3 ;
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3. A la fin, la troisie`me expression (II.14) est e´gale a` (n − 2)!E˜2(λv) qui est identiquement
nulle d’apre`s le Lemme 10 (iii). On en conclut donc par la simple observation que RC0 et
RC2 sont symme´triques. 
En vertu de ce Lemme 11, la forme re´duite (II.6) de la de´formation de Rankin-Cohen (I.47)
de´finit un star produit g˜ invariant sur (V, ω). Dans le Corollaire 2, Section 2.7 de [17], S. Gutt
a montre´ qu’il existe un unique star produit g˜-invariant sur (V, ω), qui est le produit de Moyal
standard. On conclut donc que la de´formation de Rankin-Cohen sur C∞(S) est identique au
produit de Moyal. On obtient donc
Proposition 12 La de´formation de Rankin-Cohen re´duite realise´e sur O ⊂ V co¨ıncide avec la
restriction sur O du produit de Moyal standard sur (V,Ω).
Pour ge´ne´raliser la construction de la Proposition 12, on explique sa relation avec la the´orie
de quantification par de´formation des varie´te´s symplectiques de Fedosov.
L’action naturelle du groupe S ' “ax + b” sur R,
exp(aH + nE) · x1 := e
2ax1 + ne
a,
se rele`ve a` T ?(R) = R2 par la formule
exp(aH + nE) · (x1, x2) := (e
2ax1 + ne
a, e−2ax2).
La S-orbite O˜ du point o˜ := (0, 1) = dx1|0 ∈ T
?(R2) est alors naturellement isomorphe a` l’espace
S-homoge`ne O ⊂ V ; notamment on a l’identification :
ϕ : O → O˜ : g · e2 7→ g · o˜.
Si l’on passe aux coordonne´es (p, q) sur O, cela devient :
ϕ(p, q) =
(
p
2q
, q2
)
.
En identifiant O˜ avec S (via ϕ ◦ φ), on obtient des expressions pour les champs de vecteurs
invariants a` gauche :
H˜ = −2x2∂x2 ; E˜ =
1
x2
∂x1 .
En particulier, on fixe les notations
H˜ = 2Y et E˜ = X.
En e´crivant ∇O la restriction a` O de la connexion standard plate symme´trique sur V (∇O∂p∂p =
∇O∂q∂p = ∇
O
∂q
∂q = 0), et en prenant
∇O˜ := ϕ(∇O),
on obtient une connexion symplectique sur O˜,
∇O˜∂x1
∂x1 = 0 ; ∇
O˜
∂x1
∂x2 =
1
2x2
∂x1 ; ∇
O˜
∂x2
∂x2 = −
1
2x2
∂x2 . (II.15)
On identifie O˜ avec R×R+, et on utilise∇O˜ pour construire une quantification par de´formation
de (R× R+, ω
de´f
= dx ∧ dy) comme de´crite dans la Section II.1.
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Corollaire 13 La de´formation de Rankin-Cohen re´duite sur O˜ est identique a` la construction
des star produits de Fedosov sur (O˜, ω) en utilisant la connexion ∇O˜.
II.2.c Rankin-Cohen re´duite–me´thode explicite
Ici on donne un calcul explicite qui montre l’identification du produit de Rankin-Cohen
re´duit avec la restriction du produit de Moyal. Comme dans II.2.a, on garde le meˆme espace
ge´ome´trique R× R+ sur lequel X et Y agissent comme Y = −
1
2
(
y
∂
∂y
+ x
∂
∂x
)
, et X =
1
y
∂
∂x
.
Nous avons d’abord
Xn(2Y +n)(2Y +n+1) · · · (2Y +n+m−1) =
(−1)m
yn
(
m∑
r=0
(
m
r
)
xr
∂r
∂xr
ym−r
∂m−r
∂ym−r
)(
∂
∂x
)n
. (II.16)
Ceci est a` de´montrer par re´currence sur m et n. Le re´sultat est e´vident pour m = 0, et si
l’e´galite´ a lieu pour m et n, on a pour m + 1 et n,
Xn(2Y + n)(2Y + n + 1) · · · (2Y + n + m)
= Xn(2Y + n)(2Y + n + 1) · · · (2Y + n + m− 1)(2Y + n + m)
=
(−1)m
yn
(
m∑
r=0
(
m
r
)
xr
∂r
∂xr
ym−r
∂m−r
∂ym−r
)(
∂
∂x
)n(
−y
∂
∂y
− x
∂
∂x
+ n + m
)
=
(−1)m
yn
(
m∑
r=0
(
m
r
)
xr
∂r
∂xr
[
−(m− r)ym−r
∂m−r
∂ym−r
− ym−r+1
∂m−r+1
∂ym−r+1
])
(
∂
∂x
)n
+
(−1)m
yn
(
m∑
r=0
(
m
r
)
xr
∂r
∂xr
ym−r
∂m−r
∂ym−r
)(
−n(
∂
∂x
)n − x(
∂
∂x
)n+1
)
+
(−1)m
yn
(
m∑
r=0
(
m
r
)
xr
∂r
∂xr
ym−r
∂m−r
∂ym−r
)(
∂
∂x
)n
(n + m)
=
(−1)m
yn
(
m∑
r=0
(
m
r
)
xr
∂r
∂xr
[
rym−r
∂m−r
∂ym−r
− ym−r+1
∂m−r+1
∂ym−r+1
])(
∂
∂x
)n
+
(−1)m
yn
(
m∑
r=0
(
m
r
)
xr
∂r
∂xr
ym−r
∂m−r
∂ym−r
)(
−x
(
∂
∂x
)n+1)
=
(−1)m+1
yn
(
m+1∑
r=0
(
m + 1
r
)
xr
∂r
∂xr
ym+1−r
∂m+1−r
∂ym+1−r
)(
∂
∂x
)n
. (II.17)
Alors d’apre`s le calcul ci-dessous,
p∑
k=0
(−1)k
(
p
k
)
Xk(2Y + k)(2Y + k + 1) · · · (2Y + p− 1)
⊗Xp−k(2Y + p− k)(2Y + p− k + 1) · · · (2Y + p− 1)
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=
p∑
k=0
(−1)k
(
p
k
)[
(−1)p−k
yk
(
p−k∑
r=0
(
p− k
r
)
xr
∂r
∂xr
yp−k−r
∂p−k−r
∂yp−k−r
)(
∂
∂x
)k]
⊗
[
(−1)k
yp−k
(
k∑
s=0
(
k
s
)
xs
∂s
∂xs
yk−s
∂k−s
∂yk−s
)(
∂
∂x
)p−k]
=
∑
t=r+s=0
(
x
y
)t p∑
k=0
∑
r+s=t
(−1)p−k
(
p
k
)(
p− k
r
)(
k
s
)
(
∂
∂x
)k+r ( ∂
∂y
)p−k−r
⊗
(
∂
∂x
)p−k+s( ∂
∂y
)k−s
=
∑
t=r+s=0
(
x
y
)t p∑
k=0
∑
r+s=t
(−1)p−k
p!
k!(p− k)!
(p− k)!
r!(p− k − r)!
k!
s!(k − s)![(
∂
∂x
)k+r ( ∂
∂y
)p−k−r
⊗
(
∂
∂x
)p−k+s( ∂
∂y
)k−s]
=
∑
t=r+s=0
(
x
y
)t p∑
k=0
∑
r+s=t
p!
t!(p− t)!
(−1)r
t!
r!s!
(−1)p−k−r
(p− t)!
(p− k − r)!(k − s)![(
∂
∂x
)k+r ( ∂
∂y
)p−k−r
⊗
(
∂
∂x
)p−k+s( ∂
∂y
)k−s]
=
∑
t=r+s=0
(
x
y
)t p!
t!(p− t)!
p−r∑
k=s
(−1)p−k−r
(p− t)!
(p− k − r)!(k − s)!
∑
r+s=t
(−1)r
t!
r!s![(
∂
∂x
)k+r ( ∂
∂y
)p−k−r
⊗
(
∂
∂x
)p−k+s( ∂
∂y
)k−s]
=
∑
t=r+s=0
(
x
y
)t p!
t!(p− t)!
p−r∑
k=s
(−1)p−k−r
(p− t)!
(p− k − r)!(k − s)!
(1− 1)t[(
∂
∂x
)k+r ( ∂
∂y
)p−k−r
⊗
(
∂
∂x
)p−k+s( ∂
∂y
)k−s]
=
p∑
k=0
(−1)p−k
(
p
k
)(
∂
∂x
)k ( ∂
∂y
)p−k
⊗
(
∂
∂x
)p−k( ∂
∂y
)k
. (II.18)
On retrouve donc le produit de Moyal.
II.3 Construction exacte ge´ne´rale
Sur le demi-plan supe´rieur, on regarde la connexion suivante :
∇ ∂
∂x1
∂
∂x1
= µ(x1, x2)
∂
∂x2
, ∇ ∂
∂x1
∂
∂x2
=
1
2x2
∂
∂x1
,
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∇ ∂
∂x2
∂
∂x1
=
1
2x2
∂
∂x1
, ∇ ∂
∂x2
∂
∂x2
= −
1
2x2
∂
∂x2
. (II.19)
Ici µ est une fonction sur R dont on pre´cisera le roˆle plus tard.
Dans la suite, on e´tudie l’influence de cette connexion (II.19) sur le produit (II.5).
Lemme 14 La connexion ∇ (II.19) est plate si et seulement si µ(x1, x2) = x2ν(x1), ou` ν(x1)
est une fonction lisse quelconque sur R.
De´monstration On calcule directement la courbure de ∇ et obtient
R
(
∂
∂x1
,
∂
∂x2
)(
∂
∂x1
)
= ∇ ∂
∂x1
∇ ∂
∂x2
(
∂
∂x1
)
−∇ ∂
∂x2
∇ ∂
∂x1
(
∂
∂x1
)
= ∇ ∂
∂x1
(
1
2x2
∂
∂x1
)
−∇ ∂
∂x2
(
µ(x1, x2)
∂
∂x2
)
=
1
2x2
(
µ(x1, x2)
∂
∂x2
)
−
∂µ
∂x2
∂
∂x2
− µ(x1, x2)
(
−
1
2x2
∂
∂x2
)
=
(
µ
x2
−
∂µ
∂x2
)
∂
∂x2
R
(
∂
∂x1
,
∂
∂x2
)(
∂
∂x2
)
= ∇ ∂
∂x1
∇ ∂
∂x2
(
∂
∂x2
)
−∇ ∂
∂x2
∇ ∂
∂x1
(
∂
∂x2
)
= ∇ ∂
∂x1
(
−
1
2x2
∂
∂x2
)
−∇ ∂
∂x2
(
1
2x2
∂
∂x1
)
= −
1
2x2
1
2x2
∂
∂x1
−
(
−
1
2x22
)
∂
∂x1
−
1
2x2
1
2x2
∂
∂x1
= 0. (II.20)
Il en re´sulte que R = 0 si et seulement si
µ
x2
−
∂µ
∂x2
= 0. La solution de cette e´quation aux
de´rive´es partielles du premier ordre est µ = x2ν(x1), ou` ν(x1) est une fonction lisse quelconque
sur R. 
On suppose de´sormais que la connexion (II.19) est plate. On de´forme (O˜ = R × R+, ω =
dx1 ∧ dx2) en utilisant cette connexion. Nous fixons comme base canonique de cette varie´te´
symplectique e1 =
∂
∂x1
, e2 =
∂
∂x2
D’apre`s (II.19), les symboles de Christoffel pour ∇O˜ sont calcule´s comme suit,
Γ111 = Γ
2
12 = Γ
2
21 = Γ
1
22 = 0 , Γ
2
11 = µ , Γ
1
12 = Γ
1
21 =
1
2x2
, Γ222 = −
1
2x2
.
Prenons la Formule (5.1.8) de [15] avec les meˆmes notations, on trouve
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Γ111 = ω11Γ
1
11 + ω12Γ
2
11 = ω12µ, Γ211 = ω21Γ
1
11 + ω22Γ
2
11 = 0,
Γ112 = ω11Γ
1
12 + ω12Γ
2
12 = 0, Γ121 = ω11Γ
1
21 + ω12Γ
2
21 = 0,
Γ212 = ω21Γ
1
12 + ω22Γ
2
12 =
1
2x2
ω21, Γ221 = ω21Γ
1
21 + ω22Γ
2
21 =
1
2x2
ω21,
Γ122 = ω11Γ
1
22 + ω12Γ
2
22 = −
1
2x2
ω12, Γ222 = ω21Γ
1
22 + ω22Γ
2
22 = 0.
On peut e´crire Γ, a, Γ ◦ a, a ◦ Γ, et [Γ, a] sous la forme.
Γ =
1
2
ω21
{[
−µ(u1)2 +
1
2x2
(u2)2
]
dx1 +
1
2x2
2u1u2dx2
}
,
a =
∑
am,n(u
1)m(u2)n,
ou` les am,n sont des se´ries formelles en ~.
Γ ◦ a = Γa +
(
−ih
2
)
1
1!
[
ω12
(
ω21
2
(
−µ2u1dx1 +
1
2x2
2u2dx2
))∑
am,n(u
1)mn(u2)n−1
+ω21
ω21
2
1
2x2
(2u2dx1 + 2u
1dx2)
∑
am,nm(u
1)m−1(u2)n
]
+
(
−ih
2
)2 1
2!
[
(ω12)2
(ω21
2
(−2µ)dx1
)∑
am,n(u
1)mn(n− 1)(u2)n−2
+2ω12ω21
(
ω21
2
2
2x2
dx2
)∑
am,nm(u
1)m−1n(u2)n−1
+(ω21)2
(
ω21
2
2
2x2
dx1
)∑
am,nm(m− 1)(u
1)m−2(u2)n
]
,
a ◦ Γ = aΓ +
(
−ih
2
)
1
1!
[
ω12
ω21
2
1
2x2
(2u2dx1 + 2u
1dx2)
∑
am,nm(u
1)m−1(u2)n
+ω21
(
ω21
2
(
−µ2u1dx1 +
1
2x2
2u2dx2
))∑
am,n(u
1)mn(u2)n−1
]
+
(
−ih
2
)2 1
2!
[
(ω12)2
(ω21
2
(−2µ)dx1
)∑
am,n(u
1)mn(n− 1)(u2)n−2
+2ω12ω21
(
ω21
2
2
2x2
dx2
)∑
am,nm(u
1)m−1n(u2)n−1
+(ω21)2
(
ω21
2
2
2x2
dx1
)∑
am,nm(m− 1)(u
1)m−2(u2)n
]
,
et nous avons
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i
h
[Γ, a] =
∑(1
2
(−µ)2am,n(u
1)mn(u2)n−1 −
1
4x2
2am,nm(u
1)m−1(u2)n+1
)
dx1
+
1
4x2
(2am,n(u
1)mn(u2)n − 2am,nm(u
1)m(u2)n)dx2.
Lorsque µ = x1ν(x2), ∇
2 est nulle, donc en vertu du The´ore`me 8, pour toute f ∈ C∞(R ×
R+)[[~]], il y a une unique solution de l’e´quation Da = 0 telle que a0,0 = f . Dans la suite, on
calcule l’expression explicite de a.
D’abord, pour Da,
Da = ∂a− δa = −δa + da +
i
h
[Γ, a]
= −
∑
am,nm(u
1)m−1(u2)ndx1 −
∑
am,n(u
1)mn(u2)n−1dx2
+
∑ ∂am,n
∂x1
(u1)m(u2)ndx1 +
∑ ∂am,n
∂x2
(u1)m(u2)ndx2
+[−µ
∑
am,nn(u
1)m+1(u2)n−1 −
∑ am,n
2x2
m(u1)m−1(u2)n+1]dx1
+
∑ am,n
2x2
(n−m)(u1)m(u2)ndx2.
L’e´quation Da = 0 donne le syste`me des e´quations diffe´rentielles suivant :
−am+1,n(m + 1) +
∂am,n
∂x1
− (n + 1)µam−1,n+1 −
am+1,n−1
2x2
(m + 1) = 0,
−am,n+1(n + 1) +
∂am,n
∂x2
+
am,n
2x2
(n−m) = 0.
Etant donne´ a0,0 = f , il est possible de re´soudre le syste`me par re´currence.
am,0 =
1
m
(
∂am−1,0
∂x1
− µam−2,1
)
=
1
m
(
∂am−1,0
∂x1
− µ
(
∂
∂x2
−
m− 2
2x2
)
am−2,0
)
,
am,n =
1
n!
(
∂
∂x2
−
m
2x2
)
· · ·
(
∂
∂x2
+
n−m− 1
2x2
)
am,0.
Si l’on e´crit
X =
1
x2
∂
∂x1
,
Y = −x2
∂
∂x2
,
(II.21)
nous pouvons conside´rer les quantite´s suivantes
Am+1 = −XAm −m
µ
x32
(
Y −
m− 1
2
)
Am−1,
Bm+1 = XBm −m
µ
x32
(
Y −
m− 1
2
)
Bm−1.
(II.22)
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L’inte´reˆt de ce calcul, c’est qu’il confuit aux relations ci-dessous :
am,n =
xm−n2
n!
Am
m!
(2Y + m) · · · (2Y + m + n− 1)a,
bn,m =
xn−m2
m!
Bn
n!
(2Y + n) · · · (2Y + m + n− 1)b.
(II.23)
Les expressions de Am et Bm ici sont identiques aux relations de re´currences dans (2.9) de
[13] avec −X, et
µ
x32
=
ν
x22
jouant respectivement les roˆles de S(X) et de Ω. On obtient ainsi
un produit associatif selon Fedosov qui est un analogue de celui de Connes-Moscovici, dont la
construction fait intervenir deux de´rivations X et Y telles que [Y,X] = X, et un e´le´ment Ω.
II.4 Structure Projective
Pour reconstruire la de´formation de Rankin-Cohen a` la Connes-Moscovici, on a besoin de
mieux comprendre la signification ge´ome´trique d’une structure projective, dont la de´finition
pre´cise est donne´e ici :
De´finition 15 ([13]) Supposons que nous avons une action de H1 sur une alge`bre A. Cette
action est dite projective si δ′2
de´f
= δ2 −
1
2δ
2
1 est donne´e de fac¸on inte´rieure par un e´le´ment
Ω ∈ A, i.e.,
δ′2(a) = [Ω, a], ∀a ∈ A,
et
δk(Ω) = 0, ∀k ∈ N.
II.4.a Le cas plat
On regarde la connexion ∇ de´finie par
∇ ∂
∂x1
∂
∂x1
= 0, ∇ ∂
∂x1
∂
∂x2
=
1
2x2
∂
∂x1
,
∇ ∂
∂x2
∂
∂x1
=
1
2x2
∂
∂x1
, ∇ ∂
∂x2
∂
∂x2
= −
1
2x2
∂
∂x2
. (II.24)
Proposition 16 Cette connexion ∇O˜ (II.24) est invariante sous le diffe´omorphisme local φ :
x1 7→ x˜1
de´f
= φ(x1), x2 7→ x˜2
de´f
= x2φ′(x1) si et seulement si δ
′
2(φ) = 0.
De´monstration. Nous avons les re`gles de transformation de champs de vecteurs suivante :
∂
∂x˜1
=
1
φ′(x1)
∂
∂x1
+
φ′′
φ′2
x2
∂
∂x2
,
∂
∂x˜2
= φ′
∂
∂x2
.
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Autrement dit,
φ∗
(
∂
∂x1
)
= φ′(x1)
∂
∂x˜1
−
φ′′
φ′2
x2
∂
∂x˜2
,
φ∗
(
∂
∂x2
)
=
(
1
φ′
∂
∂x˜2
)
.
On calcule ensuite
∇
φ∗
 
∂
∂x1
!φ∗
(
∂
∂x1
)
= ∇
φ′(x1)
∂
∂x˜1
−
φ′′
φ′2
x2
∂
∂x˜2
(
φ′(x1)
∂
∂x˜1
−
φ′′
φ′2
x2
∂
∂x˜2
)
= φ′2∇ ∂
∂x˜1
∂
∂x˜1
+ φ′
∂
∂x˜1
(φ′)
∂
∂x˜1
−
φ′′
φ′
x2∇ ∂
∂x˜1
∂
∂x˜2
− φ′
∂
∂x˜1
(
φ′′
φ′2
x2)
∂
∂x˜2
−
φ′′
φ′
x2∇ ∂
∂x˜2
∂
∂x˜1
−
φ′′
φ′2
x2
∂
∂x˜2
(φ′)
∂
∂x˜1
+
(
φ′′
φ′2
x2
)2
∇ ∂
∂x˜2
∂
∂x˜2
+
φ′′
φ′2
x2
∂
∂x˜2
(
φ′′
φ′2
x2
)
∂
∂x˜2
= 0 + φ′
1
φ′
(φ′′)
∂
∂x˜1
−φ′
φ′′
φ′2
x2
1
2x˜2
∂
∂x˜1
− φ′
[
1
φ′
φ′′′φ′2 − 2φ′′2φ′
(φ′2)2
x2 +
(
φ′′
φ′2
)2
x2
]
∂
∂x˜2
−φ′
φ′′
φ′2
x2
1
2x˜2
∂
∂x˜1
+ 0 +
(
φ′′
φ′2
x2
)2 1
2x˜2
∂
∂x˜2
+
φ′′
φ′2
x2φ
′ φ
′′
φ′2
∂
∂x˜2
= −
φ′′′φ′ −
3
2
φ′′2
φ′3
x2
∂
∂x˜2
, (II.25)
∇
φ∗
 
∂
∂x1
!φ∗
(
∂
∂x2
)
= ∇
φ′(x1)
∂
∂x˜1
−
φ′′
φ′2
x2
∂
∂x˜2
(
1
φ′
∂
∂x˜2
)
= φ′
1
φ′
∇ ∂
∂x˜1
∂
∂x˜2
+ φ′
∂
∂x˜1
(
1
φ′
)
∂
∂x˜2
−
φ′′
φ′2
x2
1
φ′
∇ ∂
∂x˜2
∂
∂x˜2
−
φ′′
φ′2
x2
∂
∂x˜2
(
1
φ′
)
∂
∂x˜2
=
1
2x˜2
∂
∂x˜1
+ φ′
1
φ′
(
−
φ′′
φ′2
)
∂
∂x˜2
−
φ′′
φ′2
x2
1
φ′
(
−
1
2x˜2
∂
∂x˜2
)
− 0
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=
1
2x˜2
∂
∂x˜1
−
1
2
φ′′
φ′2
∂
∂x˜2
= φ∗
(
1
2x2
∂
∂x1
)
, (II.26)
∇
φ∗
 
∂
∂x1
!φ∗
(
∂
∂x2
)
= ∇ 1
φ′
∂
∂x˜2
(
1
φ′
∂
∂x˜2
)
=
1
φ′2
∇ ∂
∂x˜2
(
∂
∂x˜2
)
+
1
φ′
∂
∂x˜2
(
1
φ′
)
∂
∂x˜2
=
1
φ′2
(
−
1
2x˜2
)
∂
∂x˜2
+ 0
= φ∗
(
1
2x2
∂
∂x2
) ∣∣∣
(x˜1,x˜2)
. (II.27)
On voit donc que la condition d’invariance de la connexion sous φ est e´quivalente a` φ ′′′φ′ −
3
2
φ′′2 = 0, i.e. δ′2(φ) = 0. 
II.4.b Le cas ge´ne´ral
Dans le cas ou` δ′2 n’est plus trivial, on regarde la connexion suivante,
∇ ∂
∂x1
∂
∂x1
= µ(x1, x2)
∂
∂x2
, ∇ ∂
∂x1
∂
∂x2
=
1
2x2
∂
∂x1
,
∇ ∂
∂x2
∂
∂x1
=
1
2x2
∂
∂x1
, ∇ ∂
∂x2
∂
∂x2
= −
1
2x2
∂
∂x2
. (II.28)
Ou` µ est une fonction a` laquelle on imposera certaines conditions pre´cises.
The´ore`me 17 Soit Γ un pseudo-groupe engendre´ par des diffe´omorphismes locaux sur R agis-
sant sur R × R+ par φ : x1 7→ φ(x1), x2 7→
x2
φ′(x1)
, ∀φ ∈ Γ. Supposons aussi que la dimension
de l’ensemble des points fixes de chaque e´le´ment φ ∈ Γ est infe´rieure ou` e´gale a` 1. La connexion
∇ dans (II.28) est invariante par rapport a` l’action de Γ si et seulement si l’action de H1 sur
l’alge`bre de groupo¨ıde correspondante Γ n C∞c (R× R
+) est projective.
De´monstration. Etant donne´ un diffe´omorphisme local φ, nous avons les quantite´s suivantes
qui sont diffe´rentes de celles qui apparaissent dans la de´monstration de la Proposition 16. Les
autres termes sont les meˆmes.
∇
φ∗
(
∂
∂x1
)φ∗( ∂
∂x1
)
= ∇
φ′(x1)
∂
∂x˜1
−
φ′′
φ′2
x2
∂
∂x˜2
(
φ′(x1)
∂
∂x˜1
−
φ′′
φ′2
x2
∂
∂x˜2
)
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= φ′2∇ ∂
∂x˜1
∂
∂x˜1
+ φ′
∂
∂x˜1
(φ′)
∂
∂x˜1
−
φ′′
φ′
x2∇ ∂
∂x˜1
∂
∂x˜2
− φ′
∂
∂x˜1
(
φ′′
φ′2
x2)
∂
∂x˜2
−
φ′′
φ′
x2∇ ∂
∂x˜2
∂
∂x˜1
−
φ′′
φ′2
x2
∂
∂x˜2
(φ′)
∂
∂x˜1
+(
φ′′
φ′2
x2)
2∇ ∂
∂x˜2
∂
∂x˜2
+
φ′′
φ′2
x2
∂
∂x˜2
(
φ′′
φ′2
x2)
∂
∂x˜2
= φ′2µ(x˜1, x˜2)
∂
∂x˜2
+ φ′
1
φ′
(φ′′)
∂
∂x˜1
−φ′
φ′′
φ′2
x2
1
2x˜2
∂
∂x˜1
− φ′
[
1
φ′
φ′′′φ′2 − 2φ′′2φ′
(φ′2)2
x2 +
(
φ′′
φ′2
)2
x2
]
∂
∂x˜2
−φ′
φ′′
φ′2
x2
1
2x˜2
∂
∂x˜1
+ 0
+
(
φ′′
φ′2
x2
)2 1
2x˜2
∂
∂x˜2
+
φ′′
φ′2
x2φ
′ φ
′′
φ′2
∂
∂x˜2
=
[
φ′2µ(x˜1, x˜2)−
φ′′′φ′ − 32φ
′′2
φ′3
x2
]
∂
∂x˜2
. (II.29)
D’apre`s l’invariance de ∇, nous avons[
φ′2µ(x˜1, x˜2)−
φ′′′φ′ − 32φ
′′2
φ′3
x2
]
∂
∂x˜2
= φ∗
(
µ(x1, x2)
∂
∂x2
)
= µ(x1, x2)
1
φ′
∂
∂x˜2
,
et
φ′′′φ′ − 32φ
′′2
φ′3
x2 = φ
′2µ
(
φ(x1),
x2
φ′
)
−
1
φ′
µ(x1, x2). (II.30)
Cette e´quation (II.30) nous montre que
φ′′′φ′ − 32φ
′′2
φ′2
x22 = φ
′4x˜2µ
(
φ(x1),
x2
φ′
)
− x2µ(x1, x2). (II.31)
1. ⇒. Soit φ un e´le´ment de Γ.
On introduit la notation ν =
µ(x1, x2)
x2
, et l’e´quation (II.31) est e´quivalente a`
φ′′′φ′ − 32φ
′′2
φ′2
= φ′2ν
(
φ(x1),
x2
φ′
)
− ν(x1, x2).
Notons o(x1, x2) = ν
(
x1,
1
x2
)
, et nous avons
φ′′′φ′ − 32φ
′′2
φ′2
= φ′2ν
(
φ(x1),
x2
φ′
)
− ν(x1, x2) = φ
′2o
(
φ(x1),
φ′
x2
)
− o
(
x1,
1
x2
)
.
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Ecrivons maintenant y =
1
x2
, l’e´quation ci-dessus donne
φ′′′φ′ − 32φ
′′2
φ′2
= φ′2o(φ(x1), φ
′y)− o(x, y). (II.32)
Enfin, prenons Ω(x, y) = y2o(x, y), x1 = x, on voit alors que l’e´quation (II.32) implique
φ′′′φ′ − 32φ
′′2
φ′2
y2 = φ′2y2o(φ(x1), φ
′y)− o(x, y)y2 = (φ−1)∗(Ω)(x, y)− Ω(x, y).
Le coˆte´ gauche est e´gal a` l’expression de δ ′2(φ
−1). Cette identite´ montre alors que δ ′2 est
inte´rieure quand on conside`re l’action de H1 sur le groupo¨ıde de feuilletage FX oG comme
explique´e plus haut.
2. ⇐. Supposons que l’action de H1 sur Γ n C
∞
c (R× R
+) soit projective.
On montre d’abord que si l’action de H1 est la projection sur ΓnC
∞
c (R×R
+), le support
de Ω est ne´cessairement contenu dans l’espace des unite´s. On e´crit Ω =
∑
α∈Γ ΩαUα et
δ′2(Uφ)Uφ = [Ω, Uφ], alors les observations suivantes sont faciles a` obtenir.
(a) Comme δi(Ω) = 0, ∀i > 0, on obtient que δi(Uα)Ωα = 0,∀α.
(b) Comme δi(f) = 0 pour tout f ∈ C
∞
c (R × R
+), on voit que [Ω, f ] =
∑
α∈Γ(α
∗(f) −
f)ΩαUα. Ainsi (α
∗(f)− f)Ωα = 0, pour tout α ∈ Γ.
Pour un α ∈ Γ donne´ diffe´rent de l’identite´, nous avons δi(Uα)Ωα = 0, ∀i > 0 et (α
∗(f)−
f)Ωα = 0. S’il existe x0 ∈ R × R
+ tel que Ωα(x0) 6= 0, alors il existe un voisinage N
de x0 sur lequel δi(Uα) = 0. En particulier δ1(Uα) = log((α
−1)′)′ = 0. En re´solvant cette
e´quation diffe´rentielle, on voit que l’action de α sur N est ne´cessairement donne´e par
α : (x1, x2) 7→ (ax1 + b, ax2). D’apre`s le fait que (α
∗(f)− f)Ωα(x0) = 0 sur N , pour toute
fonction lisse, on a α(x0) = x0. Le meˆme argument montre que tout x ∈ N doit eˆtre point
fixe pour α, parce que Ωα(x) 6= 0. Mais cela contredit notre hypothe`se que l’ensemble des
points fixes de α est de dimension au plus 1. Donc Ωα = 0.
On conclut que le support de Ω est contenu dans l’espace des unite´s, la condition de
projectivite´ se traduisant par
δ2(φ
−1) = y2
φ′′′φ′ − 32φ
′′2
φ′2
Uφ = (Ω− φ
∗(Ω))Uφ.
D’apre`s (II.32) et la transformation la`-bas, on sait que l’existence de Ω implique l’existence
d’une connexion invariante comme (II.19). 
Remarque 18 Ici, pour alle´ger les notations dans les calculs, on a identifie´ le fibre´ des repe`res
FR avec le fibre´ cotangent T ∗R par τ : (x, y) 7→ (x, 1y ). La connexion ∇ est de´finie sur T
∗R et
par la transformation τ , elle est aussi de´finie sur FR.
Dans le The´ore`me 17, l’hypothe`se “la dimension de l’ensemble de points fixes pour tout
e´le´ment de Γ est au plus 1” n’est utilise´e que dans la partie “suffisante” de la de´monstration. En
ge´ne´ral, Ω est a` support dans l’ensemble des points fixes B (0) de Γ, qui est {(γ, x)| γ ∈ Γ, γ(x) =
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x}. Le groupe Γ agit sur B(0) par conjugaison. Le re´sultat similaire du The´ore`me 17 est e´tendu
a` cette situation ge´ne´rale sans effort supple´mentaire.
The´ore`me 17’ Soit Γ un pseudo-groupe engendre´ par des diffe´omorphismes locaux sur R et soit
B(0) = {(γ, x) ∈ Γ× R× R+|γ · x = x} l’ensemble des points fixes. Une action projective (ρ,Ω)
de H1 sur Γ n C
∞
c (R × R
+) correspond de fac¸on bijective a` une connexion Γ-invariante ∇ sur
R × R+ de la forme (II.19) et a` une fonction lisse f sur Γ × R × R+, qui est a` support dans
B(0) − {(id, x)|x ∈ R× R+} et invariante sous l’action de Γ par conjugaison.
II.5 Injectivite´ Comple`te
Nous avons vu plus haut que la quantification par de´formation de la structure symplectique
standard du demi-plan supe´rieur par rapport a` la connexion (II.19) avec µ(x1, x2) = x2ν(x1)
donne quelque chose de tre`s proches de la de´formation de Rankin-Cohen pour l’alge`bre des
formes modulaires. Pour ge´ne´raliser cela a` toute action de H1 munie d’une structure projective,
nous adaptons l’argument de Connes et Moscovici [13][Sec. 3] a` notre situation.
On rappelle l’argument de Connes et Moscovici :
D’abord, nous introduisons une alge`bre abe´lienne libre P avec un ensemble de ge´ne´rateurs
indexe´ par N, Z0, Z1, . . . , Zn, . . . . On de´finit une action de H1 sur P par
Y (Zj)
de´f
= (j + 2)Zj , X(Zj)
de´f
= Zj+1 , δk(p) = 0 , ∀p ∈ P, j ≥ 0, (II.33)
et on e´tend X et Y comme de´rivation. Ensuite, on conside`re le bi-produit croise´ H˜1
de´f
= P o
H1 n P , qui s’identifie a` P ⊗H1 ⊗ P en tant qu’espace vectoriel. Le produit est de´fini par
P o h n Q · P ′ o h′ n Q′ :=
∑
(h)
Ph(1)(P
′) o h(2)h
′ n h(3)(Q
′)Q, (II.34)
ou` P,Q, P ′, Q′ ∈ P et h, h′ ∈ H1.
Connes et Moscovici de´finissent sur H˜1 une structure d’alge`bre de Hopf e´tendue sur P. Ils
la rendent un P-bimodule (libre), a` l’aide des homomorphismes source et but : α, β : P → H˜1
de´finis par
α(p) = p o 1 n 1, β(q) = 1 o 1 n q, ∀p, q ∈ P. (II.35)
On a donc
P o h n Q = α(P ) · β(Q) · h , P,Q ∈ P , h ∈ H1, (II.36)
et la structure de module a` gauche est de´finie par la multiplication a` gauche par β(·), la structure
de module a` droite de´finie par la multiplication a` gauche par α(·).
On peut maintenant conside´rer le coproduit ∆ : H˜1 → H˜1 ⊗P H˜1 de´fini par
∆(P o h n Q) :=
∑
(h)
P o h(1) n 1⊗ 1 o h(2) n Q. (II.37)
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Il satisfait a` toutes les proprie´te´s de la Proposition 6 de [10]. En particulier, meˆme si le produit
de deux e´le´ments dans H˜1 ⊗P H˜1 n’est pas de´fini en ge´ne´ral, le fait que ∆ soit multiplicative,
c’est a` dire,
∆(h1 · h2) = ∆(h1) ·∆(h2) , ∀h1, h2 ∈ H˜1,
a toujours un sens parce que la proprie´te´
∆(h) · (β(Q)⊗ 1− 1⊗ α(Q)) = 0, ∀Q ∈ P, h ∈ H˜1,
ne fait usage que de l’action a` droite de H˜1⊗H˜1 sur H˜1⊗P H˜1 par la multiplication a` droite(cf.
[13]).
La co-unite´  : H˜1 → P est de´finie par
(P o h n Q) := P(h)Q, P,Q ∈ P, h ∈ H1,
et satisfait aux conditions de la Proposition 7 de [10].
Enfin, la formule pour l’antipode est
S(P o h n Q) := S(h)(1)(Q) o S(h)(2) n S(h)(3)(P ) = S(h) · α(Q) · β(P ).
Dans le meˆme esprit, une alge`bre A est appele´e une alge`bre-module sur H˜1|P si : elle est
dote´e d’un homomorphisme d’alge`bres ρ : P → A (jouant le roˆle d’application d’unite´ sur P),
qui rend A un P-bimodule via les multiplications a` gauche et a` droite de l’image de ρ ; Elle est
munie d’une action H⊗a 7→ H(a), H ∈ H˜1, a ∈ A qui satisfait, outre les re`gles d’action usuelles
(H ·H ′)(a) = H(H ′(a)), ,H,H ′ ∈ H˜1,
1(a) = a, a ∈ A, (II.38)
aux re`gles de compatibilite´,
H(a1a2) =
∑
(H)
H(1)(a1)H(2)(a2), a1, a1 ∈ A,
H(1) = ρ((H)), H ∈ H˜1. (II.39)
En particulier, pour tout P ∈ P,
α(P )(a) = ρ(P )a, resp. β(P )(a) = aρ(P ), a ∈ P, (II.40)
et donc, plus ge´ne´ralement, pour tout monoˆme H = P o h n Q ∈ H˜1 on a
P o h n Q(a) = ρ(P )h(a)ρ(Q). (II.41)
Maintenant, pour prendre en compte la structure projective, on de´finit
δ˜′2
de´f
= δ2 −
1
2
δ21 − α(Z0) + β(Z0), (II.42)
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et on observe d’abord qu’il est un e´le´ment primitif dans H˜1 :
∆(δ˜′2) = ∆(δ
′
2)−
1
2
∆(δ21)−∆(α(Z0)) + ∆(β(Z0))
= δ2 ⊗ 1 + 1⊗ δ1 + δ1 ⊗ δ1
−
1
2
(
δ21 ⊗ 1 + 1⊗ δ
2
1 + 2δ1 ⊗ δ1
)
−Z0 o 1 n 1⊗ 1 o 1 n 1
+1 o 1 n 1⊗ 1 o 1 n Z0
= δ2 ⊗ 1 + 1⊗ δ1
−
1
2
δ21 ⊗ 1 −
1
2
1⊗ δ21
−Z0 o 1 n 1⊗ 1 o 1 n 1− 1 o 1 n 1⊗ Z0 o 1 n 1
+1 o 1 n Z0 ⊗ 1 o 1 n 1 + 1 o 1 n 1⊗ 1 o 1 n Z0
= δ˜′2 ⊗ 1 + 1⊗ δ˜
′
2. (II.43)
On note par H˜s le quotient de H˜1 par l’ide´al engendre´ par δ˜2
′
. D’apre`s (II.43), ce dernier
est aussi un co-ide´al. Donc H˜s est muni d’une structure d’alge`bre de Hopf e´tendue sur P. Il est
clair qu’une action de H˜1|P sur une alge`bre A avec une structure projective descend aussi a` une
action de H˜s sur A.
Fixons-nous maintenant une fonction µ(x1, x2) ; conside´rons alors une action du pseudo-
groupe Γ sur R dont le releve´ a` T ∗R pre´serve la connexion ∇ (II.19) de´finie par µ. D’apre`s le
The´ore`me 17, l’action correspondante de H1 sur l’alge`bre de groupo¨ıde Aµ,Γ
de´f
= ΓnC∞c (R×R
+)
est projective avec Ω de´finie comme dans la de´monstration.
On de´finit ρµ,Γ : P → Aµ,Γ par ρ(Zk) = X
k(Ω). Ceci fait de Aµ,Γ une alge`bre-module sur
H˜1|P par
χµ,Γ(p o h o q)(Uγf)
de´f
= ρµ,Γ(p)h(Uγf)ρµ,Γ(q).
L’alge`bre Aµ,Γ devient une alge`bre-module sur H˜s|P parce que δ˜′2 agit trivialement quand
l’action de H1 est projective.
On de´finit l’action χ
(n)
µ,Γ,
χ
(n)
µ,Γ : H˜s ⊗P · · · ⊗ H˜s︸ ︷︷ ︸
n
→ L(Aµ,Γ ⊗ · · · Aµ,Γ︸ ︷︷ ︸
n
,Aµ,Γ)
par son action sur chaque composante, ou` L de´signe l’ensemble des applications line´aires.
Pour µ = x2ν(x1), Nous avons la proposition suivante, analogue de [13][Prop. 12].
Proposition 19 Pour tout n ∈ N,
⋂
ν(x1),Γ
Kerχ
(n)
x2ν(x1),Γ
= 0.
De´monstration. Par la de´finition des χ
(n)
µ,Γ, il nous suffit de pre´senter ici la de´monstration pour
n = 1.
Suivant la preuve de [13][Prop. 12], un e´le´ment quelconque de H˜s s’e´crit de fac¸on unique
comme une somme finie
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H =
∑
j,k,l,m
α(pjklm)β(qjklm)δ
j
1X
kY l,
ou` p et q appartenant a` P.
Soit χx2ν(x1),Γ(H) = 0, pour tout ν(x1) et tout pseudo-groupe Γ pre´servant la connexion
de´finie par x2ν(x1), d’apre`s la de´monstration du The´ore`me 17, nous savons qu’ici, Ω = x
2
2ν(x1).
Si Uγf ∈ Ax2ν(x2),Γ, alors∑
j,k,l,m
ρx1ν(x2),Γ(pjklm)γ
∗(ρx1ν(x2)(qjklm))δ1(γ)
jXkY l(f) = 0.
On tient compte aussi du fait que f est une fonction lisse quelconque sur R × R+, et que
XkY l = xm+l2
dk
dxm1
dl
dxl2
. Cela implique que∑
j,m
ρx1ν(x2),Γ(pjklm)γ
∗(ρx1ν(x2)(qjklm))δ1(γ)
j = 0,
pour tout l et m.
Pour terminer la de´monstration, on conside`re la famille des alge`bres, Ax2ν(x2),Γ.
Fixons un diffe´omorphisme φO1,O2 d’un ensemble ouvert O1 ⊂ R a` un autre ensemble ou-
vert O2 ⊂ R, avec O1 disjoint a` O2. Cette proprie´te´ topologique fait de l’ensemble Γφ
de´f
=
{id|R, id|O1 , id|O2 , φ, φ
−1, } un pseudo-groupe. A partir d’une connexion ∇1 quelconque de la
forme (II.19) avec µ = x2ν(x1) sur O1, nous faisons d’abord le pousse´ en avant de cette connexion
a` O2 par φ, et e´tendons des connexions de´finies sur O1 et O2 en une connexion globale ∇˜ sur
R × R+. L’extension existe bien parce que O1 et O2 sont disjoints. Elle est Γφ invariante par
de´finition. Selon notre construction, nous avons l’action de H˜s sur l’alge`bre de groupo¨ıde cor-
respondante AφO1,O2 ,∇˜
.
Maintenant pour tout x ∈ R, on fixe O1 contenant x, et on fait varier O2, φ et ∇1. Si H
s’annule sur cette famille d’alge`bres, AφO1,O2 ,∇˜
, et comme il ne contient qu’un nombre fini de
termes, il est donc polynoˆmial pour la variable
φ−1
′′
φ−1
′
(cf. (A.1). Nous voyons que H s’annule en
x, graˆce au tre`s grand degre´ de liberte´s pour cette famille d’alge`bres. On en de´duit que H est
e´gal a` 0. 
D’apre`s la Proposition 19, on conclut que RC peut eˆtre tire´ en arrie`re a` H˜s et de´finit une
de´formation associative universelle pour toute action projective de H1.
Remarque 20 Pour la de´formation (I.47), on avait comme hypothe`se la projectivite´ de l’action.
On peut se demander s’il est possible d’aller au-dela`. On cherche une approximation d’ordre 1 de
la de´formation ge´ne´rale et de´montre que RC1 de´finit une structure de Poisson non commutative
sans aucune hypothe`se comple´mentaire. En d’autres termes, il existe un cocycle P tel que la
condition d’associativite´ au degre´ 2 soit ve´rifie´e :
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De´finition-Proposition 21 Pour une action de H1 sur une alge`bre A, RC1 = −X ⊗ 2Y +
2Y ⊗X +δ1Y ⊗2Y de´finit une structure de Poisson non commutative sur A, il existe un e´le´ment
P dans H1 ⊗H1, tel que pour tous a, b, c ∈ A,
aP (b, c)− P (ab, c) + P (a, bc) − P (a, b)c = RC1(RC1(a, b), c) −RC1(a,RC1(b, c)). (II.44)
De´monstration. La de´monstration est assez calculatoire. Afin de trouver un tel P , on cherche
d’abord dans le cas spe´cial ou` l’action d’alge`bre de Hopf est projective. Ici, l’associativite´ de la
formule de de´formation universelle de H1 de Connes-Moscovici sugge`re que RC2 est un choix
approximatif pour P .
Pour une action de H1 en ge´ne´ral, on conside`re d’abord le terme suivant
P ′ = S(X)2 ⊗ Y (2Y + 1) + S(X)(2Y + 1)⊗X(2Y + 1) + Y (2Y + 1)⊗X2.
Nous devons calculer la diffe´rence entre les cobords de Hochschild pour P ′ et le coˆte´ droit de
(II.44), en utilisant la primitivite´ de Y et δ ′2 = δ2−
1
2δ
2
1 . L’astuce que l’on utilise est la suivante :
nous savons de´ja` que cette diffe´rence est zero si δ ′2 = 0, il nous suffit donc de calculer la somme
des termes qui contiennent δ′2. Dans notre cas, la seule manie`re dont δ
′
2 apparaˆıt est quand on a
un X devant un δ1 dans le calcul et une commutation entre les deux donne, outre que le terme
normalise´ δ1X, le terme δ2, et a fortiori δ
′
2. Nous avons donc comme pre´paration,
S(X)2 = X2 − δ1X(2Y + 1) + δ
2
1Y
(
Y +
1
2
)
− δ′2Y
XS(X) = −X2 + δ1XY +
1
2
δ21Y + δ
′
2Y,
P ′ =
[
X2 − δ1X(2Y + 1) + δ
2
1Y
(
Y +
1
2
)
− δ′2Y
]
⊗ Y (2Y + 1)
+(−X + δ1Y )⊗X(2Y + 1) + Y (2Y + 1)⊗X
2,
∆(X)2 = (X ⊗ 1 + 1⊗X + δ1 ⊗ Y )
2
= X2 ⊗ 1 + 2X ⊗X + 1⊗X2 + δ21 ⊗ Y
2
+(Xδ1 + δ1X)⊗ Y + δ1 ⊗ (XY + Y X)
= X2 ⊗ 1 + 2X ⊗X + 1⊗X2 + δ21 ⊗ Y
(
Y +
1
2
)
+2δ1X ⊗ Y + δ
′
2 ⊗ Y + δ1 ⊗X(2Y + 1).
Pour b(P ′) = 1⊗ P ′ − (∆⊗ 1)P ′ + (1⊗∆)P ′ − P ′ ⊗ 1, nous observons :
– dans 1⊗ P ′ la contribution en δ′2 est : −1⊗ δ
′
2Y ⊗ Y (2Y + 1) ;
– pour −(∆⊗ 1)P ′, on a le de´veloppement :
(∆⊗ 1)P ′ =
[
∆(X)2 −∆(δ1)∆(X)(2∆(Y ) + 1)+
∆(δ1)
2∆(Y )
(
δ(Y ) +
1
2
)
−∆(δ′2)∆(Y )
]
⊗ Y (2Y + 1)
+(−∆(X) + ∆(δ1)∆(Y ))⊗X(2Y + 1) + ∆(Y )(2∆(Y ) + 1)⊗X
2,
la contribution en δ′2 est : −[δ
′
2 ⊗ Y −∆(δ
′
2)∆(Y )]⊗ Y (2Y + 1) ;
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– pour +(1⊗∆)P ′, on a le de´veloppement :
(1⊗∆)P ′ =
[
X2 − δ1X(2Y + 1) + δ
2
1Y
(
Y +
1
2
)
− δ′2Y
]
⊗∆(Y )(2∆(Y ) + 1)
+(−X + δ1Y )⊗∆(X)(2∆(Y ) + 1) + Y (2Y + 1)⊗∆(X)
2,
la contribution en δ′2 est : −δ
′
2Y ⊗∆(Y )(2∆(Y ) + 1) + Y (2Y + 1)⊗ δ
′
2 ⊗ Y ;
– dans −P ′ ⊗ 1 la contribution en δ′2 est : δ
′
2Y ⊗ Y (2Y + 1)⊗ 1.
De meˆme, dans le calcul de [RC1, RC1] = ((∆⊗ 1)RC1)(RC1⊗ 1)− ((1⊗∆)RC1)(1⊗RC1),
on observe :
– Dans
((∆⊗ 1)RC1)(RC1 ⊗ 1)
= [(−∆(X) + ∆(δ1)∆(Y ))⊗ 2Y + 2∆(Y )⊗X][((−X + δ1Y )⊗ 2Y + 2Y ⊗X)⊗ 1],
la contribution en δ′2 est : −δ
′
2Y ⊗ 2Y ⊗ 2Y = −4δ
′
2Y ⊗ Y ⊗ Y ;
– Dans
−((1⊗∆)RC1)(1⊗RC1)
= −[(−X + δ1Y )⊗ 2∆(Y ) + 2Y ⊗∆(X)][1 ⊗ ((−X + δ1Y )⊗ 2Y + 2Y ⊗X)],
la contribution en δ′2 est : −2Y ⊗ δ
′
2Y ⊗ 2Y = −4Y ⊗ δ
′
2Y ⊗ Y .
En sommant ensemble ces termes qui contiennent δ ′2 , on trouve
−1⊗ δ′2Y ⊗ Y (2Y + 1)− [δ
′
2 ⊗ Y −∆(δ
′
2)∆(Y )]⊗ Y (2Y + 1)
−δ′2Y ⊗∆(Y )(2∆(Y ) + 1) + Y (2Y + 1)⊗ δ
′
2 ⊗ Y − δ
′
2Y ⊗ Y (2Y + 1)⊗ 1
+4δ′2Y ⊗ Y ⊗ Y + 4Y ⊗ δ
′
2Y ⊗ Y
= (δ′2 ⊗ Y + Y ⊗ δ
′
2)⊗ Y (2Y + 1) − δ
′
2Y ⊗ 4Y ⊗ Y + Y (2Y + 1)⊗ δ
′
2 ⊗ Y
+4δ′2Y ⊗ Y ⊗ Y + 4Y ⊗ δ
′
2Y ⊗ Y
= 2Y 2 ⊗ δ′2 ⊗ Y + 2Y ⊗ δ
′
2 ⊗ Y
2 + 2Y ⊗ δ′2 ⊗ Y + 4Y ⊗ δ
′
2Y ⊗ Y. (II.45)
C’est a` dire
(b(P ′)− [RC1, RC1])(a, b, c) = 2Y
2aδ′2bY c + 2Y aδ
′
2bY
2c + 2Y aδ′2bY c + 4Y aδ
′
2Y bY c. (II.46)
Les identite´s suivantes re´sultent d’un calcul direct.
b(δ′2Y ⊗ Y
2)(a, b, c) = aδ′2Y bY
2c− δ′2Y (ab)Y
2c + δ′2Y aY
2(bc)− δ′2Y a(Y
2b)c
= −δ′2aY bY
c − Y aδ′2bY
2c + 2δ′2Y aY bY c,
b(δ′2Y
2 ⊗ Y )(a, b, c) = aδ′2Y
2bY c− δ′2Y
2(ab)Y c + δ′2Y
2aY (bc)− δ′2Y
2a(Y b)c
= −δ′2aY
2bY c− Y 2aδ′2bY c− 2δ
′
2Y aY bY c− 2Y aδ
′
2Y bY c,
b(δ′2 ⊗ Y
3)(a, b, c) = aδ′2bY
3c− δ′2(ab)Y
3c + δ′2aY
3(bc) − δ′2a(Y
3b)c
= 3δ′2aY
2bY c + 3δ′2aY bY
2c,
b(δ′2Y ⊗ Y )(a, b, c) = aδ
′
2Y bY c− δ
′
2Y (ab)Y c + δ
′
2Y aY (bc)− δ
′
2Y a(Y b)c
= −δ′2aY bY c− Y aδ
′
2bY c,
b(δ′2 ⊗ Y
2)(a, b, c) = aδ′2bY
2c− δ′2(ab)Y
2c + δ′2aY
2(bc) − δ′2aY
2bc
= 2δ′2aY bY c.
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On y voit alors la ne´cessite´ d’introduire P ′′ = −2δ′2Y ⊗Y
2− 2δ′2Y
2⊗Y −
2
3
δ′2⊗Y
3− 2δ′2Y ⊗
Y − δ′2 ⊗ Y
2 et P = P ′ + P ′′. Donc nous avons
b(P )(a, b, c) = b(P ′ + P ′′)(a, b, c) = RC1(RC1(a, b), c) −RC1(a,RC1(b, c)).
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Chapitre III
Rankin-Cohen via la The´orie des
Repre´sentations
Dans ce chapitre, exposons une autre interpre´tation des crochets de Rankin-Cohen au moyen
de la the´orie des repre´sentations unitaires (de dimension infinie) de SL2(R), et nous utilisons
ensuite les re´sultats obtenus pour e´tudier des proprie´te´s du produit de´forme´, et de´montrer no-
tamment son associativite´.
III.1 Crochets de Rankin-Cohen et SL2(R)
III.1.a Des formes modulaires aux se´ries discre`tes
Dans la suite nous allons suivre en partie l’argument qui m’a e´te´ indique´ par Jean-Pierre
Labesse [24]) :
Soit f ∈M2k(Γ) une forme modulaire de poids 2k par rapport a` un sous groupe arithme´tique
(c’est a` dire de congruence) Γ de SL2(Z). On lui associe une fonction Γ-invariante sur Γ\SL2(R).
(σ2kf)(g) = f
∣∣∣
k
g(i) = (ci + d)−2kf (g.i) = (ci + d)−2kf
(
ai + b
ci + d
)
, (III.1)
pour g =
(
a b
c d
)
∈ SL2(R). Cette fonction est invariante par translation a` gauche des
e´le´ments du groupe Γ : soit γ ∈ Γ, f |kγg = (f |kγ)|kg = f |kg.
On ve´rifie aussi que pour
rθ =
(
cos θ sin θ
− sin θ cos θ
)
∈ SL2(R), (III.2)
on a
grθ =
(
a cos θ − b sin θ a sin θ + b cos θ
c cos θ − d sin θ c sin θ + d cos θ
)
,
et (c cos θ − d sin θ)i + (c sin θ + d cos θ) = (ci + d)(cos θ − i sin θ), rθ(i) = i. Cela implique
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(σ2kf)(grθ) = exp(i2kθ)(σ2kf)(g). (III.3)
En particulier notons que pour θ = pi, on obtient la fonction σ2kf elle-meˆme.
En effet, σ2k donne une bijection entre
C∞(Γ\H, 2k) =
{
F ∈ C∞(H), f(γ.z) = (cz + d)2kf(z), γ =
(
a b
c d
)
∈ Γ
}
. (III.4)
et
C∞(Γ\SL2(R), 2k) = {F ∈ C
∞(Γ\SL2(R)), F (grθ) = exp(i2kθ)F (g)}. (III.5)
Prenons l’espace des fonctions lisses C∞(Γ\SL2(R)), on conside`re l’action naturelle a` droite
de SL2(R) sur Γ\SL2(R) : pour F ∈ C
∞(Γ\SL2(R)),
(pi(h)F )(g) = F (gh). (III.6)
On regarde le plus petit sous-espace invariant sous l’action de SL2(R) qui contient l’orbite
de σ2kf pour une forme f ∈ M2k, et on s’inte´resse a` l’action de l’alge`bre de Lie sl2(R) sur cet
espace. On adopte les notations que S. Lang utilise dans son livre [23](cf. Annexe B). Une base
de cette alge`bre de Lie est
V =
(
0 1
1 0
)
, H =
(
1 0
0 −1
)
, W =
(
0 1
−1 0
)
. (III.7)
Nous allons conside´rer aussi sa complexifie´e sl2(C), dont une base est donne´e par
E+ =
(
1 i
i −1
)
, E− =
(
1 −i
−i −1
)
, W =
(
0 1
−1 0
)
, (III.8)
On a
exp(tV ) =
(
cosh t sinh t
sinh t cosh t
)
, exp(tH) =
(
exp t 0
0 exp(−t)
)
,
exp(tE+) =
(
1 + t it
it 1− t
)
, exp(tE−) =
(
1 + t −it
−it 1− t
)
,
exp(tW ) =
(
cos t sin t
− sin t cos t
)
. (III.9)
Soit ξ une fonction holomorphe sur le demi-plan H, pour tout k, on de´finit
(Fkξ)(g) := (σ2kξ)(g).
On calcule d’abord l’action des e´le´ments des bases de´finies ci-dessus sur Fkξ en utilisant la
formule habituelle
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LXF := lim
t→0
exp(tX) − 1
t
F, (III.10)
pour toute fonction F ∈ C∞(Γ\SL2(R)) et X ∈ sl2(R)(ou sl2(C)). On trouve les quantite´s
suivantes :
(LV Fkξ)(g) = (−2k)
di + c
ci + d
(σ2kξ)(g) + 2
(
σ2k+2
dξ
dz
)
(g)
= (−2k)
di + c
ci + d
(Fkξ)(g) + 2
(
Fk+1
dξ
dz
)
(g),
(LHFkξ)(g) = (−2k)
ci − d
ci + d
(σ2kξ)(g) + 2i
(
σ2k+2
dξ
dz
)
(g)
= (−2k)
ci − d
ci + d
(Fkξ)(g) + 2i
(
Fk+1
dξ
dz
)
(g), (III.11)
ce qui implique
LE+(Fkξ)(g) = (LH + iLV )(σ2kξ)(g) = 2(LH)(Fkξ)(g)
= 2
[
(−2k)
ci − d
ci + d
(Fkξ)(g) + 2i
(
Fk+1
dξ
dz
)
(g)
]
,
LE−(Fkξ)(g) = (LH − iLV )(Fkξ)(g) = 0. (III.12)
Et on a aussi
(LW Fkξ)(g) = 2ki(σ2kξ)(g) = 2ki(Fkξ)(g). (III.13)
D’autre part, d’apre`s le calcul suivant
LV
(
ci− d
ci + d
)
= 2
(d2 − c2)i
(ci + d)2
, LH
(
ci− d
ci + d
)
= 2
2cdi
(ci + d)2
,
c’est a` dire
LE+
(
ci− d
ci + d
)
= −2
(
ci− d
ci + d
)2
, LE−
(
ci− d
ci + d
)
= 2;
et
LW
(
ci− d
ci + d
)
= 2i
ci − d
ci + d
,
on voit facilement que
LWLE+(Fkξ)(g)
= 2
[
(−2k)LW
(
ci− d
ci + d
(Fkξ)(g)
)
+ 2iLW
(
Fk+1
dξ
dz
)
(g)
]
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= 2
[
(−2k)LW
(
ci− d
ci + d
)
(Fkξ)(g) + (−2k)
ci − d
ci + d
LW ((Fkξ)(g)) + 2iLW
(
Fk+1
dξ
dz
)
(g)
]
= 2
[
(−2k)2i
(
ci− d
ci + d
)
(Fkξ)(g) + (−2k)
ci − d
ci + d
2ki(Fkξ)(g) + 2i(2k + 2)i(Fk+1
dξ
dz
(g)
]
= (2k + 2)i(LE+Fkξ)(g).
et
LE−LE+(Fkξ)(g) = 2
[
(−2k)LE−
(
ci− d
ci + d
(Fkξ)(g)
)
+ 2iLE−
(
Fk+1
dξ
dz
)
(g)
]
= 2(−2k)LE−
(
ci− d
ci + d
)
(Fkξ)(g)
= 8k(Fkξ)(g).
Ainsi par re´currence, on obtient,
Lemme 22 Pour tout n ∈ N,
1. (LE+)
n(Fkξ) = 2
n
n∑
t=0
(−1)n−t
n!
t!
(
2k + n− 1
n− t
)(
ci− d
ci + d
)n−t
(2i)t
(
Fk+t
dtξ
dzt
)
(g) ;
2. LW (LE+)
n(Fkξ)(g) = (2k + 2n)i(LE+)
n(Fkξ)(g) ;
3. LE−(LE+)
n(Fkξ)(g) = −4n(2k + n− 1)(LE+)
n−1(Fkξ)(g).
De´monstration. Nous avons,
LE+(LE+)
n(Fkξ)(g)
= 2n
n∑
t=0
(−1)n−t
n!
t!
(
2k + n− 1
n− t
)[
LE+
(
ci− d
ci + d
)n−t
(2i)t
(
Fk+t
dtξ
dzt
)
(g)
+
(
ci− d
ci + d
)n−t
(2i)tLE+
(
Fk+t
dtξ
dzt
)
(g)
]
= 2n
n∑
t=0
(−1)n−t
n!
t!
(
2k + n− 1
n− t
)[
(n− t)(−2)
(
ci− d
ci + d
)n−t+1
(2i)t
(
Fk+t
dtξ
dzt
)
(g)
+
(
ci− d
ci + d
)n−t
(2i)t2
[
(−2k − 2t)
(
ci− d
ci + d
)(
Fk+t
dtξ
dzt
)
(g) + 2i
(
Fk+t+1
dt+1ξ
dzt+1
)
(g)
] ]
= 2n+1
n∑
t=0
(−1)n−t
n!
t!
(
2k + n− 1
n− t
)[
(−2k − n− t)
(
ci− d
ci + d
)n−t+1
(2i)t
(
Fk+t
dtξ
dzt
)
(g)
+
(
ci− d
ci + d
)n−t
(2i)t2i
(
Fk+t+1
dt+1ξ
dzt+1
)
(g)
]
= 2n+1
∑
t=0
[
(−1)n−t
n!
t!
(
2k + n− 1
n− t
)
(−2k − n− t) + (−1)n−t−1
n!
(t− 1)!
(
2k + n− 1
n− t + 1
)]
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ci− d
ci + d
)n−t+1
(2i)t
(
Fk+t
dtξ
dzt
)
(g),
Mais comme
(−1)n−t
n!
t!
(
2k + n− 1
n− t
)
(−2k − n− t) + (−1)n−t−1
n!
(t− 1)!
(
2k + n− 1
n− t + 1
)
= (−1)n−t+1
[
n!
t!
(
2k + n− 1
n− t
)
(2k + t− 1) +
n!
t!
(
2k + n− 1
n− t
)
(n + 1) +
n!
(t− 1)
(
2k + n− 1
n− t + 1
)]
= (−1)n−t+1
[
n!
t!
(
2k + n− 1
n + 1− t
)
(n + 1− t) +
n!
t!
(
2k + n− 1
n− t
)
(n + 1) +
n!
t!
(
2k + n− 1
n− t + 1
)
t
]
= (−1)n−t+1
n!
t!
[(
2k + n− 1
n + 1− t
)
(n + 1) +
(
2k + n− 1
n− t
)
(n + 1)
]
= (−1)n−t+1
(n + 1)!
t!
[(
2k + n− 1
n + 1− t
)
+
(
2k + n− 1
n− t
)]
= (−1)n−t+1
(n + 1)!
t!
(
2k + n + 1− 1
n + 1− t
)
,
on obtient que
LE+(LE+)
n(Fkξ)(g)
= 2n+1
∑
t=0
(−1)n−t+1
(n + 1)!
t!
(
2k + n + 1− 1
n + 1− t
)(
ci− d
ci + d
)n+1−t
(2i)t
(
Fk+t
dtξ
dzt
)
(g).
Les deux autres relations sont obtenues par les calculs suivants :
LW (LE+)
n(Fkξ)(g)
= 2n
n∑
t=0
(−1)n−t
n!
t!
(
2k + n− 1
n− t
)[
LW
(
ci− d
ci + d
)n−t
(2i)t
(
Fk+t
dtξ
dzt
)
(g)
+
(
ci− d
ci + d
)n−t
(2i)tLW
(
Fk+t
dtξ
dzt
)
(g)
]
= 2n
n∑
t=0
(−1)n−t
n!
t!
(
2k + n− 1
n− t
)[
2(n− t)i
(
ci− d
ci + d
)n−t
(2i)t
(
Fk+t
dtξ
dzt
)
(g)
+
(
ci− d
ci + d
)n−t
(2i)t2(k + t)i
(
Fk+t
dtξ
dzt
)
(g)
]
= 2n
n∑
t=0
[2(n− t)i + 2(k + t)i](−1)n−t
n!
t!
(
2k + n− 1
n− t
)
[(
ci− d
ci + d
)n−t
(2i)t
(
Fk+t
dtξ
dzt
)
(g) +
(
ci− d
ci + d
)n−t
(2i)t
(
Fk+t
dtξ
dzt
)
(g)
]
= (2k + 2n)i(LE+)
n(Fkξ)(g).
42 CHAPITRE III. RANKIN-COHEN VIA LA THE´ORIE DES REPRE´SENTATIONS
et
LE−(LE+)
n(Fkξ)(g)
= 2n
n∑
t=0
(−1)n−t
n!
t!
(
2k + n− 1
n− t
)[
LE−
(
ci− d
ci + d
)n−t
(2i)t
(
Fk+t
dtξ
dzt
)
(g)
+
(
ci− d
ci + d
)n−t
(2i)tLE−
(
Fk+t
dtξ
dzt
)
(g)
]
= 2n
n∑
t=0
(−1)n−t
n!
t!
(
2k + n− 1
n− t
)[
(n− t)2
(
ci− d
ci + d
)n−t−1
(2i)t
(
Fk+t
dtξ
dzt
)
(g)
]
= −2n2n(2k + n− 1)∑
t=0
(−1)n−1−t
(n− 1)!
t!
(
2k + n− 1− 1
n− 1− t
)(
ci− d
ci + d
)n−t−1
(2i)t
(
Fk+t
dtξ
dzt
)
(g)
= −4n(2k + n− 1)(LE+)
n−1(Fkξ)(g).
Ensuite on s’inte´resse a` l’ope´rateur de Casimir de´fini par
ω = V 2 + H2 −W 2 =
1
2
(E+E− + E−E+)−W
2. (III.14)
Le calcul ci-dessus nous montre que pour, chaque vecteur (LE+)
nFkξ, de
ω(LE+)
nFkξ =
1
2
[−4n(2k + n− 1)− 4(n + 1)(2k + n)](LE+)
nFkξ + (2k + 2n)
2(LE+)
nFkξ
= 4k(k − 1)(LE+)
nFkξ. (III.15)
On conclut donc que l’ope´rateur de Casimir agit sur l’espace engendre´ par les (LE+)
nFkξ
comme multiplication par une constante.
Si l’on part maintenant d’une forme modulaire f(donc une fonction holomorphe) de poids 2k et
forme un espace vectoriel engendre´ par les fonctions (LE+)
nFkf . La discussion ci-dessus montre
donc sl2(C) agit dessus et en plus le Casimir agit comme la multiplication par la constante
4k2 − 4k. On obtient ainsi une repre´sentation de sl2(C).
On de´montre maintenant son irre´ductibilite´ : pour tout ope´rateur T qui commute avec la
repre´sentation, [T,E−] = 0 implique que pour le vecteur de poids mininal Fkf , TFkf est encore
un vecteur de poids minimal(puisqu’il est annule´ par E−), donc il existe une constante λ telle
que TFkf = λFkf . De meˆme, d’apre`s E−T (E+Fkf) = TE−(E+Fkf) = T (8kFkf) = 8kλTkf ,
on obtient T (E+Fkf) = λE+Fkf . Ainsi par re´currence on de´montre que T agit par constante,
la repre´sentation est donc irre´ductible. La the´orie des repre´sentations de SL2(R) implique (cf.
[23], [33]) :
Proposition 23 Ce que l’on a construit est la repre´sentation irre´ductible de l’alge`bre de Lie
sl2(C) qui est la version infinite´simale de la se´rie discre`te du groupe SL2(R) de poids 2k.
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Quand on rame`ne ces fonctions dans C∞(SL2(R)) a` l’espace C
∞(H) graˆce a` la bijectivite´
des applications σ2k+2n, on obtient une repre´sentation de sl2(C), note´e par pif . On e´crit par
E+, E−,W les ope´rateurs qui correspondent aux LE+ , LE− , LW .
On a d’abord besoin de l’expression de E+. En fait, d’apre`s
(σ2k+2E+f)(g) = LE+(σ2kf)(g)
= 2
[
(−2k)
ci − d
ci + d
(σ2kf)(g) + 2i
(
σ2k+2
df
dz
)
(g)
]
= 2
[
(−2k)(ci − d)(ci + d)σ2k+2f + 2iσ2k+2
df
dz
]
(g)
= 2
2k 11
c2 + d2
σ2k+2f + 2iσ2k+2
df
dz
 (g)
= 2
2k 1
Im
ai + b
ci + d
σ2k+2f + 2iσ2k+2
df
dz
 (g), (III.16)
on peut de´finir
X˜f := −
1
8pi
(E+)f =
1
2pii
df
dz
−
2kf
4piy
, (III.17)
En effet nous pouvons ve´rifier directement que
Lemme 24 Soit f une fonction de´rivable qui satisfait
f
(
az + b
cz + d
)
= (cz + d)2kf(z),
nous avons,
X˜f
(
az + b
cz + d
)
= (cz + d)2k+2X˜f(z).
De´monstration. Il suffit d’utiliser
Im
(
az + b
cz + d
)
= Im
(
az + b
cz + d
·
cz¯ + d
cz¯ + d
)
=
Im z
|cz + d|2
. (III.18)
Et le re´sultat e´nonce´ s’obtient par le calcul ci-dessous :
X˜f
(
az + b
cz + d
)
=
1
2pii
∂
∂z
(
f
(
az + b
cz + d
))/ ∂
∂z
(
az + b
cz + d
)
−
2k
4pi Im
(
az+b
cz+d
)f (az + b
cz + d
)
=
1
2pii
[
(cz + d)2k
df
dz
+ 2k(cz + d)2k−1f(z)
]
(cz + d)2
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−
2k
4pi
(cz + d)(cz¯ + d)
Im z
(cz + d)2kf(z)
= (cz + d)2k+2
1
2pii
df
dz
+ (cz + d)2k+1
[
2k
2pii
−
2k
4pi
(cz¯ + d)
Im z
]
f(z)
= (cz + d)2k+2
1
2pii
df
dz
+ (cz + d)2k+1
2k
4pi Im z
[−2i Im z − (cz¯ + d)] f(z)
= (cz + d)2k+2
1
2pii
df
dz
+ (cz + d)2k+1
2k
4pi Im z
(cz + d)f(z)
= (cz + d)2k+2X˜f(z).
En ite´rant cette ope´ration, on e´tablit le tableau suivant :
σ2kf ↔ f,(
−
1
8pi
)
1
2k
(E+)f ↔
1
2k
X˜f =
1
2k
(
1
2pii
df
dz
−
kf
2piy
)
,(
−
1
8pi
)2 1
2k(2k + 1)
(E+)
2f ↔
1
2k(2k + 1)
(
1
2pii
∂
∂z
−
k + 1
2piy
)(
1
2pii
∂
∂z
−
k
2piy
)
f
· · · · · · · · · · · · · · · · · · ↔ · · · · · ·(
−
1
8pi
)n 1
2k · · · (2k + n− 1)
(E+)
nf ↔
1
2k · · · (2k + n− 1)
(
1
2pii
∂
∂z
−
Y
2piy
)n
f. (III.19)
ou` Y f = kf est l’ope´rateur d’Euler. D’apre`s la the´orie des repre´sentations de SL2(R), nous pou-
vons choisir les vecteurs de la colonne de droite comme les vecteurs de la base. Plus pre´cise´ment,
on note par
ϕn =
1
2k · · · (2k + n− 1)
(
1
2pii
∂
∂z
−
Y
2piy
)n
f, (III.20)
pour n ∈ N. L’action des e´le´ments de la base de l’alge`bre de Lie sl2(C) est donne´e par
E+ϕn = (−8pi)(2k + n)ϕn+1, (III.21)
E−ϕn =
n
2pi
ϕn−1, (III.22)
Wϕn = 2niϕn. (III.23)
On introduit aussi un ope´rateur ∂˜ tel que ∂˜ϕn = ϕn+1, alors
ϕn = ∂˜
nϕ0 = ∂˜
nf. (III.24)
Et en plus nous avons
Lemme 25 Soit f une fonction lisse qui satisfait la condition de modularite´ de poids 2k, alors,
f (m) :=
(
1
2pii
∂
∂z
)m
f = m!
m∑
r=0
1
(4piy)r
X˜m−r
(m− r)!
(
2k + m− 1
r
)
f. (III.25)
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De´monstration. En effet, on a d’abord
∂
∂z
(
1
y
)
=
i
2y2
.
Donc si on prend d =
1
2pii
∂
∂z
, on aura
d
1
4piy
=
(
1
4piy
)2
.
L’e´galite´ (III.25) se de´montre alors par simple re´currence. Pour m = 1, c’est la de´finition de
X˜. Et si elle est valable pour m, on a
f (m+1) = df (m)
= m!
m∑
r=0
{
d
(
1
(4piy)r
)
X˜m−r
(m− r)!
(
2k + m− 1
r
)
f
+
1
(4piy)r
X˜m+1−r
(m− r)!
(
2k + m− 1
r
)
f +
1
(4piy)r
(2k + 2m− 2r)X˜m−r
(4piy)(m− r)!
(
2k + m− 1
r
)
f
}
= m!
m∑
r=0
{
r
(4piy)r+1
X˜m−r
(m− r)!
(
2k + m− 1
r
)
f
+
m∑
r=0
1
(4piy)r
X˜m+1−r
(m− r)!
(
2k + m− 1
r
)
f +
m∑
r=0
2k + 2m− 2r
(4piy)r+1
X˜m−r
(m− r)!
(
2k + m− 1
r
)
f
}
= m!
m+1∑
r=0
{
(r − 1 + 2k + 2m− 2r + 2)
(4piy)r
X˜m−r+1
(m− r + 1)!
(
2k + m− 1
r − 1
)
f
+
1
(4piy)r
X˜m+1−r
(m− r)!
(
2k + m− 1
r
)
f
}
= m!
m+1∑
r=0
(2k + m− 1)!X˜m−r+1f
(4piy)r(m− r + 1)!
[
2k + 2m− r + 1
(r − 1)!(2k + m− r)!
+
m− r + 1
r!(2k + m− r − 1)!
]
= m!
m+1∑
r=0
(2k + m− 1)!X˜m−r+1f
(4piy)r(m− r + 1)!
(2k + 2m− r + 1)r + (m− r + 1)(2k + m− r)
r!(2k + m− r)!
= m!
m+1∑
r=0
(2k + m− 1)!X˜m−r+1f
(4piy)r(m− r + 1)!
(m + 1)(2k + m)
r!(2k + m− r)!
= (m + 1)!
m+1∑
r=0
X˜m−r+1
(4piy)r(m + 1− r)!
(
2k + (m + 1)− 1
r
)
f.  (III.26)
Pre´cise´ment cela implique
[f, g]n =
n∑
r=0
(−1)rX˜r
(
2k + n− 1
n− r
)
fX˜n−r
(
2l + n− 1
r
)
g, (III.27)
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pour f ∈M2k, g ∈M2l, parce que
[f, g]n =
n∑
r=0
(−1)r
(
n + 2k − 1
n− r
)(
n + 2l − 1
r
)
f (r)g(n−r)
=
n∑
r=0
(−1)r
(
n + 2k − 1
n− r
)(
n + 2l − 1
r
)
(
r!
r∑
s=0
1
(4piy)s
(
2k + r − 1
s
)
X˜r−s
(r − s)!
f
)
(
(n− r)!
n−r∑
t=0
1
(4piy)t
(
2l + n− r − 1
t
)
X˜n−r−t
(n− r − t)!
g
)
=
∑
s,t
1
(4piy)s+t
(
n−t∑
r=s
(−1)r
(
n + 2k − 1
n− r
)(
n + 2l − 1
r
)
r!
(r − s)!
(n− r)!
(n− r − t)!(
2k + r − 1
s
)(
2l + n− r − 1
t
)
X˜r−sfX˜n−r−tg
)
(III.28)
Bien e´videmment, lorsque u = s + t et v = r − s (et par conse´quent n− r − t = n− u− v)
sont tous fixe´s, le coefficient devant X˜vfX˜n−u−vg est
∑
s
(−1)s+v
(
n + 2k − 1
n− v − s
)(
n + 2l − 1
v + s
)
(v + s)!
v!
(n− v − s)!
(n− v − u)!
(
2k + v + s− 1
s
)(
2l + n− v − s− 1
u− s
)
= (−1)v
∑
s
(−1)s
(n + 2k − 1)!
(2k + v + s− 1)!(n− v − s)!
(n + 2l − 1)!
(2l + n− v − s− 1)!(v + s)!
(v + s)!
v!
(n− v − s)!
(n− v − u)!
(2k + v + s− 1)!
s!(2k + v − 1)!
(2l + n− v − s− 1)!
(u− s)!(2l + n− u− v − 1)!
= (−1)v
∑
s
(−1)s
(n + 2k − 1)!(n + 2l − 1)!
(2k + v − 1)!v!(n − v − u)!(2l + n− u− v − 1)!
1
s!(u− s)!
= (−1)v
(n + 2k − 1)!(n + 2l − 1)!
(2k + v − 1)!v!(n − v − u)!(2l + n− u− v − 1)!u!
∑
s
(−1)s
u!
s!(u− s)!
,
qui est non nul si et seulement si u = 0, i.e., s = t = 0. On a donc le re´sultat. 
Le paragraphe qui suit donne une explication plus conceptuelle de cette identite´.
III.1.b Construction des Crochets
Rappelons d’abord la classification de Bargman des repre´sentations unitaires du groupe
G = SL2(R) (cf. [23], ou l’Annexe B) :
The´ore`me 26 Le dual Gˆ est forme´ des e´le´ments suivants :
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1. Les repre´sentations pi0,s(s ∈ iR) : se´rie principale paire ;
2. Les repre´sentations pi1,s(s ∈ iR\{0}) : se´rie principale impaire ;
3. Les repre´sentations pi0,s(s ∈]− 1, 1[\{0}) : se´rie comple´mentaire ; Pour ces trois se´ries, on
a la relation piε,s ∼= piε,−s.
4. Les repre´sentations pi+0 et pi
−
0 : ”fausse” se´rie discre`te ;
5. Les repre´sentations pi±n (n ≥ 1) : se´rie discre`te ;
6. La repre´sentation triviale 1G.
Le calcul du produit tensoriel de ces repre´sentations sont donne´ par J. Repka dans sa the`se
(cf. [28], ou l’Annexe B), ce qui nous sera utile dans la suite est :
The´ore`me 27 Nous avons, pour deux se´ries discre`tes de SL2(R), la de´composition suivante :(pour
m,n ≥ 1)
pi±m ⊗ pi
±
n
∼= pi±m+n ⊕ pi
±
m+n+2 ⊕ pi
±
m+n+4 ⊕ · · ·
∼=
∞⊕
k=0
pi±n+m+2k. (III.29)
Chaque repre´sentation du groupe de Lie correspond a` une repre´sentation de l’alge`bre de Lie
associe´e. On traduit ce the´ore`me a` la situation du produit tensoriel de deux repre´sentations de
l’alge`bre de Lie, on s’inte´resse en meˆme temps a` la de´composition des espaces de repre´sentations.
Plus pre´cise´ment,
Proposition 28 Etant donne´es deux formes modulaires f ∈ M2k et g ∈ M2l, alors dans la
de´composition
pif ⊗ pig =
⊕
n=0
pideg f+deg g+2n, (III.30)
un vecteur de K-poids minimal de pideg f+deg g+2n s’e´crit comme
1
n!
∑
r=0
(−1)r
(
n
r
)
∂˜rf ⊗ ∂˜n−rg =
1
(2k)n(2l)n
n∑
r=0
(−1)rX˜r
(
2k + n− 1
n− r
)
f ⊗ X˜n−r
(
2l + n− 1
r
)
g.
(III.31)
Sous l’application de´finie par le produit :
m : f ⊗ g 7−→ fg, (III.32)
cela correspond a` une forme modulaire de poids 2k + 2l + 2n qui est
1
2k(2k + 1) · · · (2k + n− 1)2l(2l + 1) · · · (2l + n− 1)
[f, g]n =
1
(2k)n(2l)n
[f, g]n. (III.33)
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Preuve. La premie`re partie re´sulte du fait que l’espace des vecteurs de K-poids minimal est
exactement le noyau pour l’ope´rateur ∆E− = E− ⊗ 1 + 1⊗E−, nous avons
∆E−
(∑
r=0
(−1)r
(
n
r
)
∂˜rf ⊗ ∂˜n−rg
)
=
∑
r=0
(−1)r
(
n
r
)(
E−(∂˜
rf)⊗ ∂˜n−rg + ∂˜rf ⊗E−(∂˜
n−rg)
)
=
1
2pi
∑
r=0
(−1)r
(
n
r
)(
r∂˜r−1f ⊗ ∂˜n−rg + (n− r)∂˜rf ⊗ ∂˜n−r−1g
)
=
1
2pi
∑
r=0
(
(−1)r
(
n
r
)
(n− r) + (−1)r+1
(
n
r + 1
)
(r + 1)
)
∂˜rf ⊗ ∂˜n−r−1g
= 0.
Quant a` la deuxie`me moitie´, c’est exactement (III.27). L’ope´rateur m est en effet un ope´rateur
d’entrelacement entre la sous-repre´sentation dans le produit tensoriel et la repre´sentation construite
a` partir de [f, g]n. 
N.B. Dans cette construction, on ne voit de possibilite´ de fixer les coefficients
constants qu’a` une constante multiplicative pre`s.
D’ailleurs, la formulation des crochets de Rankin-Cohen a` l’aide de l’ope´rateur X˜ s’e´tend
naturellement a` tout couple de fonctions (f, g) ∈ M˜2, ou`
M˜(Γ) :=
⊕
k
M˜2k(Γ) :=
⊕
k
{
f : H→ C, f
∣∣∣
2k
γ = f, ∀γ ∈ Γ
}
(III.34)
est l’espace des fonctions complexes lisses de´fnies sur le demi-plan qui satisfont (seulement) la
condition de modularite´.
Mais dans ce cas ge´ne´ral nous ne be´ne´ficions pas d’interpre´tation par les se´ries discre`tes
comme ci-dessus.
Remarque 29 1) En fait, le lien entre les produits tensoriels des repre´sentations se´ries discre`tes
et les crochets de Rankin-Cohen est de´ja` observe´ par P.Deligne en 1973 [14] : il y parle des se´ries
discre`tes pour GL(2) :
”Remarque 2.1.4. L’espace F (G,GL(2, Z)) ci-dessus est stable par produit. D’autre part,
Dk−1 ⊗Dl−1 contient les Dk+l+2m(m ≥ 0) . Pour m = 0, ceci correspond au fait que le produit
fg d’une forme modulaire holomorphe de poids k par une de poids l, en est une de poids k + l
. Pour m = 1, en coordonne´es (1.5.2) (remarque : cela devrait eˆtre 1.1.5.2), on trouve que
l
∂f
∂z
.g − kf.
∂g
∂z
est modulaire holomorphe de poids k + l + 2, et ainsi de suite. De meˆme dans le
cadre ade´lique.”
En effet, ce que l’on obtient est la modularite´ de
1
k
∂f
∂z
.g − f.
1
l
∂g
∂z
.
2) D. Zagier avait indique´ dans son article [34] la possiblite´ de “plonger l’alge`bre des formes
modulaires avec Rankin-Cohen dans une alge`bre de Rankin-Cohen Standard.”
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3) A la fin, nous remarquons qu’il y a aussi une interpretation de ces crochets de Rankin-
Cohen qui passe par la the´orie de transvectants. On peut citer les auteurs comme Lecomte,
Ovsienko, etc.
III.2 Applications a` la De´formation Formelle
Dans cette section, on conside`re l’alge`bre tensorielle
M˜(Γ)⊗ =
∑
n
M˜(Γ)⊗n, (III.35)
et on de´finit
m : M˜(Γ)⊗ → M˜(Γ),
f1 ⊗ f2 ⊗ · · · ⊗ fn 7→ f1f2 · · · fn. (III.36)
On prolonge X˜ a` M˜(Γ)⊗ par
X˜(f1 ⊗ f2 ⊗ · · · ⊗ fn) =
n∑
i=1
f1 ⊗ f2 ⊗ · · · ⊗ X˜fi ⊗ · · · ⊗ fn, (III.37)
et le degre´ par
deg(f1 ⊗ f2 ⊗ · · · ⊗ fn) =
n∑
i=1
deg fi. (III.38)
Nous nous inte´ressons a` deux produits formels. Le premier est ? : M˜(Γ)⊗[[~]]×M˜(Γ)⊗[[~]]→
M˜(Γ)⊗[[~]] de´fini par extension line´aire et la formule suivante :
f ? g =
∑ An(deg f,deg g)
(deg f)n(deg g)n
(
n∑
r=0
(−1)rX˜r
(
deg f + n− 1
n− r
)
f ⊗ X˜n−r
(
deg g + n− 1
r
)
g
)
~n, (III.39)
ou` f, g ∈ M˜⊗. Le deuxie`me produit est sa restriction a` M˜(Γ) ⊂ M˜(Γ)⊗ compose´e avec l’appli-
cation m de´finie ci-dessus (III.32). Il s’agit donc de ∗ : M˜(Γ)[[~]]×M˜(Γ)[[~]]→ M˜(Γ)[[~]] de´fini
par extension line´aire et la formule :
f ∗ g = m(f ? g)
=
∑ An(deg f,deg g)
(deg f)n(deg g)n
(
n∑
r=0
(−1)rX˜r
(
2k + n− 1
n− r
)
fX˜n−r
(
2l + n− 1
r
)
g
)
~n
=
∑ An(deg f,deg g)
(deg f)n(deg g)n
[f, g]n~
n, (III.40)
ou` f, g ∈ M˜.
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Nous allons e´tudier leur associativite´, dont on appelle celle du premier produit associati-
vite´ forte, et celle du deuxie`me associativite´ faible. Nous prenons comme hypothe`se A0 = 1 et
A1(x, y) = xy.
Nous nous posons la question suivante : de´terminer tous les produits associatifs de cette
forme.
Notre de´marche pour e´tudier l’associativite´ forte est la suivante : pour trois fonctions f, g et
h appartenant a` M˜, les objets (f ? g) ? h et f ? (g ? h) sont des e´le´ments de l’espace vectoriel
Hf,g,h :=
⊕
n
Hn;f,g,h :=
⊕
n
〈
X˜rf ⊗ X˜sg ⊗ X˜th ~r+s+t, r + s + t = n
〉
. (III.41)
L’espace vectoriel Hn;f,g,h est de dimension
1
2(n + 1)(n + 2). Il est donc naturel de ve´rifier
l’identification des coefficients pour la base canonique consistue´e des X˜rf ⊗ X˜sg ⊗ X˜th ~r+s+t
(r + s + t = n). Cette approche pre´sente le proble`me suivant : elle conduit a` conside´rer, pour
Hn;f,g,h,
n∑
r=0
n−r∑
s=0
n−r−s∑
t=0
1 =
1
2
(n + 1)(n + 2) e´quations.
Pour re´duire le nombre d’e´quations a` ve´rifier, on va essayer de de´terminer un sous-espace
dans lequel (f ?g)?h et f ?(g?h). On sait par exemple que si f et g sont holomorphes, alors f ?g
est une se´rie qui s’e´crit comme une somme (avec coefficients) des ~n
∑
(−1)r
(
n
r
)
∂˜rf ⊗ ∂˜n−rg, et
ces derniers constituent une base du noyau de l’ope´rateur ~−1∆E− = ~
−1(E− ⊗ 1 + 1 ⊗ E−).
Ceci conduit au lemme qui suit :
Lemme 30 Soient f, g et h trois fonctions holomorphes appartenant a` M˜. On de´finit un
ope´rateur E : Hf,g,h → Hf,g,h par la formule suivante :
E = ~−1(E− ⊗ 1⊗ 1 + 1⊗E− ⊗ 1 + 1⊗ 1⊗E−). (III.42)
le noyau de E est engendre´ par les vecteurs (0 ≤ p ≤ n)
ξn,p = ~
n
p∑
s=0
(−1)s
(
p
s
)
X˜s
(2k + 2l + 2n)s
(
n−p∑
r=0
(
n− p
r
)
∂˜n−p−rf ⊗ ∂˜rg
)
⊗ ∂˜p−sh.
De´monstration 1) En effet, Hn;f,g,h est un espace vectoriel de dimension
1
2
(n + 1)(n + 2). On
e´tablit d’abord le fait que l’application E est surjective : pour chaque vecteur ~n−1∂˜rf⊗∂˜sg⊗∂˜th
avec r + s + t = n− 1, on a
E
(
~n
n−1−r∑
i=0
(−1)ii!∏i
u=0(r + 1 + u) i∑
j=0
(
s
i− j
)(
t
j
)
∂˜r+1+if ⊗ ∂˜s−i+jg ⊗ ∂˜t−jh
)
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=
1
2pi
~n−1
n−1−r∑
i=0
(−1)ii!∏i
u=0(r + 1 + u)
[
i∑
j=0
(
s
i− j
)(
t
j
)
(
(r + 1 + i)∂˜r+if ⊗ ∂˜s−i+jg ⊗ ∂˜t−jh
+(s− i + j)∂˜r+1+if ⊗ ∂˜s−i+j−1g ⊗ ∂˜t−jh
+(t− j)∂˜r+1+if ⊗ ∂˜s−i+jg ⊗ ∂˜t−j−1h
)]
=
1
2pi
~n−1
∑
i,j
[
(−1)ii!∏i
u=0(r + 1 + u)
(
s
i− j
)(
t
j
)
(r + 1 + i)
+
(−1)i−1(i− 1)!∏i−1
u=0(r + 1 + u)
(
s
i− j − 1
)(
t
j
)
(s− i + j + 1)
+
(−1)i−1(i− 1)!∏i−1
u=0(r + 1 + u)
(
s
i− j
)(
t
j − 1
)
(t− j + 1)
]
∂˜r+if ⊗ ∂˜s−i+jg ⊗ ∂˜t−jh
=
1
2pi
~n−1
∑
i,j
[
(−1)ii!∏i−1
u=0(r + 1 + u)
(
s
i− j
)(
t
j
)
+
(−1)i−1(i− 1)!∏i−1
u=0(r + 1 + u)
(
s
i− j
)(
t
j
)
(i− j)
+
(−1)i−1(i− 1)!∏i−1
u=0(r + 1 + u)
(
s
i− j
)(
t
j
)
j
]
∂˜r+if ⊗ ∂˜s−i+jg ⊗ ∂˜t−jh
=
1
2pi
~n−1
∑
i,j
[
(−1)ii!∏i−1
u=0(r + 1 + u)
(
s
i− j
)(
t
j
)
+
(−1)i−1(i− 1)!∏i−1
u=0(r + 1 + u)
(
s
i− j
)(
t
j
)
i
]
∂˜r+if ⊗ ∂˜s−i+jg ⊗ ∂˜t−jh
=
1
2pi
~n−1∂˜rf ⊗ ∂˜sg ⊗ ∂˜th.
Comme la dimension en degre´ n − 1 est
1
2
n(n + 1), cela implique que la dimension de ce
noyau en degre´ n est n + 1.
Les vecteurs ξn,p sont dans le noyau de E : on ve´rifie d’abord que pour deux fonctions f et
g dans le noyau de E−, nous avons
(E− ⊗ 1 + 1⊗E−)X˜(f ⊗ g) = (E− ⊗ 1 + 1⊗E−)(X˜f ⊗ g + f ⊗ X˜g)
= E−X˜f ⊗ g + f ⊗E−X˜g
= 4deg ff ⊗ g + 4deg gf ⊗ g
= 4(deg f + deg g)f ⊗ g
= 4deg(f ⊗ g)f ⊗ g.
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Donc par simple re´currence, nous pouvons obtenir
(E− ⊗ 1 + 1⊗E−)
X˜s
(2k + 2l + 2n)s
(
n−p∑
r=0
(
n− p
r
)
∂˜n−p−rf ⊗ ∂˜rg
)
=
X˜s−1
(2k + 2l + 2n)(s−1)
(
n−p∑
r=0
(
n− p
r
)
∂˜n−p−rf ⊗ ∂˜rg
)
, (III.43)
ce qui implique
Eξn,p =
1
2pi
~n−1
[
p∑
s=0
(−1)s
(
p
s
)
s∂˜s−1
(
n−p∑
r=0
(
n− p
r
)
∂˜n−p−rf ⊗ ∂˜rg
)
⊗ ∂˜p−sh
+
p∑
s=0
(−1)s
(
p
s
)
E−∂˜
s
(
n−p∑
r=0
(
n− p
r
)
∂˜n−p−rf ⊗ ∂˜rg
)
⊗ (p− s)∂˜p−s−1h
]
= 0.
En plus, on projete ξn,p en deuxie`me composante sur g et on trouve
∂˜n−pf ⊗ g ⊗ ∂˜ph. (III.44)
Ces derniers sont line´airement inde´pendants. Cela montre que les (n + 1) ξn,p forment une base
du noyau de E en degre´ n. 
Les se´ries formelles (f ? g) ? h et f ? (g ? h) appartiennent a` ce noyau.
Soit f un e´le´lment quelconque de M˜⊗. On peut de´finir, dans l’espace vectoriel engendre´ par
la base {ϕn =
1
(deg f)n
X˜nf, n ∈ N}, un ope´rateur ∂˜ par les formules ∂˜ϕn = ϕn+1. La formule
(III.31) est encore valable dans ce cas. On de´finit un ope´rateur E : Hf,g,h → Hf,g,h par la formule
suivante :
E(∂˜rf ⊗ ∂˜sg ⊗ ∂˜th ~r+s+t) = (r∂˜r−1f ⊗ ∂˜sg ⊗ ∂˜th + s∂˜rf ⊗ ∂˜s−1g ⊗ ∂˜th
+t∂˜rf ⊗ ∂˜sg ⊗ ∂˜t−1h)~r+s+t−1, (III.45)
Alors l’argument ci-dessus marche sans aucune modification. Les se´ries formelles (f ? g) ? h
et f ? (g ? h) appartiennent aussi au noyau de cet ope´rateur.
Il suffit maintenant d’identifier les coefficients de ~n∂˜pf⊗g⊗∂˜n−ph pour obtenir l’associativite´
forte. Pour (f ? g) ? h, il s’agit d’une somme qui a pour n− r ≥ p, un terme qui vaut
(−1)rAr(2k, 2l)
(2k)r
(
n− r
p
)
(−1)p−rAn−r(2k + 2l + 2r, 2m)
(2k + 2l + 2r)n−p(2m)p
.
Pour f ? (g ? h), il s’agit d’une somme qui a pour s ≤ p, un terme qui vaut
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(−1)pAn−s(2k, 2l + 2m + 2s)
(2k)n−p(2l + 2m + 2s)p
(
n− s
n− p
)
As(2l, 2m)
(2m)s
Donc finalement ce que nous devons de´montrer est l’e´galite´ suivante, pour p = 0, 1, . . . , n :
∑
r=0
(
n− r
p
)
An−r(2k + 2l + 2r, 2m)Ar(2k, 2l)
(2k + 2l + 2r)n−p−r(2m)p(2k)r
=
∑
s=0
(
n− s
n− p
)
An−s(2k, 2l + 2m + 2s)As(2l, 2m)
(2k)n−p(2l + 2m + 2s)p−s(2m)s
. (III.46)
Examinons d’abord le cas le plus simple, l’identification du coefficent de ~ dans (f ? g) ? h
et f ? (g ? h). Il revient a` ve´rifier
A1(2k + 2l, 2m)
(
1
2k + 2l
(f2k+2g2lh2m + f2kg2l+2h2m)− f2kg2l
1
2m
h2m+2
)
+A1(2k, 2l)
(
1
2k
f2k+2g2lh2m − f2k
1
2l
g2l+2h2m
)
= A1(2k, 2l + 2m)
(
1
2k
f2k+2g2lh2m −
1
2l + 2m
(f2kg2l+2h2m + f2kg2lh2m+2)
)
+A1(2l, 2m)
(
f2k
1
2l
g2l+2h2m − f2kg2l
1
2m
h2m+2
)
.
Autrement dit,
1
2k + 2l
A1(2k + 2l, 2m) +
1
2k
A1(2k, 2l) =
1
2k
A1(2k, 2l + 2m),
1
2k + 2l
A1(2k + 2l, 2m) −
1
2l
A1(2k, 2l) =
1
2l
A1(2l, 2m) −
1
2l + 2m
A1(2k, 2l + 2m),
−
1
2m
A1(2k + 2l, 2m) = −
1
2l + 2m
A1(2k, 2l + 2m)−
1
2m
A1(2l, 2m).
Il est e´vident que A1(2k, 2l) = 2k · 2l ve´rifie bien ces e´quations.
Quand on passe a` l’e´tape suivante, l’identification des coefficients de ~2 demande
A2(2k + 2l, 2m)
2m(2m + 1)
=
A2(2k, 2l + 2m)
(2l + 2m)(2l + 2m + 1)
+4kl +
A2(2l, 2m)
2m(2m + 1)
,
A2(2k + 2l, 2m)
(2k + 2l)2m
+ (2k + 2l + 2)2l =
A2(2k, 2l + 2m)
2k(2l + 2m)
+ (2l + 2m + 2)2l,
A2(2k + 2l, 2m)
(2k + 2l)(2k + 2l + 1)
+ 4lm +
A2(2k, 2l)
2k(2k + 1)
=
A2(2k, 2l + 2m)
2k(2k + 1)
. (III.47)
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Ce syste`me a d’abord une solution spe´cifique :
A2(2k, 2l) =
1
2
2k(2k + 1)2l(2l + 1), (III.48)
il nous reste a` re´soudre le syste`me homoge`ne :
A2(2k + 2l, 2m)
2m(2m + 1)
=
A2(2k, 2l + 2m)
(2l + 2m)(2l + 2m + 1)
+
A2(2l, 2m)
2m(2m + 1)
,
A2(2k + 2l, 2m)
(2k + 2l)2m
=
A2(2k, 2l + 2m)
2k(2l + 2m)
,
A2(2k + 2l, 2m)
(2k + 2l)(2k + 2l + 1)
+
A2(2k, 2l)
2k(2k + 1)
=
A2(2k, 2l + 2m)
2k(2k + 1)
. (III.49)
Posons A˜(2k, 2l) =
2k + 2l + 1
4kl
A(2k, 2l). Les e´quations sont transforme´es en :
A˜2(2k + 2l, 2m)
(
1
2m + 1
−
1
2k + 2l + 2m + 1
)
= A˜2(2k, 2l + 2m)
(
1
2l + 2m + 1
−
1
2k + 2l + 2m + 1
)
+A˜2(2l, 2m)
(
1
2m + 1
−
1
2l + 2m + 1
)
,
A˜2(2k + 2l, 2m) = A˜2(2k, 2l + 2m),
A˜2(2k + 2l, 2m)
(
1
2k + 2l + 1
−
1
2k + 2l + 2m + 1
)
+A˜2(2k, 2l)
(
1
2k + 1
−
1
2k + 2l + 1
)
= A˜2(2k, 2l + 2m)
(
1
2k + 1
−
1
2k + 2l + 2m + 1
)
. (III.50)
Les deux premie`res e´quations impliquent d’abord A˜2(2l, 2m) = A˜2(2k + 2l, 2m) pour tout
(2k, 2l, 2m), et en utilisant a` nouveau la deuxie`me e´quation, on obtient A˜2(2l, 2m) = A˜2(2k +
2l, 2m) = A˜2(2k, 2l + 2m), i.e., A˜ est une fonction constante. On en conclut donc que nous
be´nificions en effet d’un degre´ de liberte´, donc que dans la forme ge´ne´rale de A2 on peut introduire
un parame`tre c :
A2(2k, 2l) =
1
2
2k(2k + 1)2l(2l + 1) + c
2k2l
2k + 2l + 1
. (III.51)
Nous cherchons de´sormais a` expliciter les conditions ne´cessaires et suffisantes sur une suites
An pour qu’elle de´finisse un produit fortement associativif. Nous e´tablirons l’existence d’une
telle suite dans la section suivante.
Lemme 31 Pour tout n ≥ 3, la condition d’associativite´ forte et la donne´e des A0, A1, . . . , An−1
de´terminent An
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De´monstration. Notre but est de de´terminer la valeur de An(2x, 2y) pour tout couple (x, y) ∈
N2 \ {(0, 0)} ((0, 0) est exclu parce que dans ce cas, pour tout n ≥ 1, [f, g]n = 0). L’ide´e est
tre`s simple : pour proce´der a` l’identification des coefficients de ~n, nous avons n + 1 e´quations,
indexe´es par p, en conside´rant 2k, 2l et 2m comme des constantes et supposons que les Ai(i < n)
sont de´ja` connues.
Si l > 0, il y a, dans ces e´quations, (au plus) quatre inconnues : An(2k, 2l), An(2l, 2m),
An(2k + 2l, 2m) et An(2k, 2l + 2m). Les deux premie`res n’apparaissent qu’une fois chacune :
p = 0 pour An(2k, 2l) et p = n pour An(2l, 2m). Lorsque n ≥ 3, prenons les deux e´quations
avec p = 1 et 2. Le de´terminant pour le syste`me d’e´quations line´aires avec An(2k + 2l, 2m) et
An(2k, 2l + 2m) comme inconnues est
det

(
n
1
)
1
(2k + 2l)n−1(2m)1
(
n
n− 1
)
1
(2k)n−1(2l + 2m)1(
n
2
)
1
(2k + 2l)n−2(2m)2
(
n
n− 2
)
1
(2k)n−2(2l + 2m)2

=
(
n
n− 1
)(
n
n− 2
)
1
(2k + 2l)n−2(2m)1(2k)n−2(2l + 2m)1(
1
(2k + 2l + n− 2)(2l + 2m + 1)
−
1
(2m + 1)(2k + n− 2)
)
=
(
n
n− 1
)(
n
n− 2
)
1
(2k + 2l)n−2(2m)1(2k)n−2(2l + 2m)1
−(2l)2 − (2l)(2k + 2m + n− 1)
(2k + 2l + n− 2)(2l + 2m + 1)(2m + 1)(2k + n− 2)
. (III.52)
Il est non nul compte tenu du fait que l > 0, n > 2, k et m sont tous entiers positifs.
Nous pouvons ainsi obtenir la valeur de An(2x, 2y) pour un couple (2x, 2y) exprimable comme
(2k + 2l, 2m) ou (2k, 2l + 2m) pour un certain l > 0 sans aucune ambigu¨ıte´. Le lemme est donc
e´tabli.
Ensuite, on obtient le lemme suivant par une re´currence :
Lemme 32 Nous avons An(2k, 2l) = An(2l, 2k) et An(2k, 0) = 0.
De´monstration. Nous avons de´ja` obtenu An(2k, 2l) = An(2l, 2k) et An(2k, 0) = 0 pour n =
0, 1 et 2. Supposons maintenant que cela soit valable pour 0, 1, . . . , n − 1. Quand on regarde
l’associative´ pour trois fonctions f ∈ M˜2m, g ∈ M˜2l et h ∈ M˜2k, la formule (III.46) devient,
pour tout n et p fixes,
∑
r=0
(
n− r
p
)
An−r(2m + 2l + 2r, 2k)Ar(2m, 2l)
(2m + 2l + 2r)n−p−r(2k)p(2m)r
=
∑
s=0
(
n− s
n− p
)
An−s(2m, 2l + 2k + 2s)As(2l, 2k)
(2m)n−p(2l + 2k + 2s)p−s(2k)s
.
Si l’on e´change la place des indices r et s, et remplace p par n− p, on obtient,
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∑
s=0
(
n− s
n− p
)
An−s(2m + 2l + 2s, 2k)As(2m, 2l)
(2m + 2l + 2s)p−s(2k)n−p(2m)s
=
∑
r=0
(
n− r
p
)
An−r(2m, 2l + 2k + 2r)Ar(2l, 2k)
(2m)p(2l + 2k + 2r)n−p−r(2k)r
.
Pour 0 < p < n, par rapport a` (III.46), la seule diffe´rence, compte tenu de l’hypothe`se
de re´currence, est que nous remplac¸ons An(2k, 2l + 2m)(resp. An(2k + 2l, 2m)) par An(2l +
2m, 2k)(resp. An(2m, 2k + 2l)). Cela implique, entre autres choses, que An(2l + 2m, 2k) et
An(2m, 2k + 2l) satisfont le meˆme syste`me des e´quations line´aires que An(2k, 2l + 2m) et
An(2k + 2l, 2m). Le lemme pre´ce´dent dicte donc An(2x, 2y) = An(2y, 2x).
Quand on prend la valeur l = 0 avec de plus k,m 6= 0 dans (III.46), l’e´galite´ pour p = 0 se
simplifie comme ∑
r=0
An−r(2k + 2r, 2m)Ar(2k, 0)
(2k + 2r)n−p−r(2m)p(2k)r
=
An(2k, 2m + 2s)
(2k)n
,
i.e.
An(2k, 2m)
(2k)n
+
An(2k, 0)
(2k)n
=
An(2k, 2m)
(2k)n
,
on a donc An(2k, 0) = 0 et le lemme est e´tabli.
Quand on e´crit An comme polynoˆme de 2k, 2l et c, alors, duˆ au fait que A0, A1 sont tous de
degre´ 0 en c, on conclut par le raisonnement ci-dessus que
Lemme 33 An est un polynoˆme de degre´
[n
2
]
en c.
Bien e´videmment, si la suite An de´finit un produit ? qui est associatif au sens fort, la meˆme
suite de´finit un produit ∗ au sens faible. En fait la re´ciproque est e´galement vraie : Nous allons
de´montrer que l’associativite´ faible implique l’associativite´ forte :
Proposition 34 Si les An donnent un produit associatif au sens faible, alors ils de´finissent
aussi un produit associatif au sens fort.
De´monstration. Supposons que nous avons pour trois fonction f0, g0, h0 ∈ M˜,
(f0 ∗ g0) ∗ h0 = f0 ∗ (g0 ∗ h0), (III.53)
mais
(f0 ? g0) ? h0 6= f0 ? (g0 ? h0).
Il existe donc un n tel que le coefficient de ~n dans (f0 ? g0) ? h0 diffe`re de celui de ~
n dans
f0 ? (g0 ?h0) mais leur diffe´rence est envoye´e en 0 par l’application m. Cela implique que (III.53)
est e´quivalente a` une e´quation diffe´rentielle de f0, g0, h0 dont les coefficients (qui de´pendent
de deg f0,deg g0,deg0 h, que nous supposons de´sormais fixe´s) ne sont pas tous nuls, et elle est
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satisfaite par tous les f ∈Mdeg f0 , g ∈Mdeg g0 , h ∈Mdeg h0 . Plus pre´cise´ment, quand on revient
a` l’e´criture initiale des crochets de Rankin-Cohen (cf. (I.4)), on obtient une combinaison line´aire
des
∂rf
∂zr
∂sg
∂zs
∂th
∂zt
, et il y a au moins un triplet d’indices (r0, s0, t0) tel que le coefficient devant
∂r0f
∂zr0
∂s0g
∂zs0
∂t0h
∂zt0
soit non nul.
Maintenant la seule contrainte pose´e sur ces fonctions est l’invariance par rapport a` l’action
de Γ, ce qui implique que nous avons la liberte´ de modifier les fonctions a` l’inte´rieur d’un domaine
fondamental. Donc dans un petit ouvert contenu dans le domaine fondamental, nous pouvons
modifier les fonctions f, g, h pour que
∂rf
∂zr
=
∂sg
∂zs
=
∂th
∂zt
= 0, 0 ≤ r, s, t ≤ n, r 6= r0, s 6= s0, t 6=
t0 ; et
∂r0f
∂zr0
6= 0,
∂s0g
∂zs0
6= 0,
∂t0h
∂zt0
6= 0.
Mais cela nous conduit a` une contradiction. La proposition est de´montre´e. 
Dans [5], leur construction utilise uniquement la modularite´ pour construire les ope´rateurs
pseudo-diffe´rentiels formels invariants. Ainsi un produit ∗ associatif au sens faible peut eˆtre de´fini
sur M˜[[~]] au lieu de M[[~]]. Ce qu’ils ont obtenu est une famille a` un parame`tre de produits
formels(cf. (I.25)). D’apre`s la proposition ci-dessus, les meˆmes coefficients de´finissent un produit
? associatif au sens fort. Mais le Lemme 33 nous dit qu’il y a exactement un parame`tre a` utiliser
pour obtenir tous les produits formels ? associatifs au sens fort. On conclut donc
The´ore`me 35 Il n’y a pas d’autres produits formels associatifs de la forme (III.40) que ceux
construit par Cohen-Manin-Zagier.
Remarque 36 On souligne deux faits :
1. nume´riquement, le parame`tre c introduit dans (III.51) vaut −3 + 4κ − κ2 pour le κ dans
(I.25) ;
2. quand on restreint sur les formes modulaires classiques, en chaque degre´ l’espace M2k est
de dimension finie. Notre argument ci-dessus ne marchera plus, et donc il n’est pas exclu
que d’autres produits formels de´finis a` l’aide des crochets de Rankin-Cohen existent.
Pour terminer cette section, on donne une proposition qui re´ve`le que la structure de multipli-
cation de´finie par le produit d’Eholzer (de Rankin-Cohen pour Connes-Moscovici) est beaucoup
plus “fine” que celle de´finie par le produit usuel. En effet, nous avons
Proposition 37 Soit Γ un sous-groupe de congruence de SL2(Z) tel que M(Γ) admet la pro-
prie´te´ d’unique factorisation, soient F1, F2, G1 et G2 ∈M(Γ) telles que
RC(F1, G1) = RC(F2, G2), (III.54)
en tant que se´ries formelles dans M(Γ)[[~]]. Alors il existe une constante C telle que
F1 = CF2, G2 = CG1. (III.55)
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Notons tout d’abord qu’un exemple de tel groupe est SL2(Z) lui-meˆme. On de´montre d’abord
Lemme 38 Soient f ∈ M2k, g ∈ M2l, h ∈ M2m trois formes modulaires telles que [fg, h]n =
[f, gh]n pour tout n. Alors l = 0, et, donc, g est une fonction constante .
De´monstration du lemme. Nos donne´es satisfont automatiquement a` [fg, h]0 = [f, gh]0. En
ce qui concerne le cas n = 1, on a
(2k + 2l)fg
dh
dz
− 2m
d(fg)
dz
h = 2kf
d(gh)
dz
− (2l + 2m)
df
dz
,
ce qui implique
(2k + 2m)
1
g
dg
dz
= 2l
(
1
f
df
dz
+
1
h
dh
dz
)
,
autrement dit
gk+m = C(fh)l, (III.56)
pour une constante C non nulle. Maintenant on e´crit les de´veloppements de Fourier pour ces
trois formes modulaires :
f = α0 + α1q + α2q
2 + · · · ,
g = β0 + β1q + β2q
2 + · · · ,
h = γ0 + γ1q + γ2q
2 + · · · . (III.57)
avec q = exp(2piiz). Comme q
d
dq
=
1
2pii
∂
∂z
, nous avons
(
1
2pii
∂
∂z
)n
f = 0nα0 + 1
nα1q + 2
nα2q
2 + · · · ,(
1
2pii
∂
∂z
)n
g = 0nβ0 + 1
nβ1q + 2
nβ2q
2 + · · · ,(
1
2pii
∂
∂z
)n
h = 0nγ0 + 1
nγ1q + 2
nγ2q
2 + · · · . (III.58)
Cela implique, dans un premier temps, que dans le calcul de [fg, h]n et de [f, gh]n(n ≥ 1), il
n’y a que deux termes (parmi les n + 1 a` sommer) qui contiennent le terme de degre´ 1 en q : le
premier et le dernier dans la formule de de´finition. Nous avons alors pour tout n,
(
2k + 2l + n− 1
n
)
α0β0γ1 + (−1)
n
(
2m + n− 1
n
)
(α0β1 + α1β0)γ0
=
(
2k + n− 1
n
)
α0(β0γ1 + β1γ0) + (−1)
n
(
2l + 2m + n− 1
n
)
α1β0γ0. (III.59)
Nous devons ensuite distinguer plusieurs cas diffe´rents :
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1) l = 0, c’est a` dire, g = β0. Alors (III.59) est valable automatiquement, et c’est exactement
l’e´nonce´ du lemme.
2) l > 0, il y a deux possibilite´s :
a) β0 6= 0. Alors d’apre`s (III.56) nous avons α0 6= 0 et γ0 6= 0(puisque le terme constant de
(fh)k+m est non nul).En utilisant la biline´arite´ des crochets, il est donc possible de supposer
α0 = β0 = γ0 = 1. L’expression (III.59) devient, pour tout n,(
2k + 2l + n− 1
n
)
γ1 + (−1)
n
(
2m + n− 1
n
)
(β1 + α1)
=
(
2k + n− 1
n
)
(γ1 + β1) + (−1)
n
(
2l + 2m + n− 1
n
)
α1. (III.60)
Sans perte de ge´ne´ralite´, on peut supposer que m ≥ k (sinon on conside`re [hg, f ]n = [h, gf ]n).
Alors les variables α1, β1 et γ1 satisfont aux e´quations (pour tout n)
An1α1 + An2β1 + An3γ1 = 0 (III.61)
ou`
An1 = (−1)
n(2m)n − (−1)
n(2l + 2m)n,
An2 = (−1)
n(2m)n − (2k)n,
An3 = (2k + 2l)n − (2k)n, (III.62)
et en particulier,
A11 = 2l,
A12 = −2k − 2m,
A13 = 2l,
A21 = −(2m + 2m + 1)2l − (2l)
2 = −(4m + 2l + 1)(2l),
A22 = 2m(2m + 1)− 2k(2k + 1) = (2m− 2k)(2m + 2k + 1),
A23 = (4k + 2l + 1)(2l),
A31 = (2l)
3 + 3(2m + 1)(2l)2 + (3(2m)2 + 6(2m) + 2)(2l),
A32 = −2m(2m + 1)(2m + 2)− 2k(2k + 1)(2k + 2),
A33 = (2l)
3 + 3(2k + 1)(2l)2 + (3(2k)2 + 6(2k) + 2)(2l). (III.63)
Le de´terminant du syste`me des e´quations line´aires est alors
detA1≤i,j≤3
= det
 2l −2k − 2m 2l−(4m + 2l + 1)(2l) (2m− 2k)(2m + 2k + 1) (4k + 2l + 1)(2l)
A31 A32 A33

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= (2l)2 det
 1 −2k − 2m 1−(4m + 2l + 1) (2m− 2k)(2m + 2k + 1) (4k + 2l + 1)
A31/(2l) A32 A33/(2l)

= (2l)2 det
 0 −2k − 2m 1−(4k + 4l + 4m + 2) (2m− 2k)(2m + 2k + 1) (4k + 2l + 1)
6(2m − 2k)(k + l + m + 1) A32 A33/(2l)

= (2l)2 det

−(4k + 4l + 4m + 2) (2m− 2k) + (2m + 2k)(2k + 2l + 2m + 1)
6(2m − 2k)(k + l + m + 1) (2k + 2m)(2k + 2l)(4k + 2l + 3)
+2m(2k − 2m)(2k + 2m + 3)

= (2l)2
[
− (4k + 4l + 4m + 2)
(
(2k + 2m)(2k + 2l)(4k + 2l + 3)
+2m(2k − 2m)(2k + 2m + 3)
)
−6(2m− 2k)(k + l + m + 1)
(
(2m− 2k) + (2m + 2k)(2k + 2l + 2m + 1)
)]
= (2l)2
{
− 6(k + l + m + 1)(2m− 2k)2 +
[
2m(4k + 4l + 4m + 2)(2k + 2m + 3)
−6(2m + 2k)(2k + 2l + 2m + 1)(k + l + m + 1)
]
(2m− 2k)
−(4k + 4l + 4m + 2)(2k + 2m)(2k + 2l)(4k + 2l + 3)
}
= (2l)2
{
− 6(k + l + m + 1)(2m− 2k)2
+(2k + 2l + 2m + 1)
[
4m(2k + 2m + 3) − 6(2m + 2k)(k + l + m + 1)
]
(2m− 2k)
−(4k + 4l + 4m + 2)(2k + 2m)(2k + 2l)(4k + 2l + 3)
}
= (2l)2
{
− 6(k + l + m + 1)(2m− 2k)2
+(2k + 2l + 2m + 1)
[
− (2k + 2m)(6k + 6l + 2m)− 12k
]
(2m− 2k)
−(4k + 4l + 4m + 2)(2k + 2m)(2k + 2l)(4k + 2l + 3)
}
< 0. (III.64)
Comme m ≥ k et k, l et m sont tous entiers positifs avec de plus l ≥ 1, les trois termes de la
somme sont tous ne´gatifs. Donc ce de´terminant est strictement ne´gatif.
On en conclut donc que α1 = β1 = γ1 = 0. Le meˆme argument s’applique alors quand on com-
pare les coefficients de q2, et on obtient un syste`me d’e´quations line´aires pour α2, β2 et γ2 avec la
meˆme matrice de coeffients, donc α2 = β2 = γ2 = 0, ainsi de suite. On arrive a` une contradiction.
b) β0 = 0. Le meˆme argument par (III.56) nous conduit a` α0 = 0 ou γ0 = 0.
Et on peut alors supposer que les premiers termes non nuls sont respectivement αrq
r, βsq
s
et γtq
t ( r, s, t ≥ 0 ). On conside`re maintenant le terme non nul de degre´ le plus bas en q, soit
r + s + t dans l’identite´ [fg, h]n = [f, gh]n, on obtient, pour tout n,
n∑
p=0
(−1)p
(
n
p
)
(2k + 2l + p)n−p(2m + n− p)p(r + s)
ptn−pαrβsγt
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=
n∑
q=0
(−1)q
(
n
q
)
(2k + q)n−1(2l + 2m + n− q)qr
q(s + t)n−qαrβsγt. (III.65)
Comme les αr, βs et γt sont non nuls, en divisant les deux coˆte´s par αrβsγt cela devient
n∑
p=0
(−1)p
(
n
p
)
(2k + 2l + p)n−p(2m + n− p)p(r + s)
ptn−p
=
n∑
q=0
(−1)q
(
n
q
)
(2k + q)n−q(2l + 2m + n− q)qr
q(s + t)n−q. (III.66)
Pour n = 1, on retrouve,
(k + m)s = l(r + t).
En tenant compte de cette relation, on obtient, en remplac¸ant s par
l(r + t)
k + m
(si k et m sont tous
nuls, alors d’apre`s (III.56), l est lui aussi nul, ce qui est une contradiction) pour chaque n ≥ 2
une e´quation homoge`ne de degre´ n en r et t. Pour n = 2, cette e´quation est
0 = [(2m)2 − (2l + 2m)2]r
2 − 2[(2k + 2l + 1)(2m + 1)− (2k + 1)(2l + 2m + 1)]rt
+[(2k + 2l)2 − (2k)2]t
2 + 2[(2m)2 + (2k + 1)(2l + 2m + 1)]rs
−2[(2k + 2l + 1)(2m + 1) + (2k)2]st + [(2m)2 − (2k)2]s
2
= r2
{
[(2m)2 − (2l + 2m)2] + 2[(2m)2 + (2k + 1)(2l + 2m + 1)]
l
k + m
+[(2m)2 − (2k)2]
(
l
k + m
)2 }
+rt
{
− 2[(2k + 2l + 1)(2m + 1)− (2k + 1)(2l + 2m + 1)]
+2
[
[(2m)2 + (2k + 1)(2l + 2m + 1)]− [(2k + 2l + 1)(2m + 1) + (2k)2]
] l
k + m
+2[(2m)2 − (2k)2]
(
l
k + m
)2 }
+t2
{
[(2k + 2l)2 − (2k)2] + 2[(2k)2 + (2m + 1)(2l + 2k + 1)]
l
k + m
+[(2m)2 − (2k)2]
(
l
k + m
)2 }
=
2l
(k + m)2
{
[(k + 3m)(k + l + m) + (k + m)] r2
+(2m− 2k)(k + l + m)rt− [(3k + m)(k + l + m) + (k + m)] t2
}
.
On voit d’abord que r et t sont tous nuls ou tous non nuls, parce que les coefficients des
termes r2 et t2 sont tous strictement non nuls (duˆ au fait que k, l et m sont entiers positifs,
l > 0, k et m ne peuvent pas s’annuler simultane´ment). Le cas ou` r = t = 0 est de´ja` fait plus
haut, on suppose de´sormais r, s, t > 0. La dernie`re expression a comme facteur r + t, i.e.
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0 =
2l
(k + m)2
{
[(k + 3m)(k + l + m) + (k + m)] r2
+(2m− 2k)(k + l + m)rt− [(3k + m)(k + l + m) + (k + m)] t2
}
=
2l
(k + m)2
(r + t)
{
[(k + 3m)(k + l + m) + (k + m)]r
−[(3k + m)(k + l + m) + (k + m)]t
}
. (III.67)
Cela implique qu’il existe une constante positive µ telle que
t = µ[(k + 3m)(k + l + m) + (k + m)],
r = µ[(3k + m)(k + l + m) + (k + m)],
s = µl[4(k + l + m) + 2]. (III.68)
On calcule ensuite l’e´quation pour n = 3. La diffe´rence des deux coˆte´s est, en tenant compte
de (III.56),
1
(k + m)3
{
(2k + 2l)(2k + 2l + 1)(2k + 2l + 2)t3(k + m)3
−3(2k + 2l + 1)(2k + 2l + 2)(2m + 2)[(k + m)r + l(r + t)]t2(k + m)2
+3(2k + 2l + 2)(2m + 1)(2m + 2)[(k + m)r + l(r + t)]2t(k + m)
−2m(2m + 1)(2m + 2)[(k + m)r + l(r + t)]3
−2k(2k + 1)(2k + 2)[l(r + t) + t(k + m)]3
+3(2k + 1)(2k + 2)(2l + 2m + 2)[l(r + t) + t(k + m)]2r(k + m)
−3(2k + 2)(2l + 2m + 1)(2l + 2m + 2)[l(r + t) + t(k + m)]r2(k + m)2
+(2l + 2m)(2l + 2m + 1)(2l + 2m + 2)r3(k + m)3
}
(III.69)
On note P3 la quantite´ en accolade, que l’on conside`re comme un polynoˆme a` coefficients
entiers en k, l,m, r et t. Prenons maintenant les valeurs de r et t comme dans (III.68), et nous
obtenons alors un polynoˆme en k, l et m dont les coefficients sont tous positifs (cf. Annexe C
pour les expressions explicites), ce qui implique qu’il ne peut pas avoir un triple racine en k, l,m
sous le contraint qu’ils sont tous entiers positifs. Cette possibilite´ est donc exclue. 
De´monstration de la proposition 37. Nous faisons d’abord une simplification : Soient
F1 = f1,2k + f1,2k+2 + f1,2k+4 + · · · ; G1 = g1,2l + g1,2l+2 + g1,2l+4 + · · · ;
F2 = f2,2k′ + f2,2k′+2 + f2,2k′+4 + · · · ; G2 = g2,2l′ + g2,2l′+2 + g2,2l′+4 + · · · ;
la graduation naturelle de ces formes modulaires. Alors quand on regarde, pour chaque degre´ en
~, le terme dont le coefficient est une forme modulaire de plus petit poids, on trouve les termes
[f1,2k, g1,2l]n~
n et [f1,2k′ , g1,2l′ ]n~
n. Nous avons donc
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RC(f1,2k, g1,2l) = RC(f2,2k′ , g2,2l′).
Autrement dit, [f1,2k, g1,2l]n = [f2,2k′ , g2,2l′ ]n pour tout n. On a pris comme hypothe`se que
l’alge`bre des formes modulaires en question admet une the´orie de factorisation unique. Ceci
permet de de´finir le plus grand diviseur commun de f1,2k et f2,2k′(resp. g1,2l et g2,2l′), note´ par
f0(resp. g0). Le meˆme principe montre qu’il est possible d’ajuster par la multiplication d’une
constante pour avoir
f1,2k
f0
=
g2,2l′
g0
= A,
f2,2k′
f0
=
g1,2l
g0
= B. (III.70)
Nous avons alors [f0A,Bg0]i = [f0B,Ag0]i pour tout i. En plus, A et B sont premiers entre
eux en tant que polynoˆmes des ge´ne´rateurs . On utilise
Lemme 39 Soient f ∈ M2k, A ∈ M2l, B ∈ M2m et g ∈ M2n quatre formes modulaires telles
que
– pour tout i, [fA,Bg]i = [fB,Ag]i ;
A et B sont premiers entre eux en tant que polynoˆmes des ge´ne´rateurs.
Alors soit A = 1, soit B = 1.
De´monstration du lemme. Pour i = 1, d’apre`s la de´finition,
(k + l)fA
d(Bg)
dz
−
d(fA)
dz
(m + n)Bg = (k + m)fB
d(Ag)
dz
−
d(fB)
dz
(l + n)Ag, (III.71)
donc
(k + l)fA
(
dB
dz
g + B
dg
dz
)
−
(
df
dz
A + f
dA
dz
)
(m + n)Bg
= (k + m)fB
(
dA
dz
g + A
dg
dz
)
−
(
f
dB
dz
+
df
dz
B
)
(l + n)Ag. (III.72)
On divise tous les termes par fABg pour obtenir
(l −m)
(
1
f
df
dz
+
1
g
dg
dz
)
= (k + 2m + n)
1
A
dA
dz
− (k + 2l + n)
1
B
dB
dz
, (III.73)
et donc que
(fg)l−m =
Ak+2m+n
Bk+2l+n
. (III.74)
Si l ≥ m, alors le coˆte´ gauche est un polynoˆme pour les ge´ne´rateurs. Vu que A et B sont
premiers entre eux, on obtient B = 1. Si l ≤ m on obtient A = 1. Le lemme est de´montre´. 
On re´sume les deux lemmes pre´ce´dents comme suit :
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Lemme 40 Soient f1 ∈ M2l, g1 ∈ M2k, f2 ∈ M2l′ , g2 ∈ M2k′ quatre formes modulaires non
nulles, telles que pour tout n :
[f1, g1]n = [f2, g2]n. (III.75)
Alors k = k′, l = l′, et il existe une constante non nulle C telle que
f1 = Cf2, Cg1 = g2. (III.76)
suite de la de´monstration de la proposition 37. En appliquant lemme 40, on obtient k = k ′
et l = l′, ainsi que l’existence d’une constante C telle que
f1,2k = Cf2,2k, g2,2l = Cg1,2l.
Ensuite on passe au degre´ suivant, qui dans le de´veloppement de RC(F1, G1) = RC(F2, G2)
est, pour chaque ~n, le deuxie`me terme selon l’ordre croissant de poids dans le coefficient(qui est
un e´le´ment dansM(Γ)). Outre f1,2k = Cf2,2k et Cg1,2l = g2,2l, les termes dans le de´veloppement
de F1, G1, F2 et G2 concerne´s sont, f1,2k+2, f2,2k+2, g1,2l+2 et g2,2l+2 . Nous avons, pour tout n,
[f1,2k, g1,2l+2]n + [f1,2k+2, g1,2l]n = [f2,2k, g2,2l+2]n + [f2,2k+2, g2,2l]n.
c’est a` dire,
[f1,2k, Cg1,2l+2 − g2,2l+2]n = [f1,2k+2 − Cf2,2k+2, g1,2l]n,
pour tout n et la meˆme constante C. Si f1,2k+2−Cf2,2k+2 ∈M2k+2 et Cg1,2l+2−g2,2l+2 ∈M2l+2
sont non nulles, on applique a` nouveau le lemme 40 pour obtenir une contradiction. Donc la
seule possibilite´ qui nous reste est que
f1,2k+2 = Cf2,2k+2 et g2,2l+2 = Cg1,2l+2.
Le reste se de´montre par re´currence. Si nous avons f1,2k+2i = Cf2,2k+2i, g2,2l+2i = Cg1,2l+2i
pour 0 ≤ i ≤ p− 1, alors quand nous conside´rons dans RC(F1, G1) = RC(F2, G2) le terme qui
appartient a`M2k+2l+2n+2p~
n, nous obtenons une e´galite´∑
i
[f1,2k+2i, g1,2l+2p−2i]n =
∑
i
[f2,2k+2i, g2,2l+2p−2i]n. (III.77)
Compte tenu de l’hypothe`se de re´currence, elle se simplifie en
[f1,2k, g1,2l+2p]n + [f1,2k+2p, g1,2l]n = [f2,2k, g2,2l+2p]n + [f2,2k+2p, g2,2l]n, (III.78)
ou, de fac¸on e´quivalente,
[f1,2k, Cg1,2l+2p − g2,2l+2p]n = [f1,2k+2p − Cf2,2k+2p, g1,2l]n,
pour tout n (avec la meˆme constante C). Si f1,2k+2p−Cf2,2k+2p ∈M2k+2p et Cg1,2l+2p−g2,2l+2p ∈
M2l+2p sont non nulles, le lemme 40 donne lieu a` une contradiction. Il nous est possible de
conclure que
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f1,2k+2p = Cf2,2k+2p, g2,2l+2p = Cg1,2l+2p.
La proposition est donc e´tablie.
III.3 Associativite´ du Produit d’Eholzer
Il est un peu geˆnant de remarquer que jusqu’ici, l’associativite´ du produit e´tudie´ par Cohen-
Manin-Zagier , et par conse´quent celui de Connes-Moscovici, repose sur l’identite´ (I.28), dont
la de´monstration n’est pas encore publie´e. Nous proposons l’argument suivant pour donner
de´monstration dans le cas que Connes et Moscovici utilisent (et dont nous aurons besoin par la
suite), i.e., c’est le cas traite´ par Eholzer qui a annonce´ que le produit
f ∗ g =
∞∑
n=0
[f, g]n~
n
est associatif. D’apre`s la Proposition 34, cette associativite´ est e´quivalente a` l’associativite´ forte
du produit
f ? g =
∞∑
n=0
1
n!
(2k)n(2l)n
(∑
r=0
(−1)r
(
n
r
)
∂˜rf ⊗ ∂˜n−rg
)
~n.
Autrement dit(d’apre`s la proposition 28), on veut de´montrer (III.46) pour
An(2k, 2l) =
1
n!
(2k)n(2l)n, (III.79)
c’est a` dire
∑
r=0
(
n− r
p
) 1
r!
(2k)r(2l)r
(2k)r
1
(n− r)!
(2k + 2l + 2r)n−r(2m)n−r
(2k + 2l + 2r)n−p−r(2m)p
=
∑
s=0
(
n− s
n− p
) 1
s!
(2l)s(2m)s
(2m)s
1
(n− s)!
(2k)n−s(2l + 2m + 2s)n−s
(2l + 2m + 2s)p−s(2k)n−p
. (III.80)
On a, pour le coˆte´ gauche,
∑
r=0
(
n− r
p
) 1
r!
(2k)r(2l)r
(2k)r
1
(n− r)!
(2k + 2l + 2r)n−r(2m)n−r
(2k + 2l + 2r)n−p−r(2m)p
=
∑
r=0
(n− r)!
p!(n− r − p)!
1
r!
(2k)r(2l)r
(2k)r
1
(n− r)!
(2k + 2l + 2r)n−r(2m)n−r
(2k + 2l + 2r)n−p−r(2m)p
=
∑
r=0
(2l)r
r!
(2k + 2l + 2r)n−r
(2k + 2l + 2r)n−p−rp!
(2m)n−r
(2m)p(n− r − p)!
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=
∑
r=0
(
2l + r − 1
r
)(
2k + 2l + n + r − 1
p
)(
2m + n− r − 1
n− p− r
)
, (III.81)
Gardons l’ide´e que, n et p e´tant fixe´s, ce qui est a` ve´rifier est un polynoˆme en 2k, 2l et 2m.
Lorsque 2l est un entier ne´gatif, en utilisant les deux relations combinatoires suivantes :
(
X + n− 1
n
)
= (−1)n
(
−X
n
)
, n positif,∑
i
(
X
i
)(
Y
n− i
)
=
(
X + Y
n
)
,
on obtient que :
(
2l + r − 1
r
)
= (−1)r
(
−2l
r
)
,(
2k + 2l + n + r − 1
p
)
=
∑
u
(
2k + 2l + n− 1
p + 2l + u
)(
r
−2l − u
)
,(
2m + n− r − 1
n− p− r
)
=
∑
v
(
2l + 2m + n− 1
n− p + 2l + v
)(
−2l − r
−2l − r − v
)
,
(III.81) devient donc
=
∑
r=0
(−1)r
(
−2l
r
)[∑
u
(
2k + 2l + n− 1
p + 2l + u
)(
r
−2l − u
)]
[∑
v
(
2l + 2m + n− 1
n− p + 2l + v
)(
−2l − r
−2l − r − v
)]
=
∑
u,v
(
2k + 2l + n− 1
p + 2l + u
)(
2l + 2m + n− 1
n− p + 2l + v
)
[∑
r
(−1)r
(
−2l
r
)(
r
−2l − u
)(
−2l − r
−2l − r − v
)]
.
On simplifie la quantite´ entre les crochets par
∑
r
(−1)r
(
−2l
r
)(
r
−2l − u
)(
−2l − r
−2l − r − v
)
=
∑
r
(−1)r
(−2l)!
r!(−2l − r)!
r!
(−2l − u)!(r + 2l + u)!
(−2l − r)!
(−2l − r − v)!v!
=
(−2l)!
(−2l − u)!v!
∑
r
(−1)r
1
(r + 2l + u)!(−2l − r − v)!
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=
(−2l)!
(−2l − u)!v!
1
(u− v)!
∑
r
(−1)r
(u− v)!
(r + 2l + u)!(−2l − r − v)!
=
(−2l)!
(−2l − u)!v!
1
(u− v)!
∑
r
(−1)r
(
u− v
−2l − r − v
)
=
(−2l)!
(−2l − u)!v!
1
(u− v)!
(1− 1)u−v(−1)−2l−v
=
(−2l)!
(−2l − u)!v!
(−1)−2l−vδu,v, (III.82)
ou` δx,y est le symbole de Kronecker (δx,y = 1 si x = y, et est nul sinon) ; on a finalement,
∑
r=0
(
n− r
p
) 1
r!
(2k)r(2l)r
(2k)r
1
(n− r)!
(2k + 2l + 2r)n−r(2m)n−r
(2k + 2l + 2r)n−p−r(2m)p
=
∑
u=v=−2l−t
(
2k + 2l + n− 1
p + 2l + u
)(
2l + 2m + n− 1
n− p + 2l + v
)
(−2l)!
(−2l − u)!v!
(−1)−2l−v
=
∑
t
(
2k + 2l + n− 1
p− t
)(
2l + 2m + n− 1
n− p− t
)
(−1)t
(
−2l
t
)
. (III.83)
Pour le coˆte´ droit, on a
∑
s=0
(
n− s
n− p
) 1
s!
(2l)s(2m)s
(2m)s
1
(n− s)!
(2k)n−s(2l + 2m + 2s)n−s
(2l + 2m + 2s)p−s(2k)n−p
=
∑
s=0
(n− s)!
(n− p)!(p− s)!
1
s!
(2l)s(2m)s
(2m)s
1
(n− s)!
(2k)n−s(2l + 2m + 2s)n−s
(2k)n−p(2l + 2m + 2s)p−s
=
∑
s=0
(
2l + s− 1
s
)(
2k + n− s− 1
p− s
)(
2l + 2m + s + n− 1
n− p
)
. (III.84)
donc par la meˆme me´thode,
=
∑
s−0
(−1)s
(
−2l
s
)[∑
v
(
2k + 2l + n− 1
p + 2l + v
)(
−2l − s
−2l − s− v
)]
[∑
u
(
2l + 2m + n− 1
n− p + 2l + u
)(
s
−2l − u
)]
=
∑
u,v
(
2k + 2l + n− 1
p + 2l + v
)(
2l + 2m + n− 1
n− p + 2l + u
)
[∑
s−0
(−1)s
(
−2l
s
)(
−2l − s
−2l − s− v
)(
s
−2l − u
)]
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=
∑
u=v=−2l−t
(
2k + 2l + n− 1
p + 2l + v
)(
2l + 2m + n− 1
n− p + 2l + u
)
(−2l)!
(−2l − u)!v!
(−1)−2l−v
=
∑
t
(
2k + 2l + n− 1
p− t
)(
2l + 2m + n− 1
n− p− t
)
(−1)t
(
−2l
t
)
(III.85)
ce qui donne la meˆme quantite´. On obtient alors
Proposition 41 Le produit d’Eholzer est associatif.
Remarque 42 Si on veut montrer directement l’associativite´ forte du produit ? qui correspond
a` celui d’Eholzer en faisant l’identification des coefficients de chaque dufdvgdwh, ce que nous
devons de´montrer est a` chaque triplet d’indice (l1, l2, l3), l’identite´ combinatoire suivante :
l1∑
r=0
l2∑
s=0
l3∑
t=0
(−1)l1+l2−s
(
E + l1 + s + l3 − t− 1
l3 − t
)(
E + r + s− 1
s
)
f(
E + l2 + r + t− 1
t
)(
E + r + s− 1
r
)
g(
E + l1 − r + l2 − s + l3 − 1
l1 − r
)(
E + l3 + l2 − s− 1
l2 − s
)
h
=
l1∑
r=0
l2∑
s=0
l3∑
t=0
(−1)l1+l2−s
(
E + l1 + s + l3 − t− 1
l3 − t
)(
E + l1 + s− 1
s
)
f(
E + l2 − s + t− 1
t
)(
E + l2 + t + r − 1
r
)
g(
E + l1 − r + l2 − s + l3 − 1
l1 − r
)(
E + t + l2 − s− 1
l2 − s
)
h,
ou` E est l’ope´rateur d’Euler. En d’autres termes, nous avons de´montre´ l’identite´ alge´brique
l1∑
r=0
l2∑
s=0
l3∑
t=0
(−1)l1+l2−s
(
X + l1 + s + l3 − t− 1
l3 − t
)(
X + r + s− 1
s
)
(
Y + l2 + r + t− 1
t
)(
Y + r + s− 1
r
)
(
Z + l1 − r + l2 − s + l3 − 1
l1 − r
)(
Z + l3 + l2 − s− 1
l2 − s
)
=
l1∑
r=0
l2∑
s=0
l3∑
t=0
(−1)l1+l2−s
(
X + l1 + s + l3 − t− 1
l3 − t
)(
X + l1 + s− 1
s
)
(
Y + l2 − s + t− 1
t
)(
Y + l2 + t + r − 1
r
)
(
Z + l1 − r + l2 − s + l3 − 1
l1 − r
)(
Z + t + l2 − s− 1
l2 − s
)
.
Chapitre IV
Une Identite´ Combinatoire
Dans ce chapitre nous voulons de´montrer
(−4)n(
2x
n
) ∑
r+s=n
(
y
r
)(
y − a
r
)
(
2y
r
)
(
z
s
)(
z + a
s
)
(
2z
s
) =∑
j≥0
(
n
2j
)(−12
j
)(
a− 12
j
)(
−a− 12
j
)
(
x− 12
j
)(
y − 12
j
)(
z − 12
j
) (IV.1)
ou` n ≥ 0 et les variables a, x, y et z satisfont a` x + y + z = n− 1.
On proce`de d’abord a` quelques transformations. Notre but est d’e´liminer les coefficients bino-
miaux dans le de´nominateur de chaque coˆte´. Posons tout d’abord la notation nX =
∏n−1
i=0 (X−i).
Les coefficients binomiaux s’e´crivent alors :(
X
n
)
=
nX
n!
. (IV.2)
On utilise ensuite
1(
X
r
) = r!
rX
=
(n−r)(X − r)
nX
n!
(n− r)!
r!(n− r)!
n!
=
(
X − r
n− r
)
(
X
n
) r!(n− r)!
n!
, (IV.3)
pour simplifier le membre de gauche, ce qui donne
(−4)n(
2x
n
) n∑
r=0
(
y
r
)(
y − a
r
)
(
2y
r
)
(
z
n− r
)(
z + a
n− r
)
(
2z
n− r
)
=
(−4)n(
2x
n
) n∑
r=0
(
y
r
)(
y − a
r
)(
2y − r
n− r
)
(
2y
n
)
(
z
n− r
)(
z + a
n− r
)(
2z − n + r
r
)
(
2z
n
) (r!(n− r)!)2
(n!)2
.
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(IV.4)
Le cote´ droit, quant a` lui, se simplifie graˆce a` l’identite´
1(
Y − 12
j
) = j!
j(Y −
1
2)
=
j!2j
(2Y − 2j + 1)(2Y − 2j + 3) · · · (2Y − 1)
=
(2Y − 2j + 2)(2Y − 2j + 4) · · · 2Y
(2j)2Y
j!2j
=
jY 2
j
(2j)2Y
j!2j =
jY
j!
(2j)!
(2j)2Y
(j!)24j
(2j)!
=
(
Y
j
)
(
2Y
2j
) (j!)24j
(2j)!
, (IV.5)
ou de fac¸on e´quivalente : (
2Y
2j
)
=
(
Y − 12
j
)(
Y
j
)
(j!)24j
(2j)!
. (IV.6)
On a la transformation suivante :
∑
j≥0
(
n
2j
)(−12
j
)(
a− 12
j
)(
−a− 12
j
)
(
x− 12
j
)(
y − 12
j
)(
z − 12
j
)
=
[n2 ]∑
j=0
(
n
2j
)(
−12
j
)(
a− 12
j
)(
−a− 12
j
)(x
j
)
4j(j!)2(
2x
2j
)
(2j)!
(
y
j
)
4j(j!)2(
2y
2j
)
(2j)!
(
z
j
)
4j(j!)2(
2z
2j
)
(2j)!
=
[n2 ]∑
j=0
(
n
2j
)(
−12
j
)(
a− 12
j
)(
−a− 12
j
)[
4j(j!)2(n− 2j)!
n!
]3
(
x
j
)(
2x− 2j
n− 2j
)
(
2x
n
)
(
y
j
)(
2y − 2j
n− 2j
)
(
2y
n
)
(
z
j
)(
2z − 2j
n− 2j
)
(
2z
n
) , (IV.7)
ou` [µ] signifie le plus grand entier infe´rieur ou e´gal a` µ.
En combinant (IV.4) et (IV.7) on pourra donc multiplier les deux coˆte´s de (IV.1) par le
de´nominateur commun
(
2x
n
)(
2y
n
)(
2z
n
)
. On note le polynoˆme obtenu du coˆte´ gauche par
Pn(y, z, a) :
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Pn(y, z, a) := (−4)
n
n∑
r=0
(
y
r
)(
y − a
r
)(
2y − r
n− r
)
(
z
n− r
)(
z + a
n− r
)(
2z − n + r
r
)
(r!(n− r)!)2, (IV.8)
et celui a` droite par Qn(y, z, a)(on remplace x par n− y − z − 1) :
Qn(y, z, a) :=
[n2 ]∑
j=0
((n− 2j)!)2(j!)626j
(2j)!
(
−12
j
)(
a− 12
j
)(
−a− 12
j
)
(
n− y − z − 1
j
)(
2n− 2y − 2z − 2− 2j
n− 2j
)
(
y
j
)(
2y − 2j
n− 2j
)(
z
j
)(
2z − 2j
n− 2j
)
.
(IV.9)
On observe dans un premier temps que Qn(y, z, a) be´ne´ficie de la syme´trie suivante :
Qn(z, y, a) = Qn(y, z, a) = Qn(y, z,−a), (IV.10)
alors que pour Pn(y, z, a), il n’y a que la syme´trie apparente suivante :
Pn(y, z, a) = Pn(z, y,−a). (IV.11)
Nous avons :
Lemme 43 1. Pn(y, z, a) est un polynoˆme de degre´ ≤ 2n en y, ≤ 2n en z, et ≤ n en a ;
2. Qn(y, z, a) est un polynoˆme de degre´ ≤ 2n en y, ≤ 2n en z, et ≤ n en a ;
De´monstration. Pour Pn, le terme a` sommer qui correspond a` r est de degre´ r + r +(n− r) =
n + r en y, de degre´ (n− r) + (n− r) + r = 2n− r en z, et de degre´ n− r + r = n en a.
Pour Qn(y, z, a), la situation est semblable : pour le terme a` sommer qui correspond a` j, le
degre´ en y est j+(n−2j)+j+(n−2j) = 2n−2j, celui en z est aussi j+(n−2j)+j+(n−2j) =
2n− 2j, et celui en a est j + j = 2j ≤ n par hypothe`se. 
On cherche donc a` e´galer ces deux polynoˆmes, i.e., a` de´montrer
Pn(y, z, a) = Qn(y, z, a). (IV.12)
On veut de´montrer d’abord pour a = k +
1
2
ou` k ∈ N, 2k ≤ n. Sous cette hypothe`se, le coˆte´
droit est une somme finie de k + 1 termes. En tant que polynoˆmes en y et z, en remplac¸ant les(
X
n
)
par
nX
n!
, on obtient que pour tout j ≤ k,
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(
y
j
)(
2y − 2j
n− 2j
)
=
(jy)
j!
((n−2j)(2y − 2j))
(n− 2j)!
=
(ky)((n−2k)(2y − 2j))
k−1∏
t=j
(2y − 2t− 1)
j!(n− 2j)!
=
(
y
k
)(
2y − 2k
n− 2k
)k!(n− 2k)! k−1∏
t=j
(2y − 2t− 1)
j!(n− 2j)!
,
a comme facteur
(
y
k
)(
2y − 2k
n− 2k
)
. De meˆme,
(
z
j
)(
2z − 2j
n− 2j
)
=
(
z
k
)(
2z − 2k
n− 2k
)k!(n− 2k)! k−1∏
t=j
(2z − 2t− 1)
j!(n− 2j)!
.
En d’autres termes, nous avons
Lemme 44 Qn(y, z, a) est divisible par
(
y
k
)(
2y − 2k
n− 2k
)(
z
k
)(
2z − 2k
n− 2k
)
.
Notre ide´e est donc de diviser d’abord Pn(y, z, a) par cette quantite´ pour simplifier encore
l’e´galite´ a` de´montrer.
Le reste de ce chapitre est organise´ de la fac¸on suivante, apre`s une premie`re section qui
de´montre le cas k = 0 (et donc rede´montre l’associative´ du produit d’Eholzer), on a une section
qui contient essentiellement une proposition technique, puis une dernie`re section assez longue
pour traiter le cas ge´ne´ral, qui est de´compose´e en 4 e´tapes (α a` δ).
IV.1 le cas k = 0
Dans le cas le plus simple, i.e., a =
1
2
, l’identite´ a` de´montrer s’e´crit :
(−4)n
n∑
r=0
(
y
r
)(
y − 12
r
)(
2y − r
n− r
)(
z
n− r
)(
z + 12
n− r
)(
2z − n + r
r
)
(r!(n− r)!)2
= (n!)2
(
2n− 2y − 2z − 2
n
)(
2y
n
)(
2z
n
)
. (IV.13)
On transforme le terme de gauche en utilisant (IV.6), l’e´galite´ a` de´montrer est e´quivalente a`
(on divise les deux coˆte´s par (n!)2) :
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(−1)n
n∑
r=0
(
2y
2r
)(
2y − r
n− r
)(
2z + 1
2(n− r)
)(
2z − n + r
r
)
(2r)!(2(n − r))!
(n!)2
=
(
2n− 2y − 2z − 2
n
)(
2y
n
)(
2z
n
)
. (IV.14)
IV.1.a Simplification
Nous avons, toujours d’apre`s (IV.2),
(
2y
2r
)(
2y − r
n− r
)
(2r)!
n!
=
((2r)2y)((n−r)(2y − r))(2r)!
(2r)!(n− r)!n!
=
((n)2y)((r)(2y − r))
(n− r)!n!
=
(
2y
n
)(
2y − r
r
)
r!
(n− r)!
,
(
2z + 1
2(n− r)
)(
2z − n + r
r
)
(2(n− r)!)
n!
=
(2(n−r)(2z + 1))(r(2z − n + r))
n!r!
=
(2z + 1)(2(n−r)−1(2z))(r(2z − n + r))
n!r!
=
(n(2z))(n−r−1(2z − n + r))[(2z − 2n + 2r + 1) + 2(n− r)]
n!r!
=
(
2z
n
)
[(n−r(2z − n + r)) + 2(n− r)(n−r−1(2z − n + r))]
r!
=
(
2z
n
)[(
2z − n + r
n− r
)
+ 2
(
2z − n + r
n− r − 1
)]
(n− r)!
r!
.
Apre`s division des deux coˆte´s par le facteur commun
(
2y
n
)(
2z
n
)
, (IV.14) devient
(−1)n
n∑
r=0
(
2y − r
r
)[(
2z − n + r
n− r
)
+ 2
(
2z − n + r
n− r − 1
)]
=
(
2n− 2y − 2z − 2
n
)
. (IV.15)
Et en utilisant (
2n− 2y − 2z − 2
n
)
= (−1)n
(
2y + 2z − n + 1
n
)
,
cela est transforme´ en
n∑
r=0
(
2y − r
r
)[(
2z − n + r
n− r
)
+ 2
(
2z − n + r
n− r − 1
)]
=
(
2y + 2z − n + 1
n
)
. (IV.16)
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IV.1.b Les sommes S0(n; A, B) et S(n; X)
On e´tudie la somme
S0(n;A,B) =
n∑
k=0
(
k + A
n− k
)(
n− k + B
k
)
. (IV.17)
D’abord nous avons S0(0;A,B) = 1, et, comme
(
X + 1
n
)
=
(
X
n
)
+
(
X
n− 1
)
,
S0(n + 1;A,B) =
n+1∑
k=0
(
k + A
n + 1− k
)(
n + 1− k + B
k
)
=
n+1∑
k=0
[(
k + A− 1
n− k
)
+
(
k + A− 1
n + 1− k
)](
n + 1− k + B
k
)
= S0(n;A− 1, B + 1) + S0(n + 1;A− 1, B). (IV.18)
De meˆme, S0(n + 1;A,B) = S0(n;A + 1, B − 1) + S0(n + 1;A,B − 1).
D’autre part, on de´finit maintenant
S(n;X) =
[n2 ]∑
p=0
(
X + n− 1− 2p
n− 2p
)
. (IV.19)
Les coefficients ainsi de´finis ont les proprie´te´s suivantes :
S0(0;X) = 1; (IV.20)
S(n + 1;X) = S(n + 1;X − 1) + S(n;X); (IV.21)
S(n,X − 1) + 2S(n− 1, X) =
(
X + n
n
)
. (IV.22)
En effet :
– (IV.20) est imme´diat ;
– (IV.21) se de´duit de l’identite´
S(n + 1;X) =
[n+12 ]∑
p=0
(
X + n− 2p
n + 1− 2p
)
=
[n+12 ]∑
p=0
[(
X + n− 1− 2p
n + 1− 2p
)
+
(
X + n− 1− 2p
n− 2p
)]
= S(n + 1;X − 1) + S(n;X).
– Enfin on de´duit () des calculs qui suivent :
S(n,X − 1) + 2S(n− 1, X) = S(n;X) + S(n− 1;X)
=
[n2 ]∑
p=0
(
X + n− 1− 2p
n− 2p
)
+
[n−12 ]∑
p=0
(
X + n− 2− 2p
n− 1− 2p
)
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=
n∑
s=0
(
X + n− 1− s
n− s
)
=
n∑
i=0
(
X − 1 + i
i
)
=
n∑
i=0
(−1)i
(
−X
i
)
=
n∑
i=0
(−1)i
[(
−X − 1
i
)
+
(
−X − 1
i− 1
)]
= (−1)n
(
−X − 1
n
)
=
(
X + n
n
)
.
Nous de´duisons de ce qui pre´ce`de le lemme qui suit :
Lemme 45 S0(n;A,B) = S(n;A + B).
De´monstration. Nous de´montrons ce lemme par re´currence sur n. Quand n = 0, l’e´galite´ est
e´vidente. Si l’e´nonce´ est valable pour 0, 1, · · · , n, alors d’apre`s les deux relations de re´currence
ci-dessus,
S0(n + 1;A, B)− S(n + 1;A + B)
= (S0(n + 1;A, B − 1) + S0(n;A + 1, B − 1)) − (S(n + 1;A + B − 1) + S(n;A + B))
= (S0(n + 1;A, B − 1)− S(n + 1;A + B − 1)) + (S0(n;A + 1, B − 1)− S(n;A + B))
= S0(n + 1;A, B − 1)− S(n + 1;A + B − 1).
De meˆme, cette diffe´rence est aussi e´gale a` S0(n + 1;A − 1, B) − S(n + 1;A + B − 1). On
peut conclure qu’elle a la meˆme valeur pour tout couple (A, B) ∈ N2. Mais on observe que, par
de´finition :
S(n + 1; 0, 0)− S(n + 1; 0) =
{ 0− 0 = 0 si n est impair,
1− 1 = 0 si n est pair.
Nous avons donc l’e´galite´ pour tout n et tout couple (A, B) ∈ N2. Mais ce que nous voulons
de´montrer est une identite´ polynomiale en A et B(pour n fixe´), par conse´quent il est valable
pour tous les (A, B).
IV.1.c Resommation
The´ore`me 46 L’identite´ (IV.16) est vraie.
De´monstration. En fait, graˆce a` (IV.1.b), on a
n∑
r=0
(
2y − r
r
)[(
2z − n + r
n− r
)
+ 2
(
2z − n + r
n− r − 1
)]
= [S0(n; 2z − n, 2y − n) + 2S0(n− 1; 2z − n, 2y − n + 1)]
= [S(n; 2y + 2z − 2n) + 2S(n− 1; 2y + 2z − 2n + 1)]
=
(
2y + 2z − n + 1
n
)
.
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Corollaire 47 L’associativite´ du produit d’Eholzer correspond exactement au cas ou` a =
1
2
dans (IV.1). Ainsi on obtient une autre de´monstration de ce fait.
IV.1.d Interpre´tation Combinatoire
On donne maintenant une interpre´tation combinatoire du Lemme 45. D’abord on a la formule
suivante pour S(n;X) :
S(n;X) =
[n2 ]∑
p=0
(
X + n− 1− 2p
n− 2p
)
=
n∑
i=0
(
X + n− 1− i
n− i
)
−
[n−12 ]∑
p=0
(
X + n− 1− 1− 2p
n− 1− 2p
)
=
n∑
i=0
(
X + n− 1− i
n− i
)
−
n−1∑
i=0
(
X + n− 1− 1− i
n− 1− i
)
+
[n−22 ]∑
p=0
(
X + n− 1− 2− 2p
n− 2− 2p
)
= · · · · · · · · · · · · · · · · · ·
=
n∑
j=0
(−1)j
n−j∑
i=0
(
X + n− 1− j − i
n− j − i
)
=
n∑
j=0
(−1)j
(
X + n− j
n− j
)
. (IV.23)
Puis on regarde le diagramme ci-dessous :
 
 
 
 
 
 
 
  
ﬀ
A
-ﬀ n -ﬀ B
-
6
n
?
`X
Y
r
r
r
r
r
r
@
@
@
@
@
@
Dans un tel diagramme de taille n× (A + n + B), on conside`re des chemins entre X et Y,
compose´s uniquement de segments horizontaux et de segments incline´s nord-ouest sud-est. On
en distingue deux cate´gories : ceux qui traversent la droite ` en un point “entier” comme par
exemple celui montre´ dans la figure ci-dessus, dits de la premie`re cate´gorie, dont le nombre sera
note´ N1(n;A,B) ; et les autres, ceux qui traversent ` au milieu d’une case, comme celui montre´
dans la figure ci-dessous, dits de la deuxie`me cate´gorie, dont le nombre sera note´ N2(n;A,B).
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ﬀ
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Observons d’abord que N1(n;A, B)+N2(n;A, B) est le nombre total des chemins qui relient
X et Y, ce qui implique
N1(n;A, B) + N2(n;A, B) =
(
n + A + B
n
)
. (IV.24)
Ensuite, constatons d’une part qu’en faisant un comptage selon le “point de passage” de la
droite `, on a
N1(n;A, B) =
n∑
k=0
(
k + A
n− k
)(
n− k + B
k
)
= S0(n;A, B); (IV.25)
et d’autre part la transformation des figures suivantes montre tout de suite
N2(n; A, B) = N1(n− 1; A, B). (IV.26)
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Donc si
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S0(n− 1; A, B) = S(n− 1; A + B) =
n−1∑
j=0
(−1)j
(
A + B + n− 1− j
n− 1− j
)
,
on a
S0(n; A, B) = N1(n; A, B) =
(
A + B + n
n
)
−N2(n; A, B)
=
(
A + B + n
n
)
−N1(n− 1; A, B) =
(
A + B + n
n
)
− S(n− 1; A + B)
=
(
A + B + n
n
)
−
n−1∑
j=0
(−1)j
(
A + B + n− 1− j
n− 1− j
)
=
(
A + B + n
n
)
−
n∑
j′:=j+1=1
(−1)j
′−1
(
A + B + n− j′
n− j′
)
=
n∑
j′=0
(−1)j
′
(
A + B + n− j′
n− j′
)
= S(n; A + B). (IV.27)
La condition initiale e´tant facile a` ve´rifier, on de´montre ainsi le Lemme 45 sans beaucoup de
calcul.
IV.2 Les sommes Sm(n; A, B)
Avant de continuer avec les m, on s’inte´resse a` la somme
Sm(n;A,B) :=
n∑
k=0
(
k + A
n− k
)(
n− k + B
k
)(
k
m
)
. (IV.28)
pour tout m entier positif. On cherche a` exprimer cette somme comme une combinaison line´aire
des S(n;A + B). Nous allons de´montrer
Proposition 48 Pour m ≥ 1, on a
Sm(n,A,B)
=
n−m∑
p=0
(−1)p
[(
p + m− 1
m− 1
)(
B + n−m− p
m
)
(IV.29)
−
(
p + m− 1
m
)(
B + n−m− p
m− 1
)]
S(n−m− p;A + B).
En utilisant, pour tout (n,A,B, p) :(
p + m− 1
m− 1
)(
B + n−m− p
m
)
−
(
p + m− 1
m
)(
B + n−m− p
m− 1
)
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=
(
p + m− 1
m− 1
)
B + n− 2m− p + 1
m
(
B + n−m− p
m− 1
)
−
p
m
(
p + m− 1
m− 1
)(
B + n−m− p
m− 1
)
=
1
m
(
p + m− 1
m− 1
)(
B + n−m− p
m− 1
)
(B + n− 2m + 1− 2p), (IV.30)
il nous suffit de de´montrer
Proposition 49 Pour m ≥ 1, n ≥ m, on a
Sm(n; A, B) =
n−m∑
p=0
1
m
(−1)p
(
p + m− 1
m− 1
)(
B + n−m− p
m− 1
)
(B + n− 2m + 1− 2p)S(n−m− p; A + B). (IV.31)
La relation de re´currence a` utiliser est
Lemme 50 Pour m ≥ 1, n ≥ m,
Sm(n;A,B) =
n−m + B
m
Sm−1(n− 1;A + 1, B − 1)− Sm(n− 1;A + 1, B − 1). (IV.32)
De´monstration du Lemme.
Sm(n;A,B) =
n∑
r=0
(
r + A
n− r
)(
n− r + B
r
)(
r
m
)
=
n∑
r=0
(
r + A
n− r
)(
n− r + B − 1
r − 1
)
n− r + B
r
r
m
(
r − 1
m− 1
)
=
n∑
r=0
(
r + A
n− r
)(
n− r + B − 1
r − 1
)
n− r + B
m
(
r − 1
m− 1
)
=
n−m + B
m
n∑
r=0
(
r + A
n− r
)(
n− r + B − 1
r − 1
)(
r − 1
m− 1
)
−
n∑
r=0
r −m
m
(
r + A
n− r
)(
n− r + B − 1
r − 1
)(
r − 1
m− 1
)
=
n−m + B
m
n∑
r=0
(
(A + 1) + (r − 1)
(n− 1)− (r − 1)
)(
(n− 1)− (r − 1) + (B − 1)
r − 1
)(
r − 1
m− 1
)
−
n∑
r=0
(
(A + 1) + (r − 1)
(n− 1)− (r − 1)
)(
(n− 1)− (r − 1) + (B − 1)
r − 1
)(
r − 1
m
)
=
n−m + B
m
Sm−1(n− 1;A + 1, B − 1)− Sm(n− 1;A + 1, B − 1). 
De´monstration de la Proposition 49. On de´montre la proposition par une double re´currence,
d’abord en m, puis en n :
80 CHAPITRE IV. UNE IDENTITE´ COMBINATOIRE
1. On de´montre d’abord la Proposition pour m = 1 : c’est vrai pour n = 0 parce que les deux
coˆte´s s’annulent. Ensuite si l’e´nonce´ est vrai pour 0, 1, . . . , n− 1, nous avons
n−1∑
p=0
(−1)p(B + n− 1− 2p)S(n− 1− p;A + B)
+
n−2∑
p=0
(−1)p(B + n− 3− 2p)S(n− 2− p;A + B)
=
n−1∑
p=0
(−1)p(B + n− 1− 2p)S(n− 1− p;A + B)
−
n−1∑
p′=p+1=1
(−1)p
′
(B + n− 1− 2p′)S(n− 1− p′;A + B)
= (B + n− 1)S(n− 1; A + B). (IV.33)
i.e.,
n−1∑
p=0
(−1)p(B + n− 1− 2p)S(n− 1− p;A + B) + S1(n− 1;A + 1, B − 1)
= (B + n− 1)S(n;A + B). (IV.34)
Le cas est de´montre´ en vertu du lemme ci-dessus.
2. L’e´nonce´ est valable pour n < m, puisque les expressions (IV.28) et (IV.31) s’annulent
toutes les deux ;
3. Supposons que l’e´nonce´ soit valable pour 0, 1, . . . ,m − 1 et aussi pour les (i,m), tels que
0 ≤ i < n. Alors d’apre`s les hypothe`ses de re´currence,
n−m + B
m
Sm−1(n− 1;A + 1, B − 1)− Sm(n− 1;A + 1, B − 1)
=
n−m + B
m
n−m∑
p=0
(−1)p
m− 1
(
p + m− 2
m− 2
)(
B − 1 + n− 1−m + 1− p
m− 2
)
(B − 1 + n− 1− 2(m− 1) + 1− 2p)S(n−m− p;A + B)
−
n−m−1∑
p=0
(−1)p
m
(
p + m− 1
m− 1
)(
B − 1 + n− 1−m− p
m− 1
)
(B − 1 + n− 1− 2m + 1− 2p)S(n−m− 1− p;A + B)
=
n−m + B
m
1
m− 1
(
B + n−m− 1
m− 2
)
(B + n− 2m + 1)S(n−m;A + B)
+
n−m + B
m
n−m−1∑
p′=0
(−1)1+p
′
m− 1
(
p′ + m− 1
m− 2
)(
B + n−m− 2− p′
m− 2
)
(B + n− 2m− 1− 2p′)S(n−m− 1− p′;A + B)
+
n−m−1∑
p=0
(−1)p+1
m
(
p + m− 1
m− 1
)(
B + n−m− 2− p
m− 1
)
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(B + n− 2m− 1− 2p)S(n−m− 1− p;A + B)
=
1
m
(
B + n−m
m− 1
)
(B + n− 2m + 1)S(n−m;A + B)
+
n−m−1∑
p=0
(−1)p+1
m
[
p + 1
m− 1
(
p + m− 1
m− 2
)(
B + n−m− 2− p
m− 2
)
+
n−m + B − p− 1
m− 1
(
p + m− 1
m− 2
)(
B + n−m− 2− p
m− 2
)
+
(
p + m− 1
m− 1
)(
B + n−m− 2− p
m− 1
)]
(B + n− 2m− 1− 2p)S(n−m− 1− p;A + B)
La quantite´ entre crochets se simplifie :
p + 1
m− 1
(
p + m− 1
m− 2
)(
B + n−m− 2− p
m− 2
)
+
n−m + B − p− 1
m− 1
(
p + m− 1
m− 2
)(
B + n−m− 2− p
m− 2
)
+
(
p + m− 1
m− 1
)(
B + n−m− 2− p
m− 1
)
=
(
p + m− 1
m− 1
)(
B + n−m− 2− p
m− 2
)
+
(
p + m− 1
m− 2
)(
B + n−m− 1− p
m− 1
)
+
(
p + m− 1
m− 1
)(
B + n−m− 2− p
m− 1
)
=
(
p + m− 1
m− 1
)[(
B + n−m− 2− p
m− 2
)
+
(
B + n−m− 2− p
m− 1
)]
+
(
p + m− 1
m− 2
)(
B + n−m− 1− p
m− 1
)
=
(
p + m− 1
m− 1
)(
B + n−m− 1− p
m− 1
)
+
(
p + m− 1
m− 2
)(
B + n−m− 1− p
m− 1
)
=
(
p + m
m− 1
)(
B + n−m− 1− p
m− 1
)
,
Le calcul peut donc continuer comme suit,
n−m + B
m
Sm−1(n− 1;A + 1, B − 1)− Sm(n− 1;A + 1, B − 1)
=
1
m
(
B + n−m
m− 1
)
(B + n− 2m + 1)S(n−m;A + B)
+
n−m−1∑
p=0
(−1)p+1
m
(
p + m
m− 1
)(
B + n−m− 1− p
m− 1
)
(B + n− 2m− 1− 2p)S(n−m− 1− p;A + B)
82 CHAPITRE IV. UNE IDENTITE´ COMBINATOIRE
=
1
m
(
B + n−m
m− 1
)
(B + n− 2m + 1)S(n−m;A + B)
+
n−m∑
p′:=p+1=1
(−1)p
′
m
(
p′ + m− 1
m− 1
)(
B + n−m− p′
m− 1
)
(B + n− 2m + 1− 2p′)S(n−m− p′;A + B)
=
n−m∑
p′=0
1
m
(−1)p
′
(
p′ + m− 1
m− 1
)(
B + n−m− p′
m− 1
)
(B + n− 2m + 1− 2p′)S(n−m− p′;A + B).
IV.3 le cas ge´ne´ral
On passe finalement au cas ge´ne´ral. Soit k un nombre entier strictement positif tel que,
2k ≤ n. On de´compose la de´monstration en plusieurs e´tapes :
[α ] Nous pouvons d’abord de´gager un facteur qui ne de´pend pas de r dans chaque terme de
Qn
(
y, z, k +
1
2
)
graˆce au Lemme 44 :
Proposition 51 Qn
(
y, z, k + 12
)
= [2k(ky)((n−2k)(2y − 2k))][2
k(kz)((n−2k)(2z − 2k))]Q˜n
(
y, z, k +
1
2
)
, (IV.35)
ou`
Q˜n
(
y, z, k +
1
2
)
=
k∑
j=0
Σj, (IV.36)
et
Σj = (−1)
j(j!)222j
(
k
j
)(
−k − 1
j
)(
n− y − z − 1
j
)(
2n− 2y − 2z − 2j − 2
n− 2j
)
[(2y − 2j − 1) · · · (2y − 2k + 1)(2z − 2j − 1) · · · (2z − 2k + 1)]
= 22j(2j)!
(
k + j
2j
)(
n− y − z − 1
j
)(
2n− 2y − 2z − 2j − 2
n− 2j
)
[(2y − 2j − 1) · · · (2y − 2k + 1)(2z − 2j − 1) · · · (2z − 2k + 1)]
= (−1)n−j22j(2j)!
(
k + j
2j
)(
y + z − n + j
j
)(
2y + 2z − n + 1
n− 2j
)
(IV.37)
[(2y − 2j − 1) · · · (2y − 2k + 1)(2z − 2j − 1) · · · (2z − 2k + 1)].
Nous voudrions ensuite faire la meˆme chose pour Pn
(
y, z, k + 12
)
: dans chaque terme a`
sommer dans (IV.8), on se´pare les facteurs qui contiennent y et z ; apre`s avoir de´gage´ le
facteur 2k(ky)((n−2k)(2y−2k)) pour y (resp. 2
k(kz)((n−2k)(2z−2k)) pour z), on de´compose
chaque quotient en une somme. Et on arrive a`
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Proposition 52 Pn
(
y, z, k + 12
)
= [2k(ky)((n−2k)(2y − 2k))][2
k(kz)((n−2k)(2z − 2k))]P˜n
(
y, z, k +
1
2
)
, (IV.38)
ou`
P˜n
(
y, z, k +
1
2
)
= (−1)n
k∑
p=0
k∑
q=0
n∑
r=0
Ar,p(2y − 2p− 1) · · · (2y − 2k + 1)
Br,q(2z − 2q − 1) · · · (2z − 2k + 1),
Ar,p = (−1)
p2p
(
k
p
)(
r
p
)
p!
(
2y − r
r
)
, (IV.39)
Br,q = (−1)
q (2q)!2
q
q!
(
k + q
2q
)[k+1−q∑
u=0
(
k + 1− q
u
)
2u
(
2z − n + r
n− 2q − r − u
)]
.
La de´monstration de cette proposition est donne´e dans la Section IV.3.b.
Ainsi, on obtient une simplification de (IV.12), sous la forme
P˜n
(
y, z, k +
1
2
)
= Q˜n
(
y, z, k +
1
2
)
. (IV.40)
[β ] Prenons le terme dans la de´finition de P˜n
(
y, z, k + 12
)
(cf. (IV.39)) pour chaque couple
(p, q), et sommons le par rapport a` r. On obtient une quantite´ Dp,q =
∑
r Ar,pBr,q,
Dp,q =
n∑
r=0
Ar,pBr,q
= (−1)p+q
2p+q(2q)!p!
q!
(
k
p
)(
k + q
2q
)
n−2q∑
u=0
(
k + 1− q
u
)
2uSp(n− 2q − u; 2z − n, 2y − n + 2q + u).
Si p ≥ 1, en faisant usage de (IV.19), on trouve que :
Dp,q = (−1)
p+q 2
p+q(2q)!p!
q!
(
k
p
)(
k + q
2q
) k+1−q∑
u=0
(
k + 1− q
u
)
2u
n−2q−u−p∑
v=0
(−1)v
[(
v + p− 1
p− 1
)(
2y − p− v
p
)
−
(
v + p− 1
p
)(
2y − p− v
p− 1
)]
S(n− 2q − u− p− v; 2y + 2z − 2n + 2q + u). (IV.41)
Si p = 0, d’apre`s le Lemme 45,
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D0,q = (−1)
q 2
q(2q)!
q!
(
k + q
2q
) k+1−q∑
u=0
(
k + 1− q
u
)
2uS(n− 2q − u; 2y + 2z − 2n + 2q + u).
(IV.42)
On obtient l’expression P˜n
(
y, z, k + 12
)
= (−1)n
k∑
p=0
k∑
q=0
Dp,q(2y − 2p− 1) · · · (2y − 2k + 1)(2z − 2q − 1) · · · (2z − 2k + 1), (IV.43)
[γ ] On introduit la notation, pour (a, b) ∈ N2, b ≤ n :
S
(n)
a,b (X) :=
n−b∑
i=a
(−1)i
(
i
a
)(
X − n− i
n− b− i
)
. (IV.44)
Alors en e´crivant, pour p ≥ 1, w ≤ p,
Dp,q,w = (−1)
q+w+1 2
p+q(2q)!p!
q!(p− w)!
(
k
p
)(
k + q
2q
)
(IV.45)
p−w∑
l=0
2−l
(
p− w
l
)(
w − l + p
p
)
(−1)k−qS
(n)
w−l+p−k+q−1,k+q+1(2y + 2z),
nous avons
Dp,q =
p∑
w=0
Dp,q,w(2y − 2w − 1) · · · (2y − 2p + 1), (IV.46)
qui sera de´montre´e dans la Section IV.3.d.
Cela nous permet alors de proce´der a` une premie`re resommation :
(−1)n
k∑
p=0
k∑
q=0
Dp,q(2y − 2p− 1) · · · (2y − 2k + 1)(2z − 2q − 1) · · · (2z − 2k + 1)
= (−1)n
k∑
p,q=0
p∑
w=0
Dp,q,w(2y − 2w − 1) · · · (2y − 2p + 1)(2y − 2p− 1) · · · (2y − 2k + 1)
(2z − 2q − 1) · · · (2z − 2k + 1)
= (−1)n
k∑
p,q=0
p∑
w=0
Dp,q,w(2y − 2w − 1) · · · (2y − 2k + 1)(2z − 2q − 1) · · · (2z − 2k + 1)
= (−1)n
k∑
q,w=0
(
k∑
p=w
Dp,q,w
)
(2y − 2w − 1) · · · (2y − 2k + 1)(2z − 2q − 1) · · · (2z − 2k + 1)
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= (−1)n
k∑
q,w=0
Cw,q(2y − 2w − 1) · · · (2y − 2k + 1)(2z − 2q − 1) · · · (2z − 2k + 1), (IV.47)
ou` la quantite´ Cw,q =
∑
p Dp,q,w admet une autre expression qui est syme´trique en (y, z) 7→
(z, y)(cf. Section IV.3.e) : Si w + q ≥ 1,
Cw,q = −
2q+w(2q)!(2w)!
q!w!
(
k + q
2q
)(
k + w
2w
)
S
(n)
w+q−1,w+q+1(2y + 2z). (IV.48)
Si w = q = 0, Cw,q = Σ0.
On peut alors re´e´crire P˜n
(
y, z, k + 12
)
sous la forme suivante :
P˜n
(
y, z, k +
1
2
)
= (−1)n
k∑
q,w=0
Cw,q(2y−2w−1) · · · (2y−2k+1)(2z−2q−1) · · · (2z−2k+1), (IV.49)
et surtout cela montre que
Lemme 53
P˜n
(
y, z, k +
1
2
)
= P˜n
(
z, y, k +
1
2
)
, (IV.50)
i.e.,
Pn
(
y, z, k +
1
2
)
= Pn
(
z, y, k +
1
2
)
. (IV.51)
[δ ] Finalement on e´crit, pour (w, q) ∈ N2, (w, q) 6= (0, 0),
Cw,q,j = −
2q+w(2j)!
(2j − q − w)!
(
k + j
2j
)(
w + q
j
)(
2j − w − q
j − w
)
Sw+q−1,w+q+1(2y + 2z), (IV.52)
dont les termes sont non nuls lorsque max{w, q} ≤ j ≤ min{w + q, k}.
D’un coˆte´ nous allons obtenir dans la Section IV.3.f
Cw,q =
k∑
j=0
Cw,q,j, (IV.53)
et, de l’autre, comme sera prouve´e a` la fin de ce chapitre(cf. Section IV.3.g),
(−1)n
k∑
w,q=0
Cw,q,j(2y−2w+1) · · · (2y−2k+1)(2z−2q+1) · · · (2z−2k+1) = Σj. (IV.54)
On de´montre donc (IV.40).
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En combinant avec le re´sultat de la Section IV.1, nous parvenons ainsi a` de´montrer l’identite´
(IV.12) pour tout a = k + 12 , ou` l’entier k satisfait 0 ≤ k ≤
n
2
. D’autre part, (IV.51) implique
que, pour tout (y, z) :
Pn
(
y, z,−k −
1
2
)
= Pn
(
z, y, k +
1
2
)
= Pn
(
y, z, k +
1
2
)
= Qn
(
y, z, k +
1
2
)
= Qn
(
y, z,−k −
1
2
)
, (IV.55)
i.e., (IV.12) est valable pour tout triplet (y, z, a) ou` a = ±
(
k +
1
2
)
, k un entier compris entre
0 et
n
2
. Si n est un entier pair, il y a
n
2
+ 1 diffe´rentes valeurs de k, et donc n + 2 diffe´rentes
valeurs de a ; si n est un entier positif impair, il y a
n + 1
2
diffe´rentes valeurs de k, et donc n+1
diffe´rentes valeurs de a. Mais comme nous l’avons vu au de´but de ce chapitre(cf. Lemme 43),
Pn, Qn sont deux polynoˆmes dont le degre´ en a est au plus n, donc Pn ≡ Qn, i.e.,
The´ore`me 54 L’identite´ (IV.1) est valable.
Nous ne disposons a` ce jour (fin novembre 2006) d’aucune information sur la me´thode par
laquelles Cohen, Manin et Zagier ont de´montre´ cette identification de coefficients.
Les de´tails ne´cessaires sont fournis ci-dessous.
IV.3.a Quelques lemmes techniques
Avant de donner les de´tails de la de´monstration du the´ore`me 54, nous pre´sentons quelques
lemmes techniques qui nous seront utiles dans la suite.
Proposition 55 Pour m ∈ N,
2m(m(n− r))
m−1∏
v=1
(2z − 2n + 2r + 2v)
=
m∑
j=0
(
−
1
2
j
)
2jj!
j−1∏
t=0
(2z − 2t− 1)
j∑
q=0
[
j−1∑
s=0
(
j − s
q − s
)(
m
2j − s
)(
j − 1
s
)]
2m+q((m+q)(n− r))((m−q−1)(2z − 2n + 2r + 2m− 1)). (IV.56)
De´monstration.On introduit les notations suivantes :
Cj,q,m =
(
−
1
2
j
)
2jj!
[
j∑
s=0
(
j − s
q − s
)(
m
2j − s
)(
j − 1
s
)]
, (IV.57)
on observe d’abord que C(0,0,1) = 1(et C(j,q,1) = 0 pour tous les autres j, q). On va de´montrer
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Lemme 56 Les Cj,q,m satisfont la relation de re´currence suivante :
Cj,q,m+1 = Cj,q,m− (m + q)
∑
i<j
j−2∏
l=i
(m + q− 2l− 1)Ci,q,m− (m + q− 1)
∑
i<j
j−2∏
l=i
(m + q− 2− 2l)Ci,q−1,m.
(IV.58)
Autrement dit, nous allons de´montrer l’identite´
(−1)j(2j)!
j!2j
j∑
s=0
(
j − s
q − s
)(
m + 1
2j − s
)(
j − 1
s
)
=
(−1)j(2j)!
j!2j
j∑
s=0
(
j − s
q − s
)(
m
2j − s
)(
j − 1
s
)
−(m + q)
∑
i<j
j−2∏
l=i
(m + q − 2l − 1)
(−1)i(2i)!
i!2i
j∑
s=0
(
i− s
q − s
)(
m
2i− s
)(
i− 1
s
)
−(m + q − 1)
∑
i<j
j−2∏
l=i
(m + q − 2l − 2)
(−1)i(2i)!
i!2i
j∑
s=0
(
i− s
q − 1− s
)(
m
2i− s
)(
i− 1
s
)
(IV.59)
i.e.,
(−1)j(2j)!
j!2j
j∑
s=0
(
j − s
q − s
)(
m
2j − s− 1
)(
j − 1
s
)
= −(m + q)
∑
i<j
j−2∏
l=i
(m + q − 2l − 1)
(−1)i(2i)!
i!2i
j∑
s=0
(
i− s
q − s
)(
m
2i− s
)(
i− 1
s
)
−(m + q − 1)
∑
i<j
j−2∏
l=i
(m + q − 2l − 2)
(−1)i(2i)!
i!2i
j∑
s=0
(
i− s
q − 1− s
)(
m
2i− s
)(
i− 1
s
)
,
(IV.60)
De´monstration du Lemme. La de´monstration se de´compose en trois e´tapes :
1. D’abord (IV.60) est vrai pour j = 0 puisque les deux coˆte´s sont nuls.
2. Elle est vraie aussi pour q = 0. La de´monstration de ce fait ne´ce´ssite une re´currence en j : si
nous avons de´ja`
(−1)j(2j)!
j!2j
(
m
2j − 1
)
= −m
∑
i<j
j−2∏
l=i
(m− 2l − 1)
(−1)i(2i)!
i!2i
(
m
2i
)
,
alors
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(−1)j+1(2(j + 1))!
(j + 1)!2j+1
(
m
2(j + 1)− 1
)
=
(−1)j+1(2(j + 1))!
(j + 1)!2j+1
(2j+1)m
(2j + 1)!
=
(−1)j+1(2(j + 1))!
(j + 1)!2j+1
(m− 2j)
(2j)m
(2j + 1)!
= m
(−1)j+1(2(j + 1))!
(j + 1)!2j+1
(2j)m
(2j + 1)(2j)!
− 2j
(−1)j+1(2(j + 1))!
(j + 1)!2j+1
(2j)m
(2j + 1)(2j)!
= −m
(−1)j(2j)!
j!2j
(2j)m
(2j)!
+
(−1)j(2j)!
j!2j
(2j)m
(2j − 1)!
= −m
(−1)j(2j)!
j!2j
(
m
2j
)
+ (m− 2j + 1)
(−1)j(2j)!
j!2j
(
m
2j − 1
)
= −m
(−1)j(2j)!
j!2j
(
m
2j
)
− (m− 2j + 1)m
∑
i<j
j−2∏
l=i
(m− 2l − 1)
(−1)i(2i)!
i!2i
(
m
2i
)
= −m
∑
i<j+1
j+1−2∏
l=i
(m− 2l − 1)
(−1)i(2i)!
i!2i
(
m
2i
)
,
On voit donc qu’elle est vrai pour tout (j, q,m) avec q = 0.
3. Ensuite on utilise une double re´currence en j et q. Si on note
Sj,q,m =
∑
i<j
j−2∏
l=i
(m + q − 2l − 1)
(−1)i(2i)!
i!2i
j∑
s=0
(
i− s
q − s
)(
m
2i− s
)(
i− 1
s
)
, (IV.61)
on remarque tout d’abord que l’on peut re´e´crire (IV.60) comme
(−1)j(2j)!
j!2j
j∑
s=0
(
j − s
q − s
)(
m
2j − s− 1
)(
j − 1
s
)
= −(m + q)Sj,q,m− (m + q− 1)Sj,q−1,m. (IV.62)
L’hypothe`se de re´currence pour (j, q − 1,m) nous donne
−(m + q − 1)Sj,q−1,m
= (−(m + q − 1)Sj,q−1,m − (m + q − 2)Sj,q−2,m)
−(−(m + q − 2)Sj,q−2,m − (m + q − 3)Sj,q−3,m)
+ · · ·+ (−1)q−1(−mSj,0,m)
=
q−1∑
ζ=0
(−1)j(2j)!
j!2j
j∑
s=0
(−1)ζ
(
j − s
q − 1− ζ − s
)(
m
2j − s− 1
)(
j − 1
s
)
=
(−1)j(2j)!
j!2j
j∑
s=0
q−1∑
ζ=0
(−1)ζ
[(
j − s− 1
q − 1− ζ − s
)
+
(
j − s− 1
q − 1− ζ − s− 1
)](
m
2j − s− 1
)(
j − 1
s
)
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=
(−1)j(2j)!
j!2j
j∑
s=0
(
j − s− 1
q − 1− s
)(
m
2j − s− 1
)(
j − 1
s
)
, (IV.63)
et (IV.62) devient alors
−(m + q)Sj,q,m =
(−1)j(2j)!
j!2j
j∑
s=0
[(
j − s
q − s
)
−
(
j − s− 1
q − s− 1
)](
m
2j − s− 1
)(
j − 1
s
)
=
(−1)j(2j)!
j!2j
j∑
s=0
(
j − s− 1
q − s
)(
m
2j − s− 1
)(
j − 1
s
)
=
(−1)j(2j)!
j!2j
j∑
s=0
(q−s)(j − s− 1)
(q − s)!
(
m
2j − s− 1
)
s(j − 1)
s!
=
(−1)j(2j)!
j!2j
j∑
s=0
q!
(q − s)!s!
(
m
2j − s− 1
)
((q−s)(j − s− 1))(s(j − 1))
q!
=
(−1)j(2j)!
j!2j
j∑
s=0
(
q
s
)(
m
2j − s− 1
)(
j − 1
q
)
=
(−1)j(2j)!
j!2j
(
m + q
2j − 1
)(
j − 1
q
)
. (IV.64)
D’autre part, par de´finition,
Sj,q,m =
(−1)j−1(2(j − 1))!
(j − 1)!2j−1
j−1∑
s=0
(
j − 1− s
q − s
)(
m
2(j − 1)− s
)(
j − 1− 1
s
)
+
∑
i<j−1
j−2∏
l=i
(m + q − 2l − 1)
(−1)i(2i)!
i!2i
j−1∑
s=0
(
i− s
q − s
)(
m
2i− s
)(
i− 1
s
)
=
(−1)j−1(2(j − 1))!
(j − 1)!2j−1
j−1∑
s=0
(
j − 1− s
q − s
)(
m
2(j − 1)− s
)(
j − 1− 1
s
)
+(m + q − 2j + 3)
∑
i<j−1
j−3∏
l=i
(m + q − 2l − 1)
(−1)i(2i)!
i!2i
j−1∑
s=0
(
i− s
q − s
)(
m
2i− s
)(
i− 1
s
)
=
(−1)j−1(2(j − 1))!
(j − 1)!2j−1
j−1∑
s=0
(
j − 1− s
q − s
)(
m
2(j − 1)− s
)(
j − 1− 1
s
)
+(m + q − 2j + 3)Sj−1,q,m, (IV.65)
On utilise l’hypothe`se pour (j − 1, q,m), la formule a` e´tablir se re´duit a` la de´monstration de
l’identite´ :
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(−1)j(2j)!
j!2j
(
m + q
2j − 1
)(
j − 1
q
)
= −(m + q)
(−1)j−1(2(j − 1))!
(j − 1)!2j−1
j−1∑
s=0
(
j − 1− s
q − s
)(
m
2(j − 1)− s
)(
j − 1− 1
s
)
+
(−1)j−1(2(j − 1))!
(j − 1)!2j−1
(
m + q
2(j − 1)− 1
)(
j − 1− 1
q
)
, (IV.66)
i.e.,
(m + q)
j−1∑
s=0
(
j − 1− s
q − s
)(
m
2(j − 1)− s
)(
j − 1− 1
s
)
= (m + q)
j−1∑
s=0
(
j − 1− s
q − s
)(
m
2(j − 1)− s
)(
j − 1− 1
s
)
= (2j − 1)
(
m + q
2j − 1
)(
j − 1
q
)
+ (m + q − 2j + 3)
(
m + q
2(j − 1)− 1
)(
j − 1− 1
q
)
=
(
m + q
2j − 2
)[
(m + q)
(
j − 1
q
)
− (2j − 2)
(
j − 2
q − 1
)]
. (IV.67)
Cette dernie`re identite´ est facile a` de´montrer :
(m + q)
j−1∑
s=0
(
j − 1− s
q − s
)(
m
2(j − 1)− s
)(
j − 1− 1
s
)
= (m + q)
j−1∑
s=0
(j − 1− s)!(j − 2)!
(q − s)!(j − q − 1)!s!(j − s− 2)!
(
m
2(j − 1)− s
)
= (m + q)
j−1∑
s=0
(j − 1− s)(j − 2)!
(q − s)!(j − q − 1)!s!
(
m
2(j − 1)− s
)
= (m + q)
j−1∑
s=0
(j − 1)!− s(j − 2)!
(q − s)!(j − q − 1)!s!
(
m
2(j − 1)− s
)
= (m + q)
j−1∑
s=0
(
j − 1
q
)(
q
s
)(
m
2(j − 1)− s
)
− (m + q)
j−1∑
s=0
(
j − 2
q − 1
)(
q − 1
s− 1
)(
m
2(j − 1)− s
)
= (m + q)
(
m + q
2j − 2
)(
j − 1
q
)
− (m + q)
(
j − 2
q − 1
)(
m + q − 1
2j − 3
)
=
(
m + q
2j − 2
)[
(m + q)
(
j − 1
q
)
− (2j − 2)
(
j − 2
q − 1
)]
. (IV.68)
Le lemme est donc e´tabli.
La suite de la De´monstration de la Proposition 55. On note ensuite
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I(m;n− r, 2z − 2n + 2r) = 2m(m(n− r))
m−1∏
v=1
(2z − 2n + 2r + 2v). (IV.69)
Nous voulons de´montrer
I(m;n− r, 2z − 2n + 2r) =
m∑
j=0
1∏j−1
t=0 (2z − 2t− 1)
j∑
q=0
Cj,q,m
2m+q((m+q)(n− r))((m−q−1)(2z − 2n + 2r + 2m− 1)).
On proce`de par une re´currence sur m. Le cas m = 1 est e´vident car les deux coˆte´s sont e´gaux
a` 2(n− r). Si l’identite´ est valable pour m, alors, pour m + 1 on a
I(m + 1;n− r, 2z − 2n + 2r)
= 2m+1(m(n− r))
m∏
v=1
(2z − 2n + 2r + 2v)
= 2(n− r)(2z − 2n + 2r + 2)2m(m(n− r − 1))
m−1∏
v=0
(2z − 2n + 2r + 2 + 2v)
= 2(n− r)(2z − 2n + 2r + 2)I(m;n− r − 1, 2z − 2n + 2r + 2)
= 2(n− r)(2z − 2n + 2r + 2)
m∑
j=0
1∏j−1
t=0 (2z − 2t− 1)
j∑
q=0
Cj,q,m
2m+q((m+q)(n− r − 1))((m−q−1)(2z − 2n + 2r + 2m + 1)).
Selon la relation (a(X − 1))X =(a+1) X, on peut continuer comme suit :
=
m∑
j=0
1∏j−1
t=0 (2z − 2t− 1)
j∑
q=0
Cj,q,m2
m+q+1((m+1+q)(n− r))
[(2z − 2n + 2r + m + q + 2)− (m + q)]((m−q−1)(2z − 2n + 2r + 2m + 1))
=
m∑
j=0
1∏j−1
t=0 (2z − 2t− 1)
j∑
q=0
Cj,q,m2
m+q+1((m+1+q)(n− r))((m−q)(2z − 2n + 2r + 2m + 1))
−(m + q)
m∑
j=0
1∏j−1
t=0 (2z − 2t− 1)
j∑
q=0
Cj,q,m2
m+q+1((m+1+q)(n− r))((m−q−1)(2z − 2n + 2r + 2m + 1))
On multiplie ensuite la dernie`re somme par la quantite´
1 =
2(n− r −m− q − 1) + (2z − 2n + 2r + m + q + 2) + (m + q − 2j − 1)
2z − 2j − 1
,
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et on trouve
=
m∑
j=0
1∏j−1
t=0 (2z − 2t− 1)
j∑
q=0
Cj,q,m2
m+q+1((m+1+q)(n− r))((m−q)(2z − 2n + 2r + 2m + 1))
−(m + q)
m∑
j=0
1∏j−1
t=0 (2z − 2t− 1)
j∑
q=0
Cj,q,m2
m+q+1((m+1+q)(n− r))((m−q−1)(2z − 2n + 2r + 2m + 1))
2(n− r −m− q − 1) + (2z − 2n + 2r + m + q + 2) + (m + q − 2j − 1)
2z − 2j − 1
=
m∑
j=0
1∏j−1
t=0 (2z − 2t− 1)
j∑
q=0
Cj,q,m2
m+q+1((m+1+q)(n− r))((m−q)(2z − 2n + 2r + 2m + 1))
−(m + q)
m∑
j=0
1∏j
t=0(2z − 2t− 1)
j∑
q=0
Cj,q,m2
m+q+2((m+2+q)(n− r))((m−q−1)(2z − 2n + 2r + 2m + 1))
−(m + q)
m∑
j=0
1∏j
t=0(2z − 2t− 1)
j∑
q=0
Cj,q,m2
m+q+1((m+1+q)(n− r))((m−q)(2z − 2n + 2r + 2m + 1))
−(m + q)
m∑
j=0
(m + q − 2j − 1)
1∏j
t=0(2z − 2t− 1)
j∑
q=0
Cj,q,m2
m+q+1((m+1+q)(n− r))((m−q−1)(2z − 2n + 2r + 2m + 1)).
Quand on re´ite`re cette proce`dure en utilisant les relations alge´brique
2(n− r −m− q − 1) + (2z − 2n + 2r + m + q + 2) + (m + q − 2j − 2l − 1) = 2z − 2(j + l)− 1, (IV.70)
on obtient l’e´galite´ suivante :
I(m + 1;n− r, 2z − 2n + 2r)
=
m∑
j=0
1∏j−1
t=0 (2z − 2t− 1)
j∑
q=0
[
Cj,q,m − (m + q)
∑
i<j
j−2∏
j=i
(m + q − 2l − 1)Ci,q,m−
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(m + q − 1)
∑
i<j
j−2∏
l=i
(m + q − 2− 2l)Ci,q−1,m
]
(IV.71)
2m+1+q((m+1+q)(n− r))((m+1−q−1)(2z − 2n + 2r + 2(m + 1)− 1)).
Il nous suffit maintenant d’utiliser le lemme 56 pour conclure la de´monstration. 
Proposition 57 Soient k, j et p trois entiers positifs. La quantite´ de´finie par
Nj,p :=
2j+p∑
q=0
(
k + 1
2j + p− q
)[ j∑
s=0
(
j − s
q − s
)(
2j + p− q
2j − s
)(
j − 1
s
)]
, (IV.72)
satisfait a` l’e´galite´
Nj,p =
(
k + j
2j
)(
k + 1− j
p
)
. (IV.73)
De´monstration. On fait d’abord un changement de variable s′ = q − s :
Nj,p =
2j+p∑
q=0
(
k + 1
2j + p− q
)[ j∑
s=0
(
j − s
q − s
)(
2j + p− q
2j − s
)(
j − 1
s
)]
=
2j+p∑
q=0
q∑
s′:=q−s=0
(
k + 1
2j + p− q
)(
j − q + s′
s′
)(
2j + p− q
2j − q + s′
)(
j − 1
q − s′
)
=
2j+p∑
q=0
q∑
s′=0
(
k + 1
2j + p− q
)(
j − q + s′
s′
)(
2j + p− q
p− s′
)
(j − 1)!
(q − s′)!(j − q + s′ − 1)!
=
2j+p∑
q=0
(
k + 1
2j + p− q
)
(j − 1)!
q!(j − q + p− 1)![
q∑
s′=0
(
j − q + s′
s′
)(
2j + p− q
p− s′
)
q!
(q − s′)!
(j − q + p− 1)!
(j − q + s′ − 1)!
]
. (IV.74)
Nous devons de´montrer que cette somme est e´gale a`
(
k + j
2j
)(
k + 1− j
p
)
.
Lemme 58
p!
[
q∑
s′=0
(
j − q + s′
s′
)(
2j + p− q
p− s′
)
q!
(q − s′)!
(j − q + p− 1)!
(j − q + s′ − 1)!
]
,
= j(j − q + 1)p−1
p∑
λ=0
((
p− 1
λ
)
−
(
p− 1
λ− 1
))
((p−λ)(2j + p− q))(λq). (IV.75)
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De´monstration du Lemme. On note M(p, q) la quantite´ du coˆte´ gauche. On de´montre cette
identite´ par re´currence sur p. D’abord pour p = 1 un calcul direct donne M(1, q) = (2j − q +
1)(j − q) + (j − q + 1)q = j(2j − 2q + 1) = j[(2j + 1)− q].
Il existe une relation de re´currence
M(p + 1, q)
= (p + 1)!
[
q∑
s′=0
(
j − q + s′
s′
)(
2j + p + 1− q
p + 1− s′
)
q!
(q − s′)!
(j − q + p)!
(j − q + s′ − 1)!
]
= p!
[
q∑
s′=0
(s′ + p + 1− s′)
(
j − q + s′
s′
)(
2j + p + 1− q
p + 1− s′
)
q!
(q − s′)!
(j − q + p)!
(j − q + s′ − 1)!
]
= p!
[
q∑
s′=0
(p + 1− s′)
(
j − q + s′
s′
)(
2j + p + 1− q
p + 1− s′
)
q!
(q − s′)!
(j − q + p)!
(j − q + s′ − 1)!
]
+p!
[
q∑
s′=0
s′
(
j − q + s′
s′
)(
2j + p + 1− q
p + 1− s′
)
q!
(q − s′)!
(j − q + p)!
(j − q + s′ − 1)!
]
= p!
[
q∑
s′=0
(
j − q + s′
s′
)
(2j + p + 1− q)
(
2j + p− q
p− s′
)
q!
(q − s′)!
(j − q + p)(j − q + p− 1)!
(j − q + s′ − 1)!
]
+p!
[
q∑
s′=0
(j − q + 1)
(
j − q + s′
s′ − 1
)(
2j + p + 1− q
p + 1− s′
)
q(q − 1)!
(q − s′)!
(j − q + p)!
(j − q + s′ − 1)!
]
= (j − q + p)(2j − q + p + 1)p!
[
q∑
s′=0
(
j − q + s′
s′
)(
2j + p− q
p− s′
)
q!
(q − s′)!
(j − q + p− 1)!
(j − q + s′ − 1)!
]
+q(j − q + 1)p!
[
q−1∑
s′′:=s′−1=0
(
j − q + s′′ + 1
s′′
)(
2j + p− q + 1
p− s′′
)
(q − 1)!
(q − s′′ − 1)!
(j − q + p)!
(j − q + s′′)!
]
= (j − q + p)(2j − q + p + 1)M(p, q) + q(j − q + 1)M(p, q − 1). (IV.76)
et on ve´rifie
(j − q + p)(2j − q + p + 1)j(j − q + 1)p−1
p∑
λ=0
((
p− 1
λ
)
−
(
p− 1
λ− 1
))
((p−λ)(2j + p− q))(λq)
+q(j − q + 1)j(j − q + 2)p−1
p∑
λ′=0
((
p− 1
λ′
)
−
(
p− 1
λ′ − 1
))
((p−λ′)(2j + p− q + 1))(λ′(q − 1))
= j(j − q + 1)p
p∑
λ=0
((
p− 1
λ
)
−
(
p− 1
λ− 1
))
((p+1−λ)(2j + p− q + 1))(λq)
+j(j − q + 1)p
p∑
λ′=0
((
p− 1
λ′
)
−
(
p− 1
λ′ − 1
))
((p−λ′)(2j + p− q + 1))((λ′+1)q)
= j(j − q + 1)p
p∑
λ=0
[((
p− 1
λ
)
−
(
p− 1
λ− 1
))
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+
((
p− 1
λ− 1
)
−
(
p− 1
λ− 2
))]
((p+1−λ)(2j + p− q + 1))(λq)
= j(j − q + 1)p
p∑
λ=0
((
p
λ
)
−
(
p
λ− 1
))
((p+1−λ)(2j + p− q + 1))(λq).
Le lemme est donc e´tabli. 
Suite de la De´monstration de la Proposition 57 Maintenant on utilise
j+p−1∑
q=0
(
k + 1
2j + p− q
)
(j − 1)!
q!(j − q + p− 1)!
j(j − q + 1)p−1((p−λ)(2j + p− q))(λq)
=
j+p−1∑
q=0
((2j+p−q)(k + 1))
(2j + p− q)!
(j − 1)!
q!(j − q + p− 1)!
j(j − q + 1)p−1((p−λ)(2j + p− q))(λq)
=
j+p−1∑
q=0
((2j+p−q)(k + 1))
(2j + λ− q)!
j!
(q − λ)!(j − q)!
=
j+p−1∑
q=0
((p−λ)(k + 1))((2j+λ−q)(k + 1− p + λ))
(2j + λ− q)!
(λj)(j − λ)!
(q − λ)!(j − q)!
= ((p−λ)(k + 1))(λj)
2j+λ∑
q=λ
(
k + 1− p + λ
2j + λ− q
)(
j − λ
q − λ
)
= ((p−λ)(k + 1))(λj)
(
k + j + 1− p
2j
)
, (IV.77)
pour obtenir
Nj,p =
j+p−1∑
q=0
(
k + 1
2j + p− q
)
(j − 1)!
q!(j − q + p− 1)![
q∑
s′=0
(
j − q + s′
s′
)(
2j + p− q
p− s′
)
q!
(q − s′)!
(j − q + p− 1)!
(j − q + s′ − 1)!
]
=
j+p−1∑
q=0
(
k + 1
2j + p− q
)
(j − 1)!
q!(j − q + p− 1)!
j(j − q + 1)p−1
1
p!
p∑
λ=0
((
p− 1
λ
)
−
(
p− 1
λ− 1
))
((p−λ)(2j + p− q))(λq)
=
1
p!
p∑
λ=0
((
p− 1
λ
)
−
(
p− 1
λ− 1
))
j+p−1∑
q=0
(
k + 1
2j + p− q
)
(j − 1)!
q!(j − q + p− 1)!
j(j − q + 1)p−1((p−λ)(2j + p− q))(λq)
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=
(
k + j − p + 1
2j
)
1
p!
p∑
λ=0
((
p− 1
λ
)
−
(
p− 1
λ− 1
))
((p−λ)(k + 1))(λj)
=
(
k + j − p + 1
2j
)
1
p!
[
p∑
λ=0
(
p− 1
λ
)
((p−λ)(k + 1))(λj)−
p∑
λ=0
(
p− 1
λ− 1
)
((p−λ)(k + 1))(λj)
]
=
(
k + j − p + 1
2j
)
(p− 1)!
p!
[∑
λ=0
((p−λ)(k + 1))
(p− 1− λ)!
(λj)
λ!
−
p∑
λ=1
((p−λ)(k + 1))!
(p− 1− λ)!
(λj)!
(λ− 1)!
]
=
(
k + j − p + 1
2j
)
(p− 1)!
p!
[
(k + 1)
∑
λ=0
(
k
p− 1− λ
)(
j
λ
)
− j
p∑
λ=1
(
k + 1
p− 1− λ
)(
j − 1
λ− 1
)]
=
(
k + j − p + 1
2j
)
(p− 1)!
p!
[
(k + 1)
(
k + j
p− 1
)
− j
(
k + j
p− 1
)]
=
(
k + j − p + 1
2j
)
k + 1− j
p!
((p−1)(k + j)) =
((2j)(k + j − p + 1))
(2j)!
k + 1− j
p!
((p−1)(k + j))
=
((2j+p−1)(k + j))
(2j)!
k + 1− j
p!
=
((2j)(k + j))
(2j)!
((p−1)(k − j))(k + 1− j)
p!
=
(
k + j
2j
)(
k + 1− j
p
)
. (IV.78)
Ceci ache`ve la de´monstration. 
Lemme 59 Il existe une de´composition de
(
2y − v − q
p
)
comme une somme des multiples de(
y − q +
1
2
)
t
, t = 0, 1, · · · , q, donne´e par la formule :
(
2y − v − q
q
)
=
[ q2 ]∑
l=0
(−1)l
(
y − 12 − q + l
l
) q−2l∑
i=0
(−1)i2q−2l−i
(
y − l − i− 12
q − i− 2l
)(
v
i
)
=
∑
l,i
(−1)l+i2q−2l−i
(
y − l − i− 12
q − i− l
)(
q − i− l
l
)(
v
i
)
. (IV.79)
De´monstration. On traite de fac¸on le´ge`rement distincte le cas q = 2s et le cas q = 2s + 1,
s ∈ N
[a] Si q = 2s alors
(
2Y − 2s
2s
)
=
(2s)(2Y − 2s)
(2s)!
=
∏s−1
u=0(2Y − 2s− 1− 2u)
(2s)!
2ss!
(
Y − s
s
)
,
et on proce`de a` deux re´e´critures :
∏s−1
u=0(2Y − 2s− 1− 2u)
(2s)!
=
2s(s(Y − s−
1
2))
(2s)!
,
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(
Y − s
s
)
= (−1)s
(
2s− Y − 1
s
)
= (−1)s
∑
j
(
s− Y − 12
s− j
)(
s− 12
j
)
= (−1)s
∑
j
(−1)s−j
(
Y − j − 12
s− j
)(
s− 12
j
)
.
La quantite´ a` de´composer devient :
(
2Y − 2s
2s
)
=
2s(s(Y − s−
1
2)
(2s)!
2ss!(−1)s
s∑
j=0
(−1)s−j
(
Y − j − 12
s− j
)(
s− 12
j
)
=
s∑
j=0
(−1)j
(s(Y − s−
1
2 )((s−j)(Y − j −
1
2 )
(s− j)!
22ss!
(2s)!
(j(s−
1
2))
j!
.
Et a` la fin on utilise
(j(s−
1
2))
j!
=
(2s− 2j + 1)(2s− 2j + 3) · · · (2s− 1)
2jj!
=
(2s− 2j + 1)(2s − 2j + 2) · · · (2s)
(2s− 2j + 2)(2s− 2j + 4) · · · (2s)2jj!
=
(2s)!
(2s− 2j)!(s − j + 1)(s− j + 2) · · · s22jj!
=
(2s)!(s− j)!
(2s− 2j)!s!j!22j
,
pour obtenir
(
2Y − 2s
2s
)
=
s∑
j=0
(−1)j
(
Y − j − 12
2s− j
)
(2s− j)!
(s− j)!
22ss!
(2s)!
(2s)!(s− j)!
(2s− 2j)!s!j!22j
=
s∑
j=0
(−1)j2q−2j
(
Y − j − 12
q − j
)(
q − j
j
)
.
[b] De meˆme, si q = 2s + 1 alors
(
2Y − 2s− 1
2s + 1
)
=
(2s+1)(2Y − 2s− 1)
(2s + 1)!
=
∏s
u=0(2Y − 2s− 1− 2u)
(2s + 1)!
2ss!
(
Y − s− 1
s
)
.
Nous avons ∏s
u=0(2Y − 2s− 1− 2u)
(2s + 1)!
=
2s+1((s+1)(Y − s−
1
2 ))
(2s + 1)!
,
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et
(
Y − s− 1
s
)
= (−1)s
(
2s− Y
s
)
= (−1)s
s∑
j=0
(
s− Y − 12
s− j
)(
s + 12
j
)
= (−1)s
s∑
j=0
(−1)s−j
(
Y − j − 12
s− j
)(
s + 12
j
)
.
La quantite´ a` de´composer devient
(
2Y − 2s− 1
2s + 1
)
=
2s+1((s+1)(Y − s−
1
2))
(2s + 1)!
2ss!(−1)s
s∑
j=0
(−1)s−j
(
Y − j − 12
s− j
)(
s + 12
j
)
=
∑
j
(−1)j
((s+1)(Y − s−
1
2))((s−j)(Y − j −
1
2))
(s− j)!
22s+1s!
(2s + 1)!
(j(s−
1
2))
j!
.
Et comme ci-dessus, on a l’e´galite´
(j(s +
1
2))
j!
=
(2s− 2j + 3)(2s− 2j + 5) · · · (2s + 1)
2jj!
=
(2s− 2j + 2)(2s− 2j + 3) · · · (2s + 1)
(2s− 2j + 2)(2s − 2j + 4) · · · (2s)2jj!
=
(2s + 1)!
(2s− 2j + 1)!(s− j + 1)(s− j + 2) · · · s22jj!
=
(2s + 1)!(s− j)!
(2s− 2j + 1)!s!j!22j
.
Ce qui implique
(
2Y − 2s− 1
2s + 1
)
=
s∑
j=0
(−1)j
(
Y − j − 12
2s + 1− j
)
(2s + 1− j)!
(s− j)!
22s+1s!
(2s + 1)!
(2s + 1)!(s − j)!
(2s + 1− 2j)!s!j!22j
=
s∑
j=0
(−1)j2q−2j
(
Y − j − 12
q − j
)(
q − j
j
)
.
[c] En ge´ne´ral, nous avons
(
2y − v − q
q
)
= (−1)q
(
2q − 2y − 1 + v
q
)
= (−1)q
q∑
i=0
(
2q − 2y − 1
q − i
)(
v
i
)
= (−1)q
q∑
i=0
(
2(q − i)− 2(y − i)− 1
q − i
)(
v
i
)
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=
q∑
i=0
(−1)i
(
2(y − i)− (q − i)
q − i
)(
v
i
)
=
q∑
i=0
(−1)i
[ q−i2 ]∑
l=0
(−1)l2q−i−2l
(
y − i− l − 12
q − i− l
)(
q − i− l
l
)(
v
i
)
.
Le lemme est e´tabli.
Lemme 60 On introduit les notations suivantes :
G(k, g) =
2n−r−g
g!
g−1∏
β=0
(2z + 2k + 1− 2β)((n−r)(2z − n + r)),
R(k, g) =
[n−r2 ]∑
j=0
(−1)j
n−r−1∏
t=j
(2z − 2t− 1)
2j
j![
n−r−2j∑
p=0
(2j + p)!
p!
(
k + j
2j + p− (n− r) + g
)
2p
((
2z − n + r
n− r − 2j − p
)
+ 2
(
2z − n + r
n− r − 2j − p− 1
))]
.
On a
G(k, g) = R(k, g). (IV.80)
De´monstration du Lemme. On proce`de par une re´currence sur g.
1. pour g = 0, on doit prouver (compte tenu du fait qu’il faut avoir n− r − 2j − p = 0 pour
obtenir des termes non nuls) que :
G(k, 0) = (n− r)!2n−r
(
2z − n + r
n− r
)
,
R(k, 0) =
[n−r2 ]∑
j=0
(−1)j
n−r−1∏
t=j
(2z − 2t− 1)
2j
j!
(n− r)!
(n− r − 2j)!
2(n−r)−2j
= (n− r)!2n−r
[n−r2 ]∑
j=0
(−1)j2(n−r)−2j
(
z − j − 12
n− r − j
)
(n− r − j)!
j!(n− r − 2j)!
,
(IV.81)
l’e´galite´ de ces deux quantite´s re´sulte du Lemme 59 ci-dessus (en remplac¸ant Y par z, q
par n− r).
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2. On de´montre maintenant par re´currence sur g que
G
(
−z −
1
2
, g
)
= R
(
−z −
1
2
, g
)
. (IV.82)
pour tout g ≥ 1.
En effet, d’une part nous avons bien e´videmment
G
(
−z −
1
2
, g
)
=
2n−r−g
g!
g−1∏
β=0
(−2β)((n−r)(2z − n + r)) = 0,
et, de l’autre,
R
(
−z −
1
2
, g
)
=
[n−r2 ]∑
j=0
(−1)j
n−r−1∏
t=j
(2z − 2t− 1)
2j
j![
n−r−2j∑
p=0
(2j + p)!
p!
(
−z − 12 + j
2j + p− (n− r) + g
)
2p
((
2z − n + r
n− r − 2j − p
)
+ 2
(
2z − n + r
n− r − 2j − p− 1
))]
=
[n−r2 ]∑
j=0
(−1)j(−1)n−r−j2n−r−j
n−r−j−1∏
δ=0
((n− r)−
1
2
− z − δ)
2j
j![
n−r−2j∑
p=0
(2j + p)!
p!
(
−z − 12 + j
2j + p− (n− r) + g
)
2p
((
2z − n + r + 1
n− r − 2j − p
)
+
(
2z − n + r
n− r − 2j − p− 1
))]
= (−1)n−r2n−r
[n−r2 ]∑
j=0
n−r−2j∑
p=0
(
(n− r)− 12 − z
j + p + g
)
(j + p + g)!
(2j + p− (n− r) + g)!
1
j![
(2j + p)!
p!
2p
((
2z − n + r + 1
n− r − 2j − p
)
+
(
2z − n + r
n− r − 2j − p− 1
))]
= 0.
3. Les relations de re´currence a` utiliser sont :
G(k + 1, g) −G(k, g)
=
2n−r−g
g!
g−1∏
β=0
(2z + 2k + 3− 2β)−
g−1∏
β=0
(2z + 2k + 1− 2β)
 ((n−r)(2z − n + r))
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=
2n−r−g
g!
2g
g−2∏
β=0
(2z + 2k + 2 + 1− 2β)((n−r)(2z − n + r)) = G(k, g − 1), (IV.83)
R(k + 1, g) −R(k, g)
=
[n−r2 ]∑
j=0
(−1)j
n−r−1∏
t=j
(2z − 2t− 1)
2j
j!
[
n−r−2j∑
p=0
(2j + p)!
p![(
k + 1 + j
2j + p− (n− r) + g
)
−
(
k + j
2j + p− (n− r) + g
)]
2p((
2z − n + r
n− r − 2j − p
)
+ 2
(
2z − n + r
n− r − 2j − p− 1
))]
=
[n−r2 ]∑
j=0
(−1)j
n−r−1∏
t=j
(2z − 2t− 1)
2j
j![
n−r−2j∑
p=0
(2j + p)!
p!
(
k + j
2j + p− (n− r) + g − 1
)
2p
((
2z − n + r
n− r − 2j − p
)
+ 2
(
2z − n + r
n− r − 2j − p− 1
))]
= R(k, g − 1). (IV.84)
Donc si (IV.80) est vraie pour tout couple (k, g) avec g < g0, on obtient
G
(
−z −
1
2
+ m, g0
)
= G
(
−z −
1
2
, g0
)
+
m−1∑
k′=0
G(−z −
1
2
+ k′, g0 − 1)
= R
(
−z −
1
2
, g0
)
+
m−1∑
k′=0
R(−z −
1
2
+ k′, g0 − 1) = R(k, g0),
pour tout entier positif m en combinant (IV.82) et (IV.83). La relation (IV.80) est donc
valable pour une infinite´ de valeurs de k. Or g, z, n et r fixe´s, G(k, g) et R(k, g) sont tous
les deux des polynoˆmes en k, on conclut donc que (IV.80) a lieu pour tout couple (k, g). 
IV.3.b De´monstration de la Proposition 52
On de´gage d’abord le facteur 2k(ky)((n−2k)(2y− 2k)) (resp. 2
k(kz)((n−2k)(2z− 2k)) ) dans
la quantite´
(
y
r
)(
y − 2k+12
r
)(
2y − r
n− r
) (
resp.
(
z
n− r
) (
z + k+12
n− r
) (
2z − n + r
r
) )
. Pour
les facteurs qui contiennent y :
Lemme 61 Nous avons
(a) pour i ≤ k,
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(2y − 2i− 1) · · · (2y − 2k + 1) =
k−i∑
t=0
2t
(
k − i
t
)
t!(2y − 2i− 3− 2t) · · · (2y − 2k − 1), (IV.85)
(b) pour tout k,
I(k) :=
k∏
s=1
[(2y − 2s + 1)− 2r] =
k∑
i=0
(−1)i2i
(
k
i
)(
r
i
)
i!
k∏
s=i+1
(2y − 2s + 1). (IV.86)
(c) pour 0 ≤ r ≤ n, 2k ≤ n,
22r
(
y
r
)(
y − 2k+12
r
)(
2y − r
n− r
)
r!(n− r)!
=
{
2k(ky)((n−2k)(2y − 2k))
}
(IV.87){(
2y − r
r
) k∑
i=0
(−1)i2i
(
k
i
)(
r
i
)
i!
k∏
s=i+1
(2y − 2s + 1)
}
.
De´monstration. 1. (IV.85) se de´montre comme suit,
(2y − 2i− 1) · · · (2y − 2k + 1)
= [(2y − 2k − 1) + 2(k − i)](2y − 2i− 3) · · · (2y − 2k + 1)
= (2y − 2i− 3) · · · (2y − 2k + 1)(2y − 2k − 1) + 2(k − i)(2y − 2i− 3) · · · (2y − 2k + 1)
= (2y − 2i− 3) · · · (2y − 2k + 1)(2y − 2k − 1)
+2(k − i)[(2y − 2k − 1) + 2(k − i− 1)](2y − 2i− 5) · · · (2y − 2k + 1)
= (2y − 2i− 3) · · · (2y − 2k + 1)(2y − 2k − 1)
+2(k − i)(2y − 2i− 5) · · · (2y − 2k + 1)(2y − 2k − 1)
+22(k − i)(k − i− 1)(2y − 2i− 5) · · · (2y − 2k + 1)
= · · · · · · · · · · · · · · · · · ·
=
k−i∑
t=0
2t
(
k − i
t
)
t!(2y − 2i− 3− 2t) · · · (2y − 2k − 1).
2. Cette e´galite´ est obtenue par re´currence sur k. Elle est valable pour k = 0. Si elle est
valable pour 0, 1, . . . , k, alors
I(k + 1) = I(k)[(2y − 2k − 1)− 2r]
=
k∑
i=0
(−1)i2i
(
k
i
)(
r
i
)
i! [(2y − 2i− 1) · · · (2y − 2k + 1)(2y − 2k − 1)]
−
k∑
i=0
(−1)i2i+1
(
k
i
)(
r
i
)
ri!(2y − 2i− 1) · · · (2y − 2k + 1).
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on obtient, en utilisant (IV.85),
I(k + 1) =
k∑
i=0
(−1)i2i
(
k
i
)(
r
i
)
i! [(2y − 2i− 1) · · · (2y − 2k + 1)(2y − 2k − 1)]
−
k∑
i=0
(−1)i2i+1
(
k
i
)(
r
i
)
ri!
[
s−1∑
t=0
2t
(
k − i
t
)
t!(2y − 2i− 3− 2t) · · · (2y − 2k − 1)
]
.
On regroupe les termes avec les meˆmes facteurs en y, cela devient
I(k + 1) =
k+1∑
s=0
(
(−1)s2s
(
k
s
)(
r
s
)
s!
−
s−1∑
t=0
2t(−1)s−t−12s−t
(
k
s− t− 1
)(
r
s− t− 1
)
r
(
k − s + t + 1
t
)
t!(s− t− 1)!
)
(2y − 2s− 1) · · · (2y − 2k + 1)(2y − 2k − 1).
Mais, d’autre part, la quantite´ entre les parenthe`ses se simplifie comme suit :
(−1)s2s
(
k
s
)(
r
s
)
s!
−
s−1∑
t=0
2t(−1)s−t−12s−t
(
k
s− t− 1
)(
r
s− t− 1
)
r
(
k − s + t + 1
t
)
t!(s− t− 1)!
= (−1)s2s
((
k
s
)(
r
s
)
s! +
s−1∑
t=0
(
k
s− 1
)
(s− 1)!(−1)t
(
r
s− t− 1
)
r
)
= (−1)s2s
((
k
s
)(
r
s
)
s! +
(
k
s− 1
)
(s− 1)!
(
r − 1
s− 1
)
r
)
= (−1)s2s
((
k
s
)(
r
s
)
s! +
(
k
s− 1
)
s!
(
r
s
))
= (−1)s2s
(
k + 1
s
)(
r
s
)
s!,
ce qui re´duit l’expression a`
I(k + 1) =
k+1∑
s=0
(−1)s2s
(
k + 1
s
)(
r
s
)
s!(2y − 2s− 1) · · · (2y − 2k + 1)(2y − 2k − 1).
Et ache`ve la de´monstration de l’identite´ e´nonce´e.
3. Le coˆte´ gauche s’e´crit sous la forme suivante
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22r
(
y
r
)(
y − 2k+12
r
)(
2y − r
n− r
)
r!(n− r)!
=
1
r!
r−1∏
α=0
(2y − 2α)
r−1∏
β=0
(2y − 2k − 1− 2β)((n−r)(2y − r))
=
1
r!
r−1∏
α=0
(2y − 2α)
r−1∏
β=0
(2y − 2k − 1− 2β)((n−2k)(2y − 2k))((2k−2r)(2y − 2r))(r(2y − r))
=
1
r!
r−1∏
α=0
(2y − 2α)
r−1∏
β=0
(2y − 2k − 1− 2β)((n−2k)(2y − 2k))
k−1∏
α=r
(2y − 2α)
k−r−1∏
t=0
(2y − 2r − 1− 2t)(r(2y − r)).
Son quotient par 2k(ky)((n−2k)(2y−2k))
(
2y − r
r
)
=
1
r!
k−1∏
α=0
(2y−2α)((n−2k)(2y−2k))(r(2y−
r)) n’est autre que
∏k
s=1[(2y − 2s + 1)− 2r]. Il nous suffit d’utiliser 2. pour conclure. 
Nous avons aussi, pour les facteurs qui contiennent z :
Lemme 62 Pour 0 ≤ r ≤ n,
22(n−r)
(
z
n− r
)(
z + k+12
n− r
)(
2z − n + r
r
)
r!(n− r)!
=
{
2k(kz)((n−2k)(2z − 2k))
}
(IV.88)
k∑
j=0
(−1)j
k−1∏
t=j
(2z − 2t− 1)
(2j)!2j
j!
(
k + j
2j
)n−r−2j∑
p=0
(
k + 1− j
p
)
2p
(
2z − n + r
n− r − 2j − p
)
De´monstration. L’expression du quotient de la quantite´ a` gauche par la premie`re quantite´
en accolade a` droite de´pendant de (k, n− r), il nous faut donc distinguer plusieurs cas :
Cas 1. n− r = 0, le quotient vaut
(n(2z))
2k(kz)((n−2k)(2z − 2k))
=
k−1∏
t=0
(2z − 2t− 1),
qui est bien e´videmment le seul terme non nul dans la deuxie`me quantite´ en accolade au
coˆte´ droit de (IV.88)(j = p = 0) ;
Cas 2. n− r = 1, le quotient vaut
2z(2z + 2k + 1)((n−1)(2z − 1))
2k(kz)((n−2k)(2z − 2k))
= (2z + 2k + 1)
k−1∏
t=0
(2z − 2t− 1)
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=
k−1∏
t=0
(2z − 2t− 1)
[(
2z − 1
1− 0
)
+ 21
(
k + 1
1
)]
,
nous obtenons ainsi de nouveau la deuxie`me quantite´ en accolade au coˆte´ droit de (IV.88)(les
seuls termes non nuls sont j = 0, p = 0, 1) ;
Cas 3. 2 ≤ n− r, 2k < n− r, le quotient dans ce cas est,
U3(z) =
1
(n− r)!
k−1∏
α=0
(2z − 2α− 1)
k∏
β=0
(2z + 2β + 1)
k−1∏
γ=0
(2z − 2n + 2r + 2γ + 2)
n−r−2k−2∏
δ=0
(2z − n + r − δ)
Nous voudrions de´montrer qu’il est e´gal a`
V (z) =
k∑
j=0
(−1)j
k−1∏
t=j
(2z − 2t− 1)
(2j)!2j
j!
(
k + j
2j
)n−r−2j∑
p=0
(
k + 1− j
p
)
2p
(
2z − n + r
n− r − 2j − p
) ,
i.e., le re´e´crire comme une combinaison line´aire des
∏k−1
α=A(2z−2α−1)
∏B
β=0(2z−n+r−δ)
ou` nous nous permettons de manipuler les bords A et B des indices. Divisons les deux
polynoˆmes U3 et V par la meˆme quantite´
1
(n− r)!
k−1∏
α=0
(2z − 2α− 1) et utilisons la relation(
−12
j
)
= (−1)j
1 · 3 · · · (2j − 1)
j!
= (−1)j
(2j)!
2jj!j!
pour e´crire les deux quotients sous la forme suivante :
U˜3(z) =
k∏
β=0
(2z + 2β + 1)
k−1∏
γ=0
(2z − 2n + 2r + 2γ + 2)
n−r−2k−2∏
δ=0
(2z − n + r − δ),
V˜3(z) =
k∑
j=0
j!22j
(
−12
j
)(
k + j
2j
)
j−1∏
t=0
(2z − 2t− 1)
∑
p=0
(
k + 1− j
p
)
2p((2j+p)(n− r))
n−r−2j−p−1∏
δ=0
(2z − n + r − δ).
Nous voulons de´montrer U˜3(z) = V˜3(z). Cette identite´ est obtenue graˆce a` l’identite´
(IV.56) : en fait, comme
k∏
β=0
(2z + 2β + 1)
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= 2k+1
(
(k+1)
(
z − n + r + k +
1
2
+ (n− r)
))
= 2k+1(k + 1)!
(
z − n + r + k + 12 + (n− r)
k + 1
)
= 2k+1(k + 1)!
k+1∑
m=0
(
n− r
m
)(
z − n + r + k + 12
k −m + 1
)
= 2k+1
k+1∑
m=0
(
k + 1
m
)
(m(n− r))
k−m∏
v=0
(z − n + r +
1
2
+ m + v)
=
k+1∑
m=0
(
k + 1
m
)
2m(m(n− r))
k−m∏
v=0
(2z − 2n + 2r + 2m + 2v + 1), (IV.89)
nous avons,
k∏
β=0
(2z + 2β + 1)
k−1∏
γ=0
(2z − 2n + 2r + 2γ + 2)
=
k+1∑
m=0
(
k + 1
m
)
2m(m(n− r))
k−m∏
v=0
(2z − 2n + 2r + 2m + 2v + 1)
k−1∏
γ=0
(2z − 2n + 2r + 2γ + 2)
=
k+1∑
m=0
(
k + 1
m
)
2m(m(n− r))
m−1∏
γ=1
(2z − 2n + 2r + 2γ)
2k+1∏
w=2m
(2z − 2n + 2r + w)
=
k+1∑
m=0
(
k + 1
m
) k∑
j=0
(
−
1
2
j
)
2jj!
j−1∏
t=0
(2z − 2t− 1)
j∑
q=0
[∑
s=0
(
j − s
q − s
)(
m
2j − s
)(
j − 1
s
)]
2m+q((m+q)(n− r − u))
m−q−1∏
v=1
(2z − 2n + 2r + 2m− v)
2k+1∏
w=2m
(2z − 2n + 2r + w)
=
k+1∑
m=0
(
k + 1
m
) k∑
j=0
(
−
1
2
j
)
2jj!
j−1∏
t=0
(2z − 2t− 1)
j∑
q=0
[∑
s=0
(
j − s
q − s
)(
m
2j − s
)(
j − 1
s
)]
2m+q((m+q)(n− r − u))
2k+1∏
w=m+q+1
(2z − 2n + 2r + w). (IV.90)
c’est a` dire,
U˜3(z) =
k∏
β=0
(2z + 2β + 1)
k−1∏
γ=0
(2z − 2n + 2r + 2γ + 2)
n−r−2k−2∏
δ=0
(2z − n + r − δ)
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=
k+1∑
m=0
(
k + 1
m
) k∑
j=0
(
−
1
2
j
)
2jj!
j−1∏
t=0
(2z − 2t− 1)
j∑
q=0
[∑
s=0
(
j − s
q − s
)(
m
2j − s
)(
j − 1
s
)]
2m+q((m+q)(n− r − u))
2k+1∏
w=m+q+1
(2z − 2n + 2r + w)
n−r−2k−2∏
δ=0
(2z − n + r − δ)
=
k+1∑
m=0
(
k + 1
m
) k∑
j=0
(
−
1
2
j
)
2jj!
j−1∏
t=0
(2z − 2t− 1)
j∑
q=0
[
j∑
s=0
(
j − s
q − s
)(
m
2j − s
)(
j − 1
s
)]
2m+q((m+q)(n− r − u))((n−r−m−q)(2z − n + r)). (IV.91)
Donc le coefficient pour
2j
(
−
1
2
j
)
j!
j−1∏
t=0
(2z − 2t− 1)
2m+q((m+q)(n− r − u))((n−r−m−q)(2z − n + r))
(avec j et m + q = 2j + p fixe´s) est
2j+p∑
q=0
(
k + 1
2j + p− q
)[ j∑
s=0
(
j − s
q − s
)(
2j + p− q
2j − s
)(
j − 1
s
)]
, (IV.92)
Donc e´gal a` Nj,p de´fini dans la Proposition 59. On conclut donc que : il est
(
k + j
2j
)(
k + 1− j
p
)
.
Cas 4. 2 ≤ n− r, k < n− r ≤ 2k, le quotient vaut
U4(z) =
1
(n− r)!
n−r−k−2∏
α=0
(2z − 2α− 1)
k∏
β=0
(2z + 2β + 1)
n−r−k−1∏
γ=0
(2z − 2n + 2r + 2γ + 2)
2k−n+r−1∏
δ=0
(2z − n + r − δ).
Ce terme tre`s semblable a` celui du cas pre´ce´dent, et nous le traitons de meˆme : d’apre`s
(IV.89), nous pouvons e´crire
k∏
β=0
(2z + 2β + 1)
n−r−k−1∏
γ=0
(2z − 2n + 2r + 2γ + 2)
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=
k+1∑
m=0
(
k + 1
m
)
2m(m(n− r))
k−m∏
v=0
(2z − 2n + 2r + 2m + 2v + 1)
n−r−k−1∏
γ=0
(2z − 2n + 2r + 2γ + 2).
Mais
n−r−k−2∏
α=0
(2z − 2α− 1)
k−m∏
v=0
(2z − 2n + 2r + 2m + 2v + 1)
n−r−k−1∏
γ=0
(2z − 2n + 2r + 2γ + 2)
2k−n+r−1∏
δ=0
(2z − n + r − δ)
=
k−1∏
α=0
(2z − 2α− 1)
m−2∏
γ=0
(2z − 2n + 2r + 2γ + 2)
(n−r)−2m∏
δ=0
(2z − n + r − δ)
=
k−1∏
α=0
(2z − 2α− 1)
m−1∏
γ′ :=γ+1=1
(2z − 2n + 2r + 2γ ′)
(n−r)−2m∏
δ=0
(2z − n + r − δ),
(IV.93)
en utilisant (IV.56), on transforme ainsi le quotient a` la forme suivante :
U4(z) =
k+1∑
m=0
(
k + 1
m
)
2m(m(n− r))
k−1∏
α=0
(2z − 2α − 1)
m−1∏
γ′:=γ+1=1
(2z − 2n + 2r + 2γ ′)
(n−r)−2m∏
δ=0
(2z − n + r − δ)
=
k−1∏
α=0
(2z − 2α− 1)
k+1∑
m=0
(
k + 1
m
)
2m(m(n− r))
m−1∏
γ′:=γ+1=1
(2z − 2n + 2r + 2γ ′)
(n−r)−2m∏
δ=0
(2z − n + r − δ)
=
k−1∏
α=0
(2z − 2α− 1)
k∑
j=0
(
−
1
2
j
)
2jj!
j−1∏
t=0
(2z − 2t− 1)
j∑
q=0
[
j∑
s=0
(
j − s
q − s
)(
m
2j − s
)(
j − 1
s
)]
2m+q((m+q)(n− r))((m−q−1)(2z − 2n + 2r + 2m− 1))
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(n−r)−2m∏
0
(2z − n + r − δ)
=
k−1∏
0
(2z − 2α− 1)
∑
j=0
(
−
1
2
j
)
2jj!
j−1∏
t=0
(2z − 2t− 1)
j∑
q=0
[∑
s=0
(
j − s
q − s
)(
m
2j − s
)(
j − 1
s
)]
2m+q((m+q)(n− r))(((n−r)−m−q)(2z − n + r))
La fin de la de´monstration est alors identique au Cas 3.
Cas 5. 2 ≤ n− r ≤ k, le quotient s’e´crit
U5(z) =
1
(n−r)!
∏n−r−1
0 (2z − 2α)
∏n−r−1
0 (2z + 2k + 1− 2β)(r(2z − n + r))
2k(kz)((n−2k)(2z − 2k))
=
1
(n− r)!
k−1∏
n−r
(2z − 2α− 1)
n−r−1∏
β=0
(2z + 2k + 1− 2β)((n−r)(2z − n + r)).
Nous devons de´montrer que U5(z) = V (z), et conside´rons les quotients des deux coˆte´s de
cette e´galite´ par le facteur commum
∏k−1
n−r(2z− 2α− 1). Nous allons donc montrer que les
deux quantite´s qui suivent sont e´gales :
U˜5(z) =
1
(n− r)!
n−r−1∏
β=0
(2z + 2k + 1− 2β)((n−r)(2z − n + r)),
V˜5(z) =
k∑
j=0
(−1)j
n−r−1∏
t=j
(2z − 2t− 1)
(2j)!2j
j!
(
k + j
2j
)n−r−2j∑
p=0
(
k + 1− j
p
)
2p
(
2z − n + r
n− r − 2j − p
)
=
k∑
j=0
(−1)j
n−r−1∏
t=j
(2z − 2t− 1)
(2j)!2j
j!
(
k + j
2j
)
n−r−2j∑
p=0
((
k − j
p
)
+
(
k − j
p− 1
))
2p
(
2z − n + r
n− r − 2j − p
)
=
k∑
j=0
(−1)j
n−r−1∏
t=j
(2z − 2t− 1)
(2j)!2j
j!
(
k + j
2j
)
n−r−2j∑
p=0
(
k − j
p
)
2p
((
2z − n + r
n− r − 2j − p
)
+ 2
(
2z − n + r
n− r − 2j − p− 1
))
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=
k∑
j=0
(−1)j
n−r−1∏
t=j
(2z − 2t− 1)
2j
j!n−r−2j∑
p=0
(2j + p)!
p!
(
k + j
2j + p
)
2p
((
2z − n + r
n− r − 2j − p
)
+ 2
(
2z − n + r
n− r − 2j − p− 1
)) .
Mais cette identite´ est exactement l’identite´ G(k, n− r) = R(k, n− r), de´montre´e dans le
Lemme 60.
La proposition est de´montre´e.
IV.3.c Les sommes S
(n)
a,b
Pour la quantite´ :
S
(n)
a,b (X) :=
n−b∑
i=a
(−1)i
(
i
a
)(
X − n− i
n− b− i
)
,
(avec a ≥ 0 et b ≤ n) nous avons les deux relations de re´currence pour les S
(n)
a,b (avec a ≥ 1) :
S
(n)
a−1,b+1(X) = −S
(n)
a,b (X)− 2S
(n)
a,b+1(X), (IV.94)
(parce que
S
(n)
a−1,b+1 + S
(n)
a,b + 2S
(n)
a,b+1
=
n−b∑
i=a−1
(−1)i
[(
i
a− 1
)(
X − n− i
n− b− 1− i
)
+
(
i
a
)(
X − n− i
n− b− i
)
+ 2
(
i
a
)(
X − n− i
n− b− 1− i
)]
=
n−b∑
i=a−1
(−1)i
[((
i
a− 1
)
+
(
i
a
))(
X − n− i
n− b− 1− i
)
+
(
i
a
)((
X − n− i
n− b− i
)
+
(
X − n− i
n− b− 1− i
))]
=
n−b∑
i=a−1
(−1)i
(
i + 1
a
)(
X − n− i
n− b− 1− i
)
+
n−b∑
i=a−1
(−1)i
(
i
a
)(
X − n− i + 1
n− b− i
)
=
n−b−1∑
i=a−1
(−1)i
(
i + 1
a
)(
X − n− i
n− b− 1− i
)
−
n−b−1∑
i′:=i−1=a−1
(−1)i
′
(
i′ + 1
a
)(
X − n− i′
n− b− 1− i′
)
= 0.)
et
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S
(n)
a,b (X) =
1
a
[
(n− a− b + 1)S
(n)
a−1,b − (X − 2n + b + 1)S
(n)
a−1,b+1
]
(IV.95)
(parce que
S
(n)
a,b (X) =
n−b∑
i=a
(−1)i
(
i
a
)(
X − n− i
n− b− i
)
=
1
a
n−b∑
i=a−1
(i− a + 1)(−1)i
(
i
a− 1
)(
X − n− i
n− b− i
)
(
on utilise ici i− a + 1 = (n− a− b + 1)− (n− b− i)
)
=
1
a
[
(n− a− b + 1)
n−b∑
i=a−1
(−1)i
(
i
a− 1
)(
X − n− i
n− b− i
)
−
n−b∑
i=a−1
(n− b− i)(−1)i
(
i
a− 1
)(
X − n− i
n− b− i
)]
=
1
a
[
(n− a− b + 1)
n−b∑
i=a−1
(−1)i
(
i
a− 1
)(
X − n− i
n− b− i
)
−(X − 2n + b + 1)
n−b−1∑
i=a−1
(−1)i
(
i
a− 1
)(
X − n− i
n− b− 1− i
)]
=
1
a
[
(n− a− b + 1)S
(n)
a−1,b − (X − 2n + b + 1)S
(n)
a−1,b+1
]
.)
Elles impliquent notamment la relation (valable pour a ≥ 1)
k∑
j=0
(
k
j
)
2jS
(n)
a,b+j =
k∑
j=0
[(
k − 1
j
)
+
(
k − 1
j − 1
)]
2jS
(n)
a,b+j
=
k∑
j=0
(
k − 1
j
)
2jS
(n)
a,b+j +
k−1∑
j′:=j−1=0
(
k − 1
j′
)
2j
′+1S
(n)
a,b+j′+1
=
k−1∑
j=0
(
k − 1
j
)
2j
(
S
(n)
a,b+j + 2S
(n)
a,b+j+1
)
=
k−1∑
j=0
(
k − 1
j
)
2j
(
n−b−j∑
i=a
(−1)i
(
i
a
)((
X − n− i
n− b− j − i
)
+ 2
(
X − n− i
n− b− j − 1− i
)))
=
k−1∑
j=0
(
k − 1
j
)
2j
(
n−b−j∑
i=a
(−1)i
(
i
a
)((
X − n− i + 1
n− b− j − i
)
+
(
X − n− i
n− b− j − 1− i
)))
=
k−1∑
j=0
(
k − 1
j
)
2j
( n−b−j−1∑
i′:=i−1=a−1
(−1)i
′+1
(
i′ + 1
a
)(
X − n− i′
n− (b + j + 1)− i′
)
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+
n−b−j−1∑
i=a
(−1)i
(
i
a
)(
X − n− i
n− (b + j + 1)− i
))
=
k−1∑
j=0
(
k − 1
j
)
2j
(
n−b−j−1∑
i=a−1
(−1)i
(
−
(
i + 1
a
)
+
(
i
a
))(
X − n− i
n− (b + j + 1)− i
))
=
k−1∑
j=0
(
k − 1
j
)
2j
(
−
n−b−j−1∑
i=a−1
(−1)i
(
i
a− 1
)(
X − n− i
n− (b + j + 1)− i
))
= −
k−1∑
j=0
(
k − 1
j
)
2jS
(n)
a−1,b+1+j . (IV.96)
En ite´rant cette proce`dure (et en tenant compte de la restriction a ≥ 1), nous pouvons
e´ventuellement (si a ≥ k et b + k ≥ n) avoir :
k∑
j=0
(
k
j
)
2jS
(n)
a,b+j = (−1)
kS
(n)
a−k,b+k. (IV.97)
Nous avons aussi (pour a ≥ 1) :
S
(n)
a,b (X) = −
1
2
(S
(n)
a,b−1 + S
(n)
a−1,b)
= −
1
2
[
1
a
[(n− a− b + 2)S
(n)
a−1,b−1 − (X − 2n + b)S
(n)
a−1,b] + S
(n)
a−1,b
]
= −
1
2
1
a
(n− a− b + 2)S
(n)
a−1,b−1 +
X − 2n + b− a
2a
S
(n)
a−1,b (IV.98)
= −
1
2
1
a
(n− a− b + 2)S
(n)
a−1,b−1 −
1
2
X − 2n + b− a
2a
(S
(n)
a−2,b + S
(n)
a−1,b−1)
= −
X − b− 3a + 4
4a
S
(n)
a−1,b−1(X)−
X − 2n + b− a
4a
S
(n)
a−2,b(X).
Proposition 63 Soit j un entier strictement positif, alors
(−1)j+1
j∑
s=0
(j + s)!
j!s!
(X
2 − j − s
j − s
)
S
(n)
j+s−1,j+s+1(X) =
(X
2 − n + j
j
)(
X − n + 1
n− 2j
)
. (IV.99)
De´monstration. Nous de´montrons ceci par re´currence sur j. Avec les notations S
(n)
A,b de´finies
plus haut, le cas j = 1 revient a` de´montrer(X
2 − 1
1
)
S
(n)
0,2 + 2S
(n)
1,3 =
(
X
2
− n + 1
)(
X − n + 1
n− 2
)
.
Pour ceci nous pouvons utiliser les relations de re´currence (IV.94) et (IV.95) pour calculer
(X
2 − 1
1
)
S
(n)
0,2 + 2S
(n)
1,3
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=
(X
2 − 1
1
)
S
(n)
0,2 + 2
1
2
[−S
(n)
1,2 − S
(n)
0,3 ]
=
(X
2 − 1
1
)
S
(n)
0,2 − [(n− 2)S
(n)
0,2 − (X − 2n + 3)S
(n)
0,3 ]− S
(n)
0,3
=
(
X
2
− n + 1
)
S
(n)
0,2 + (X − 2n + 2)S
(n)
0,3
=
(
X
2
− n + 1
)[n−2∑
i=0
(−1)i
(
X − n− i
n− 2− i
)
+ 2
n−3∑
i=0
(−1)i
(
X − n− i
n− 3− i
)]
=
(
X
2
− n + 1
)[n−2∑
i=0
(−1)i
(
X − n− i + 1
n− 2− i
)
+
n−2∑
i′=i+1=1
(−1)i
′+1
(
X − n− i′ + 1
n− 2− i′
)]
=
(
X
2
− n + 1
)(
X − n + 1
n− 2
)
.
Supposons ensuite l’e´nonce´ valable pour j. Alors pour j+1, d’apre`s l’hypothe`se de re´currence,
nous transformons d’abord le coˆte´ droit de (IV.99) en
(X
2 − n + j + 1
j + 1
)(
X − n + 1
n− 2(j + 1)
)
=
1
j + 1
(
X
2
− n + 1)
(
(X2 − 1)− (n− 2) + j
j
)(
2(X2 − 1)− (n− 2) + 1
n− 2− 2j
)
=
1
j + 1
(
X
2
− n + 1
)
(−1)j
j∑
s=0
(j + s)!
j!s!
(X
2 − 1− j − s
j − s
)
n−3−j−s∑
p=j+s−1
(−1)p
(
p
j − 1 + s
)(
X − n− p
n− 3− j − s− p
)
=
(−1)j
j + 1
(
X
2
− n + 1
) j∑
s=0
(j + s)!
j!s!
(X
2 − 1− j − s
j − s
)
S
(n)
j+s−1,j+s+3. (IV.100)
Nous allons terminer la preuve en ite´rant plusieurs fois la relation de re´currence (IV.98).
Nous avons
(−1)j+1
j+1∑
s=0
(j + s + 1)!
(j + 1)!s!
(X
2 − j − s− 1
j + 1− s
) n−2−j−s∑
p=j+s
(−1)p
(
p
j + s
)(
X − n− p
n− 2− j − s− p
)
= (−1)j+1
j∑
s=0
(j + s + 1)!
(j + 1)!s!
(X
2 − j − s− 1
j + 1− s
)
S
(n)
j+s,j+s+2 + (−1)
j+1 (2j + 2)!
(j + 1)!(j + 1)!
S
(n)
2j+1,2j+3
= (−1)j+1
j∑
s=0
(j + s + 1)!
(j + 1)!s!
(X
2 − j − s− 1
j + 1− s
)
S
(n)
j+s,j+s+2
+(−1)j+1
(2j + 2)!
(j + 1)!(j + 1)!
[
−
X − (2j + 3)− 3(2j + 1) + 4
4(2j + 1)
S
(n)
2j,2j+2
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−
X − 2n + 2
4(2j + 1)
S
(n)
2j−1,2j+3
]
= (−1)j+1
j−1∑
s=0
(j + s + 1)!
(j + 1)!s!
(X
2 − j − s− 1
j + 1− s
)
S
(n)
j+s,j+s+2
+(−1)j+1
(2j + 1)!
(j + 1)!j!
(X
2 − 2j − 1
1
)
S
(n)
2j,2j+2
−(−1)j+1
(
X
2
− 4j − 1
)
(2j)!
(j + 1)!j!
S
(n)
2j,2j+2 − (−1)
j+1 1
j + 1
(
X
2
− n + 1
)
(2j)!
j!j!
S
(n)
2j−1,2j+3
= (−1)j+1
j−1∑
s=0
(j + s + 1)!
(j + 1)!s!
(X
2 − j − s− 1
j + 1− s
)
S
(n)
j+s,j+s+2
+(−1)j+1
[
(2j + 1)
(X
2 − 2j − 1
1
)
−
(
X
2
− 4j − 1
)]
(2j)!
(j + 1)!j!
S
(n)
2j,2j+2
+
(−1)j+2
j + 1
(
X
2
− n + 1
)
(2j)!
j!j!
S
(n)
2j−1,2j+3
= (−1)j+1
j−1∑
s=0
(j + s + 1)!
(j + 1)!s!
(X
2 − j − s− 1
j + 1− s
)
S
(n)
j+s,j+s+2
+(−1)j+1
[
(2j)
(
X
2
− 2j
)]
(2j)!
(j + 1)!j![
−
X − (2j + 2)− 3(2j) + 4
4(2j)
S
(n)
2j−1,2j+1 −
X − 2n + 2
4(2j)
S
(n)
2j−2,2j+2
]
+
(−1)j+2
j + 1
(
X
2
− n + 1
)
(2j)!
j!j!
S
(n)
2j−1,2j+3
= (−1)j+1
j−1∑
s=0
(j + s + 1)!
(j + 1)!s!
(X
2 − j − s− 1
j + 1− s
)
S
(n)
j+s,j+s+2
−(−1)j+1
[
(2j)
(
X
2
− 2j
)]
(2j)!
(j + 1)!j!
X − (2j + 2)− 3(2j) + 4
4(2j)
S
(n)
2j−1,2j+1
+
(−1)j+2
j + 1
(
X
2
− n + 1
)
(2j − 1)!
(j − 1)!j!
(X
2 − 2j
1
)
S
(n)
2j−2,2j+2
+
(−1)j+2
j + 1
(
X
2
− n + 1
)
(2j)!
j!j!
S
(n)
2j−1,2j+3
= · · · · · · · · · · · · · · · · · · · · ·
= (−1)j+1
u∑
s=0
(j + s + 1)!
(j + 1)!s!
(X
2 − j − s− 1
j + 1− s
)
S
(n)
j+s,j+s+2
+
(−1)j+1
2
(j + u)!
(j + 1)!u!
(X
2 − 1− j − u
j − u
)
S
(n)
j+u+1,j+u+3
+
(−1)j+2
j + 1
(
X
2
− n + 1
) j∑
s=u+1
(j + s)!
j!s!
(X
2 − 1− j − s
j − s
)
S
(n)
j+s−1,j+s+3.
On re´ite`re cette proce´dure et on obtient tous les termes a` droite dans (IV.100) multiplie´s
par (−1)j+1. La proposition est donc de´montre´e. 
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Dans la suite on e´crit simplement S
(n)
a,b pour de´signer S
(n)
a,b (2y + 2z).
IV.3.d De´monstration de (IV.46)
Pour obtenir une de´monstration de (IV.46), on peut utiliser le Lemme 59 pour re´e´crire
[(
v + p− 1
p− 1
)(
2y − p− v
p
)
−
(
v + p− 1
p
)(
2y − p− v
p− 1
)]
=
[ p2 ]∑
l=0
v∑
i=0
(−1)i+l2p−2l−i
(
y − l − i−
1
2
p− l − i
)(
p− l − i
l
)
[(
v
i
)(
v + p− 1
p− 1
)
+
(
v − 1
i− 1
)(
v + p− 1
p
)]
La quantite´ entre les crochets a` droite se simplifie :
(
v
i
)(
v + p− 1
p− 1
)
+
(
v − 1
i− 1
)(
v + p− 1
p
)
=
v!
i!(v − i)!
(v + p− 1)!
v!(p− 1)!
+
(v − 1)!
(i− 1)!(v − i)!
(v + p− 1)!
(v − 1)!p!
=
(v + p− 1)!
i!(v − i)!(p − 1)!
+
(v + p− 1)!
(i− 1)!(v − i)!p!
=
(v + p− 1)!
(v − i)!(i + p− 1)!
(i + p− 1)!
i!p!
(i + p)
=
(
v + p− 1
i + p− 1
)(
i + p
p
)
.
Nous avons donc l’e´galite´ suivante,
[(
v + p− 1
p− 1
)(
2y − p− v
p
)
−
(
v + p− 1
p
)(
2y − p− v
p− 1
)]
=
[ p2 ]∑
l=0
v∑
i=0
(−1)i+l2p−2l−i
(
y − l − i−
1
2
p− l − i
)(
p− l − i
l
)(
v + p− 1
i + p− 1
)(
i + p
p
)
=
[ p2 ]∑
l=0
l+v∑
w:=i+l=l
(−1)w2p−w−l
(
y − w −
1
2
p− w
)(
p− w
l
)(
v + p− 1
w − l + p− 1
)(
w − l + p
p
)
=
[ p2 ]∑
l=0
l+v∑
w=l
(−1)w2−l
(
p− w
l
)(
v + p− 1
w − l + p− 1
)(
w − l + p
p
)
(2y − 2w − 1) · · · (2y − 2p + 1)
(p− w)!
,
et nous pouvons de´composer Dp,q comme
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Dp,q =
p∑
i=0
Dp,q,w(2y − 2w − 1) · · · (2y − 2p + 1).
ou` chaque
Dp,q,w = (−1)
p+q 2
p+q(2q)!p!
q!
(
k
p
)(
k + q
2q
) k+1−q∑
u=0
(
k + 1− q
u
)
2u
n∑
v=0
(−1)v
[ p
2
]∑
l=0
(−1)w2−l
(p− w − l)!l!
(
v + p− 1
w − l + p− 1
)(
w − l + p
p
)
S(n− 2q − u− p− v; 2y + 2z − 2n + 2q + u)
= (−1)p+q+w
2p+q(2q)!p!
q!(p− w)!
(
k
p
)(
k + q
2q
) n∑
v=0
(−1)v
w∑
l=0
2−l
(
p− w
l
)(
v + p− 1
w − l + p− 1
)(
w − l + p
p
)
k+1−q∑
u=0
(
k + 1− q
u
)
2uS(n− 2q − u− p− v; 2y + 2z − 2n + 2q + u)
= (−1)p+q+w
2p+q(2q)!p!
q!(p− w)!
(
k
p
)(
k + q
2q
) n∑
v=0
(−1)v
w∑
l=0
2−l
(
p− w
l
)(
v + p− 1
w − l + p− 1
)(
w − l + p
p
)
k−q∑
u=0
(
k − q
u
)
2u
(
2y + 2z − n− p− v + 1
n− 2q − u− p− v
)
.
On peut encore simplifier la triple somme dans l’expression de Dp,q,w :
n∑
v=0
(−1)v
w∑
l=0
2−l
(
p− w
l
)(
v + p− 1
w − l + p− 1
)(
w − l + p
p
)
k−q∑
u=0
(
k − q
u
)
2u
(
X − n− p− v + 1
n− 2q − u− p− v
)
=
p−w∑
l=0
2−l
(
p− w
l
)(
w − l + p
p
) k−q∑
u=0
(
k − q
u
)
2u
(−1)p−1
∑
v=0
(−1)v+p−1
(
v + p− 1
w − l + p− 1
)(
2y + 2z − n− p− v + 1
n− 2q − u− p− v
)
=
p−w∑
l=0
2−l
(
p− w
l
)(
w − l + p
p
)
(−1)p−1
k−q∑
u=0
(
k − q
u
)
2uS
(n)
w−l+p−1,2q+u+1
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= (−1)p−1
p−w∑
l=0
2−l
(
p− w
l
)(
w − l + p
p
)
(−1)k−qS
(n)
w−l+p−k+q−1,k+q+1. (IV.101)
Et on arrive donc a`
Dp,q,w = (−1)
p+q+w 2
p+q(2q)!p!
q!(p− w)!
(
k
p
)(
k + q
2q
)
(−1)p−1
p−w∑
l=0
2−l
(
p−w
l
)(
w − l + p
p
)
(−1)k−qS
(n)
w−l+p−k+q−1,k+q+1
= (−1)k+w+1
2p+q(2q)!p!
q!(p− w)!
(
k
p
)(
k + q
2q
)
p−w∑
l=0
2−l
(
p− w
l
)(
w − l + p
p
)
S
(n)
w−l+p−k+q−1,k+q+1. (IV.102)
(IV.46) est donc vraie.
IV.3.e De´monstration de (IV.48)
La de´monstration de (IV.48) s’obtient de la fac¸on suivante,
Cw,q =
k∑
p=w
Dp,q,w
=
k∑
p=w
(−1)q+w+1
2p+q(2q)!p!
q!(p− w)!
(
k
p
)(
k + q
2q
)
p−w∑
l=0
2−l
(
p− w
l
)(
w − l + p
p
)
(−1)k−qS
(n)
w−l+p−k+q−1,k+q+1
= (−1)k+w+1
2q(2q)!
q!
(
k + q
2q
)
k∑
p=w
2pp!
(p− w)!
(
k
p
) k−w∑
l=0
2−l
(
p−w
l
)(
w − l + p
p
)
S
(n)
w−l+p−k+q−1,k+q+1,
mais
k∑
p=w
2pp!
(p− w)!
(
k
p
) p−w∑
l=0
2−l
(
p− w
l
)(
w − l + p
p
)
S
(n)
w−l+p−k+q−1,k+q+1
=
k∑
p=w
k−w∑
l=0
[(
k
p
)
2p−lp!
(p− w)!
(p− w)!
((p− l)− w)!(p− (p− l))!
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(w + (p− l))!
p!(w − p + (p− l))!
S
(n)
w−l+p−k+q−1,k+q+1
]
=
k∑
p=w
p−w∑
l=0
[(
k
p
)
2p−l(2w)!
w!
w!
(w − p + (p− l))!(p− (p− l))!
(w + (p− l))!
(2w)!((p − l)− w)!
S
(n)
w−l+p−k+q−1,k+q+1
]
=
k∑
l′:=p−l=0
k∑
p=w
(
k
p
)(
w
w + l′ − p
)
2l
′
(2w)!
w!
(
w + l′
2w
)
S
(n)
w+l′−k+q−1,k+q+1
=
k∑
l′=w
(
k + w
w + l′
)
2l
′
(2w)!
w!
(
w + l′
2w
)
S
(n)
w+l′−k+q−1,k+q+1
=
(2w)!
w!
k∑
l′=w
(k + w)!
(k − l′)!(w + l′)!
(w + l′)!
(l′ −w)!(2w)!
2l
′
S
(n)
w+l′−k+q−1,k+q+1,
ce qui implique
Cw,q = (−1)
k+w+1 2
q(2q)!(2w)!
q!w!
(
k + q
2q
)
k∑
l′=w
(k + w)!
(k − l′)!(w + l′)!
(w + l′)!
(l′ −w)!(2w)!
2l
′
S
(n)
w+l′−k+q−1,k+q+1
= (−1)k+w+1
2q(2q)!(2w)!
q!w!
(
k + q
2q
)
(k + w)!
(2w)!
k∑
l′=w
1
(k − l′)!(l′ − w)!
2l
′
S
(n)
w+l′−k+q−1,k+q+1
= (−1)k+w+1
2q(2q)!(2w)!
q!w!
(
k + q
2q
)(
k + w
2w
) k∑
l′=w
(k − w)!
(k − l′)!(l′ − w)!
2l
′
S
(n)
w+l′−k+q−1,k+q+1.
On utilise ensuite la relation (IV.96) pour simplifier la dernie`re somme
∑
l′
(k − w)!
(k − l′)!(l′ − w)!
2l
′
S
(n)
w+l′−k+q−1,k+q+1 =
∑
l′
(
k − w
l′ − w
)
2l
′
S
(n)
w+l′−k+q−1,k+q+1
=
∑
l′′:=l′−w=0
(
k − w
l′′
)
2l
′′+wS
(n)
2w+l′′−k+q−1,k+q+1 = (−1)
k−w2wS
(n)
w+q−1,w+q+1,
pour conclure a` l’identite´ :
Cw,q = (−1)
k+w+1 2
q(2q)!(2w)!
q!w!
(
k + q
2q
)(
k + w
2w
)
(−1)k−w2wS
(n)
w+q−1,w+q+1
= −
2q+w(2q)!(2w)!
q!w!
(
k + q
2q
)(
k + w
2w
)
S
(n)
w+q−1,w+q+1. (IV.103)
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IV.3.f De´monstration de (IV.53)
Afin de prouver (IV.53), on compare l’expression des Cw,q et des Cw,q,j et on constate qu’il
suffit de de´montrer la proposition suivante :
Proposition 64 Soient w, q, k trois entiers positifs avec k ≥ w, q. On introduit la quantite´
Kw,q,j =
min{k,w+q}∑
j=max{w,q}
(2j)!
(2j − q − w)!
(
k + j
2j
)(
2j − q − w
j − q
)(
w + q
j
)
. (IV.104)
Alors nous avons
Kw,q,j =
(2q)!(2w)!
q!w!
(
k + q
2q
)(
k + w
2w
)
. (IV.105)
De´monstration. Sans perte de ge´ne´ralite´, on suppose que w ≥ q. On peut donc re´e´crire Kw,q,j
sous la forme
Kw,q,j =
min{k,w+q}∑
j=w
(2j)!
(2j − q − w)!
(
k + j
2j
)(
2j − q − w
j − q
)(
w + q
j
)
=
min{k,w+q}∑
j=w
(2j)!
(2j − q − w)!
(k + j)!
(k − j)!(2j)!
(2j − q − w)!
(j − w)!(j − q)!
(
w + q
j
)
=
min{k,w+q}∑
j=w
(k + j)!
(k − j)!(j − w)!(j − q)!
(
w + q
j
)
=
min{k−w,q}∑
j′:=j−w=0
(k + w + j′)!
(k − w − j′)!j′!(j′ − q + w)!
(w + q)!
(w + j′)!(q − j′)!
,
et on divise les deux coˆte´s de (IV.105) par
(2w)!
q!w!
(
k + w
2w
)
afin de transformer l’identite´ a`
de´montrer en
Kw,q,j
(2w)!
q!w!
(
k + w
2w
) = min{k−w,q}∑
j′=0
q!
j′!(q − j′)!
(k + w + j′)!
(k + w)!
(k − w)!
(k − w − j′)!
(w + q)!
(w + j′)!
w!
(j′ − q + w)!
=
(k + q)!
(k − q)!
.
(IV.106)
Cette identite´ est de´montre´e par re´currence sur q. Elle est vraie pour q = 0, et pour passer
de q a` q + 1(si q + 1 ≤ w ≤ k) :
(k + q + 1)!
(k − q − 1)!
=
(k + q)!
(k − q)!
(k + q + 1)(k − q)
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=

min{k−w,q}∑
j′=0
(
q
j′
)
(k + w + j′)!
(k + w)!
(k − w)!
(k − w − j′)!
(w + q)!
(w + j′)!
w!
(j′ − q + w)!
 (k2 + k − q2 − q)
=
min{k−w,q}∑
j′=0
(
q
j′
)
(k + w + j′)!
(k + w)!
(k − w)!
(k −w − j′)!
[(k + w + j′ + 1)(k − w − j ′)
+(w + j′)(w + j′ + 1)− q(q + 1)]
(w + q)!
(w + j′)!
w!
(j′ − q + w)!
=
min{k−w,q}∑
j′=0
(k + w + j′ + 1)!
(k + w)!
(k − w)!
(k − w − j′ − 1)!
(
q
j′
)
(w + q)!
(w + j′)!
w!
(j′ − q + w)!
+
min{k−w,q}∑
j′=1
(k + w + j′)!
(k + w)!
(k − w)!
(k − w − j′)!
(
q
j′
)
(w + q)!
(w + j′)!
w!
(j′ − q + w)!
[(w + j′)(w + j′ + 1)− q(q + 1)]
+(w + q + 1)(w − q)
(w + q)!
w!
w!
(w − q)!
On simplifie la deuxie`me somme comme suit :
min{k−w,q}∑
j′=1
(k + w + j′)!
(k + w)!
(k − w)!
(k − w − j′)!
(
q
j′
)
(w + q)!
(w + j′)!
w!
(j′ − q + w)!
[(w + j′)(w + j′ + 1)− q(q + 1)]
=
min{k−w,q}−1∑
j′′:=j′−1=0
(k + w + j′′ + 1)!
(k + w)!
(k − w)!
(k − w − j′′ − 1)!
(
q
j′′ + 1
)
(w + q)!
(w + j′′ + 1)!
w!
(j′′ − q + w + 1)!
[(w + j′′ + 1)(w + j′′ + 2)− q(q + 1)]
=
min{k−w,q}−1∑
j′′=0
(k + w + j′′ + 1)!
(k + w)!
(k − w)!
(k − w − j′′ − 1)!
(
q
j′′ + 1
)
(w + q)!
(w + j′′ + 1)!
w!
(j′′ − q + w + 1)!
(w + j′′ + 1− q)(w + j ′′ + 2 + q)
=
min{k−w,q}−1∑
j′′=0
(k + w + j′′ + 1)!
(k + w)!
(k − w)!
(k − w − j′′ − 1)!
(w + q)!
(w + j′′)!
w!
(j′′ − q + w)!
(
q
j′′ + 1
)
w + j′′ + q + 2
w + j′′ + 1
.
On a maintenant
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(k + q + 1)!
(k − q − 1)!
=
min{k−w,q}−1∑
j′=0
(k + w + j′ + 1)!
(k + w)!
(k − w)!
(k − w − j′ − 1)!
(w + q)!
(w + j′)!
w!
(j′ − q + w)![(
q
j′
)
+
(
q
j′ + 1
)
w + j′ + q + 2
w + j′ + 1
]
+
(w + q + 1)!
w!
w!
(w − q − 1)!
,
dont on simplifie le membre de droite en utilisant l’e´galite´ suivante :
(
q
j′
)
+
(
q
j′ + 1
)
w + j′ + q + 2
w + j′ + 1
=
(
q
j′
)
+
(
q
j′ + 1
)
+
(
q
j′ + 1
)
q + 1
w + j′ + 1
=
(
q + 1
j′ + 1
)
+
(
q + 1
j′ + 1
)
q − j′
w + j′ + 1
=
(
q + 1
j′ + 1
)
w + q + 1
w + j′ + 1
,
et on trouve
(k + q + 1)!
(k − q − 1)!
=
min{k−w,q}−1∑
j′=0
(k + w + j′ + 1)!
(k + w)!
(k − w)!
(k − w − j′ − 1)!
(
q + 1
j′ + 1
)
w + q + 1
w + j′ + 1
(w + q)!
(w + j′)!
w!
(j′ − q + w)!
+
(w + q + 1)!
w!
w!
(w − q − 1)!
=
min{k−w,q}−1∑
j′=0
(k + w + j′ + 1)!
(k + w)!
(k − w)!
(k − w − j′ − 1)!
(
q + 1
j′ + 1
)
(w + q + 1)!
(w + j′ + 1)!
w!
(j′ − q + w)!
+
(w + q + 1)!
w!
w!
(w − q − 1)!
=
min{k−w,q}∑
j:=j′+1=1
(k + w + j)!
(k + w)!
(k − w)!
(k − w − j)!
(
q + 1
j
)
(w + q + 1)!
(w + j)!
w!
(j − 1− q + w)!
+
(w + q + 1)!
w!
w!
(w − q − 1)!
=
min{k−w,q}∑
j=0
(
q + 1
j
)
(k + w + j)!
(k + w)!
(k − w)!
(k − w − j)!
(w + q + 1)!
(w + j)!
w!
(w − q − 1 + j)!
. (IV.107)
La proposition est donc de´montre´e. Elle fournit la de´composition souhaite´e.
IV.3.g De´monstration de (IV.54)
A la fin, pour de´montrer (IV.54), on e´tudie
122 CHAPITRE IV. UNE IDENTITE´ COMBINATOIRE
k∑
w,q=0
Cw,q,j(2y − 2w − 1) · · · (2y − 2k + 1)(2z − 2q − 1) · · · (2z − 2k + 1)
= −
k∑
w,q=0
2q+w(2j)!
(2j − q −w)!
(
k + j
2j
)(
w + q
j
)(
2j − w − q
j − w
)
S
(n)
w+q−1,w+q+1(2y − 2w − 1) · · · (2y − 2j + 1)(2z − 2q − 1) · · · (2z − 2j + 1)
[(2y − 2j − 1) · · · (2y − 2k + 1)(2z − 2j − 1) · · · (2z − 2k + 1)].
Le coefficient de [(2y − 2j − 1) · · · (2y − 2k + 1)(2z − 2j − 1) · · · (2z − 2k + 1)] se simplifie
comme suit
−
k∑
w,q=0
2q+w(2j)!
(2j − q − w)!
(
k + j
2j
)(
w + q
j
)(
2j − w − q
j − w
)
S
(n)
w+q−1,w+q+1(2y − 2w − 1) · · · (2y − 2j + 1)(2z − 2q − 1) · · · (2z − 2j + 1)
= −(2j)!
(
k + j
2j
) j∑
s=0
2j+s
(j − s)!
(
j + s
j
)
S
(n)
j+s−1,j+s+1∑
w+q=j+s
(j − s)!
(j − w)!(j − q)!
(2y − 2w − 1) · · · (2y − 2j + 1)(2z − 2q − 1) · · · (2z − 2j + 1)
= −(2j)!
(
k + j
2j
) j∑
s=0
2j+s
(j − s)!
(
j + s
j
)
(j − s)!S
(n)
j+s−1,j+s+1
∑
w+q=j+s
(−1)j−s2j−s
(
j − y −
1
2
j − w
)(
j − z −
1
2
j − q
)
= −(2j)!
(
k + j
2j
)
22j
j∑
s=0
(
j + s
j
)
S
(n)
j+s−1,j+s+1(−1)
j−s
(
2j − y − z − 1
j − s
)
= −(2j)!
(
k + j
2j
)
22j
j∑
s=0
(
j + s
j
)
S
(n)
j+s−1,j+s+1
(X
2 − j − s
j − s
)
,
on obtient donc
k∑
w,q=0
Cw,q,j(2y − 2w − 1) · · · (2y − 2k + 1)(2z − 2q − 1) · · · (2z − 2k + 1)
= −(2j)!
(
k + j
2j
)
22j
j∑
s=0
(
j + s
j
)
S
(n)
j+s−1,j+s+1
(
y + z − j − s
j − s
)
[(2y − 2j − 1) · · · (2y − 2k + 1)(2z − 2j − 1) · · · (2z − 2k + 1)]. (IV.108)
La Proposition 63 permet ensuite de simplifier les coefficients :
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(−1)j+1
j∑
s=0
(j + s)!
j!s!
(
y + z − j − s
j − s
)
S
(n)
j+s−1,j+s+1(2y + 2z) =
(
y + z − n + j
j
)(
2y + 2z − n + 1
n− 2j
)
.
On conclut donc que
(−1)n
∑
w,q
Cw,q,j(2y − 2w + 1) · · · (2y − 2k + 1)(2z − 2q + 1) · · · (2z − 2k + 1)
= (−1)n
(
− (2j)!
(
k + j
2j
)
22j
j∑
s=0
(
j + s
j
)
S
(n)
j+s−1,j+s+1
(
y + z − j − s
j − s
)
[(2y − 2j − 1) · · · (2y − 2k + 1)(2z − 2j − 1) · · · (2z − 2k + 1)]
)
= (−1)n+1(2j)!
(
k + j
2j
)
22j
j∑
s=0
(
j + s
j
)
S
(n)
j+s−1,j+s+1
(
y + z − j − s
j − s
)
[(2y − 2j − 1) · · · (2y − 2k + 1)(2z − 2j − 1) · · · (2z − 2k + 1)]
= (−1)n+1(2j)!
(
k + j
2j
)
22j(−1)j+1
(
y + z − n + j
j
)(
2y + 2z − n + 1
n− 2j
)
[(2y − 2j − 1) · · · (2y − 2k + 1)(2z − 2j − 1) · · · (2z − 2k + 1)]
= (−1)n−j(2j)!
(
k + j
2j
)
22j
(
y + z − n + j
j
)(
2y + 2z − n + 1
n− 2j
)
[(2y − 2j − 1) · · · (2y − 2k + 1)(2z − 2j − 1) · · · (2z − 2k + 1)]
= Σj. (IV.109)
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Annexe A
Alge`bre de Hopf H1
Dans cette partie nous pre´sentons l’alge`bre de Hopf H1 et ses cocycles cycliques de Hopf qui
correspondent respectivement a` la classe de Godbillon-Vey, a` la de´rivation Schwarzienne, et a` la
classe fondamentale transversale. On suit essentiellement la pre´sentation de Connes et Moscovici
dans leur se´rie d’articles sur le sujet([9], [10]).
Pour un feuilletage lisse au rang constant sur M , on choisit une transversale plate comple`te
X. On conside`re le fibre´ de repe`res oriente´s FX de X avec l’action correspondante du groupo¨ıde
d’holonomie de feuilletage, qui de´finit un groupo¨ıde e´tale G ⇒ FX. Connes et Moscovici ont
trouve´ une alge`bre de Hopf Hk agissant sur l’alge`bre lisse de groupo¨ıde C
∞
c (G), ou` k est la
codimension du feuilletage. Dans cette annexe on se limite au cas k = 1.
Dans ce cas-la`, la transversale comple`te X est une varie´te´ plate de dimension 1, et FX est
isomorphe a` X×R+ en fixant une connexion plate sur FX → X. On introduit les coordonne´es y
sur la composante X et y1 sur la composante R
+. Soit Γ un pseudogroupe associe´ au feuilletage
agissant sur X. L’action de Γ sur FX est
(y, y1) 7→ (φ(y), φ
′(y)y1), ∀φ ∈ Γ.
Par de´finition le groupo¨ıde FX o Γ ⇒ FX est un groupo¨ıde e´tale munie d’une forme sym-
plectique naturelle ω =
dy ∧ dy1
y21
.
Sur FX, on conside`re les champs de vecteurs X = y1
∂
∂y
et Y = y1
∂
∂y1
. On a d’abord
φ′(y)y1
∂
∂y1
∂
∂y1
(φ′(y)y1)
= y1
∂
∂y1
,
ce qui veut dire que Y est invariant sous l’action de Γ. Mais ce n’est pas le cas pour X, qui
satisfait a` la relation de commutation suivante :
UφXU
−1
φ = X − y1
φ−1
′′
(y)
φ−1′(y)
Y.
125
126 ANNEXE A. ALGE`BRE DE HOPF H1
On introduit maintenant les ope´rateurs suivants sur A.
X(fUφ) = X(f)Uφ,
Y (fUφ) = Y (f)Uφ,
δ1(fUφ) = µφ−1fUφ,
δn(fUφ) = X
n−1(µφ−1)fUφ,
(A.1)
ou` µφ−1(y, y1) = y1
φ−1
′′
(y)
φ−1′(y)
.
Leurs relations de commutation sont
[Y,X] = X , [Y, δn] = n δn , [X, δn] = δn+1 , [δk, δ`] = 0 , n, k, ` ≥ 1 . (A.2)
Ces ope´rateurs X,Y, δn, n ∈ N forment une alge`bre de Lie de dimension infinie H1, et l’alge`bre
de Hopf H1 est de´finie en tant qu’alge`bre comme son alge`bre enveloppante universelle.
Pour faire de H1 une alge`bre de Hopf, il faut de´finir le coproduit, la co-unite´ et l’antipode.
Ils sont donne´s par :
1. le coproduit ∆ : H1 →H1 ⊗H1 . Il est de´termine´ par
∆Y = Y ⊗ 1 + 1⊗ Y , ∆X = X ⊗ 1 + 1⊗X + δ1 ⊗ Y
∆ δ1 = δ1 ⊗ 1 + 1⊗ δ1 (A.3)
et la proprie´te´ de multiplicativite´
∆(h1 h2) = ∆h1 ·∆h2 , h1, h2 ∈ H1 ; (A.4)
2. la co-unite´ est
ε(h) = le terme constant de h ∈ H1 . (A.5)
3. L’antipode S. Elle est donne´e par
S(Y ) = −Y , S(X) = −X + δ1Y , S(δ1) = −δ1 (A.6)
et la proprie´te´ d’anti-isomorphisme
S(h1 h2) = S(h2)S(h1) , h1, h2 ∈ H1 ; (A.7)
Il n’est pas difficile de ve´rifier que (H1, ·,∆, S, , id) de´finit une alge`bre de Hopf.
Le roˆle de H1 comme ¡¡syme´trie dans la ge´ome´trie transverse¿¿ vient de son action naturelle sur
les produits croise´s ([9]). Etant donne´ une varie´te´ M 1 de dimension 1 et un sous-groupe discret
Γ ⊂ Diff+(M1), H1 agit sur l’alge`bre de produit croise´
AΓ = C
∞
c (J
1
+(M
1)) o Γ ,
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par une action de Hopf, ou` J 1+(M
1) est le fibre´ oriente´ des 1-jets sur M 1. On utilise les coor-
donne´es dans J1+(M
1) de´finies par le de´veloppement de Taylor,
j(s) = y + s y1 + · · · , y1 > 0 ,
et supposons que des diffe´omorphismes agissent de la manie`re fonctorielle e´vidente sur les 1-jets,
ϕ(y, y1) = (ϕ(y), ϕ
′(y) · y1) .
L’action de H1 s’e´crit comme ci-dessus :
Y (fU∗ϕ) = y1
∂f
∂y1
U∗ϕ , X(fU
∗
ϕ) = y1
∂f
∂y
U∗ϕ , (A.8)
δn(fU
∗
ϕ) = y
n
1
dn
dyn
(
log
dϕ
dy
)
fU∗ϕ , (A.9)
ou` nous avons fait l’identification J 1+(M
1) 'M1 × R+ et note´ par (y, y1) les coordonne´es sur
ce dernier.
La forme de volume
dy ∧ dy1
y21
sur J1+(M
1) est invariante sous Diff+(M1) et donne la trace
suivante τ : AΓ → C,
τ(fU∗ϕ) =

∫
J1
+
(M1)
f(y, y1)
dy ∧ dy1
y21
if ϕ = 1 ,
0 if ϕ 6= 1 .
(A.10)
Cette trace est ν-invariante par rapport a` l’action H1 ⊗ AΓ → AΓ et avec le caracte`re
modulaire ν ∈ H∗1 , de´termine´ par
ν(Y ) = 1, ν(X) = 0, ν(δn) = 0 ;
Cette invariance se´crit comme l’identite´
τ(h(a)) = ν(h) τ(a) , ∀ h ∈ H1 . (A.11)
Le fait que
S2 6= Id ,
est corrige´ automatiquement en tordant avec ν. En effet, S˜ = ν∗S satisfait la proprie´te´ involutive
S˜2 = Id . (A.12)
On a
S˜(δ1) = −δ1 , S˜(Y ) = −Y + 1 , S˜(X) = −X + δ1Y . (A.13)
L’e´quation (A.12) montre que la paire (ν, 1) donne´e par le caracte`re ν de H1 et l’e´le´ment de
groupe 1 ∈ H1 est un couple modulaire en involution, i.e. un e´le´ment de type groupe et un
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caracte`re tels que le carre´ de l’antipode doublement tordue correspondante est l’identite´. Cela
permet de de´finir la cohomologie cyclique HC∗Hopf (H1) (cf. [9], [10]).
En fait, e´tant donne´e une alge`bre de Hopf munie d’un couple modulaire en involution (ν, σ),
dans le cas spe´cial σ = 1 (cf. [9]), on a les de´finitions suivantes (Pour le cas plus ge´ne´ral, on peut
consulter [10]) :
Soit H une alge`bre de Hopf, ν un caracte`re de H tel que l’antipode tordu S˜ = ν ∗ S satisfait la
proprie´te´ involutive
S˜2 = Id .
Les groupes de cohomologie cyclique HC∗Hopf(H) sont de´finis a` l’aide des modules cycliques
associe´e a` l’alge`bre de Hopf H comme suit. Pour chaque n ∈ N , Cn(H) = H⊗n ; les ope´rateurs
de ”face” ∂i : C
n−1(H)→ Cn(H), 0 ≤ i ≤ n , sont
∂0(h
1 ⊗ . . . ⊗ hn−1) = 1⊗ h1 ⊗ . . .⊗ hn−1,
∂j(h
1 ⊗ . . . ⊗ hn−1) = h1 ⊗ . . . ⊗∆hj ⊗ . . .⊗ hn−1 , 1 ≤ j ≤ n− 1 ,
∂n(h
1 ⊗ . . . ⊗ hn−1) = h1 ⊗ . . . ⊗ hn−1 ⊗ 1 ;
Les ope´rateurs de de´ge´ne´re´scence σi : C
n+1(H)→ Cn(H), 0 ≤ i ≤ n , sont
σi(h
1 ⊗ . . .⊗ hn+1) = h1 ⊗ . . . ⊗ ε(hi+1)⊗ . . . ⊗ hn+1 ;
Les opre´rateurs cycliques τn : C
n(H)→ Cn(H) sont donne´s par
τn(h
1 ⊗ . . . ⊗ hn) = (∆n−1S˜(h1)) · h2 ⊗ . . . ⊗ hn ⊗ 1 .
La cohomologie cyclique de Hopf est calcule´e a` partir du bicomplexe normalise´ (CC ∗,∗(H), b, B),
ou` :
CCp,q(H) = C¯q−p(H), q ≥ p,
CCp,q(H) = 0, q < p ;
avec
C¯n(H) = ∩ Kerσi , ∀n ≥ 1, C¯
0(H) = C;
L’ope´rateur
b : C¯n−1(H)→ C¯n(H), b =
n∑
i=0
(−1)i∂i
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a comme expression explicite
b(h1 ⊗ . . .⊗ hn−1) = 1⊗ h1 ⊗ . . .⊗ hn−1
+
n−1∑
j=1
(−1)j
∑
(hj)
h1 ⊗ . . .⊗ hj(1) ⊗ h
j
(2) ⊗ · · · ⊗ h
n−1
+ (−1)nh1 ⊗ . . .⊗ hn−1 ⊗ 1,
alors que pour n = 0, b(C) = 0 .
L’ope´rateur B : C¯n+1(H)→ C¯n(H) est de´fini par la formule
B = A ◦ B0 , n ≥ 0 ,
ou` B0 : C¯
n+1(H)→ C¯n(H) est l’ope´rateur
B0(h
1 ⊗ . . .⊗ hn+1) = (∆n−1S˜(h1)) · h2 ⊗ . . . ⊗ hn+1
=
∑
(h1)
S(h1(n))h
2 ⊗ . . .⊗ S(h1(2))h
n ⊗ S˜(h1(1))h
n+1,
B0(h) = ν(h), h ∈ H,
et
A = 1 + (−1)nτn + . . . + (−1)
n2τn
n .
Les groupes HCnHopf(H) sont calcule´s a` partir du premier quadrant du complexe total (TC
∗(H), b+
B) ,
TCn(H) =
n∑
p=0
CCp,n−p(H) ,
alors que les groupes pe´riodiques (Z/2–gradue´s)PHC ∗Hopf (H) sont calcule´s a` partir du complexe
total (PTC∗(H), b + B) ,
PTCn(H) =
∑
p
CCp,n−p(H) .
La formule
χτ (h
1 ⊗ . . .⊗ hn)(a0, . . . , an) = τ(a0 h1(a1) . . . hn(an)) , (A.14)
ou` h1, . . . , hn ∈ H1 et a
0, a1, . . . , an ∈ AΓ , induit un homomorphisme caracte´ristique
χ∗τ : HC
∗
Hopf (H1) → HC
∗ (AΓ) .
Dans [9] Connes et Moscovici ont construit un isomorphisme
κ∗1 : H
∗(a1, C)
'
−→ PHC∗Hopf (H1) ,
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entre la cohomologie de Gelfand-Fuchs de l’alge`bre de Lie a1 = R[[x]]∂x des champs de vecteurs
formels sur R1 et la cohomologie cyclique pe´riodique de l’alge`bre de Hopf H1.
Proposition 65 L’e´le´ment δ1 ∈ H1 est un cocycle cyclique de Hopf, qui donne une classe non
triviale
[δ1] ∈ HC
1
Hopf (H1) .
En plus, [δ1] est un ge´ne´rateur pour PHC
odd
Hopf (H1) et corre´spond a` la classe de Godbillon-Vey
dans l’isomorphisme κ∗1 avec la cohomologie de Gelfand-Fuchs.
De´monstration. En effet, le fait que δ1 est un 1-cocycle est facile a` ve´rifier :
b(δ1) = 1⊗ δ1 −∆δ1 + δ1 ⊗ 1 = 0 ,
alors que
τ1(δ1) = S˜(δ1) = S(δ1) = −δ1 .
D’autre part, son image sous l’application caracte´ristique ci-dessus,
χ∗τ ([δ1]) ∈ HC
1 (AΓ) ,
est pre´cise´ment la 1-trace non abe´lienne de [7] (cf. aussi [8, III. 6. γ]), et ce dernier est connu pour
donner une classe non triviale sur le fibre´ de repe`res transversales aux feuilletages de codimension
1. Le reste est de´montre´ dans [12] Appendix B .
Nous allons maintenant de´crire un autre 1-cocycle cyclique qui correspond a` la de´rive´e Schwar-
zienne {y ;x} , dont l’expression est
{y ;x} :=
d2
dx2
(
log
dy
dx
)
−
1
2
(
d
dx
(
log
dy
dx
))2
. (A.15)
Proposition 66 L’e´le´ment δ′2 := δ2 −
1
2
δ21 ∈ H1 est un cocycle cyclique de Hopf, dont l’action
sur l’alge`bre de produit croise´ AΓ = C
∞
c (J
1
+(M
1)) o Γ est donne´e par la de´rive´e Schwarzienne
δ′2(fU
∗
ϕ) = y
2
1 {ϕ(y) ; y} fU
∗
ϕ
et la classe
[δ′2] ∈ HC
1
Hopf (H1)
est e´gale a` B(c), ou` c est le 2-cocycle de Hochschild suivant,
c := δ1 ⊗X +
1
2
δ21 ⊗ Y .
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De´monstration. Nous donnons ici le calcul en de´tail. On calcule b(c) :
b(δ1 ⊗X) = 1⊗ δ1 ⊗X − (δ1 ⊗ 1 + 1⊗ δ1)⊗X + (A.16)
δ1 ⊗ (X ⊗ 1 + 1⊗X + δ1 ⊗ Y )− δ1 ⊗X ⊗ 1 = δ1 ⊗ δ1 ⊗ Y
et
b(δ21 ⊗ Y ) = 1⊗ δ
2
1 ⊗ Y − (δ
2
1 ⊗ 1 + 2δ1 ⊗ δ1 + 1⊗ δ
2
1)⊗ Y + (A.17)
δ21 ⊗ (Y ⊗ 1 + 1⊗ Y )− δ
2
1 ⊗ Y ⊗ 1 = −2δ1 ⊗ δ1 ⊗ Y
Cela signifie que
b(c) = 0 ,
donc c est un cocycle de Hochschild.
On passe au calcul de B(c). D’abord, on rappelle que
B0(h
1 ⊗ h2) = S˜(h1)h2 .
Comme S˜(δ1) = −δ1 , on a
B0(c) = −δ1 X +
1
2
δ21 Y .
Comme S˜(Y ) = −Y + 1 et S˜(X) = −X + δ1Y , il en suit que
S˜(B0c) = S˜(X)δ1 +
1
2
S˜(Y )δ21 (A.18)
= (−X + δ1Y )δ1 +
1
2
(−Y + 1)δ21
= −Xδ1 + δ
2
1Y + δ
2
1 −
1
2
(δ21Y + δ
2
1)
= −Xδ1 +
1
2
δ21Y +
1
2
δ21 .
Donc que
B(c) = B0c− S˜(B0c) = (A.19)
−δ1 X +
1
2
δ21 Y − (−Xδ1 +
1
2
δ21Y +
1
2
δ21) = δ
′
2 ,
ce qui montre que la classe de δ′2 est triviale dans la cohomologie cyclique pe´riodique PHC
∗
Hopf(H1).
On conclut cette annexe en notant qu’un ge´ne´rateur de PHC evenHopf(H1) est la classe du 2-cocycle
cyclique
F := X ⊗ Y − Y ⊗X − δ1 Y ⊗ Y , (A.20)
qui, dans le contexte de feuilletage, repre´sente la ‘classe fondamentale transverse’.
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Annexe B
Rappel de quelques re´sultats
concernant SL2(R)
Nous rappelons dans cette annexe des notions et des re´sultats ne´cessaires de la the´orie des
repre´sentations (unitaires, des dimension infinie) du groupe de Lie SL2(R). La premie`re section
est une partie de la Section 4.2 de la the`se d’Alain Valette (cf. [32]), je le remercie vivement de
m’avoir autorise´ a` la reproduire ici.
Le groupe G = SL2(R) est inte´ressant, vu sa petite dimension, comme exemple de groupe
ou` tous les calculs peuvent se faire explicitement. D’autre part, c’est un des quelques groupes
semi-simples dont on connaisse le dual complet Gˆ. Du point de vue des alge`bres d’ope´rateurs, on
a donc une description non seulement la C∗-alge`bre re´duite, mais aussi la C∗-alge`bre maximale.
Dans la repre´sentation standard de G, on spe´cifie d’abord quelques sous groupes :
K =
{(
cos θ sin θ
− sin θ cos θ
)
, θ ∈ R
}
, A =
{(
et 0
0 e−t
)
, t ∈ R
}
N =
{(
1 t
0 1
)
, t ∈ R
}
, M =
{(
1 0
0 1
)
,
(
−1 0
0 −1
)}
(B.1)
Nous avons la de´composition d’Iwasawa G = KAN , et P = MAN est un sous-groupe
parabolique minimal. Nous appellerons ici repre´sentation de G un homomorphisme pi fortement
continu de G dans le groupe des ope´rateurs inversibles d’un espace de Hilbert, et tel que pi|K
est unitaire.
Notons λs(s ∈ C) le caracte`re de A donne´ par
λs
((
et 0
0 e−t
))
= est
et notons ε = 0 (resp. ε = 1) le caracte`re trivial (resp. non trivial) de M . On forme la
repre´sentation
piε,s = Ind
G
P ⊗ λs ⊗ 1.
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ou` IndGP est la repre´sentation induite. La fonction modulaire de P est donne´e par ∆P (man) =
e2t.
B.1 Description de Gˆ
Maintenant nous passons en revue les diffe´rentes repre´sentations unitaires irre´ductibles de
SL2(R) ; classifie´es en 1947 par Bargmann.
Pour les repre´sentations piε,s introduites ci-dessus, identifions K avec S
1 par(
cos θ − sin θ
sin θ cos θ
)
7→ eiθ,
et posons ϕn(θ) = e
inθ(n ∈ Z). On re´alise pi0,s(resp. pi1,s sur le sous-espace H
0(resp. H1) de
L2(S1) engendre´ par les ϕn avec n pair (resp. n impair). Soit alors
E+ =
(
1 i
i −1
)
, E− =
(
1 −i
−i −1
)
, W =
(
0 1
−1 0
)
, (B.2)
la base usuelle de l’alge`bre de Lie complexifie´e sl2(C) de G. Par [23], p.119, cette base agit dans
l’espace de piε,s par
piε,s(W )ϕn = −inϕn,
piε,s(E+)ϕn = (s + 1− n)ϕn−2,
piε,s(E−)ϕn = (s + 1 + n)ϕn+2.
En utilisant ceci, on montre ([23], pp.119-121) que piε,s est irre´ductible si s n’est pas un
entier, ou si s est un entier tel que s ≡ ε(mod2). De plus, dans ce cas, l’application
ϕ2n 7→
|n|∏
k=1
2k − 1− s
2k + 1 + s
ϕ2n (n ∈ Z),
ϕ2n+1 7→
n∏
k=1
2k − s
2k + s
ϕ2n+1 (n ∈ N),
ϕ−(2n+1) 7→
n∏
k=1
2k − s
2k + s
ϕ−(2n+1) (n ∈ N)
re´alise l’e´quivalence entre piε,s et piε,−s(cf. [30]. p. 197). Dans tous les cas, les repre´sentations piε,s
et piε,−s sont duales l’une a` l’autre ([23], p.45).
Conside´rons les cas re´ductibles. Pour k ∈ N, la repre´sentation pi2k,1 contient deux sous-
espaces irre´ductibles de dimension infinie
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⊕
n≤−(2k+1),nimpair
Cϕn et
⊕
n≥2k+1,nimpair
Cϕn
qui fournissent des repre´sentations note´es respectivement pi−2k et pi
+
2k. Pour pi0,2k−1, on a une
situation semblable : les sous-espaces⊕
n≤−2k,npair
Cϕn et
⊕
n≥2k,npair
Cϕn
donnent des repre´sentations irre´ductibles note´es pi−2k−1 et pi
+
2k−1 respectivement.
Les arguments de [30], §2 montrent que toute repre´sentation unitaire irre´ductible non triviale
de G est infinite´simalement e´quivalente a` l’une des repre´sentations donne´es ci-dessus, i.e., qu’il
existe un isomorphisme g-e´quivariant entre les espaces de vecteurs K-finis.
Par [23], p. 109, deux repre´sentations unitaires irre´ductibles de G sont infinite´simalement
e´quivalentes si et seulement si elles sont unitairement e´quivalentes. Il suffit donc de voir quelles
sont les repre´sentations ci-dessus qui sont unitarisables, i.e., infinite´simalement e´quivalentes a`
une repre´sentation unitaire. La discussion faite en [23], pp. 121-124 montre que, si s n’est pas
un entier et si piε,s est unitarisable, alors
s ∈ iR ∪ [−1, 1] si ε = 0,
s ∈ iR si ε = 1.
La repre´sentation pi±n (n ≥ 1) peut eˆtre unitarise´e comme suit ([23], pp. 181-185) : soit H
+
n (resp.
H−n ) l’espace des fonctions holomorphes (resp. anti-holomorphes) f sur le demi-plan supe´rieur,
telles que
∫
y>0 |f(x, y)|y
n+1 dxdy
y2
<∞.
Un e´le´ment g =
(
α β
γ δ
)
de G agit sur H±n par
(pi+n (g)f)(z) = (α− γz)
−n−1f(g−1.z),
(pi−n (g)f)(z) = (α− γzˆ)
−n−1f(g−1.z),
Une base orthonorme´e de vecteurs K-finis pour H±n est donne´e par, respectivement
ξm =
(
z − i
z + i
)m
(z + i)−n−1 (m ∈ N)
et
ξm =
(
z¯ + i
z¯ − i
)m
(z¯ − i)−n−1 (m ∈ N)
On ve´rifie (cf. [30], p. 203) que la fonction
t 7→
〈
pin
(
et 0
0 e−t
)
ξ0, ξ0
〉
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est e´quivalent a` Ce−(n+1)t pour une certaine constante C lorsque t tend vers +∞. A partir de
la formule inte´grale par rapport a` la de´composition de Cartan G = KAK ([23], p.139) :
dg = sinh 2t dk1dtdk2,
on de´duit le re´sultat suivant :
Lemme 67 Pour n ≥ 1, la repre´sentation pi±n est de carre´ inte´grable. Pour n ≥ 2, elle est
inte´grable.
Au contraire, les repre´sentations pi±0 ne sont pas de carre´ inte´grable.
Si χ de´signe le caracte`re de base de K, donne´ par χ
(
cos θ − sin θ
sin θ cos θ
)
= eiθ, on voit que
pi+n (k)ϕn+1 = χ
n+1(k)ϕn+1,
pi−n (k)ϕ−n−1 = χ
−n−1(k)ϕ−n−1, (n ≥ 1)
de sorte que le poids minimal(resp. dominant) de pi+n (resp. pi
−
n ) est n + 1 (resp. −n− 1).
En re´sume´, on a la description suivante de Gˆ :
The´ore`me 68 Le dual Gˆ est forme´ des e´le´ments suivants :
1. Les repre´sentations pi0,s(s ∈ iR) : se´rie principale paire ;
2. Les repre´sentations pi1,s(s ∈ iR\{0}) : se´rie principale impaire ;
3. Les repre´sentations pi0,s(s ∈]− 1, 1[\{0}) : se´rie comple´mentaire ; Pour ces trois se´ries, on
a la relation piε,s ∼= piε,−s.
4. Les repre´sentations pi+0 et pi
−
0 : ”fausse” se´rie discre`te ;
5. Les repre´sentations pi±n (n ≥ 1) : se´rie discre`te ;
6. La repre´sentation triviale 1G.
B.2 The´ore`me de Repka
On pre´sente ici le the´ore`me principal de la the`se de J. Repka [28]
The´ore`me 69 Le produit tensoriel de deux repre´sentations unitaires irre´ductibles de SL(2, R)
admet la de´composition suivante :
1. Pour deux se´ries principales unitaires nous avons
piε,r ⊗ piε′,s ∼= 2
(∫
R+
piεε′,it dt
)
⊕
 ⊕
|k|≥2,k≡εε′
pik
 , (B.3)
ou` r, s ∈ iR ; l’inte´grale directe est sur tous les se´ries principales, pik sont des se´ries
discretes, et la somme directe est sur tous les k pairs si εε′ est trivial et sur tous les k
impairs si εε′ est non trivial.
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2. Pour le produit tensoriel d’une se´rie comple´mentaire et une se´rie discre`te nous avons
pi0,s ⊗ pin ≈
(∫
R+
piεε′,itdt
)
⊕ (⊕pim). (B.4)
3. En cas de deux se´ries discre`tes, on a (pour m,n ≥ 1)
pi±m ⊗ pi
±
n
∼= pi±m+n ⊕ pi
±
m+n+2 ⊕ pi
±
m+n+4 ⊕ · · ·
∼=
∞⊕
k=0
pi±n+m+2k, (B.5)
on a e´galement (ε est trivial si n−m est paire)
pi−m ⊗ pi
+
n
∼= IndGKχn−m
∼=
∫
R+
piε,itdt⊕
 ⊕
k≡n−m,2≤|k|≤|n−m|
pik
 . (B.6)
4. Soit ε le caracte`re non trivial,
(i) Pour un couple (ε′, r) (r ∈ iR ; ou r ∈ (−1, 0) et ε′ = 0) ;
pi1 ⊗ piε′,r ≈
(∫
R+
piεε′,itdt
)⊕ ⊕
m≡εε′,m≥2
pim, (B.7)
pi−1 ⊗ piε′,r ≈
(∫
R+
piεε′,itdt
)⊕ ⊕
m≡εε′,m≤−2
pim; (B.8)
(ii)
pi1 ⊗ pi1 ≈
∞⊕
m=1
pi2m, (B.9)
pi−1 ⊗ pi−1 ≈
∞⊕
m=1
pi−2m, (B.10)
pi1 ⊗ pi−1 ≈
∫
R
piit,εε′dt; (B.11)
(iii) si m ≥ 2, ε′ est le caracte`re trivial (resp. non) si m est pair (resp. impair), on a
pi1 ⊗ pim ≈
∞⊕
k=0
pim+1+2k, (B.12)
pi−1 ⊗ pi−m ≈
∞⊕
k=0
pi−(m+1+2k), (B.13)
pi1 ⊗ pi−m ≈
(∫
R+
piit,εε′dt
)⊕ ⊕
k≡m+1,2≤k<m
pi−k; (B.14)
pi1 ⊗ pi−m ≈
(∫
R+
piit,εε′dt
)⊕ ⊕
k≡m+1,2≤k<m
pi−k. (B.15)
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Annexe C
La valeur de P3
Ce sont les re´sultats des calculs de Mathematica.
P3(k, l, m, r, t)
= 4l(r + t)(−3k2r2 − 2k3r2 + 3klr2 + 2kl2r2 − 6kmr2 − 15k2mr2 − 3k3mr2 + 3lmr2
−− 9klmr2 − 6k2lmr23kl2mr2 − 3m2r2 − 24km2r2 − 15k2m2r2 − 9lm2r2
−24klm2r2 − 9l2m2r2 − 11m3r2 − 21km3r2 − 18lm3r2 − 9m4r2 + 12k2rt + 17k3rt
+3k4rt + 6klrt + 21k2lrt + 6k3lrt + 4kl2rt + 3k2l2rt + 24kmrt + 51k2mrt + 24k3mrt
+6lmrt + 42klmrt + 42k2lmrt + 4l2mrt + 18kl2mrt + 12m2rt + 51km2rt + 42k2m2rt
+21lm2rt + 42klm2rt + 3l2m2rt + 17m3rt + 24km3rt + 6lm3rt + 3m4rt− 3k2t2
−11k3t2 − 9k4t2 + 3klt2 − 9k2lt2 − 18k3lt2 + 2kl2t2 − 9k2l2t2 − 6kmt2 − 24k2mt2
−21k3mt2 + 3lmt2 − 9klmt2 − 24k2lmt2 + 2l2mt2 − 3kl2mt2 − 3m2t2 − 15km2t2
−15k2m2t2 − 6klm2t2 − 2m3t2 − 3km3t2 + 2l2mr2).
En prenant les valeurs t = µ[(k + 3m)(k + l + m) + (k + m)], r = µ[(3k + m)(k + l + m) + (k + m)],
on obtient
P3(k, l, m, µ[(3k + m)(k + l + m) + (k + m)], µ[(3k + m)(k + l + m) + (k + m)])
= µ3(48k5l + 320k6l + 720k7l + 672k8l + 256k9l + 96k4l2 + 960k5l2 + 2976k6l2 + 3552k7l2
+1536k8l2 + 640k4l3 + 3792k5l3 + 6624k6l3 + 3584k7l3 + 1536k4l4 + 5280k5l4
+4096k6l4 + 1536k4l5 + 2304k5l5 + 512k4l6 + 240k4lm + 1920k5lm + 5232k6lm
+5760k7lm + 2304k8lm + 384k3l2m + 4800k4l2m + 18240k5l2m + 26016k6l2m
+12288k7l2m + 2560k3l3m + 19152k4l3m + 40896k5l3m + 25088k6l3m + 6144k3l4m
+26784k4l4m + 24576k5l4m + 6144k3l5m + 11520k4l5m + 2048k3l6m + 480k3lm2
+4800k4lm2 + 16080k5lm2 + 21120k6lm2 + 9216k7lm2 + 576k2l2m2 + 9600k3l2m2
+46176k4l2m2 + 80352k5l2m2 + 43008k6l2m2 + 3840k2l3m2 + 38496k3l3m2
+103968k4l3m2 + 75264k5l3m2 + 9216k2l4m2 + 53952k3l4m2 + 61440k4l4m2
+9216k2l5m2 + 23040k3l5m2 + 3072k2l6m2 + 480k2lm3 + 6400k3lm3 + 27120k4lm3
+43392k5lm3 + 21504k6lm3 + 384kl2m3 + 9600k2l2m3 + 61824k3l2m3 + 135840k4l2m3
+86016k5l2m3 + 2560kl3m3 + 38496k2l3m3 + 139392k3l3m3 + 125440k4l3m3
+6144kl4m3 + 53952k2l4m3 + 81920k3l4m3 + 6144kl5m3 + 23040k2l5m3
+2048kl6m3 + 240klm4 + 4800k2lm4 + 27120k3lm4 + 54720k4lm4 + 256lm9
+32256k5lm4 + 96l2m4 + 4800kl2m4 + 46176k2l2m4 + 135840k3l2m4
+107520k4l2m4 + 640l3m4 + 19152kl3m4 + 103968k2l3m4 + 125440k3l3m4
+1536l4m4 + 26784kl4m4 + 61440k2l4m4 + 1536l5m4 + 11520kl5m4 + 512l6m4
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+48lm5 + 1920klm5 + 16080k2lm5 + 43392k3lm5 + 32256k4lm5 + 960l2m5
+18240kl2m5 + 80352k2l2m5 + 86016k3l2m5 + 3792l3m5 + 40896kl3m5
+75264k2l3m5 + 5280l4m5 + 24576kl4m5 + 2304l5m5 + 320lm6 + 5232klm6
+21120k2lm6 + 21504k3lm6 + 2976l2m6 + 26016kl2m6 + 43008k2l2m6
+6624l3m6 + 25088kl3m6 + 4096l4m6 + 720lm7 + 5760klm7 + 9216k2lm7
+3552l2m7 + 12288kl2m7 + 3584l3m7 + 672lm8 + 2304klm8 + 1536l2m8).
Bibliographie
[1] Bayen, F. ; Flato, M. ; Fronsdal, C. ; Lichnerowicz, A. ; Sternheimer, D. Deformation theory
and quantization. I. Deformations of symplectic structures. Ann. Physics 111 (1978), no. 1,
61–110.
[2] Bieliavsky, Pierre ;Tang, Xiang ; Yao, Yi-Jun Rankin-Cohen brackets and quantization of
foliation, Part I : formal quantization, math.QA/0506506, a` paraitre dans Advances in
Mathematics
[3] Bro¨cker, Theodor ; tom Dieck, Tammo Representations of compact Lie groups. Translated
from the German manuscript. Corrected reprint of the 1985 translation. Graduate Texts in
Mathematics, 98. Springer-Verlag, New York, 1995. x+313 pp. ISBN : 0-387-13678-9
[4] Cohen, H., Sums involving the values at negative integers of L-functions of quadratic cha-
racters, Math. Ann. 217 (1975), 271-285.
[5] Cohen, Paula Beazley ; Manin, Yuri ; Zagier, Don, Automorphic pseudodifferential opera-
tors. Algebraic aspects of integrable systems, 17–47, Progr. Nonlinear Differential Equations
Appl., 26, Birkha¨user Boston, Boston, MA, 1997.
[6] Connes, Alain Noncommutative differential geometry. Inst. Hautes Etudes Sci. Publ. Math.
No. 62 (1985), 257–360.
[7] Connes, A., Cyclic cohomology and the transverse fundamental class of a foliation. In
Geometric methods in operator algebras, pp. 52–144, Pitman Res. Notes in Math.
123, Longman, Harlow, 1986.
[8] Connes, Alain Noncommutative geometry. Academic Press, Inc., San Diego, CA, 1994.
xiv+661 pp. ISBN : 0-12-185860-X ftp ://ftp.alainconnes.org/book94bigpdf.pdf
[9] Connes, A. and Moscovici, H., Hopf algebras, cyclic cohomology and the transverse index
theorem, Commun. Math. Phys. 198 (1998), 199-246.
[10] Connes, A. and Moscovici, H., Cyclic cohomology and Hopf algebra symmetry, Letters
Math. Phys. 52 (2000), 1-28.
[11] Connes, Alain ; Moscovici, Henri Differentiable cyclic cohomology and Hopf algebraic struc-
tures in transverse geometry. Essays on geometry and related topics, Vol. 1, 2, 217–255,
Monogr. Enseign. Math., 38, Enseignement Math., Geneva, 2001.
[12] Connes, Alain ; Moscovici, Henri, Modular Hecke algebras and their Hopf symmetry. Mosc.
Math. J. 4 (2004), no. 1, 67–109, 310.
[13] Connes, Alain ; Moscovici, Henri, Rankin-Cohen brackets and the Hopf algebra of transverse
geometry. Mosc. Math. J. 4 (2004), no. 1, 111–130, 311.
141
142 BIBLIOGRAPHIE
[14] Deligne, P. Formes modulaires et repre´sentations de GL(2). (French) Modular functions
of one variable, II (Proc. Internat. Summer School, Univ. Antwerp, Antwerp, 1972), pp.
55–105. Lecture Notes in Math., Vol. 349, Springer, Berlin, 1973.
[15] Fedosov, Boris Deformation quantization and index theory. Mathematical Topics, 9. Aka-
demie Verlag, Berlin, 1996. 325 pp. ISBN : 3-05-501716-1
[16] Gracia-Bond´ıa, Jose´ M. ; Va´rilly, Joseph C. ; Figueroa, He´ctor Elements of noncommutative
geometry. Birkha¨user Advanced Texts : Basler Lehrbu¨cher. [Birkha¨user Advanced Texts :
Basel Textbooks] Birkha¨user Boston, Inc., Boston, MA, 2001. xviii+685 pp. ISBN : 0-8176-
4124-6
[17] Gutt, S., De´formations formelles de l’alge`bre des fonctions diffe´rentiables sur une varie´te´
sympletique, thesis, Universite Libre de Bruxelles, 1983.
[18] Giaquinto, A., and Zhang, J., Bialgebra actions, twists, and universal deformation formulas,
J. Pure Appl. Algebra 128 (1998), no. 2, 133–151.
[19] From number theory to physics. Papers from the Meeting on Number Theory and Physics
held in Les Houches, March 7–16, 1989. Edited by M. Waldschmidt, P. Moussa, J. M. Luck
and C. Itzykson. Springer-Verlag, Berlin, 1992. xiv+690 pp. ISBN 3-540-53342-7
[20] Kirillov, A. Ele´ments de la the´orie des repre´sentations. (French) Traduit du russe par A.
Sossinsky [A. B. Sosinski˘ı]. Editions Mir, Moscow, 1974. 347 pp.
[21] Knapp, Anthony W. Representation theory of semisimple groups. An overview based on
examples. Reprint of the 1986 original. Princeton Landmarks in Mathematics. Princeton
University Press, Princeton, NJ, 2001. xx+773 pp. ISBN : 0-691-09089-0
[22] Kravchenko, Olga How to calculate the Fedosov star–product (Exercices de style),
math.SG/0008157
[23] Lang, Serge SL2(R). Addison-Wesley Publishing Co., Reading, Mass.-London-Amsterdam,
1975. xvi+428 pp.
[24] Labesse, Jean-Pierre, Communication Personnelle, 2005.
[25] S.A. Merkulov, The Moyal product is the matrix product, math-ph/0001039.
[26] Moyal, J. E. Quantum mechanics as a statistical theory. Proc. Cambridge Philos. Soc. 45,
(1949). 99–124.
[27] Rankin, R. A. The construction of automorphic forms from the derivatives of a given form.
J. Indian Math. Soc. (N.S.) 20 (1956), 103–116.
[28] Repka, Joe Tensor products of unitary representations of SL2(R). Amer. J. Math. 100
(1978), no. 4, 747–774.
[29] Serre, J.-P. A course in arithmetic. Translated from the French. Graduate Texts in Mathe-
matics, No. 7. Springer-Verlag, New York-Heidelberg, 1973. viii+115 pp.
[30] Schmid, W. Representations of semi-simple Lie groups, dans : Representation theory of Lie
groups, London Math. Soc. Lect. Notes Ser. 34 (1979), Cambridge Univ. Press.
[31] Sugiura, Mitsuo Unitary representations and harmonic analysis. An introduction. Kodansha
Ltd., Tokyo ; Halstead Press [John Wiley & Sons], New York-London-Sydney, 1975. xii+402
pp.
BIBLIOGRAPHIE 143
[32] Valette, Alain, K-The´orie pour Certaines C ∗-alge`bres Associe´es aux Groupes de Lie, The`se,
Universite´ Libre de Bruxelles, 1983.
[33] Vogan, David A., Jr. Representations of real reductive Lie groups. Progress in Mathematics,
15. Birkha¨user, Boston, Mass., 1981. xvii+754 pp. ISBN : 3-7643-3037-6
[34] Zagier, D., Modular forms and differential operators. K. G. Ramanathan memorial issue,
Proc. Indian Acad. Sci. Math. Sci. 104 (1994), no. 1, 57–75.
[35] Zagier, D., Formes modulaires et Ope´rateurs diffe´rentiels, Cours 2001-2002 au Colle`ge de
France.
[36] Zagier, D., Some combinatorial identities occuring in the theory of modular forms, en
pre´paration.
