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Abstract 
We give a characterization of the automorphism group of context-free graphs (this kind of 
graphs was introduced by Muller and Schupp as transition graphs of pushdown automata). The 
automorphism group of a context-free graph is proved to be finitely generated if and only if 
the stabilizer of a vertex is finite (in particular it is true for deterministic graphs). An algorithm 
is given to construct a set of generators. It is then shown that a finitely generated group is 
context-free if and only if it is the automorphism group of a deterministic rooted context-free 
graph. 
1. Introduction 
1.1. General presentation 
The notion of context-free graph was introduced by Muller and Schupp [cf. [9, lo]) 
as a generalization of the notion of Cayley-graph of a context-free group (cf. [l]). 
The main result of [lo] states that context-free graphs are exactly transition graphs of 
pushdown automata. The main result of [9] states that context-free groups are exactly 
the finitely generated virtually free groups. In [2-4], context-free graphs are proved 
to be the connected equationaz graphs of finite degree introduced in [6]. 1 In [7], it 
is shown that every equational graph is definable in the so-called “Monadic Second 
Order” logic and in [8, Theorem 7.11, p. 2331 it is shown that the validity of any MS0 
formula in a given equational graph is decidable, thus generalizing [ 10, Theorem 4.4, 
p. 721 for context-free graphs. 
Hence, the notion of context-free graph appears 
theories: graph theory, automata theory, algebra and 
we essentially bring to light one more link between 
to be at the crossing of several 
mathematical logic. In this work 
these theories: the automorphism 
* e-mail: pelecq@labri.u-bordeaux.fr 
’ In fact, equational graphs of finite degree are not context-free graphs because the definition of Muller 
and Schupp does not allow multiple arcs (but the converse is true). Nevertheless, most authors forget that 
restriction since most properties of context-free graphs does not depend on it. 
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groups of rooted deterministic context-free graphs are the finitely generated virtually 
free groups. 
1.2. Preliminary definitions 
We follow definitions of [lo]. We consider graphs with edges labelled with a aug- 
mented alphabet. If there exists a positive edge between two vertices, there exists a 
negative edge in the inverse direction with inverse label. A positive path is a path 
going only through positive edges. 
Definition 1 (Augmented alphabet). Let C be an alphabet and z be an alphabet such 
that C n 2 = 0 and such that there exists a bijection i between C and c. 5 denotes 
the inverse of [T in C u ‘, i.e. ?? = i(a) and z = CJ for all cr E C. C U z together with 
bijection i IS called the augmented alphabet related to C. 
Definition 2 (Directed gruph). A directed graph consists of a pair r = ( V, E) and 
an alphabet 1 where V is a set of vertices and E the set of edges is a subset of 
V x (I U x) x Y such that V(s, 0,s’) E E, (s’,T,s) E E. V(T) denotes the set of 
vertices and E(f) the set of edges. 
A positive edge 1s an edge labelled by a letter of C, otherwise it is a negative edge. 
The notation s E r may be used instead of s E V(T). 
Definition 3 (Root). A root of a directed graph is a vertex s from which one can 
reach every vertex through a positive path. 
Definition 4 (Deterministic graph). A directed graph r is deterministic if and only if 
two distinct positive edges with same initial vertex have distinct labels. 
Definition 5 (Graph isomorphism). Let r and r’ be two directed graphs, an isomor- 
phism C$ from r to I” is a bijection from V(T) to V(T’) which preserve labels, i.e. 
such that 
V(s, GJ’) E E(T), (4(s), 0, 44s’)) E E(r’), 
yt, 0, r’) E E(T), W’(W, 6’(t’)) E E(r). 
Definition 6 (Finitely generated graph). A finitely generated graph is a pair (T,x) 
such that: 
l f is a connected directed graph with a distinguished vertex x. 
4 f has finite degree. 
Definition 7 (Subgraph fiontier). Let y be a subgraph of r. The frontier of y in f LS 
the set d(y) of vertices of y adjacent to at least one vertex of T\y. 
d(y) = {S E y ( 3t l V(T\y), 3a E C fl Z, (s, 0, t) E E(T) or (t, a,~) E E(T)}. 
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Fig. 1. Decomposition by ends of a graph 
Definition 8 (k-Frontier of a subgraph). Let y be a subgraph of r. The k-frontier of 
y is the set dk(y) of vertices of y lying at distance less than or equal to k from the 
frontier. (da(y) = d(y)). 
&(Y) = {s E Y / 3t E 4~1, d(t,s) < k). 
Let r be a graph. An open ball with center s and radius n is the subgraph of r with 
vertices in {t E V(T) 1 d(s, t) < n}. Let B(s,n) denote such a ball. 
Definition 9 (End). Let (T,x) be a finitely generated graph. An end of (T,x) is a 
connected component of T\B(x, n) where n > 0 is the end level. 
Fig. 1 illustrates a decomposition by ends of a graph. One can notice that if we 
remove the frontier vertices of an end we obtain the ends of superior level included 
in the first one. 
Definition 10 (End-isomorphism). Let (T,x) be a finitely generated graph. Let B1 and 
B2 be two ends of (T,x). An end-isomorphism from B1 to B2 is an isomorphism C#J 
from B1 to B2 which preserves the frontier, i.e. such that +(d(Bi)) = d(Bz). 
End-isomorphisms define an equivalence relation between ends which is used to 
define context-free graphs. If there exists an isomorphism from B, to 82 then B1 N Bz. 
Definition 11 (Context-free graph). A finitely generated graph (r,n) is context-free 
if the set of ends of (T,x) has only finitely many isomorphism classes under end- 
isomorphisms. 
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1.3. Graph grammars 
We recall here some definitions of [4, Section 21. 
Definition 12 (Graph grammars). Let V be a set of vertices and let F =U{Fn, n >, 1) 
be a graded alphabet. A hyperedge labelled by f is a word f v1 . . v, in F,, . V”. 
A hypergraph is a set of hyperedges. 
A graph grammar on (F, V) is a finite set of hyperedge replacement rules f v1 . . v, 
4 H, where fvt . . . v, is a hyperedge labelled by the non-terminal f, VI . . . v, are some 
distinct vertices and H is a hypergraph. Every label of a hyperedge of H which is not 
a non-terminal, is a terminal and has arity 2. 
G”(M) denotes the graph generated by grammar G from hyperedge M using hyper- 
edge replacement. 
We consider deterministic grammar, i.e. such 
non-terminal f. 
Definition 13 (Standard form). A deterministic 
all rules X --+ H of G: 
that there is only one rule for each 
grammar is in standard form if for 
l each vertex of X is a vertex of a terminal edge of H. 
l the vertices of every non-terminal hyperedge of H are disjoint from the X ones. 
l two non-terminal hyperedges of H have no common vertices and every non-terminal 
hyperedge has distinct vertices. 
Grammar G is connected if for all hyperedge X of G, GO(X) is connected. 
Definition 14 (Uniform grammar). A uniform grammar is a connected grammar in 
standard form in which all rule f v1 . . . v, --+ H of G satisfies the following conditions 
(see Fig. 2): 
l every terminal edge of H goes through at least one vi. 
l every vertex of a non-terminal hyperedge of H also belongs to a terminal edge of H. 
(1) 
P)* 
i 
f 
(3). 
(4)* 
h 
(4b------. 
a 
Fig. 2. Rule of a uniform grammar. 
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Graphs generated by uniform grammars are exactly the context-free graphs (cf. [4,3]). 
In this paper context-free graphs are given by uniform grammars (G,M) such that 
M = fs is a hyperarc of G of arity 1 (cf. [4, Lemma 2.5 and Proposition 2.171). 
Remark. Within the frame of this paper, negative arcs can be removed because the 
automorphism group of a graph is the same with or without these arcs. 
1.4. Contents 
In second section we study an equivalence relation between the vertices of a context- 
free graph which gives us a characterization of its automorphisms. 
In third section, we prove that the automorphism group of a context-free graph is 
finitely generated if and only if the stabilizer of at least one vertex is finite and we 
give an algorithm to construct a generators set. 
In the last section we give a characterization of finitely generated virtually free 
groups as automorphism groups. 
2. Equivalence relation between vertices of a context-free graph 
We consider here the equivalence relation of vertices under the left action of the 
automorphism group: Vx,y E V(T), x N y H 3g E Aut(T)/g(x) = y. We will show 
that if the distance between two equivalent vertices x and y is large enough, there 
exists a third vertex s such that s is equivalent to x and y and such that the distance 
between s and x on the one hand, and s and y on the other hand is less than the 
distance between x and y. 
2.1. Notation 
Let r be a context-free graph. Let x and y be two vertices of r. We fix n = d(x, y). 
Let i, 0 < i < n. We define (cf. Fig. 3): 
l Ai the connected component of T\B(x, i) including y. 
l Bi the connected component of T\B(y,n - i) including x. 
Bi i 
X Y _______---_ -______--_---- 
Fig. 3. Double decomposition by ends 
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2.2. Preliminary lemmas 
Lemma 15. Let r be a context-free graph. Let x and y be two vertices of r. Let 
n = d(x, y) and let 0 < i 6 n. Then: 
Proof. Remark: if u E d(Ai) then d( y, u) > d(x, y) - d(x, u) = n - i. Therefore, there 
exists a path from x to u lying in T\B(y,n - i), i.e. x and u belong to the same 
connected component of I’\B(y, n - i). 
L Eq. (1). Let u a vertex of d(A(). Since x and u are in the same connected component 
of T\B(y,n - i) (cf. Remark), u E B;. 
l Eq. (2). Any path from x to y passes through A(A;). We consider a minimal path 
from x to y and let u be the vertex of A(A;) on this path. d(y, u> = n - i and u E Bi 
then u E d(B,). IJ 
Lemma 16. Let r be a context-free graph. Let x and y be two vertices of r. Let 
n = d(x, y) and let 0 6 i < n. Then A; U B; = r. 
Proof. Let s E r\(A; U B;). Since r is connected, there exists a path from s 
to A; U B;. Consider a minimal path, it lies either in T\A; or in T\B; (it has only 
one point in A; U B, ). Assume it goes from s to t E A;. If d(x,s) > i then s and t are 
in the same connected component of T\B(x, i) therefore s E A;. If d(x,s) < i, 
there is a path from x to s in B(x, i) C T\B(y, n - i) then s E B;. Hence, 
V(A;) U V(B;) = Y(T). If there is an edge (s, a,t) with s E A; and t E B;\A; 
then s E A(A;) 2 Bi, i.e. (s,o, t) E B;. Since A; and Bi are subgraphs of r we have 
AiUBi=r. 0 
Lemma 17. Let (l-,x) be a context-free graph. There exists a constant K such that 
for all end X of (l-,x), and for all vertices VI and 1.9 of A(X): 
. d(vl,vz) <K 
l there exists a path from u1 to v2 lying in (T\X) U {v2,u2} with length less than 
or equal to K. 
Proof. We first prove that the distance between two vertices of a frontier is bounded. 
Let {Ju~‘...u$,, + H,, 1 < i 6 k,} be a uniform grammar generating f from X. 
M(fi) denotes the arity off, and k, is the number of end representatives. We consider 
the sequence of 3-uples (i,j, k), 1 < i < k,, 1 < j < k < cr(fi) ordered according to the 
distance from u;” to u:’ m G”(Hi). Let D, denotes the distance between the vertices 
of the nth 3-uple. Since dG~,J(H,j(vl (I), ~(1’)) = 0, we have DO = 0. Let (i,j,k) be the nth 
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Fig. 4. Path in Gw(Hi) between 2 frontier vertices. 
3-uple. Let II be a minimal path from u:.” to 0:’ lying in GO(Hi). Let s’ be the 
extremity of the first edge of II. If s’ = t$‘, 1 < p < a(J), then d(s’, US)) < D,_, 
and D, < D,_l + 1. Otherwise, let 1 be such that s’ is the j’th vertex of a non- 
terminal hyperedge of Hi labelled by f,. Let t’ be the first vertex of n such that 
t’ is a vertex of the same non-terminal hyperedge of Hi and such that the ver- 
tex following t’ on 17 is a vertex up , (‘I 1 d p d a(h). Assume that t’ is the k’th 
vertex of the non-terminal of Hi labelled by fl. d,p(~,)(s’,t’) = 4p(~i,(u$‘,u~)). 
(cf. Fig. 4). 
Since n is minimal, the rank of (ZJ’, k’) is less than n and d~~~~,)($), UC’) < D,+. 1. 
Moreover, d( #) (i) p,vk)<D,,-l. ThenD,<l+D,_i+ItD,,_~ =2D,_1+2. We 
have D, < 2”+’ - 2. Let m = max{cl(h), 1 < i d k,}. The sequence has at most 
k,[m(m - 1)/2] 3-uples. We fix: 
D=2 
k,v+, _ 2 
Let X be an end of (T,x). Let ut,v2 E d(X). If d(x,ui) = d(n,uz) 6 D/2, we con- 
sider a minimal path from ur to v2 passing through X. This path lies in (T\X)U {VI, ~2) 
and its length is less than D. Otherwise, let X’ be the end including X such that 
the distance between the frontiers of X and X’ is D/2 + 1. We consider a minimal 
path from vi to x, ~‘1 denotes the intersection point with A(F). We also consider 
a minimal path from ui to x, vi denotes the intersection point. Then, we consider 
a minimal path from ui to ui. The length of the path passing by ur, vi, vi and 212 
is less than (D/2 + 1) + D + (D/2 + 1) = 20 + 2. Moreover, this path lies in 
(T\X) U {u1,02} because if the path from vi to ui cuts A(X) then the distance be- 
tween the two frontiers is less than or equal to D/2. We fix K = 20 + 2. Then 
K = 0(2kYm’). 0 
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Fig. 5. Proposition 18. 
2.3. Definition of an automorphism of r 
Proposition 18. We suppose that there exists i and j such that A, N Aj and Bi N Bj 
(c$ Fig. 5). Let (PA : Aj -+ Ai and (PB : Bj + Bi be two end-isomorphisms such that 
QV E AI n Aj, (PA(V) = CPB(V). 
Then, there exists an automorphism @ such that 
@(A(Bj)) = A(Bi). 
Proof. It follows from Lemma 15 that (PA and PB are defined on Aj n Bj. 
l let v E Aj n B, : 
1. If there are paths from A(Bj) to u lying entirely in the intersection and which 
never cuts A(A,). We choose a path 7-c from A(Bj) to v that cuts A(Bj) only once at 
its origin s. Let t be the second vertex of rc, i.e. t E Al(Bj). (PA(n) cuts A(Bi) only at 
(PA(S). Since t E Bj, we have (PA(t) = q&t) E Bi. Hence, TC lies in Ai nBi. (cf. Fig. 6). 
2. Otherwise there are paths from A(Aj) to v which never cuts A(Bj) because v 
is connected to A(Aj). We choose a path rt that cuts A(Aj) only once. Let s be the 
origin of a. VA(n) never cuts A(Bi) because qA(A(Bj)) = qe(A(Bj)) = A(Bi). Since 
(PA(S) E A(Ai) C Bi and (PA(Z) never cuts A(Bi), (PA(~) lies in Bi. We have (PA(u) E Bi. 
(cf. Fig. 7). 
Fig. 6. Proof of Proposition 18 case 1 
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Fig. 7. Proof of Proposition 18 case 2 
l Let u E Aj\Bj: Let 7t be a minimal path from A(Bj) to u. This path exists because 
any path from A(Ai) to u cuts A(Bj). Let s be the origin of n in A(Bj) and let t be 
the second vertex of 71. Since t $? AI and p~(Al(Bj) n Aj) = qs(Al(Bj) n Aj), 
we have (PA(~) $ Al(Bi). Then (PA(~) @ Ai n Bi and 71 lies in Ai\Bi. 
Since (PA is a bijection and since qA(Aj fl Bj) c Ai n Bi and CpA(Ai\Bj) C Ai\Bi, we 
have qA(Aj fl Bj) = Ai n Bi and pA(Aj\Bj) = Ai\Bi. 
We fix: 
4 : V(T) --+ V(T), 
Since (PA rR,\n, and q~ are bijective, Q, is bijective. Moreover, @ is an homomorphism: 
it is sufficient to see that if there exists s E B,, I E A,\Bj and a label d such that 
(s,cr,t) E E(T) then s E d(Bj). Since d(Bj)GA;, we have (qA(s),a,q,&f)) E E(T) 
hence (rps(s), o, (PA(~)) E E(T) and (Q(s), g, Q(t)) E E(r). The other cases are obvious. 
Therefore, @ is an isomorphism and @(A(Bj)) = qs(A(Bj)) = d(B,). 0 
2.4. Fundamental proposition 
Proposition 19. Let r be a context-free graph. Let x E Y(f). Then there exists a 
constant N > 0 such that 
s-x-y, 
Vy E V(T), x N y, d(x, y) > N * 3s E V(T) d(x, s) < W, Y ), 
d(y,s) < d(x, Y). 
Proof. We shall show that if the distance from x to y is great enough, we’ll be able to 
apply Proposition 18. So, we first try to fix N the distance from x to y necessary to find 
three pairs (Al,, Bl, ), (A12, BI, ) and (AI,, Bl, ) such that for any two pairs Proposition 18 
could be applied. (We will see that it is the good definition for N)~ 
Assume that we have found such three pairs. Let i,j E {II, 12, 13} Let A (resp. B) a 
representative of [Ail- (resp. [Bi]-). For each end, we take a end-isomorphism from 
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X 
______ 
Fig. 8. Representativeof each end of the double decomposition. 
itself to its representative (cf. Fig. 8): 
$A, :Ai +A, 
$A, :Aj +A, 
$B, 1 Bi -+ B, 
$B, I Bj ---t B. 
We define (PA and (PB as follows: 
We consider these end-isomorphisms as partial mappings on r. Assume that the re- 
striction of $.A, 0 $6’ to $& 0 *A;l(A) n Al(B) is equal to the restriction of +A, 0 $6’ 
to $B, 0 $AT’(A) n Al(B). Then $B, 0 $AI’(A) n AI(B) = tin, 0 $Ay’(A) n Al(B) = 
$B,(Aj fl Al(Bj)) and, we have 
vu E $B,(Aj n A l(Bj)), $A1 o d$‘(V) = tiAl o d$‘(V), 
+ ‘dV E Aj n Al(Bi), +A, O $B~~(+B,(U)) = +A, o +~i~(tiB,(V)), 
+ YVEAjflAl(Bj), hii’ ’ +B,(v) = +A, ’ $A,(“)> 
+ VU E Aj n AI( qB(V) = (PA(V). 
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Regardless of n, we have to find an upper bound for the number of distinct 3-uples, 
in the set {([A&, [B&, +A, 0 $kl ]tiB,olL,;~(a)nd,cB,), 0 G I < H}. We choose representa- 
tives for each [Al]__ and each [BI]~, 0 < I < n. Let 2 such that 0 < 1 < n. Let A and B 
the representatives of [AI]_ and [B/I_. Applying Lemma 15, we have d(A~)fld(B~)# 0, 
we consider s E &II) n d(Bl) then s B = &s,(s) E d(B) and s.4 = $&) = $A, 0 
$&‘(sg) E d(A). Moreover, it follows from Lemma 17 that there exists paths with 
length at most K joining any two points of d(Bl) which lie in (T\Bf) U d(B,) 5 A,. 
Hence, the distance from s to a vertex of A I is at most K + 1. 
Then $~,(dl(Br) n Al) is a subset of the close ball with center SA and radius K + 1. 
Consider the set of partial mappings from Al(B) to @SA, K). There is at most one 
mapping 0 of this set such that 0 ]o-i(A) is equal to the restriction of $A, o I&’ to 
&+(AI@I) ~AI), i.e. equal to $I, 0 +i’ I+B,oti~l(AI~d,(B). 
Remark 2.1. I&s,,, K + l)] 6 d ‘+’ where d is the graph degree. Moreover, / Al(B)1 < 
md, where m is the maximum size of the frontier of an end. 
The number of such restrictions are bounded by the number of mappings 9 such that 
1. 
A possible upper bound is 
m m 
#+‘I 
(dK+‘--md+l)! 
T T T 
choice choice choice of B(A~(B)\{.sB}) 
of SB of SA in B(sA,K + 1). 
Let I?, = kY be the number of end classes of (T,x) and (r, JJ) (X N v) 
There are at most 
kx m2 
&+I, 
(dK+’ -md+l)! 
choice choice choice of 
distinct 3-uples. 
Taking into account that there is n + 1 3-uples (A[,B,, $A, o I,&~), with n = d(x, y) 
and 0 d 1 d n, it may be seen that if 
dK+’ I 
4x5 Y) 2 k,2m2(dK+’ _ m;+ I)!’ 
we can find two indices i and _j (0 < i < j 6 n) such that the 3-uples ([Ail, [Bi], h, o 
tg’ t ~8~o~~;“A’“d,‘B’) and ([Ai]~[Bi]& ’ +iT1 &o#;‘(A)“A,(B)) are equa1’ If 
dK+’ I 
d(x, Y) 2 2k,2m2 (dK+’ _ m; + 1 y ’ 
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Q(Y) I 
I 
I 
V Wq 
IIP 
Y 
2 
I 
I 
I 
I 
I JP 
Fig. 9. Calculation of s. 
we can find three 3-uples. We fix 
N = 2k2m2 
dK+’ 1 
’ 
< 2k=,,,=d(K+‘)bd-l) 
(dK+‘-rnd+l)!’ ’ 
We refer to the conditions of the proposition: we suppose that d(x, y) = n > N. 
We know that there exists three pairs of ends (AI,, Ill, ), (Al,,B,, ) and (A,, , Bl, ) such 
that we can apply Proposition 18 to any two pairs of these. Recall that It, 12 and 1s 
are distances from x to d(Al,), ~(AI,) and &Al,) and that n - 11, n - I2 and n - 13 
are the distances from y to A(Bl,), A(Bl,) and A(Bl,). We choose i = 11 and j = 12 
if n - 12 # 11 or j = 1s otherwise. Therefore, we have i # n - j. Let Qi be the 
automorphism defined by Proposition 18. 51,52,. . . ,J, denote the r vertices of A(Bj) 
and It = q&J, ) = @(JL), 12 = @(J2), . . , Z, = @(Jr) the vertices of A(Bi). We consider 
a minimal path from x to y. This path cuts A(Bi) at Ip and A(Bi) at J,. up denotes 
the label of the section of this path from x to Ip, u the label from I, to Jq and wq the 
label from Jq to y: 
We also have minimal paths labelled up from Q’-‘(x) to Jp and w4 from I4 to G(y). 
We also consider uq the label of a minimal path from x to I4 and wp from Jp to y. 
also have a minimal path labelled uq from Q-‘(x) to Jq and wq from I, to Q(y). 
Fig. 9) Remark: lupl = luql = i and Iwpl = Iwql = n -j. Therefore, [upI # 1~~1. 
1. /upI < 1~~1. Let s be equal to C’(x). Then 
( 
s-x-y, 
d&s) G lupl + /uI + luql < IQI + Iul + /wJ = d(x,y), 
d@>y) 6 bql + lwql = bpl + Iwql < W>y), 
2. lupl > Iwpl. We take s = Q(y). 0 
We 
(cf. 
3. Automorphism group of context-free graph 
The aim of this section is to show that the automorphism group of a context-free 
graph if finitely generated if and only if the stabilizer of at least one vertex is finite, 
and to give an algorithm to calculate a set of generators. 
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The main idea is to show that given a graph (T,x), there exists a constant N such 
that any automorphism g is the product of automorphisms gl, g2, , g,, which are such 
that the distance from x to gk(x) is less than or equal to N, 1 < k < n. N is the 
constant defined in Section 2. 
3-1. Ser of generators of the automorphism group 
Definition 20 (Stabilizer). Let (T,x) be a context-free graph. The stabilizer of x is 
the set: 
srabr(x) = {g E Aut(T) ) g(x) =x}. 
Proposition 21. Let (T,x) be a context-free graph. Let 9 = (g E Aut(T) 1 d(x,g(x)) 
< N}. Then Aut(T) is generated by $9. 
Aut(T) = (3). 
Proof. Let g E Aut(T) such that d(x, g(x)) > N. It follows from Proposition 19 that 
/i 
x - s N g(x), 
3s 4x3 s) < 4x, g(x)), 
0, g(x)) < 4x3 g(x)). 
Therefore, 
39, E Aut(I-) 
s = a(x), 
0, a(x)) < 4x, g(x)). 
Let 9% = g[‘g, we have 
&g>(x)) = &x,g;‘g(x)) 
= 4gt (x)5 g(x)) 
= d(s, g(x)), 
4x5 g&)) < 4x3 g(x)). 
Thus, g = glg2 with gl,g2 E Aut(Q and max{d(x,gl(x>),d(~,gz(x))} < d&g(x)). 
We prove that any automorphism g of (T,x) is the product of a finite number of 
automorphisms of 9 with an obvious recurrence on d(x,g(x)). Therefore, 3 is a set 
of generators of Aut(T). q 
Theorem 22. Let (T,x) be a context-free graph. The following conditions are equi- 
valent: 
1. stabr(x) is jnite, 
2. stabr(x) is finitely generated, 
3. Aut(T) is jinitely generated, 
4. for all end X of (T,x), if there exists an end X’ s X isomorphic to X then 
there is only one automorphism 4~ of X such that Vs E A(X), 4,,,(s) = s (4~ is the 
cdentify), 
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5. there exists R 2 0 such that for all end Y in T\B(x,R), there is only one QUIO- 
mo@iSm 6~ 4’ Y such that Ifs E A(Y), c#J~(s) = s (dy is the identity). 
Proof. We shall prove 1 + 2 + 4 + 5 =s 1 and 1 + 3 =+- 4. 
l 1 + 2. Obvious. 
l 2 + 4 (and 3 3 4). Assume that there exists an end X of (T,x) and an end X’ s X 
isomorphic to X and an automorphism @x of X such that ‘V’S E A(X), 4x(s) = s 
and 4x # Idx. Then we can find an infinite sequence of isomorphic ends: 
Xl ax2ax,2 -I’ 
Let $k be an isomorphism from Xk to X. We fix 
$k : V(F) - V(T), 
Let 0 be rhe followtng set: 
Let s be a vertex of X such that @X(S) # s and such that 4,~ rd,,_,(x)= Id&_,(x) 
with h, = d(A(X),s), Let Sk = *F’(s). Then 4k(Sk) # Sk and for all t such that 
d(x, t) < d(x,Sk), we have C&(t) = t. 
Remark 3.1. Let 2; = &,6i& . . . E 0. 6 rsCx+) is equal to &6i . . . 6k tBcx,,,) where k is 
such that d(x,Sk) G n and d(X,Sk+l) > n. 
0 is a subgroup of stabr(x) because for every 6 E 0, we have Vn,6 tBcx,njE 
stab,,,,)(x). Let (6,, $,,&,. . .) and (S&S{,Si,. . .) two distinct members of 0. Let i 
be the first index such that Si # S[ (for instance 6i = 4i and 6: = Idr). Suppose that 
C&6,& . L L = &hi 6; , then 
SO61 62 (S,) = 6~$‘,6~ ’ ’ (Si) 
- @l ” b,(s,) = bp; b;(q) 
+- m > = qs,) 
- 4*(s, 1 = si- 
This is a contradictton Therefore, there exists a bijection between 0 and 8, 1.e between 
Q and (0, 1)“. 0 IS not countable and since stabr(x) (resp. Aut(T)) mcludes 0, 
stabr(x) (resp. Aut(T)) is not finitely generated. 
l 4 =+ 5 (cf. Fig. LO). Assume that R is greater than the number of ends classes of 
(T,x). 
L. Pdecql Theoretical Computer Science 165 (1996) 275-293 289 
Fig. 10. Proof of 4 j 5. 
Suppose that there exists Y is T\B(x,R) and an automorphism 4~ of Y such that 
vs E JY), 4Y@) = s and 4~ # Idr. Since Y c T\(x, R), there exists at least two 
isomorphic ends X and X’ such that X 2 X’ a Y. Since 4~ # Idr and Y s X, there 
exists an automorphism I#J~ of X such that Vs E d(X), 4x(s) = s and 4~ # Idx. This 
impossible. 
5 + 1. Let c#J~, $2 E Aut(T) such that ~$1 r~(~,~)= 42 rB(_). Let X be an end at 
level R of (T,x). Since Vs E d(X), C#Q(S) = 42(s), we have d,(X) = 42(X) and 
bL1& rx is an automorphism of X preserving d(X). Then #;‘c#J~ IX= Idx, i.e. 
$1 IX= 4~ lx. This means that, on hypothesis 5, an automorphism of r is entirely 
defined by its restriction to @x,R). 
Therefore, Istabr(x)l 6 I.stalq&x)l. stabr(x) is finite. 
1 + 3. Let 9 = {g E Am(T) 1 d(x,g(x)) < N}. Let gi,gz E 9 be such that g*(x) = 
g*(x). There exists gs E stabr(x) such that gi = g2gs. Let s E V(T), then there is 
only a finite number of automorphisms which map x onto s. Then 9 is finite. Since 
Aut(F) = (Y), the result follows. q 
This proof gives us the following corollary (5 =+ 1). 
Corollary 23. Let (T,x) be a context-free graph with finite stabilizer. Let q5 be an 
automorphism of r. 4 is entirely dejned by its restriction to B(x,R). 
3.2. Construction of a set of generators 
Since an isomorphism is an infinite object, the algorithm does not give a set of 
generators but for every r > R it constructs the restriction on @x,r) of each member 
of a set of generators. 
3.2.1. Generation of a context-free graph from any vetex 
Let (T,x) be a context-free graph generated by a deterministic graph grammar 
(G,M), i.e. (T,x) = GO(M), where A4 = fx is a non-terminal hyperarc of G. Let 
y be a vertex of the graph. Let k > 0 such that y E Gk(M). Let h be a new non- 
terminal of arity 1. The graph generated by the deterministic graph grammar 
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(G U {hy + Gk(M)},hy) is equal to GO(M). From [4, Proposition 2.171, we construct 
a uniform grammar (H,hy) such that HW(hy) = GO(M). 
This result was first established in [lo, Corollary 2.71 using pushdown automata. 
3.2.2. Graph isomorphism 
We use the algorithm given in [4, Proposition 2.181. 
Let G and H be two uniform grammars: 
G = {(asl .sp -+ P), p 2 1, a E N,p}, 
H={(btl. tq -Q>, q 2 1, b W$ 
where NE and NI; are the sets of non-terminal symbols of arity n of G and H. 
Let E = {(a,b)l7(l)...l7(n), a E NC, b E Nk, Ii’ permutation of {l,..., n}}. 
For all e E E, given the rules as1 . . .s, -+ P of G and btl . . . ts Y Q of H, we 
construct B, the set of bijections h from V(P) to V(Q) such that: 
I. h(s,) = tnci), I Q i < n. 
2. if CXI .x, is a terminal of P, then ch(xl) . . . h(x,) is a terminal arc of Q. 
3. if CXI .x, is a non-terminal arc of P, then there exists &, . . . ym a non-terminal 
arc of Q such that {y, . ym} = h({q . . .xm}). 
4. the converse of 3 (from Q to P) is true. 
We call &,h the set of words (c, d)a( 1). . . a(m) with CXI . . .x, checking point 3 and 
ye(i) = h(xi) for 1 $ i < m (0 is a permutation of { 1,. . . , M}). 
Let MG and MM be two non-terminals of, respectively, G and H. There exists an 
isomorphism from GU(MG) to HEW if and only if we can construct a directed 
unlabelled graph C with vertices in E and such that (&,MH)~( 1). . . n(n) is a vertex 
of C and if e = (a, b)Il(l). . . II(n) is a vertex of C then there exists h in B, such 
that Ee,h is the set of targets of arcs in C starting at e. Such a graph C gives an 
isomorphism from GO(MG) to HO(MH). 
3.2.3. Algorithm of calculation of a set of generators 
The algorithm of calculation of a set of generators of the automorphism group of a 
context-free graph (T,x) with finite stabilizer consists to seek for the automorphisms g 
such that d(x,g(x)) < N. 
Construction of the restriction of an automorphism: Let (G, fx) and (H, hy) two 
uniform grammars such that GW(fx) = Hwfhy) = r. We want to consmct the set of 
isamarphism from B(K, r) to @y,r) that can be extended ta autamarphism of r. 
input: (G, fx), (H, hy), r. 
ourput: r;_v the set of restrictions. 
begin 
I& +- 0; 
for all pairs (X, A?) of ends of (T,x) at level r do 
construct Ix,,x~ the set of isomorphism from d(X) to d(X’) that are 
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restrictions of isomorphism from X to X’ (cf. Section 3.2.2); 
for all gr E sta$tx maxIr R),(x) do I , 
if 0+x at kvel r, gr rdc,+ Zx,,xl) 
then 
C-y + 1G-y u {C&I; 
endif 
end 
Algorithm: 
input: a uniform graph grammar (G, fx) generating r, 
r an mreger. 
ourpur: 9 se! of restriclron of a set generators of the automorphism group of F 
begin 
59w C-x: 
for n from T. to N do 
begm 
for all y such that d(x,y) = n do 
begm 
canstruct a uniform graph grammar (H,hy) generating (r, y); 
(cf. Section 3.2.1) 
if (<G,fx) is isomorphic to (H,hy)) 
then 
let gr E &; 
54 - 3 u (91; 
endif 
end 
end 
end 
4. Virtually free groups 
The arm of thus secllon 1s IO characterize finitely generated virtuafly free groups 
as the aulomorpbism gruups oi deterministic rooted context-free graphs. A group is 
virtuaIIy free if and only if it is conk.sxt-free (cf. 191)~ 
Definition 24 (Can&x(-free grvup). Let G be a group finitely generated by {g, , g2, 
. , B,,}, Let x = (x,, x2,. . ,xn) and X-l = {x;‘,xF’, . . . ,x;‘} be two disjoint alpha- 
bets. Let b be the homomorphism from (X UX-‘)* to G such that 4(x:) = gl* wuh 
1 d i < n ad G E (-1,l). ker4 = {(u, u) 1 u,u E (X U X-l)*, 4(u) = d(u)) IS a 
congruence and we assume that (X uX-‘)* lkerd is isomorphic to G. 
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G is context-free if and only if [s]ker$ = {w E (X UX-I)*, 4(w) = Ido} is a 
context-free language. 
Proposition 25. The automorphism group of a deterministic rooted context-free graph 
(T,x) is virtually free. 
Proof. Let us prove that Am(T) is context-free. 
We prove that [s]ker+ is a context-free language. Since the graph is deterministic, 
an automorphism is entirely defined by the image of root x: 
[Elkerqb = {w t (x ux-‘I*, $(w)(x) = x}. 
For all i, we consider cq the label of a positive path from x to gi(x) and MI the label 
of a positive path from x to g;‘(x). We define homomorphism $ as follow: 
$ : (xux-*)* --f c*, 
xi c-) ai, 
x,7 ’ H a:. 
Let w = x~:x~~x~~ (1 d il,. . ., ik < n and ~1,. , &k E {-1,l)) be a word of (XUX-I)*. 
d(w)(x) = 53:: . . . g;;(x) 
= x +<xi”; ) . . . +<x;; ) 
=x. $qx;; . ..xf.) 
= x . $(w). 
Thus, [&]ker + = {w E (x Ux-‘)*, x . $(w) =x}. 
Let L(T,x) be the set of labels of positive paths from x to x in r. Theorem 2.8 
of [lo] prove that L(T,x) is a context-free language. Since II/ is a homomorphism, 
[&]ker ,$ = II/-‘(L(r,x)) is context-free. 0 
Theorem 26. Let G be a finitely generated group. G is virtually free if and only if 
G is the group of automorphism of a deterministic rooted context-free graph. 
Proof. Consider T(G) the Cayley graph of G according to a given finite set of genera- 
tors. G is the automorphism group of its Cayley graph. If G is context-free, its Cayley 
graph is context-free (cf. [lo, Theorem 2.91). 
The converse is given by Proposition 25. 0 
5. Prospect 
The first possible generalization of Theorem 26 is to prove that a finitely generated 
group is virtually free if and only if it is the automorphism group of a context-free 
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graph with finite stabilizer. G. Sknizergues at Bordeaux I umversrty and the author 
are currently working on it. It seems to be difficult to construct a pushdown automata 
w&h accepts the word problem in this case, 
Bisrmulatian generalizes &morphism of context-free graphs. But the de&dab&++ 5E 
bisimulation for context-free graphs is an open problem. Some results on this tape can 
be found m [S]. 
The same work can be devoted to equational graphs smce context-free graphs are 
eqtiarjonal graphs of finite degree. 
Another problem is to know if the quotient graph Aut(T)\T of a context-free graph 
IS context-free. G. Sknizergues is currently working on this. 
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