A recently proposed electronic structure-based force field called the explicit polarization (X-Pol) potential is used to study many-body electronic polarization effects in a protein, in particular by carrying out a molecular dynamics (MD) simulation of bovine pancreatic trypsin inhibitor (BPTI) in water with periodic boundary conditions. The primary unit cell is cubic with dimensions ∼54 × 54 × 54 Å 3 , and the total number of atoms in this cell is 14281. An approximate electronic wave function, consisting of 29026 basis functions for the entire system, is variationally optimized to give the minimum Born-Oppenheimer energy at every MD step; this allows the efficient evaluation of the required analytic forces for the dynamics. Intramolecular and intermolecular polarization and intramolecular charge transfer effects are examined and are found to be significant; for example, 17 out of 58 backbone carbonyls differ from neutrality on average by more than 0.1 electron, and the average charge on the six alanines varies from -0.05 to +0.09. The instantaneous excess charges vary even more widely; the backbone carbonyls have standard deviations in their fluctuating net charges from 0.03 to 0.05, and more than half of the residues have excess charges whose standard deviation exceeds 0.05. We conclude that the new-generation X-Pol force field permits the inclusion of timedependent quantum mechanical polarization and charge transfer effects in much larger systems than was previously possible.
Introduction
Molecular dynamics simulation has become a powerful tool for studying biochemical properties ranging from protein and nucleic acid dynamics and structural prediction to chemical reactions in enzymes.
1 At the heart of these calculations is the potential energy function that describes intermolecular interactions in the system, [2] [3] [4] [5] [6] [7] [8] and often it is the accuracy of the potential energy surface (or its gradient field, called the force filed) that determines the reliability of simulation results. Because of the size of condensed-phase systems and the complexity of biomacromolecules, one typically uses molecular mechanics force fields, in which the potential energy surface for a macromolecular system is approximated by analytical functions describing bond stretches, bond angle bends, torsions, and nonbonded van der Waals and Coulomb interactions. 2, 3 The computational efficiency of analytic molecular mechanics force fields allows molecular dynamics simulations of biopolymer systems to be carried out with the extensive sampling required for rare event simulation, and classical simulations may be extended for long time scales and to large molecular systems. There is therefore considerable effort being expended to improve the physical representation and accuracy of such force fields, with special emphasis on including polarization effects to better represent electrostatic forces. 3, 4 The development of molecular mechanics dates back to early studies of steric effects of organic compounds, [5] [6] [7] and the basis of the current generation of force fields for biomolecular systems was established in the 1960s. 2, 8 The first molecular dynamics simulation of a protein was reported in 1977 by McCammon, Gelin, and Karplus; 9 it lasted 8.8 ps for a small protein, in particular, bovine pancreatic trypsin inhibitor (BPTI) in the gas phase. The authors noted two limitations in that study. The first "is the approximate nature of the potential energy function," which was essentially of the same type as we are using today, and the second "is the neglect of solvent". Although a relatively short simulation was performed on a dry protein, the 1977 article 9 is one of the classic studies in our field because of its vision that paved the way for molecular simulation and modeling as we know it today. Of course, solvation effects are now recognized as an unavoidable essential element in dynamics simulations because they play an inescapeable role in biomolecular function, and tremendous progress has been made in the accuracy of conventional force fields for modeling biopolymers.
3,10-15 Yet, it is sobering to notice that the physical representation and functional forms used in molecular mechanics have hardly changed.
Despite the success of molecular mechanics in biomacromolecular modeling, there are also shortcomings, such as inapplicability to chemical reactions and lack of polarization. Recognition of the latter has motivated many efforts 3,4, [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] to parametrize nonadditive polarization effects in the force fields. An alternative is to make a fundamental paradigm change in the functional form of the force fields and the representation of biomolecular systems, [31] [32] [33] moving beyond the present classical development. With this motivation, we have introduced an explicit polarization (X-Pol) model based on quantum mechanics as a framework for a next-generation force field. [34] [35] [36] In what follows, we report a molecular dynamics simulation of a fully solvated BPTI protein that, although short, employs an explicit quantal force field. This force field is currently represented by an available semiempirical method, namely the AM1 approximate molecular orbital theory. Nevertheless, the present study demonstrates the feasibility of an entirely new concept in force field development for large-scale simulation.
Polarization and charge transfer are intrinsic properties of the electronic structure of a molecular system, resulting in polar bonds, nonunit charge on functional groups, and electric response of electron density to an external field. Although molecular polarization is a well-defined property, its incorporation into an MM force field is not unique.
3,4, [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] Consequently, numerous models have been proposed for the classical treatment of polarization effects, and their validity is a subject of ongoing validation. In the X-Pol potential, [31] [32] [33] [34] [35] [36] the internal energy terms and electrostatic potentials used in the force field are described explicitly by a quantum chemical wave function. Since molecular polarization and charge transfer are represented naturally by electronic structure theory, no polarization terms need to be added, and hence there is no ambiguity in the choice of functional form for polarization terms or in the selection of internal degrees of freedom to define these terms. Furthermore, such a method can be used to model chemical reactions.
In the X-Pol potential, a molecular system is partitioned into fragments, such as an individual solvent molecule or a peptide unit or a group of such entities. The electronic interaction within each fragment is treated using electronic structure theory, while the interfragment electrostatic interactions are treated 31,34-36 using a quantal analog of the combined quantum mechanical and molecular mechanical (QM/MM) approach (hence these interaction terms are sometimes called electrostatic QM/MM terms). Because the wave function of the entire system (which is assumed to be a Hartree product of antisymmetrized fragment wave functions) is variationally optimized, 35 we can take advantage of analytic gradient theory 37 to develop efficient methods for evaluating the contributions of internal energies and electrostatic interactions to forces. 35 Exchange repulsion and dispersion-like attraction between fragments are added by pairwise additive functions.
The X-Pol potential has been tested and applied to the simulation of liquid water 32 and liquid hydrogen fluoride, 33 and it has been recently extended to treat fragments that are covalently bonded to one another. [34] [35] [36] Here we employ analytic gradients to carry out the dynamical simulation of a small protein, in particular BPTI, in a water box with a size of about 54 × 54 × 54 Å 3 ; the water box contains 4461 water molecules and one copy of the protein. We will analyze the polarization of the charge distribution of the protein and its significance for the description of protein-solvent interactions. The stability of MD simulations using the X-Pol potential for macromolecular simulations in water will also be demonstrated. The calculations presented here are designed to set the stage for systematically parametrizing the X-Pol potential to achieve the goal of chemical accuracy in such simulations.
In Section 2 we briefly review the theory of the X-Pol potential, and section 3 gives computational details. Sections 4-6 present results, timings, discussion, and comments on future prospects.
Theoretical Background
The design of the X-Pol potential has been described in a series of publications, [31] [32] [33] [34] [35] [36] and here we only present the necessary background for the simulation of a solvated protein. We adopt the peptide unit convention as defined by IUPAC, 38 although we note that the residue convention is typically used in other force fields.
3,10-14 As endorsed in the IUPAC rules, 38 we will refer to a peptide unit by its residue name. Figure 1 shows the division of a peptide chain into peptide units at a C R carbon; each peptide unit is defined as a quantum mechanical (QM) fragment in the present calculation, and the C R atom is called a boundary atom. Only the valence electrons of the boundary atom are treated explicitly, so the effective nuclear charge is four and the associated number of electrons is also four. Both the nuclear charge and electrons are divided equally into the two neighboring fragments. The boundary atom has four hybrid bonding orbitals, 34, 39 such that each fragment has two of them as active orbitals and the other two as auxiliary orbitals. This partition of a polypeptide results in two "pseudo atoms", which have identical coordinates, and each of which is half of a boundary C R atom. [34] [35] [36] The wave function of the entire system is written as a Hartree product of Slater determinant wave functions of individual fragments. 31, 34, 35 In the X-Pol potential, the internal energies of the fragments are treated with electronic structure theory, and the interactions between fragments are described by a combined quantum mechanical and molecular mechanical (QM/MM [40] [41] [42] ) approach. No bond stretching, bending, or torsion terms appear because such interactions are represented by quantum mechanics, and no harmonic assumptions or analytic anharmonicity terms appear. It should be emphasized that at the top of the hierarchy of approximations in the X-Pol model, there is no restriction on the level of molecular orbital theory or density functional theory used to represent each individual fragment. In principle, it is possible to use a high-level quantum model to treat the region of interest and to use a lower level of theory to represent the rest of the system. In the present version of the method, the electronic structure calculations are carried out by valence-only semiempirical molecular orbital theory with the neglect of diatomic differential overlap (NDDO 43 ). Thus the electronic wave function includes only valence electrons, and core electrons are combined with nuclei and treated as frozen atomic cores.
The total energy of the system includes the electronic energies of the fragments (each including half of the electronic Coulombic interactions and half of the core interactions to avoid double counting) plus an empirical van der Waals term. Thus,
where the van der Waals energy term is required because the electronic structure calculation omits electron correlation and exchange repulsion between electrons in different fragments. The van der Waals term is a sum 32, 35 of LennardJones potentials, including both repulsion due to exchange and dispersion-like attraction due to medium-range correlation energy. Note that Lennard-Jones interactions are omitted for atom pairs within the same fragment and for those separated by less than 3 bonds (i.e., 1-2 and 1-3 van der Waals interactions are excluded) as in most of the conventional force fields. In the current study, the atomic LennardJones parameters are taken directly from the CHARMM 11 protein force field without modification, and pair parameters are obtained by the usual combining rules. Furthermore the NDDO parameters for nonboundary atoms are taken from Austin Model 1 (AM1 44 ) without modification. The semiempirical parameters for the carbon boundary atom are the same as in AM1 except that the values of U ss and U pp are scaled by 0.99 as in previous studies. 34, 36 In calculating E elec , the electric potential due to fragments sharing a boundary atom with the QM fragment under current consideration is calculated by explicit Coulomb integrals; 36 the electric potential from non-neighboring fragments are approximated by one-electron integrals with partial atomic charges. In the present calculations these charges are obtained by the Mulliken approximation 45 applied to wave functions of each of the other fragments.
The total electronic energy of the system is determined by a double self-consistent-field (DSCF) procedure. 32, [34] [35] [36] Starting with an initial guess of the one-electron density matrix for each fragment, one cycles over all fragments in the system and performs electronic structure calculations for each fragment (peptide unit or water molecule) in the presence of Mulliken charges of the other fragments until the change in total electronic energy or density matrix satisfies a predefined tolerance. 32, 34, 36 To facilitate the DSCF convergence, we introduce a quantum mechanical buffer zone for the peptide unit (m) currently being treated quantum mechanically in the inner SCF iteration. 35, 36 Thus, in addition to this fragment m, we also include the peptide units prior to and after fragment m in each explicit QM treatment. In turn, fragment m becomes a buffer fragment for peptide units m -1 and m + 1, respectively. Note that during the SCF optimization of the wave function for fragment m, the electron densities of the buffer peptide units are kept frozen 36 at values derived from a previous outer SCF iteration. Although it increases the number of two-electron integrals, the use of a buffer zone 36 reduces the time spent on matrix transformations (as compared to the earlier formulations) because no atom needs special treatment to avoid double counting or unphysical interactions with virtual orbitals. Once the wave function is converged, the forces are calculated analytically. 35 When the DSCF process has converged, the chemical potentials of all fragments will have been equalized. This allows mutual polarization of all fragments subject to the constraint that there is no charge transfer between fragments.
A key methodological issue is that the Fock matrix is expressed in a mixed basis consisting of atomic orbitals for nonboundary atoms and hybrid orbitals 34, 39 for boundary atoms. The present usage of hybrid orbitals is expected to be more accurate than the original use 39 because the charges in the hybrid orbitals are all determined self-consistently rather than determining some of them from MM parameters.
References 32 and 34-36 contain further details of the method.
Computational Details
The initial structure of a BPTI protein molecule solvated in a cubic box of water molecules is constructed using a developmental version of CHARMM (version c34a1), 46 in which the present X-Pol potential has been implemented. The non-hydrogen atomic coordinates are taken from the structure 6PTI in the protein databank (PDB), and all hydrogen atoms are built using the HBUILD function in CHARMM based on standard equilibrium geometrical parameters. 11 There are two disulfide bonds in BPTI, which are terminated by hydrogen atoms in the X-Pol treatment to allow for convenient partition of the protein into peptide units. We note that a simple extension of the procedure already implemented into CHARMM can be made to handle disulfide bond connecting two amino acids. For the present study, our current treatment is sufficient. We have used a neutral side chain for each histidine residue, while all other titratable residues are assigned a protonation state corresponding to a pH of 7. The BPTI protein is then solvated by a previously equilibrated water box of about 54 × 54 × 54 Å 3 , deleting all water molecules within 2.7 Å of any protein atoms, resulting in a total of 4461 water molecules, giving rise to a total of 14281 atoms, including protein, solvent, and counterions. There are 4519 fragments (58 amino acid residues and 4461 waters).
An MD simulation in the NPT ensemble at 300 K and 1 atm is carried out for 100 ps using the CHARMM22 force field 11 for protein and the three-point-charge TIP3P model 47 for water to equilibrate the system. The resulting coordinates are used as the initial structure for a 50 ps NVT MD simulation at 300 K using the X-Pol potential. [34] [35] [36] The box length is set to 53.65 Å in the X-Pol calculations, which is the average value from the MD simulation using the CHARMM22 force field. A Nosé-Hoover thermostat 48 is used for temperature control.
All simulations utilized an integration time-step of 1 fs, and the SHAKE algorithm 49 is used to constrain bond distances involving hydrogen atoms at the equilibrium values defined in the CHARMM22 force field. 11 Electrostatic interactions between fragment pairs whose centers of mass are separated beyond 11 Å are truncated (shifting or switching can be introduced as a refinement in later work). The convergence criterion for average diagonal elements of the density matrix is set to 10 -6 . All calculations were carried out using a locally modified version of the CHARMM 46 software package. The X-Pol potential was initially developed based on a new semiempirical code written by Walker et al., 50 and the current X-Pol software is essentially entirely rewritten.
Results and Discussion
A snapshot of the BPTI structure at the end of the 50 ps MD simulation using the X-POL potential is displayed in Figure 2 along with the structure at the end of a 50 ps MD simulation using the CHARMM22 force field and the crystal structure 6PTI from the protein data bank (PDB). These figures show that the secondary structures of BPTI retained their configurations in 50 ps molecular dynamics simulations employing the X-Pol potential (Figure 2a ) in comparison with the crystal structure (Figure 2c ). It appears that the two -strand configurations are somewhat weakened from simulations using the classical force field. Compared with the crystal structure, the side chains show significant conformational change from both classical and X-Pol molecular dynamics simulations; charged residues are more exposed to the solvent on the protein surface. One realizes that the semiempirical AM1 model was not developed to treat intermolecular interactions accurately. Thus, we note that the present X-Pol potential with the original AM1 quantum mechanical method is not a quantitatively accurate force field for performing quantitative studies of the dynamics of solvated proteins. To achieve this goal, a reparameterized and well-tested QM model is needed, and the development of such a model is left for future research.
The fluctuation of the total potential energy is displayed in Figure 3 for the entire 50 ps (50000 steps) of simulation, showing that the energy exhibited an initial rise in the first 15 ps and then quickly settled to a stable average throughout the rest of the simulation. At each MD step, about 7 iterations were sufficient to achieve SCF convergence to an accuracy of 10 -6 in the electronic one-electron density matrix.
The main physical result of the present study is the extent of electronic polarization and intramolecular charge transfer in the solvated protein. The net charge from Mulliken population analysis of the wave function for each carbonyl group (CdO) in the protein backbone is calculated and averaged for the last 30000 MD steps. The average net charge on the backbone carbonyl (CdO) group of each residue along the peptide chain is shown in Figure 4 . We found that all carbonyl groups bear a negative net charge, which is reasonable since CdO is a strong electron withdrawing group. The average net charges on the carbonyl groups range from -0.05 to -0.16 (all partial charges are in units of a proton charge), with 17 of them more negative than -0.10. In comparison, the CHARMM22 force field 11 employs fixed partial atomic charges with the convention that the net group charge for each carbonyl unit (CdO) is zero in the protein backbone. Since it is computationally efficient for each group charge to be zero (forcing groups of 2-10 atoms to be perfectly neutral allows not only for more easily transferable charge parameters but also for more efficient truncation of long-range electrostatics 3a ), this can only be remedied in conventional molecular mechanics calculations by using larger units as groups and by parametrizing the groups to allow different charges on carbonyl groups in different environments. However, even if that is done, the charge on each carbonyl group would be independent of time and environment, neither of which is found to be the case in the X-Pol calculations.
To analyze charge transfer effects between different residues, we calculated the net charge of each residue by Mulliken population analysis. Here, we note that formally there is no charge transfer between fragments treated in the X-Pol potential. However, effective charge transfer can be observed through the boundary atom due to intrafragment electronic polarization. Thus, it is possible that the electron density of the two active orbitals in the (I-1)th residue (green fragment in Figure 1) is depleted into the rest of the fragment, whereas the two active orbitals in the Ith residue (red in Figure 1 ) attract greater charge density in that fragment. Thus, the net partial atomic charge on the boundary atom has contributions from the charge densities of both neighboring residues. In the following discussion, the term "charge transfer" or excess charge is used to describe the difference of the total Mulliken population charge of a formal residue (not the peptide unit used in the definition of the QM fragment) in the protein and that of an isolated residue. Thus, the dominant contributor to charge transfer in this model is intrafragment polarization in the X-Pol representation. If one is interested in charge transfer between two residues, for example, in an ion pair, salt bridge, or hydrogen bond to a charged residue, the two moieties between which charge transfer is to be allowed should be treated as a single fragment. Figure 5 shows the excess charge (calculated by subtracting the formal charge associated with the protonation state from the Mulliken charge) for all residues averaged over the last 30000 steps of MD simulations. The average excess charge ranges from -0.06 to + 0.09. The excess charge of the same type of amino acid at different locations in the protein is displayed in Figure 6 . This figure shows that charge transfer can be quite different depending on the specific position of a given residue as well as its environment and the protein sequence, for example, the average excess charge on phenylalanine ranges from -0.05 to +0.04, that on cysteine from -0.04 to +0.04, and that on alanine from Figure 2 . (a) Snapshot of the BPTI structure from MD simulation with the X-Pol potential, (b) snapshot of the BPTI structure from MD simulation with the CHARMM22 force field, and (c) X-ray crystal structure. Secondary structures are shown in yellow for -strands, in purple for R-helices, and in gray and cyan for loops. Side chains are depicted in gray for hydrophobic residues, in green for polar residues, in blue for cationic reisdues, and in red for anionic residues. -0.05 to +0.09. The instantaneous excess charges vary even more widely.
In Figures 4-6 we reported averages for net carbonyl charges and for excess residue charges over 30000 time frames. Using the same data, we also computed standard deviations for these 30000 time frames, and this provides a measure of the variation of the instantaneous charges with time (as the environment changes). These results are given in Figure 7 . This variation is different from the sequence dependence of the average (shown in Figure 6 ), and it is a feature of the true dynamics that a nonpolarizable force field can never reproduce. Figure 7 shows that the standard deviations are in the range of 0.03 to 0.05.
Computational Considerations and Future Improvements
The total CPU time for the 50 ps simulation using a single 2.66-GHz SGI Altix XE 1300 Linux Cluster processor is 377 h, whereas it took 62.6 h to run 5 ps on a single 1.5-GHz IBM Power4 processor. During each DSCF calculation, all one-and two-electron integrals are saved in the memory although one has the option to calculate the electron integrals on the fly. The number of one-electron QM/MM integrals scales as N 2 where N is the number of fragments, and the total memory used to store one-electron integrals is about 458 MB; however, the two-electron integrals are only evaluated within each fragment and its buffer fragments that share a boundary atom, so their number scales as N, and the total memory used to store two-electron integrals is merely 13 MB. In principle, by reorganizing the algorithm, the X-Pol potential is highly parallelizable, at least up to a number of processors equal to the number of fragments, since fragments or groups of fragments and the associated QM/MM integrals can be distributed over processors, and the only messages to be communicated for potential energy evaluation are the DSCF updates to auxiliary density matrices, the buffer density matrices, and the partial charges. A parallel version of the X-Pol potential is currently being developed.
In the present X-Pol potential, atom-centered point charges are calculated from class II Mulliken population analysis. In future work, it may be worthwhile to explore other approximations to the MM potential such as charges fitted to electrostatic potentials (class III ESP charges), 51 CM4 class IV charges, 52 or distributed multipoles.
53
In the present study, charge transfer along the chain occurs through boundary atoms, whereas charge transfer between protein and solvent is not included. Although the present study used small fragments (peptide units and water molecules), the method is very flexible, and one can use larger fragments to include charge transfer between fragments not connected by a chain of bonds or to include charge transfer between connected fragments more self-consistently. For an example of the latter, one can include in a single fragment either neighboring peptide units or peptide units interacting in secondary or tertiary structure via hydrogen bonds or salt bridges. As mentioned above, one can include solute-solvent charge transfer by, for example, treating a peptide unit and a nearby water molecule (or molecules) as a single fragment. Since water molecules exchange in and out of the first solvation shell, such solute-solvent fragments should be treated by an adaptive 54 algorithm that allows such exchanges. For studying enzyme kinetics, one could take the entire substrate and coenzyme to be a single fragment, if desired.
An important objective in future work is to carefully parametrize the quantum mechanical model to achieve the desired accuracy for properties both in the gas phase and in the condensed phase.
Concluding Remarks
We have demonstrated the applicability of an explicit polarization (X-Pol) method [31] [32] [33] [34] [35] [36] to a solvated protein in a water box with >10 4 atoms. The calculation presented here is equivalent to a molecular dynamics simulation of a 14281-atom system consisting of 29026 basis functions with direct dynamics based on an explicit quantum mechanical electronic wave function for the entire system plus a van der Waals term for interfragment exchange repulsion and dispersion forces. The present molecular dynamics simulation generated a trajectory over a 50 ps time interval in an NVT ensemble using an existing semiempirical model. Remarkably, on a single processor without carefully optimizing the quantum mechanical code, it is possible to run more than 3 ps of direct dynamics per day. Whereas all atoms are treated quantum mechanically in this simulation, a typical combined QM/ MM simulation treats only 10 1 -10 2 atoms quantum mechanically (for example, the quantum-electronic-structure subsystem had 69, 55 47-60, 56 53-56, 57 102, 58 and 71 50 atoms in some recent studies). Analysis of the wave function implies that the polarization and charge transfer effects are significant in the condensed phase and protein. Water molecules display a significant polarization effect in the condensed phase. Carbonyl groups in the protein backbone bear a negative net charge. The net charges of the backbone carbonyl group in different amino acid residues are different by an amount up to about 0.1 e which suggests that in some cases intramolecular charge transfer needs to be considered explicitly. Analysis of the excess charge of each amino acid shows fluctuating charge transfer between amino acid residues in the protein. The same residue may have significantly different charge transfer effects depending on protein sequence. In closing, it is worthwhile to emphasize the differences between the present linear scaling method and problem decomposition by a divide-and-conquer-type 59 approach. Methodologically, X-Pol and divide-and-conquer are not the same, even when the same quantum mechanical model is used. Divide-and-conquer is a linear scaling method to efficiently obtain a solution of the quantum mechanical model (e.g., Hartree-Fock or Kohn-Sham equations) for a large system. In contrast, X-Pol is a quantum mechanical force field, whose energy is not the Hartree-Fock or Kohn-Sham energy of the system. X-Pol is variational and constitutes an efficient method that can be used to run molecular dynamics simulations for a fully solvated protein, whereas D&C requires many more SCF iterations to obtain an energy that is accurate enough for gradients (forces) in MD simulations. Although AM1 was used in the present study for the purpose of proof of concept, the X-Pol potential is designed as a force field to be parametrized just as "standard" CHARMM, AMBER, or OPLS force fields are parametrized.
