In the past decade, research in Music Information Retrieval (MIR) has created a wealth of methods to extract latent musical information from the audio signal. While these methods are capable to infer acoustic similarities between music pieces, to reveal a song's structure, or to identify a piece from a noisy recording, they cannot capture semantic information that is not encoded in the audio signal, but is nonetheless essential to many listeners. For instance, the meaning of a song's lyrics, the background of a singer, or the work's historical context cannot be derived without additional meta-data.
novel algorithms enable applications that capture musical aspects on a more comprehensive level than content or context-based approaches alone. Exploiting the full range of MIR technology, for instance, innovative user interfaces to access the large amounts of music available today (e.g., on tablets or smart mobile devices), or context-aware music recommendation systems are conceivable.
This Special Issue on "Hybrid Music Information Retrieval" highlights the newest developments in combining music content and context information. The five outstanding articles authored by excellent researchers in the field deal with multimodal music recommendation systems, investigation of relationships between visual and auditory signals, location-specific perception of music, multi-faceted cover song identification and retrieval, and reduction of human effort in evaluating music retrieval systems.
The submissions to this Special Issues were rigorously reviewed and the guest editors eventually selected three considerably extended versions of papers presented at the 
