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Abstract
This dissertation studies the effects of strong matter-light coupling on prop-
erties of organic molecules and inorganic semiconductors. The interplay of
complex intramolecular dynamics and strong coupling of a photon to molecu-
lar transitions results in new physics having no counterparts in other systems.
In contrast, low-energy optically active excitations of semiconductors (exci-
tons) usually do not feature such complexity. However, the combination of
strong electronic correlations and strong matter-light coupling leads to new
physics.
Firstly, the effect of strong coupling between molecular vibrations and
infrared photons on Raman scattering (RS) is considered. This is motivated by
the experiment of Ref. [1] showing up to 103 enhancement of RS signal under
strong coupling. While the exact analytical results of this dissertation predict
around 100% enhancement of total RS signal, they cannot explain orders of
magnitude enhancement, leaving the question open for further studies.
Next, the effects of strong coupling of an optical photon and a molecular
electronic transition on molecular lasing properties are discussed. Starting
from a microscopic description of a driven–dissipative system, an exact (in the
thermodynamic limit) mean-field solution is developed. It allows to uncover
the mechanism of molecular lasing in the weak and strong coupling regime
and to obtain a non-equilibrium lasing phase diagram.
Finally, a semiconductor with different densities of electrons and holes,
strongly coupled to a microcavity photon, is studied. While finite electron–
hole density imbalance is detrimental for excitonic condensation, it may still
lead to a condensed state of excitons with finite centre of mass momentum
coexisting with unpaired electrons. On the other hand, due to its low mass,
a photon favours zero center of mass momentum condensation. The varia-
tional mean-field calculations reveal that the interplay of these effects leads
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Nature generously supplies us with new materials which demonstrate unusual
properties, set up new challenges, widen our knowledge horizons and some-
times lead to technological advances. However, the search for material with
desired properties is not a trivial task, which requires extensive theoretical
calculations, a lot of experimental data and statistical analysis (for example
[2]) to guide the hunt. A recent triumph of finding a material with unprece-
dented properties was the discovery of a topological insulator [3], which was
preceded by theoretical calculations [4].
A different approach to obtain new material properties is to engineer them
by means of external handles. For example, lowering temperature led to the
discovery of superconductivity [5], application of high pressure — to almost
room Tc superconductivity [6], application of strong magnetic field to a two-
dimensional electron gas — to the Quantum Hall Effect [7, 8]. More recent
examples include Floquet Engineering [9] of material properties and driving
by strong laser pulses, leading, for example, to transient superconducting-like
states [10, 11]. However, the last two approaches suffer an ubiquitous problem
of heating, which seems to be the main problem for practical long time-scale
applications. In contrast, strong coupling of material excitations to quantum
light does not have such an issue.
Recent experimental advances in fabrication of optical microcavities opened
up an avenue to study how strong coupling of light to excitations of matter
can affect various material properties [12, 13]. A list of already experimen-
tally demonstrated effects includes polariton-assisted chemistry [14–16], mod-
ified magneto-transport of two-dimensional electron gas in magnetic field [17,
18], enhanced conductivity of an organic semiconductor [19], polaritonically-
enhanced Förster energy transfer [20, 21], room-temperature polariton conden-
sation (lasing) [22, 23] and superfluidity [24], polaritonically-enhanced Raman
scattering [1].
It is the aim of this thesis to model some of these experimental systems
and extend the list of effects driven by strong coupling of light and mate-
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rial excitation. Chapters 2 and 3 concern the effects of strong-matter light
coupling on properties of organic molecules featuring strong coupling between
their intramolecular electronic and vibrational excitations (which will be called
exciton-vibron coupling), while Chapter 4 discusses how a phase diagram of an
imbalanced electron-hole system is affected by strong coupling of an excitonic
transition to a photon.
In particular, Chapter 2 discusses how strong matter-light coupling be-
tween an infrared cavity photon and intramolecular vibrons affects Raman
scattering with organic molecules [25], which is motivated by the experiment
[1]. In contrast to the experimental results, which showed three orders of
magnitude enhanced Raman scattering under stong matter-light coupling, the
results of theoretical modeling show only a moderate enhancement of Raman
scattering in the ultra-strong matter-light coupling regime matching the out-
comes of other theoretical calculations [26].
Next, Chapter 3 considers a similar system of organic molecules in a mi-
crocavity and discusses the effects of strong coupling between a microcav-
ity photon and electronic excitations of molecules, which also feature strong
exciton-vibron coupling. This chapter is motivated by experiments on exciton-
polariton lasing (condensation) with organic molecules, e.g. [22, 23], and aims
to understand the microscopic mechanism of polariton lasing, how it depends
on the various system parameters, and to uncover the connection between an
ordinary dye laser operating in a weak matter-light coupling regime and a more
exotic polaritonic laser. This chapter presents the exact (in the thermody-
namic limit) non-equilibrium phase diagram of a system of organic molecules
strongly coupled to a single photon mode. It shows a smooth transition from
a usual dye laser to a strongly-coupled polariton laser, and so for the first time
explains the physics of organic polariton lasing [27].
The final chapter, Chapter 4, discusses a more conventional setup of semi-
conductor Wannier-Mott excitons coupled to microcavity photons. The new
physics discussed in this chapter comes from considering a charged (imbal-
anced) semiconductor with tunable electron and hole density difference set up
by applying bias voltage akin to a field-effect transistor (FET). This chapter
predicts and discusses new phases emerging from the interplay of polaritonic
physics and charge imbalance. It shows how the new phases compete and
intertwine with each other upon tuning experimentally-controlled parameters
such as temperature, photon cutoff frequency and charge density, thus enrich-
ing the physics of imbalanced correlated many-body systems due to additional
photon-mediated interaction, which has no counterparts in more conventional
setups such as (imbalanced) superconductors in a strong magnetic field.
The remainder of the current chapter introduces these topics in more
detail. Section 1.1 discusses the physics of Raman scattering, Section 1.2
concerns polariton lasing with organic molecules, and Section 1.3 discusses
condensation of imbalanced Fermi-systems and conventional polaritonic con-
densation with inorganic semiconductors.
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1.1 Raman scattering
Raman scattering (RS) spectroscopy is a powerful technique to address (usu-
ally infrared) transitions, which are not optically active. For example, it is
widely used to study low-lying ro-vibrational molecular levels [28]. It can be
also used to probe optically forbidden single-band excitations of superconduc-
tors [29].
The physics of Raman scattering is straightforward and can be summarized
by a single formula for a transition amplitude between two states via an infinite
number of virtual states, which follows from the second order perturbation





En − (Eg + ~ω)
. (1.1)
In this expression |g〉 stands for the ground (initial) state, which may represent,
for example, a molecule in its ground electronic and vibrational state and a
photon before it gets absorbed, thus Eg +~ω is the energy of this state. Next,
|n〉 is an intermediate excited state (after photon absorption) with energy En,
and |e〉 is the final state, which may correspond to, e.g. a vibrationally excited
state of a molecule in the ground electronic state. In this expression V is a
matter-light coupling term, while V ′ = αV with α is some numerical prefactor
which depends on polarisation of an emitted photon.
Due to naturally small matter-light coupling strength and a two-photon
nature of the RS process (1.1), in linear spectroscopy RS signal is usually
rather weak, which thus required long signal collection in pioneering RS ex-
periments. This led to the development of various non-linear RS enhancement
techniques [31] such as resonant RS, where excitation laser wavelength is tuned
close to energy of some electronic transition, or stimulated RS, where a tran-
sition from excited to a final state is stimulated by another laser beam, or
coherent anti-Stokes RS, where two lasers are used to drive both transition
from the ground to excited and from the excited to the final states. Another
technique is to put molecules close to metallic surface and so to employ the
effect of strong surface plasmon electric field (usually called surface-enhanced
RS) [31–34].
In many experimental works, strong coupling of an infrared (IR) microcav-
ity photon and a molecular vibrational mode was demonstrated [35–39] and
then in Ref. [1] a fundamentally new method to enhance RS was discovered,
which, in contrast to the techniques discussed above, is not based on resonant
excitation of molecules, on any fine-tuned laser driving or strong (plasmonic)
surface field effects. The effect demonstrated in Ref. [1] is claimed to originate
from strong coupling of an infrared photon and a molecular vibron only (i.e.
from formation of vibron-polariton). Although this requires a vibrational tran-
sition to be active both in RS and IR (and also strong enough IR absorption
and emission to allow strong matter-light coupling), thus hardly motivating
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such a setup for a linear RS spectroscopy, nevertheless it provides an example
of how single molecule properties may be tuned by collective strong coupling,
i.e. by engineering the properties of environment (microcavity). Therefore,
the nature of this effect is of fundamental interest.
Let us now discuss the experiment of Ref. [1] in more detail. The ex-
periment of Ref. [1] demonstrated that when molecules are placed into an
infrared microcavity, the formation of vibron-polaritons leads to peculiar con-
sequences in Raman scattering (RS). Particularly, the Raman transition sig-
nal from the scattering between the ground and the first vibron excited state
splits between scattering to lower and upper vibron-polariton states. Also,
quite surprisingly, Rabi splitting in RS signal turned out to be about twice
larger than in IR absorption measurement. However, the most remarkable
result of that experiment is the enhancement of the total RS cross-section by
up to 3 orders of magnitude in the strong coupling regime. To prove that this
effect originates from strong matter-light coupling only, experiments were per-
formed with and without an upper mirror. While in a microcavity strong RS
enhancement was observed, without an upper mirror no notable enhancement
was detected. Also, when a cavity photon was out of resonance with the molec-
ular vibrational transition (and so when strong coupling was not achieved), no
enhancement was observed as well. For these reasons it was then concluded
that this effect occurs due to strong light-matter coupling only.
To understand the nature of this remarkable effect, we [25] and a group
in Madrid [26] proposed and solved similar models resulting in the same con-
clusion that vibron-polariton formation does lead to redistribution of RS sig-
nal between upper and lower polaritons, but does not lead to any notable
enhancement of RS cross-section even under artificially ultra-strong matter-
light coupling. In both papers [25, 26] the electronic excitation of a molecule
was treated as a two-level system, while a local molecular vibrational mode
(vibron) — as an harmonic oscillator; strong coupling of a fundamental cavity
mode and a molecular vibron was the considered in both papers. In our paper
[25] we derived an exact analytical expression for the probability of Raman
scattering at any strength of matter-light coupling with an arbitrary number
of molecules. We showed that RS probability to the upper polariton goes down
and to the lower polariton goes up under increasing polariton Rabi splitting,
thus concluding that RS enhancement or reduction originates from the soft-
ening or “hardening” of the final mode respectively. While we did find around
100% overall enhancement of RS signal at reasonable experimental conditions,
our results do not show more than three time RS enhancement even at cur-
rently experimentally impossible matter-light coupling, which is far below the
102 − 103 enhancement reported in [1]. In the paper [26] a different approach
based on numerical solution of a small driven-dissipative system (with the
same system Hamiltonian) was employed. While the authors considered a
system of only a few molecules below ultra-strong coupling, they did consider
not only Hamiltonian, but also driven-dissipative dynamics. However, their
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results are basically identical to ours.
Overall, the current conclusion is that we do not understand the giant
polaritonic RS enhancement observed in [1] and so we need a better theory
and more experimental checks. However, while two theoretical papers already
exist [25, 26], the giant polaritonic RS enhancement was reported in literature
only once — although with quite convincing details — in one particular setup
[1] in 2015, which thus hardly motivates further theoretical investments.
Chapter 2, which is based on the results of Ref. [25], discusses the model
and the solution in details, showing how RS scattering probability evolves
from weak to ultra-strong vibron-photon coupling.
1.2 Polariton lasing
Bose-Einstein statistics is a necessary ingredient of Bose-Einstein condensation
[40], which leads to remarkable phenomena such as superconductivity, super-
fluidity and lasing. Examples of quantum condensates span from liquid He3,4,
superconductors, magnons [41, 42], cold atoms [43] to excitons [44], Quantum
Hall excitons in double-layer structures in strong magnetic fields [45], exciton-
polaritons in inorganic semiconductors [22] and organic molecules [22, 23] and
even photons [46].
Bosonic condensation usually requires low temperature to prevent thermal
depletion of a condensate or ionization (unbinding) of composite bosons (such
as Cooper pairs or excitons) and to allow strong overlap of De Broglie waves
of constituent bosons. The most prominent example is the condensation of
cold atoms, which requires temperatures as low as nano-Kelvins. In contrast,
exciton-polaritons (which are superpositions of a photon and an optically-
active matter excitation) in organic materials allow to reach condensation
even at room temperatures [22], which is not surprising due to large polariton
de Broglie wavelength (because of small mass of a photon) and strong binding
energy of excitons in organic molecules. Moreover, from the observed experi-
mental results it is seen that low temperature may even prevent condensation
of polaritons in organic materials by suppressing thermalisation due to freezing
out of low-energy degrees of freedom, while high temperature activates them
and allows thermalisation leading to condensation at high enough density of
polaritons [22].
The manifestations of polariton condensation is straightforward: it is the
development of spatial and temporal coherence and non-linear increase of pho-
ton emission, which signals emergence of a condensate [22, 47]. Condensation
is known to break the U(1) symmetry, which then leads to increased spatial
coherence, seen via fringes in interferometric pictures of a polariton cloud. The
fact that in a condensed regime a single mode is macroscopically populated
readily leads to very narrow emission spectrum, i.e. to temporal coherence.
Another manifistation of polariton condensation is the appearance of vortices
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[48] (which can be seen as dislocations in interferometric pictures), which try
to restore the U(1) symmetric state. Until recently, a blue shift of emission
has been believed to be another signature of condensation in organic materials
and has been associated with repulsive interaction of a macroscopically large
number of excitons. However, it is now clear that a blue shift in organic po-
laritons originates simply from the reduction of polariton Rabi splitting upon
increasing pumping [49, 50], which happens far below the value of external
pumping required for polariton condensation.
In spite of numerous experiments on exciton-polariton condensation (or
lasing) with organic materials [22, 23, 47, 51–54], until recently a detailed
picture of the microscopic nature of organic polariton condensation (lasing)
mechanism has not been understood. A relatively widely accepted story of
polariton condensation is that as soon as the number of the lowest energy
polaritons exceeds some critical value, it stimulates scattering of polaritons
from a reservoir, thus leading to low-threshold polariton condensation, which
does not require electronic inversion, in contrast to ordinary optical lasers.
The role of molecular vibrons in the process of polariton condensation with
organic molecules is believed to assist scattering from a reservoir to the lowest
energy polariton mode.
Although this story sounds reasonable, it immediately leads to a number
of questions. For example, how does an ordinary laser at weak matter-light
coupling, which requires inversion, transform to a polaritonic laser, which is
believed to be inversionless? Is there a continuous or an abrupt transition be-
tween these two regimes? Also, if a molecular vibron is strongly coupled to an
electronic transition (local intramolecular exciton), then it cannot be consid-
ered perturbatively (i.e. as a polariton scattering-assisted mechanism only),
while it must be treated on equal footing with a molecular exciton coupled to
a cavity photon, i.e. a full strongly-coupled driven-dissipative vibron-exciton-
photon system must be considered. Another question is how to optimise the
system parameters, such as exciton-photon detuning and polariton Rabi split-
ting to have as low-threshold lasing as possible? And does a polariton laser
really outperform an ordinary laser in terms of pumping threshold as widely
believed?
To answer these questions, standard macroscopic approaches used in the
physics of polariton condensates based on the complex Gross-Pitaevskii (GP)
equation [12, 55, 56], which describes evolution of polariton condensate den-
sity under pumping, decay along with a phenomenological polariton-polariton
interaction (which is usually of contact type), are not adequate. Indeed, a
phenomenological GP equation is universal for any condensates independently
on their microscopic details because microscopic degrees of freedom are inte-
grated out and phenomenologically included in different incoherent processes
to model condensate dynamics.
In contrast, our aim here is to describe the dynamics of a strongly coupled
vibron-exciton-photon system under different incoherent mechanisms, to study
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the interplay of coherent and incoherent dynamics, to uncover lasing mech-
anism from weak to strong matter-light coupling, in other words going from
photon to polariton lasing, where the very nature of a condensate changes.
Therefore, a fully miscroscopical approach is required.
Chapter 3, which is based on the results of Ref. [27], introduces a mi-
croscopic model of N molecules in a microcavity, where each molecule has
a single electronic transition (intramolecular exciton) and a vibron (local in-
tramolecular vibrational mode) strongly coupled to an exciton. All molecules
are coupled to a single cavity mode via their electronic transition. Incoherent
processes are included within the Markovian second-order perturbation the-
ory, conventionally written in terms of a Lindblad master equation [57] for a
system (vibron-exciton-photon) density matrix. The reminder of Chapter 3
provides an exact (in the thermodynamic limit N →∞) solution of this model
and for the first time answers all the questions outlined above.
1.3 Imbalanced polariton condensates
1.3.1 Fermionic pairing
The ground state of non-interacting electrons (and, in general, fermions) is
a Fermi sea, where electrons occupy all states with energies below the Fermi




k↓|0〉, where |0〉 is a fermionic vacuum, i.e. ck|0〉 = 0, ∀k and
kF =
√
2mEF /~2 — Fermi momentum (m is a particle mass). However,
arbitrary small interaction is enough to make a Fermi sea unstable and induce
superconductivity (the Kohn-Luttinger argument [58]), which — at the mean-







which is believed to work well in both strong and weak interaction limits
[59]. The phenomenon of fermionic pairing and condensation is universal and
goes far beyond electronic superconductivity, spanning condensation of pairs
of cold atoms [60], liquid He3 [61], color superconductivity in high-energy
physics [62], exciton condensation [44], Quantum-Hall exciton condensation
[45], and condensation of exciton-polaritons in microcavities [63]. However,
independently on the microscopic nature of interacting fermions, the mean-
field ground state is described by the same wavefunction (1.2). For example,
the condensed state of excitons in a semiconductor with a conduction and




k,cek,v)|0〉, where ec/v annihilates an electron
in a conduction or a valence band. Making a particle-hole transformation of







which is formally identical to the BCS wavefunction (1.2). This is why the
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description of excitons in semiconductors and Cooper pairs in superconduc-
tors is formally identical. The mean-field wavefuntion of a quasi-equilibrium









While the physics of a simple condensed state is relatively well understood,
the interplay of fermionic condensation, e.g. superconductivity, with other
possible states, such as charge or magnetically ordered states, is a broad and
vibrant subject of ongoing research. Of particular interest is the possibility of
tuning states of matter externally by such standard means as chemical doping
and cooling [65] widely used in the field of high Tc superconductors, or by
tuning an external electric field [66], by more recent techniques as laser pulse
excitation [10, 67], or by recently proposed strong matter-light coupling for
changing matter properties (e.g., [68–71]).
A well known example of changing an ordered state of electrons is ap-
plication of a strong magnetic field to a superconductor. Its effect can be






k↓ck↓), which favours a polarised state
with all electrons spins pointing along the applied field, i.e. it makes a system
spin-imbalanced. Strong enough magnetic field breaks superconductivity, thus
bringing a system from a superconducting to a normal state, which is probably
the last thing one wants to do. Fortunately, this is not the end of the story.
Finite imbalance introduces frustration to the system and before ending up in
a normal state, the system adjusts itself to stay partially coherent, i.e. to have
finite density of paired electrons, and at the same time to accommodate finite
density of unpaired electrons. The most prominent candidate of such state is
a so-called FFLO (Fulde-Ferrel-Larkin-Ovchinnikov) state [72, 73], which has
finite density of paired electrons with finite centre of mass pairing momentum
(or a superposition of pairing momenta) and also unpaired electrons. This
state is proposed to be the ground imbalanced condensed state in many dif-
ferent contexts ranging from superconductors and imbalanced QCD systems
[74] to cold atoms [75, 76] and bi-layer excitons [77]. Due to simultaneously
present bosonic (fermionic pairs) and fermionic (unpaired fermions) degrees of
freedom, the FFLO state can be considered as a Bose-Fermi mixture, which
beyond mean-field fate is yet to be explored, although considerable steps have
been made [78, 79].
A new platform for studying imbalanced condensates is currently emerging
from a recently developed system of electrically biased semiconductor mono-
layers (a field-effect transistor with a grounded layer being the “system”) in
optical microcavities [80–84], which will allow to experimentally access the
physics of imbalanced exciton and exciton-polariton condensates. The phase
diagram of an imbalanced exciton-polariton system is expected to be much dif-
ferent from, e.g. a phase diagram of a superconductor in magnetic field or an
1.3. IMBALANCED POLARITON CONDENSATES 19
imbalanced system of fermionic cold atoms, due to strong long-range Coulomb
interaction and extra photon-mediated interaction. Due to low mass of a pho-
ton, imbalanced polariton condensates with pairing wavevector near zero may
also be stable at large temperatures akin to a usual polaritonic condensate.
1.3.3 Polaritonic Bose-Fermi mixtures
While in the field of excitons and exciton-polaritons in inorganic semicon-
ductors, mostly balanced electron-hole systems have been studied, there are
a few notable exceptions. Firstly, there is the Fermi-Edge singularity (FES)
effect in doped semiconductors, which manifests itself in strongly enhanced
spectral function of electrons near conduction bang edge, thus leading to an
absorption peak at corresponding interband transition (rather than vanishing
or constant absorption in 3D and 2D respectively) [85–88]. Secondly, there
is the physics of trions (bound states of an exciton and an electron or hole)
which has been discussed in the context of doped or biased semiconductors
[89–92]. Thirdly, in a pioneering experiment [80] it was shown that dress-
ing of exciton-polaritons by itinerant electrons in biased semiconductors leads
to the formation of Fermi-polaron-polaritons. It is not difficult to see that
all the phenomena mentioned above originate from precisely the same system,
which is an imbalanced semiconductor (with unequal densities of electrons and
holes) and so they probably discuss the same physics using different language.
Therefore, to understand the physics of imbalanced polaritonic systems and so
to be able to reliably predict new effects, it is of great importance to develop
a unified approach to these systems and then to systemise the language of this
field to get rid of the present confusion.
On the other hand, the ground state of a strongly enough (but not too
strongly) imbalanced fermionic system is known to be the FFLO state. How-
ever, so far the transition from the FES/trion/polaron regime to an FFLO
regime is not well understood (although the first step has been recently made
[93]), so these phenomena remain relatively disconnected. It is the aim of
future theory and experiments to unify them.
Another proposal of polariton-electron Bose-Fermi mixtures includes the
effects of interaction of polariton condensate in one semiconductor layer with
a two-dimensional electron gas (2DEG) in another layer. There are theoretical
works showing that such a setup can be used to drive high Tc (up to room
temperature) superconductivity in 2DEG [94, 95]. On the other hand, there
is a paper showing the formation of a supersolid in the polaritonic subsystem
[96]. A recent paper [97] (devoted to unify these phenomena) showed that
superconductivity in 2DEG and supersolidity in polaritonic condensate are
closely intertwined and that superconducting Tc is expected to be of the or-
der of a few kelvins, which also suggests that non-self-consistent approaches
applied in Ref. [94, 95] may overestimate Tc.
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1.3.4 Imbalanced polariton condensates
It is the aim of Chapter 4 to provide a firm foundation for studies of im-
balanced (with different densities of electrons and holes) polaritonic systems,
which belong to a more general class of Bose-Fermi mixtures. Particularly,
an electrically biased layer of a semiconductor in a microcavity is considered
and then a finite temperature mean-field phase diagram of an imbalanced po-
lariton system is obtained. On the one hand, a number of different phases
are presented, switching between which may be done by tuning temperature,
applied voltage or changing the distance between microcavity mirrors. On the
other hand, a mean-field phase diagram covers a wide range of system param-
eters within a single approach and so for the first time provides a clear map
to study the effects of fluctuations (e.g., such as polaron dressing of polaritons
or emergence of new phases) and interplay between different phases in search





The calculations presented in this section are inspired by the experiment [1],
where a new technique of increasing Raman scattering (RS) based on strong
coupling of a cavity photon and molecular vibration mode (vibron) was pro-
posed. This new effect is fundamentally different from the known ways of
enhancing RS, such as plasmonic (near-field) assisted RS [32, 33], Purcell-
enhanced scattering [98] or stimulated RS [31], as it is based on matter-light
hybridization rather than on various kinds of stimulated emission.
In the experiment [1] polyvinyl acetate (PVAc) molecules, which have a
symmetric CO bond stretching frequency at 215 meV (wavelength 5.7 µm),
were used. The choice of molecules is motivated by the fact that their CO
vibrational transition is strong and active both in infra-red (IR) absorption
and in RS. This allowed to perform two different measurements to characterise
the system. To study the physics of strong coupling, these molecules were
embedded into an Ag metal-metal cavity with fundamental frequency in or
out of resonance with a molecular vibron.
The results of IR absorption measurements demonstrated strong coupling
of light with molecular vibrons, i.e. formation of lower and upper vibron-
polariton modes. While polaritonic Rabi splitting was also detected in the RS
signal, it turned out to be around two times larger than in the IR measure-
ments. The most striking and unexpected consequence of strong coupling was
a giant enhancement (around three orders of magnitude) of the total RS cross
section.
It is the aim of this section to model polariton-enhanced Raman scatter-
ing. Section 2.1 introduces the model and discusses Hamiltonian eigenstates.
Section 2.2 presents the details and results of Raman scattering calculations
in the rotating wave approximation (RWA) when matter-light coupling is not
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very strong, while Section 2.3 presents ultra-strong coupling generalisation
and dependence of vibron frequency on the electronic state. In Section 2.4 the
results of the probability of Raman transition to final higher-excited states
are discussed.
The results of calculations show only moderate enhancement of scattering
to the lower polariton mode and suppression of scattering to the upper one.
While this conclusion agrees well with the results of numerical modelling [26],
which takes into account incoherent dynamics, it strongly contradicts the ex-
perimental results [1]. Therefore, the question of the origin of the observed
effect remains open. The fact that the results [1] are the only existing re-
sults of polariton-enhanced RS since 2015 is warning and so hardly motivates
further theoretical efforts.
2.1 RWA Hamiltonian and its eigenstate structure
The experimental setup — a cartoon of which is presented in Fig. 2.1(b) —
consists of a microcavity containing molecules at the center. To model the
physics of strong coupling, we consider only a single cavity mode, which is in
resonance (or close to resonance) with a vibron transition of a molecule. In
each molecule only the ground and the first excited electronic states are taken
into account, which leads to a two-level system description of an electronic
subspace. This assumption is reasonable if other transitions are far from the
resonance with the frequency of excitation laser light and are not strongly
couple to light. Both conditions are usually satisfied experimentally. Vibra-
tional excitation of a molecule is modeled by a single bosonic mode. Although
nuclear potential is not parabolic in general, which leads to anharmonicity
and so a dense level structure near ionization level, in the vicinity of potential
minimum it may replaced by a simple parabola. This simplification is rea-
sonable because the physics we want to explore is apparently (and as will be
shown below) dominated by the lowest vibrational states. On top of this, this
assumption allows to obtain closed-form results for scattering probabilities
and so to gain deeper understanding of the model. The assumption of a single
vibrational mode is also reasonable as in a typical experimental absorption
or emission spectra may be well modeled using a single vibronic mode, which
is strongly coupled to an electronic transition. The effect of other weakly
coupled molecular vibrations may taken into account phenomenologically by
introducing electronic state dephasing and thermalisation of a strongly cou-
pled vibrational mode [26] within a master equation approach. Also, assuming
that direct molecule-molecule coupling is much weaker than cavity-enhanced
exciton-photon coupling, the former is neglected. This assumption is rea-
sonable for molecules which do not have a static dipole moment, thus which
interact via Van der Waals potential.
Starting from the rotating wave approximation with respect to a cavity
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Figure 2.1: a) Energy diagram of coupled vibron-photon system, b) System
cartoon





















where a sum is over all molecules, ωc - cavity photon frequency, â - a pho-
ton annihilation operator, ωe - energy of an electronic transition, ωv - fre-
quency of a molecular oscillation, b̂ - corresponding annihilation operator, S -
a Huang Rhys factor, which describes coupling between vibrational and elec-
tronic modes (a displacement of the vibrational mode in the electronically
excited state with respect to the ground state). G is a vibration–cavity pho-
ton interaction strength, σzn is 0 or 1, describing whether the n-th molecule
is in its ground or excited electronic state. Raman transitions are caused by
external laser field (σ+n + σ
−
n )E, which is treated perturbatively.
Within the second-order perturbation theory, probability of Raman scat-









where ω is the frequency of the excitation field, E0 is initial state energy, En -








†, Â - are (non-cavity) photon creation and annihilation
operators, d - vibron dipole moment, e - polarisation of emitted/absorbed
light. Polarisation effects are not important in the current context, thus will
be ignored hereafter.
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In order to calculate a sum over all virtual transitions in (2.2), we need to
find Hamiltonian (2.1) eigenstates. In general, this is a non-trivial problem re-
quiring extensive numerical calculations. However, what we want to calculate
is a probability of a spontaneous Raman scattering in a linear-spectroscopy
regime. This means that the system contains either one or no electronically
excited molecules, which simplifies calculations significantly. In a state where















S(b̂†m + b̂m). (2.3)
The eigenstates of this Hamiltonian play the role of intermediate states |n〉 in
(2.2). This Hamiltonian is readily diagonalized by the unitary transformation
ξ̂i = âυi +
∑
n b̂nUn,i + βm,i (requiring [ξ̂i, ξ̂
†
j ] = δi,j). This leads to N + 1
eigenmodes: 2 polaritonic ones and N − 1 dark modes (which are orthogonal
to polaritonic ones and do not contain photonic part, i.e. for which υi ≡ 0).
Polaritonic mode energies are:








This expression suggests a definition of Rabi splitting as a splitting between
upper and lower polariton at resonance ΩR = 2G
√
N . Then using the require-
ment [ξ̂i, ξ̂
†




(ωi − ωv)2 +NG2
, (2.5)
Un,i ≡ Ui =
G√
(ωi − ωv)2 +NG2
. (2.6)
A Hamiltonian without electronically excited molecules is diagonalised by the
same transformation, but with βm,i = 0, i.e. η̂i = âυi + Ui
∑
n b̂n, and so it
leads to the following relation between annihilation operators for intermediate
(with an electronically excited molecule) and initial or final (all molecules in
their electronic ground state) states: η̂i + βi = ξ̂i.
Let us now consider the remaining N−1 solutions, i.e. dark modes (υi ≡ 0)
with ω3,4,...,N+1 = ωv and ξ̂m =
∑
n Un,mb̂m with Un,m such that
∑
n Un,i = 0,∑
n Un,iU
∗
n,j = δi,j . Firstly, it is clear that there are not enough equations to
determine eigenvectors unambiguously, so there are many ways to chose them.
However, observables cannot depend on the specific form of eigenvectors, so







, where n = 0, ..., N − 1 - the number of a molecule, m =
1, ..., N − 1 - the number of a dark mode.
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where m is a number of an electronically excited molecule, j - the mode num-
ber. For polaritonic modes βj,m does not depend on the number of a molecule
m because polariton is delocalised over all molecules, i.e. it is a superposition
of a photon and a delocalised excitation of all molecules.
Now the ground state of a Hamiltonian without electronically excited
molecules is |0〉 = | ⇓, 0L, 0U , 01, ..., 0N−1〉 and an intermediate state with
an excited molecule is |0int,j〉 = | ⇑j , 0L, 0U , 01, ..., 0N−1〉 (⇑j means electron-
ically excited j-th molecule, the first number — number of lower polaritons,
second — upper polaritonic, all others — numbers of dark states). Due to the













2.2 Transition probability calculation in RWA
Transition probability from the ground to the final state via all virtual states
is P|0〉→|fk〉 = γ |Mk|
2 (γ combines various factors, which do not depend on
matter-light interaction strength, such as an electronic matrix element and





(Eint,n − E0 − ~ω)
. (2.9)
In this expression |fk〉 is the final state (index k labels which state is excited),
which may be an upper (UP) or lower (LP) polariton mode or a dark state,
Eint,n is the energy of a virtual (intermediate) state








i |βn,i|2Mint,0(n; p1, . . . , pN+1)Mfk,int(n; p1, . . . , pN+1)
p1! . . . p2!
(
Eel − ~ω + p1ωUP + p2ωLP + ωv(p3 + · · ·+ pN+1)
) ,
(2.10)
where pi describes the number of excitations in a corresponding polariton or
dark mode, Eel - energy of the electronic transition, ωUP and ωLP are the UP
and LP frequencies respectively. Also, ωv is the energy of a dark mode.
Now let us consider matrix elements in (2.10). The first matrix element is
trivial:
Mint,0 = 〈0|(η̂†1 + β1)
p1(η̂†2 + β2)













p3 . . . (β∗n,N+1)
pN+1 .
(2.11)
Here β1/2 are real as they refer to polaritonic states (see Eq. 2.6). The second
matrix element describing the transition from the intermediate state to one of
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The difference between these matrix elements comes simply from the fact that
the first one (2.11) originates from an expression like 〈0|(ξ† + β∗)pe−βξ† |0〉,
while the second one (2.12) – from 〈0|ξ(ξ†+β∗)pe−βξ† |0〉. Now we can rewrite
























. As energy levels can be degenerate (dark modes),
calculation of a scattering probability with a definite Stokes shift, requires




δ(ν − ωk)P|0〉→|fk〉. (2.14)
However, this should be applied only for dark modes because polaritonic
modes are not degenerate.
Summation over the number of excitations of all modes {pi} in (2.13) can
be performed analytically. To do this, we can rewrite the denominator as an






















































This expression together with (2.14) and a dark mode condition
∑
n βni = 0
clearly shows that there is no transition to a single-excited dark state, which
has a simple interpretation. Indeed, dark state is a highly degenerate state,
so the transition matrix elements to every dark state is the same up to a
phase factor, therefore if we consider a transition to the dark state, we should
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sum up over all transition amplitudes to the dark states, which cancel due to
destructive interference.
For the bright states βn,k does not depend on n (and it is real), so for the
transition to polaritonic states we have
∑
n → N , where N is a total number
of molecules. Also, for dark states |βn,j | does not depend on j, therefore∑
j∈dark → N − 1 or just N for a large number of molecules. So, we get the



















where for polariton transition k = 1 or 3; i = 1, 2, 3 and in resonance ωc = ωυ






























Figure 2.2: Transition probability to the upper and lower polariton in RWA;
ωc = ωv, S = 0.3, N = 10
6, and ∆ = ωv.
Fig. 2.2 shows Raman scattering probability (normalized by the probability
in the absence of light-matter coupling) as a function of dimensionless coupling
(half Rabi splitting G
√
N = ΩR/2 divided by the bare vibron frequency ωv).
As RWA approximation is valid only at quite small coupling strength, we can
conclude that in this limit the total Raman scattering cross-section is almost
unaffected by the strong vibron-cavity photon coupling.
Fig. 2.3 demonstrates the dependence of Raman scattering probability on
detuning (ωc − ωv) = δ. Thick lines on this figure describe the scattering
into the 1st and 2nd polaritonic mode for a half Rabi splitting ΩR = 20meV ,
dashed - for ΩR = 5meV . So, the signal just splits between polaritonic levels.
If in (2.17) we suppose a large laser field–electron excitation energy de-
tuning s  ∆, we can notice that only small values of z contribute to the
integral, so we can expand exponents and keeping only first non-vanishing
terms calculate the integral. For the corresponding transition probability to
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Figure 2.3: Transition probability to the LP and UP dependence on the
vibron-cavity photon detuning in RWA. Red - lower polariton, blue - upper
polariton; solid line - G
√
N = 0.1ωv, dashed - G
√
N = 0.2ωv





∆ + SN ωv
(
N + 1 + 1
1−ζ2
)]2 , (2.18)
where ζ = G
√
N/ωv, thus it almost does not depend on ζ for ζ  1, but starts
getting smaller at ζ > ζ0, where ζ0 ' 1− 12N , i.e. when divergent part of the
denominator dominates on a big but non-divergent part. This means that for
a macroscopic number of molecules, we reach this regime only at G
√
N ' ωv,
and eventually the transition probability vanishes at ζ = 1, i.e. at G
√
N = ωv.
However, at such strong coupling RWA is not valid. It is simple to further
expand (2.17) to get a more accurate analytical expression, but, as we will see
below, (2.18) already contains an important result, namely that the transition
probability depends weakly on the coupling strength in RWA and that the
total signal is almost independent on light-matter coupling.
2.3 Ultra-strong coupling & ωv dependence of the
electronic state
In the ultra-strong coupling regime RWA breaks down, so we should change
G(b̂†nâ+ b̂nâ
†) by an exact expression G(b̂†n+ b̂n)(â
†+ â) and add a diamagnetic
Â2 term, i.e. G
2N
ωv
(â†+â)2. The prefactor of this term can be derived following






for the molecular oscillator coordinate, we can include the
term originating from the vibration frequency difference in the ground and
excited electronic state δωv. It should be noted that we would get the term of
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the same form if also considered the second order expansion in exciton-vibron
coupling over oscillator displacement (but we will show that this does not play






































In contrast with the case considered before (2.1), the new Hamiltonian
includes non number conserving terms, therefore the Fock basis is not conve-
nient here as it causes significant difficulties in matrix elements calculations.
At the same time, the Hamiltonian is still quadratic, so it can be diagonal-
ized analytically. However, even before it we can simplify the Hamiltonian
considerably, rewriting it in terms of three modes, which is explained in the
Appendix A.3. The main idea is that we have 2 polaritonic and N-1 identical
dark modes, so there is a way to change the basis in order to have only 3
distinct modes (one photonic and two vibrational modes, one of which — will
be called b below — describes vibrational excitation on the m-th molecule
and other — excitation delocalized over N −1 molecules except the m-th one,
which will be called c). Therefore, we will get a Hamiltonian which describes
three coupled Harmonic oscillators with different frequencies.
We want to connect eigenstates of a Hamiltonian when we have an elec-
tronically excited molecule H↑ and a Hamiltonian with all molecules in an




















As the Fock basis makes it difficult to calculate overlappings, but the
Hamiltonian is quadratic, spatial and momentum representation is more ap-
propriate in this situation. We can now introduce coordinates x̂i, and corre-



















and similarly for c. As the problem is isotropic in momentum, we can diago-





















ω2c + 4G2N ξ ξ√N − 1ξ ω2v 0
ξ
√
N − 1 0 ω2v
 (2.22)
V↑ = V↓ +
0 0 00 4εvν 0
0 0 0
 (2.23)
where ξ = 2G
√
ωvωc, we can clearly diagonalize Ĥσ by writing: x = UσXσ −




σ is diagonal. Note that V is a real symmetric
matrix, and so although we write Hermitian conjugates, these are all equiva-
lent to transposes, as eigenvalues and vectors are all real. After diagonaliza-
tion one has the eigenstates, which are products of three harmonic oscillator
wave-functions:






















where ωiσ are the diagonal elements of Ωσ and the components Xi are related












Now, as in (2.9), we need to calculate Mk, which is a sum over all transition
amplitudes from the ground to final state over all intermediate states divided
by corresponding energy differences. The transition matrix elements can now
be calculated as overlaps of position-basis wavefunctions (2.24). Rewriting the
denominator as an integral of the exponent as before, for a transition matrix








































where a factor of N came from the summation over the number of molecules
and a coordinate Xk,↓ came from the relation between the first excited and
ground Hermite modes ψ1(x) =
√
2xψ0(x). The coordinate integrals in (2.26)
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can be calculated by first making a unitary transformation of coordinates
using the relation between x and Xσ and then identifying known overlaps of
Gauss-Hermite functions (for further details of calculations see the Appendix
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ᵀ = (lᵀR, lᵀR). This result contains a 6 × 6 matrix A, which
naturally comes after computing the 6 dimensional Gaussian integral in (2.26)
over coordinates of both 3D oscillators.
From Fig. 2.4 we can see that the detuning between upper and lower
vibration energies δωv does not play a big role in Raman scattering, but non-
RWA and A2 terms are crucial at large coupling strength, which is clear from
the comparison with the results of RWA calculations — Fig. 2.2. Therefore,
we can conclude that changes in the ground electronic state of the molecule
due to the strong coupling with light primarily affect the properties of Raman
scattering, but transformations in the intermediate states affect RS negligibly.
Thus, let us then concentrate on a situation when the detuning δωv is
zero. In this case the general expression (2.27) can be simplified considerably
because ν = 0, so V↑ = V↓, consequently U↑ = U↓ and Ω↑ = Ω↓. If so, we get
exactly the same expression as (2.17), but with a new αj (again in resonance























As before, the integrand contributes to the integral only at s ∆, so we
can suppose very large detuning ∆, and expand exponents. If we do it, we
can clearly see that M1,2 does not have singularities, but M3 ≡ MLP (tran-








































Figure 2.4: Probability of the transition to the upper and lower polariton
beyond RWA, including A2 term. Thick lines correspond δωv = 0, thin ones
— to δωv = −0.5ωv
At relatively small values of matter-light coupling, PLP ∝ 1/ωLP goes up when
coupling increases because of softening of the lower polariton mode. This is
different from the result obtained in RWA (2.18), where we did not have such
a prefactor. In contrast, at very strong coupling, where ωLP  ωv/
√
N ,
the probability goes down as PLP ∝ ω3LP . However, for an experimentally
reasonable number of molecules N ≈ 106 − 1010 this regime of a “super-
strong” coupling is hardly achievable. On the other hand, in a context of
single strongly-coupled emitters (for example, in [99] single molecule exciton-
plasmon strong coupling was demonstrated), this effect may arise.
It should be noted that the A2 term plays a crucial role at ultra-strong
coupling regime because it prevents the LP energy from abrupt plunge to
zero (i.e. from a quantum phase transition to a superradiant state). With
this term, LP energy approaches zero asymptotically as coupling increases, so
Raman probability is a smooth function of the coupling strength.
2.4 Raman scattering to higher-excited states
While transition probabilities to only single excited states (one lower or upper
polariton) were derived in previous sections, a more general formula describing





















From this formula we can see that scattering probability to the LP state in-
creases faster (as 1/ωnLP comparing with (2.29)) when coupling grows. This
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result is not surprising, because we can guess it qualitatively as the proba-
bility of the simultaneous excitation of two modes equals to the product of
corresponding probabilities (if these are independent). However, it is also
damped by a factor of 1/Nn (which comes from α2nk ) as in this case we create
n delocalized excitations over all N molecules.















This result is quite interesting because it shows that dark states can be ex-
cited as a result of Raman scattering because, while
∑




qi is not necessarily zero. Indeed, the reason of vanishing probabil-
ity of scattering to a single-excited dark state is a momentum conservation,
i.e. as the ground state momentum is zero, the final state momentum must
also be zero, while dark states have finite momentum (thus they do not couple
to a zero-momentum photon). However, a final state with two excited dark
modes with opposite momenta is possible. In general, any final state is pos-
sible as soon as its total momentum is zero. Considering all final states with
two excitations, one can see that a corresponding transition probability scales
like N , i.e. the same as for a single-excitation final state. Therefore, in the
strong coupling regime in the Raman emission one should see three peaks: a
strong one due to a transitions to a single-excited LP state, a weaker one —
to a double-excited dark state, and the weakest one — to a single-excited UP




Dye lasers are known to feature low-threshold lasing. In contrast to simple
two-level systems, where electronic state inversion is necessary for lasing, the
existence of ro-vibrational levels in molecules allows an inversionless lasing.
Two basic components needed for lasing are an optically active inverted tran-
sition and an optical cavity to collect photons into a given mode. If we consider
only ground and the first excited electronic state, and on top of this a single
vibrational molecular mode, we can enumerate all the states by a the following
pair (↑ / ↓, n), where ↑ / ↓ represents an excited or a ground electronic state
and n - the number of phonons in this state. While in a two-level system
we always have n = 0 and so lasing may be driven by (↑, 0) → (↓, 0) transi-
tion only (where (↑, 0) is incoherntly populated via excitation and subsequent
relaxation of higher-energy states), in a molecule (↑, 0) → (↓, 1) is usually
responsible for lasing (hereafter (↓, n) → (↑,m) is replaced by just (n −m)),
thus requiring inversion between (↑, 0) and (↓, 1) states, which is easy to reach
at temperatures lower than corresponding frequency of a molecular transition
ωv because at kBT  ~ωv the state (↓, 1) is almost empty. Therefore, tuning
cavity frequency to a (1−0) transition, it is possible to reach a lower-threshold
lasing with respect to a two-level system due to softening of the electronic state
inversion requirement [100].
In the very same system polaritonic physics can explored. Indeed, increas-
ing the number of molecules and/or improving a cavity quality factor, a regime
of strong matter coupling is routinely achieved in experiments. Increasing ex-
ternal pumping of such a system, polariton lasing can be reached. It is widely
believed that polariton lasing is low-threshold because its mechanism is based
on stimulated scattering from the reservoir to the polariton condensate, which
does not require inversion, in contrast to an ordinary laser, which does require
inversion. This is considered to be one of the main advantages of a polariton
laser (from the results of this chapter it follows that this argument is not quite
right).
However, until recently, there has been no systematic investigation of how
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strong matter-light coupling modifies the physics of a dye laser, so these two
inherently connected systems have been considered apart from each other.
Moreover, the effect of polariton formation on lasing threshold has never been
studied, although speculated frequently.
Therefore, the aim of this chapter is to describe the transition from a well-
known regime of a molecular laser (weak matter-light coupling) to the regime
of polariton laser (strong coupling), to understand similarities and differences,
to propose a unified framework for the description of these systems, and to
find optimal parameters for low-threshold lasing. To address these points, a
microscopic model will be introduced in Section 3.1. Section 3.2 describes an
exact (in the thermodynamic limit) solution of this model. In Section 3.3 the
results are discussed.
3.1 Model
To describe lasing we need a theory of a driven-dissipative system. A widely
used approach is to separate the full system into a “system”, the physics of
which we want to reveal, and a “bath”, the effect of which on the “system”
we want to understand, and which is not affected by the system. So, let us
consider a Hamiltonian H = HS +HB +Hint, where HS represents molecules
in a microcavity coupled to its photon mode (system), HB is responsible for
incoherent driving, dissipation and dephasing of the system, and Hint is the
system-bath interaction.
3.1.1 System Hamiltonian
Let us consider the system Hamiltonian first. Although molecules usually
feature a huge number of transitions, to make calculations possible, we need
to have some simplified model. The main ingredients we need to describe a
molecular polariton laser are an electronic transition with finite optical matrix


























where there is a sum over all molecules n, σx,y,z are Pauli matrices, ε is the
energy of an electronic transition, ωv is the frequency of a vibrational mode, bn
is an annihilation operator of a molecular phonon (a quanta of local/internal
molecular vibrational mode), S characterizes the coupling strength of the elec-
tronic and molecular transitions, Nm is the total number of molecules, g is the
matter-light coupling strength, a is a photon annihilation operator. The last
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term is a so-called A2-term, which must be kept to avoid unphysical super-
radiant transition in the strong-coupling regime as it renormalises the lower
polariton mode. The Hamiltonian (3.1) contains only a single photon mode
with energy ωc. This serves as a simplification to understand the basics of a
very complex model of a molecular polariton laser and to provide a foundation
for further calculations with more realistic models containing multiple photon
modes.
3.1.2 Incoherent processes
There are a number of incoherent processes that needed be taken into account
to model lasing of a system of molecules coupled to a microcavity photon.
The most obvious one is the leakage of photons out of a cavity due to fi-
nite transmission of cavity mirrors. This may be described by introducing a













Supposing that the density of non-cavity modes is constant in the range of
cavity photon frequencies (which differ from ωc in the strong matter-light cou-
pling regime), that the state of non-cavity photons is not affected by a cavity
photon, and that in-out cavity photon coupling may be treated perturbatively,
then the dynamics of a cavity photon may be described by the Lindblad master
equation:
∂tρS = −i [H, ρS ] + κL[a] (3.2)
(neglecting small Lamb shift of system frequencies) where ρS is a system
density matrix (a microcavity photon here), H = ωca
†a — system Hamilto-






blad operator, describing photon leakage. However, in the strong coupling
regime the assumption of constant density of non-cavity modes is not well
justified. While removing this assumption requires numerically complicated
non-Markovian treatment of an already complex system, its effect is not ex-
pected to change the results considerably. Indeed, while increased frequency
of the upper polariton may lead to enhanced leakage, reduced lower polariton
frequency competes with this effect due to corresponding lowered leakage.
Supposing that all incoherent processes satisfy the assumptions of the
Lindblad master equation derivation (system-bath coupling is small in com-
parison with inter-system interactions, bath is not affected by the system), we
can write the most general master equation describing evolution of the system
(molecules and a microcavity photon) density matrix:
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where γi are rates of incoherent processes, O
i
n — corresponding jump operators
and
∑
n is the sum over all molecules. The cartoon Fig. 3.1(a) illustrates the
system and all incoherent processes considered.















Figure 3.1: (a) Cartoon illustrating the model: many molecules (N-level sys-
tems) are coupled to a cavity mode. (b)–(d) Weak coupling behavior. (b)
Emission and absorption spectra of the molecules. (c) Weak coupling phase
diagram. The cyan dashed line marks the phase boundary without vibra-
tional dressing (S = 0). (d) Dominant molecular transitions coupled into the
lasing mode at threshold. Parameters used: ε ≡ 1.0, S = 0.1, ωv = 0.2,
Γ↓ = κ = 10
−4, Γz = 0.03, γv = 0.02, kBTv = 0.025, Nv = 4
First, as discussed above, photon leakage is modelled by the term κL[a].
Next, incoherent excitation of an electronic subsystem is described by the
term Γ↑L[σ+]. Incoherent decay of an electronic excitation into non-cavity
modes (which is responsible for a less than 100% quantum yield) is mod-
elled by the term Γ↓L[σ−]. Interaction of an electronic subsystem with bath
modes, which do not lead to real electronic transitions, is modeled phe-
nomenologically by including a term ΓzL[σz] describing dephasing. Scatter-
ing of intramolecular phonons (vibrons) with low-energy bath modes leads





Sσz] accounting for the electronic-state-
dependent vibrational displacement with γ↑ = γvnB and γ↓ = γv (nB + 1),
nB = [exp(ωv/kBT )− 1]−1. From the form of these terms, it is clear that the
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the first one describes absorption of a bath phonon by a molecule, while the
second one — stimulated emission.
3.1.3 Absorption and emission spectrum
In the previous section, a rather large number of parameters describing in-
coherent rates was introduced, which warns that such a theory may describe
anything upon tuning these parameters. However, the way to choose these
parameters is to have physically motivated absorption and emission molecu-
lar spectra, which strongly narrows the region of possible parameter regimes.
Moreover, as shown in [27], the main conclusions of this theory are robust
with respect to fine tuning of parameters. Below we will be using ε ≡ 1.0
by the definition (so measuring energies in units of the electronic transition
energy; while typical physical values are ε ' 1 − 2 eV), numerical values of
other parameters are given in a caption of the Fig. 3.1. With these param-
eters using the Quantum Regression theorem [57], one can get emission and
absorption spectrum of a molecule (essentially in the weak molecule-light cou-
pling limit) — Fig. 3.1(b). These spectra make perfect sense. Indeed, there
is a zero-phonon line at ω ' ε and absorption (emission) mirror-symmetric
shoulders with clear one and two phonon peaks.
3.2 Method
The goal is to obtain a non-equilibrium phase diagram of a system described
above in the thermodynamic limit taking into account both strong matter-
light coupling (hereafter — exciton-photon coupling) and strong coupling of an
electronic transition to intramolecular vibration (hereafter — exciton-phonon
coupling).
If exciton-phonon coupling is weak, one can integrate intramolecular phonons
out and get just an extra term in the Lindblad equation for a two-level system
coupled to a photon. For weak coupling to light, one can make a polaron trans-
formation and then treat matter-light coupling perturbatively, which leads to
rate equations [101, 102], describing photon condensation. For a small number
of molecules, exact numerical methods are available, which treat the vibra-
tional modes as a non-Markovian dissipation process [103, 104]. However, the
thermodynamic limit with many molecules and both strong matter-light and
exciton-phonon coupling has not been addressed before, so the aim of this
section is to solve this problem [27].
The solution is based on two crucial ideas. The first idea, which is il-
lustrated in the Fig. 3.2, is to switch from a two-level system plus a phonon
description to a new “molecular” basis, so to describe a molecule as an N -level
system, rather than as a combination of an electronic and vibrational subsys-
tems. Here N = 2Nv, where Nv is a number of molecular vibrational levels
taken into account (i.e. states with zero, one, ..., (Nv − 1) phonons). This
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allows to avoid any exciton-phonon decoupling and so to treat exciton-phonon
coupling exactly. As shown in an appendix of [27], in practical calculations,
for S = 0.1 inclusion of as few as Nv = 4 vibrational levels already leads to
convergent results.
Figure 3.2: From 2-level system plus a phonon to an N -level system
For the description of a general N-level system, one can use a basis of
Generalised Gell-Mann matrices λi [105], satisfying Tr (λiλj) = 2δij (which
generalize a set of Pauli matrices serving a basis of Hermitian traceless two-
by-two matrices). This allows to rewrite any operator (represented as N-by-N
matrix) as follows O = 12λi Tr (Oλi) (with λ0 =
√
(2/N)1N ). Therefore, the














(a† + a)2 (3.4)
and the Lindblad equation (3.3) as well:










where n is a number of a molecule, µ is the number of one of the five molec-
ular dissipative channels in Eq. (3.3), summarized in Fig. 3.1. Rewriting
dissipative terms in Eq. (3.3) as
∑
µ ΓµL[Jµ], the coefficients in Eq. (3.5) are
cµi =
√
Γµ Tr (Jµλi) /2.
Having introduced a tool for non-perturbative description of exciton-phonon
coupling, we now need to find a way to treat strong exciton-photon coupling.
This leads to the second crucial idea of employing a mean-field matter-light de-
coupling, which was shown to be exact in the thermodynamic limit [106]. This
can be done simply by deriving equations of motion for variables α = 〈a〉 and
`i = 〈λi〉, where 〈O〉 = Tr(ρO), and then assuming 〈aλi〉 = 〈a〉〈λi〉 (mean-field






















m (filpζpmk + fmipζplk) with ζijk ≡ Tr(λiλjλk)/2,
and fijk = Tr([λi, λj ]λk)/4i.
Mean-field theory shows a phase transition between a normal state with
α = 0, and a symmetry-broken state with α 6= 0 which is denoted as a
laser (but which may be either a photon or polariton laser depending on the
interplay of coherent and incoherent processes). One can time evolve the
equations for α and `i (starting from some small but finite α) or even simpler
— study linear stability of equations of motion. Writing the variables as
combinations of normal state solution and fluctuations α = δα, `i = `i,ns+δ`i,








ik = δik), and linearising equations,
one can obtain equations for fluctuations ∂tυ =Mυ, where υ = (δα, δα∗, δ`)ᵀ,
and then find the eigenmodesMυk = ξkυk. Analysing eigenvalues ξk one can
find regimes where the systems is stable or unstable (fluctuations proliferate or
decay) and so deduce a system phase diagram. Indeed, Re[ξk] gives the growth
(positive) or decay (negative) rate of a mode, while Im[ξk] gives its oscillation
frequency. From the eigenvectors υk one can also find the contributions of




Before attempting to understand the effect of strong matter light coupling, it
is instructive to consider a weak coupling limit first. The strength of matter-
light coupling is usually characterized by a ratio of a “bare” Rabi frequency
g
√
Nm (which is the splitting between the lower and upper polariton in the
absence of vibrational dressing S = 0) and electronic transition energy ε. So,
a weak coupling limit corresponds to g
√
Nm/ε 1.
Fig. 3.1 shows a summary of weak coupling results at g
√
Nm = 0.05 (so
it basically describes how an ordinary molecular laser operates) and a system
cartoon. The weak coupling phase diagram, Fig. 3.1(c), is straightforward to
understand. The cyan dashed line shows the lasing-normal phase boundary for
2-level molecules (without exciton-phonon coupling S = 0), while black and
white regions represent lasing and normal phases when considering the full
model. The lasing threshold at S 6= 0 is reduced with respect to S = 0 case in
the region ωc < ε, where emission is stronger than absorption, and increased
in an opposite region, which makes perfect sense. Indeed, for lasing with a
two-level system one needs inversion, which requires pumping to be stronger
than decay Γ↑ > Γ↓. However, as discussed in the beginning of this section,
in the case of vibrational dressing, a different transition may be employed
for lasing, e.g. (1 − 0) which is already inverted at much lower pumping Γ↑
because of exponentially small population of the state (↓, 1) at kBTv  ωv.
Therefore the peaks of reduced lasing threshold at ωc < ε0 originate from
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transitions to final states with non-zero number of phonons. The anti-peaks
at ωc > ε correspond to maxima of absorption, where it is much stronger than
emission. At ωc = ε0 pumping threshold with vibrational dressing is the same
as without it, i.e. Γth↑ = Γ↓.
Next, Fig. 3.1(d) shows the composition of the unstable mode at the lasing
threshold, i.e., along the boundary between lasing and normal states shown in
Fig. 3.1(c). In the region where the threshold is low (around ωc = ε−ωv), the
(1− 0) transition contributes most, while where the threshold is high (around
ωc = ε+ωv), the (0−1) transition dominates. Other transitions are not shown
as they weight is generally much lower.
3.3.2 Strong coupling
Having understood the physics in the weak coupling limit, we can now ex-
plore how strong exciton-photon coupling modifies the phase diagram, and
understand the physics behind. Fig. 3.3 shows the evolution of a (ωc,Γ↑)
phase diagram as exciton-photon coupling g
√
Nm goes up, in the low pump-
ing regime to see whether strong coupling is a direct route to low threshold
lasing. As the system enters the strong coupling regime g
√
Nm = 0.1 (roughly
speaking when g
√
Nm exceeds molecular transition linewidth, which is mostly
controlled by dephasing Γz in our model), the form of a phase diagram ba-
sically remains the same as in the weak coupling limit. However, as g
√
Nm
increases, the most striking feature is that the lobe at ωc = ε − ωv (due to
(1 − 0) transition) bends and, at weak pumping around Γ↑ ' 0.5Γ↓, extends
to significantly higher cavity frequencies, which finally leads to a re-entrant
behaviour.
To understand the mechanism responsible for the extension of low thresh-
old lasing region to higher cavity frequency, we need to explore the nature of
unstable modes. Again, to make a firm foundation for strong coupling anal-
ysis, it is instructive to start from a more straightforward case of moderate
coupling g
√
Nm = 0.1. Figure 3.4 shows the composition of the unstable mode
(lower panels), frequencies of all system eigenmodes (upper panels), and gain
of the unstable mode along three fixed pumping cuts across the top left phase
diagram Fig. 3.3. In Fig. 3.4(a), at low pumping Γ↑ = 0.4Γ↓, we can see
polaritonic splitting where photon1 resonates with the excitonic (0−0) transi-
tion (which does not involves phonons), i.e. where ωc = ε. There is one more
anti-crossing point at higher photon frequency due to a transition involving
a phonon. However, corresponding anti-crossing is much smaller because this
molecular transition is much more weakly coupled to a photon2, and emission
1here we use effective photon frequency, which comes from the diagonalisa-
tion of a photonic part of the Hamiltonian (3.1), which gives effective frequency
ωeffc =
√





2in the second order perturbation theory for a transition involving n phonons in the
electronically excited state, it is g2Sne−S/n!
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Figure 3.3: Evolution of phase diagrams with increasing coupling, g
√
Nm
(values as shown). Dash-dotted (yellow) lines indicate the cuts shown in
Fig. 3.4,3.6. Parameters as in Fig. 2.1.
from this state is very weak due to fast relaxation to the lowest energy state in
the excited electronic state manifold. There is no anti-crossing at smaller pho-
ton frequency because ground electronic state with finite number of phonons
is not activated at low temperatures, so there is no absorption from this state.
As pumping increases — panels (b,c) — polaritonic splitting goes away due
to extra effective dephasing caused by stronger pumping. At weak pumping,
Γ↑ = 0.4Γ↓, lasing develops when photon frequency ωc crosses the (1 − 0) or
(2− 0) transitions, as expected. Indeed, as can be seen from the Fig. 3.4(d),
the unstable mode mostly involves (1− 0) transition, evolving to (0− 0) tran-
sition as ωc approaches the zero-phonon line. As pumping increases, lasing
becomes possible over a wider range of photon frequencies. When excitonic
pumping Γ↑ exceeds decay rate Γ↓, electronic transition becomes inverted, so
lasing becomes possible at ωc = ε. As pump power increases further, lasing
can be achieved even in the region of ωc where absorption is stronger than
emission. However, as can be seen in the Fig. 3.4(c), high-frequency lasing
develops in the region of the smallest absorption-emission ratio first. At even
stronger pumping, low- and high-frequency lasing regions finally merge. This
can be clearly seen in the full g
√
Nm = 0.1 phase diagram in the Fig. 3.5,
which clearly shows low-pumping peaks due to local maxima of emission, and
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Figure 3.4: Nature of lasing instability at g
√
Nm = 0.1. Top (a–c): Real (right,
solid cyan) and imaginary (left, grayscale) parts of linearized eigenvalues ξ.
The grayscale indicates the photon component of that mode. The yellow
dashed line highlights which imaginary part corresponds to the mode that is
unstable (has a positive real part). The pink dotted line shows the effective
photon frequency, ωeffc . Bottom (d–f): Vibrational composition of unstable
mode. Parameters as in Fig. 2.1.
high-pumping anti-peaks due to absorption maxima.
At stronger coupling, g
√
Nm, the physics changes considerably. First, in
the low-pumping regime Γ↑ = 0.4Γ↓, Fig. 3.6(a), we have a very strong anti-
crossing, which now involves many transitions, in contrast to mostly (0 − 0)
for g
√
Nm = 0.1. In addition, Fig. 3.6(a) shows a a new feature: a self-tuning
effect, where the unstable polaritonic mode locks with a (1 − 0) vibrational
sideband driving lasing. Therefore, in spite of a strong exciton-photon de-
tuning, frequency locking allows lasing at a wide range of photon frequencies
in the strong-coupling regime because of self-tuning of the lower polariton to
allow feeding by the (1− 0) molecular transition.
As pumping goes up, Fig. 3.6(b), frequency locking reduces due to effec-
tively reduced matter-light coupling by extra dephasing caused by stronger
pumping. Another notable feature is that now the unstable mode frequency
pins to the (0−0) transition. As pumping increases further, Fig. 3.6(c), polari-
tonic splitting gets smaller. At the same time, in contrast to previous cases,
we get frequency pinning with the (0− 1) transition, which is also clear from
the Fig. 3.6(f). Moreover, as frequency pinning goes away at high enough
bare photon frequency, the system still supports lasing, but at a bare photon
frequency — Fig. 3.7. Therefore, in the strong coupling and pumping regime
the system demonstrates a transition from polariton to photon lasing as a
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Figure 3.5: Full g
√
Nm = 0.1 phase diagram




To check the effect of stronger dephasing on a phase diagram, in Fig. 3.8
phase diagrams with increased coupling of vibrational mode to bath phonons
γv and with increased electronic dephasing rate are demonstrated. Clearly, in-
creased dephasing rate Γz has the strongest effect on a phase diagram reducing
the effect of strong matter-light coupling. This makes sense because enhancing
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Figure 3.7: Transition from polariton to photon lasing
Γz increases affects excitonic linewidth, which reduces effective exciton-photon
coupling.
3.3.3 Pumping threshold versus matter-light coupling
strength & optimal cavity frequency ωc
Having understood the effect of strong matter-light coupling on a lasing phase
diagram, we can now address the questions of whether strong coupling is a di-
rect route to low-threshold lasing, in other words whether polariton laser out-
performs an ordinary molecular one in terms of lasing threshold. Fig. 3.9(a-c)
show (Γ↑, g
√
Nm) phase diagrams when photon resonates with (1− 0), (0− 0)
and (0−1) transitions respectively. In the regime of a “good molecular laser”,
where ωc = ε − ωv (ωc = 0.8 in our case), strong-coupling phase boundary
matches weak-coupling results (red dashed line) up to a unimportant normal
region where coupling is strong and pumping is relatively high. This suggests
that strong coupling does not improve a frequency-optimised molecular laser.
If we go beyond optimal photon frequency and tune ωc to (0−0) or (0−1) tran-
sition, Fig. 3.9(b,c), where Γ↑ > Γ↓ is necessary (but not sufficient) for lasing
in the weak-coupling theory, strong coupling does lead to reduced threshold.
Therefore, strongly-coupled polaritonic lasing outperforms a weakly-coupled
molecular laser if cavity frequency is not optimised, i.e. when ωc 6= ε− ωv.
To see how lasing threshold pumping depends on the strength of matter-
light coupling, in Fig. 3.9(d) I plot threshold Γ↑/Γ↓ optimised over a bare
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Figure 3.8: Dependence of phase diagram at g
√
Nm = 1.0 on varying vibra-
tional damping γv and excitonic dephasing rate Γz
cavity frequency ωc versus bare Rabi splitting g
√
Nm. These results suggest
that stronger coupling does lead to lower-threshold lasing. However, as soon
as the system enters the strong-coupling regime, not much threshold reduction
can be achieved (only a few per cent) upon increasing coupling further if ωc
is optimised.
While Fig. 3.9(d) shows how lasing threshold depends on coupling at opti-
mised frequency, it doesn’t show how to choose optimal frequency, which is an
essential experimental parameter. So, Fig. 3.10 shows bare photon frequen-
cies at which lasing threshold has local minima versus matter-light coupling.
Firstly, there is no lasing below critical coupling strength, which is around
g
√
Nm ≈ 0.0024 in our model. As coupling becomes strong enough to allow
lasing, due to very inefficient coupling to (n − 0) transitions, the lasing is
driven (0− 0) transition. As coupling increase further, another minimum due
to (1− 0) transition arises, which soon becomes a global minimum (standard
molecular laser case). At even stronger coupling, local minima due to higher-
order transitions (2− 0) and (3− 0) (which can be also seen in Fig. 3.3) arise.
Increasing coupling further into the strong-coupling regime leads to quite
non-trivial evolution of the positions of local minima. The behaviour of the
(1−0) branch can be associated with the self-tuning at strong coupling, which
allows lasing threshold for this transition to move to higher photon frequency.
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Figure 3.9: (a)–(c) Phase diagrams at different cavity frequencies. The red
dashed line shows the weak-coupling theory phase boundary [27]. Panel (d)
shows how minimal critical pumping strength (optimized over cavity fre-
quency) depends on matter-light coupling. The red shading highlights the
crossover from the weak- to strong-coupling region (where light-matter cou-
pling exceeds rates of incoherent processes)
In contrast, the (2 − 0) and (3 − 0) transitions do not show any self-tuning
effect because they are not strongly coupled to a photon, which may be seen
(although not rigorously) from the lowest-order perturbation theory, which
gives corresponding emission (absorption) matrix element g2Sne−S/n!. At the
same time, upon increasing matter-light coupling, effective photon frequency
goes up ωeffc =
√
ωc(ωc + 4g2Nm/ε). Therefore, for a photon to resonate with
(2 − 0) or (3 − 0) transitions, its bare frequency should be reduced in the
strong-coupling region to cope with effective photon frequency growth.
To sum up, although strong matter-light coupling does not reduce molecu-
lar laser pumping threshold, it does increase the range of photon frequencies at
which low-threshold lasing can be achieved, as Fig. 3.3 clearly demonstrates.
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Figure 3.10: Optimal photon frequency vs matter-light coupling. Shaded




The ground state of a non-interacting bosonic system is a simple condensate,
which is described by a wave-function ψ =
√
ρeiφ, where ρ is a condensate
density and φ — its phase. Due to Pauli exclusion principle, the fermionic
ground state is drastically different from a bosonic one, and it is described
by a Fermi sea, which is a Slater determinant, which in the second quantized




where |0〉 is a vacuum state and kF — Fermi momentum. However, in the
presence of attractive interaction between fermions, they may form pairs —
so-called composite bosons — and condense. For two flavors of fermions a and











(where θk is a system–dependent function). Composite boson condensation is
the origin of such effects as superfluidity and superconductivity. In the follow-
ing discussion, we refer to several results for superconductors. As discussed
in Section 1.3.1, these can be translated to properties of excitonic insulators
directly, by means of a particle-hole transformation1.
Usually, the numbers of fermions of each flavour (Na and Nb) are the
same, so each fermion may pair up. However, under some circumstances,
Na 6= Nb, which frustrates the system and may bring it to a normal (non-
condensed) state. For example, when the Zeeman energy 12gµBH exceeds the
superconducting gap ∆, pairs break down and a superconductor turns into a
metal, i.e. it loses any coherence. However, as was proposed in the sixties
[72, 73], in order to accommodate density difference and still restore some
coherence, a simple uniform superconducting state may be replaced by state
with finite center-of-mass momentum Q Cooper pairs and finite density of
1it is worth mentioning that in contrast to previous chapters where localized intramolec-
ular electronic excitations were considered, in this section delocalized electrons and holes
potentially forming so-called Wannier-Mott excitons in semiconductors will be discussed
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where P corresponds to paired and U/U′ — to unpaired fermions. The idea is
that the smaller (minority particles) Fermi surface shifts to contact the larger
one, and pairs are formed in the vicinity of the touching point. If energy gain
due to pair formation exceeds kinetic energy penalty, then |ψQ〉 has lower
energy than the normal state, thus describes the ground state. This state
with a single center of mass pair momentum is called an FF state (Fulde Fer-
rel [72]) and a superposition of states with opposite momenta — LO (Larkin
Ovchinnikov [73]), which is also sometimes called a Pair Density Wave (PDW)
state [107]. However, there is no consensus on whether such a state has ever
been observed in superconducting (or cold atom) systems, although there is
some evidence discussed in, e.g. Ref. [107]. Probably, in superconductors the
problem comes from weak attractive interaction (making the imbalanced con-
densate region rather small in parameter space), while in cold atoms — from
ubiquitous phase separation accompanying the first–order phase transition
from a zero- to a finite-momentum condensate.
In contrast, a semiconductor is not expected to have these problems. First,
electrons and holes are charged particles, which, as in a superconductor, pre-
vents phase separation. Second, electrons and holes interact via long-range
Coulomb rather then weak phonon-mediated potential, thus one may expect
an excitonic condensed state to be more robust to variations of external pa-
rameters. Indeed, exciton binding energy Eb in 2D TMDC materials [108] is
of the order of 0.1 eV (e.g. in a monolayer of WS2 Eb = 0.71± 0.01eV, while
gap energy Eg = 2.73eV [109]), which means that, in principle, condensed
excitonic states may be stable even at room temperature. Moreover, when
taking into account strong exciton-photon coupling, the critical temperature
of condensation is known to be much higher due to small polaritonic mass,
thus leading to room Tc polariton condensation. For these reason, a 2D TMDC
semiconductor in a microcavity serves an ideal playground for exploring the
physics of imbalanced polaritonic condensates.
Although polariton condensation has been widely explored since its first
observation [63], almost exclusively balanced systems, with equal densities of
electrons and holes, have been studied so far. However, recent experimen-
tal works on imbalanced electron-hole systems (due to applied bias voltage)
in TMDC monolayers strongly coupled to a cavity photon [80–84], demon-
strated control over charge density in polaritonic systems, thus opening an
experimental avenue for studying imbalanced polaritonic condensates. This
leads to an easy–to–formulate question: can a combination of strong matter-
light coupling and electric field biasing promote novel imbalanced condensed
states, which do not exist otherwise?
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Indeed, on the one hand electron hole density imbalance promotes finite
centre of mass momentum Q (FFLO) condensation, but on the other, steep
photon dispersion facilitates Q ≈ 0 pairing, so this is where the competi-
tion comes from. Depending on the system parameters, this competition may
bring the system to an FFLO state or to an ordinary polariton condensate.
However, there is a chance that new phases will emerge from this competition
or otherwise unstable states (e.g. a so-called breached–pair state [110] or a
deformed–fermi–surface state [111], which are discussed below) will be stabi-
lized by a photon. Moreover, due to the existence of a cavity photon, these
new states may have no counterparts in the physics of superconductors or cold
atoms, which makes the imbalanced polariton system so unique.
The aim of this chapter is to find which states are realized in the system
of imbalanced polaritons at the mean-field level. Section 4.1 describes the
simplest model of a two-band semiconductor with effectively free electrons
and holes coupled to cavity photons. Section 4.2 introduces self-consistent
mean-field variational approach used to find the lowest energy state of the
system and so to extract a phase diagram versus tunable parameters such as
temperature, charge density, photon cut-off frequency. Section 4.3 discusses
the nature of the states found in this system. Section 4.4 discusses prospects
of experimental observations.
4.1 Model
Fig. 4.1 shows a cartoon of the system consisting of a biased semiconductor
layer in a microcavity. The Hamiltonian reads:
Figure 4.1: Cartoon illustrating the model: the upper and the lower mirrors
form a microcavity, while the lower mirror and a system (a single layer of a
semiconductor) form a capacitor
H = H0 +Hc +Hlm +Hes, (4.2)
where the bare Hamiltonian

















where EG is an electron-hole gap energy, me/h - effective mass of an electron
or a hole, ek, hk, ak are electron, hole and photon annihilation operators re-























where S is the quantization (sample) area, V (q) = 2πe2/εq, ε is a background
dielectric permittivity. The light-matter interaction term — written in the














The remaining terms describe externally controlled quantities: system excita-
tion density and electric charge density. The first one — the level of system
excitation in a thermal equilibrium — is modeled by introducing an excitation
chemical potential, which couples to the conserved total number of excitations:













In the following, to find the state of the system, H̃ will be minimized. Also,
from now H is identified with H̃. Electrical charging of the system may be
performed using the principles of Field Effect Transistor operation. Consider
a capacitor with two parallel plates (gate and “system”), one of which is
grounded (system), and the other one has some externally fixed potential
(gate). The energy of such a capacitor is q2/2C, where n0 = CV is a fixed
charge on a gate plate and C ≈ S/4πd is capacitance (S — plate area, d
— distance between plates, V — gate potential; CGS). Fluctuations of the
system charge lead to electrostatic energy penalty, which is quadratic in charge
deviation. Assuming that the system layer is very thin, such that its surface
is equivalent to its body, so extra electrons occupy the entire piece of material
(rather than staying exponentially close to a surface), the last term of the




where α and n0 are an experimentally tunable parameters, which describe
energy penalty for charge deviation and target charge density set by exter-
nal voltage respectively; nc(x) is charge density in real space, i.e. nc(x) =
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e†(x)e(x) − h†(x)h(x). The assumption of an atomically thin layer is valid
for the materials of interest — TMDC monolayers, with which the described
setup has already been experimentally realized in optical experiments [80–84].






A term, similar to (4.8), was originally used to describe a superconductor in
magnetic field. It is also widely used to describe polarisation of cold atomic
systems in effective magnetic field in some pseudo-spin space. However, its
application is not well justified in modeling biased charged systems. Indeed,
the term (4.8) promotes maximum imbalance, i.e. it pushes the system to a
state with as high particle number difference as possible (ne − nh) → max,
while the term (4.7), in contrast, drives the system to a state with externally
fixed value of imbalance. Given that energy penalty α for the deviation of
imbalance from a target value n0 is an experimentally controlled parameter,
and it can be made big compared to the system internal energy scales, n0
basically sets the system imbalance charge) for large enough α, i.e. nc ' n0.
4.2 Variational approach
4.2.1 Why variational?
Applications of the approach of Green’s functions and subsequent iterative
solutions of gap equations or some approximate “proof-of-principle” calcula-
tions led to a lot of controversy in the field of imbalanced condensates. A
potential reason of these problems probably lies in difficulty of choosing the
correct solution of out potentially multiple solutions of a gap equation. Just as
an example, in 1963, in the context of superconductivity G. Sarma proposed a
state with both paired and unpaired electrons, which was later called a Sarma
state [112]. Forty years later, in 2003, in the context of QCD this state was
rediscovered [110] and then called a breached–pair (BP) state. In the same
year it was shown that this state is unstable [113]. Two years later, in 2005,
in response to this paper, a paper [114] showed how to amend the model pre-
sented in [110] such that the resulting BP state becomes stable. Then, e.g. in
[115] it was suggested that a BP state is stable only at large enough mass im-
balance (the proposed value was m1/m2 > 10). Then, in [116, 117] a BP state
was theoretically found for mass ratios corresponding to electrons and holes
in GaAs. However, in a recent paper [118] devoted to resolve these issues, a
BP state was not found for similar mass ratios.
Another proposal for an imbalanced condensed state was a deformed–
Fermi–surface (dFS) state [111, 119]. However, the existence of this state
has never been supported by other theoretical calculations or experimental
measurements.
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Therefore, it seems that obtaining a phase diagram by directly solving the
gap equation is a very challenging task. In contrast, a variational approach
is free of such problems. Indeed, even if minimization of ground state en-
ergy 〈ψ|H|ψ〉 leads to multiple local minima or saddle points, one should just
choose the solutions with the lowest energy. Therefore, beyond choosing an
adequate variational state, nothing else is needed. Moreover, while Green’s
function approaches are based on weak–coupling expansions and thus are not
always well–controlled when coupling is strong, a variational approach con-
tains clear intuitive ingredients and the criterion of accuracy of a variational
method is straightforward: the lower the resulting energy, the better physics
is described. For these reasons to obtain a phase diagram of a system of inter-
acting electrons, holes and photons, a variational approach will be used. On
the other hand, if possible [120], extension of a variational approach beyond
mean-field is not straightforward. This is left for future work.
4.2.2 Zero temperature
At zero temperature, a variational wave-function approach can be employed
to find the system ground state. The mean-field variational wavefunction







with a normalisation condition u2k +υ
2
k = 1, which means that the probability
to find or not to find a pair is 1. This wavefunction is known to describe both
BEC and BCS limits well [59]. It may be obtained by mean-field decoupling of
an interacting Hamiltonian, diagonalising it and then constructing a vacuum
state of resulting quasiparticles [121]. To consider an imbalanced system, one












where another variational parameter — pair center of mass wavevector Q —
is added to also allow for a possibility of a Fulde-Ferrel (FF) state. There-
fore, all the possible imbalanced states, including a usual uniform condensate,
proposed FF, BP and dFS states, can be found in a unified approach by
minimizing ground state energy using a single wavefunction (4.10).
While the wavefunction (4.9) can be derived from the mean-field decou-
pling of an interacting Hamiltonian, it can be also guessed by constructing




−k)|0〉 and then expanding the exponent,
which then results in (4.9). In analogy to the BCS theory of superconduc-
tivity, this variational wavefunction was used by Keldysh and Kopaev [122]
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to study exciton condensation in semiconductors. In the very same way a
polaritonic wavefunction can be constructed. Indeed, a polariton is a su-
perposition of an exciton and a photon, so its creation operator is given by

















which was used in, e.g. Ref. [123] for a balanced condensate with zero center
of mass moment pairing Q = 0.
The fact that an exponentiated wavefunction and one obtained by dio-
ganalising mean-field Hamiltonian match is not a coincidence. Indeed, mean-
field decoupling is based on the assumption that the system state is Gaussian,
while a constructed state (4.9) is Gaussian as well. Therefore, this approaches
originate from the same assumption of a Gaussian state.
In spite of advantages of a variational approach described above, it has
an important drawback: it is difficult to go beyond mean-field approximation.
While there are available approaches for few-body systems, e.g. for describing
the physics of polarons [124–126], there is no established way of adding the
physics of quantum fluctuations to the usual BCS ansatz (4.9). While there is
a well-established field-theoretical technique of dealing with quantum fluctions
based on including Gaussian fluctuations and going beyond with an RG anal-
ysis [121], it is highly desirable to obtain robust results for a mean-field phase
diagram first, which can be reliably done variationally. On the other hand,
the mean-field physics of thermal fluctuations can be well captured within the
variational density matrix approach, which is the topic of the next section.
4.2.3 Finite temperature
While the wavefunction (4.10) (with a photonic coherent state) can be used to
study ground state of an imbalanced polaritonic condensate, it does not allow
to explore finite-temperature regime, the importance of which is apparent. To
understand the role of temperature, one may use a variational density matrix
approach. Again, the idea is to introduce a Gaussian thermal state and then
minimize the resulting free energy F = E − TS (rather than just energy 〈H〉
as above). As shown in Ref. [127], one can obtain an upper bound for an exact
free energy:
F ≤ F0 + 〈H −H0〉0, (4.12)





/Z0, and β = 1/T is inverse temperature (kB ≡ 1). Also,
F0 = −T lnZ0 and Z0 = Tr (exp {−βH0}). The right hand side of this ex-
pression may be associated with a variaional free energy Fv. Therefore, the
search for system lowest energy state comes down to minimization of Fv. To
introduce a variational Gaussian (mean-field) state, one just needs to write
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the most general quadratic Hamiltonian, which can be diagonalised to then
find any expectation values. Such an approach was used, e.g. in Ref. [128]
to study bi-polariton condensate formation. The advantage of the quadratic
Hamiltonian is that it allows to calculate all expectations in a closed form.
However, apparently in (4.12) one can choose any non-quadratic Hamiltonian
as well, but it then requires using other numerical techniques, e.g. exact di-
agonalisation of a variational Hamiltonian [120], to calculate the free energy.
4.2.4 Variational mean-field free energy
In the calculations below, a variational mean-field free energy will be used
FvMF = FMF + 〈H −HMF〉MF, (4.13)
where FMF is the free energy corresponding to a variational mean-field Hamil-
























This Hamiltonian contains three variational functions ηek, η
h
k , ∆k (all defined in
2D), and two variaional scalar parameters TQ and Q (setting νk = ωk because
the original Hamiltonian does not contain photon-photon interaction terms).
The variational parameters ηek and η
h
k are introduced to describe band renor-
malisation due to repulsive electron-electron and hole-hole interaction, which
reduces a semiconductor band gap and renormalises bare masses. Excitonic
pairing is described by a gap–function ∆k. Exciton center of mass momentum
is introduced by a single variable Q. Due to a spontaneously chosen direction
of Q, one can always associate x–axis with the direction of Q, thus one needs
only a single x–component of a Q–vector. The coherent state of a photon with
a momentum Q is modeled by a displacement parameter TQ. The coherent
photon momentum is the same as the exciton momentum due to momentum
conservation.
To calculate (4.13), the variational Hamiltonian (4.14) should be diago-
nalised. First, the photonic field may be displaced ãQ = aQ + TQ/ωQ to







































































k−Q/2nF [ε1(k −Q/2)] + υ
2







1− nF [ε1(k −Q/2)]− nF [ε2(k −Q/2)]
}







expression the infinite Hartree term p = 0, which describes interaction of an
electron with charge background, is excluded because electrostatic (charging)
energy is already included in (4.7).
To rewrite free energy in term of dimensionless quantities, it is conve-
nient to introduce 2D binding energy E0 = 2~2/µa2B, 2D exciton Bohr radius
aB = ε~2/µe2, reduced mass µ = memh/(me + mh) and k0 = 1/aB (ε - the
background dielectric permittivity) and introducing an ansatz TQ =
√
Sk0νQφ
(so φ is intensive and dimensionless). Dividing the total free energy by
Sk20, and introducing a dimensionless wave-vector k ≡ k/k0, and defining
f ≡ F/Sk20 for the free energy and h = H/Sk20 for all the parts of the Hamil-
tonian, the total free energy reads:
1
Sk20
FvMF ≡ fvMF = fMF − 〈hMF〉+ 〈hlm〉+ 〈heh〉+ 〈hee/hh〉, (4.17)
where
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Defining g̃ ≡ k0g√
S















CkCk′V (k − k′), (4.20)
where a coherence function is Ck = ukυk (1− nF [ε1(k)]− nF [ε2(k)]), where
nF [x] is Fermi distribution. The last term reads








































µex ∓ 2n0α+ ζEG (4.22)
with ζ = 1 for electrons and ζ = 0 for holes, and
Ne(k) = u
2
knF [ε1(k)] + υ
2
k (1− nF [ε2(k)]) ,
Nh(k) = υ
2
k (1− nF [ε1(k)]) + u2knF [ε2(k)].
(4.23)
To obtain a phase diagram, the resulting free energy should be minimized
with respect to variational parameters η
e/h
k , ∆k, φ and q. Let us first consider
the normal state solution (this means setting ∆k = 0 and φ = 0), which is a
possible local minimum of the free energy. Minimizing with respect to η
e/h
k





b (k, q)± 2α(nc − n0)− Σ
e/h
ex (k), (4.24)
where the second term is an electrostatic band renormalisation, while the









′)V (k−k′). Another simple limit occurs if one neglects
electrostatic energy, photon and Coulomb repulsion. In this case, minimiza-





V (k − p)∆p
2Ep
(1− nF [ε1(p)]− nF [ε2(p)]), (4.25)
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which can be rewritten symbolically as ∆k = −Σeh(k). Inclusion of a pho-
ton increases coherence leading to the following “polaritonic” gap equation
∆k = −[Σeh(k) + gφ], which shows that coupling to a photon increases co-
herence between conduction and valence bands. Minimization of the free
energy over all variational parameters leads to a rather lengthy set of coupled
equations, which are difficult to solve, and which solution problems has been
discussed above. However, variational free energy may be efficiently mini-
mized numerically, thus gap-like equations following analytical minimization
are redundant in this approach.
While single 2D k-integrals appearing in non-interacting terms are numer-
ically tractable, double k-integrals (which are thus 4D integrals) do not allow
to do calculations on any reasonable 2D grid because the number of opera-
tions for a single integral evaluation scales as N4 (where N is a number of grid
points), and it should be evaluated hundreds or even thousands of times in
an optimization routine for one realization of physical parameters. However,
calculations may be sped up enormously by using Fast Fourier Transform,
which requires O(N2 ln2N) operations. Indeed, all 4D integrals above have




f(k)f(k′)v(k − k′), which may be rewritten in
real space as I =
∫





space integral requires N2 operations. Therefore, all interacting terms can
be computed approximately within N2 operations rather than N4. This then
allows to do full 2D optimization on a reasonable grid.
The other — more fundamental — problem comes from the fact that the
Hamiltonian is unbound from below. Indeed, for simplicity considering only















dye†(y + x2 )e(y −
x
2 ), i.e. it is infinitely long-range
electron-hole interaction, which drives the system into a state with an infinite
number of electrons and holes and so diverges as a system size goes to infin-
ity. Therefore, this term makes the results of numerical calculations grid size
dependent, which was not discussed in earlier papers, e.g. [64, 129]. In the
study of polariton ground state, Kamide and Ogawa [130, 131] used an expo-
nential UV momentum cut-off g̃ → g̃0 exp(−k/κ) to regularise exciton-photon
interaction (with κ roughly given by a lattice spacing of a material of inter-
est). While this approach does help to avoid technical difficulties in a very
simple and physically well motivated way, it breaks gauge invariance. Indeed,

















Relabeling operators ek → ek+A and hk → hk−A clearly leads to the original
Hamiltonian, i.e. to the left hand side of Eq. 4.26. While this relabeling
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does not affect the Coulomb term (4.4), this does change the matter-light





















While for a single polariton solution a better approach — based on a renor-
malised theory — exists [132], a proper gauge-invariant description of a ground
state without introducing artificial cutoffs remains a challenge and is left for
the future work. Below an exponential cutoff will be used.
4.3 Results
While the details of numerical implementation are discussed in Appendix C.1,
this section is devoted to the discussion of results. Unless specified separately,
below the set of parameters presented in Table 4.1 will be used. All quantities
above, which have units of energy, e.g. E0, g̃0, T , µex, are in units of Eg by
the definition.
Parameter Meaning Value
E0 binding energy 0.5
Eg band gap 1.0
ω0 photon cut-off frequency 1.53
κ matter-light interaction momentum cut-off 5.0
g̃0 “bare” matter-light coupling 0.2
me/mh electron to hole mass ratio 1.0
ε background dielectric permittivity 1.0
T temperature 0.02
µex excitation chemical potential 1.5
α electrostatic term prefactor 8.0
Table 4.1: System parameters used in calculations
Below the fact that a photon has a very low mass compared to electron
mass will play an important role. For this reason, let us show how these masses
are related. Considering only a fundamental mode of a 2D microcavity and
supposing that a photon 2D wavevector (in the plane on a microcavity) is
small compared to π/L (L is the distance between cavity mirrors), photon
energy reads ωk ' ω0(1 + c2k2/2ω20), where ω0 is a photon cutoff frequency.














where α is the fine structure constant. Identifying the denominator of (k/k0)
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which clearly shows that a photon is around 103 − 104 times lighter than an
electron.
4.3.1 Almost zero and finite pairing momentum imbalanced
condensates
With regards to finite-momentum Q pairing in the presence of a photon, there
are two classes of coherent (with ∆k 6= 0) solutions: Q ≈ 0 bright polaritonic
states and Q = QFF 6= 0 dark FF-like condensed state.
We can understand why the FF state is dark as follows. The FF state
becomes stable (i.e. a global minimum) at high enough density n0, where
qFF is roughly given by electron and hole Fermi surface mismatch divided
by a Fermi velocity. The typical momentum of the FF state is of the order
of 1/aB, where aB is an exciton Bohr radius. Photons at this momentum
have energy of the order of ω0/α
2 ' 104 — see Eq. 4.28. This photon energy
is far higher than the Rabi splitting, so the state is dark (i.e. creation of a
photon with such energy leads to a huge energy penalty, so it is energetically
unfavourable to have photons). For this reason, photon density in the FF
state is negligible (although, formally, finite).






Figure 4.2: (a) Dependence of the free energy on pairing vector Q, (b) Pho-
ton density versus pairing vector Q, (c-e) Electron Ne(k), hole Nh(k) mode
population and coherence C(k) at the minimum of free energy corresponding
to an FF state; ω0 = 1.6, κ = 5.0, n0 = 0.5; k-grid: k ∈ [−10, 10]aB, 100 by
100 points; Other physical parameters are summarised in Table 4.1.
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values of center of mass pairing momentum Q — which for brevity will be
denoted by F (Q) for a free energy (using the full ansatz 4.14, i.e. allowing
finite ∆k) and FN (Q) for a normal state free energy (forcing ∆k = 0 and φ = 0)
— at target density n0 = 0.5. As expected, F (Q) contains two minima: one
at Q ≈ 0 due to photon-driven polariton condensation and another one at
finite Q = QFF . While the Q ≈ 0 solution will be extensively discussed in
the next sections, let us now concentrate on the finite Q result. This finite
Q = QFF state will be referred to as an FF state. Panels (c–e) of Fig. 4.2 show
mode population of electrons Ne(k), holes Nh(k) as in Eq. 4.23, and coherence
C(k) ≡ 〈hQ/2−keQ/2+k〉 = ukυk(1 − nF [ε1(k)] − nF [ε2(k)]) at the Q = QFF
minimum, which clearly show the physics of this state. The distribution of
majority (here electrons) and minority (holes) species shifts opposite to each
other in momentum space allowing interspecies pairing at the intersection of
their Fermi surfaces. Next, Fig. 4.2(b) shows photon density at each Q-point.
Photon density is highest at small Q-vectors as it is energetically favourable
to excite low-energy photons. Due to low mass of a photon, its energy goes
up rapidly with Q, which explains low photon population at higher Q-vectors.
The photon density in the FF region is non-zero, but so small that it cannot
be accurately extracted from the variational approach. We know that it is








as can be seen from minimizing free energy with respect to φ. Therefore,
formally FF state is not completely dark.
Next, the pairing vector Q is approximately given by the difference of
Fermi vectors of minority and majority species, thus QFF goes up (and Fermi
surfaces overlap goes down) as target density n0 increases. In contrast to
the first order phase transition from Q = 0 to the FFLO Q 6= 0 condensate
predicted using the term (4.8) in, e.g. [118], the term (4.7) leads to a second
order phase transition, which can be seen from the continuous evolution of a
pairing wavevector Q — Fig. 4.3. To facilitate the understanding of the results
of the next sections, it is helpful to plot electron and hole mode populations,
coherence and a gap function ∆k at relatively small value of imbalance without
a photon. Fig. 4.4 shows corresponding results at n0 = 0.1. From these results
it is clear how the FFLO state emerges and then continuously evolves to the
FFLO state at larger imbalance — Fig. 4.2.
While the finite Q = QFF FF state is promoted by density imbalance n0
(and electrostatic prefactor α – see eq. 4.7), Q = 0 condensation is favoured by
the photonic component due to low photon mass. Reducing cut-off frequency
ω0 or increasing matter-light coupling g̃0 tunes the physics and may lead to a
transition from the Q = QFF FF to the Q ≈ 0 polaritonic state. In Fig. 4.5
the Q ≈ 0 and Q = QFF state energies cross as ω0 changes showing that
tuning of ω0 leads to a quantum first-order phase transition between these
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Figure 4.3: Dependence of the position Q of a minimum of the free energy on
the target charge density n0
Figure 4.4: Electron and hole mode populations, coherence and a gap function
∆k corresponding to the FFLO state at n0 = 0.1; colorscale is the same as in
Fig. 4.2
two states. The fact that lowering ω0 promotes Q ≈ 0 polaritonic state can be
easily understood. Indeed, it is energetically favourable to have more photons
if their energy is lower. Also, integrating photons out leads to an electron-hole
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k−phk−p′ep′ (in a static approximation), which
rapidly goes up as ω0 approaches µex thus favouring Q ≈ 0 condensation.
4.3.2 Almost zero pairing momentum imbalanced
condensates
Having found two classes of solutions and identified a finite pairing momentum
solution with a familiar FF condensate, let us now look at the Q ≈ 0 class
of solutions in more detail. Surprisingly, this class turns out to be very rich
containing four distinct condensed imbalanced phases in addition to a familiar
balanced polaritonic condensate and an FFLO state.
Evolution of state under increasing charge density Figure 4.6 sum-
marises the results of calculations at different target densities n0
2. At small
enough target charge density n0 < 0.1, the system stays in the balanced
isotropic state, which is a usual polariton condensate. At higher n0, the sys-
tem enters an imbalanced isotropic state IC(I) without unpaired electrons (i.e.
coherence is finite in the whole region of non-zero electron mode population).
Increasing n0 further, we can see a transition to an imbalanced anisotropic
state IC(A) without unpaired electrons and then with unpaired electrons at
even higher n0, e.g. n0 = 0.45 in Fig. 4.6. Before transforming into an FFLO
state at higher n0, the IC(A) turns back into isotropic state IC(I), but with
2these results combine a few solutions doing calculations with memory of a solution
increasing and reducing n0
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a ring of unpaired electrons in momentum space. This state is similar to the
previously proposed Sarma or breached–pair state [110, 112].
0
Figure 4.6: (a) Free energy F (black line), charge density ∆n = ne − nk
(blue line) and n0 (light blue dashed line) versus target charge density n0, (b)





and photon field φ versus n0; other figures show characteristic electron mode
populations in different regimes. Electron-hole (charge) imbalance drives a
transiton from a balanced condensate to a series of imbalanced condensates
IC (separated by vertical dashed lines), which are either isotropic IC(I) or
anisotropic IC(A) and contain or do not contain unpaired electrons (UE).
Momentum grid: kmax = 10aB, 100 by 100 points; photon cut-off frequency
ω0 = 1.53; colorscale is the same as in Fig. 4.2
The most surprising result of these calculations is the imbalanced anisotropic
condensed state IC(A), which features coexisting polariton condensate and —
on top of this — finite density of unpaired electrons to accommodate finite
imbalance. This state is similar to a proposed breached–pair state [110] in a
sense that finite density of unpaired fermions on top of the majority species
Fermi surface and paired fermions below and above this region in the mo-
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mentum space. However, unpaired electrons fill a “broken-ring” rather than a
full-ring region, which extends to a full-ring region as the charge density goes
up.
These results are straightforward to understand considering the combi-
nation of a finite density imbalance promoting the FFLO condensation and
a photon favouring Q = 0 polaritonic condensation. Indeed, we can notice
that the FFLO state at relatively small imbalance presented in Fig. 4.4 is not
much different from the IC(A) state. Moreover, calculations with a reduced
Coulomb attraction showed that anisotropy disappears at some critical value
of electron hole attraction. Therefore, we can conclude that an anisotropic
solution is the result of a Coulomb attraction and has the same origin as the
FFLO state. However, due to a steep dispersion, a photon does not favour
large Q FFLO pairing and so it brings Q to very small values (as an exam-







Figure 4.7: F (Q) corresponding to an IC(A) state running calculations in-
creasing Q-vector (forward) and reducing it (backward); colorscale is the same
as in Fig. 4.2
Fermi mode populations with respect to each other. This leads to a different
from the FFLO state evolution, which ends up in a breached-pair state before
entering the FFLO regime. The nature of the breached-pair state is easy to
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understand. Due to a large density imbalance, holes — which are minority
species — pair up with electrons inside the Fermi sea leaving electrons with
higher energies unpaired.
All the results presented in this thesis are obtained using an artificially
imposed matter-light coupling momentum cutoff κ = 5.0. While we do not
yet know how to do proper renormalised calculations without a cutoff, we can
ask how increasing a cutoff affects the results. The main effect of a larger
cutoff is the spreading of polaritonic bright Q ≈ 0 condensed states to larger
values of a target charge density n0 and temperatures T , so increasing a cutoff
increases the effect of a photon. This makes sense because higher cutoff leads
to bigger absolute value of a photon self-energy [132], so to lower effective
photon energy and — according to Eq. 4.30 — to larger photon density. At
the same time, the results (e.g. electron mode population, coherence) do
not change qualitatively, i.e. the form of the results remains basically the
same. These considerations suggest that, in spite of an artificially imposed
momentum cutoff, the results obtained in this chapter are feasible.
Evolution of state under reducing temperature Varying charge den-
sity, in the previous paragraph isotropic anisotropic IC(A) and IC(I) imbal-
anced condensed states were found. The isotropic state found is analogous
to an elusive breached–pair state [110, 114], while anisotropic state is quite
different from a regular FF state. This paragraph aims to check the fate of
these Q ≈ 0 states as temperature varies. The charge density n0 = 0.3 is
chosen such that the finite Q = QFF FF state energy is much higher than
energy of bright Q ≈ 0 states, thus only transitions between new Q ≈ 0 will
be found. The full phase diagram will be presented in the next section.
Fig. 4.8(a-d) shows how charge density ∆n = (ne − nh), free energy F ,
photon density and anisotropy parameter change with temperature, while
fig. 4.8(e-l) shows examples of electron, hole and coherence distribution (a
ky = 0 slice) of different states. Region (I) at approximately T ∈ (0.43,∞) cor-
responds to a normal state, which is clear from zero coherence in fig. 4.8(e,f),
from matching normal and coherent state energies and charge densities —
fig. 4.8(a,b), and from zero photon density fig. 4.8(c). State (II) spans a
region T ∈ (0.055, 0.43) and it is characterized by finite coherence for all mo-
mentum k-points fig. 4.8(e,i) and by different electron and hole densities. As
temperature goes down, this state transforms to an isotropic BP-like state,
but without unpaired electrons, i.e. with non-zero coherence C(k) 6= 0 ∀k.
As temperature reduces further, this state transforms to an anisotropic but
still fully-coherent (C(k) 6= 0 ∀k) state (III). Below the critical temperature
— which is around T = 0.03 — the system enters an anisotropic state with a
region of zero coherence, i.e. it contains unpaired electrons. No other states
are found at lower temperatures. 2D electron distributions in these states are
presented in Fig. 4.9.
















Figure 4.8: Evolution of state with temperature. (a) Shows free energies
of normal (zero coherence and zero photon field) and coherent states, (b)
Shows total charge density ∆n = ne − nh in the normal and coherent states,
(c) Shows evolution of a photon field (d) Shows evolution of an anisotropy
parameter, (e-l) Shows electron, hole and coherence distributions at ky = 0
at different temperatures corresponding to four different regimes: (I) normal
state, (II) isotropic imbalanced condensed state without unpaired electrons,
(III) anisotropic imbalanced condensed state without unpaired electrons, (IV)
anisotropic imbalanced condensed state with unpaired electrons
4.3.3 Phase diagrams (ω0, n0) and (T, n0)
In the previous sections seven states were identified:
1. NS — normal state — with zero coherence ∆k = 0
2. FF — Fulde-Ferrel state — with finite center of mass momentum pairing
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(I) (II) (III) (IV)
Figure 4.9: 2D electron distributions at different temperatures corresponding
to the results presented in Fig. 4.8; colorscale is the same as in Fig. 4.2
3. IC(A) wUE — anisotropic imbalanced condensate with unpaired elec-
trons
4. IC(A) nUE — anisotropic imbalanced condensate without unpaired elec-
trons
5. IC(I) wUE — isotropic imbalanced condensate with unpaired electrons
— which is similar to previously proposed Breach-Pair state
6. IC(I) nUE — isotropic imbalanced condensate without unpaired elec-
trons
7. BC — balanced condensate (equivalent to a usual polaritonic conden-
sate)
To get a broader view of competition between different phases, this section
presents phase diagrams (ω0, n0) and (T, n0) of the system.
Figure 4.10 shows a (ω0, n0) phase diagram. Clearly, a slice at ω0 = 1.53
matches the results of Fig. 4.6 up to a narrow region of the IC(I) without
unpaired electrons between a fully balanced condensate and IC(A) region
due to lower resolution of Fig. 4.10. To clarify notations, let us mention
that a region kUE with unpaired electrons is defined as kUE : |C(k)| <
10−2 and
∑
k(ne(k) − nh(k)) > 0, k ∈ kUE . As cavity cutoff frequency
goes down and approaches excitation chemical potential µex, effect of a pho-
ton increases proportionally to (ω0 − µex)−1, which leads to spreading of a
bright condensate to a higher charge density region. Therefore, a photon
strongly widens the region of bright condensed imbalanced states, thus in-
creases chances of observation of these states. Moreover, the region of large
charge density may be more stable with respect to quantum fluctuations, thus
making mean-field results potentially more reliable. On top of this, strong
lowering of the coherent state energy with respect to the normal state due to
a photon may make this state more robust with respect to fluctuations which
break coherence (and so promote the normal state).
Figure 4.11 shows the (n0, T ) phase diagram with a photon fixing ω0 =
1.55. Without a photon (not shown) the bright imbalanced states shrink





Figure 4.10: (ω0, n0) phase diagram at T = 0.02; µex = 1.5, ω0 = 1.53
Figure 4.11: (n0, T ) phase diagram with a photon ω0 = 1.55; noise is due to
not high enough numerical accuracy
significantly, but the boundary between the FFLO and normal state is not
affected as expected from negligible density of a photon in the FFLO state.
4.4 Prospects of experimental observation
While polariton condensation can be simply deduced from emission spectrum
(narrowing of emission linewidth, blueshift, jump in intensity of emitted ligth
at the lowest energy mode), the experimental tests of the states described in
this chapter are a bit more challenging and require different probes. Indeed,
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as charge of the system increases, coherent light emission intensity goes down
— Fig. 4.6(c) — which does not provide enough information about the type of
the condensed state. However, there are established experimental techniques
allowing to directly reveal the matter state of the system.
For example, the experiment [133] demonstrated simultaneous strong and
weak coupling of light of orthogonal polarisations to excitons, thus allowing
to trace a usually hidden matter part of excitons in exciton-polariton conden-
sation experiments. Another approach to study the matter part of polaritons
is to do terahertz spectroscopy of 1s-2p excitonic transition [134].
However, the most striking evidence of the existence of probably the most
intriguing imbalanced anisotropic condensed state with free electrons would
be transport measurements. Due to the existence of free electrons, the sam-
ple should conduct current. At the same time, due to strong Fermi surface
anisotropy, current response should be anisotropic (with variable degree of
anisotropy) in such a state. While such measurements have never been done,
an experiment combining exciton-polaritons and current of free electrons is al-
ready available [135]. There is another experiment [136] where charged inter-
layer exciton motion was demonstrated using Ohmic-contacted devices. From
the theoretical point of view, in the presence of a U(1) symmetry-breaking
condensate, conductivity cannot be inferred from simple linear response anal-
ysis, but must be calculated self-consistently to maintain the gauge invariance
as has recently been done for pair density waves [137].
Therefore, combination of existing experimental techniques makes it possi-
ble to check the result of presented theoretical analysis and hopefully to detect




This chapter briefly summarises the main conclusions of this dissertation and
outlines potential extensions of the projects discussed.
5.1 Raman scattering with strongly coupled
vibron-polaritons
As was shown, strong coupling between an infrared photon and a molecular
vibron, resulting in the formation of vibron-polaritons, naturally leads to re-
distribution of Raman scattering (RS) signal between the upper and the lower
vibron-polariton modes. At the same time, the signals are not the same.
Indeed, due to mode softening, RS scattering to the lower polariton mode
increases as coupling strength goes up, while RS to the upper polariton —
reduces. However, the net effect of strong coupling on RS is that the total
RS signal increases by up to four times in the ultra-strong coupling regime,
which contradicts to the experiment [1], while supports and extends the re-
sults of independent theoretical calculations presented in Ref. [26]. Next, due
to symmetry, it is clear that there can be no RS to a state with a single
dark state. However, surprisingly there is finite Raman transition probability
to the double-excited dark state (with zero total momentum), which has the
same order of magnitude as a transition probability to one of single excited
polariton modes.
Given the existence of two independent theoretical papers on vibron-polariton
RS with similar results, which contradict to a single existing experimental pa-
per [1], it seems that more experimental measurements would help to clarify
the story and guide further theoretical modeling. For example, it would help
to make sure whether the RS signal enhancement is really associated with the
vibronic strong coupling or with some other mirror (e.g. plasmonic) effects.
Also, measurements of the detuning and coupling strength dependence of up-
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per and lower polariton RS amplitudes would be of great use for checking
theoretical predictions.
5.2 Organic polariton lasing
The phase diagram of an ordinary (weakly coupled) dye laser was obtained and
explained. It was shown that increasing the strength of matter-light coupling
leads to a smooth transition from a dye laser to a strongly-coupled polariton.
However, in contrast to common beliefs, at optimised cavity frequency, there is
no significant lasing threshold reduction as the system enters a strong coupling
regime. On the other hand, in the polariton laser regime, low-threshold lasing
can be achieved over a wider range of bare cavity photon frequencies com-
pared to a weakly-coupled laser due to a self-tuning effect. Also, the method
developed in this project allows to answer a lot of other related questions.
Firstly, to study the emission and absorption spectrum below the lasing
threshold, one may go one step beyond the mean-field approach using a so-
called cumulant expansion [106, 138], i.e. writing equations for higher-order
expectations such as 〈aa〉, 〈a†a〉, 〈aλi〉 and 〈λmi λkj 〉 (m, k refer to the index of
a molecule).
Secondly, taking into account many photon modes, one can study mode
populations to describe a process of thermalisation and condensation, to un-
derstand how the physics of weakly coupled photon BEC [46, 101, 102, 139,
140] changes as one enters the strong coupling regime, or to understand the
effect of relatively high temperature on the bottleneck effect observed in, e.g.
[22]. This may require to write a better master equation to allow transitions
between different polariton momentum states caused by some low-energy de-
grees of freedom (which in the current model are responsible for dephasing Γz
only), for example adopting the approach developed in Ref. [141].
Another direction is to study effects of multiple vibrational modes (for
example, to start with, one strongly and one weakly coupled to an electronic
transition vibrational mode), or to explore the effect of structured baths using
Redfield theory with the true system eigenstates [141].
5.3 Imbalanced polariton condensates
Within a mean-field approach, there are six ordered states (with a finite region
of non-zero expectation 〈hQ/2−keQ/2+k〉) found: a usual balanced polariton
condensate with equal densities of electrons and holes, imbalanced isotropic
and anisotropic condensed state with and without uncoupled electrons, and
the FFLO state. It is shown that imbalanced condensed states with almost
zero center of mass exciton momentum are promoted by a photon as its cutoff
frequency goes down. Moreover, due to small photon mass the resulting po-
laritonic states are expected to be stable at high temperatures akin to usual
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polariton condensates. These mean-filed results form a firm foundations for
many other directions.
The most straightforward extension of this project is to consider other
phases, such as, e.g. superconductivity or magnetic orders, to understand
how they interact with other phases found at the mean-field level.
Another obvious question is how to formulate a gauge-independent renor-
malised cutoff-free theory, which though is not so obvious how to do.
An interesting direction would be to explore the effects of topological
band structure of real materials, to find new phases emerging from topology,
Coulomb and a cavity-photon mediated interactions. The first step in this
direction has recently been made in Ref. [142] considering polariton conden-
sation in topological materials. However, the physics of imbalanced polariton
condensates and the effect of other tunable parameters, such as band inversion
and band-coupling strength [143], remains unexplored. All these calculations
can be done using a variational mean-field approach developed in this the-
sis updating the form of the bare Hamiltonian to include topological band
structure.
An apparent but not so straightforward direction is to go beyond mean-
field to study the physics of fluctuations. Firstly, it is interesting to understand
the effects of dressing of polaritons by itinerant electrons, to understand the
connection between Fermi-polaron-polaritons and trions in regimes of high and
low electron doping, to understand how screening affects the phase diagrams
in different regimes. Another related question is how fluctuations reshape the
phase diagram, how they affect different ordered states and whether they may
induce new ordered states near quantum critical points akin to superconduc-
tivity induced by critical fluctuations discussed in, e.g. Ref. [144, 145]. While
it is difficult to include the physics of fluctuations within a variational many-
body approach, there are well-established field-theoretical methods, which can
now be relatively safely used given the existence of a variational mean-field
solution.
While the discussion above implicitly assumed thermal equilibrium calcu-
lations, in practice all polaritonic systems are essentially non-equilibrium be-
cause photons leave a cavity and so an external pumping is always required.
Therefore, predictions of an equilibrium theory should be considered with a
pinch of salt because non-equilibrium effects may wash out some phases or
bring a system to some particular metastable state, which is not necessarily
the global free energy minimum state as has been recently shown in Ref. [146].
Therefore, non-equilibrium theory is a natural and necessary extension of this
project.
Appendix A
Calculation details for the
Raman scattering
A.1 A2-term for an harmonical oscillator and a
two-level system
In this section I show how a prefactor of an A2-term is derived starting from
a QED Hamiltonian in the Coulomb gauge.















~ωka†k,nak,n + VCoulomb (A.1)
In the Coulomb gauge, the longitudinal part of a vector potential is zero
A(t) ≡ A⊥(r), thus pA = Ap, so expanding brackets and supposing that we
















Making a two-level system approximation, i.e. taking into account only ground
|g〉 and the first excited |e〉 state with energy difference ε, one can get 〈e|p|g〉 =
iεm













†e−ikri +aeikri) ≡ gσxi (a†+a) (A.3)
for a single lowest-energy photon mode in a 2D cavity (so that k ≡ k‖ = 0).
For transition dipole matrix elements there is a sum rule, called the Thomas-
Reiche-Kuhn sum rule, which reads
79
80








which for a two-level systems has a simple form d2egε = ~2e2/2m. Supposing
that light wavelength is much larger than particle separation, we can approx-
imately set A(ri) ≈ A. Therefore, combining all the expressions above, the








(a† + a)2 (A.5)
where N is a total number of particles.
A.1.2 Harmonic oscillator










. Momentum operator is p = i
√
m~ωv/2(b† − b). To get the
desired form (b†+ b), we can make a unitary transformation b→ eiπb. Identi-
fying then a prefactor of the term (b†+b)(a†+a) with matter-light coupling G,
one can readily see that the prefactor of the term (a†+a)2 equals to G2N/ωv.
A.2 n-th polariton excitation
In this appendix I show how to generalize the expression 2.17, describing the
Raman transition amplitude to a single excited polariton mode, to describe
the transition to n-th excited bright mode.








p3 . . . (β∗n,N+1)
pN+1 , (A.6)
so we only need to calculate the second matrix element Mfk,int for the transi-
tion to m-th excited UP:
Mfk,int = 〈0|(η1 + β1)














〈0|(η1 + β1)p1 . . . (ηN+1 + βn,N+1)pN+1ηl1|m, 0, ..., 0〉.
(A.7)
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Then noticing that ηk|n〉 =
√
n!























































Although, it is impossible to simplify it further, it is possible to calculate an




































































































APPENDIX A. CALCULATION DETAILS FOR THE RAMAN
SCATTERING






























where β was defined in the main text.
A.3 N to three modes transformation
In this appendix I show how to transform the description of the model to
replace N-mode problem by 3-mode one.
In order to get a three mode description as in (2.20) we can just chose
the following basis: |ψ(m)a 〉 = (1; 0, 0, ...0) for a cavity mode and |ψ(m)b 〉 =
(0; 0, ..., 0, 1, 0, ..., 0) (where nonzero element means vibrationally excited m-
th molecule), |ψ(m)c 〉 = 1√N−1(0; 1, ..., 1, 0, 1, ..., 1) (zero for m-th molecule) for




j 6=m bj in (2.20), we reproduce an original Hamiltonian (2.19).
In terms of these basis state, the eigenmodes are: upper and lower polaritons













N − 1|ψb〉 − |ψc〉
)
. (A.18)
The form of the dark mode depends on the number of the excited molecule,
so if we calculate the transition to the dark state and consequently sum up
over all molecules, we should always take a different dark mode, corresponding
to the molecule which gets excited. However, it turns out that there is no
transition to the dark state, so we can neglect it and consider Raman transition
only to the bright states. This statement was proven after the Eq. 2.16 for a
different set of basis states. Let us prove it for a basis discussed in the current
context.
To prove it, let us calculate the transition probability PX from some state





m θm〈Dm|X〉|2, where the amplitude 〈ψ|Dm〉 = θm does not depend on the
molecule number as was shown in the main text. Let us choose a reference





= −1N−1 . Then summing it over all molecules
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gives |
∑
m〈X|Dm〉|2 = 0. This means that due to destructive interference we
do not have scattering to the dark mode.
A.4 Transition amplitude in non RWA and δωv 6= 0
In this appendix I show how to calculate the transition amplitude beyond
RWA and including δωv 6= 0 effect.
In order to calculate (2.26), we can define X ≡ X↑ and rewrite connection







= U†↓U↑ (X− l) , (A.19)
where we introduced l = U†↑V
−1




↑h↑. Then using, for example, the
result of harmonic oscillator density matrix calculation, we can compute the
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APPENDIX A. CALCULATION DETAILS FOR THE RAMAN
SCATTERING
To proceed further, we can notice that this is a 6 dimensional Gaussian in-














P + R −Q
−Q P + R
 , (A.24)
where P,Q - diagonal matrixes (defined in the main text), qᵀ = (lᵀR, lᵀR),















and eventually we obtain the final expression (2.27).
Appendix B
Calculation details for the
Organic polariton lasing
B.1 Molecular transition weights calculation
In this appendix I show how to obtain the compositions of molecular tran-
sitions involved in lasing, which were presented in Fig. 3.1(d), Fig. 3.4(d-f),
Fig. 3.6(d-f).
To determine the weights of molecular transitions corresponding to a given
unstable mode, we need to construct a molecular density matrix, which can
be built from the eigenvector υ = (δα, δα∗, δ`)ᵀ of the stability matrix M.
We can then extract the matter part δ`i and so construct the corresponding
molecular density matrix, ρ(t) = ρns +A(δ`ieξt + δ`∗i eξ
∗t)λi/2 where A is an
arbitrary amplitude and ρns is the normal state density matrix, which form is
not important now. (For simplicity of notation, we neglect the superscripts
on δ` and ξ labeling eigenmodes.) The complex conjugates are required in
order to guarantee Hermiticity (because the Gell Mann matrices are chosen
to be Hermitian). This is crucial since the equations of motion mix `i and
`∗i . To find the amplitude of the oscillatory component of a given element of
the density matrix ρij , we first define the matrix r = δ`iλi/2 and then note
the oscillatory component of ρij takes the form δρij = rije
ξt+ r∗jie
ξ∗t (because
Gell Mann matrices λi are Hermitian).
The diagonal components of a density matrix give the molecular state pop-
ulations. Defining Re(ξ) = ξ′ and Im(ξ) = ξ′′, for the diagonal components of






agonal ones correspond to coherences. In particular, the block of the density
matrix which is off-diagonal in terms of electronic states gives the weights of
molecular transitions involved in lasing.
For the off diagonal components, in general |rij | 6= |rji|; we thus ex-
pect that the quantity δρij traces an elliptical spiral in the Argand plane,
δρij = [rA cos(ξ
′′t + φ) + irB sin(ξ
′′t + φ)]eiθ+ξ
′t. The semi-major and semi-
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POLARITON LASING
minor axes of this ellipse are given by rA,B = |rij | ± |rji|, while φ, θ =
[Arg(rij) ± Arg(rji)]/2. Given this behavior, we define the amplitude of a
given component by the semi-major axis. The contribution (weight) of a






In this appendix I discuss details of numerical solution of the model discussed
in the main text.
To obtain the solution, one need to optimize the functional (4.17) over
4N + 1 (N is the number of momentum grid points, which is, e.g. 104 for
a 100 by 100 momentum-space grid) variables lk ≡ {ηek, ηhk,∆k, φ,Q}. First,
to simplify a solution, we may choose a direction of spontaneous symmetry
breaking Q = (Qx, 0) and so to remove N − 1 variables. Secondly, given that
we expect to have asymmetry in the direction of Q = (Qx, 0), we may restrict
our ansatz to have variables symmetric with respect to reflection ky → −ky,
which leaves us around 1.5N rather than original 4N variables.
Nevertheless, even with this reduction of the number of variables, we
are still left with of order of 103 − 104 variables for a physically reasonable
momentum-grid size. Unfortunately, starting from arbitrary initial conditions
for lk, minimization routine often ends up in some local minimum, which may
be far away from the global minimum, so it fails to find a system lowest free
energy state. This requires to provide good initial conditions for minimiza-
tion. However, even before this, one should provide a gradient of (4.17) for
minimization. While the derivatives over {ηek, ηhk ,∆k, φ} can be calculated an-
alytically, there is no closed form of δF/δQ. This is why the variable Q is
treated separately from the others. For this reason, to minimize with respect
to Q, free energy functional is optimized at some fixed Q, then this calcula-
tion is repeated for many values of Q and eventually one can find which Q
minimizes the free energy. Therefore, hereafter some fixed Q will be assumed.
Let us discuss how to provide good initial conditions for minimization.
First, the simplest thing to do is to build a system normal state (i.e. ∆k ≡ 0
and φ ≡ 0) solution. Without the electrostatic term (α = 0), normal state
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equations (4.24) may well be solved iteratively, which can be symbolically
written as xnew = xold + F [xold]. However, with arbitrary α, the iterative
procedure turns out to be unstable. This problem may be fixed by introducing
some small admixing parameter ζ  1 (xnew = xold+ζF [xold]). Although this
trick stabilises the solution, it does not guarantee that the resulting state is
the lowest energy state. For these reasons a different successive minimization
approach was used. The problem is that minimization does not work well at
low temperature, where there is a sharp Fermi surface. To tackle the problem
of arbitrary α and at low temperature, the following algorithm is used:
1. Find normal state at α = 0 and at high temperature, where a Fermi
surface is smooth
2. Use the previous solution as an initial condition for minimization at
higher α
3. Repeat the previous step until reaching the target value of α
4. After this slightly reduce temperature and then repeat it going to lower
temperature using a previous step solution as an initial condition for the
next step
This allows to overcome the problem of rather large α and low temperature
T and so to find a normal state solution (∆k = 0 and φ = 0). Next, the
solution for η
e/h
k is used as an initial condition for a full ansatz optimization,
i.e. allowing finite gap function ∆k and photon density φ. To obtain a good
initial condition for ∆k, a gap equation (4.25) is solved iteratively using normal
state solutions for η
e/h
k . A solution obtained in this way is then used as an
initial condition for optimization.
Bibliography
[1] A. Shalabney, J. George, H. Hiura, J. A. Hutchison, C. Genet, P. Hell-
wig, and T. W. Ebbesen, Enhanced Raman Scattering from Vibro-
Polariton Hybrid States, Angew. Chem., Int. Ed. 54, 7971–7975 (2015).
[2] V. Stanev, C. Oses, A. G. Kusne, E. Rodriguez, J. Paglione, S. Cur-
tarolo, and I. Takeuchi, Machine learning modeling of superconducting
critical temperature, Npj Comput. Mater. 4, 29 (2018).
[3] M. König, S. Wiedmann, C. Brüne, A. Roth, H. Buhmann, L. W.
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[100] r. e. edited by F. P. Schäfer, Dye Lasers (SpringerVerlag, Berlin, 1990).
[101] P. Kirton and J. Keeling, Nonequilibrium Model of Photon Condensa-
tion, Phys. Rev. Lett. 111, 100404 (2013).
[102] P. Kirton and J. Keeling, Thermalization and breakdown of thermaliza-
tion in photon condensates, Phys. Rev. A 91, 033826 (2015).
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[104] J. del Pino, F. A. Y. N. Schröder, A. W. Chin, J. Feist, and F. J.
Garcia-Vidal, Tensor Network Simulation of Non-Markovian Dynamics
in Organic Polaritons, Phys. Rev. Lett. 121, 227401 (2018).
[105] M. Stone and P. Goldbart, Mathematics for Physics: A Guided Tour for
Graduate Students (Cambridge University Press, Cambridge, England,
2009).
[106] P. Kirton and J. Keeling, Suppressing and Restoring the Dicke Superra-
diance Transition by Dephasing and Decay, Phys. Rev. Lett. 118, 123602
(2017).
[107] D. F. Agterberg, J. Davis, S. D. Edkins, E. Fradkin, D. J. Van Harlingen,
P. A. Lee, L. Radzihovsky, J. M. Tranquada, Y. Wang et al., The Physics
of Pair Density Waves, arXiv preprint arXiv:1904.09687 (2019).
[108] G. Wang, A. Chernikov, M. M. Glazov, T. F. Heinz, X. Marie,
T. Amand, and B. Urbaszek, Colloquium: Excitons in atomically thin
transition metal dichalcogenides, Rev. Mod. Phys. 90, 021001 (2018).
[109] B. Zhu, X. Chen, and X. Cui, Exciton binding energy of monolayer WS
2, Sci Rep. 5, 9218 (2015).
98 BIBLIOGRAPHY
[110] W. V. Liu and F. Wilczek, Interior gap superfluidity, Phys. Rev. Lett.
90, 047002 (2003).
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A. Lemâıtre, A. Amo, J. Bloch, and R. Huber, Revealing the dark side
of a bright exciton–polariton condensate, Nat Commun. 5, 4648 (2014).
[135] D. Myers, B. Ozden, J. Beaumariage, L. Pfeiffer, K. West, and D. Snoke,
Pushing Photons with Electrons: Observation of the Polariton Drag Ef-
fect, arXiv preprint arXiv:1808.07866 (2018).
[136] L. A. Jauregui, A. Y. Joe, K. Pistunova, D. S. Wild, A. A. High, Y. Zhou,
G. Scuri, K. De Greve, A. Sushko, C.-H. Yu et al., Electrical control of
interlayer exciton dynamics in atomically thin heterostructures, arXiv
preprint arXiv:1812.08691 (2018).
100 BIBLIOGRAPHY
[137] Z. Dai and P. A. Lee, Optical conductivity from pair density waves, Phys.
Rev. B 95, 014506 (2017).
[138] P. Kirton and J. Keeling, Superradiant and lasing states in driven-
dissipative Dicke models, New J. Phys. 20, 015009 (2018).
[139] H. J. Hesten, R. A. Nyman, and F. Mintert, Decondensation in Nonequi-
librium Photonic Condensates: When Less Is More, Phys. Rev. Lett.
120, 040601 (2018).
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