This article presents differential equations and solution methods for the functions of the form A(z) = F −1 (G(z)), where F and G are cumulative distribution functions. Such functions allow the direct recycling of samples from one distribution into samples from another. The method may be developed analytically for certain special cases, and illuminate the idea that it is a more precise form of the traditional Cornish-Fisher expansion.
Introduction
The construction of Monte Carlo samples from a distribution is facilitated if one has a knowledge of the quantile function w(u) of a distribution. If F (x) is the cumulative distribution function, then the quantile w(u) is the solution of the equation F (w(u)) = u .
A knowledge of the function w(u) makes Monte Carlo simulation straightforward: given a random sample U from the uniform distribution, a sample from the target distribution characterized by f (x), F (x) is
While it is commonplace to use the uniform distribution on the unit interval as the base distribution for sampling, there is in fact no need to do so. For example, a great deal of intellectual effort has been expended on highly efficient sampling from the normal and other well-known distributions. Given such samples, can we leverage the work done to create samples from other distributions in an efficient manner? This article will address this question in the affirmative.
In principle the answer is trivial: given a sample Z from a distribution with CDF G(x), we first work out G(Z) which is uniform. Then we can apply the quantile function F −1 (x) associated with a target distribution with CDF F and form F −1 (G(z)) as a sample from that target distribution. In general F , G and their inverses can be rather awkward special functions (see e.g. [10] ) , so a direct route to the object A(z) = F −1 (G(z)) would be helpful. There are at least two ways of developing this idea. One route is to postulate interesting forms for the composite mapping. This has been explored by Shaw and Buckley [11] based on Gilchrist's theory of quantile transformations [6] . In this way we can find skew and kurtotic variations of any base distribution, while avoiding, in a controlled manner, the introduction of "negative density" problems that arise in traditional Gram-Charlier methods. The second route is to try to simplify the mapping given a choice of F and G. Such a route can be found by the method of differential equations for quantile functions developed by Steinbrecher and Shaw [12] . We now give a brief review of that approach.
Quantile mechanics
If f (x) is the probability density function for a real random variable X, the first order quantile ODE is obtained by differentiating Eqn. (1) , to obtain:
where w(u) is the quantile function considered as a function of u, with 0 ≤ u ≤ 1.
Applying the product rule with a further differentiation we obtain:
This may be reorganized as
where
and the simple rational form of H(w) for many common distributions, particularly the Pearson family, allows analytical series solutions to be developed [12] . This last equation we refer to as the second order quantile equation.
The Recycling ODE
Now suppose that we make a change of independent variable in the second order quantile equation Eqn (8) . We let v = q(u), and regard w as a function of v.
We write w(u) = Q(v), where v = q(u). Elementary application of the chain rule and some algebra gives us:
In general this is a rather awkward differential equation. However, when we regard q(u) as being itself a quantile function, we can make some simplifications. If q(u) is a quantile mapping, it satisfies an ODE of the form
andf is the probability density function associated with the quantile q(u). So we can simplify the ODE to
and bearing in mind that v = q(u) we arrive at the "Recycling Ordinary Differential Equation":
The Recycling ODE for a Gaussian background
In this case we have the following obvious sequence of manipulations:
and we arrive at the Recycling ODE for a Gaussian background as
This is an interesting example to consider for target distributions along the entire real line.
The Recycling ODE for a one-sided exponential background
and we arrive at the Recycling ODE for a exponential background as
This is an interesting example to consider for target distributions along the positive real line. For distributions that are asymptotically exponential in both directions it can be used in two pieces.
Example with a Gaussian background
In a Gaussian background we work with the Recycling ODE in the form
where the explicit dependence on v is suppressed for brevity, and ' denotes d/dv. The target distribution is encoded through the function H. Note that it is not required in any sense that the target distribution is "close" to, or asymptotic to a Gaussian. This is an exact relationship governing the function Q that is the composition of the Gaussian CDF followed by the ordinary quantile of the target distribution. But such a relationship must contain all information relevant to the creation of an expansion of one distribution in terms of another. In particular, we should be able to re-create known and new expansions of Cornish-Fisher type. Generalized Cornish-Fisher expansions have been considered in the notable paper by Hill and Davis [7] , but the step to considering the matter as the solution of a single differential equation is, so far as this author is aware, a new one.
The Student distribution
This is an interesting case for several reasons:
The H-function for the Student case can be written down as
and the Recycling ODE can be written in the form
We note that if we let n → ∞ we obtain
and this has the desired solution Q = v. More generally we can look at series solutions, but should be mindful of the fact that the term Q 2 /n is present -this is a hint that the behaviour of series for Q √ n and Q √ n could be rather different. Such considerations do not always apply if one is thinking in a purely asymptotic framework. For any finite n, no matter how large, there will always be values of Q such that the behaviour is far from Gaussian. This was alluded to in [10] , where it was noted that the known Cornish-Fisher expansion always goes wrong in the tails as some point.
We also need to consider boundary conditions. The derivative of any ordinary quantile function at a point is the inverse of the PDF at the corresponding quantile. We first work around the point u = 1/2 which corresponds to v = 0 in the Gaussian coordinate. If z(u) and t(u) are the ordinary quantiles then we have
It follows that the centre conditions we wish to apply to the Recycling ODE are just:
where the latter expression γ arises as the ratio of the derivatives.
The central expansion
We now develop a series solution about the centre, and we expect that it will be reasonable to treat the solution as "close to Gaussian" if Q 2 n. We assume, as both the normal and Student quantiles are symmetric, that
where c 0 = γ. We use the tilde notation to indicate that at this point we have no presumption as to whether the resulting series will be convergent for all v or form some kind of asymptotic series. We find that
Subsequent terms may be generated by iteration of the RODE, and in this case, after some algebra, we find that
where θ(0) = 0, θ(i) = 1 if i ≥ 1, and
The tail expansion
We now develop a series solution about the right tail Q → ∞. We begin by assuming that Q 2 n. The Recycling ODE becomes
Following some experimentation, we make the change of variables
and this reduces the ODE to
The solution of this satisfying the condition that P (v) → 0 as v → ∞ is
and we deduce that for some constant c,
We see that the solution has emerged naturally as
where Φ is the Gaussian CDF. The asymptotic differential equation is scale invariant so we have to determine d by other means. It is possible that it might be possible to determine it by a matching argument, but it is simpler to now appeal to other known properties of the Student distribution. In [10] the tail behaviour of the Student CDF was determined (see Eqns. (60-62) of [10] ) and we can deduce that
If we step back from these calculations it becomes clear what is happening. The Recycling ODE is starting to reconstruct a solution that combines the change of variable w = 1 − Φ(v) with the asymptotic power series of the ordinary Student quantile.
Comparison with traditional asymptotics
Expansions of Cornish-Fisher type can be found in the statistics literature. One that is reasonably well known is the expansion of the Student random variable t in terms of the Gaussian random variable z, for larger values of the degrees of freedom n. It is quoted, for example, as identity 26.7.5 of [1] .
An equation of true Cornish-Fisher type (cf identity 26.2.49 of [1] ) can be obtained by transforming (provided n > 2) to a variable s with unit variance: s = t 1 − 2/n and re-expanding in inverse powers of n. That Eqn. (36) is somehow incomplete is evident by the fact that z appears in every term, z 3 in all but the first, and so on. The matter is resolved nicely by first observing that 
and so on. So the series solution of the differential equation constitutes a resummation of the known asymptotic series where the coefficient of each power of z is computed exactly.
Accuracy and numerical methods
We now turn to the quality of the results. This can be assessed precisely by the use of an exact representation of the composite function F −1 N (Φ(z)), where Φ is the normal CDF and F n the Student CDF. The exact formula for the Student CDF for all real n is given in terms of inverse beta functions by Shaw [10] , and there are known simpler forms for n = 1, 2, 4. These are also given in [10] and are also now available on the Wikipedia page on quantile functions [9] . The case n = 4 is an interesting case as it is known exactly, is the boundary case where kurtosis is infinite, and there is some evidence from work by Ferguson and Platen [5] that it is a good case for modelling daily world index log-returns. We shall therefore develop this in some detail. It turns out that working as far as c 10 is a useful point. A detailed calculation shows that the precision (i.e. relative error) of the central power series is then less than 2 × 10 −5 on |z| < 4. For this case we find that 59490133995901375e-16*y)*y))))))) ))
To treat the tail regions |z| > 4 with corresponding accuracy when n = 4 it is sufficient to use just two terms of the known tail series. This gives us, in general, for the positive tail (the negative tail being treated by symmetry)
and for the case n = 4:
The optimal crossover is then in fact at z = 3.93473 with maximum relative error less than 1.4 × 10 −5 over the entire range of z
Purely numerical methods
The analysis for the Student t case, although rather specialized, also allows the appraisal of direct numerical schemes. The direct numerical solution of the RODE can be done using standard methods. Within Mathematica version 6, the use of NDSolve with high precision and accuracy goals, explicit Runge-Kutta and sixth-order differences leads to an precision of better than 5 × 10 −8 on the range |z| < 6, which is excellent. Of course, one must also consider sampling efficiency issues arising from such interpolated numerical schemes, but they can be made the basis of a further, e.g. rational approximation if speed is an issue. Such a numerical scheme will be exploited in the examples considered below.
Hyperbolic and Variance Gamma
In this section we move to other distributions of interest to finance. First we consider the hyperbolic distribution, and then the variance gamma. These will have in common a non-normal base distribution, and will illustrate the use of a 2-sided exponential base instead.
Hyperbolic quantile from exponential base
This was originally motivated by Bagnold's classic study of sand [2] , and was given a clear mathematical description by Barndorff-Nielsen [3] , who also generalized it. The applications to finance have been explored Eberlein and Keller [4] . A direct treatment of the quantile function for the symmetric case has been given by Xiong [13] . He we shall explore the conversion of samples from a suitable exponential distribution to samples from the hyperbolic. Hyperbolic distributions can of course be sampled as random mixtures of a normal distribution. Our method facilitates the use of hyperbolic marginals coupled to an arbitrary copula, and and this example also illustrates how cleanly the choice of a suitable base simplifies the computations of the quantile -the exponential base regularizes the tail in an elegant way. The probability density function is known explicitly as
where γ = α 2 − β 2 , with |β| < α > 0. In what follows we shall translate the origin so that µ = 0, with density
The H-function for the target distribution is given by the negative of the logarithmic derivative:
and it is evident that for large x,
Bearing mind that the exponential distribution is characterized by a constant H-function, we will use a pair of exponential distributions for the base case.
In order to get the proportion of the random variables that are positive and negative correct, we let
The quantile function for sampling from f 0 has the trivial form:
So samples from the base can be made easily. To convert them into samples from the hyperbolic we solve a left and right differential equation. The right problem is of the form
on v > 0 with the initial condition Q(0) = 0 and
The left problem is
on v < 0 with the initial condition Q(0) = 0 and
The solution to this differential system is readily visualized as a kind of 'QQ' plot. If we use a sixth-order explicit RK method as before, with parameters α = 1 = δ, β = 0 for illustration, the result is show below, together with the identity map (diagonal line). 
VG quantile from exponential base
The variance-gamma density was introduced by Madan and Seneta [8] as a model for share market returns. The density is given, for λ > 0, α > 0, |β| < α, by
In the region x > 0 the H-function is given by
In the region x < 0 the H-function is given by
(55) These asymptotic relationships suggest that the VG model may be treated in a similar way to the hyperbolic case, as the asymptotics are closely related with a good match to the exponential base. This time the probabilities p ± are given by
where we have used identity 6.621.3 from [1] to evaluate the integrals giving the probabilities that the VG random variables is positive or negative. It is easily checked that if β = 0 then p + = p − = 1/2. The difference between VG and hyperbolic is that in the case of VG the details of what has to be done are sensitive to the value of λ. First, we note that if λ = 1 the VG model is trivial as it is identical to the base, so that Q(v) ≡ v. If λ > 1 matters remain reasonably straightforward, as both f and H exist at v = 0, with H(0) = 0. The recycling ODE may be solved as before, though many steps may be needed near v = 0 if λ remains close to and just above 1. When 0 < λ < 1 matters are more complicated, as then H(0) is divergent, and furthermore the density becomes singular in the range 0 < λ ≤ 1/2. The density has a log divergence when λ = 1/2, and otherwise diverges as x 2λ−1 . All of these issues may in principle be addressed by doing analytical estimates in a small neighbourhood of the origin and starting the numerical treatment at a small distance from the origin -as noted several different cases must be considered and full details will be given elsewhere.
Conclusions
In the post-credit-crunch environment, risk simulations depend critically on having a realistic (fat-tailed) model of asset returns. The methods developed here allow traditional Gaussian samples to be converted to other distributions via the application of the solution differential equation to the samples. We have given an explicit example for the Student t case, where a power series emerges coupled to a tail model. Other more complicated distributions with an explicit density may be handled similarly or numerically, and other base distributions may be treated.
These methods also simplify the use of a Gaussian or T-copula, since the two steps of mapping to the unit hypercube and back to the marginals may be folded together into one operation, where the solution to the RODE is applied directly in one step.
Of course, the methods developed here rely on the ability to compute the logarithmic derivatives of the target and base densities. Where the target density is not known explicitly, but whose characteristic function is known, other methods must be used. Investigations of the resulting integro-differential equations will be reported elsewhere.
