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Abstract— Radioactivity is the spontaneous emission of energy from unstable atoms. Radioactive sources have radionuclides.
Radioactive sources undergoes radioactive decay and emits gamma rays and subatomic particles, constituting the ionizing radiation.
The gamma ray energy of a radionuclide is used to determine the identity of gamma emitters present in the source. This paper
describes the hardware implementation of subtractive clustering algorithm to perform radionuclide classification in order to identify
them.
Keywords— Reconfigurable hardware, radioactive sources, subtractive clustering, data classification.
Resumo— A radioatividade é a emissão espontânea de energia a partir de átomos instáveis. Fontes radioativas possuem radionu-
clídeos, os elementos radioativos. Radionuclídeos sofrem decaimento e emitem raios gama e partículas, constituindo a radiação
ionizante. A energia de raios gama de um radionuclídeo é usada para determinar a identidade de emissores gama presentes na
fonte. Este artigo descreve a implementação em hardware do algoritmo de agrupamento subtrativo para executar a classificação de
elementos radioativos, visando a sua identificação.
Keywords— Hardware reconfigurável, elementos radioativos, agrupamento subtrativo, classificação de dados.
1 Introdução
Elementos radioativos, também chamados de radionu-
clídeos, são átomos com núcleos instáveis, ou seja, nú-
cleos com excesso de energia que não pode ser man-
tida indefinidamente. A busca por um estado mais es-
tável ocorre naturalmente com a emissão do excesso
de energia em forma de partículas e ondas eletro-
magnéticas. Esse processo de alteração espontânea
é chamado de radioatividade. As partículas e on-
das eletromagnéticas emitidas neste processo recebem
genericamente o nome de radiação. Esta é uma ra-
diação ionizante, ou seja, uma radiação que possui
energia suficiente para ionizar átomos e moléculas.
Essa característica torna a radiação ionizante poten-
cialmente danosa aos seres vivos (Grupen, 2010).
O princípio básico da proteção radiológica es-
tabelece que todas as exposições a radiação devem
ser mantidas tão baixas quanto razoavelmente exe-
quíveis (ALARA - As Low As Reasonably Achievable)
(Tauhata, 2003). Isto significa que exposições a ra-
diação ionizante devem ser controladas e justificadas,
tanto para trabalhadores da área quanto para indiví-
duos do público.
A identificação de radionuclídeos é importante
para a proteção radiológica em atividades no campo,
ajudando na tomada de decisão. Por exemplo, em
aeroportos a identificação correta de um radionuclídeo
sendo transportado, mesmo que este esteja documen-
tado, pode definir se o transporte é legal ou não.
Equipamentos para identificação de radionu-
clídeos no campo precisam ser portáteis. Existem
hoje no mercado cerca de uma dezena de equipamen-
tos que realizam esta tarefa. Mas a tarefa de identifi-
cação sofre a influência de muitos fatores, o que pode
degradar a resposta desses equipamentos (Blackadar
et al., 2006). Estes fatores afetam principalmente a
calibração dos equipamentos, fazendo com que espec-
tro da energia detectada não seja corretamente inter-
pretado.
O objetivo deste trabalho é contribuir para a mel-
horia de desempenho da tarefa de identificação de ra-
dionuclídeos, utilizando uma implementação em hard-
ware do método de agrupamento subtrativo. O método
de agrupamento, neste caso, é aplicado sobre o con-
junto de dados de energia detectada.
O restante do artigo é organizado como segue:
primeiro, na seção 2, são demonstrados os princípios
da detecção de radiação nuclear. Na seção 3 é apre-
sentado o algoritmo de agrupamento subtrativo. De-
pois, na seção 4, é descrita a arquitetura de hardware
proposta, destacando o paralelismo que se buscou im-
plantar ao circuito. Logo, na seção 5, são apresentados
os resultados obtidos. Ao final na seção 6, discute-se
algumas conclusões e os direcionamentos para futuros
trabalhos.
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2 Detecção de radiação nuclear
A radiação constitui o transporte de energia através
de um meio. Isso inclui todo o espectro eletromag-
nético de ondas, como as ondas de rádio, micro-
ondas, luz, infravermelho visível, ultravioleta, raios X
e raios gama. Inclui também as partículas dotadas de
massa, como as partículas alfa e beta. Neste trabalho
trataremos das radiações ionizantes, ou seja, que pos-
suem energia suficiente para ionizar a matéria. Es-
tas radiações podem arrancar elétrons de seus átomos,
provocando a ionização e modificando as moléculas
(Tsoulfanidis, 1995).
As radiações são emitidas por um átomo para
que este chegue a um equilíbrio, pois tudo que ex-
iste na natureza tende a permanecer em um estado
estável. Os átomos instáveis, também chamados de
radionuclídeos ou radioisótopos, necessitam passar
por um processo de emissão do excesso de energia,
a radioatividade. Portanto, a radioatividade é a al-
teração espontânea de um tipo de átomo em outro
com a emissão de radiação para atingir a estabilidade
(Henriksen, 2003). Quando a instabilidade está no nú-
cleo atômico, ocorre o que é chamado de radiação nu-
clear.
Os átomos instáveis podem emitir três tipos ra-
diação do núcleo, em um processo chamado decai-
mento: alfa, beta e (gama). Nessa emissão eles se
transformam em outro elemento, que pode continuar
sendo instável ou não. As radiações alfa e beta são
partículas que possuem massa e são eletricamente car-
regadas.
Os raios gama, assim como os raios X, são on-
das eletromagnéticas com grande poder de penetração.
Quando um núcleo decai por emissão de radiação alfa
ou beta, em geral o núcleo residual está fora da config-
uração de equilíbrio, emitindo a energia excedente sob
a forma de radiação gama (NOUAILHETAS, 2003).
Um sistema de detecção de radiação nuclear gama
é constituído de duas partes: um dispositivo detector
e outro de medida. A interação da radiação com o
sistema ocorre no detector e o sistema de medida in-
terpreta esta interação. A fim de detectar a radiação
gama, detectores especiais são necessários, chamados
de cintiladores. Esses detectores são capazes de emitir
luz (fótons) quando a radiação ionizante transfere para
eles toda ou parte da sua energia. Essa luz é detectada
por um fotomultiplicador, acoplado oticamente ao cin-
tilador, que fornece à saída um sinal elétrico cuja am-
plitude é proporcional à energia depositada. Para a
radiação gama, o cintilador mais utilizado é o cristal
de Iodeto de Sódio ativado com Tálio, NaI(Tl).
A propriedade desses detectores de fornecer um
sinal elétrico proporcional à energia depositada per-
mite a criação de um espectro da energia gama emi-
tida por um radionuclídeo. O equipamento utilizado
em espectrometria gama inclui, além do detector de
radiação, um amplificador e um classificador de altura
de pulso, ou seja, um analisador multicanal. Este con-
junto é mostrado na Figura 1 e tem por resultado um
histograma armazenado na memória. A visualização
dos dados desta memória pode ser usada para os estu-
dos de decaimento radioativo e para a identificação do
radionuclídeo, considerando que cada radionuclídeo
possui um esquema de decaimento único pelo qual
pode ser identificado (Kahn, 2006).
Cristal 
NaI(Tl) Fotomultiplicador Amplificador MCA
Alta tensão
Histograma
Figura 1: Sistema de espectrometria gama.
A Figura 2 mostra um espectro, gerado por simu-
lação, que ilustra como esses pontos se distribuem. O
eixo horizontal representa os canais para um ADC de
12 bits e o eixo vertical representa o número de vezes
que cada valor de energia foi verificado neste conjunto
de amostras. O espectro representa uma fonte radioa-
tiva composta por Césio-137 (Cs-137) e Cobalto-60
(Co-60). Nesta representação, 4096 canais correspon-
dem a 2,048 MeV no espectro de energia. O primeiro
pico no canal 1324 é característico do Cs-137 (0,662
MeV), enquanto o segundo, no canal 2340, e o terceiro
no canal 2666 correspondem aos valores de energia
característica do Co-60.


















Figura 2: Espectro de energia simulado de uma fonte
com Cs-137 e Co-60.
A identificação correta do radionuclídeo é crucial
para planejar medidas de proteção radiológica, espe-
cialmente em situações de emergência, pois permite
definir o tipo da fonte de radiação e seu potencial de
dano, despertando interesse também para aplicações
em campo, em áreas de segurança, locais de grande
circulação de pessoas e em grandes eventos. Isto em
função de permitir uma tomada de decisão mais ágil,
sem a necessidade de esperar por resultados que só
poderiam ser conseguidos em laboratório.
Os esforços para uma correta identificação se con-
centram no desenvolvimento de detectores com maior
resolução, no uso de um ADC estável e rápido e em
bons amplificadores, com baixo ruído e boa confor-
mação do sinal. Também se concentram na interpre-
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tação correta e rápida dos dados, o que no caso de sis-
temas portáteis é ainda mais importante.
Na prática, a identificação do radionuclídeo é re-
alizada por uma busca no espectro pelos valores lis-
tados de energias características que correspondem a
cada radionuclídeo. Essa busca pode ser feita anal-
isando visualmente o espectro e comparando as en-
ergias encontradas com as listadas em estudos anteri-
ores. Também pode ser feita de forma automática por
software.
Os métodos para encontrar as energias caracterís-
ticas, e identificar o radionuclídeo, sempre buscam os
endereços da memória com o maior número de ocor-
rências, o que corresponde aos picos de energia do
espectro. As variações nos algoritmos que realizam
essa busca não são muito grandes e a maioria dos
softwares podem chegar a bons resultados. Porém,
quando se trata de aplicações no campo, com equipa-
mentos portáteis de identificação de radionuclídeos, a
resposta desses algoritmos, rodando em processadores
de propósito geral, leva a um período de processa-
mento muito grande para a aplicação.
O que ocorre em alguns casos é que o algoritmo
tem de ser simplificado, o que leva a erros de interpre-
tação dos dados, com falsos positivos, falsos negativos
ou desempenho comprometido com a identificação de
apenas um radionuclídeo (Blackadar et al., 2006).
Neste trabalho buscamos um método de interpre-
tação dos dados de energia, provenientes do sistema de
detecção, que possa ser correto e rápido, mesmo para
aplicações portáteis. Foi desenvolvido para isso uma
arquitetura de hardware que realize a classificação dos
dados convertidos pelo ADC. Neste caso a memória
não é incrementada em contagens nos endereço a cada
ocorrência de uma determinada energia. A memória
guarda os dados convertidos pelo ADC, em endereços
subsequentes, durante um intervalo de tempo. A ar-
quitetura proposta realiza a classificação através de um
método de agrupamento, que será explicado na Seção
3.
3 Algoritmo de agrupamento subtrativo
O agrupamento de dados é uma tarefa, de aprendizado
não-supervisionado, que objetiva a separação de um
conjunto de dados em um certo número de grupos ou
subconjuntos (Oliveira, 2007). Sendo uma tarefa não-
supervisionada, os processos de classificação se de-
senvolvem sem a utilização de rótulos específicos para
os objetos (Jain, 1988). Esta é uma razão que torna
os métodos de agrupamento inerentemente apropria-
dos para aplicações on-line (Filev, 2007).
Foi visto na Seção 2 que a tarefa de identificar
radionuclídeos passa pela classificação dos valores de
energia gama depositada no detector. A presença de
um radionuclídeo próximo a este detector ocasiona o
aparecimento de um ou mais valores de energia, car-
acterística desse radionuclídeo, com maior frequên-
cia neste conjunto de dados. A maior frequência de
aparecimento de uma determinada energia no conjunto
de dados pode ser vista como um agrupamento de da-
dos, cuja a similaridade é o valor de energia.
A quantidade desses valores de energia caracterís-
tica varia para diferentes radionuclídeos. Também o
número de radionuclídeos em uma amostra radioativa
pode variar. Portanto, a quantidade de valores de ener-
gia característica em um conjunto de dados, que rep-
resenta o número de agrupamentos, pode variar bas-
tante e não deveria ser predefinido. Caso fossem, agru-
pamentos que identificam um radionuclídeo poderiam
ser não reconhecidos, e outros reconhecidos poderiam
identificar elementos não presentes na amostra radioa-
tiva. Portanto, é conveniente o uso de um método de
agrupamento que não necessite, como parâmetro para
o algoritmo ser executado, do número de agrupamen-
tos que deve ser encontrado.
A escolha do método de agrupamento a ser uti-
lizado baseou-se na tentativa de encontrar caracterís-
ticas de maior simplicidade computacional, sem a ne-
cessidade de parâmetros de entrada que limitassem a
priori o número de agrupamentos encontrados. O al-
goritmo de agrupamento subtrativo foi o que mais se
aproximou dessas características.
O método de agrupamento subtrativo (Chiu,
1994) usa uma função similar ao método da montanha
(Yager, 1993), onde o valor da função é chamado de






, onde α = 4
r2a
(1)
Na Equação 1, Pi é o valor potencial no ponto
i, xi é o ponto atual e ra uma constante positiva,
chamada de raio do agrupamento. O valor ra tem
influência no número de centros de agrupamentos en-
contrados. Com um raio ra menor, o número de agru-
pamentos tende a ser maior. Se o raio ra for grande o
suficiente para incluir todo o conjunto de dados, so-
mente um agrupamento será encontrado. Para este
projeto o valor de ra deve ser definido para que mais
de um centro de agrupamento seja encontrado, possi-
bilitando que mais de uma energia característica de ra-
dionuclídeo seja encontrada no conjunto de amostras.
Deve ser mantido, entretanto, em um valor que lim-
ite o número de centros de agrupamento em algumas
unidades, para diminuir a descoberta de energias car-
acterísticas não presentes nas amostras.
Os dados devem ser normalizados, ou seja, é as-
sumido que os pontos de dados são delimitadas por
uma unidade de hipercubo. A normalização pode ser
feita com o maior valor do conjunto de amostras di-
vidindo o módulo ||xj − xi||, a distância euclidiana
entre os pontos usados e xj .
O valor potencial associado a cada um dos pontos
depende da sua distância em relação a todos os seus
vizinhos. Considerando a Equação 1, um ponto que
tem muitas amostras em sua vizinhança terá um valor
elevado de potencial, enquanto um ponto remoto terá
um baixo valor de potencial. Depois de calcular o po-
tencial de cada ponto, um a um, digamos que o ponto
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x∗i possui o maior valor potencial P ∗i . Dessa forma
x∗i será selecionado como o primeiro centro de agru-
pamento. O potencial de cada ponto é então reduzido
conforme definido pela Equação 2. Até que o critério
de parada seja satisfeito, o algoritmo continua a se-













Na Equação 2, P (t+1)i é o novo valor potencial
calculado para o ponto i, P (t)i é o valor potencial at-
ual do ponto que está sofrendo redução e β = 4/r2b
representa o raio de vizinhança para o qual uma sig-
nificante revisão de potencial irá ocorrer. Os pontos
com maior proximidade do primeiro centro de agrupa-
mento (x∗i ) terão uma redução maior no valor poten-
cial, tornando estes pontos menos prováveis a serem
selecionados como o próximo centro de agrupamento.
O valor de rb deve ser igual ou maior que o valor de
ra para evitar centros de grupos muito próximos. O
método de agrupamento subtrativo pode ser descrito
brevemente pelos 4 passos a seguir:
• Passo 1: Usando (1), calcular o potencial Pi para
cada ponto ou amostra, 1 ≤ i ≤ n;
• Passo 2: Selecionar o ponto x∗i , considerando o
maior valor potencial P ∗i ;
• Passo 3: Revisar o valor potencial de cada ponto,
de acordo com a função (2);
• Passo 4: Se o valor máximo encontrado
MaxPi ≤ ǫP
∗
i , onde ǫ é o raio de rejeição, con-
clui a computação; se não, encontra o próximo
ponto que tem maior valor e retorna ao passo 3.
O algoritmo de agrupamento subtrativo foi tes-
tado utilizando uma ferramenta disponível no ambi-
ente MatLab chamada subclust (MathWorks, 1999). O
objetivo destes testes foi verificar se amostras de val-
ores de energia gama, captadas em detectores em pre-
sença de radionuclídeos, poderiam, ao passar pelo pro-
cessamento realizado por este algoritmo, indicar agru-
pamentos correspondentes com esses valores de ener-
gia característica. Logo, um conjunto de dados com
valores de energia, representados numericamente por
valores de canais de um ADC, foram fornecidos como
entrada para o algoritmo.
Na Figura 2, a marca circular no primeiro e se-
gundo picos mostra o resultado da aplicação do algo-
ritmo de agrupamento subtrativo. O centro do agru-
pamento encontrado é muito próximo (um canal para
a esquerda) do resultado esperado. Com os parâmet-
ros de configuração ajustados no algoritmo, o terceiro
pico não foi encontrado. Este resultado pode ser al-
terado com um ajuste do raio ra na Equação 1 e mais
centros de agrupamento podem ser encontrados. Isso
foi realizado em outros testes.
A identificação desses valores de energia na
amostra é suficiente para permitir que esse resultado
seja usado, em um processamento complementar, para
descobrir que os dados fornecidos pertencem a uma
fonte radioativa com Cs-137 e Co-60. Isso permite
concluir que o método de agrupamento subtrativo
pode ser usado para realizar a classificação desses val-
ores de energia em um sistema de identificação de ra-
dionuclídeos.
4 Arquitetura de hardware proposta
A Figura 3 mostra a macro-arquitetura, formada por
duas unidades. Chamaremos de UAS, unidade de agru-
pamento subtrativo, a unidade onde se processa toda a
computação aritmética, descrita anteriormente, para o
cálculo dos potenciais de cada ponto no algoritmo de
agrupamento subtrativo.
O outro componente desta macro-arquitetura será
chamado de UCAC, unidade de carga, armazenamento
e controle, que disponibiliza à UAS o conjunto de
amostras para a seleção dos centros de agrupamentos
e armazena os resultados dos potenciais calculados de
cada amostra, possuindo portanto duas memórias in-
dependentes. Este componente possui também o con-
trolador da UAS.
Figura 3: Diagrama da macro-arquitetura: UAS e
UCAC.
A unidade de agrupamento subtrativo (UAS) ex-
ecuta a computação aritmética necessária para a
obtenção dos potenciais das amostras/pontos no pro-
cessamento do algoritmo. Como mostrado na Figura
4, ela é formada por dois componentes, EXP1 e
EXP2, que realizam a computação do valor exponen-
cial e−α||xj−xi||2 , e o componente SOMADOR para re-
alizar o somatório dos resultados de EXP1 e EXP2 no
cálculo da Equação 1. Cada componente da UAS pos-
sui a sua unidade de controle independente.
Baseando-se na Equação 1 e nas explicações da
Seção 3, o componente UAS precisa, para calcular o
potencial no ponto i, do valor numérico xi e do valor
numérico de todos os pontos do conjunto de amostras
(xj) para realizar o somatório. Cada componente EXP
realiza a computação de um fator (e−α||xj−xi||2) do
somatório da Equação 1, sendo calculado dois fatores
em paralelo por vez. Desta forma, cada valor xi pode
ser registrado e fornecido aos componentes EXP1 e
EXP2 da UAS durante o cálculo do potencial no ponto
i. Isto é feito no registrador Xi que disponibiliza o
valor através do multiplexador 1.
A arquitetura proposta buscou uma simplificação
do hardware através da representação numérica de
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Figura 4: Unidade de agrupamento subtrativo - UAS.
números reais em forma de frações de inteiros. Esta
representação numérica é baseada no modelo Frac-
tional Fixed Point (FFP) (Santi-Jones, 2008). Por-
tanto, no cálculo de cada valor e−v pelo hardware,
onde v = α||xj − xi||2, o valor v será tratado não
como um número real, mas com uma fração de in-
teiros. Sendo α uma constante com valor inteiro, xj
e xi também valores inteiros, o valor v também é um
inteiro. Porém, os dados que o algoritmo de agru-
pamento subtrativo processa precisam ser normaliza-
dos. Para que sejam normalizados entre 0 e 1, neste
caso, basta que o maior valor do conjunto de amostras
(xmax) seja usado para dividir o valor ||xj − xi||. As-
sim o valor v, do qual será calculado o fator e−v, passa









A fração definida na Equação 3 é montada den-
tro dos componentes para cálculo do valor exponen-
cial (EXP1 e EXP2) que recebem os valores xj e xi
pelo barramento de dados duplo (BD), registrando o
valor xi. O valor xmax, que não é alterado durante
o cálculo, é registrado na UCAC, também a partir do
barramento BD.
A arquitetura de hardware proposta buscou outra
simplificação ao realizar a computação usando uma
aproximação a polinômios quadráticos pelo Método
dos Mínimos Quadrados (MMQ) (RUGGIERO,
1988). Desta forma, um polinômio quadrático é ajus-
tado à exponencial e−v em um intervalo definido de
v. Foram escolhidas cinco faixas para aproximação:
v ∈ [0, 1[, v ∈ [1, 2[, v ∈ [2, 4[, v ∈ [4, 8[ e
v ∈ [8,+∞[. O valor Nv/Dv na Equação 4 é equiv-
alente a v. Os coeficientes são Na/Da, Nb/Db e
Nc/Dc. Para cada faixa de aproximação foram cal-





















Os resultados das operações citadas podem ser
representados em forma de fração. Porém, nessas
operações, tanto o numerador quanto o denominador
podem exceder o tamanho em bits manipulado pelo
hardware. Em uma operação de multiplicação entre
frações, por exemplo, o numerador Na × Nb irá ap-
resentar 2n bits de maneira generalizada, uma vez que
Na e Nb possuam n bits cada um. Logo no hard-
ware proposto, qualquer fração que resulta da oper-
ação de outras frações deve ter o seu numerador e
denominador ajustados para o número n de bits us-
ado, antes da próxima operação. Este processo de
Enquadramento, faz parte do hardware dos compo-
nentes EXP e SOMADOR da UAS.
Com a representação numérica e a aproximação
por polinômios escolhidas, o hardware foi desen-
volvido para operar com operações aritméticas de
soma, subtração e multiplicação de frações. Neste de-
senvolvimento buscou-se que as operações fossem ex-
ecutadas de forma paralela, sempre que possível, para
a computação do valor do polinômio.
Uma característica importante da arquitetura pro-
posta neste trabalho é possibilitar que mais unidades
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(a) Bario-133 (b) Európio-152
(c) Césio-137 e Bário-133 (d) Cobalto-60
Figura 6: Espectros testados.
de agrupamento subtrativo (UAS) sejam acrescentadas
para operar em paralelo. Isto fornece maior flexibil-
idade à implementação do hardware, permitindo que
se avalie o ganho de desempenho em função da área
utilizada.
Cada componente UAS calcula, em paralelo com
as outras unidades, o potencial de um ponto i, o valor
Pi da Equação 1. Para que não seja necessário um au-
mento no número de sinais de controle fornecidos pelo
componente UCAC a medida que novos componentes
UAS sejam acrescentados, o próprio componente UAS
deve enviar e receber alguns sinais de controle em co-
municação com o componente UAS subsequente. A
Figura 5 mostra o acréscimo de componentes UAS em
paralelo, com os sinais de controle entre os mesmos.
Esta figura mostra também as memórias (MD e MP) e
o controle principal da arquitetura, que fazem parte do
componente UCAC.
5 Resultados
Conjuntos de dados referentes a outros radionuclídeos
foram testados utilizando a simulação no ModelSim e
apresentando resultados coerentes. A Tabela 1 apre-
senta os testes realizados. A Figura 6 apresenta os es-
pectros correspondentes.
Os agrupamentos encontrados da Tabela 1 são ap-
resentados na ordem em que foram descobertos pelo
algoritmo. No primeiro item, referente ao teste com o
radionuclídeo Bário-133, verifica-se que os dois picos
principais são bem aproximados nos canais encontra-
dos.
No segundo item, o teste com o radionuclídeo
Európio-152, dois dos três picos principais de energia
característica são encontrados, sendo isto suficiente
para caracterizar o radionuclídeo. No teste com o ter-
ceiro item verifica-se que os três canais encontrados
se aproximam dos três picos que serviriam para car-
acterizar os dois radionuclídeos presentes na amostra.
Isto demonstra a capacidade do algoritmo, processado
pela arquitetura proposta, de encontrar mais de um ra-
dionuclídeo presente em uma amostra.
O teste com Co-60, o quarto item, foi realizado
com dados de um sistema real de detecção baseado
em detector de Iodeto de Sódio. Os dois valores de
energia característica desse radionuclídeo são os dois
últimos picos da Figura 6–(d). Nota-se que neste es-
pectro estes picos não são os valores de maior con-
tagem. Isto pode ocorrer com alguns sistemas de de-
tecção. Somente o terceiro valor encontrado, o canal
837, se aproxima de um canal de energia caracterís-
tica para o Co-60, o valor do pico em 815. Mesmo
essa aproximação sendo bem menor do que nos casos
anteriores, o resultado serviria para identificá-lo com
algum grau de certeza.
Será mostrada a seguir a aplicação do algo-
ritmo de agrupamento subtrativo em um processador
MicroBlazeTM para avaliar o tempo de processamento
em software embarcado. Essa avaliação serviu para
verificar o ganho de desempenho que uma solução em
hardware, como a proposta neste trabalho, traz à exe-
cução de algoritmos de agrupamento.
Nesta implementação foram utilizados os quatro
conjunto de amostras testados anteriormente, que rep-
resentam os espectros de radionuclídeos da Figura 6.
O algoritmo de agrupamento subtrativo foi realizado
em C, com as iterações necessárias para calcular o po-
tencial de cada uma das amostras fornecidas.
Os mesmos conjuntos de amostras foram usa-
dos em simulações utilizando o ModelSim em qua-
tros situações, variando o número de unidades UAS
de um a quatro. Os resultados com o número de ci-
clos e segundos (frequência de 50 MHz) para proces-
samento dos agrupamentos são mostrados na Tabela
2. Esta tabela apresenta o número de amostras/pontos
fornecidos por cada espectro. O teste com o conjunto
maior de amostras (Co-60) não foi processado pelo
MicroBlazeTM.
Os resultados mostram que a tarefa de proces-
sar os dados de agrupamento em software embarcado
pode comprometer uma aplicação que exija respostas
mais rápidas como, por exemplo, o caso de instrumen-
tos portáteis. Pode-se constatar também que o uso de
hardware digital dedicado oferece um ganho em de-
sempenho que pode viabilizar aplicações com grande
demanda de processamento. Outra informação que
pode ser retirada dos resultados se refere a vantagem
de se construir uma arquitetura de hardware com flex-
ibilidade para a escalabilidade, permitindo que seja
diminuído o tempo de processamento de forma in-
versamente proporcional ao acréscimo de unidades de
cálculo em paralelo.
A arquitetura foi implementada com a ferramenta
Xilinx ISE em uma FPGA Spartan 3E. Para a avaliação
da área ocupada foi considerado o número de slices
ocupados e o número de LUTs e flip-flops utilizados.
A Figura 7 apresenta um gráfico de barras com estes
números e com valores percentuais de ocupação em
função do aumento no número de unidades UAS na ar-
quitetura. Para a FPGA Spartan 3E não foi possível
a implementação de mais de duas unidades em par-
2227














































Figura 5: Escalabilidade da arquitetura.
Tabela 1: Radionuclídeos testados e resultados encontrados
Radionuclídeo Energias Canais Agrupamentos
características (keV) correspondentes encontrados (canais)
Bário-133 (Ba-133) 81 e 356 162 e 712 161, 711 e 160
Európio-152 (Eu-207) 122, 245 e 344 244, 490 e 668 243 e 490
Bário-133 (Ba-133) 81, 356 e 662 162, 712 e 1324 165, 716 e 1326
e Césio-137 (Cs-137)
Cobalto-60 (Co-60) 1173 e 1333 815 e 919 469, 138, 837 e 857
alelo em função do número de LUTs ter ultrapassado





Flip Flops utilizados LUTs utilizadas Slices ocupados
Figura 7: Área ocupada em função do número de UAS
na Spartan 3E.
A arquitetura foi implementada também em uma
FPGA Virtex 6. A Figura 8 mostra um gráfico com a
ocupação de área nesta FPGA em função do número
de componentes UAS em paralelo.
Na Tabela 3 é apresentada a frequência máxima
de operação que pode ser usada nesta implementação
com a FPGA Virtex 6 em função do número de UAS.
6 Conclusões
A arquitetura proposta neste trabalho foi concebida









Flip Flops utilizados LUTs utilizadas Slices ocupados
Figura 8: Área ocupada em função do número de UAS
Virtex 6.
pamento que fornecesse um resultado correspondente
as energias características de radionuclídeos presentes
em amostras sob estudo. O algoritmo escolhido, de
agrupamento subtrativo, foi testado com o software
MatLab e apresentou resultados coerentes na identi-
ficação dos valores de energia gama característica. O
objetivo foi implementar este algoritmo em hardware
de forma que a execução fosse otimizada e mais rápida
possível.
A possibilidade de executar o algoritmo com op-
erações aritméticas de soma, subtração e multipli-
cação foi crucial para definir as estratégias para tornar
o hardware o mais paralelo possível. Isso foi pos-
sível em função do uso da representação numérica de
números reais em forma de frações de inteiros e da
2228
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Tabela 2: Comparação no número de ciclos para processamento
Espectros
Ba-133 Eu-152 Cs-137 e Ba-133 Co-60
Número de amostras 412 520 775 9654
Número de ciclos X103 / segundos(50MHz)
Microblaze 2739587,467 / 54,79 4364128,325 / 87,28 9690870 / 193,81 -
Hardware
1 UAS 12959,789 / 0,26 20644,026 / 0,41 45855,467 / 0,92 7115449 / 142,31
2 UAS 6479,890 / 0,13 10322,017 / 0,21 22927,735 / 0,46 3557724 / 71,15
3 UAS 4319,931 / 0,09 6881,344 / 0,14 15285,156 / 0,31 2371816 / 47,44
4 UAS 3239,949 / 0,06 5161,007 / 0,10 11463,867 / 0,23 1778862 / 35,58












aproximação da exponencial e−v por polinômios de
segundo grau.
Outra decisão que trouxe flexibilidade e ganho de
desempenho à arquitetura foi o desenvolvimento da
escalabilidade, que se resume na possibilidade de im-
plementar outras unidades de cálculo, as UAS, em par-
alelo. As simulações e a implementação em FPGA
permitiram verificar que esta solução traz um ganho de
desempenho que deve ser considerado na implemen-
tação do algoritmo, mesmo com o aumento na área
ocupada na FPGA. Esta solução também pode ser apli-
cada no desenvolvimento de outras soluções em hard-
ware que necessitem implementar escalabilidade.
Os resultados mostraram que a arquitetura pro-
posta cumpre o objetivo inicial de conceber um hard-
ware que desempenhe com eficiência a tarefa de ex-
ecutar o algoritmo de agrupamento subtrativo para
a identificação de radionuclídeos. A arquitetura de
hardware proposta neste trabalho é a parte principal
e base para o desenvolvimento de um equipamento
portátil de identificação de radionuclídeos.
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