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Summary
Nowadays, along with the advances in imaging and storage technology, there
has been an accentuated contradiction between the fast increasing sets of large-
volume imagery and limited number of skilled image analysts. Rapid image
triage (RIT) which leverages split-second human perceptual judgement via the
interpretation of electroencephalogram (EEG) signals, can effectively improve
the efficiency of imagery screening. This thesis is mainly concerned with devel-
oping novel single-trial EEG signal processing methods which are the backbone
of RIT system, to augment visual target object detection. These novel single-
trial methods are characterized by explicitly exploiting the spatio-temporal prop-
agation of event related potentials (ERP) across the scalp, which are particularly
informative for ERP detection. Improvements regarding the RIT protocol are
also taken into account.
The measured scalp EEG signals are always contaminated by physiological arti-
facts and environmental artifacts. These artifacts are of much stronger amplitude
than the EEG signals and thus significantly deteriorate the decoding of infor-
mative cerebral signals. In this work, a non-sophisticated and highly effective
denoising approach is put forward to strengthen the signal-to-noise ratio (SNR).
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The approach performs spatial smoothing in a temporally adjusted space, in
which noises become less correlated and can be easily suppressed, while re-
taining inherent signals. The results from simulation experiments and real-life
experiments indicate that the proposed approach is well suited for RIT.
Single-trial feature extraction serves as an important mean of counteracting
“curse of dimensionality” which refers to the situation that a large volume of
data is required to achieve statistical significant result in a high-dimensional
space. By solely preserving underlying meaningful features, the RIT system
is less vulnerable to irrelevant and misleading information. Hence the opti-
mization problem in RIT can be greatly simplified. This work implements two
single-trial feature extraction methods, extending the common spatial pattern
analysis (CSP) to accommodate additional temporal structures. The incorpora-
tion of discriminative temporal information has been proven to be meaningful
and very effective as demonstrated in the comparison with competing methods
on real-life experiments.
The real-life experiments were conducted on the developed near real-time RIT
system, which is primarily designed for online broad-area imagery screening.
The RIT system integrates software platform with hardware devices. It stream-
lines the procedures and is characterized by an image analyst-centric protocol:
1) centering visual objects for convenient observation; 2) maintaining the spatial
information flow of imagery so as to avoid eliciting interfering brain signals.
The present work enriches conventional EEG signal processing toolbox with
several novel single-trial spatio-temporal denoising and feature extraction ap-
proaches, which lend RIT system significant discriminating capability. Further
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investigation of the properties and implementation of time-delayed CSP is very
promising because time-delayed CSP will be less vulnerable to the noise. In
addition, substantial field tests are also necessary for a full evaluation of RIT.
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1Chapter 1
Introduction
As a comprehensive outcome of rocketing development of multi-media tech-
nology, one may lost oneself in this information-explosion era when it becomes
practically difficult to fetch a piece of desired information at a short instant. This
is also the case when an image analyst looks for objects or images of interest
from a large-volume imagery database, the size of which expands concurrently
with the advances of imaging and storage techniques. The fast expansion of
database imposes an urgent demand of more well-trained image analysts, who
however cannot be mass produced like industrial products. As a result, most im-
ageries remain unexamined due to the insufficiency of skilled analysts (Kenyon,
2003).
Such a conflict has raised considerable research interests on the development
of effective triage techniques for rapid high-volume imagery screening during
recent years. Triage is a preliminary process that identifies a subset of images
containing mostly target objects and a few false positive images, which will
be followed-up by further inspection. Among those triage techniques, the brain
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computer integrated triage system which leverages human vision is very promis-
ing and is being intensively investigated, due to its unmatchable generalizing
capabilities. Since the human vision guided triage system heavily relies on the
decoding of brain signals, i.e. electroencephalogram (EEG), the key issue is to
develop novel signal processing methods tailored for triage task.
1.1 A Snapshot of Image Screening Strategies
1.1.1 Artificial intelligence based
Artificial intelligence is essentially the machine intelligence which aims to em-
ulate the functionalities of human intelligence such as reasoning, planning and
perception. Particularly, machine perception as one popular research topic, has
already led to lots of successful applications.
One of its mature applications is fingerprint screening. An individual can be
identified by automatically comparing his/her fingerprint with those in the database.
The screening method depends on extraction and comparison of individually
unique biometric (Jain et al., 1999), such as the characteristics of ridges (Jain
et al., 2007; Ji and Yi, 2008) and minutia points (Jea and Govindaraju, 2005;
Jianjiang and Feng, 2008). Handwriting recognition is another well explored
area, which makes sense in applications like bank checks and self-reading. Plen-
tiful studies have proposed specific approaches for character extraction (Kurni-
awan and Mohamad, 2009; Khan and Mohammad, 2008) and character recog-
nition (Rakshit and Basu, 2010; Adankon and Cheriet, 2009; Natarajan et al.,
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2008). Besides, there are algorithms specially designed for various linguistic
characters (Su et al., 2009; Zeng and Liu, 2008). Both fingerprint screening
and handwriting recognition step onto the stage of commercialization, but their
well-defined objectives and task-dependent approaches are casting doubts on
the potential of extending the technique to other implementations.
A relatively more general attempt is to develop a content based image retrieval
system. In this system, images in the database are indexed and screened accord-
ing to colors, shapes, textures and/or any other contents with respect to the query
(Lew et al., 2006; Jia et al., 2008). In a typical situation, content comparison us-
ing image distance measures is carried out to estimate the similarity between
images. However, the distance measures based on low-level features such as
color and shape are unreliable, due to factors like complex background, different
optical exposure and viewpoint. These factors are still obstacles for real-world
visual object recognition (Pinto et al., 2008). More importantly, there exists
a semantic gap between low-level features and high-level concepts (Smeulders
et al., 2000). For instance, it may be difficult to conclude whether an image
looks funny to a person, solely relying on the low-level features of the image.
In general, artificial intelligence has achieved great success in highly constrained
circumstances, but it is still facing the challenge of realizing a reliable, general-
purpose solution (Sajda et al., 2010).
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1.1.2 Human intelligence oriented
Although comparatively slower than artificial intelligence in terms of serial pro-
cessing speed, human intelligence is a marvel at other aspects, e.g. learning and
generalizing. Human beings are born with the abilities of conscious thinking,
associating and reasoning as well as sub-conscious feeling. In addition, they are
able to grasp and recognize the gist of an image just at a brief glance.
For these reasons, human vision system has always been a meaningful topic
(Burr and Morrone, 1987; Watt and Morgan, 1985; G. and Breitmeyer, 1992;
Nadenau et al., 2000; DeYoe et al., 2012; Leyton, 1986; Klein et al., 2010) and
has also been involved into a number of brain-computer interface (BCI) based
applications (Jia et al., 2007; Guo et al., 2008; Krusienski et al., 2007; Zhang
et al., 2010). Among these BCI applications, a recently emerging technique
termed rapid image triage (RIT) appears to be effective for targets (task-relevant
images) screening in large-volume imagery. It is neurophysiologically-driven
and leverages split-second human perceptual judgement capability (Mathan et al.,
2008; Gerson et al., 2006; Parra et al., 2008; Sajda et al., 2010).
Specifically in the context of RIT, targets are usually pre-defined objects that are
attentively searched for. The image screening is performed following the rapid
serial visual presentation (RSVP) protocol, which is essentially a visual oddball
paradigm (Thorpe et al., 1996; Gerson et al., 2006). That is, images are tempo-
rally aligned in sequence and are presented to an image analyst serially at a high
speed, e.g. 10 images per second. By virtue of the general-purpose and paral-
lel processing capability of human vision, the screening of images under great
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variations such as in scale, lighting and pose (bottlenecks for computer vision),
is narrowed down and simplified to a binary discrimination problem: only two
types of distinctive brain signals are to be differentiated, i.e. event-related po-
tentials (ERP) elicited by targets versus ERP elicited by non-targets (Sajda et al.,
2010). It should be highlighted that, this neurophysiologically-driven technique
has several advantages over conventionally manual, behavioral annotation: 1)
the time consumption of image analysis can be significantly reduced (Mathan
et al., 2008); 2) unlike trial-to-trial behavioral response the timing of which
suffers from substantial variation, ERP is well time-locked to the stimulus and
thus ensures precise localization of the image (Gerson et al., 2006; Sajda et al.,
2010); 3) it is believed that the exclusion of behavioral response from decision
can improve the processing and lower the decision threshold (Sajda et al., 2010).
Soon after the introduction of the first RIT prototype (Gerson et al., 2006), sub-
stantial work has been continuously undertaken to strengthen its features for the
purpose of accommodating more functionalities (Mathan et al., 2008; Huang
et al., 2007, 2008; Bigdely-Shamlo et al., 2008; Cowell et al., 2008; Poolman
et al., 2008; Wang et al., 2009; Shen et al., 2009; Sajda et al., 2010), some of
which are task-specific. The RIT technique has been either exploited in general
tasks such as image retrieval, or applied in special tasks like satellite imagery
analysis. Although these variants have their unique tastes on the purpose as well
as the means to achieve the purpose, they share a similar framework which com-
prises a white box (task procedure) and a black box (brain signal decoding). The
task procedure includes the preparation and presentation of images, while brain
signal decoding consists of denoising, feature extraction and classification.
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The performance demonstrated by the past work is very encouraging. However,
it shall be acknowledged that there are some common weaknesses. Firstly, ap-
propriate preprocessing such as denoising is necessary as noise-contaminated
ERP could undermine the overall performance, which however was either ne-
glected (Mathan et al., 2006; Cowell et al., 2008; Wang et al., 2009) or partially
addressed (Gerson et al., 2006; Bigdely-Shamlo et al., 2008). Secondly, the full
time course of ERP was unexplored which in fact could provide useful discrim-
inative information. Thirdly, a standard classifier may work well on datasets of
similar class sizes. However, RIT is an extreme case where the class sizes are
highly unbalanced. To be specific, the number of non-targets is much larger than
that of targets. Moreover, some inadequate efforts had been devoted to the de-
sign of a reasonable task procedure. Task procedure is critical in the sense that it
directly affects the image analyst’s performance which has further impact on the
classifier. For instance, an image analyst may find it difficult to identify an ob-
ject located on the corner of an image. Besides, the “visual surprise” (Einha¨user
et al., 2007) due to sudden change of spatial context can cause unexpected EEG
signals.
1.2 Objectives
This thesis is concerned with developing novel single-trial EEG processing meth-
ods which are capable of granting the brain computer integrated rapid image
triage system sound ERP detection performance. The specific objectives could
be grouped into two parts:
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 Algorithm-level
(1) designing a novel denoising approach for enhancing the SNR in the
context of RIT application;
(2) exploring and utilizing the discriminative temporal patterns of ERP
for robust feature extraction;
(3) managing the unbalanced classification problem.
 System-level
(1) easing the difficulties of observing target objects during RIT experi-
ments;
(2) minimizing the interfering EEG responses elicited by distractors.
This doctoral research contributes to the development of single-trial EEG sig-
nal processing methods as well as the system protocol design. Specifically, the
proposed denoising and feature extraction algorithms not only empower the RIT,
but also benefit other similar BCI applications which are single-trial binary clas-
sification based. Moreover, the fresh ideas brought up by these algorithms may
be useful and inspiring to EEG research community for inventing and enhanc-
ing closely related methods. Also, the explicit concern about protocol refine-
ment may help draw RIT researchers’ attention to the necessity of appropriately
exploiting human vision capability and behavior to boost RIT performance.
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1.3 Thesis Outline
Chapter 1 elaborates the practical values of researches on brain computer in-
tegrated rapid image triage system. An overview of past work with in-depth
interpretation of critical parts is provided, and is followed by the declaration of
research objectives.
Chapter 2 collects background materials which facilitate the familiarity with
this research. These materials will include the origin of EEG, typical EEG mea-
surement approaches, transient EEG activities and BCI applications. A detailed
review is given to abundant EEG signal processing methods, the physiological
basis and past development of RIT. Some of the signal processing methods that
will be frequently referred to in subsequent chapters are presented at the end of
the chapter.
Chapter 3 gives the overview of the RIT system developed by the author, and
describes the actual data collection procedure that was taken in real-life RIT
experiments. The recorded data forms the dataset for subsequent chapters.
Chapter 4 proposes a spatio-temporal denoising approach which has been eval-
uated and compared to some competing methods in simulated experiments and
real-life RIT experiments.
Chapter 5 presents a new single-trial EEG feature extraction algorithm which
acquires discriminative temporal information besides spatial information in real-
life RIT experiments. The relationship between the temporal information and
spatial information is discussed in details.
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Chapter 6 gives a single-trial bilinear EEG feature extraction algorithm which
maximizes the spatio-temporal separability between two conditions in real-life
RIT experiments.
Chapter 7 concludes the thesis with overall conclusions, inherent limitations
and possible solutions.




This chapter lays the foundation for familiarizing with current research. It starts
from the basic concepts about EEG and extends to various BCI applications. A
detailed review is given to the commonly used EEG signal processing methods,
the physiological basis and past development of RIT. It ends with some signal
processing methods which are frequently referred to in the following chapters.
2.1 EEG
The recording of electrical activities along the scalp is termed electroencephalo-
gram (EEG). The earliest clues of the existence of EEG on animals were pre-
sented by Caton (1875), and the first measurement of human EEG was con-
ducted by Berger (1929). Since then, EEG has become one of the first-line ap-
proaches for investigating the brain mechanism and functionality, together with
techniques such as magnetic resonance imaging (MRI) and computed tomogra-
phy (CT).
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2.1.1 Physiological background
The electrical activities on the scalp are the results of billions of neurons’ ac-
tivities after the volume conduction in the brain. The basic phenomenon of
a neuron’ activities is the post-synaptic potential, an electrical signal passing
from one neuron to another through a tiny structure termed synapse. Synapses
connect neurons and they together form a complicated communication network
which determines the cognitive functions of the brain. The post-synaptic po-
tential is induced when the neurotransmitter released by a presynatpic neuron
binds to the receptors in a postsynaptic dendrite. It leads to pair-wise flow of
ions in the dendrite. The flow of ions functions as extracellular current which
is considered to be the sources of the EEG signals (Niedermeyer and Lopes,
2004; Olejniczak, 2006). However, the electrical potential generated by a single
neuron is too weak to be captured. Instead, the scalp EEG is the recording of
the summation of the synchronous activities of a quantity of neurons with sim-
ilar spatial orientation. In addition, since the potential field decreases with the
square of the distance, most scalp EEG signals are attributed to sources near the
skull (Klein, 2007).
There are two types of EEG: transients and rhythmic activity. Rhythmic activity
can be divided into fixed bands in terms of frequency, e.g. delta (< 4 Hz), theta
(4-8 Hz), alpha (8-13 Hz) and beta (13-25 Hz) (Wolfgang and Klimesch, 1999;
Zietsch et al., 2007). The delta activity is normally observed in adults in slow
wave sleep and is frontally prominent. It is also seen in babies with posterior
prominence. Theta is usually seen in young children. When older children and
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adults are in drowsiness or arousal, theta is also observable. Alpha waves which
primarily originate from occipital lobe during eye closing and relaxation, are
thought to represent the activity of the visual cortex in an idle state. Beta is
closely related to motor behavior, active, busy or anxious thinking and active
concentration.
2.1.2 Technical background
Along with the development of electronic technology, recent EEG recording
systems become very convenient for usage and economically affordable. The
following presents the hardware and procedure that are commonly adopted in
an EEG measurement.
Electrode
Electrodes are placed around the head, serving as the contact between the record-
ing system and EEG signals. The Electrodes can be disposable or reusable. Dis-
posable electrodes are snapped onto a wire that connects to an amplifier. Due to
its relatively large size, they are unsuitable to be attached to regions with dense
hair. On the other hand, reusable electrodes can be attached closer to areas with
dense hair but the manufacturing cost is higher. Nowadays high-density EEG
measurement is widely applied, which requires a large amount of electrodes.
The increasing number of electrodes prolongs the preparation process. There-
fore in order to accelerate the electrode positioning process, electrodes are often
attached to a cap or a headband such that they can be easily mounted on the
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scalp.
The most commonly used electrodes are silver/silver-chloride (Ag/AgCl) elec-
trodes, which can be considered as the gold standard (Janz and Ives, 1968;
Fiedler et al., 2010). However, direct signal acquisition at the skin through
Ag/AgCl electrodes is difficult as a result of the high electrode-skin impedance.
This problem is usually overcame by establishing an indirect contact. That is
to apply the conductive gels/pastes to form an electrolyte bridge between the
skin and electrodes (Kamp and da Silva, 1999). There are some disadvantages
associated with the usage of gels/pastes. For example, the injection is time-
consuming and long-term electrochemical stability of the electrolyte is limited
(Teplan, 2002; Tallgren et al., 2005).
New electrodes that do not rely on electrolyte gels/pastes have been developed,
which are referred to as dry electrodes (Ng et al., 2009; Fonseca et al., 2007;
Gargiulo et al., 2010). Dry electrodes are designed to accelerate the measure-
ment preparation and minimize the complexity by eliminating the need for skin
preparation.
Electrode placement
The most commonly accepted EEG electrode placement is the international 10-
20 system (Jasper, 1958). As the de facto standard of electrode configuration, it
ensures the EEG measurement on the same subject repeatable with reproducible
results, and makes the relevant comparison between subjects possible as well.
The 10-20 electrode positioning is illustrated in Fig. 2.1. The nasion which is
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Figure 2.1: The international 10-20 system of electrode placement (Webster,
1997).
the point between the forehead and the nose, and the inion which is the low-
est point of the skull from the back of the head and is normally indicated by
a prominent bump, are the two physiological landmarks for the positioning of
EEG electrodes. According to the positions of these landmarks and left/right
earlobes, 19 electrodes can be placed such that the distances between neighbor-
ing ones are either 10% or 20% of the total front-back or right-left distance of
the skull.
The naming of the electrode sites follows some rules. Specifically, letters re-
fer to the underlying brain functional lobes. That is, the letters F, T, C, P and
O are the abbreviations of frontal, temporal, central, parietal and occipital, re-
spectively. Note that actually there is no central lobe and C here is simply for
identification purpose. On the other hand, the numbers are used for locating
the exact positions. Among them, even numbers are on the right hemisphere
and odd numbers are on the left hemisphere. However, those electrodes on the
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mid-line are named using the letter z rather than a number.
With the development of neuroimage processing methods and the advancement
of high-density EEG acquisition hardware systems, more electrodes can be ac-
commodated for EEG analysis. Therefore the original 10-20 system was ex-
tended to the 10-10 system by Chatrian (1985), which is also known as 10%
system. The 10-10 system involves 74 electrodes (see Fig. 2.2) and has been ac-
cepted as the standard of the American electroencephalographic Society (Klem
et al., 1999) and the International Federation of Societies for Electroencephalog-
raphy and Clinical Neurophysiology (Nuwer et al., 1998). Besides the 10-10
system, both 128 channel system and 256 channel system are commercially
available now (Kim et al., 2006; Massimini et al., 2004).
Figure 2.2: The standard 10-10 system of electrode placement (Oostenveld and
Praamstra, 2001). Black circles stand for sites of the original 10-20 system and
gray circles indicate additional sites introduced in the 10-10 extension.
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Montage
EEG potentials are represented by a voltage difference between two electrodes.
Therefore with different references, the display of EEG will be different. A
referencing method is often referred to as a montage. The typical montages are
summarized as follows:
 Bipolar montage
The montage consists of a number of channels. The potential of each
channel indicates the voltage difference between two neighboring elec-
trodes.
 Unipolar (referential) montage
In this montage, the reference electrode is designated, and each channel
represents the difference between the recording electrode and the refer-
ence electrode. There is no standard position for the reference, but mid-
line positions are commonly used since they do not amplify signals in
either hemisphere. Another well accepted reference is linked-ears, which
is a physical and mathematical average of electrodes attached to both ear-
lobes/mastoids.
 Average reference montage
The average voltage over all the electrodes serves as the common refer-
ence, and each channel represents the difference between recording elec-
trode and the common reference.
 Laplacian montage
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For Laplacian montage, the potential of each channel indicates the voltage
difference between an electrode and a weighted average of surrounding
electrodes (Nunez and Pilgreen, 1991).
Currently since the EEG signals can be digitized and stored in some mon-
tage (usually unipolar montage), any other montages can be easily constructed
through mathematical calculation.
2.1.3 Event-related potentials
Event-related potentials (ERP) are the time-locked, small electrical activities of
the brain that are in response to an internal or external stimulus. ERP are usu-
ally associated with human sensory processing, perception, cognition, etc. Due
to the weak intensity and the poor signal-to-noise ratio (SNR), ERP are always
overwhelmed by background EEG signals. Thus they are often difficult to be
visually observed if some processing methods such as averaging over multiple
stimuli are not applied. The first human ERP recordings were performed to
measure the sensory ERP in 1930s (Davis, 1939). The researchers visualized
observable ERP on single trials in which background EEG was inactive. With
the invention of computer, ERP could be much more easily extracted and as a
result many meaningful ERP have been found and studied since 1960s (Galam-
bos and Sheatz, 1962; Walter et al., 1964; Ritter et al., 1983; Regan, 1989; Luck
et al., 2000; Picton et al., 2000b; Gonzalez-Rosa et al., 2011). For the sake of
differentiation, ERP are usually labeled in such a way that the letter ’P’ or ’N’
stands for the polarity and the number refers to the position within the wave-
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form. However, it is important to note that the same labeling under different
modalities, e.g. visual and auditory, can represent different underlying brain
activities. The following briefly summarizes ERP that are of great research in-
terest:
 Visual C1 and P100
Visual C1 and P100 (P1) belong to visual evoked potentials (VEP), and
both appear to be generated in visual cortices (primary visual cortex and
dorsal extrastriate cortex respectively). The C1 is the first ERP compo-
nent that was found to be related to visual stimulus. Since the polarity of
C1 can vary and is undetermined, it is labeled with neither ’P’ nor ’N’.
The onset of C1 is around 40-60 ms poststimulus and its peak is around
65-90 ms poststimulus (Stolarova et al., 2006). C1 is followed by P100, a
positive potential whose latency is between 100-130 ms (Di Russo et al.,
2003). In addition to the observation that P1 is sensitive to stimulus pa-
rameters like C1 does, P1 can be modulated by attention (Heinze et al.,
1990).
 Visual N1
Visual N1 is an ERP with a negative peak around 150-200 ms poststimu-
lus. The N1 can be found over the entire scalp and studies have suggested
that it can be influenced by spatial selective attention (Rugg et al., 1987;
Hillyard and Anllo-Vento, 1998; Vogel and Luck, 2000; Wascher et al.,
2009).
 Visual N170
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Visual N170 is usually associated with the neural processing of faces. It
was reported that face stimuli can elicit a more negative potential than
other visual stimuli over occipito-temporal sites, with a peak about 170
ms poststimulus (Bentin et al., 1996; Rossion and Jacques, 2008).
 Visual P200
Visual P200 (P2), a positive going potential with latency around 200 ms
poststimulus, is typically seen at anterior and central sites. Though P200
seems to be sensitive to different cognitive experimental designs, some
researches indicate that it represents higher-order perceptual processing
under the modulation of visual attention (Breznitz, 2002; Schendan and
Kutas, 2007).
 Early auditory ERP
Within the first 10 ms after the onset of an auditory stimulus, some ERP
can be observed, which are termed auditory brainstem responses or brain-
stem evoked responses. In clinical hearing screening test, they can be used
to assess the infants’ auditory pathology (van Straaten et al., 1996; Mason
and Herrmann, 1998). From 10 ms to 50 ms, there are also ERP which
may be generated from the medial geniculate nucleus and the primary
auditory cortex. After 50 ms, there is auditory P1 which has its largest
amplitude at fronto-central sites.
 Auditory N100
Auditory N100 (N1) is a large negative ERP with a peak around 80-120
ms poststimulus, which is measurable in the fronto-central area (Molholm
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et al., 2004; Vroomen and Stekelenburg, 2010). Its strong relationship
with the characteristics of the auditory stimulus such as the volume and
inter-stimulus interval (ISI) implies that N100 may be linked to human
perception (Keidel and Spreng, 1965; Onitsuka et al., 2000). Additionally,
it has also been associated with the arousal and attention (Strik et al.,
1992).
 N200
The N200 (N2) can be elicited in both visual and auditory modalities. It is
a negative deflection corresponding to a mismatch, with a latency ranging
from 180 ms to 325 ms poststimulus. There are several types of N200:
N2a, N2b, N2c and N2pc (Nøaøatøanen and Picton, 1986). Among these
types, auditory N2a which is also termed the mismatch negativity (MMN)
reflects an automatic comparison process which detects the change be-
tween the presented stimulus and the memory trace of standard stimuli
(Alho, 1995; Picton et al., 2000a). Different from N2a, N2b reflects a
mismatch from a mentally-stored expectation of standard stimuli (Sams
et al., 1983). Furthermore, N2c can be seen along with P300 during dis-
criminating task and is suggested to represent the level of visual attention
that is used for visual context and feature processing (Piritchard et al.,
1991; Folstein and Van Petten, 2008).
 P300
The P300 (P3 or late positive component, LPC) is typically elicited us-
ing the oddball paradigm in which rare, task-relevant stimuli (targets) are
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inter-mixed with a large number of standard stimuli (non-targets). It is
a positive voltage deflection whose amplitude usually varies from 5 mV
to 20 mV for both auditory and visual tasks (Patel and Azzam, 2005).
Its latency ranges from 300 ms to 600 ms after the presence of targets,
depending on the specific tasks and individuals. There are two types of
P300: the P3a (the novelty P3) which reaches its maximal amplitude on
fronto-central sites and the P3b which has its maximal amplitude in pari-
etal region (Squires et al., 1975; Comerchero and Polich, 1999). In most
studies the term P300 is used to represent P3b. Generally, P3a is elicited
by infrequent task-irrelevant stimuli (distractors) while P3b is triggered
by targets (Katayama and Polich, 1998). Considerable researches have
been carried out to investigate the characteristics, neuropsychology and
neuropharmacology of P3b (Kahneman, 1973; Donchin, 1981; Verleger,
1988; Knight, 1997; Gonsalvez et al., 2007; Polich and Criado, 2006; Yor-
danova et al., 2001; Polich, 2007). Although thorough understanding is
still unavailable, the implication that currently can be drawn from these re-
searches is that, P3b could be a reflection of stimulus evaluation and cate-
gorization process and seems not to be correlated with post-categorization
processes such as response selection and execution (Magliero et al., 1984;
Luck, 1998).
 Bereitschaftspotential
The Bereitschaftspotential (BP) which means readiness potential (RP) in
German was discovered by Kornhuber and Deecke (1965). BP may be
also mentioned as pre-motor potential. It is a slow negative deflection in
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the frontal and central region which usually occurs several hundreds of
milliseconds ahead of voluntary motor response. It represents the cortical
activities of the pre-motor planning of volitional physical reaction.
 Lateralized readiness potential
As a special form of BP, the lateralized readiness potential (LRP) is re-
lated to the preparation of volitional movement on a certain side of the
body. That is, in mental chronometry paradigms or cuing paradigms
(Coles, 1989; Smulders et al., 1996), LRP has a larger negative potential
at sites which are contralateral to the side of the body where responses are
activated (Vaughan et al., 1968). It has been shown that motor cortex is
involved in the generation of LRP (Leuthold et al., 1996).
 Error-related negativity
The error-related negativity (ERN) is the negative-going potential occur-
ring just after the instant of performing a wrong response to the stim-
ulus (Gehring et al., 1993). This ERP is so robust that it can be gen-
erated by negative feedback following the wrong response (Gehring and
Willoughby, 2002), and can even be elicited without explicit awareness of
the error, although in this case the amplitude of ERN is reduced (Nieuwen-
huis et al., 2001). It also exists in an observer’s brain signals who finds
that someone else is making a wrong response (van Schie et al., 2004).
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2.2 Brain Computer Interface
Physical action with the limbs has been the major way, if not the only way,
to manipulate and control external tools for thousands of years. After the dis-
covery of EEG as well as other biosignals, a new technique termed brain com-
puter interface (BCI) came into being which could serve as a direct communi-
cation channel between humans and artificial effectors/devices, such that minds
in brain can directly drive machines and actions can be executed even without
peripheral neural system and motor behavior. This section provides a compact
overview of the historical development of BCI and its recent achievements. It
covers invasive and noninvasive BCI of different modalities, with an emphasis
on EEG-BCI.
2.2.1 Invasive BCI
Invasive BCI builds up a direct connection between cerebral cortices and arti-
ficial devices with electrodes implanted inside the skull and close to the signal
sources. Early research of invasive BCI began from animal experiments. In
1960s and 1970s, monkeys had been shown that their neural activities can be
voluntarily modulated and can be used as control signals (Beatty et al., 1974;
Schmidt et al., 1978). The follow-up researches investigate heavily on the cap-
turing and decoding of neural signals associated with motor movements.
Nicolelis’ group conducted experiments on cats, owl monkeys and rhesus mon-
keys with multiple electrodes locating on a large area of the brain. They had
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reproduced some movements in robotic arms such as reaching and grasping
(Wessberg et al., 2000; Carmena et al., 2003; Lebedev et al., 2005). Particularly
for experiments on rhesus monkeys, the feedback loop was established such that
the monkeys managed to control the robotic arm by watching its movements. It
had also been shown that, rhesus monkeys, after proper training, could success-
fully track visual targets in both two-dimensional and three-dimensional virtual
reality via BCI (Serruya et al., 2002; Taylor et al., 2002). Moreover, researches
have progressed into the field where BCI may predict kinetic movements and
arm positioning (Santucci et al., 2005; Lebedev et al., 2005), which would lead
to the invention of freely controlled artificial limbs.
Compared to animal experiments, invasive human BCI research is under rigid
regulations and is subject to limited resources. However, very encouraging
achievements have been realized, especially on motor neuroprosthetics which
helps patients with paralysis. In 1998, a patient suffering from amyotrophic lat-
eral sclerosis (ALS, a progressive neurodegenerative disease) was implanted a
single electrode on the motor cortex and eventually learned to move a cursor on
a computer screen (Kennedy and Bakay, 1998; Kennedy et al., 2000, 2004).
The first intracortical array implantation in human was done in 2005 by Hochberg
et al. (2006). In this clinical trial, an array of 96 electrodes was positioned into
the right precentral gyrus and an algorithm was applied to decode the acquired
neural signals. The decoded information enabled the subject to accomplish con-
trolling a robotic arm, lights and TV. The research group used this BCI to further
explore the feasibility of controlling the functional electrical stimulation by de-
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coding neural spike signals (Chadwick et al., 2011). The cortical signals were
analyzed to command the real-time movements of a virtual, two-joint, dynamic
arm, which could realize more natural and simultaneous command to the arm.
Besides invasive BCI which requires the intrusion into the grey matter of the
brain, there is a less invasive technique named electrocorticography (ECoG)
based BCI. ECoG measures electrical signals beneath the skull but outside of
the brain. Compared to invasive BCI, ECoG based BCI enjoys less clinical risk
as it does not impair the blood-brain barrier. The first trial utilizing ECoG-
BCI was conducted on a teenage boy. After the surgery, the boy began to be
able to play video games using the neural signals. The potential of ECoG was
demonstrated by Shenoy et al. (2008).
2.2.2 Noninvasive BCI
Due to the safety, economy and convenience concerns, noninvasive BCI tech-
nique is the most popularly studied. No implantation is required, thus both
patients and healthy personnels can benefit from this research. In previous sec-
tion it has been explained that neural signals originated from the brain can be
measured noninvasively with EEG. Actually these neural signals are also ac-
companied by a magnetic field which can be recorded with magnetoencephalog-
raphy (MEG) (Cohen, 1968; Ha¨ma¨la¨inen et al., 1993). In addition, neural ac-
tivities consume glucose and oxygen. This metabolism consumption results in
the deflection of the blood oxygen level dependent (BOLD) response which can
be measured with functional magnetic resonance imaging (fMRI) (Attwell and
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Iadecola, 2002; Logothetis, 2002). Therefore noninvasive BCI includes several
modalities: EEG, MEG and fMRI.
EEG-BCI
In comparison with invasive electrophysiological methods, scalp EEG measure-
ment based BCI is more suitable for ordinary and daily usage. The following
provides a brief description of typical EEG-BCI researches categorized accord-
ing to the features of the EEG.
 Slow cortical potentials based
Slow cortical potentials are negative or positive polarizations that last
from 300 ms to several seconds (Birbaumer, 1999). Human beings can
be trained to self-regulate slow cortical potentials using immediate feed-
back and reinforcement. The voluntarily produced negative and positive
slow cortical potentials act as a binary response that can be utilized to
control a computer cursor or communicate messages (Hinterberger et al.,
2004; Neumann et al., 2003).
 Sensorimotor rhythms based
The sensorimotor rhythm is contributed by the motor cortex as well as
somatosensory areas. It has been found that movement or preparation for
movement is along with the desynchronization of sensorimotor rhythm
and synchronization can be seen during relaxation or the postmovement
period (Pfurtscheller and da Silva, 1999). This phenomenon also applies
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to the paralyzed patients. Therefore the sensorimotor rhythm is of partic-
ular interest to motor imagery studies in which the subjects are instructed
to imagine their limb movements (Miller et al., 2010; Wang et al., 2011;
Ang et al., 2010).
 P300 based
Event related potentials are the brain responses to the sensory, motor
or psychological stimulus/event. Among the ERP introduced in Section
2.1.3, P300 is the most frequently exploited as BCI control signal. Un-
like BCI applications where subjects need to learn how to modulate their
brainwaves, P300-BCI is usually ready for use because P300 is prominent
and can be elicited involuntarily.
In the late 1980s, P300 was implemented into an application where selec-
tion should be made among items displayed on the computer screen (Far-
well and Donchin, 1988). In the experiment, the subjects were presented a
matrix containing a character or a symbol in each cell. By randomly high-
lighting one row and one column speedily, P300 could be generated when
the cell of interest was flashing. This experimental design resembled the
oddball paradigm and was inherited by other applications namely P300
speller (He et al., 2001; Serby et al., 2005; Lenhardt et al., 2008). Fur-
thermore, it has been shown that P300-BCI is not limited to P300 speller,
given that the presentation of stimuli constitutes the oddball paradigm.
For instance, an application of controlling items in a virtual apartment
was set up by Bayliss et al. (2004) and a P300-based guilty knowledge
test was used to identify guilty subjects in supplemental to conventional
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polygraphy (Abootalebi et al., 2009). It is also noteworthy that the P300-
BCI can work well not only on healthy subjects but also on paralyzed
patients (Piccione et al., 2006).
As a result of the dampening effect of the skull, the neural signals, when mea-
sured on the scalp, have already been blurred. The dispersed signals are of rel-
atively poor signal quality. Consequently, it becomes difficult to identify which
parts of the brain are the sources of neural signals. Therefore, in order to over-
come this problem, great endeavors have been given to the development of ma-
chine learning approaches that can infer the underlying statistical information
of the brain activities, which will be discussed in Section 2.3.
MEG-BCI
Since the magnetic fields are less distorted by the human skull, MEG is able to
render better spatial resolution than EEG. Moreover, the MEG signals also have
higher SNR, particularly for high frequency activity. Therefore many studies are
focusing on MEG-BCI and some of them have obtained results comparative to
those that are EEG based (Kauhanen et al., 2006; Blankertz et al., 2006; Zhang
et al., 2011). However, MEG measurement currently can only be performed
in a magnetically shielded room which is inconvenient and largely restrains the
usage.
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fMRI-BCI
The ability to allow spatial resolution of millimeters and accurately allocate
brain sources grants fMRI as a powerful tool for BCI application, especially
after the processing speed of fMRI has been greatly accelerated. fMRI can
present the activation/de-activation of brain regions such as motor, sensory and
subcortical areas (Yoo et al., 2004; deCharms et al., 2004; Sitaram et al., 2008).
When the activation/de-activation is used as the biofeedback, the subject can be
trained to self-regulate the BOLD response which instructs the action of BCI.
Similarly to MEG, current fMRI measurement is more favorable for research
usage and its temporal resolution is insufficient in comparison to EEG andMEG.
2.3 EEG Signal Processing Methods
The EEG signals are information carriers of spatial and temporal neurophysio-
logical and neuropsycological brain activities/states. In order to interpret these
brain states, various quantitative measures and evaluation inventions have been
developed. This section briefly introduces the main ideas of the EEG processing
methods that are commonly applied in EEG studies. Moreover, mathematical
details for specific algorithms strongly related to this work are presented in Sec-
tion 2.5. Readers can find more in-depth descriptions of EEG signal processing
methods from Thakor and Tong (2004); Sanei and Chambers (2007); Pereira
et al. (2009); Lemm et al. (2011).
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2.3.1 Signal modeling
Linear modelling
The linear modelling is a parametric description of the EEG signal generation
mechanism for every EEG channel. The simplest type is the autoregressive (AR)
modelling, in which the prediction of current measurement is linearly related to
its previous observations. Specifically, let y(t) denote the EEG sample and n(t)
be the noise input at the discrete time instant t, respectively. The AR modelling





a jy(t  j)+n(t) (2.1)
where a j; j = 1;2;3; : : : ;m serve as model parameters. A more complicated
variant of AR modelling, namely autoregressive moving average (ARMA) mod-
elling, involves not only previous observations










b jn(t  j) (2.2)
where b j; j = 0;1;2; : : : ; p are also model parameters that need to be estimated.
Essentially, both above-mentioned methods, i.e. the AR and the ARMA, model
the single channel. In contrast, the multivariate autoregressive (MVAR) mod-
elling proposes a multichannel solution, which predicts signal samples accord-
ing to its previous samples from the same channel as well as previous samples
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al jyl(t  j)+ni(t) (2.3)
where q is the number of channels.
Practically, the parameters or coefficients of these models can be estimated ei-
ther in a direct manner or in an iterative way (Mauricio, 1995; Akaike, 1974;
Tyraskis and Jensen, 1985).
Nonlinear modelling
Nonlinear relationship between the output sample and the previous inputs has
also been taken into account. The typical nonlinear modelling approach is
the generalized autoregressive conditional heteroskedasticity (GARCH) method
(Nelson, 1990; Bauwens et al., 2006) which finds its popularity particularly in
the field of finance and economics. The general expression of GARCH is given
by
y(t) = f [x(t 1);x(t 2); : : :]+ x(t)g[x(t 1);x(t 2); : : :] (2.4)
where x(t) is the input and y(t) is the output. f [ ] and g[ ] are nonlinear func-
tions.
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2.3.2 Denoising
One of the major obstacles that are commonly encountered in the field of EEG
application is the low signal-to-noise ratio (SNR) as a result of noise contam-
ination. The noises/artifacts that accompany EEG signals are of various types
and of different origins, including electrooculogram (EOG) artifact, electrocar-
diogram (ECG) artifact, electromyography (EMG) artifact, power line noise,
sensor noise, etc. The exclusion of the artifacts can be manually done by an
EEG practitioner through visual inspection, or can be automatically performed
by implementing some simple strategies such as defining a voltage threshold. In
either case, the whole segment identified as artifact-contaminated is discarded.
However, neither is an optimal choice as a large amount of signals are lost at
the same time. Signals are usually inadequate and thus should be preserved if
possible.
An alternative solution is to take advantage of signal processing methods to
automatically suppress noises and artifacts, while sustaining the signals. It is
particularly useful in a real-time application. From the clinical viewpoint, EEG
corresponding to cerebral signals are usually within 20 Hz. Therefore a low-
pass digital filter can be used to remove noises which are beyond this frequency
range. Similarly, the power line noise, if any, can be canceled out with a notch
filter, depending on the frequency of local electrical supply. However, due to the
overlapping in power and spectrum, it is more complicated to remove artifacts
such as EOG, ECG and EMG.
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Adaptive filtering
An adaptive filter is a good candidate for noise cancellation, which is widely
adopted in communication and electromagnetic signal analysis. It usually re-
quires a reference channel in addition to the signal channel (see Fig. 2.3). The
reference channel contains statistical information of the noise which is helpful








+ Signal + Noise 
Adaptive Filter 
Reference 
Figure 2.3: The adaptive filter can be used for noise cancellation.
The typical representative of the adaptive filter family is theWiener filter. Wiener
filter minimizes the mean squared error between the noise-contaminated signals
x(t) and the estimated noise en(t):
e(t) = x(t) en(t) (2.5)
The estimation of en(t) is obtained according to the reference signal r(t) and is
dynamically adjusted by the feedback from the previous output:
en(t) = w0r(t) (2.6)
The Wiener filter coefficient vector w can be obtain as follows (Widrow et al.,
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1975):
w = E[r(t)r 0(t)] 1E[x(t)r(t)] (2.7)
where E[ ] is the expectation. Since the statistical expectation is unavailable, in
practice w cannot be derived directly but iteratively.
Blind source separation
The family of blind source separation (BSS) methods (see Fig. 2.4) attempts
to decompose the multichannel EEG data into different sources, such as signal
sources and noise sources. The BSS is like the so-called “cocktail party prob-
lem”, a task of identification and localization of individual sounds in a chaotic
environment (Cherry, 1953; Cherry and Taylor, 1954). Among BSS methods,
principle component analysis (PCA), independent component analysis (ICA)
and their variants have attracted most research interests (Lagerlund et al., 1997;
Jung et al., 1998; Kim et al., 2005; Tome et al., 2007; de Cheveigne´ and Simon,
2007; Viga´rio, 1997; Hyva¨rinen and Oja, 2000; Castellanos and Makarov, 2006;
Wallstrom et al., 2004).
To be specific, PCA finds a transformation matrix that decomposes the multi-
channel noisy signals into a space where the decorrelation between every pair
of newly transformed channels (components) is maximized (Fitzgibbon et al.,
2007; Sanei and Chambers, 2007). This is archived by applying singular-value
decomposition (SVD) to diagonalize the covariance matrix of the signals. The
resulting eigenvectors are the principal components and the eigenvalues are the
NATIONAL UNIVERSITY OF SINGAPORE SINGAPORE
2.3 EEG Signal Processing Methods 35
 
Figure 2.4: The common concept of BSS methods
variance in the direction of the respective principle components.
Rather than orthogonality which PCA relies on, ICA assumes that the EEG
observations on the scalp are the linear combination of electric activities of mu-
tually independent and spatially fixed sources. Thus, the objective of ICA is to
derive the unmixing matrix that recovers the underlying sources from the mix-
ture. There are a number of algorithms that have been proposed to estimate
the mixing and unmixing matrices (Comon, 1994; Hyva¨rinen and Oja, 2000;
Hyva¨rinen et al., 2001). The major difference among them is their choices of
the statistical properties for the estimation of independence and the optimization
procedures (Lemm et al., 2011).
For both PCA and ICA, the decomposition of original noisy signals will be fol-
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lowed by source labelling. That is, the sources accounting for noise are then
identified from sources corresponding to signals. This process is very necessary
as the denoising effect is realized by reconstructing the noise-free signals from
sources relevant to signals, meanwhile discarding irrelevant sources. Generally,
the decomposition and labelling are the most important steps for BSS methods.
However, the decomposition by PCA was found to be less effective if the noise
and signals have close amplitudes (Fitzgibbon et al., 2007; Joyce et al., 2004).
Furthermore, the labelling often requires manual identification, e.g. visual in-
spection (Urrestarazu et al., 2004; Lemm et al., 2011). The involvement of an
expert is costly and impractical for some online applications.
2.3.3 Feature extraction
Asmentioned in Section 2.1.2, the EEG electrode placement is no longer limited
to the international 10-20 system. Recently, both the commercial and academic
usages of the 10-10 system and even more complicated systems are becoming
quite common. This is probably because of two reasons: 1) compared to other
bioimaging techniques such as fMRI, EEG technique suffers from low spatial
resolution; 2) higher spatial resolution helps capture a full picture of the under-
lying brain activities. Nevertheless, the dramatic increase in spatial resolution
is a double-edged sword. That is, the increased channels lead to larger feature
dimensionality. The mismatch between large feature dimensionality and limited
training dataset size will circumvent good application performance.
In order to prevent the so-called “curse of dimensionality” (Pakes and McGuire,
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2001; Verleysen and Francois, 2005), feature extraction is often performed in
EEG-based applications and studies (Lugger et al., 1998; Jahankhani et al.,
2006; Kousarrizi et al., 2009; Herman et al., 2008; Guerrero-Mosquera et al.,
2011). Typically, feature extraction methods are divided into two main cate-
gories, i.e. unsupervised and supervised.
Unsupervised feature extraction
Unsupervised methods do not explicitly make use of the information about the
brain state or the class labelling. The PCA and ICA which have been previously
introduced as denoising methods are also within this group, as both are able
to construct meaningful data representations in a lower-dimensional space by
only preserving useful projections (Duan et al., 2011; Subasi and Gursoy, 2010;
Lehmann et al., 2007; Hyva¨rinen et al., 2001). Besides PCA and ICA, various
nonlinear dimensionality reduction approaches have been developed, such as
artificial neural networks (Kohonen, 1982; Kramer, 1992; Teli and Anderson,
2009), clustering (Saerens et al., 2004; Brand and Huang, 2003). A review in a
broad scope can be obtained from the work by Lee and Verleysen (2010).
Supervised feature extraction
Supervised methods employ some prior knowledge, with which the original
higher-dimensional data could be transformed into a reduced set of features with
high task relevance (Lemm et al., 2011). The prior knowledge may be obtained
from the empirical observation or simply the class labelling of brain states.
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The feature extraction through the empirical observation is often task-dependent.
For instance, the central frequency of EEG signals was used to characterize and
differentiate the 7 sleeping stages (Van de Borne et al., 1994; Estrada et al.,
2004; Park and Lee, 2008). Moreover, temporal features that quantify the prop-
erties of ERP like deflection, dispersion, latency and amplitude were chosen for
a rapid image triage task (Shen et al., 2009).
The empirical observation has restrained generalizing capability and the indi-
vidual difference is always neglected. Hence a more favorable way is to make
use of supervised machine learning methods such as spatial and spatio-spectral
filtering to extract informative features, with the prerequisite that the class la-
belling is obtainable.
In the case of single-trial ERP detection, various algorithms have been proposed.
Parra et al. (2005) described a set of “recipes” focusing on linear integration of
high-density channels for the analysis of EEG and ERP data. These spatial in-
tegration methods exploit the statistical properties of the signals (such as maxi-
mum difference, maximum power, or statistical independence), without making
any spatial or anatomical modelling assumptions. In their follow-up work (Ger-
son et al., 2006; Sajda et al., 2010), the Hierarchical Discriminant Component
Analysis (HDCA) was used to exploit the temporal pattern of discriminative
components. Specially, they assumed the stationarity of ERP in each short time
window (approximately 50 ms in length). A spatial classifier is trained indepen-
dently in each of these short time windows, and the outputs of all these spatial
classifiers are then fused to boost the classification performance.
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In addition, the Common Spatial Pattern analysis (CSP) (Ramoser et al., 2000;
Fukumizu, 1996) has received increasing interest. The CSP method finds a set
of spatial filters that extremize the power ratio between two conditions. It was
originally used for separation of oscillatory processes (Koles and Soong, 1998)
and has been intensively investigated in motor imagery (MI) related applications
with great success (Ang et al., 2008a; Townsend et al., 2004; Thomas et al.,
2009; Ang et al., 2008b; Blankertz et al., 2007). The extensions of CSP algo-
rithm to accommodate more aspects roughly fall into 3 directions: 1) Blankertz
et al. (2008) modified the denominator of a Rayleigh coefficient representation
of CSP to enhance its robustness against non-stationarity; 2) Dornhege et al.
(2004) and Grosse-Wentrup and Buss (2008) suggested solutions to the problem
of implementing CSP in the multi-class circumstances; 3) some improvements
have been made to tackle the spatial invariance problem of CSP through opti-
mizing discriminative spectral filters in addition to CSP spatial filters (Lemm
et al., 2005; Dornhege et al., 2006; Tomioka and Mu¨ller, 2010; Farquhar, 2009).
Despite of such a vast number of variants of CSP, it is noteworthy that the full
time course of ERP is left unexploited, which however could be practically use-
ful. The mathematical description of the CSP algorithm is given in Section
6.2.1.
2.3.4 Classification
According to Section 2.2, BCI is a direct interaction channel between brain and
outside surrounding. It can either be used for monitoring such as determining
sleep stage (Kim et al., 2008; Vuckovic et al., 2002) or for the purpose of con-
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trolling external devices (Birbaumer, 2006; Neuper et al., 2003). Either case is
a process of decision making, e.g. what the current stage is or how the device
shall respond. This translation from neural features into executable commands
is finalized by classification process.
Classification could be explained as a searching process for a hyper-boundary
that separates two or more classes in a given feature space. The best classifi-
cation performance is achieved if the hyper-boundary has a maximum distance
from all classes. There exists a number of methods that are distinct on the strate-
gies of pursuing the hyper-boundary. The majority of them could be divided
into two groups: 1) unsupervised learning such as k-means clustering (Harti-
gan, 1975) and hierarchical clustering (Johnson, 1967); 2) supervised learning
like multilayer neural networks (Veˇra and Kr˘kova´, 1992), linear discriminant
analysis (LDA) (Balakrishnama and Ganapathiraju, 1998), k-nearest-neighbor
estimation (KNN) (Mack and Rosenblatt, 1979) and support vector machine
(SVM) (Tejada and Martinez-Echevarria, 2007). For a typical RIT application,
supervised classifiers are preferable, as a training session will be carried out.
The category information of training images, i.e. target versus non-target, is
known.
The performance of classification methods is subject to many factors. Some of
the common challenges encountered by these methods are listed as follows:
 The number of features largely exceeds the size of training samples. The
classification in such a situation may be ill-posed because, the trained
classifier could be biased and is not robust to a new data sample.
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 If some classes overwhelms other classes in terms of the data size, the
unbalanced classification problem will arise. That is, the classifier tends
to make a decision that is only favorable to the majorities.
 It is possible that features are linearly inseparable and a nonlinear map-
ping between features and decisions may exist, which however is un-
known.
2.4 Rapid Image Triage
The research on RIT system was initiated by Gerson et al. (2006) and has been
continued by several groups for different utilization purposes (Mathan et al.,
2006; Luo and Sajda, 2006; Cowell et al., 2008; Sajda et al., 2010; Huang et al.,
2008; Poolman et al., 2008; Bigdely-Shamlo et al., 2008; Wang et al., 2009).
In general, RIT is an EEG-based system that integrates computer and human
vision to perform the task of large-volume imagery screening at a high speed,
i.e. identifying target images that are of interest from non-target images that are
task-irrelevant (Sajda et al., 2010). Fig. 2.5 shows a RIT system.
2.4.1 Rationale of RIT
Since RIT is essentially a BCI application, the first question to be addressed
is its basis: is there any existing evidence showing that brain responses to tar-
get images and non-target images are distinct and also differentiable? Several
pioneering studies have already tackled this issue.
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Figure 2.5: Rapid image triage system.
As early as in 1996, Thorpe’s group conducted experiments where animal im-
ages (targets) and nature images (non-targets) were presented at 20 ms per im-
age to the subject. It was observed that there was an ERP within 150 ms af-
ter the onset of targets which however was absent in the case of non-targets
(Thorpe et al., 1996). Moreover, distinct brain activities were also observed in
the work by Mathan et al. (2006). It was found that there were strong positive
frontal activations and strong negative parietal activities at 150 ms, meanwhile
the spatio-temporal EEG topographies of non-target condition remained rela-
tively neutral. Additionally, around 350 ms after target onset, the topography
evolved to strong negative frontal activity and positive parietal activation, which
were unique to target condition. Such a frontal-parietal progression of activity
was also reported by Gerson et al. (2006) and Poolman et al. (2008). Rather than
performing grand averaging of raw EEG data, Gerson et al. (2006) extracted
discriminating components using signal processing methods. From these dis-
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criminating components, the researchers found distinct bilateral occipital activ-
ity around 150 ms, a strong negatively correlated frontal activity afterwards and
the frontal-parietal progression from 350 ms to 500 ms. It was suggested that
the progression indicated the existence of the P300, whose neural sources were
thought to include anterior cingulate, inferior-temporal lobe, and hippocampus
(Gerson et al., 2005, 2006; Friedman, 2003; Makeig et al., 2004). Besides the
P300, Poolman et al. (2008) observed a repetitive sinusoidal waveform in oc-
cipital regions and related it to the P1 and N1 associated with the image onset.
Moreover, the results of their source localization method suggested that during
the P300 window, in target condition there were stronger activations in the left
and right parahippocampal gyri, cuneus and posterior cingulate cortex regions.
Therefore, it could be drawn from previous studies that target images elicit
unique ERP signals. These distinct ERP are characterized by P300 and help
differentiating targets from non-targets.
2.4.2 Past work on RIT
As an emerging solution, RIT has raised strong research interest during the past
6 years. There is a great deal of work proposed, each of which emphasizes on
different aspects. This section reviews the past studies mainly in two perspec-
tives: the design and the analysis.
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RIT protocol
RIT relies on accurate identification of the brain responses to external image
stimuli. In past studies, image stimuli of different types had been used. The
earliest work which brought up the concept of RIT carried out the searching
of infrequent images containing human, from a large amount of nature images
(Gerson et al., 2006). Those images were taken from various scenes and were
also arranged randomly. The stable performance coupled with insensitiveness
to the types of images implies that RIT is a general-purpose image screening ap-
proach. This implication is also agreed by Wang et al. (2009) in a more general
study. In that study, both Caltech 101 which contains 101 object categories and
remote sensing images (satellite images) served as stimuli. In addition, RIT is
suitable for more specific task as shown in another study (Mathan et al., 2006).
The study demonstrated the feasibility of RIT on searching targets in broad-area
satellite imagery (Mathan et al., 2006), and its applicability in aerial imagery
screening was further evidenced by plentiful studies (Huang et al., 2007, 2008;
Poolman et al., 2008; Cowell et al., 2008; Mathan et al., 2008; Bigdely-Shamlo
et al., 2008).
In a typical RIT experiment, image stimuli are briefly presented to an image
analyst following the rapid serial visual presentation (RSVP) paradigm. That is,
images are bundled in bursts and presented one-by-one in a fixed focal position
at a high speed, e.g. 10 images per second. In this sense, RSVP is essentially
an oddball paradigm (Gerson et al., 2005). The reason that fast flashing images
do not compromise the human perception of targets is due to that human beings
NATIONAL UNIVERSITY OF SINGAPORE SINGAPORE
2.4 Rapid Image Triage 45
possess the capability of making rapid and accurate decision in “the blink of an
eye” (Gladwell, 2005).
However, human perception in RSVP will be subject to some influential factors.
First of all is the visual focal point. The target objects shall fall into the ana-
lyst’s visual focal point, which is usually the center of the image. This issue has
been pointed out (Mathan et al., 2008) but has not been carefully addressed by
most studies (Gerson et al., 2006; Mathan et al., 2006; Huang et al., 2007, 2008;
Wang et al., 2009). To overcome this problem, Poolman et al. (2008) manu-
ally centered target objects in the image for convenient perception. However, it
requires a prior knowledge which however is unavailable in reality.
Secondly, the presence of images could be an important concern. Unlike many
studies that used images of square size such as 240*240 (Wang et al., 2009)
and 400*400 (Mathan et al., 2008), Bigdely-Shamlo et al. (2008) applied the
elliptical clip foci with a ratio of 1.6 (width/height). This ratio is designed to
meet the facts of the anisotropic distribution of retinal receptor and oculomotor
range, as well as elliptically distributed saccadic eye movements (Guitton et al.,
1984).
Last but not the least, the presentation of images shall avoid inducing “visual
surprise” (Einha¨user et al., 2007). Visual surprise is particularly important for
satellite imagery screening, which however was unmentioned in some studies
(Mathan et al., 2006; Huang et al., 2008; Poolman et al., 2008; Wang et al.,
2009). If images decomposed from the broad-area imagery are randomly pre-
sented, there is a great chance that the analyst who retains a short-term memory
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of spatial context will be attracted by dramatic changes in visual context. It will
elicit undesired, interfering brain responses. In order to maintain the natural
spatial information flow, Bigdely-Shamlo et al. (2008) used the heptunx search,
a path-generation algorithm implemented on a 2-D hexagonal grid. The heptunx
could help maximizing the sense of the flow of spatial context.
In summary, RIT can be either used as a general-purpose application or tailed for
specific mission, with similar protocol in both cases. The principle of designing
a RIT protocol is to facilitate the image analyst’s perception of target objects
while minimizing distractions, e.g. centering target objects and avoiding visual
surprise, which however still deserves research efforts according to previous
work.
EEG signal analysis
It has been well studied that RSVP is capable of eliciting characteristic EEG
responses that correspond to targets (Thorpe et al., 1996; Gerson et al., 2006;
Mathan et al., 2006; Huang et al., 2008). Since whether RIT can differentiate
targets from non-targets is mainly determined by its ability of identifying ERP,
the EEG signal analysis methods become very critical. Particularly, as an effi-
cient, fast processing system, the same image can only be presented for once (or
a few times), which constrains the selection of EEG signal analysis methods to
single-trial processing based ones.
Among single-trial ERP detection methods, the simplest one to discriminate
between target ERP and non-target ERP is to directly feed raw EEG signals
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into a classifier. For instance, Mathan et al. (2006) and Huang et al. (2008)
segmented EEG signals into epochs and then used a non-linear SVM with a
radial basis function kernel to separate two categories (target and non-target).
Though both studies achieved satisfactory classification performance, there is a
risk of overfitting problem due to the conflict between the high dimensionality
of EEG epoch and the inadequacy of training samples. The overfitting problem
could take effect if much higher-density EEG measurement was carried out, e.g.
64-channel acquisition rather than 32-channel acquisition used in those studies.
Furthermore, since both target ERP and non-target ERP are merged in much
stronger background EEG as well as various artifacts, the SNR is usually very
low. Low SNR can easily cause the target condition and non-target condition to
be inseparable for the classifier.
In terms of the usage of single-trial ERP detection in RIT, Gerson et al. (2006)
is the earliest work that consists of all the essential EEG processing components
such as artifact removal, feature extraction and classification. In their study, the
researchers extracted a model associated with eye blinks and eye movements,
and used the model to identify and exclude those eye activities from EEG sig-
nals (Gerson et al., 2005). After the artifact removal processing, a real-time
spatial integration algorithm termed hierarchical discriminant component anal-
ysis (HDCA) was applied for classification. That work greatly accomplished a
real-time system for triaging the sequence of images based on EEG signatures.
However, there are some potential drawbacks. Firstly, since the artifact removal
approach specifically aims at the EOG artifact, it may be not effective for other
types of artifacts or noises such as background EEG. Moreover, to extract the
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model, an extra session solely for the eye motion calibration has to be performed
besides the RIT experiment. In addition, the performance of HDCA may be de-
teriorated by the overwhelming number of non-targets over targets, which is the
unbalanced classification problem (Tao et al., 2005) and is still an ongoing re-
search in the domain of machine learning (Duda et al., 2000; Dmochowski et al.,
2010)..
A RIT framework for satellite imagery analysis proposed by Bigdely-Shamlo
et al. (2008) made use of ICA (Hyva¨rinen and Oja, 2000; Lee et al., 1999;
Delorme and Makeig, 2003) and PCA (Jolliffe, 2005) to extract “independent
time course templates” as well as “time-frequency amplitude independent tem-
plates”. Among the obtained templates, the most informative ones were sub-
sequently inputted to Fisher linear classifiers for discrimination. It is the first
work that introduced BSS methods for feature extraction in the context of RIT.
However, there are no solid evidences that the constraints imposed by ICA and
PCA, e.g. orthogonality and independence, are physiologically valid (Miwake-
ichi et al., 2004). Different from ICA and PCA, a real 3-dimensional head model
could serve as a more reliable constraint for source estimation. In the work by
Poolman et al. (2008), the scalp-recorded EEG signals were transformed back-
wards to activities of cortical sources (inverse transformation) using a finite dif-
ference model (Salman et al., 2005). The model accurately describes the head
geometry and the boundary conditions of different tissues. Although the target
recognition in the work was well performed, the classification result of non-
targets was not encouraging. Besides the quality issue of satellite images as
claimed by the researchers, the unsatisfactory result of non-target classification,
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might also be due to the limitations of instantaneous inverse models, because
inverse calculation is inaccurate for continuous EEG (Schmitt et al., 2001).
A single-trial feature extraction method named CSP and its variants have been
commonly used in motor-imaginary (MI) applications (Ramoser et al., 2000;
Wang et al., 2005; Thomas et al., 2009; Novi et al., 2007). The usage of CSP
method has been extended to the P300 Speller (Krusienski et al., 2007) and RIT
as well (Shen et al., 2009). CSP is designed to obtain a set of optimal spatial
filters that separate one condition from the other or other conditions (Grosse-
Wentrup and Buss, 2008). Additionally, it is single-trial based and the obtained
spatial filters are automatically ordered with respect to the power ratios. These
advantages overall well meet the requirements of RIT and hence suggest CSP as
a promising feature extraction algorithm as demonstrated in the work by Shen
et al. (2009). However, CSP and its many variants do not exploit the complete
time course of discriminative ERP, which in fact contains important information
for differentiating target condition and non-target condition.
To sum up, the single-trial processing part is critical to RIT development. Past
RIT studies explored and evaluated EOG artifact reduction methods, various
feature extraction and classification algorithms. However, these studies did not
fully address the following three issues: 1) other artifacts or noise such as back-
ground EEG; 2) discriminative features, particularly the complete temporal pat-
tern of discriminative ERP; 3) unbalanced classification problem.
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2.5 Mathematical Supplement
This section exhibits the mathematical essences of a supervised feature extrac-
tion algorithm and a supervised classification algorithm, namely common spa-
tial pattern (CSP) and weighted support vector machine (WSVM), respectively.
The two methods will be frequently mentioned in the subsequent chapters and
thus a compact view here will contribute to the understanding of this work. Note
that RIT mainly deals with the binary classification problem, i.e. targets versus
non-targets, therefore only the algorithms suited for two-class discrimination
are interpreted here.
2.5.1 Common spatial pattern
The field of EEG analysis has seen the usage of CSP since 1990s and its imple-
mentations range from localizing sources to differentiating the imagined hand
movements (Koles et al., 1990, 1995; Mu¨ller-Gerking et al., 1999; Ramoser
et al., 2000). The CSP acquires a set of spatial patterns from two populations of
single trial EEG data. The difference between these two populations are maxi-
mized when projected onto the extracted spatial patterns.
Algorithm of CSP
A single trial EEG epoch belonging to class c is given as a matrix X c with
dimensionality of NM, where N and M are the number of channels and the
number of time instances respectively, and usually N M. The averaged spatial
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where 0 denotes the matrix transpose operator and n is the number of epochs
in class c;c 2 f1;2g. In the case of binary classification, the composite spatial
covariance is
S = S1+S2 (2.9)
The composite spatial covariance is firstly whitened by a transformation P such
that the variances of S in the transformed space is equalized:
PSP0 = PS1P0+PS2P0 = I (2.10)
where I is the identity matrix. It can be shown that if PS1P0 is factorized as
PS1P0 = BL1B0 (2.11)
where L1 is a diagonal matrix whose diagonal elements are eigenvalues of
PS1P0, then PS2P0 can also be factorized by B:
PS2P0 = BL2B0 = I  BL1B0 (2.12)
where L2 is also a diagonal matrix of eigenvalues. In this sense, PS1P0 and
PS2P0 share the same eigenvector matrix B and the sum of their corresponding
eigenvalues is always one, which means that a smaller eigenvalue of one class
will be accompanied by a bigger eigenvalue of the other class. A larger differ-
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ence in eigenvalues indicates a further distance in the space between classes.
Hence by choosing eigenvectors in B which maximize the eigenvalue differ-
ence, a set of features can be derived for optimal binary discrimination in the
least squares sense (Ramoser et al., 2000).
In summary, the CSP algorithm starts from finding the whitening matrix P and
then looks for the common eigenvector matrix B. The P0B0 is the CSP filter
matrix and the rows of (P0B0) 1 are called common spatial patterns.
2.5.2 Weighted support vector machine
WSVM ia a variant of SVM tailored for unbalanced classification problem.
Conventional SVM is a supervised learning method whose objective is to max-
imize the geometric margin of the samples with respect to the discriminating
hyperplane (hyper-boundary), under the requirement that the empirical classifi-
cation errors are minimized (Cortes and Vapnik, 1995; Cristianini and Shawe-
Taylor, 2000).
Primal problem of SVM
If x denotes a feature vector, a discriminating hyperplane in the feature space
can be expressed as
f (x) = w0x+b= 0 (2.13)
where w is a projection vector and b is the bias. A perfect classification is
achieved if w and b can be found such that f (x) > 0 for all samples in one
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class and f (x)< 0 for the other. This desired hyperplane is characterized by the
largest achievable geometric margin, as larger margin implies lower probability
of misclassification. The geometric margin of the ith sample xi with respect to





where jj  jj is the norm operator. ci 2 f+1; 1g represents the class labelling
and can be arranged such that di > 0.





ci(rw0xi+ rb) = 1 (2.15)
where r is a scaler. Note that rw and rb can still be represented by w and b
respectively, as what matters is the direction of the hyperplane, not the scaling.
The aim of SVM is to enlarge the geometric margin, which, according to Eq.
2.15, is equivalent to minimize jjwjj. Therefore for a given dataset, the objective
function of SVM which is also called primal problem, is given as:
minimizing: f (w) = 12w
0w
subject to: ci(w0xi+b) 1 (2.16)
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Samples that satisfies ci(w0xi+b) = 1 are termed support vectors as they are the
closest to the hyperplane, while others which are far beyond will be ci(w0xi+
b) > 1. This primal problem is a constrained optimization problem and by ap-
plying the Lagrange theorem it can be simplified to a dual problem.
Dual problem of SVM
The dual problem of SVM is to maximize the Lagrange function under the



















ai  0 (2.18)
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aici = 0 (2.19)


















aici = 0 and
ai  0 (2.20)
Hence only a needs to be optimized and it can be calculated using some global
optimization algorithms. Then the hyperplane defined by w and b can be found
accordingly. However, this SVM is said with “hard margin”, which is workable
only in a linearly separable case. Thus, a SVM that can tolerate some classifi-
cation errors is practically more favorable.
SVM with soft margin
One solution to a linear inseparable problem is to soften the hard margin of
SVM. This is realized by adding the non-negative slack variables xi into the
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formulas of primal problem:






subject to: ci(w0xi+b) 1 xi and
xi  0 (2.21)
If xi > 1, it means that the sample xi lies on the wrong side of hyperplane,




xi serves as the misclassification
penalty imposed on the objective function. The calculation of the dual problem
is similar to previous one, which gives
















aici = 0 and
0 ai C (2.22)
SVM with nonlinear mapping
The linear inseparable data may become separable in a higher dimensional fea-
ture space. SVM is capable of playing a so-called “kernel trick” to realize such
a high dimensional classification. Here a nonlinear mapping from the original
space to a high-dimension space is defined as f(x) and the expression of the
hyperplane is modified accordingly:
f (x) = w0f(x)+b= 0 (2.23)
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Similarly, the dual problem expressed in Eq. 2.22 is updated as follows:
















aici = 0 and
0 ai C (2.24)
where K(; ) is the kernel mapping and K(xi;x j) = f 0(xi)f(x j). The kernel
trick here is, instead of looking for an explicit form of nonlinear mapping f , the
expression of K(; ) can be directly found.
Weighted SVM
Theoretically, SVMworks on balanced or near-balanced classification problems
where the number of samples for each class is similar. For highly unbalanced
classification problems, since misclassification on minority class and majority
class is penalized equally, SVM tends to categorize all the samples from minor-
ity class to majority class so as to achieve lower empirical classification error.
This could be undesirable because the minority class may be the one that is of
particular interest to a task.
Instead of treating two classes equally, WSVM puts more penalties to the mis-
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classification of the minority, which is expressed as follows:






subject to: ci(w0f(xi)+b) 1 xi (2.26)
xi  0;
where R1 and R2 stands for two classes and C1 and C2 are the corresponding
regulation parameters. C1 andC2 are chosen such thatC1=C2 = n2=n1. n1 and n2
are the total sample numbers of each class. This setting imposes higher penalty
on the classification errors made on the samples from the minority condition
(Boser et al., 1992).
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Chapter 3
Rapid Image Triage System
This chapter is concerned with the protocol of a RIT system developed by the
author, which is mainly designed for online broad-area imagery screening. It is
a user-friendly system in the sense that the operation has been streamlined and
the image analyst’s task burden has been taken into consideration. In reality, the
broad-area imagery screening requires a highly skillful analyst to participate,
who is however the scarce resource. Hence as a compromise, a more feasible
task (animal image versus nature image) was actually performed on the system,
instead of the broad-area imagery screening. The EEG signals recorded formed
a database on which several single-trial ERP detection methods were evaluated
off-line. The details about single-trial ERP detection methods are given in sub-
sequent chapters.
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3.1 System Overview
As outlined in Fig. 3.1, the developed RIT system consists of two parts: stim-
ulation & acquisition subsystem (SAS), and data analysis subsystem (DAS).
Each subsystem operates on a separate laptop, and was linked to each other in
the local network following TCP/IP protocol. SAS is responsible for delivering
the visual stimuli (images) to the image analyst, and at the same time acquiring
raw EEG signals through an EEG amplifier. The analog signals from the re-
sponse button in the system are recorded simultaneously to an auxiliary channel
of EEG amplifier. DAS continuously receives raw signals transmitted by SAS
through the network. The signals are evaluated in a near real-time fashion and
also stored for the possible off-line analysis.
Figure 3.1: Schematic of the RIT system
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The EEG system used is a 64-channel ANT amplifier (ANT B.V., Enschede,
Netherlands) with its compatible 64-channel Waveguard Cap, and the two lap-
tops for SAS and DAS respectively have the same specifications (Intel Core 2
Duo T9600 and 2GBDDR2memory). Software integration includes Presentationr
(Neurobehavioral Systems Inc., AL, USA) for stimulus/image delivery, C++
program for data acquisition and transmission, Labviewr (National Instrument,
Inc., Austin, Texas, USA) for user interface, Matlabr (Mathworks, Inc., Nat-
ick, MA, USA) for signal analysis, and Erdasr (Intergraph, Inc., Madison, AL,
USA) for broad-area imagery screening.
3.2 RIT for Online Broad-area Imagery Screening
This section presents an online RIT system customized for the broad-area im-
agery screening. The system streamlines the operational procedures such as
image chip making, eye calibration, training and testing, and takes advantage of
single-trial ERP detection methods to realize near real-time processing capabil-
ity. It is being designed such that the image analyst can perceive targets more
easily, with higher identification accuracy.
3.2.1 Image preparation
The file size of broad-area imagery can be more than 1 GB even under data com-
pression, which is inconvenient for browsing. Therefore, for the ease of rapid
serial visual presentation in RIT, the original large imagery should be chopped
to a sequence of much smaller images. This was accomplished by the software
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developed by the author (see Fig. 3.2). The size of images was 500500 pixels
(adjustable) except those in the boundary which might be smaller. Spatial infor-
mation regarding the original location of images in the broad-area imagery was
preserved, as it would be useful for registering target ERP or non-target ERP to
the imagery in the final stage. Considering that human vision is used to consec-
utive images without sudden changes in spatial context, raster scan order was
adopted during image preparation (see Fig. 3.3). It will maintain the spatial in-
formation flow and consequently avoid triggering the visual surprise (Einha¨user
et al., 2007).
 
Figure 3.2: The software developed for image preparation
It is worth pointing out that point of interest (POI) (target object) might fall into
the boundary of images, or even be split into two neighboring images, as can
be seen in Fig. 3.4. Target object lying beyond the center of the image could
be hard to be observed and identified by the image analyst, especially in the
NATIONAL UNIVERSITY OF SINGAPORE SINGAPORE
3.2 RIT for Online Broad-area Imagery Screening 63
 
Figure 3.3: The raster scan order of image preparation. Target is the image
containing point of interest (POI).
present case of RIT where images were presented to the image analyst at a high
speed. To overcome this problem and boost the performance, two approaches
were implemented as indicated in Fig. 3.2.
 
Figure 3.4: Ordinary image preparation. The rectangular in color stands for the
image boundary.
 Auto-centering approach: This approach utilizes pattern recognition tech-
nique to detect suspicious objects which possess some features of pre-
defined patterns. Then images can be prepared in such a way that the
detected objects are at or near the center. Currently the software can auto-
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center three patterns (straight edge, rectangle and circle). It is worth not-
ing that this approach will usually result in many duplicated images (large
overlapping with others) and thus increases significantly the total number
of images. This is due to the fact that the context of typical broad-area
imagery is very complex and current computer vision based methods are
not reliable enough in such a complicated application.
 Overlapping: In Fig. 3.5, each pair of neighboring chips share some parts,
which ensures that target object would be at least allocated in the center of
one image. Hence all the target objects would have the chance to appear in
the center of image analyst’s visual focal field. However, the drawback is
that it reduces the efficiency of RIT system as the total number of images
will increase slightly.
 
Figure 3.5: Image preparation with overlapping. Adjacent images share a por-
tion of imagery.
3.2.2 Experimental procedure
Sitting in an adjustable, comfortable chair, the image analyst was required to
wear the EEG cap (see Fig. 3.6) before undergoing the RIT experiment. The
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experiment was conducted in the ambiance of silence and consisted of one eye





Figure 3.6: Checking impedance by ASA. a) Injecting gel in the cap. b)
Impedance is shown in ASA - the darker the blue color, the better the impedance.
Eye calibration
EOG artifact can obscure ERP which are of small amplitudes. In this session
the artifact of eye blinking and eye movement were modeled. The image analyst
was instructed to: 1) blink eyes with repeated flashes of a white cross on a black
screen; 2) make horizontal eye movements by following the white cross which
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alternatively appeared on the left and right of the screen; 3) make vertical eye
movements by following the white cross which alternatively appeared at the top
and bottom of the screen.
(a) (b)
Figure 3.7: Eye blinking and movement calibration. (a) The image analyst
blinked upon the disappearance of the white cross. (b) The image analyst made
eye movements while the white cross alternated repeatedly from left to right, up
to down
Training and testing
Following the standard RSVP paradigm (Thorpe et al., 1996; Gerson et al.,
2006), in both training session and testing session, image analysts were pre-
sented bursts of images. Each burst contained 50 images, each of which lasted
for 150 milliseconds on the screen. Every burst was separated by a fixation
screen (a black screen with a fixation cross in the center) for a controllable du-
ration (up to 10 seconds) to break the monotony and to minimize possible eye
strain. In training session, targets were randomly inserted into bursts, in a man-
ner that each burst contained at most one target, and the target was not among
the first and the last 10 images of the burst. The duration of training session
was determined by the image analyst’s performance. If the image analyst had
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correctly responded to targets by pressing the button to pre-defined number of
times, training session would automatically terminate. This ensured adequate
data for training robust classification model. In testing session, images were
arranged and presented according to the raster scan order as shown in Fig. 3.3.
3.2.3 Data processing
A linear modeling approach was used to deal with a typical artifact that contam-
inated EEG activity, i.e. EOG artifact (Parra et al., 2005). This method assumes
a linear model between the underlying sources and the scalp potentials. After
deriving a forward model for eye blinking, horizontal and vertical eye move-
ments based on the data collected in eye calibration session, the artifact-free
EEG signals were reconstructed by subtracting the estimated contribution of
EOG artifacts from the observed raw EEG in the training and testing sessions.
In the training session, the single-trial ERP detection method Common Spatio-
Temporal Pattern (CSTP) (see Chapter 5) and WSVM (see Section 2.5.2) were
trained. For CSTP, 8 most discriminative filters (spatial and temporal) were
selected and retained. The features extracted by these CSTP filters were subject
to WSVM for classification.
3.2.4 Broad-area imagery screening
The performance of RIT could be visualized by highlighting positions of target
objects in the original imagery with posterior probability mapping. Posterior
probabilities representing the likelihood at which each image belonged to target
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category were estimated based on single-trial ERP detection, and were further
interpolated and converted to a pseudo-color coded hotspot layer (see Fig. 3.8)
which could be overlaid on the original broad-area imagery. Images with rela-
tively higher posterior probability were marked in brighter color such as red and
yellow, whilst images with lower posterior probability were marked in darker
color like blue.
 
Figure 3.8: The pseudo-colored layer overlaid on the original broad-area im-
agery. The layer was generated by the developed RIT system. The star-shaped
symbol illustrates the actual position of target objects.
3.3 Real-life experiments
This section specifies the details of real-life RIT experiments. In these exper-
iments, nature images containing animal(s) were defined as targets whilst na-
ture images without animal(s) were considered as non-targets. The purpose of
conducting these experiments is to: 1) collect sufficient data for developing ad-
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vanced single-trial signal processing methods on behalf of RIT system, and 2)
obtain feedbacks regarding the usage and robustness of the system.
3.3.1 Participants
Twenty right-handed subjects (21-30 years old, 15 males and 5 females) were
recruited from National University of Singapore, who fulfilled the inclusion cri-
teria of not being on any medication, having no history of neurological or psy-
chiatric problems, with normal or corrected-to-normal sight. Recruitment of
human subjects for this study was reviewed and approved by the National Uni-
versity of Singapore Institutional Review Board (NUS-IRB).
3.3.2 Experimental paradigm
Each subject underwent a 2-h RIT experiment in a temperature-controlled labo-
ratory with an ambiance of silence. Prior to each experiment, a detailed orienta-
tion was given to the subject by the operator. Each experiment consisted of one
training session and one test session and there was a 10-min break between ses-
sions. Following a standard RSVP paradigm (Thorpe et al., 1996; Gerson et al.,
2005), in both training session and test session, subjects were presented, using
Presentationr, (Neurobehavioral Systems Inc., Albany, USA), bursts of images
via an LCD screen, each having 50 images, with each image showing sequen-
tially on the screen for about 150 milliseconds. Every burst was separated by a
fixation screen (a black screen with a fixation cross in the center) for a subject-
controlled duration (up to 10 seconds) to break the monotony and to minimize
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possible eye strain. This alternation of image bursts and fixation screens lasted
for about 25 mins. Both training session and test session consisted of one such
alternating series.
The images shown consisted of both non-target images and a small amount of
target images, according to a pre-defined categorization concept. For this ex-
periment, images shown in RSVP were 500500 pixels in size, some of which
contained pre-defined targets, i.e. animals as shown in Fig. 3.9. Subjects were




Burst of 50 
images 
 
Figure 3.9: The standard RSVP paradigm, fifty images were presented in fast
bursts of 7.5 seconds, with each image lasting for 150 ms
3.3.3 Data acquisition
In both training session and test session, the subjects’ EEG signals were recorded
and sampled at 250 Hz, using an ANT amplifier (ANT B.B., Enschede, Nether-
lands) from the Waveguard cap (ANT B.B., Enschede, Netherlands) with 62
Ag/AgCl electrodes located over the scalp, based on the International 10-10
system. All channels were referenced to the linked ears and grounded to the
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forehead. A 0.5 Hz high-pass digital filter was applied to remove DC drifts and
a 30 Hz low-pass digital filter was used to minimize high-frequency noise and
artifacts. As the time stamp of the onset of each image displayed to the subjects,
digital event triggers were sent over a parallel port by Presentationr.
The EEG signals were then segmented into single-trial ERP epochs, such that
each epoch corresponded to the EEG segment falling into the event-locked win-
dow of [0 500] ms, i.e. from the onset of each image to 500 ms after the on-
set. The choice of this event-locked window followed the work in the literature
(Gerson et al., 2006; Huang et al., 2008). The length of the epoch was sufficient
to include P300 component (occurring approximately at 300 ms after targets)
while excluding major component of motor response (occurring after 600 ms)
associated with button click (Huang et al., 2008). It is noteworthy that RIT is
a task that requires high vigilance and emulates natural saccadic scene acqui-
sition (Gerson et al., 2005). It is unclear whether Bereitschaftspotential (BP)
associated with button click is significant in the context of RIT. According to
the study by Gerson et al. (2006), the comparison of the scalp maps of dis-
criminating activities between motor and non-motor RSVP tasks, i.e. with and
without immediate button click, showed little notable difference within 550 ms
after stimulus onset.
As a result, the problem of RIT boiled down to the single-trial ERP discrimi-
nation problem of target ERP elicited by targets vs. non-target ERP elicited by
non-targets. The following chapters aim to address this problem.




Approach to Denoising of
Single-Trial ERP in Rapid Image
Triage
Like other brain-computer interface systems relying on single-trial detection,
RIT suffers from the low SNR of the single-trial ERP. This chapter presents a
spatio-temporal filtering approach tailored for the denoising of single-trial ERP
in RIT. The proposed approach is essentially a non-uniformly delayed spatial
Gaussian filter that attempts to suppress the non-event related background EEG
and other noises without significantly attenuating the useful ERP signals. The
efficacy of the proposed approach is illustrated by both simulation tests and
real-life RIT experiments.
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4.1 Introduction
ERP are the changes in the ongoing EEG due to stimulation and are always
merged with noises, such as environmental noise, sensor noise, and background
physiological noises including background EEG. As a result, the SNR of single-
trial ERP can be extremely poor, which makes single-trial ERP detection for
RIT very difficult. The conventional approach that enhances the SNR of ERP
by ensemble averaging is practically inappropriate for RIT. Because this would
significantly reduce the efficiency of RIT, noting that the motivation of RIT
is to provide high efficiency in searching of targets in large-volume imagery
(where the number of images can be very large). Moreover, the averaging is
based on the assumption that characteristics of ERP keep static all the time,
which however is doubtful (Truccolo et al., 2003). In particular, if the latency
of the ERP varies from trial to trial (latency jitter), the average ERP will not
be representative for the actual single-trial ERP. Therefore, the SNR should be
improved so as to make it possible to analyze ERP on the single-trial basis.
There are many adaptive filtering algorithms available for enhancing the SNR
of ERP. Wiener filter obtains an estimate of ERP for each epoch by minimizing
mean square error (Doyle, 1975). de Weerd (1981) generalized Wiener filter to
a time-varying counterpart which can accommodate signal waveforms of short
duration. Woody (1967) proposed an adaptive filtering method that utilizes time
delays to match single-trial ERP to a template. These methods are similar in the
sense that they all analyse signals in a single channel.
On the other hand, since high-density EEG measurement is widely applicable
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nowadays, numerous methodologies are proposed to use some spatial combi-
nation/projection to extract single-trial ERP signals. Unlike conventional trial-
averaging approach that exploits the signal redundancy provided by multiple
trials, these spatial filtering methods in theory are making use of the signal re-
dundancy provided by multiple channels. Parra et al. (2005) integrated mul-
tiple channels linearly for the analysis of multivariate EEG data. Hierarchical
discriminant component analysis (HDCA) applies Fisher linear discriminator
(FLD) and penalized logistic regression (PLR) to extract spatial and temporal
patterns (Gerson et al., 2006; Sajda et al., 2010). These methods are typically
used for data analysis, not denoising.
Within the family of spatial filtering, some can be implemented as denoising
methods, such as PCA (Kayser and Tenke, 2003) and ICA (Makeig et al., 1996).
They decompose EEG signals into a number of orthogonal components or in-
dependent sources, and the noise-free signals can be reconstructed when com-
ponents/sources associating with noise are discarded from reconstruction. An-
other denoising method, denoising source separation (DSS) (Sa¨rela¨ and Valpola,
2005; de Cheveigne´ and Simon, 2008), separates stimulus-related signals from
stimulus-unrelated signals according to a criterion of repeatability of the signals.
Rather than bilinear (space/time) models used by PCA and ICA, parallel factor
analysis (PARAFAC) takes advantage of trilinear (or even higher) model which
can achieve unique decomposition without imposing strong constraints like sta-
tistical independence in ICA. The first attempt to apply PARAFAC to actual
multichannel evoked potentials was by Field and Graupe (1991). They man-
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aged to obtain reproducible, spatio-temporal components among subjects, with
detailed guidelines. Miwakeichi et al. (2004) proposed the space/frequency/time
atomic decomposition of the time-varying EEG spectrum using PARAFAC.
Moreover, by choosing spectral-spatial template, PARAFAC can be used for
artifact detection in new dataset. However both PARAFAC methods are sen-
sitive to the preprocessing of data, and may also suffer from the degeneracy
(Mørup et al., 2008). Another multilinear decomposition method termed shifted
CANDECOMP/PARAFAC model (SCP) considers component delay as one of
the causes to degeneracy (Mørup et al., 2008). By appropriately allowing for
component delays, the method can accurately capture the features of component
delayed datasets and at the same time avoid the degeneracy pitfall. However the
method, similarly to ICA, cannot provide a priority ranking of the decomposed
components (for noise detection) and its applicability of denoising new EEG
dataset on a single-trial basis is not straightforward.
This chapter proposes a simple, supervised methodology for ERP denoising in
RIT, which uses time delays. There are two assumptions for the proposed ap-
proach: 1) target ERP latency differences between two channels are identical
across trials. ERP measured on the scalp are the result of current mixing of neu-
ron activities in the brain. Although target ERP latency may vary from trial to
trial, one can expect that latency difference between channels (or propagation
of target ERP) is relatively stable, if the underlying neural circuitry of target
ERP and the corresponding current conductor remain unchanged. 2) target ERP
topographies are smooth. It means that the morphologies of target ERP in neigh-
bouring channels are more similar than those at far distance (since the brain can
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be considered as a volume conductor). With these assumptions, the proposed
approach, in a form of spatio-temporal filtering, applies a spatial Gaussian filter
to the temporally adjusted / realigned single-trial ERP. The temporal realign-
ment is achieved by ensuring that target ERP in all the channels peak at the
same time. The proposed approach is an attempt to suppress the non-event re-
lated background EEG through spatial Gaussian filtering while well preserving
the useful ERP signals. It serves as a denoising preprocessor, which is a com-
plement to other techniques such as brain source analysis and modeling. The
approach is evaluated by simulation tests as well as real-life RIT experiments
described in Section 3.3.
4.2 Proposed Spatio-Temporal Filtering Approach
4.2.1 Background
The P300 component is typically elicited in the oddball paradigm (Polich, 2007)
and it is the major discriminative signature that differentiates target ERP from
non-target ERP. The P300 can be interpreted as a reflection of broad recognition
and memory-updating processes (Patel and Azzam, 2005). The latency of the
P300 component varies on the scalp, being shorter over frontal areas and longer
over parietal areas (Polich and Bondurant, 1997). Moreover, the P300 compo-
nent is correlated with mental function speed, where individual difference exists
(Pelosi et al., 1992).
Additionally, scalp ERP originate from the electrical activities arising from
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millions of participating neurons in the brain. After penetrating through low-
conducting skull, ERP are attenuated and smeared to larger region on the scalp.
Thus it is expected that the topographies of ERP are smooth, and ERP measured
in neighbouring channels should have the closest morphologies.
4.2.2 Spatial filtering
2D Gaussian smoothing (2D-G) is a typical spatial filter which has been widely
used in image processing. It functions as a spatial low-pass filter. It is able to
reduce high spatial frequency noise and improve the spatial smoothness of ERP
topographies in the high-density EEG measurement.
Let X c;d denote the dth EEG epoch (channeltime) under condition c, where
c2f+; g represents either target condition (‘+’) or non-target condition (‘ ’).
x(m;n) represents the EEG value at mth row and nth column in X c;d (MN).
Moreover, pi stands for the spatial position of the i
th channel on the scalp, whose
coordinates follow cross-registrations between spherical and realistic head ge-
















where x¯(m;n) is the spatially filtered signal value, and parameter ss controls
how quickly the Gaussian g(; ) falls off. In Eq. (4.1), x¯(m;n) is primarily
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determined by x(m;n) and its neighbouring signals in space.
4.2.3 Spatio-temporal filtering
2D-G is originally designed for spatial low-pass filtering of 2-dimensional spa-
tial patterns (such as images). The effect of Gaussian smoothing by 2D-G is to
blur an image (by attenuating high spatial frequency signals), where the degree
of smoothing is determined by the standard deviation of the Gaussian. When
2D-G is directly applied to EEG topography, it does not put into consideration
the ERP latency difference between different channels on the scalp. The ex-
istence of ERP latency difference in different channels creates discontinuity in
the 2-dimensional EEG topography (equivalent to high spatial frequency com-
ponents) at each time point. If 2D-G is applied, such discontinuity would be
undesirably filtered, resulting in considerable attenuation of useful ERP signals.
Therefore, a spatio-temporal filtering is proposed in this work. It optimally
avoids the above-mentioned pitfall of the 2D-G. It is in fact a non-uniformly
delayed spatial Gaussian filter, in which the effect of ERP latency difference is
optimally counteracted. The aim is to optimally preserve the useful ERP signals
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where T (m; i) is time delay, the estimated ERP latency difference between mth
channel and ith channel. These time delays are introduced for cancelling the
effect of ERP latency difference on the spatial Gaussian filter.
Eq.(4.2) defines a spatio-temporal filter that spatially and temporally searches
for the most suitable “neighbourhood” EEG samples for averaging. Unlike spa-
tial Gaussian filter where “neighbourhood” is defined only in the sense of spatial
distance, the “neighbourhood” in the proposed spatio-temporal filter is defined
in a non-uniformly delayed space. Therefore, the proposed approach can also
be perceived as a spatial filter operating in a non-uniformly delayed space, in
which ERP signals are temporally adjusted/re-aligned according to the inherent
ERP latency difference among channels. The proposed approach is expected to
exclude noise with minimum ERP signal attenuation.
4.2.4 Estimating the ERP latency difference between chan-
nels
The exact ERP latency in each channel is typically unknown. However, with
the assumption that the ERP latency difference between any two channels re-
mains more or less constant across trials, these latency difference can be readily
estimated by calculating the spatial correlation between channels.
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where N+ is the number of target epochs in training session. The spatial corre-





where Cov(; ) denotes the covariance. x˜i and x˜ j are the ith and jth channels
(rows) of X˜+. s is the standard deviation.




Cov(x˜i; x˜ tj )
sx˜isx˜ tj
(4.5)
where x˜ tj is t time-point delayed copy of x˜ j, and t 2 [ k;k]. Assume ti; j is the
solution that maximizes Eq. (4.5). It follows that ti; j forms the element of T (i; j)
in Eq. (4.2).
Note that in this work, ti; j in T will be set to zero if ri; j(ti; j) is less than the pre-
defined threshold of 0:5. Channels with the coefficient less than the threshold
are regarded as not strongly correlated and therefore temporal re-alignment is
unnecessary.




Three simulation tests (S1, S2 and S3) were designed for visualizing the denois-
ing ability of the proposed approach. For these simulation tests, an ensemble
average target ERP epoch obtained from one subject in the real RIT experi-
ments (see Section 4.3.2) was used as the benchmark. The epoch fell into the
time window of [60 440] ms after stimulus onset, with dimensionality of 6296.
The objective was to show, if artificial noise (or real EEG noise) was introduced
into the benchmark, to what extent the proposed denoising approach could re-
cover the original topographies from noise-contaminated ones.
Simulation tests S1, S2 and S3 differed on the types of noises that were intro-
duced into the benchmark. S1 and S2 used artificial noise. The noise in S1
was not only temporally white but also spatially white (spatially decorrelated
from every other channel), and the noise in S2 was temporally white but spa-
tially correlated, i.e. the noise in frontal channels was negatively correlated with
that in parietal channels (this was to simulate real physiological noises like eye
blink/movement artifacts and muscle artifacts which are generally not spatially
white but spatially correlated). The noise in S3 was real EEG noise that could
be both spatially and temporally correlated (a segment of task-irrelevant resting-
state EEG).
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4.3.2 Real-life RIT experiments
Whether the proposed denoising approach offers enhanced separability between
target ERP and non-target ERP was verified on EEG data recorded in Section
3.3.
Data preparation
The proposed spatio-temporal filtering approach was compared to the spatial
filter 2D-G and the case of raw signals without denoising (RS), in S1, S2, S3 and
real-life RIT experiments. The proposed approach was also compared to DSS,
ICA and SCP in real-life RIT experiments. It is worth noting that t 2 [ k;k] in
Eq.(4.5), k was set to 15 (corresponding to 60 ms) in this work. Accordingly,
spatio-temporal filtering (without padding) of the original [0 500] ms epoch
resulted in a [60 440] ms epoch. For fair comparison purpose, the epoch for
2D-G, RS, DSS, ICA and SCP also fell into the event-locked window of [60
440] ms.
A single-trial ERP classification system was used to test whether the proposed
denoising approach offers enhanced separability between target ERP and non-
target ERP. In this single-trial ERP classification system, 4 most discriminative
features that were the variance of projected time series were extracted by CSP
from the denoised signals (see Section 6.2.1). CSP is known for its success in
feature selection for single-trial ERP analysis. However, it is noteworthy that
CSP is essentially sensitive to the noise (Ramoser et al., 2000). The single-
trial noise in training session and test session can bias the CSP filters extraction
NATIONAL UNIVERSITY OF SINGAPORE SINGAPORE
4.3 Evaluation 83
and feature extraction, respectively. Therefore a preprocessing process, e.g. the
proposed denoising approach, will be necessary and helpful.
Classification
Note that the number of target ERP was far less than that of non-target ERP
(4,800 non-target ERP epochs vs. around 70 target ERP epochs in each session).
Hence, WSVM (Osuna et al., 1997) was chosen as the classifier, which can
address unbalanced classification problems. The mathematical formulation of
WSVM is available in Section 2.5.2.
Accordingly, balanced error rate (BER) was used as the performance measure.











where TP, TN, FN and FP stand for the numbers of true positive, true negative,
false negative and false positive, respectively. Here positive is target condition,
while negative is non-target condition.
The 5-fold cross-validation procedure (Cristianini and Shawe-Taylor, 2000) was
carried out for training WSVM and evaluation was done on the data collected in
the test session.
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4.4 Results and Discussion
4.4.1 Simulation test I
In simulation test S1, the spatially white and temporally white noise was intro-
duced to generate the noisy target ERP. As can be seen in Fig. 4.1, it became
nearly impossible to perceive the original topographies of target ERP from the




(c) the proposed approach
(d) 2D-G
204 ms 252 ms 300 ms 348 ms 396 ms 444 ms
Figure 4.1: The EEG potential topographies before and after filtering in Simu-
lation test I. The first row is the benchmark target ERP which is noise-free. The
second row is the noise-contaminated version of target ERP. The noise artifi-
cially added is the spatially and temporally white noise. The third row and the
fourth row are the outputs of the proposed spatio-temporal filtering and 2D-G,
respectively. ss was set to 0.04 m. All topographies are under the same scale
[-8 8] mV , and interpolated by an EEGLAB function ‘topoplot’ (Delorme and
Makeig, 2004).
Fig. 4.1 shows the topographies of (a) target ERP, (b) noise-contaminated target
ERP, (c) the denoised target ERP by the proposed approach, and (d) the denoised
target ERP by 2D-G. It is evident that the proposed spatio-temporal filtering was
able to largely recover the target ERP because the topographies in Fig. 4.1(c)
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resembled those of target ERP in Fig. 4.1(a). Particularly, when target ERP,
characterized by P300, became dominant in parietal region (see topographies
at 396 ms), the proposed spatio-temporal filtering was able to attenuate most
of the added noise and recovered the distribution of target ERP on the scalp.
In contrast, 2D-G could not reach a good trade-off between excluding noise and
preserving target ERP signals. This can be observed by comparing topographies
at 396 ms in Fig. 4.1. 2D-G managed to exclude “shot noise” in frontal region,
however the positive activations in parietal region were undesirably blurred too,
resulting in a topography very different from the one of the underlying target
ERP.
The sharp difference in the performance of the proposed approach and 2D-G can
also be observed in the topographies at 204 ms in Fig. 4.1. The strong noise in
the frontal and central regions was almost completely removed by the proposed
approach, which however remained dominating in the topography obtained by
2D-G.
4.4.2 Simulation test II
In reality, noises in EEG usually are not both temporally and spatially white.
More often, they are spatially correlated. For instance, muscular artifacts due to
muscle movements typically generate spatially correlated artifact components
in scalp EEG. The simulation test S2 was to simulate such a scenario.
Fig. 4.2 presents the performance of the proposed approach and 2D-G. It can
be seen that 2D-G was not able to recover the target ERP. All the topographies
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(a) target ERP
(b) noise-contaminated
(c) the proposed approach
(d) 2D-G
204 ms 252 ms 300 ms 348 ms 396 ms 444 ms
Figure 4.2: The EEG potential topographies before and after filtering in Sim-
ulation test II. The first row is the benchmark target ERP which is noise-free.
The second row is the noise-contaminated version of target ERP. The noise ar-
tificially added is spatially correlated but temporally white noise. The third row
and the fourth row are the outputs of the proposed approach and 2D-G, respec-
tively. ss was set to 0.04 m. All topographies are under the same scale [-8 8]
mV , and interpolated by an EEGLAB function ‘topoplot’ (Delorme and Makeig,
2004).
given by 2D-G in Fig. 4.2(d) were very distinct from the ones of the target ERP
in Fig. 4.2(a). They simply resembled the noise-contaminated topographies
(which were dominated by spatially-correlated noise) in Fig. 4.2(b).
Unlike 2D-G, the proposed approach could still recover target ERP from the
noise-contaminated signals. By comparing Figs. 4.2(a), 4.2(b) and 4.2(c), it can
be seen that: 1) the noise could be largely suppressed and the topographies of the
denoised target ERP matched closely with those of target ERP; 2) the amplitude
of target ERP signals (color coded in Fig. 4.2) could be mostly recovered. For
example, in the topography at 444ms in Fig.4.2(c), an activation around occipital
region which was completely masked by the noise as in Fig. 4.2(b), became
visible after the spatio-temporal filtering by the proposed approach.
NATIONAL UNIVERSITY OF SINGAPORE SINGAPORE
4.4 Results and Discussion 87
Based on the results of simulation tests S1 and S2, it becomes clear that the
proposed approach functions differently from the 2D-G. The effect of 2D-G is
to smooth the EEG topography at each time point by attenuating high spatial
frequency changes. It functions as a spatial low-pass filter. It is an unsupervised
filter that simply blurs edges or discontinuities in the EEG topography. To some
extent, it may help to improve the SNR of the noise-contaminated target ERP
by suppressing noise that is spatially white (as seen in Fig. 4.1). However, it
completely fails in the case where noise is spatially correlated (as seen in Fig.
4.2).
In contrast, the proposed approach functions as a spatio-temporal filter. It is
a supervised filter that smooths the EEG topography in a guided way, i.e. in
the non-uniformly delayed space according to the estimated channel-wise target
ERP latency difference. Any high spatial frequency components (like edge or
discontinuity) in the EEG topography due to the channel-wise target ERP la-
tency difference is not undesirably filtered, while other spatially white noise (as
seen in Fig. 4.1) or spatially-correlated noise (as seen in Fig. 4.2) is largely
attenuated. It is worth noting that the proposed approach is also able to suppress
spatially-white but temporally-correlated noises, although this is not demon-
strated in this work.
The proposed approach is designed to increase the SNR by attenuating noises
while optimally preserving useful target ERP. Its ability of preserving useful
target ERP can be further shown by an idealized noise-free scenario. Suppose
that, in this noise-free case, latency difference is the only difference among
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different channels in the target ERP. It follows that the waveforms in different
channels match perfectly between each other, if the target ERP are re-aligned
by introducing time delays according to the channel-wise latency difference.
Since different channels peak at different time, the EEG topography at a given
time is not smooth and there may be edges or discontinuities in the topography
due to channel-wise latency difference. These edges and discontinuities will
be undesirably filtered/smoothed by 2D-G, resulting in an attenuation of target
ERP. However, it can be shown that, unlike the 2D-G, the proposed spatio-
temporal filter will fully preserve such noise-free target ERP since the effect
of the channel-wise latency difference is fully compensated by introducing the
time delays as in Eq. (4.2).
4.4.3 Simulation test III
In addition to S1 and S2, S3 which applied real EEG noise was carried out
for the performance evaluation. Differing from previously used artificial noise,
real EEG noise may be both spatially and temporally correlated, which can be
illustrated by comparing topographies in Fig. 4.3(b) to those in Fig. 4.3(a) at
348 ms, 396 ms and 444 ms, where consistently strong noise was observed in
the left pre-frontal region during the period.
In line with the results of S1 and S2, the proposed spatio-temporal filtering
achieved better denoising performance compared to 2D-G. For instance, the
target ERP activation area recovered by the proposed approach at 444 ms in
Fig. 4.3(c) was larger and of more accurate location than that in Fig. 4.3(d).
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(a)target ERP
(b) Noise-contaminated
(c) the proposed approach
(d) 2D-G
204 ms 252 ms 300 ms 348 ms 396 ms 444 ms
Figure 4.3: The EEG potential topographies before and after filtering in Simula-
tion test III. The first row is the benchmark target ERP which is noise-free. The
second row is the noise-contaminated version of target ERP. The noise added is
real EEG noise. The third row and the fourth row are the outputs of the pro-
posed spatio-temporal filtering and 2D-G, respectively. ss was set to 0.04 m.
All topographies are under the same scale [-8 8] mV , and are interpolated by an
EEGLAB function ‘topoplot’ (Delorme and Makeig, 2004).
Moreover, the noise in the left pre-frontal region at 348 ms was excluded by the
approach, which however still presented in Fig. 4.3(d). It also can be seen that
the amplitude of activation/de-activation in Fig. 4.3(c) matched more closely to
that in Fig. 4.3(a).
The better performance of the proposed method over 2D-G in S3 is the effect of
time shift. It has been shown that the proposed approach functions as a spatial
filter that smooths the EEG topography in the temporally adjusted space, and
it is very effective for suppressing spatially white noise. Real EEG noise is
not only spatially but also temporally correlated. It is known that the temporal
correlation of real EEG noise generally decreases along with time shift (partly
because EEG noise is non-stationary). Therefore, spatially correlated noise in
original space tends to be spatially uncorrelated (or less spatially correlated) in
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the temporally adjusted space, due to the time shift introduced by the proposed
approach. Therefore, the noise can be effectively suppressed by the Gaussian
filter, in a similar mechanism as in S1 and S2.
Although the proposed approach achieved the superior performance over 2D-
G in S3, the advantage was less apparent than those in previous two tests, e.g.
unexpected activation in the occipital region at 300 ms for both the proposed
approach and 2D-G. This could be attributed to the circumstance in which the
temporal correlation of real EEG noise may be not only strong but also con-
sistent (decreasing slowly with time shift). This would constrain the effect of
the proposed time shift on whitening real EEG noise in the temporally adjusted
space, compared to those in S1 and S2.
4.4.4 Real RIT experiments
ERP latency difference between channels
In this work, the target ERP latency between any two channels was estimated
via maximizing spatial correlation (or cross correlation) as described in Section
4.2.4. Fig. 4.4 gives a statistical view of the spatial correlation of the target ERP
for all pairwise channel combinations, based on the ensemble average target
ERP obtained from one subject in the real RIT experiments. First, the corre-
lation coefficient decreases with increasing distance between channels. As can
be seen in Fig. 4.4(a), the mean correlation coefficient (red line) dropped sig-
nificantly with respect to the distance. It is likely because that neighbouring
channels tend to have less difference in latency and hence larger correlation. If
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the latency difference between any two channels is compensated by using Eq.
(4.5) via introducing an appropriate time delay, both mean correlation coeffi-
cient as well as standard deviation (SD) are improved (blue line).
Second, the time delay required to achieve maximum spatial correlation is pos-
itively proportional to the spatial distance. As manifested in the scatter plot in
Fig. 4.4(b), most of larger correlation coefficients spread on the lower left cor-
ner. These large correlation coefficients were obtained between neighbouring
channels with relatively small time delays.
RIT performance
The performance of the proposed spatio-temporal filtering approach is reported
in Fig. 4.5, together with the performance of RS, 2D-G, DSS, ICA and SCP.
The average test balanced error rates of the proposed approach, RS, 2D-G, DSS,
ICA and SCP are 16.4%, 26.2%, 26.5%, 26.0%, 24.8% and 24.9%, respectively.
As indicated in Fig. 4.5, the proposed approach significantly outperformed the
other five cases in real RIT experiments: RS, 2D-G, DSS, ICA and SCP, as it
achieved the lowest test error rates in 18 out of 20 subjects. The average test
error rate across 20 subjects for the proposed approach was 9.8% lower than
RS, 10.1% lower than 2D-G, 9.6% lower than DSS, 8.4% lower than ICA and
8.5% lower than SCP. The average training error rate for the proposed approach
was also the lowest (not shown here). The better performance of the proposed
approach was statistically significant, with p-value< 0.001 for paired t-test with
each of RS, 2D-G, DSS, ICA and SCP. It was also of large effect size (Cohen’s
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Figure 4.4: Target ERP in neighbouring channels have stronger correlation and
less difference in latency. (a) depicts the mean and standard variance of correla-
tion coefficients versus the spatial distance over 62 channels. (b) shows the rela-
tionship among latency, correlation coefficient and spatial distance of channels.
The blue line in (a) and all the color points in (b) are obtained in the circum-
stance when the maximal correlation coefficient is achieved in 0-15 time-point
delay for every pair of channels. Correlation coefficients that are less than 0.5
are not plotted in (b), as no time delay has been applied to them in this work
(see Section 4.2.4). Electrode coordinates follow cross-registrations between
spherical and realistic head geometry (Towle et al., 1993).
d = 1:2 for RS, Cohen’s d = 1:3 for 2D-G, Cohen’s d = 1:3 for DSS, Cohen’s
d = 1:2 for ICA and Cohen’s d = 1:0 for SCP).
The significant improvement in classification performance by the proposed ap-
proach implies that: 1) Single-trial SNR is a critical issue in the application
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Figure 4.5: The balanced error rates across 20 subjects achieved with the pro-
posed approach (PA), raw signals without denoising (RS), 2D Gaussian (2D-G),
DSS, ICA and SCP respectively. For 2D Gaussian and the proposed approach,
ss was set to 0:04 m. For DSS, the first 10 components were used for sig-
nal reconstruction. For ICA, the EEGLAB function ‘RUNICA’ (Delorme and
Makeig, 2004) was used and independent components were selected according
to the evoked-to-total power ratio (de Cheveigne´ and Simon, 2008). For SCP,
spatio-temporal screening template (Miwakeichi et al., 2004) corresponding to
different component numbers, i.e. 3, 5, 10, 15 and 20 were tested for every
subject, and the best results achieved were presented.
of RIT. Low SNR, if not appropriately handled, can severely impair the per-
formance of single-trial ERP detection (such as Subjects 6, 16 and 17 in Fig.
4.5). 2) The proposed approach successfully increases the single-trial SNR.
With higher single-trial SNR, about 10% decrease in average test error rate was
achieved by the proposed approach, compared with RS and 2D-G. Especially for
the cases of Subjects 6, 16 and 17, the classifier without the proposed denoising
approach almost completely failed to differentiate target ERP from non-target
ERP (with a test error rate close to 50%). However, with the proposed denoising
approach, the test error rates were dramatically decreased to less than 20%.
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On the other hand, the average test error rate for 2D-G was even higher than RS
(26.5% v.s. 26.2%). This is again an indication that the 2D-G was not able to
effectively denoise the single-trial ERP.
DSS is a denoising method that relies on PCA and a bias function to acquire the
spatial filters that separate stimulus-evoked activity from stimulus-unrelated ac-
tivity. According to Fig. 4.5, the proposed approach significantly outperformed
DSS. The possible reasons for the superiority of the proposed approach in this
work may be due to: 1) DSS desires precautious exclusion of strong artifacts
and outliers (de Cheveigne´ and Simon, 2008) which make it difficult for DSS to
nicely separate target ERP from EEG noise by projecting them into respective
orthogonal DSS components; 2) the proposed approach is a spatio-temporal fil-
ter that has taken the temporal dynamics of target ERP into account while DSS
depends on spatial filtering.
Though slightly better than DSS in this work, the results of ICA were not as
competitive as the proposed approach. ICA decomposes multichannel EEG sig-
nals into statistically independent components. These components are typically
unordered and un-deterministic; therefore it is not straightforward to implement
ICA in a real-time classification system like RIT. The advantages of the pro-
posed approach over ICA probably lie on: 1) the proposed approach incorpo-
rates a priori knowledge of spatial distribution of channels, while ICA belongs
to blind source separation category; 2) the proposed approach is guided by the
target ERP latency difference automatically estimated in the training, while ICA
usually requires some external intervention.
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SCP decomposes trilinear EEG signals without statistical constraint while over-
coming the degeneracy caused by latency variation. However, the practical dif-
ficulty of integrating SCP with RIT restrains its performance: SCP is not a read-
ily single-trial method. If training data have to be involved in denoising every
epoch in test session (more than 4,000 epochs), there will be considerable com-
putation burden and time consumption due to SCP’s slow convergence (Mørup
et al., 2008). Instead of applying SCP for every epoch, a more economic and
faster way used in this work is to acquire a spatio-temporal template for screen-
ing (Miwakeichi et al., 2004), which, however, might have compromised the
effectiveness.
Finally, it is worth noting that the value of ss should be properly chosen, be-
cause ss defines the sharpness of Gaussian slope, which controls the degree of
smoothing. Either over-smoothing or insufficient smoothing can deteriorate the
performance of denoising. In Fig. 4.4, the maximal distance between two chan-
nels is less than 0.22 m. Therefore, different ss ranging from 0.01 m to 0.16 m
had been tested in this work. The results showed that ss = 0:04 m offered the
lowest average error rate, compared to others.
4.4.5 Future work
According to Fig. 4.4(a), it is noteworthy that the latency compensation by
using Eq. (4.5) improved correlation between two channels, but the improved
correlation was far from perfect correlation (i.e. ri; j < 1). This is due to the
fact that the target ERP of any two channels differ not only on latency, but also
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on morphology or waveform. This is especially so for two channels located far
apart, as evidenced by the decreasing trend of correlation coefficient versus spa-
tial distance between two channels (blue line). Therefore there is a necessity of
strengthening the proposed approach such that the morphology is also modeled.
This can probably be achieved by introducing the weights to the Gaussian filter
and generalizing the hyper-parameters ss for the Gaussian filter, in addition to
the latency.
4.5 Concluding Remarks
A spatio-temporal filtering approach to denoising of single-trial ERP in RIT has
been proposed. The numerical experiments demonstrate that the approach can
effectively improve the SNR of single-trial ERP, via suppressing non-event re-
lated background EEG and other noises without significantly attenuating useful
ERP signals. The better SNR leads to a significant improvement in RIT per-
formance. The proposed approach may be generally useful for single-trial ERP
analysis in other neural interface systems that rely on single-trial ERP detection.




for Single-Trial Detection of ERP in
Rapid Image Triage
The accuracy of the distinct ERP detection in RIT depends on the feature ex-
traction method, for which the CSP was used with limited success. This chapter
presents a novel feature extraction method, termed Common Spatio-Temporal
Pattern (CSTP), which is critical for robust single-trial detection of ERP. Unlike
the conventional CSP, whereby only spatial patterns of ERP are considered, the
present proposed method exploits spatial and temporal patterns of ERP sepa-
rately, providing complementary spatial and temporal features for high accurate
single-trial ERP detection. Real-life RIT experiments in this work demonstrate
that the proposed method offers significant performance improvement over the
conventional CSP method and other competing methods in the literature. It fur-
ther shows that the main idea of CSTP can be easily applied to other methods.
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5.1 Introduction
RIT has some uniqueness that complicates the single-trial detection of target
ERP and non-target ERP. 1) There is substantial overlap between adjacent tar-
get epoch and non-target epoch, due to the very short inter-stimulus interval
(ISI) in the RIT paradigm. Specifically in this work, the ISI was 150 ms. There-
fore, there would be 350 ms, or 70% overlap, between two adjacent epochs
defined by an event-locked window [0 500] ms (see Section 3.3.3 for details). If
a target is shown to the subject followed by a non-target, the target ERP elicited
by target will not only appear in the event-locked epoch for target, but also in
the event-locked epoch for the following non-target. These two adjacent epochs
differ only in the sense of temporal patterns. 2) It is a highly unbalanced classifi-
cation problem because, in real-life RIT applications, the number of non-targets
usually is much larger than the number of targets.
As mentioned earlier, the CSP finds a set of spatial filters that extremize the
power ratio between two conditions. However CSP is essentially a time-invariant
method. The above-mentioned overlap of target epoch and adjacent non-target
epoch poses a real challenge for CSP. Recently, the CSP method has been ex-
tended to the Common Spatio-Spectral Pattern (CSSP) (Lemm et al., 2005) and
the Common Sparse Spectral Spatial Pattern (CSSSP) (Dornhege et al., 2006).
They extract spatio-spectral filters rather than pure spatial filters by introduc-
ing time-delay embedding into CSP. Another CSP-based method proposed by
Krusienski et al. (2007); Krusienski (2009) (referred to as KDJ hereafter) ex-
tracts high-dimensional spatio-temporal filters, by concatenating EEG signals
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of each channel into a single high-dimensional feature vector as the input to
CSP. Due to the increased dimensionality as the result of concatenation, it be-
comes a necessity to have proper channel selection to reduce dimensionality in
preprocessing. In addition, Model and Zibulevsky (2006) proposed another spa-
tial and temporal filtering method, in which the spatial filter and the temporal
filter are acquired sequentially by maximizing class dissimilarity measure (dif-
ferent from the power ratio used in CSP), subject to smoothness constraints. It
is worth noting that the method uses only one (assumably best chosen) spatial
filter and the sequential temporal filter relies on the quality of the chosen spatial
filter.
This chapter proposes a simple feature extraction method, named Common
Spatio-Temporal Pattern (CSTP), for robust single-trial target ERP/ non-target
ERP detection in RIT. By searching for spatial projections and temporal projec-
tions from multi-channel ERP signals separately, spatio-temporal features that
provide the best discrimination between target ERP and non-target ERP can be
extracted to aid the classification. In the proposed CSTP, temporal filters, ob-
tained independently from spatial filters, provide different and complementary
discriminating information in terms of ERP time course. The motivation of
introducing the temporal filters used in the proposed CSTP is: they are espe-
cially useful for solving the afore-mentioned overlap problem, because adjacent
epochs are differentiable in the sense of temporal patterns. The temporal filters
used in the proposed CSTP exploit the complete time course of discriminating
ERP, unlike other CSP-based methods which ignore or only partially exploit the
temporal patterns. The proposed CSTP is compared to the conventional CSP,
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KDJ and CSSP with respect to real-life RIT experiments (see Section 3.3). The
performance of temporal filters of CSTP (without using spatial filters) is also
reported under the name of Common Temporal Pattern analysis (CTP). Further-
more, the possible extension of CSTP onto CSSP is briefly discussed.
5.2 Single-Trial ERP Detection
5.2.1 Definitions
For the ease of presentation, it is started with the general notations used. Let
X 1(i) and X 2(i) be the ith event-locked ERP epoch of the EEG signals (channel
 time) under two conditions (subscript “1” for target condition and subscript











where 0 denotes the matrix transpose operator and a 2 f1;2g. Then, two matri-
ces Sd and Sc are defined as follows:
Sd = S1 S2:spatial discriminative matrix;
Sc = S1+S2:spatial composite matrix. (5.2)
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5.2.2 Common spatio-temporal pattern method
The motivation of the proposed CSTP method is to find spatial and temporal
filters that maximize the variance of filtered signals of one condition and at the
same time minimize the variance of filtered signals of the other condition. The
variances of the filtered signals can then be fed into the classifier as discrimi-
nating features for optimal separation of two conditions. Technically, the CSTP
filters v and v˜ can be obtained by extremizing the following objective function:
fmax;mingv2RM v
0S2v





whereM is the number of channels and T is the length of each single-trial epoch.
It can be seen from Eq. (5.4) and Eq. (5.5) that spatial filters and temporal
filters that provide the most suitable separation between two conditions can be
obtained independently.
The extreme value of spatial objective function can be achieved when the gradi-
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Setting Eq. (5.7) to zero yields a generalized eigenvalue equation
S2v = lS1v (5.8)
Suppose both S1 and S2 are full-ranked, Eq. (5.8) can be rewritten as
S2V = S1VLl (5.9)
where Ll is a diagonal matrix, and v are the columns of V .
The solution of V can be usually obtained following two steps (Parra et al.,
2005). Firstly, diagonalize and scale Sc with the whitening transformation P
such that
PScP0 = PS1P0+PS2P0 = I ; (5.10)
Secondly, find the orthonormal rotation matrix B of PS1P0 satisfying
BPS1P0B0 = L1 (5.11)
where L1 is a diagonal matrix with its diagonal elements being the eigenvalues
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of PS1P0. It can be shown that B is also the orthonormal rotation matrix of
PS2P0, because
BPS2P0B0 = I  L1 = L2 (5.12)
where L2 is also a diagonal matrix.
It can be shown thatV  (BP)0 is exactly the solution to Eq. (5.9) as follows: 1)
right-multiply Eq. (5.11) with (PS1P0B0) 1 which gives B = L1(PS1P0B0) 1;
2) insert B=L1(PS1P0B0) 1 into Eq. (5.12), and left-multiply with S1P0B0L 11 ,
which yields
S2P0B0 = S1P0B0L 11 L2 (5.13)
It can be seen that Eq. (5.13) and Eq. (5.9) are actually the same, if one considers
V as (BP)0 and Ll as L 11 L2 respectively.
The projection matrixV simultaneously diagonalizes S1 and S2 and at the same
time ensures the sum of two corresponding eigenvalues to be always one. The
column vectors ofV associated with the largest eigenvalues in L1 and L2 polar-
ize the objective function Eq. (5.4) and thus guarantee the optimal discrimina-
tion between the two conditions. They are the desired spatial filters. Practically,
they can be easily identified as the first and last columns ofV , if the eigenvalues
forming L1 in Eq. (5.11) are sorted in descending order.
Note that the columns of (V 0) 1 are called common spatial patterns (Ramoser
et al., 2000). In the view of blind source separation, they are time-invariant
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EEG source distribution vectors. Moreover, the mapping of an epoch X by a
spatial filter v gives z = v0X . z can be regarded as spatially projected time series
(filtered temporal pattern), obtained by spatial filter v.
Similarly, V˜ , the desired temporal filters for optimal separation between two
conditions as defined by Eq. (5.5), can be found by simultaneous diagonal-
ization of S˜1 and S˜2. Their corresponding common temporal patterns are the
columns of (V˜ 0) 1. Meanwhile, z˜ = X v˜, the mapping of a trial X by a temporal
filter v˜, is the filtered spatial pattern obtained by temporal filter v˜.
Typically, among all the spatial filters and temporal filters obtained, only a few
(here 4 to 8) associated with the largest eigenvalues for either of two condi-
tions are used. The features used in the classification are the corresponding
log-variance of the filtered signals z and z˜.
It is noteworthy that the length of each epoch is usually larger than the number
of channels (T > M) unless a high-density EEG measurement is used. This
may lead to singular S˜1 and S˜2 and eventually makes the solution given by
simultaneous diagonalization of S˜1 and S˜2 not meaningful. However, this can be
avoided by downsampling (Combaz et al., 2009). In this work, when calculating
S˜1 and S˜2, downsampling filter had been added. Specifically, each 500ms epoch
which originally consisted of 126 data samples (in one channel), was average
downsampled with a downsampling rate of 6, meaning that the retained data
samples were averages over the nearest 6 data samples. As a result, there were
21 (126/6) retained data samples in the epoch, corresponding to an effective
sampling frequency of 42 Hz.
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5.2.3 Evaluation
Evaluation in this scenario was to test whether the spatial features and the tem-
poral features provided by the proposed CSTP method could offer augmented
information for better separation between target ERP and non-target ERP, com-
pared to the case where only spatial features (CSP) or temporal features (CTP)
were used, respectively. Additionally, results of competing methods in the liter-
ature (KDJ and CSSP) were also reported for comparison.
The same classifier, i.e. WSVM (see Section 2.5.2), was used for each method
for fair comparison. Since the accurate classifications of both conditions were
important, balanced accuracy (BA) (Guyon, 2003; Shao et al., 2009) was used
as the performance measure. If target condition is regarded as positive, and











where TP, TN, FN and FP are the numbers of true positive , true negative , false
negative and false positive, respectively. Training was done separately for each
subject by using the training data collected in the training session and evaluation
was done on the test data collected in the test session.
Model selection was carefully done separately for each method through a grid
search together with a cross-validation procedure (Shao et al., 2009).
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Figure 5.1: Spatial filters (left column) and their corresponding filtered tempo-
ral patterns (middle and right columns for target condition and non-target con-
dition, respectively). Spatial filters presented here are the first and last columns
of V . Filtered temporal patterns presented here are obtained by v0X and ensem-
ble averages over epochs in the test session. (a1) and (a2) are results of target
condition and non-target condition projected by (a), respectively. (b1) and (b2)
are results of target condition and non-target condition projected by (b), respec-
tively.
5.3 Results
5.3.1 Filters and patterns
As stated in Section 5.2.2, the proposed CSTP can be interpreted as a blind
source separation technique which looks for spatial filters V , satisfying Z =
V 0X , that recover ERP sources Z . Each column of V is a spatial filter recover-
ing an ERP source in Z . As a result, let A = (V 0) 1 satisfying AZ = X . Then
each column of A is a common spatial pattern, specifying the contribution of the
corresponding ERP source to different channels. Similarly, for each temporal
filter represented by a column vector of V˜ , there are common temporal patterns
as defined by the corresponding columns in A˜ satisfying A˜ = (V˜ 0) 1. These
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temporal filter pattern of target condition pattern of non-target condition


































Figure 5.2: Temporal filters (left column) and their corresponding filtered spatial
patterns (middle and right columns for target condition and non-target condition,
respectively). Temporal filters presented here are the first and last columns of
V˜ . Filtered spatial patterns presented here are obtained by X v˜ and ensemble
averages over trials in the test session. (a1) and (a2) are the results of target
condition and non-target condition filtered by (a), respectively. (b1) and (b2) are
results of target condition and non-target condition filtered by (b), respectively.
common temporal patterns are the time series of each ERP component decom-
posed from all the channels. Filtered temporal pattern is the result of spatial
projection obtained by v0X , and filtered spatial pattern is the result of temporal
projection obtained by X v˜.
These spatial filters and temporal filters have rather different physical mean-
ings which can be visualized by using the experimental data collected in this
research. Figs. 5.1(a) and 5.1(b) show two spatial filters, while Figs. 5.2(a) and
5.2(b) show two temporal filters. They correspond to the first and last columns
ofV and V˜ respectively, which offer the best separability between the two condi-
tions (target condition vs. non-target condition). To illustrate the discriminating
capability for each of the spatial and temporal filters, the corresponding filtered
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temporal patterns and filtered spatial patterns for both target condition and non-
target condition (averaging over all the trials in the test session) are shown in the
second and third columns in Fig. 5.1 and Fig. 5.2.
There are some interesting points that can be seen from Fig. 5.1 and Fig. 5.2.
First, the spatial filters and the temporal filters provided by the proposed CSTP
method are fundamentally different. Comparing spatial filters in Figs. 5.1(a),
5.1(b) and the temporal filters in Figs. 5.2(a), 5.2(b), it is apparent that the for-
mer capture the spatial distribution of the ERP signals for differentiating the two
conditions, while the latter capture the temporal structure. Second, although the
spatial filters and the temporal filters have rather different physical meanings,
both of them offer desirable separability between the two conditions. As can
be seen from Fig. 5.1 and Fig. 5.2, the temporal (or spatial) variances of fil-
tered temporal patterns (or filtered spatial patterns) of target condition are very
different from those of non-target condition. This is in accordance with the ob-
jective of CSTP (see Eq. (5.4) and Eq. (5.5)): distinguishing two conditions by
maximizing the difference in the variance of filtered signals.
The common spatial patterns and common temporal patterns corresponding to
spatial and temporal filters in Fig. 5.1 and Fig. 5.2 are presented in Fig. 5.3.
They can be interpreted as patterns that CSTP filters aim to capture. For in-
stance, the common temporal pattern in Fig. 5.3(b1) contains an observable
P300, which implies that the temporal filter in Fig. 5.2(a) aims to capture such
discriminative target ERP.
The downsampling in this work gave an effective sampling frequency of 42
NATIONAL UNIVERSITY OF SINGAPORE SINGAPORE
5.3 Results 109























Figure 5.3: Common spatial patterns in (a1) and (a2) are corresponding to spa-
tial filters in Figs. 5.1(a) and 5.1(b), respectively. They are the columns of
(V 0) 1. Common temporal patterns in (b1) and (b2) are corresponding to tem-
poral filters in Figs. 5.2(a) and 5.2(b), respectively. They are the columns of
(V˜ 0) 1.
Hz. As can be seen from Fig. 5.3(b1), such an effective sampling frequency
appears to be sufficient for capturing the main time course of P300 component.
It is because that P300 is a slow positive voltage deflection, major frequency
components of which reside within 21 Hz band.
5.3.2 Classification
For comparison, the performance of the proposed CSTP, the conventional CSP,
CTP, KDJ and CSSP are shown in Table 5.1. One-way ANOVA with type of
method as a factor was performed, and the result suggested that there was a sig-
nificant method effect (F=19.56, df=4, p<0.001). The post-hoc test for multiple
comparisons, i.e. Dunn-Bonferroni correction, was also conducted.
Among all methods presented in Table 5.1, the proposed CSTPmethod achieved
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Table 5.1: The performance of the proposed CSTP method, CSP, CTP, KDJ and
CSSP. Channel selection (Krusienski et al., 2007) has been done prior to KDJ.
For CSSP, the time delay t is 15 (60 ms) and 4 features (first 2 and last 2) are
used. The last row presents the average accuracies and standard deviations (in
parentheses) for all methods. The best performance is highlighted in bold.
Test Session(%)
Subject CSP CTP CSTP KDJ CSSP
1 78.7 78.7 81.7 69.1 82.0
2 82.1 80.2 83.7 63.0 80.0
3 71.2 79.4 83.3 57.8 77.8
4 68.9 65.1 71.4 59.7 66.4
5 81.3 73.4 78.0 50.2 82.9
6 54.2 73.0 74.7 48.8 71.5
7 78.8 78.9 76.2 67.5 76.9
8 69.0 62.4 61.7 55.1 68.4
9 56.8 71.5 75.0 59.9 72.1
10 84.0 83.8 88.2 83.1 85.3
11 83.3 86.6 84.4 79.7 90.2
12 73.3 68.8 73.7 59.9 72.0
13 80.3 78.1 82.4 69.0 80.3
14 77.0 82.0 83.5 84.5 86.4
15 60.9 74.0 67.2 63.0 68.3
16 61.7 74.3 68.0 71.6 64.5
17 56.5 76.6 76.7 55.2 63.1
18 62.6 73.5 74.5 62.8 71.9
19 82.9 79.8 85.0 73.2 85.2
20 73.7 75.6 78.1 50.9 63.9
Average 71.8(9.9) 75.7(5.9) 77.3(6.8) 64.2(10.4) 75.4(8.3)
the highest test accuracy averaged over 20 subjects. In pairwise comparison,
CSTP outperformed CSP for 17 out of 20 subjects, with an overall increase
of 5.5% on test accuracy. This improvement by the proposed CSTP method
was statistically significant (corrected p-value < 0.05), and meaningful (Pear-
son Pearson r = 0:64), in respect to CSP. In addition, comparing to CTP which
can be considered as part of CSTP, CSTP had better performance for 15 out of
20 subjects. However the difference was not significant as corrected p-value
> 0.05. In comparison with KDJ, the better performance of CSTP was sig-
nificant, as CSTP obtained 13.1% higher average test accuracy, with corrected
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p-value< 0.05. Also, CSTP achieved slightly higher average test accuracy than




Compared to the conventional CSP which only allows exploiting the spatial
patterns, the better performance of the proposed CSTP implies that the temporal
features provided by the proposed method do capture additional information for
better separation between target ERP and non-target ERP. The conventional CSP
is essentially a time-invariant method. It captures the spatial patterns by making
use of the temporal redundancy. That is, it does not make any difference if
the EEG data for each condition are temporally and randomly shuffled. This is
because the temporal shuffling does not affect the spatial correlation matrices,
i.e. the input of the conventional CSP. In other words, the conventional CSP
is not able to capture temporal patterns of ERP. In contrast, the proposed CSTP
captures both the spatial patterns and temporal patterns separately by identifying
optimal spatial and temporal filters.
Technically, the difference between the conventional CSP and the proposed
CSTP is that the starting point of the former is the spatial correlation matrices
Si;8i, while the starting point of latter is both the spatial correlation matrices
Si;8i and the temporal correlation matrices S˜i;8i. The resulting spatial and
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temporal filters have rather different physical meanings, as illustrated by Figs.
5.1, 5.2 and 5.3. They provide complementary information for classification.
It could be argued that the filtered temporal patterns in the conventional CSP
(see e.g. Figs. 5.1(a1) and 5.1(a2)) also contain some temporal information of
discriminative ERP for differentiating two conditions. However, conventional
CSP does not specify how to make use of such temporal information for classi-
fication on the single-trial basis. In addition, it is worth noting that the temporal
information captured by the temporal filters in the proposed CSTP is not equiv-
alent to the temporal information contained in the filtered temporal patterns in
the conventional CSP method. Specifically, the common temporal pattern in
Fig. 5.3(b1) is very different from the filtered temporal pattern in Fig. 5.1(a1),
although both of them contain discriminative target ERP.
The proposed CSTP may be generally useful for detection of single-trial slow
event-related potential. It is known that the conventional CSP is well suited for
capturing the spatial patterns of fast event-related desynchronisation (ERD) and
synchronization (ERS), such as ERD/ERS of 10–20 Hz brain rhythms associ-
ated with self-paced movement imagination (Ramoser et al., 2000). However,
it may not be ideal for detection of slow event-related potentials, such as the
event-related potential elicited by a target which is characterized by slow po-
tential deviation like P300 component of target ERP. P300, the large positive
voltage deflection occurring at approximately 300 ms after the subject seeing a
target, is the major signature exploited by RIT. Apparently, temporal patterns,
in particular the latency of P300, which is however not captured by the con-
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ventional CSP, is critical for accurate detection of target ERP. Particularly, when
images were presented at a high speed, adjacent epochs would overlap with each
other. In this work, the ISI was 150 ms, therefore there would be 350 ms, or 70%
overlapping between two adjacent epochs. This poses a real challenge for the
conventional CSP to differentiate these two adjacent epochs. This is because the
conventional CSP is in essential a time invariant method, which only considers
spatial patterns. However, the proposed CSTP is more suitable to differentiate
these two adjacent epochs because it considers not only the spatial patterns but
also the temporal patterns.
The performance of KDJ shown in Table 5.1 is likely an outcome of “curse of di-
mensionality” (Duda et al., 2000). KDJ concatenates signals from each channel
into a single high-dimensional vector, and uses CSP algorithm to extract spatio-
temporal filters. In high-density EEG measurement experiments, the concate-
nated signals are of very high dimensionality (62 channels  126 time points
= 7,812 for this work), so are the corresponding KDJ spatio-temporal filters.
Calculating reliable, high-dimensional filters requires large amounts of training
samples, which however are usually unavailable. This problem might be par-
tially alleviated when channel selection (Krusienski et al., 2006) is applied in
advance. The present experiment followed the method suggested by Krusienski
et al. (2006, 2007) for channel selection. The effect of channel selection is how-
ever not impressive (see Table 5.1). This is probably due to the fact that the size
of training dataset (in particular the number of target epochs) is still insufficient
compared to the dimensionality of the spatio-temporal filters.
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CSSP, as an extension of CSP, extracts a set of spatio-spectral filters by intro-
ducing time-delay embedding. It differs from CSP only in the definition of the





instead of X a(i), where X ta(i) refers to the time-delayed version of the i
th epoch
for condition a.
In the experiment as shown in Table 5.1, CSSP performs better than CSP (3.5%
higher on average). The average accuracy by CSSP is only slightly less than
that of CSTP (1.8% less). This indicates that the spatio-spectral filters of CSSP
do have the intended effect of exploiting the temporal information of the dis-
criminative ERP, similar to the temporal filters in the proposed CSTP. It is how-
ever not straightforward to see a clear difference between CSSP and the pro-
posed CSTP, because the observed performance difference was not significant
and could be subject to confounding factors such as the different dimensionality
of bX a(i) and X a(i) used in CSSP and CSTP, respectively. Therefore, it would be
interesting to see if combining CSSP and CSTP as considered in the following
Scenario II experiment could shed some light.
NATIONAL UNIVERSITY OF SINGAPORE SINGAPORE
5.4 Discussion 115
Table 5.2: The performance of CSSP and CSTP in test session. The time
delay t is 15 (60 ms). The last column presents the average accuracies and
standard deviations (in parentheses) for two methods. The better performance
is highlighted in bold.
Subject (%)
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 average
CSSP 82.0 80.0 77.8 66.4 82.9 71.5 76.9 68.4 72.1 85.3 90.2 72.0 80.3 86.4 68.3 64.5 63.1 71.9 85.2 63.9 75.4(8.3)
CSTP 84.3 79.0 89.1 68.8 82.5 68.1 86.9 69.7 79.5 81.1 91.7 82.7 82.0 88.1 71.9 76.3 82.2 82.4 87.0 74.7 80.4(6.9)
5.4.2 Scenario II
Other than the fact that CSSP uses bX a(i) as the inputs while the CSP uses X a(i),
CSSP and CSP are algorithmically the same. Therefore, the idea of introduc-
ing temporal correlation matrix in CSTP can be directly applied to CSSP, by
simply replacing X a(i) with bX a(i) in CSTP. Let CSTP denote this combination
of CSSP and CSTP, hereafter. In this Scenario II, CSTP was compared with
CSSP by using the same recorded data in the RIT experiments. The selection of
features followed the one used in the Scenario I experiments on CSP and CSTP.
The performance of CSSP and CSTP is shown in Table 5.2. CSTP outper-
formed CSSP in 16 out of 20 subjects. On average, CSTP achieved higher test
accuracy by 5% than CSSP. The statistical analysis shows that the classification
improvement was significant (p-value< 0:01 for paired t-test) and meaningful
(Pearson r = 0:69).
The superior performance of CSTP over CSSP is interesting. Besides the
spatio-spectral filters provided by CSSP, CSTP extracts another set of temporal
filters. It is known that the spatio-spectral filters provided by CSSP captures
some temporal information. The better performance of CSTP indicates that
the temporal filters provided by CSTP capture additional temporal informa-
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tion which was otherwise not explored by CSSP alone. A plausible reason is
that the temporal filters in CSTP attempt to explore the whole time course of
ERP temporal patterns, while the spatio-spectral filters in CSSP can only par-
tially capture the temporal patterns, due to the limited time delay embedding
(usually only one time delay is used). Another possibility is the effect of dimen-
sionality. In the Scenario I experiments on CSTP, temporal downsampling was
used to avoid singularity in temporal correlation matrices S˜1 and S˜2. However,
this temporal downsampling was no longer needed in Scenario II experiments
on CSTP, due to the introduction of time delay embedding. It could partially
account for the further performance boosting from CSTP to CSTP.
5.5 Concluding Remarks
Based on the results of this work, the proposed CSTP appears promising in
the case of RIT by extracting discriminative common temporal patterns of tar-
get ERP. It addresses the pitfall of time-invariance associated with the conven-
tional CSP, while it retains the simplicity in the algorithm and the desirable high
dimension-reduction capability for feature extraction. It offers performance en-
hancement in RIT application, based on the numerical comparisons with other
competing methods in the literature.
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Chapter 6
Bilinear Common Spatial Pattern
for Single-Trial Detection of ERP in
Rapid Image Triage
In addition to CSTP, this chapter proposes another variant of CSP, namely Bilin-
ear Common Spatial Pattern (BCSP), which is capable of accommodating both
spatial and temporal information. BCSP generalizes CSP through iteratively
optimizing bilinear filters. These bilinear filters constitute a spatio-temporal
subspace in which the separation between two conditions is maximized. The
method is unique in the sense that it is mathematically intuitive and simple, as
all the bilinear filters are obtained by maximizing the power ratio as CSP does.
The evaluation on EEG data collected in real-life RIT experiments shows that
BCSP achieved significantly higher average test accuracy.
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6.1 Introduction
Efforts have been devoted to the development of bilinear filters for feature ex-
traction. For instance, bilinear discriminant analysis (BDA) generalizes Fisher
linear discriminant (FLD) by extracting bilinear projections iteratively through
equivalently transforming the objective function of FLD (Visani et al., 2005).
Spectrally Weighted Common Spatial Pattern (SPEC-CSP) incorporates non-
homogeneous weighting of the cross-spectrum matrices into conventional CSP,
and updates spectral weighting coefficients together with the spatial filters (Tomioka
et al., 2006). Second-Order Bilinear Discriminant Analysis (SOBDA) is a method
which combines the first and second-order spatial and temporal features based
on a bilinear model (Christoforou et al., 2010). With different parameter con-
figurations in the bilinear model, SOBDA can be transformed to various previ-
ously reported methods. Furthermore, there are methods that directly link the
extraction of filters with the training of classifier. For example, Farquhar (2009)
showed that spatial and frequency filtering can be equivalently performed as lin-
ear operation in a linear subspace where the filters are acquired by a classifier.
Besides, Iterative Spatio-Spectral Patterns Learning (ISSPL) optimizes spec-
tral filters in the classification (Wu et al., 2008). Particularly, a variant of CSP
termed TensorCSP had been proposed to handle high-order tensor data (Zhao
et al., 2009). TensorCSP is capable of extracting multilinear filters that super-
diagonalize high-order covariance. It is noticeable that, if the order of tensor
data is 2, e.g. a spatio-temporal matrix, TensorCSP is equivalent to conven-
tional CSP.
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This chapter proposes a method called Bilinear Common Spatial Pattern (BCSP)
which is an extension of conventional CSP. Specifically, BCSP takes advantage
of some features of BDA, CSP and CSTP. It iteratively extracts bilinear (spatial
and temporal) filters which maximize the power ratio between two conditions in
the original spatio-temporal space. Unlike those bilinear methods in the litera-
ture (Tomioka et al., 2006; Christoforou et al., 2010; Farquhar, 2009; Wu et al.,
2008) which are also based on CSP, BCSP is fundamentally and mathemati-
cally straightforward. In BCSP, all the bilinear filters are acquired following
the similar methodology of CSP, without the necessity of transformation and
calculation in the frequency domain. BCSP can maximize the power ratio sig-
nificantly higher than CSP, which in turn guarantees better separability of two
conditions. Moreover, explicit reasoning for why only a small number of bilin-
ear filters shall be chosen during iterative learning has been provided.
6.2 Proposed Method
Let X c 2 Rnt denote the event-locked ERP epoch of the EEG signals under
condition c (subscript “+” for target condition and subscript “-” for non-target
condition), where n is the number of electrodes and t is the number of sampled
time-points.
6.2.1 Common spatial pattern
CSP finds the spatial filters which maximize the variance of signals of one con-
dition while minimizing that of the other condition. In other words, the power
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ratio between two conditions, i.e. target versus non-target, is extremized by CSP
filters. According to Parra et al. (2005), the objective function of CSP can be
formulated as
fmax;mingw2Rn l =
w0 < X+X 0+ > w
w0 < X X 0  > w
(6.1)
where <> stands for the ensemble averaging operator over the epochs under
the same condition, and w is the desired CSP spatial filter. l is the power ratio
corresponding to w. The solution to Eq. (6.1) can be found by calculating its
gradient with respect to w, which is
< X+X 0+ > w = l < X X 0  > w (6.2)
Therefore, the optimization problem boils down to a generalized eigenvalue
equation, with l being the eigenvalue as well as the power ratio.
Given that the covariance matrix < X cX 0c > is full rank, the generalized eigen-
value equation Eq. (6.2) can be rewritten as
< X+X 0+ >W =< X X
0
  >WLl (6.3)
where w is the column vector inW 2Rnn, and Ll is a diagonal matrix with l
as its diagonal elements and being sorted in descending order.
It also can be shown that Eq. (6.1) is equivalent to
fmax;mingW2Rnn
det(W 0 < X+X 0+ >W )
det(W 0 < X X 0  >W )
(6.4)
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where det() is the determinant operator. Hence Eq. (6.3) is also the solution to
Eq. (6.4).
It is worth noting that the obtained CSP spatial filter matrixW can diagonalize
< X cX 0c > as follows:
W 0 < X cX 0c >W = Lc (6.5)
where Lc is a diagonal matrix. According to the fact that the determinant of a
matrix A is the product of eigenvalues of A, it can be deduced from Eq. (6.5)





l 1+ l 2+   l n+
l 1  l 2    l n 
(6.6)
where l ic is the ith diagonal element of Lc, and l i+=l i  is the ith power ratio,
sorted in descending order.
6.2.2 Bilinear common spatial pattern
Unlike CSP which only extracts spatial filters, BCSP takes both bilinear spatial
filter matricesW ; eW 2Rnh and bilinear temporal filter matrices V ; eV 2Rtg
into account. It uses these filters to extract spatio-temporal features. BCSP
aims to further maximize the power ratio between two conditions than CSP,
through finding the most effective combination of W and V ( eW and eV ). Note
that in BCSP, bilinear filter matrices may not be square. Based on Eq. (6.4), the
objective functions of BCSP are expressed as
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max
W2Rnh;V2Rtg
det(W 0<X+VV 0X 0+>W )
det(W 0<X VV 0X 0 >W )
and (6.7)
maxeW2Rnh;eV2Rtg
det( eW 0<X eV eV 0X 0 > eW )
det( eW 0<X+eV eV 0X 0+> eW ) (6.8)
It is worth pointing out that Eq. (6.7) findsW and V which maximize the power
ratio of target condition over non-target condition, whilst Eq. (6.8) finds eW and
eV which maximize the power ratio of non-target condition over target condition.
Since Eq. (6.7) and Eq. (6.8) are mathematically the same but independent, only
the solution to one of them, i.e. Eq. (6.7) is necessary to be presented here.
Due to the fact that Eq. (6.7) is bi-quadratic, to which analytical solution is un-
available (Visani et al., 2005), an iterative approach similar to the one practiced
in BDA is carried out to solve such an optimization problem. The approach as-
sumes one of the bilinear filter matrices is already known, and then calculates
the other bilinear filter matrix.
To be specific,V can be initialized to a full rank square matrix. Then<X cVV 0X 0c>
in Eq. (6.7) can be regarded as a generalized covariance matrix after temporal
filtering, which is also symmetric and full rank like < X cX 0c > in CSP. Hence
similarly to Eq. (6.3),W can be obtained according to
< X+VV 0X 0+ >W =< X VV
0X 0  >WLl (6.9)
Note that from Eq. (6.9) the resultedW 2Rnn. But only the first h columns
NATIONAL UNIVERSITY OF SINGAPORE SINGAPORE
6.2 Proposed Method 123
associated with the highest power ratios (largest diagonal elements in Ll ) are
used and kept for calculation, meaning W 2 Rnh. Now the assumption be-
comes thatW is available, however V deserves being updated.
Provided that for any matrix A, det(AA0) equals to det(A0A), the objective func-
tion Eq. (6.7) has an equivalent expression
max
W2Rnh;V2Rtg
det(V 0 < X 0+WW 0X+ >V )
det(V 0 < X 0 WW 0X  >V )
(6.10)
In Eq. (6.10), < X 0cWW 0X c > which can be perceived as a generalized covari-
ance matrix after spatial filtering, is usually full rank square matrix, given that
the dataset is sufficient. Therefore the V maximizing Eq. (6.10) is achievable
by solving the generalized eigenvalue equation as follows:
< X 0+WW
0X+ >V =< X 0 WW
0X  >VLl (6.11)
For the same reason, here only the first g columns of V corresponding to the
highest power ratios are reserved, which yields V 2Rtg.
Suppose i stands for the ith iteration step, and s is the predefined termination
criterion, the procedure of BCSP can be summarized in the following pseudo
code:
For i< s
(1) Compute < X cV i 1V 0i 1X
0
c >
(2) DeriveW i 2Rnh by using Eq. (6.9)
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(3) Compute < X 0cW iW 0iX c >
(4) Derive V i 2Rtg by using Eq. (6.11)
(5) i= i+1
It is necessary to point out that, an appropriate selection of dimensionality of the
bilinear filter matrices is critical in BCSP. Usually only the filters corresponding
to the highest power ratios are informative and used for feature extraction, while
the rest lacking strong discriminating capability are discarded. The effect of
dimensionality can be shown if V 2 Rtt and W 2 Rnn are used instead of
V 2 Rtg and W 2 Rnh, respectively. In this setting, similarly to Eq. (6.6),






= l 1i l 2i   l ni (6.12)
where l 1i , l 2i    are the power ratios sorted in descending order. The purpose
of BCSP is to maximize the most important power ratios, e.g. l 1i , such that
l 1i > l 1i 1. But in practice BCSP maximizes l i in Eq. (6.12) during iteration,
and this does not intrinsically ensure that, the power ratios like l 1i will increase
at the same time. It is because that l i is the product of a great number of power
ratios, rather than the product of only useful power ratios. Therefore, imposing
constraints on bilinear filters at each iteration step is highly desirable for better
discrimination performance.
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6.2.3 Evaluation
The proposed BCSP acquires a set of bilinear filters which capture the discrim-
inative spatio-temporal features of ERP. Its discriminating capability was eval-
uated by the performance in the real-life RIT experiments, in comparison with
several methods: 1) CSP which only extracts spatial filters; 2) CSSP which uti-
lizes spatio-spectral filters of one time lag; 3) CSTP/CSTP which obtains in-
dependent spatial and temporal filters; 4) CSSSP which obtains spatio-spectral
filters of multiple time lags. CSTP is a combination of CSTP and CSSP (see
Section 5.4.2).
For CSP, CSSP and CSSSP, four features were used. They were captured by
four filters that corresponded to the highest as well as the lowest power ratios of
target condition over non-target condition. In addition to four features obtained
by spatial filters, CSTP/CSTP used another four features obtained by tempo-
ral filters. For the proposed BCSP, filters that maximized the power ratios of
non-target condition over target condition were however not used in this work.
Therefore only two features were used by BCSP. The discussion was given in
Section 6.4.
Similar to Chapter 5, WSVM was adopted as the classifier and balanced accu-
racy was used as the performance measure. For fair comparison, classification
model selection was carefully done separately for each method through a grid
search together with a cross-validation procedure (Shao et al., 2009).




Figure 6.1: The top highest power ratio obtained at each iteration step for each
subject.
6.3 Results
In this work, the h and g were chosen to be 2 and 4, respectively. Moreover,
the termination criterion was set to fixed 10 iteration steps (from Iteration 1 to
Iteration 10). At each iteration step, both W and V were updated. Note that
Iteration 1 actually corresponded to CSP, as V was initialized to an identity
matrix.
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Figure 6.2: Common spatial patterns that are rows of W 1 are presented at
each iteration step. Common spatial pattern 1 and common spatial pattern 2
correspond to the two most discriminative spatial filters.
Table 6.1: The performance of CSP, CSSP, CSTP, CSTP, CSSSP and BCSP
in test session. Among them, the results of CSP, CSSP, CSTP and CSTP have
been reported in Chapter 5. For CSSSP, the length of finite impulse filter is
10 time points and regularization constraint is set by cross validation. The last
column presents the average accuracies and standard deviations (in parentheses)
for these methods. The best performance is highlighted in bold.
Subject (%)
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 average
CSP 78.7 82.1 71.2 68.9 81.3 54.2 78.8 69.0 56.8 84.0 83.3 73.3 80.3 77.0 60.9 61.7 56.5 62.6 82.9 73.7 71.8(9.9)
CSSP 82.0 80.0 77.8 66.4 82.9 71.5 76.9 68.4 72.1 85.3 90.2 72.0 80.3 86.4 68.3 64.5 63.1 71.9 85.2 63.9 75.4(8.3)
CSTP 81.7 83.7 83.3 71.4 78.0 74.7 76.2 61.7 75.0 88.2 84.4 73.7 82.4 83.5 67.2 68.0 76.7 74.5 85.0 78.1 77.3(6.8)
CSTP 84.3 79.0 89.1 68.8 82.5 68.1 86.9 69.7 79.5 81.1 91.7 82.7 82.0 88.1 71.9 76.3 82.2 82.4 87.0 74.7 80.4(6.9)
CSSSP 85.9 84.7 83.1 50.4 85.7 72.0 81.5 81.2 82.2 91.5 85.8 71.8 78.3 86.9 65.4 60.4 49.3 74.7 88.3 79.1 76.9(12.0)
BCSP 88.7 89.6 84.2 66.2 85.9 81.5 89.9 85.9 85.1 94.1 90.3 80.1 86.4 89.1 77.3 74.0 80.7 79.2 95.2 79.3 84.1(7.0)
The top highest power ratio achieved by the proposed BCSP at each iteration
step for each subject is presented in Fig. 6.1. Clearly in Fig. 6.1, although the
analytical solution to the bi-quadratic optimization was unavailable, the iterative
approach adopted in BCSP usually realized the convergence of the calculation
of power ratios after only a few steps. In particular, for all the 20 subjects, the
achievable maximum power ratios at every iteration step were much higher than
the ones obtained by CSP at Iteration 1.
Figs. 6.2 and 6.3 show the propagation of common spatial patterns and com-
mon temporal patterns of Subject 19 at the first 5 steps, respectively. It is known
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Iteration 1 Iteration 2 Iteration 3 Iteration 4 Iteration 5
common
temporal






















































































Figure 6.3: Common temporal patterns that are the rows of V 1 are presented
at each iteration step. Common temporal patterns 1, 2, 3 and 4 correspond to
the four most discriminative temporal filters.
that common spatial patterns are the rows ofW 1, which are regarded as time-
invariant EEG source distribution vectors (Ramoser et al., 2000). Similarly,
common temporal patterns are the rows of V 1, and they probably can be per-
ceived as the time series of ERP components after decomposition. It is notewor-
thy that the feature extracted by BCSP is the variance of the projected signals,
which implies that, no matter whether the obtained filters are w (v) or  w ( v),
they do not make any differences since the variance will be the same. This also
applies to common spatial patterns as well as common temporal patterns.
As indicated in Fig. 6.2, there were some noticeable changes on common spatial
patterns during the first 3 steps. However from Iteration 4 onwards, common
spatial patterns remained relatively more stable as the topographies were very
similar. On the other hand, common temporal patterns in Fig. 6.3 also became
more constant after Iteration 4. These phenomena actually were in accordance
NATIONAL UNIVERSITY OF SINGAPORE SINGAPORE
6.4 Discussion 129
with the trend of the power ratio changes for Subject 19 in Fig. 6.1. That is, the
calculation of power ratio and the extraction of bilinear filters converged at the
same time, for instance at iteration step 4 for Subject 19.
In terms of discriminating capability, the performance of CSP, CSSP, CSTP/CSTP,
CSSSP and BCSP is shown in table 6.1. Among these methods, BCSP was
the most superior as it achieved the highest average test accuracy. Specifically,
BCSP outperformed CSP for 19 out of 20 subjects, and it obtained more than
10% increase on test accuracy than CSP (p< 0:001 for paired t-test). It also sur-
passed the result of CSSP, with an increase about 8.7% on average (p < 0:001
for paired t-test). Moreover, its average test accuracy was 6.8% (p < 0:001
for paired t-test) and 3.7% (p < 0:05 for paired t-test) higher than CSTP and
CSTP, respectively. Finally, in comparison with CSSSP, the average test accu-
racy achieved by BCSP was 7.2% higher, and this better performance was also
statistically significant (p< 0:001 for paired t-test).
6.4 Discussion
The assumption that BCSP roots in is that, the power ratio between two con-
ditions is the indicator of the discriminating ability, and the filters capable of
achieving higher power ratio shall offer better separability. Thus the objective
of BCSP is to optimize bilinear spatial filters and bilinear temporal filters such
that several most significant power ratios are maximized. The obtained bilinear
filters define a spatio-temporal subspace, in which the dimension reduction is
performed and the most discriminative spatio-temporal features are retained.
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Fig. 6.2 has illustrated how bilinear temporal filters influence the ERP detec-
tion. It can be seen that, when different bilinear temporal filters were applied,
common spatial patterns extracted from the same signals might be significantly
different. This suggests the necessity of choosing proper bilinear temporal fil-
ters in favor of accurate ERP detection. It is known that the conventional CSP
only actively looks for spatial filters that extremize the power ratio. As pointed
out in Section 6.3, CSP can be perceived as a special case of BCSP, with the
identity matrix being fixed as the bilinear temporal filters. In contrast, the pro-
posed BCSP is more flexible in terms of bilinear temporal filters. The benefit of
such flexibility is proven by the achievable much higher power ratio in Fig. 6.1,











432 ms 360 ms
Figure 6.4: The topographies of average target ERP at 472 ms and 360 ms.
Some more evidences for how BCSP outperforms CSP may be unveiled by ex-
ploring the link between Fig. 6.4 which depicts the topographies of ERP aver-
aged over target epochs, and Figs. 6.2, 6.3. It can be seen that common spatial
patterns 1 and 2 at Iteration 5 in Fig. 6.2 resembled the topographies at 432
ms and 360 ms in Fig. 6.4 respectively. Additionally, the latencies of common
temporal patterns 1 and 2 in Fig. 6.3 also well matched the timing of Fig. 6.4.
These indicate that the spatio-temporal space defined by BCSP is close to the
actual difference between two conditions and thus BCSP filters are of stronger
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discriminative capability in comparison to CSP filters.
Through introducing time-lagged signals into CSP, CSSP and CSSSP extracts
spatio-spectral filters which also exploit the temporal information besides com-
mon spatial patterns. Their better performance over CSP, i.e. 3.6% (6.7%)
higher average test accuracy, shows that discriminative temporal information of
ERP is helpful in addition to spatial features. However, different from BCSP
which looks for the complete discriminative time courses (temporal patterns) of
ERP, CSSP only partially makes use of the temporal information. Exploiting
the complete time course might be one of the reasons that BCSP outperformed
CSSP in this work. Moreover, both CSSP and CSSSP only synthesize one FIR
filter. In contrast, BCSP offers a set of discriminative temporal filters which fo-
cus on different aspects of ERP. The diversity of selectable temporal filters could
ensure the most discriminative information well reserved. This is probably why
the results of BCSP were much more stable among 20 subjects, as manifested
by the standard deviations in Table 6.1.
There is a common sense between BCSP and CSTP/CSTP that temporal cor-
relation matrix can be used to acquire temporal filters. The fact that BCSP has a
better result may be due to: 1) the spatial features and temporal features in CSTP
are independently obtained, whereas BCSP combines bilinear spatial filters with
bilinear temporal filters, rendering spatio-temporal features that probably have
retained the inherent relationship between spatial patterns and temporal patterns;
2) similarly to CSP, CSTP can be considered as another special case of BCSP,
since it also pre-assumes the identity matrix as the default bilinear temporal fil-
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ters (and the default bilinear spatial filters). Thus, the generalized BCSP bilinear
filters will be more suitable than CSP, since the achieved power ratio by BCSP
will be higher.
As stated, BCSP extracts bilinear filters that maximize the power ratio between
two conditions. It is noteworthy however, in this work, the bilinear filters re-
sponsible for maximizing the power ratio of non-target condition over target
condition were not used. The exclusion of those bilinear filters was basically
due to the particular characteristic of this RIT. Compared to target ERP whose
spatio-temporal patterns were prominent, non-target ERP were more or less like
weak random signals. Hence it became irrational to enhance non-target con-
dition while suppressing target condition. In our experiments, it was observed
that the obtained power ratio was unstable, i.e. did not converge, and could be
unreasonably high, i.e. several hundred times higher than the initial one (CSP),
and the classification accuracy dropped dramatically to around 50% for most of
the subjects. However, this may not be a problem in other applications if two
distinct conditions are equivalently strong.
6.5 Concluding Remarks
The proposed BCSP demonstrates mainly two advantages: 1) both the discrimi-
native spatial information and temporal information is simultaneously exploited;
2) compared to the case where only CSP filters are used, the optimized bilin-
ear filters are able to further maximize the power ratio, which leads to better
separability between two conditions. The advantages of BCSP over CSP have
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been validated in RIT experiments, where significant classification improve-
ments have been achieved.





In summary, this doctoral study has proposed several novel single-trial spatio-
temporal approaches to highly effective event-related potential detection, and
evaluated these novel approaches in the context of the rapid image triage sys-
tem, which leverages split-second human vision recognition for near real-time
and high-accurate imagery screening. These proposed approaches utilizing the
spatio-temporal propagation and pattern of ERP for single-trial detection have
demonstrated outstanding performance and are the backbone of RIT. The RIT
characterized by the proposed approaches and the image analyst-centered proce-
dural design may serve as a key step towards an EEG-aided satellite broad-area
imagery analyzing system or general-purpose imagery screening system.
This research has investigated and implemented an EEG signal processing method
as a denoising preprocessor, which is specially designed for the RIT system
and is mathematically non-sophisticated for implementation. Unlike methods
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such as ICA and PCA which decompose and reconstruct the signals in the uni-
form temporal domain, the denoising preprocessor provides a new perspective
as the denoising is performed in a temporally twisted space, in which previ-
ously spatially and temporally correlated noise becomes less correlated, under
an assumption about the propagation of ERP. In particular, one aspect that the
denoising preprocessor differs from other methods is that, besides denoising, the
preprocessor facilitates the decision making of the RIT system through strength-
ening ERP signals of one condition (target) while suppressing ERP signals of
the other condition (non-target). Consequently, the enlarged ERP difference be-
tween two conditions can ease the feature extraction and classification. More-
over, the denoising preprocessor is supervised solely by the training data and
is self-contained. Therefore neither expertise nor exterior manipulation is re-
quired, which well suits the real-time need and the generalization purpose of
the RIT system. Due to above-mentioned reasons, the capability of suppressing
non-event related background EEG while preserving important ERP signals has
been well demonstrated.
This work has developed a single-trial feature extraction algorithm that extends
the temporally invariant CSP to the CSTP method, which is both spatially and
temporally sensitive. It is a variant of CSP that can extract a set of the time
courses of the discriminative ERP. This is accomplished by introducing the tem-
poral correlation matrix in supplemental to the spatial correlation matrix. The
incorporation of the temporal correlation matrix may help generalize some other
spatial filter based methods such that the temporal filters might be also conve-
niently obtained in a similar way. Capturing the temporal patterns of discrimi-
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native ERP could be of great usefulness for systems where the task is performed
at a high speed. RIT system is a typical example, in which signals elicited
by different stimuli are overlapping due to the applied RSVP paradigm. The
overlapping problem could be addressed by the CSTP temporal filters, which
distinguish these ERP in terms of latency.
This work has also proposed another single-trial feature extraction method namely
BCSP which is an extension of CSP and CSTP. BCSP integrates the spatial fil-
tering and temporal filtering together, and makes use of the core concept of CSP
algorithm to obtain bilinear filters (spatial and temporal filters) in an iterative
way. The marriage of optimal spatial filtering and temporal filtering leads to
higher power ratios between two conditions, as the power ratios are usually re-
garded an indicator of discriminating capability of corresponding filters. Meth-
ods like CSSSP also attempt to maximize the power ratios. However they do not
employ the time courses of discriminative ERP which however are exploited by
BCSP.
This study has brought up a practical and enhanced experimental protocol for
large-volume imagery screening. The protocol is designed to increase the chance
of observing target objects in two means, both of which could generate images
with centralized target objects. The visibility has a direct impact on the RIT sys-
tem performance, which however is often omitted in previous studies. Higher
identification accuracy can be expected if objects are easier for perception. Fur-
thermore, the presentation of images follows the raster scan order, which may
maintain the short-term memories of spatial context flow, causing less visual
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surprises which could impair the performance.
7.0.2 Recommendations
This thesis work has developed several novel algorithms for ERP detection to
enrich the single-trial EEG processing toolbox, and has successfully addressed
the issues concerning human vision oriented experimental protocol design. A
number of limitations of the current work are discussed below, which need fur-
ther improvements.
Firstly, the reported balanced accuracies achieved with the proposed algorithms
are based on experimental datasets of animal/nature images. These algorithms,
however, have not been lined up and integrated into the RIT system for satellite
imagery analysis. Besides, there is a lack of stringent tests as the broad-area
satellite imagery is more complicated than animal/nature images. Hence, more
field tests, if applicable, should be conducted to evaluate the performance of
these algorithms in the context of satellite imagery analysis.
Secondly, for simplicity, the developed spatio-temporal filtering approach as-
sumes the difference between ERP of any pair of channels is latency difference.
However, due to the smearing effect of the volume conductor, the morphologies
or waveforms of the scalp ERP also differ. Thus there is a necessity of modeling
the morphology by manipulating the spatial filter.
Thirdly, the idea of filtering in a temporal adjusted space may be also applicable
for CSP. With appropriate time shifts of each channel, it is possible to find fil-
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ters that achieve much higher power ratios than CSP filters which are obtained
without time shifts. Additionally, the method of this temporal adjustment can
be easily extended to variants of CSP such as CSTP and BCSP.
Finally, since RIT system is human vision guided, there are some subjective
factors that may influence the system performance which however has not be
highlighted and controlled. For instance, the RIT experiments could last for
such a long time that the image analyst’s mind starts wondering, or the image
analyst may be affected by certain emotional factors during the tests. These
factors can cause distracting brain signals and as a result undermine the ERP
detection. Therefore some mental status monitoring protocol may be fused into
the system, which can be either EEG-based or behavior-based.
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