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Abstract
This paper models and analyzes downlink and uplink power assignment in Code Di-
vision Multiple Access (CDMA) mobile networks. By discretizing the area into small
segments, the power requirements are characterized via a matrix representation that
separates user and system characteristics. We obtain a closed-form analytical ex-
pression of the so-called Perron-Frobenius eigenvalue of that matrix, which provides
a quick assessment of the feasibility of the power assignment for each distribution
of calls over the segments. Our results allow for a fast evaluation of outage and
blocking probabilities. The result also enables a quick evaluation of feasibility that
may be used for capacity allocation. Our combined downlink and uplink feasibility
model is applied to determine maximal system throughput in terms of downlink
rates.
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model, Perron-Frobenius eigenvalue
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1 Introduction
The third generation Universal Mobile Telecommunications System (UMTS)
employees Code Division Multiple Access (CDMA) as the technique of sharing
the network capacity among multiple terminals. In a CDMA system, transmis-
sions of different terminals are separated using (pseudo) orthogonal codes. The
impact of multiple simultaneous calls is an increase in the interference level,
that limits the capacity of the system. The assignment of transmission powers
to calls is an important problem for network operation, since the interference
caused by a call is directly related to that power.
In a CDMA system the uplink (mobile terminal to Base Transmitter Station
(BTS)) and downlink (BTS to mobile) have different characteristics, and must
be analyzed separately. The uplink determines coverage, whereas the down-
link determines capacity. As the downlink has more capacity (due to e.g. a
higher transmit power of the BTSs), in many studies the uplink has been
investigated in detail. A successful analytical uplink concept is the effective
interference model developed by [6], which enables a fast evaluation of network
state feasibility. However, the analysis in [6] requires a homogeneous distribu-
tion of the users over the network cells. In [7], feasibility is characterized via
the Perron-Frobenius eigenvalue of an interference matrix of the network state.
Unfortunately, for the uplink the PF eigenvalue is not available in closed-form
so that it provides only a semi analytical evaluation of the uplink capacity.
For the downlink most studies are based on pole capacity [16] or based on dis-
crete event or Monte-Carlo simulation leading to slow evaluation of feasibility
and/or capacity [19].
The objective of this paper is to develop an analytical model that allows a
fast evaluation of the downlink feasibility of CDMA under non-homogeneous
traffic load. In particular, we aim for an analog of the uplink effective inter-
ference model. Furthermore, we develop a feasibility model for determining
the optimal border location. The approach is based on maximizing the to-
tal utility of system. This is different from the power allocation minimization
problem discussed in some papers (see e.g., [18,21,4,3]). Those papers focused
on the optimality in power control and rate assignments. A different type of
optimality was proposed in [17] where the optimality is based on maximizing
the social welfare of the system of a single cell. In this paper, we also aim
to develop a model for analyzing the border location optimality based on the
feasibility model.
We focus on modelling BTSs located along a highway to include both non-
? The research is partly supported by the Technology Foundation STW, Applied
Science Division of NWO and the Technology Programme of the Ministry of Eco-
nomic Affairs, The Netherlands.
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homogeneity of the call distribution, and mobility of calls. Users are located in
cars passing through the cells. Due to e.g. traffic jams (”hot spots”) the load
of the cells will not be distributed evenly along the road. To characterize the
distribution of a single type of calls in the cells, we propose a discretized-cell
model. Each cell is divided into small segments. Then, the nonhomogeneous
load can be characterized by the mean number of calls and fresh call arrival
rates in the segments. Taking into account interference between segments in
neighboring cells and between segments within the cells, we express the gen-
erated downlink interference per segment towards the other segments in a
matrix form. The resulting matrix characterizes the feasibility of each call
configuration, which can be determined by investigating the Perron-Frobenius
(PF) eigenvalue of the matrix. Furthermore, a state space of feasible call con-
figurations over the segments is defined, and two performance measures, the
outage and blocking probability, are derived from our model. The model is
also used to determine the optimal cell border in downlink CDMA. The appli-
cability of our result is illustrated by some numerical examples, in particular
focusing in optimal downlink rate allocation taking into account both uplink
and downlink feasibility.
The remainder of this paper is organized as follows. Section 2 describes down-
link and uplink interference models for persistent and non persistent calls.
The performance analysis is presented in Section 3. In Section 4, we develop a
combined down-and uplink capacity allocation model. In Section 5 we present
the numerical results, and, finally, in Section 6 we summarize our work and
draw conclusions.
2 Model
This paper focuses on a CDMA system consisting of BTSs located along a
highway. For simplicity, as we are primarily interested in the interaction be-
tween mobility of users along a road and the teletraffic behavior of our wireless
network, we focus on a two cell model, where only the area in between two
base stations is taken into account. The description can readily be generalized
to larger networks.
Consider a linear network model consisting of two BTSs, X and Y, say. Let
the area between these BTSs be divided into segments of length δ. For the
description below, we fix the radii of the cells. Let cell X resp. Y contain I
resp. J segments, labelled i = 1, ..., I, j = 1, ..., J , respectively. Then L1 = Iδ
is the radius of cell X, see Figure 1. Let D = δ(I + J), the distance between
the BTSs.
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Fig.1. Discretized Cell Model
We assume that the segments are small, so that we may approximate the
location of subscribers in a segment to be in the middle of that segment, i.e.
for segment i of cell X, users are located at distance i∗ = δ [(i− 1) + i] /2 from
X. In this paper, we assume that the propagation model between a transmitter
and a receiver is [8]
Pi = P0 (di)
−γ , (1)
where Pi is the received power, P0 is the transmitted power, di is the distance
between transmitter and receiver and γ the path loss exponent.
2.1 Persistent calls
A common measure for the quality of the transmission is the energy per bit
to interference ratio,
(
Eb
I0
)
, that for the downlink terminal u, say, is defined
as (see e.g. [6,8]).
(
Eb
I0
)
u
=
W
R
useful signal power received by user u
(interference power + thermal noise)
, (2)
where W is the system chip rate and R is the data rate. We consider a single
terminal type, where all terminals have the same downlink data rate RD and
the same uplink data rate RU . The interference model for downlink and uplink
are different: for the downlink a few BTSs transmit to many terminals, where
as for the uplink, many terminals transmit to a few BTSs.
2.1.1 Downlink Model
In our discretized model, let Xi resp. Yj be the transmit power of BTS X resp.
Y to terminals xi resp. yj located in segments i resp. j (located at point i
∗ resp.
j∗) of cells X resp. Y . Downlink transmission at sufficient quality requires the
energy per bit to interference ratio of a terminal in segment i,
(
Eb
I0
)Down
i
, to
exceed a certain threshold ²∗D, i.e., a terminal in segment i requires the BTS
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to transmit enough power such that
W
RD
Xi (i
∗)−γ
(D − i∗)−γ J∑
j=1
mjYj + α (i∗)
−γ
(
I∑
l=1
nlXl −Xi
)
+N0
> ²∗D, (3)
where ni resp. mj are the number of terminals in segment i resp. j of cell X
resp. Y , α is non-orthogonality factor and N0 is the thermal noise level. This
expression can be rearranged as
Xi > ΓD
(D − i∗
i∗
)−γ J∑
j=1
mjYj + α
(
I∑
l=1
nlXl −Xi
)
+N0
(
1
i∗
)−γ , (4)
where ΓD = ²
∗
D
RD
W
. By analogy, we also can express the required transmitted
power Yj of BTS Y to user yj located in segment j of cell Y . The resulting
system of equations (4) is
 sIXX > ΓDPX1YMY + αΓD1XNX+ΓDN0DXsIYY > ΓDPY 1XNX+ αΓD1YMY+ΓDN0DY , (5)
where s = 1 + αΓD, X =
(
X1 X2 · · · XI
)T
, Y =
(
Y1 Y2 · · · YJ
)T
repre-
sent the transmit powers to the segments; N=diag(ni) the diagonal matrix
of size I × I that represents the number of terminals in each segment in
cell X, and similarly M=diag(mi) is a diagonal matrix of size J × J that
represents the number of terminals in each segment in cell Y ; PX=(p
X
ij ),
where pXij =
(
D−i∗
i∗
)−γ
the matrix of size I × J that represents the inter-
cell path loss from segment j in cell Y and segment i in cell X, and simi-
larly PY=(p
Y
ji), where p
Y
ji =
(
D−j∗
j∗
)−γ
; DX=
((
1
1∗
)−γ (
1
2∗
)−γ · · · ( 1
I∗
)−γ )T
,
DY=
((
1
1∗
)−γ (
1
2∗
)−γ · · · ( 1
J∗
)−γ )T
representing the intra-cell path loss from
the BTS to segments within the cell; IX (and IY ) be the identity matrix of
size I× I (J ×J) and 1X (1Y ) is a matrix of size I× I (J ×J) with all entries
equal to 1.
This system can be rewritten as
(sI−T)ZD > c, (6)
where
I=
 IX 0
0 IY
 ;T=
αΓD1XN ΓDPXM
ΓDPYN αΓD1YM
 ; ZD=
X
Y
 ; c=N0ΓD
DX
DY

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The system (6) is the downlink power control equation. If (6) has a non-
negative solution then a feasible power assignment can be found. Notice that
under perfect power control, the system (6) is satisfied with equality, see [7].
We further investigated feasibility in Section 3.1.
2.1.2 Uplink Model
Consider the uplink in our discretized cell model. Let XRi resp. Y
R
j be the
received power at BTS X resp. Y from terminals xi resp. yj in segments
i resp. j (at points i∗ resp. j∗) of cells X resp. Y . Uplink transmission at
sufficient quality requires the energy per bit to interference ratio of a terminal
in segment i at the BTS,
(
Eb
I0
)Up
i
, to exceed a certain threshold ²∗U , i.e.,
W
RU
XRi(
J∑
j=1
mjY Rj
(
D−j∗
j∗
)−γ)
+
I∑
k=1
nkXRk −XRi +N0
> ²∗Up. (7)
Under the assumption of perfect power control, BTS X requires all terminals
in the cell to transmit enough power such that the received signal is the same,
i.e., XRi = X
R and Y Rj = Y
R (see e.g. [8]). Thus, the received signal should
satisfy
XR > ΓU
Y R
 J∑
j=1
mjpj
+XR (N − 1) +N0
 , (8)
where N =
I∑
k=1
nk and pj =
(
D−j∗
j∗
)−γ
and ΓU = ²
∗
U
RU
W
. A similar system can
be derived for BTS Y. Combine these two inequalities, we have the following
uplink feasibility condition
(I−H)ZU > c, (9)
where H =
 ΓU (N − 1) ΓU ∑Jj=1mjpj
ΓU
∑I
i=1 nipi ΓU (M − 1)
 ; ZU =
XR
Y R
 ; c =ΓUN0
 1
1
 .
2.2 Non-persistent and moving calls
Consider the discretized linear wireless network with non-persistent and mov-
ing users. Let fresh calls arrive according to a Poisson arrival process with
rate proportional to the density of terminals along the road, and let terminals
move along the road according to the laws of road traffic movement.
The prediction of the location of subscribers used in this paper requires an
estimate of the density of terminals. For the purpose of this paper, a simpli-
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fied model as provided in [12] is sufficient. Let k(x, t) denote the density of
terminals at location x at time t. Then the traffic mass conservation principle
states that
∂k(x, t)
∂t
+
∂k(x, t)v(x, t)
∂x
= 0, (10)
where v(x, t) is the velocity on location x at time t.
In a mobile network the number of terminals making a call is typically sub-
stantially smaller than the number of terminals not making a call. Therefore,
it is natural to assume that fresh calls in segment i are generated according
to a Poisson process with non-stationary arrival rate
βi(t) := β
∫ ri+1
ri
k(x, t)dx, (11)
proportional to the density of traffic in segment i at time t, where β is the
arrival rate of fresh calls per unit traffic mass, and ri and ri+1 are the borders
of segment i. Let the call lengths be independent and identically distributed
random variables, with common distribution G and mean τ independent of
the location and traffic density.
3 Performance analysis
In this section, we first establish downlink and uplink feasibility for persistent
calls via the Perron-Frobenius (PF) eigenvalues of the matrix T and H, that
is explicitly provided in Section 3.1. Section 3.2 considers the model with non-
persistent calls and discusses the time-dependent distribution of calls over the
segments, and corresponding blocking and outage probabilities.
3.1 Persistent calls: feasibility
Feasibility of the power assignment for the downlink and uplink are charac-
terized by the matrix inequalities (6) and (9), resp. In this section, by analogy
with [7], we investigate feasibility via theory of non-negatives matrices [15].
3.1.1 Downlink Feasibility
Under the assumption of perfect power control, if (sI − T)ZD > c then
the equation is satisfied with equality, i.e., (sI−T)ZD= c. According to the
Perron-Frobenius theorem in [15], feasibility is then determined by the Perron-
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Frobenius (PF) eigenvalue λ (T) of the matrix T, i.e.,
ZD≥ 0 exist and ZD = (sI−T)−1c ⇐⇒ λ(T) < s. (12)
Thus, downlink feasibility of our cellular system is characterized by the matrix
T, where the distribution of calls over the segments appears in T. The system
and user characteristics in this matrix can be separated as
T =
αΓD1X ΓDPX
ΓDPY αΓD1Y

N 0
0 M
 = SU, (13)
whereU =
N 0
0 M
, represents the distribution of the number of calls in each
segment, and S=
αΓD1X ΓDPX
ΓDPY αΓD1Y
 contains the system parameters. The en-
tries of S are fixed for given system parameters. Thus λ (T) is determined by
the distribution of calls over the segments, i.e., λ (T) := λ (U).
The characterization (12) provides a clear motivation for the discretization
into segments as we obtain a downlink interference model that is very similar
to uplink models such as studied in [2,6,7] where feasibility of the uplink power
control algorithm is characterized via the Perron-Frobenius(PF) eigenvalue of
a matrix containing the number of calls in the cell (not in segments). Effective
interference models such as developed in [6] allow for a characterization of
feasibility based on that total number only, but they assume a homogeneous
distribution of calls over the area covered by a cell.
The following theorem provides an explicit expression of PF eigenvalue of
matrix T.
Theorem 1 The Perron-Frobenius eigenvalue of T is
λ (T) =
Γ
2
α
 I∑
i=1
ni +
J∑
j=1
mj
+ Γ
2
√√√√√α2
 I∑
i=1
ni −
J∑
j=1
mj
2 + 4 I∑
i=1
pini
J∑
j=1
pjmj.
(14)
Proof The PF eigenvalue of matrix T is determined from the characteristic
polynomial of matrix T, i.e., |T−λI| = 0. As T = SU, we find
|T−λI| =
∣∣∣S−λIU−1∣∣∣ |U| (15)
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U is a diagonal matrix so that det(U) is the multiplication of the diagonal
elements, i.e.,
|U| =
I∏
i=1
ni
J∏
j=1
mj. (16)
Hence, it remains to calculate |S−λU−1I| . Notice that |S−λU−1I| has a block
matrix structure, ∣∣∣S−λU−1I∣∣∣ =
∣∣∣∣∣∣∣
A B
C D
∣∣∣∣∣∣∣ (17)
where A =a(i, j)
i=1,...,I
j=1,...,I
=

(
αΓ− λ
ni
)
for i = j
αΓ for i 6= j
; B = b(i, j)
i=1,...,I
j=I+1,...,I+J
= Γpi; C =
c(i, j)
i=I+1,...,I+J
j=1,...,I
= Γpi ; D = d(i, j)
i=I+1,...,I+J
j=I+1,...,I+J
=

(
αΓ− λ
ni
)
for i = j
αΓ for i 6= j
For
block matrices with det(A) 6= 0, the determinant is (see [9])
det
A B
C D
 = det(A) det (D−CA−1B) . (18)
Straight forward algebra gives
∣∣∣S−λU−1I∣∣∣ = (−λ)(I+J−2)
 J∏
j=1
1
mj
( I∏
i=1
1
ni
)
×
αΓ J∑
j=1
mj − λ
(αΓ I∑
i=1
ni − λ
)
− Γ2
I∑
i=1
pini
J∑
j=1
pjmj
 (19)
Hence, from (16) and (19)
|T−λI| =
∣∣∣S−λIU−1∣∣∣ |U|
= det(A) det
(
D−CA−1B
)
det(U)
= (−λ)(I+J−2) F (λ)
(20)
where
F (λ) = λ2 − λαΓ
 I∑
i=1
ni +
J∑
j=1
mj
+ α2Γ2 I∑
i=1
ni
J∑
j=1
mj − Γ2
I∑
i=1
pini
J∑
j=1
pjmj
(21)
Clearly |T−λI| = 0 has (I + J − 2) zero eigenvalues and only two non-zero
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eigenvalues. These eigenvalues are determined from the solution of F (λ) = 0.
The Perron-Frobenius eigenvalue of T is the largest root of F (λ) = 0. ¤
Thus, by discretizing the cell we obtain an explicit expression for the PF
eigenvalue of T that can be used to characterize the feasibility of the downlink
connection for a non-homogeneous distribution of calls over the segments.
Using the explicit formulation of PF eigenvalue in Eq.(14), the feasibility of
a user configuration U is now readily determined by checking the inequality
λ (U)< s. The set of all feasible user configurations is
SD=
{
U | λ (U)< s, U = ∈ NI+J
}
. (22)
It can readily be shown that SD is a coordinate convex set, so that we may
invoke the theory of loss networks [13] to characterize the distribution of non-
persistent calls, which will be investigated in Section 3.2.
3.1.2 Uplink Feasibility
Uplink feasibility via the PF eigenvalue of H was investigated in [7], where
the condition
ZU ≥ 0 exist and ZU = (I−H)−1c⇐⇒ ρ(H) < 1. (23)
was used. An explicit expression for the PF eigenvalue, however, was not
provided. Theorem 2 below provides this expression. As the proof is straight-
forward, it is omitted.
Theorem 2 The Perron-Frobenius eigenvalue of H is
ρ (H) =
Γ
2
 I∑
i=1
ni − 1 +
J∑
j=1
mj − 1
+Γ
2
√√√√√ I∑
i=1
ni −
J∑
j=1
mj
2 + 4 I∑
i=1
pini
J∑
j=1
pjmj.
(24)
As in the downlink, we define the set of all feasible user configurations in the
uplink. Thus, by developing a discretized cell model, we are able to derive an
explicit formulation of PF eigenvalue not only for the downlink but also for
the uplink. If we compare the downlink and uplink feasibility, we see that for
the expression for ρ (H) is similar to λ (T) for α = 1. Thus, when there is no
downlink interferences reduction, i.e., the non-orthogonality factor is equal to
1 or it is completely non-orthogonal, the interference in the downlink similar
to the uplink.
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Similar to the downlink, we define the set of all feasible user configurations in
the uplink is
SU=
{
U | ρ (U)< 1, U ∈ NI+J
}
, (25)
This is a also coordinate convex set.
3.2 Non-persistent calls: outage and blocking probabilities
We may distinguish two ways of handling fresh calls that bring the system in
a non-feasible state: we may either block and clear the call from the system
(fresh call blocking), or accept the call in which case the system is said to be
in outage (outage probability) and (some) calls do not reach their energy per
bit to interference threshold ²∗, until completion of some (other) call. These
‘outage’ and ‘blocking’ cases lead to different stochastic processes recording
the number of calls in the segments.
When calls are blocked and cleared when the state is not feasible, the set of
feasible states is the finite set S as defined in (22). Let {X(t), t ≥ 0} be the
stochastic process recording the number of non-persistent and moving calls
over the segments, which takes values in the finite state space S. A state of the
stochastic process is a vectorU = (n1, n2, · · · , nI,mJ, · · · ,m2,m1), that will be
labelled as U = (u1, u2, · · · , uI,uI+1, · · · , uI+J). When calls are not blocked,
but instead all (or some) calls are in outage when the system state is not
feasible, then all vectors in the positive orthant
S∞ =
{
U | U =(N,M) ∈ NI+J
}
, (26)
are possible system states. Let {X∞(t), t ≥ 0} be the corresponding stochastic
process.
We are primarily interested in the distribution of calls over the segments
P (X∞(t) = U), and P (X(t) = U). For the ‘outage case’ this distribution
can be evaluated in closed form:
P (X∞(t) = U) =
I+J∏
s=1
e−ρ
∞
s (t)
ρ∞s (t)
us
us!
, (27)
where
ρ∞s (t) = τλs(t), (28)
is the time-dependent load offered to segment s: the distribution of the number
of calls in cell s is Poisson with mean ρ∞s (t) proportional to the density of traffic
and insensitive to the distribution of the call length G except through its mean
τ , see [10] for a general framework for networks with unlimited capacity, and
[20] for a derivation of the insensitivity result (27).
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For the ‘blocking case’ the distribution P (X(t) = U) cannot be obtained in
closed form. However, for the regime of small blocking probabilities, the dis-
tribution P (X(t) = U) can be adequately approximated using the Modified
Offered Load (MOL) approximation:
P (X(t) = U) ≈ P (X∞(t) = U | X∞(t) ∈ S) =
I+J∏
s=1
e−ρ
∞
s (t) ρ
∞
s (t)
us
us!∑
u∈S
I+J∏
s=1
e−ρ∞s (t) ρ
∞
s (t)
us
us!
.
The approximation is exact for a loss network in equilibrium. For networks
with time-varying rates the MOL approximation is investigated in [11] for the
Erlang loss queue, and is applied to networks of Erlang loss queues in [1]. It is
shown that the error of the MOL approximation is decreasing with decreasing
blocking probabilities and with decreasing variability of the arrival rate.
Outage and blocking probabilities are now readily obtained. First consider the
‘outage case’. As the number of calls in the system increases, all calls suffer a
gradual degradation of their QoS. If the energy per bit to interference ratio of
a call falls below its target value ²∗, then the system is said to be in outage.
The outage probability, Pout = P (X
∞(t) /∈ S), is defined as the probability
that an (instant) outage occurs to the system. The outage probability of a
user in segment j in a cell can be formulated as follows :
Pout = P (²j < ²
∗ for some j) . (29)
The outage probability cannot be evaluated in closed form due to the com-
plexity of the feasible set S, and will be evaluated via Monte-Carlo simulation.
For the ‘blocking case’, the fresh call blocking probability must be deter-
mined per segment. To this end, define the blocking set of segment k as
Sk= {U ∈ S | λ (U+ ek) > s} where ek is the unit vector with entry k equal
1, and all other entries 0. Then, as is shown in [1], the blocking probability,
Bk(t), of a segment k at time t is approximated as
Bk(t) ≈ P (X∞(t) ∈ Sk | X∞(t) ∈ S) =
∑
U∈Sk
I+J∏
s=1
e−ρ
∞
s (t) ρ
∞
s (t)
us
us!
∑
u∈S
I+J∏
s=1
e−ρ∞s (t) ρ
∞
s (t)
us
us!
.
The blocking probability cannot be evaluated in closed form due to the com-
plexity of the feasible set S, and will be valuated via Monte-Carlo simulation.
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4 Downlink Rate Optimization
This section presents a model for system utility optimization based on the
feasibility model. In particular, the objective is to find the best border location
for both downlink and uplink that maximizes the total number of uplink users
and maximizes the total downlink rate.
4.1 Uplink and Downlink Feasibility
Recall the feasibility condition for downlink and uplink, in (12) and (23) resp.
Feasibility of power control allocations have been investigated via PF eigenval-
ues. We are interested in feasibility when the rate and the users distributions
are not fixed. Given (14) and (24), the feasibility conditions in (12) and (23)
can be rewritten as
λ′(ni,mj, RD) <
2W
²∗D
, (30)
ρ′(ni,mj, RU) <
2W
²∗U
, (31)
where
λ′(ni,mj, RD) = RD
(
α
(
I∑
i=1
ni +
J∑
j=1
mj − 2
)
+
√√√√√α2 ( I∑
i=1
ni −
J∑
j=1
mj
)2
+ 4
I∑
i=1
pini
J∑
j=1
pjmj
 , (32)
ρ′(ni,mj, RU) = RU
((
I∑
i=1
ni +
J∑
j=1
mj − 2
)
+
√√√√√( I∑
i=1
ni −
J∑
j=1
mj
)2
+ 4
I∑
i=1
pini
J∑
j=1
pjmj
 . (33)
Equations (30) and (31) represent the feasibility condition for downlink and
uplink where the system parameters W , ²∗D and ²
∗
U are fixed. Using those ex-
pressions, we investigate the relation between user distribution (ni,mj), uplink
rate RU and downlink rate RD. We observe that for α = 1, the expression for
downlink feasibility and uplink feasibility are the same. Moreover, since the
downlink non-orthogonality factor has a value between 0 and 1, i.e., 0 ≤ α ≤ 1,
for the case of RD = RD = R we always have the following relation
λ′(ni,mj, R) ≤ ρ′(ni,mj, R) (34)
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This means that the downlink rate can be upgraded while maintaining both
uplink and downlink feasibility.
4.2 Border Optimization
From (14) and (24), we observe that the PF eigenvalues can be related to the
border location. This is done by assigning users from a cell to other cells, i.e.,
assigning I and J given users distributionU = (n1, n2, · · · , nI,mJ, · · · ,m2,m1).
We observe that the downlink PF eigenvalue decreases as the location of the
border is located further from the middle of the traffic burst. Therefore, it
seems optimal to handle all calls in a single BTS. While in the uplink, the
uplink PF eigenvalue decreases as the border is located closer to the middle
of the traffic burst. So, from the uplink point of view, it is optimal to equally
divide calls over two BTSs. From those two observations, we see that there is a
trade-off between uplink and downlink optimal border location. Therefore the
border location should be determined by considering both downlink and up-
link properties. We formulate an optimization problem to solve the combined
downlink-uplink optimal border location in this section.
The arguments above suggest that the optimal downlink rate assignment may
be to assign rate zero to all segments except for the segment closest to a BTS.
This is clearly not a practical solution. Therefore, in our optimization problem,
we add a practical constraint that the number of segments with non-zero rates
assignment should be maximized. This means that the rate assignment is fair
in the sense that the maximum number of calls is carried with equal rate. The
combined optimization problem is formulated as follow:

Find borders locations, I and J, and downlink rate RD that
maximize the system utility and number of carried calls
s.t. uplink feasible & downlink feasible
(35)
In this paper, the coverage of a cell is equal to the number of segments covered
by the cell. Thus, the border of cell X is defined as the point located after
segment I and the border of cell Y is defined as the point located after segment
J. Using the feasibility conditions expression in (32) and (33), the problem can
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be formulated as follow
max
RD,I,J
RD
(
I∑
i=1
ni +
J∑
j=1
mj
)
s.t λ′(ni,mj, RD) < 2W²∗D
I, J ∈ argmax
(
I∑
i=1
ni +
J∑
j=1
mj
)
s.t ρ′(ni,mj, RU) < 2W²∗U
i = 1, 2, · · · , I; j = 1, 2, · · · , J
I + J ≤ K
(36)
where K is the total number of segments. Note that the constraints are non-
convex functions in ni and mj. Hence, the optimization problem above is not
easy to solve. We propose a decomposition algorithm to solve the optimization
problem. From (34), we learn that
(∑I
i=1ni +
∑J
j=1mj
)
in the objective func-
tion is mainly determined by the uplink. Hence to find the optimal solution
(I∗, J∗, R∗D) of the problem above, we construct the following algorithm:
(1) First, given the traffic load, we label the number of users in each seg-
ment as U = (u1, u2, · · · , uk, · · · , uK) , where K is the total number of
segments.
(2) Next, we assign users for a certain border location. For this purpose, we
define an initial border at segment k, k = 1, 2, · · · , K. By putting the
initial border at segment k, this means that we assign users in the first k
segments to cell X and the next (K − k) segments to cell Y, i.e.,
(
nki ,m
k
j
)
=
ni = ui i = 1, 2, · · · , kmj = uK−(j−1) j = (k + 1), · · · , K ,
where
(
nki ,m
k
j
)
denote the set of assigned users when the initial border
located at segment k, k = 1, 2, · · · , K. We denote the initial border as
(I0k , J
0
k ).
(3) Next, we check the uplink feasibility given the initial border at segment
k, (I0k , J
0
k ), and the assigned users
(
nki ,m
k
j
)
, k = 1, 2, · · · , K. We check
the an uplink feasibility given by the first constraint, i.e.,
ρ′′(nki ,m
k
j ) <
2W
²∗URU
, (37)
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where ρ′′(ni,mj) = ρ′(ni,mj, RU) /RU derived from (33), i.e.,
ρ′′(nki ,m
k
j ) =
 I0k∑
i=1
nki +
J0k∑
j=1
mkj − 2

+
√√√√√ I0k∑
i=1
nki −
J0
k∑
j=1
mkj
2 + 4 I0k∑
i=1
pinki
J0
k∑
j=1
pjmkj . (38)
Thus, given the set of users
(
nki ,m
k
j
)
and the initial border set (I0k , J
0
k ),
the uplink feasibility is checked as follows
ρ′′(nki ,m
k
j )

if < 2W
²∗U
then the border is (I0k , J
0
k )
if ≥ 2W
²∗U
then drop segments until feasible
.
The dropped segment is the one that contributed at most to ρ′′(nki ,m
k
j ).
From (38), we can see that the dropped segment is located close to the
cell border. If we drop the segment Jk = J
0
k , then we set I
′
k = k and
J ′k = (K−k−1). If we drop the segment Ik = I0k , then we set I ′k = (k−1)
and J ′k = (K − k). Then, we obtain a set of border (Ik, Jk) with a gap
of a segment. We repeat those steps until (37) is satisfied. Finally, for
each k, we obtain a set of border Bk = (Ik, Jk) that supports a maximum
number of users, Uk =
(
nki ,m
k
j
)
, under uplink feasibility constraints.
(4) Next, we determine a set of Bk = (Ik, Jk), k = 1, 2, · · · , K, that max-
imize
(∑Ik
i=1n
k
i +
∑Jk
j=1m
k
j
)
. Thus, given the border Bk from step 3, we
choose k∗ among all k, the set that gives either optimal carried calls,(∑Ik
i=1n
k
i +
∑Jk
j=1m
k
j
)
or optimal carried segments (Ik + Jk) .
Denote the sets of optimal borders determined by the carried call as
OU =
{
BUk1, B
U
k2, · · · , BUkq
}
. Denote the sets of optimal borders deter-
mined by the carried segment as OS =
{
Bk1, B
S
k2, · · · , BSkr
}
(5) Given the set border locations that support maximum number of up-
link feasible users, i.e., the set OU and OS, we determine the maximal
downlink rate
RD <
2W
²∗D
(
λ′′(nki ,mkj , Ik, Jk)
) , (39)
where
λ′′(ni,mj, I, J) = α
(
I∑
i=1
ni +
J∑
j=1
mj − 2
)
+
√√√√√α2 ( I∑
i=1
ni −
J∑
j=1
mj
)2
+ 4
I∑
i=1
pini
J∑
j=1
pjmj. (40)
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Thus we obtain a set from OU ,i.e.,
PU =
{(
BUk1, R
U
D1
)
,
(
BUk , R
U
D2
)
, · · · ,
(
Bk, R
U
D
)}
and a set from US,i.e.,
P S =
{(
BSk1, R
S
D1
)
,
(
BSk2, R
S
D2
)
, · · · ,
(
BSk2, R
S
Dr
)}
(6) Finally, we determine the maximal value of RD
(
Ik∑
i=1
nki +
Jk∑
j=1
mkj
)
. This is
done by checking all k in the sets PU and P S.
The above algorithm is numerically illustrated in the next section.
5 Numerical Results
In this section, the parameters of our Wideband-CDMA system are those
provided in [8]: the system chip rate W = 3.84 MHz, the required energy
per bit to interference ratio ²∗ = 5 dB, the downlink non orthogonality factor
α = 0.3, and the path loss exponent γ = 4. The distance between the two
BTSs X and Y is 2000 meter, divided into 40 segments of width 50 meter. We
assume that all terminals use the same uplink rate RU = 12.2 kbps. For the
downlink, we assume that initially all terminals use the same downlink rate
RD = 12.2 kbps.
5.1 Downlink Performance for Persistent Calls
This section investigates the downlink performance, i.e., the outage probabil-
ity and the blocking probability per segment, for the case of fixed border and
moving border. In the first case, we investigate the downlink performance for
a moving traffic hot spot for fixed border location. The performance is calcu-
lated as a function of the location of the traffic. In the second case, we inves-
tigate the downlink optimal border for non-moving traffic. The performance
is calculated as a function of the border location. We will investigate results
from Monte-Carlo simulation, and a prediction based on the Perron-Frobenius
eigenvalue obtained from the offered load in the segments. Sufficient samples
are generated to have 95% confidence and 10% relative precision. To facilitate
a graphical representation of our results, we will depict blocking probabilities
only for those time instances at which the hot spot enters a new segment.
Throughout this section, we assume that a block shaped traffic jam of width
10 segments moves from BTS X to BTS Y at constant speed, see Figure 2.
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The background load in the segments not covered by the hot spot is ρs = 1
Erlang, whereas the load in segments inside the hot spot is 12 Erlangs. The
location of the hot spot after the (12 + i)-th segment from BTS X will be
referred to as type i traffic load, i.e. Figure 2 depicts type 1 traffic.
 
BTS X BTS Y 
40 segments of width 50m 
13  segments with load 1 17 segments with load 1 
10 segments  with load 12 
Fig.2. Rectangular hot spot
5.1.1 First Case: Fixed Border, Moving Traffic
First consider the commonly studied case of a fixed border located in the
middle between the BTSs, i.e. each cell consists of 20 segments. Blocking
and outage probabilities can be obtained via Monte-Carlo simulation. Below
we will numerically investigate the blocking probabilities per segment for a
moving hot spot. Figure 3 depicts the outage and total blocking probabilities
for traffic types 1 − 5, where the total blocking is the fraction of blocked
fresh calls over the entire area between BTSs X and Y . Both the outage and
the total blocking probability do not discriminate between segments. Clearly,
type 3 traffic with the hot spot located in the middle between BTSs yields the
largest value for the blocking probabilities, in accordance with intuition.
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Fig. 4. Blocking per segment
Figure 4 depicts blocking probabilities per segment for traffic types 1 – 5, that
is the fraction of blocked fresh calls counted for each segment separately. As
can be seen from the graph, when the hot spot is located more to the left, the
blocking probability of the segments in the right is higher (see type 1 and type
2 traffic load) and vice versa. The type 3 case is symmetric. This result shows
that as the traffic jam moves closer to the border, the downlink performance
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gets worse. The result suggests that it is optimal for the downlink to have all
calls located in the same cell. This motivates an investigation of the downlink
performance when the border is not fixed.
5.1.2 Second Case: Moving Border, Non-Moving Traffic
Let us now investigate the optimal location of the border between the cells
for a given traffic pattern, i.e., the location of the border that gives the best
downlink performance. We fix the traffic to be type 1 and let the load per
segment in the hot spot be 17 Erlangs. Figure 5 depicts the downlink PF
eigenvalue λ as a function of the offered load only. The graph has a clear peak
for a cell border between roughly 750 and 1150 meters from BTS X. As the
feasibility criterion is λ < s (recall (12)), from the curve it seems optimal for
the cell border to be such that the entire hot spot resides in a single cell.
Monte-Carlo simulation of the blocking probabilities per segment for type 1
traffic and different locations of the border at 700, 900, 1000 and meters from
BTS X as depicted in Figure 6 support this observation: congestion in the
downlink can be reduced by allocating the entire traffic burst into one cell.
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Fig. 5. Downlink PF eigenvalue
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Fig. 6. Blocking per segment
The conclusion of this section, based on the downlink only, is in clear contrast
with the well-known uplink result that indicates that the load should be evenly
divided over the cells. Thus, there is a trade-off between downlink congestion
and uplink congestion: the location of the border should be determined by
considering both uplink and downlink.
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5.2 Border Optimization
5.2.1 Persistent Calls
This section investigates the optimal border location based on the optimiza-
tion problem of Eq.(36). In the first case, we fix the traffic load to be of type 1
as in Figure 2. This algorithm (in step 1-3) first investigates the possible border
locations that give the optimal number of carried calls or carried segments. Fig-
ure 7 depicts the total number of carried calls in both BTS X and BTS Y as a
function of the initial border location placed at segment k. The related optimal
border locations, Bk = (I
∗
k , J
∗
k ) , are depicted in Figure 8. Thus, the optimal
cell borders (step 4) are OU = OS = {(U15, B15) , (U16, B16) , · · · , (U22, B22)}
obtained for k between 15 and 22, as indicated by the vertical lines in Figure
8. Notice that there is coverage gap in the middle between BTS X and Y.
0 5 10 15 20 25 30 35 40
0
20
40
60
80
100
120
Segment
N
u
m
be
r 
o
f C
a
rr
ie
d 
Ca
lls
 
Number of Calls in cell X
Number of Calls in cell Y
Number of Calls Carried
Fig. 7. Total Number of Users
0 5 10 15 20 25 30 35 40
0
200
400
600
800
1000
1200
1400
1600
1800
2000
 Initial Chosen Border Location (in Segment from cell X) 
 
M
et
er
 
 Border locations of Cell X and Cell Y
Border Location of Cell X
Border Location of Cell Y
Initial Chosen Border 
Left Limit Optimal Border 
Right Limit Optimal Border
Fig. 8. Optimal border location
Given the optimal set of carried segments OS, step 5 of the algorithm deter-
mines the downlink rate RD. Figure 9 depicts the utility function
RD
(
Ik∑
i=1
nki +
Jk∑
j=1
mkj
)
as a function of k. The maximal utility value is denoted
as square in Figure 9. Thus, the border location that gives maximal utility
is at k = 22. The optimal border location for cell X is at I = 20 (1000m
from BTS X) and the optimal border location for cell Y is at J = 18 (900m
from BTS Y ). The maximum is obtained with the border located further from
the center of the hot spot/traffic burst: maximal system utility is obtained by
putting the borders such that most of the traffic is covered in a single cell.
Notice from Figure 9 that the system utility can be increased when we let
the system support less carried calls, in this case the per call downlink rate
is higher, but the number of carried calls is lower. This shows the fairness
trade-off between number of carried calls and the system utility: by serving
less calls the remaining calls would be able to achieve higher total utility. A
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similar result is found in [17], where the uplink is investigated, only.
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Fig. 9. Perron-Frobenius eigenvalue
Next, we investigate the optimal border location for the case of moving traffic.
The objective is to understand the optimal border location and its optimal
system utility. For this purpose, we let the hot spot moves from BTS X (see
Figure 10) until it reaches BTS Y at step 30. For each step, we investigate the
optimal border location that gives maximal utility.
 
BTS X BTS Y 
40 segments of width 50m 
30 segments with load 1 
10 segments  with load 10 
Fig.10. Non-Homogeneous Traffic Load
Figure 11 depicts the optimal border locations in each step that gives the
maximum system utility, and illustrates the distinction made in our algorithm
between optimal number of carried calls and optimal number of carried seg-
ments. Figure 12 depicts that the maximum system utility based on carried
calls is higher than the maximum system utility based on carried segments. As
the traffic burst moves closer to the middle of the cell, the optimal total rev-
enue decreases. Furthermore, Figure 12 indicates that it is optimal to choose
the border location such that most of the traffic burst is covered by a single
cell.
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5.2.2 Non-Persistent Calls
Now, we investigate the optimal border location for the case of non-persistent
calls by Monte-Carlo simulation for traffic type 1 (see Figure 2). For each
realization, we perform the algorithm in Section 4.2.
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for left-skewed traffic.
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for symmetric traffic.
Figure 13 depicts the probability that we obtain a location of the border in a
particular place. The figure shows that there are two peaks for the border of cell
X, i.e., at 650m and at 1000m, and by symmetry also two peaks for the border
of cell Y , i.e., at 800m and at 1150m. The peak at 650m for cell X is dominant.
This is in contrast with the result for persistent calls. The discrepancy is due
to the algorithm, that starts including calls in cell X from the left. In the case
of a tie in revenue, it chooses the left border thus favouring the left border
location. These results show that also in the case of non-persistent calls the
optimal border location includes most of the traffic burst in a single cell, i.e.,
either in cell X or in cell Y. This is more clearly visible in Figure 14 that
depicts the optimal border location for symmetric traffic (Type 3), i.e., in the
setting of non-persistent calls when two boundary locations around 750m and
22
1250m yield the same revenue, the algorithm selects the boundary at 750m.
From those two examples, we can conclude that the optimal system revenue,
i.e., with maximal number of uplink users and maximal downlink rate, is
obtained by covering most of the traffic in a single cell.
6 Conclusion
This paper has provided a model for characterizing downlink and uplink power
assignment feasibility. We have obtained an explicit decomposition of system
and user characteristics, and have provided an explicit analytical expression
for the Perron-Frobenius eigenvalue that determines feasibility and blocking
probabilities. Based on this result we have numerically investigated blocking
probabilities and found for the downlink that it is best to allocate all calls
to a single cell. When also taking the uplink that determines coverage into
account, we have developed a downlink rate optimization algorithm and have
investigated the optimal cell border based on both uplink and downlink inter-
ference. The results indicate that the optimal border location that maximizes
the system utility (downlink rate) can be obtained by including most of the
carried traffic into a single cell.
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