Purpose: To benchmark a Monte Carlo model of the Auger cascade that has been developed at the Australian National University (ANU) against the literature data. The model is applicable to any Auger-electron emitting radionuclide with nuclear structure data in the format of the Evaluated Nuclear Structure Data File (ENSDF).
Introduction
Auger-electron emitting radionuclides are of great interest for internal radiotherapy due to the very short range of Auger electrons. The subcellular range of Auger electrons is an attractive property for minimizing collateral damage to normal tissues adjacent to the targeted tumour. This unique feature offers some distinct advantages compared to the more commonly used long-range β-electrons, such as a reduced cross-fire irradiation of non-target healthy cells and a higher ionization density within the immediate vicinity of the decay site, which is generally associated with high biological effectiveness (Behr et al. 2000 , Kassis 2004 , Buchegger et al. 2006 , Nikjoo et al. 2008 , Rebischung et al. 2008 , Li et al. 2010 , Vallis et al. 2014 . Auger-emitting radionuclides have shown very promising effects in vitro and in vivo in animal studies over the last decade (Fischer et al. 2008 , Chan et al. 2010 , Costantini et al. 2010 , Koumarianou et al. 2014 , Kiess et al. 2015 .
Emission spectra of Auger-electron emitting radionuclides are essential for dosimetric calculations to quantify the biological damage delivered to the target (Nikjoo et al. 2008 , Bousis et al. 2010 , Falzone et al. 2015 . In the past three decades several authors published calculated emission spectra of selected radionuclides using either deterministic or Monte Carlo computational methods (Howell 1992 , Pomplun 2000 , Stepanek 2000 , Eckerman and Endo 2007 , Nikjoo et al. 2008 ).
There is a large scatter in these published spectra, particularly in the yields and energies of outer-shell transitions, as they were calculated based on different approaches toward evaluation of the Auger cascade. For other less common, but emerging radionuclides such as 140 Nd (T1∕2=3.4 d) and 161 Tb (T1∕2=6.9 d), no emission data has yet been made available. 140 Nd is a pure Auger emitter and its short-lived daughter 140 Pr is a positron emitter, which can be used for PET (positron emission tomography) whileshown to provide an enhanced antitumour effect compared to 177 Lu in an in vivo study (Müller et al. 2014) . These radionuclides have more suitable half-lives and better electron-tophoton dose ratios than most of the commonly used Auger emitters. They can now be produced for medical research at Institute of Laue-Langevin (ILL) and CERN-Medical
Isotopes Collected from ISOLDE (MEDICIS) (Lehenberger et al. 2011 , dos Santos Augusto et al. 2014 ). Thus, a computational model that can generate the emission spectrum of any Auger emitter in a consistent physics framework is essential for research into Auger-electron targeted radiotherapy.
With that goal in mind, a stochastic Auger-cascade model, which requires only the nuclear structure data of a radionuclide in the format of the Evaluated Nuclear Structure Data File (ENSDF), was recently created to simulate the Auger cascade of elements up to Fermium, Z=100 (Lee et al. 2012) . The model adopts a strict energy bookkeeping, which is similar to Pomplun's model (2000, 2012) , to eliminate any energetically forbidden transitions due to changes in atomic structure during the Auger cascade. The nuclear structure data provided is analyzed in situ to produce the initial vacancy distribution which determines the initial atomic state before the Auger-cascade simulation is begun. The model can produce the full Auger energy spectrum following a nuclear decay of any radioisotope (Z ≤100) or a nuclear reaction, such asthey were the most studied Auger-emitting radionuclides in the past four decades medically and computationally. 
Materials and Methods
A detailed description of the simulation code used for this paper has been given elsewhere (Lee et al. 2012 (Lee et al. , 2015 ; here only the important aspects will be summarized. Initial vacancy distributions due to EC and IC were evaluated using Schönfeld's approach (Schönfeld 1998) and BRICC (Kibédi et al. 2008) , respectively, based on the nuclear structure data from the Evaluated Nuclear Structure Data File (ENSDF). In the first step, a random number was generated to determine the EC branch by which the parent nucleus decays. A subshell was selected to be ionized by the next random number according to the initial vacancy distribution calculated for the chosen EC branch. Energies of all possible radiative and non-radiative transitions to fill the chosen vacancy were checked and any energetically forbidden transition were discarded. A transition energy was calculated as the difference between the total energies of the atom before and after an event using the RAINE code (Band et al. 2002) , which is based on the relativistic Dirac-Fock (DF) method. Transition probabilities were obtained from the Evaluated Atomic Data Library (EADL) (Perkins et al. 1991) . Since all atomic transition probabilities were calculated for singly ionized atoms, an empirical correction, which was first used by Krause and Carlson (1967) , was applied to modify them according to the actual number of electrons available in the participating subshells. The transition probabilities of KLL Auger were corrected based on the more accurate data presented by Chen et al. (1980) . Next, a random number was generated to determine the transition to fill the chosen vacancy out of the list of energetically allowed transitions.
The protocol was similar for scenarios when there are multiple vacancies. Energies of all transitions from EADL were checked for each vacancy before a transition was randomly selected from the list of remaining energetically allowed transitions. For reasons to be explained below, the simulation of the Auger cascade was terminated when there were no more energetically allowed transition, or transitions associated with lifetimes larger than 10 -12 s.
After the first Auger cascade, a nuclear transition was selected, based on the next random number, to proceed from the excited level that the previously chosen EC branch had decayed to. If an IC process was selected, an atomic subshell was randomly chosen to be ionized based on the initial vacancy distribution due to the selected IC process. A new Auger cascade was initiated after the ionization. The simulation of the nuclear decay was concluded when the daughter nucleus had reached its ground state through a cascade of nuclear transitions.
The atom was assumed to recover its neutral atomic configuration in between two successive nuclear transitions in the model. This assumption is not valid in rare cases wherein the level half-life of the daughter nucleus (~ 10 -14 ) is comparable to the lifetime of the Auger
cascade. An example of one of these rare cases was reported by Bulgakov et al. (1987) .
Two different approaches toward the fate of valence vacancies during the Auger cascade have been considered in the literature, namely the isolated atom and condensed phase conditions. The distinction between the two approaches is the assumption on the neutralization of any vacancy created in the valence shell during an Auger cascade. In the condensed phase approach, charge transfer between the environment and the valence shell is allowed to take place during the Auger cascade, leaving the atom completely neutralized at the end of the cascade process. There is no consensus in the literature on which approach should be adopted, due to the lack of experimental evidence for the time-scale of electron transfer from DNA or proteins to an Auger-emitter. This is one of the main contributing factors leading to the large scatter in the published emission spectra of selected Augeremitters. In this work, no preference was made and emission spectra of both approaches were simulated for detailed comparison.
The relationship between the atomic radiation yields and the maximum allowed mean lifetime of a vacancy for the isolated 125 I is illustrated in Figure 1 . In this figure, mean vacancy lifetimes for singly ionized atoms were extracted from EADL, with the Krause and
Carlson correction applied where necessary. The figure shows that all atomic transitions except low-energy N-shell X-rays, are released when the maximum allowed mean lifetime is (0.35%) is also generated during this de-excitation. Tables I and II Pomplun's method was almost equivalent to ours except that he included shake-off transitions by extrapolating shake-off probabilities of noble gases. In his calculations, some outer-shell electrons were released as shake-off transitions, thus reducing the number of Auger NXY significantly. However, both methods agree on the total number of electrons released per decay (see Table VI below).
Initial vacancy distribution
Transition energies reported by Stepanek were calculated in a similar way to our method.
However, his N-shell Auger yields in the decay of 125 I are significantly lower. In his calculations, the atom was assumed not to recover its neutral atomic configuration after the first Auger cascade, thus the atom remained highly ionized when the second Auger cascade took place. In the case of 125 I, the excited state of the daughter nucleus 125 Te has a half-life of 1.48 ns, which means that no interaction between the atom and the environment for at least 10 -9 s was assumed in Stepanek's model. et al. 1991) and it is debatable to include them in the simulations. O-shell non-radiative transitions of singly ionized xenon, which has two more electrons than singly ionized tellurium, were determined to be energetically forbidden in the relativistic Dirac-Fock method by using computer codes GRASP2K (Jönsson et al. 2013) and RATIP (Fritzsche 2012) . This indicates that the OOX transitions in tellurium are unphysical, therefore they were not considered in this work.
124 I Table IV The question on whether charge neutralization happens during the Auger cascade (10 -16 -10 -12 s) has been one of the key concerns in the modelling of Auger cascade, and the effect of this so-called fast neutralization was the only difference between the isolated atom and condensed phase approximations in this work. No preference was made in this work due to the lack of direct experimental evidence to indicate which approximation is better. Based on simulations performed in this work, major differences in the emission spectra for the two approximations are found at energies below 100 eV. Future dosimetry studies will be needed to quantify the dose enhancement due to the extra electrons released in the condensed phase.
Figure1 shows that all non-radiative transitions are completed before 10 -12 s while most of the N-shell radiative transitions require 10 -7 s to finish within the isolated atom approximation. If the condensed phase is valid, the atom would require an electron transfer rate of at least 10 12 s -1 from the environment to an Auger emitter. Page et al (Page et al. 1999) predicted that the electron transfer rate within oxidoreductase proteins is above 10 12 s -1 when the distance between two atoms, which are covalently bonded, is less than 5 Å. This suggests that the validity of the condensed phase approximation could depend on the structure of the radiopharmaceutical that incorporates the Auger-electron emitter.
A comparison of simulated Auger and Coster-Kronig yields with the literature values for the three iodine radionuclides is shown in Radiation spectra of 111In, 113mIn and 114mIn. Acta Oncologica, 39 (6) calculated in the isolated-atom (light blue) and condensed-phase (purple) approximations.
Since the two approximations have negligible differences for energies above 1 keV, results from the isolated-atom are used to present both approximations in this region (red). At energies below 1000 eV, electron spectra for the condensed phase are plotted behind their counterparts while photon spectra for the same approximation are plotted in front of their counterparts. These spectra show that there are large discrepancies at energies below 100 eV. Unlike the other elements, the frequency distributions of barium isotopes do not exhibit a zigzag pattern due to the lack of valence electrons. 
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