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Abstract
We show that Sturmian sequences defined by irrational rotations on the cir-
cle are most-homogeneous. We present minimal sets of forbidden patterns which
define them in a unique way. This allows us to construct non-frustrated infinite-
range two-body Hamiltonians (augmented by some finite-range interactions) of
one-dimensional classical lattice-gas models which have as their unique translation-
invariant ground-state measure precisely the one supported by these Sturmian
non-periodic configurations. We illustrate our construction by the well-known
example of the Fibonacci sequences.
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1 Introduction
We discuss one-dimensional bi-infinite sequences of two symbols, 0 and 1. The most
ordered ones are of course the periodic ones. Every periodic sequence is characterized
by a finite pattern, that is an assignment of symbols to a finite number p of consecutive
sites of Z, which is repeated to the right and to the left; p then of course is the period of
given sequence. Here we are concerned with non-periodic sequences which are in some
sense ”most ordered” or ”least non-periodic”. Various definitions of ”order” have been
put forward in the mathematical literature. In particular, Sturmian systems (systems
with minimal complexity) and balanced systems have been considered, see e.g. [2, 8,
16]. In the physics literature, most-homogeneous sequences have appeared as ground
states, that is minimal-energy configurations in certain systems of interacting particles:
one-dimensional analogues of Wigner lattices [22], the Frenkel-Kontorova model [3, 6],
the Falicov-Kimball model of itinerant electrons [27] where actually the term ”most-
homogeneous” was introduced, and classical lattice-gas models [9, 4, 5, 23, 24, 31].
We will show here that these three notions (Sturmian, most homogeneous, balanced)
are equivalent. We will also show that such configurations have the property of quick
convergence of pattern frequencies to equilibrium values which is also called the strict
boundary condition [37, 32, 1]. The importance of this property for stability of non-
periodic ground states is discussed in [32].
The sequences considered here give rise to uniquely ergodic dynamical systems.
Namely, when we take any such sequence and form an infinite orbit under lattice trans-
lations, then the closure of this orbit supports a unique translation-invariant ergodic
measure. It follows that all (rather than almost all) sequences in the support of this
measure look locally the same - they have the same frequencies of all finite patterns.
Such systems are called uniquely ergodic. In the case of configurations on d-dimensional
lattices, d ≥ 2, an important class of uniquely ergodic systems consists of dynamical
systems (subshifts) of finite type (“SOFTs”). In such systems, all configurations in the
support of an ergodic measure are uniquely characterized by a finite family of forbidden
patterns. Typical examples here are two-dimensional tiling systems [41, 20] where for-
bidden patterns consist of two neighboring square tiles with decorated edges which do
not match. It can be shown that one cannot have one-dimensional dynamical systems
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of finite type of which the support contains only non-periodic configurations [11, 40, 33].
Here we show that Sturmian systems can be uniquely characterized by an infinite set
of forbidden distances between 1’s, augmented by some finite-range condition involving
0’s (for example the absence of three consecutive 0’s is part of the characterization in
the case of the Fibonacci system). These are exactly the forbidden distances in the
most-homogeneous description of a given Sturmian system.
Once we find a characterization of a uniquely ergodic measure by such a minimal
set of forbidden patterns, we may then construct a relatively simple Hamiltonian which
has this measure as its unique translation-invariant ground state. This implies that
the configurations in its support, which are ground-state configurations, have minimal
energy density (and moreover, we cannot decrease their local energy by a local pertur-
bation). We simply assign in this construction a positive energy to forbidden patterns
and zero energy otherwise. It was known before that most-homogeneous configurations
are ground-state configurations of Hamiltonians consisting of strictly convex two-body
repelling interactions between 1’s and a chemical potential favoring 1’s [9, 4, 23, 24].
The competition between two-body interactions and a chemical potential (a source of
frustration for 1’s) then gives rise to what is known as a devil’s staircase for the density
of 1’s in the ground state as a function of a chemical potential - the set of chemical
potentials for which ground states have irrational density of 1’s is a Cantor set. Here
we construct Hamiltonians which are not frustrated.
In Section 2, we discuss various notions of order in non-periodic sequences and
show their equivalence. Section 3 contains a proof that Sturmian sequences satisfy the
strict-boundary condition for all finite patterns. In Section 4 we uniquely characterize
Sturmian systems (most-homogeneous configurations) by the absence of 1’s at certain
distances (augmented by the absence of some finite-range patterns). In Section 5,
Sturmian systems are seen as ground states of certain non-frustrated Hamiltonians in
classical-lattice gas models. A discussion follows in Section 6.
2 Order in non-periodic sequences
We will consider here families of bi-infinite non-periodic one-dimensional sequences of
two symbols {0, 1}, which are such that all members of a given family look locally the
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same. Let X ∈ Ω = {0, 1}Z and let T be a shift operator, that is (TX)(j) = X(j − 1).
We assume that X is such that the closure (in the product topology) of the orbit
{T i(X), i = 1, 2, ...} supports a unique ergodic probability measure. Such a measure,
ρ, is a limit of normalized sums of point probabilities,
ρ = lim
n→∞
1
2n + 1
∑
k−n≤i≤k+n
δT i(X),
where δT i(X) is a probability measure assigning probability 1 to the configuration T
i(X),
and the limit is uniform with respect to k ∈ Z.
It means that any local pattern appears with the same frequency in all sequences in
the orbit closure. In particular, every local pattern present in X appears again within a
bounded distance. This property was named “weak periodicity” in [7]. In Section 4, we
will discuss the rate of convergence of pattern frequencies to their equilibrium values.
First we will discuss various concepts of regularity and complexity of non-periodic
sequences.
Definition 2.1. The factor complexity of an infinite word X ∈ Ω is the function pn
counting the number of its factors (finite subwords) of length n.
It is a classical fact (see e.g. [36]) that if pn ≤ n for some n, then X is eventually
periodic (one-way periodic beginning from some i ∈ Z). It is thus the case that for each
n and each aperiodic word X we have pn ≥ n+ 1. The words with this minimal factor
complexity have a special name.
Definition 2.2. An infinite word X is called Sturmian if pn = n+ 1 for every n.
Another concept of order is given in the following definition.
Definition 2.3. Denote by |x| the length of a finite word x, and by x(a), a = 0, 1 the
number of occurrences of the symbol a in x. A set of words SW is balanced if for
every x, y ∈ SW with |x| = |y| one has |x(a)−y(a)| ≤ 1. A bi-infinite word X ∈ {0, 1}Z
is balanced if all its factors are balanced.
Balanced sequences are also called two-distance sequences [28].
We now quote the following theorem [16, Theorem 6.1.8].
4
Theorem 2.4. Let X ∈ {0, 1}Z. The following conditions are equivalent:
(i) X is Sturmian and not eventually periodic
(ii) X is balanced.
Note that in the above theorem, aperiodicity of Sturmian systems in (i) is not
enough, in view of the example of the sequence with 0’s on negative integers and 1’s on
non-negative integers which is both Sturmian and aperiodic but not balanced.
In the physics literature [22, 27, 3, 6, 9, 4, 5, 23, 24, 31] the following concept of
homogeneity was considered:
Definition 2.5. Let X ∈ {0, 1}Z and xi ∈ Z be the position of the i-th 1 in the config-
uration X. X is most homogeneous if there exists a sequence of natural numbers dj
such that xi+j − xi ∈ {dj, dj + 1} for every i ∈ Z and j ∈ N.
Theorem 2.6. A sequence X ∈ {0, 1}Z is balanced if and only if it is most homoge-
neous.
Proof. 1) Let us assume that X is not most homogeneous. Then we will show that it
is not balanced.
It follows from the assumption that there is j ∈ N and two words in X with 1’s at
their boundaries, and j − 1 1’s in between them, such that the distances between the
two boundary 1’s are dj and dj + i respectively, with i ≥ 2. (Notice that the lengths of
these words then are dj +1 and dj + i+1.) Consider the following two subwords of the
above words, of length dj + 1:
a) including the positions of two boundary 1’s in the dj case, the number of 1’s in
such a word is equal to j + 1,
b) excluding the positions of two boundary 1’s in the dj + i case, the number of 1’s
in such a word is not bigger than j − 1.
The numbers of 1’s in these two words differ by at least 2. This shows that X is
not balanced.
2) Now let us assume that X is not balanced and we will show that it is not most
homogeneous.
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Let us consider two words of length n, and such that there are j 1’s in the first
word and j + i, i ≥ 2, 1’s in the second one. In the best scenario, there are 0’s at the
endpoints of the first word and 1’s at the endpoints of the second one. Then in any
word of X which contains the first word and with 1’s at its boundaries, the distance
between two 1’s such that there are j 1’s between them is equal or bigger than n + 1.
Similarly in any word of X which is contained in the second word and with 1’s at its
boundaries, the distance between two 1’s such that there are j 1’s between them is not
bigger than n− 1. It follows that X is not most homogeneous.
There are altogether 9 scenarios: with 00, 11, 10 at the boundaries of two words.
The remaining 8 scenarios can be analyzed in the same way.
We have therefore shown that the Sturmian property is equivalent to the most-
homogeneous property. We can also see the correspondence between Sturmian and
most homogeneous systems in a direct way.
Remark 2.7. It is well-known (see, e.g. [36]) that Sturmian systems can be generated
by rotations on a circle. Any such system can be associated with an irrational γ < 1.
Namely, let ψ ∈ [0, 2π) and let Tγ be a rotation on a circle by 2πγ. We can construct a
sequence Xψ in the following way: Xψ(i) = 0 if T
i
γ(ψ) ∈ [0, 2πγ), otherwise Xψ(i) = 1,
for all i ∈ Z. The closure of the orbit of Xψ does not depend on ψ and it consists of
Sturmian infinite words with frequency of 1′s equal to 1 − γ. From now on, without
loss of generality, we will assume that γ > 1/2.
Let ψ = 0. Then X0(0) = 0 and X0(1) = 1. Let us denote by dj , j = 1, 2, ...,
distances between 1 at position 1 and following 1’s in X0, that is dj are distances
between two 1’s separated by j − 1 1’s. This shows that Sturmian sequences are most
homogeneous configurations with specific distances between 1’s.
Example 2.8 (Fibonacci sequences). Let us choose γ to be equal to the reciprocal of
the golden mean, γ = 2/(1+
√
5). we choose ψ = γ, then Xψ(i), i = 1, ... is the classical
Fibonacci sequence 0100101001001, ... produced by the substitution rule 0 7→ 01, 1 7→ 0.
Fibonacci sequences are all Sturmian (see, for example, [16, Example 6.1.5] - it follows
from the fact that 11 is a forbidden word). Furthermore, by Theorems 2.4 and 2.6 they
are most homogeneous.
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It is easy to see that here dj = [j(2+γ)], where [y] denotes the floor of y, that is, the
largest integer smaller than y. The allowed distances are therefore equal to di and di+1,
i ∈ N. Hence the distances dj are as follows: 2, 5, 7, 10, 13, 15, 18, 20, .... They corre-
spond to the sequence of allowed distances dj, dj+1: 2, 3, 5, 6, 7, 8, 10, 11, 13, 14, 15, 16, 18,
19, 20, 21, ..., which appear as distances between pairs of 1’s. This leaves a list of for-
bidden distances: 1, 4, 9, 12, 17, 22, 25, ... which never appear as distances between pairs
of 1’s.
Let us observe that distances dj appear either in pairs with a difference 2 between
them or as singletons. They can be read from X0: X0(j) = 0, X0(j+1) = 1 corresponds
to the pair (dj, dj+2) andX0(j) = 0 followed byX0(j+1) = 0 corresponds to a singleton
dj. Furthermore, notice that similarly for every j, either dj − 1 or dj + 2 is a forbidden
distance. We may also observe that there are no consecutive three 0’s; in fact two
neighboring blocks of two 0’s are separated either by 1 or by 101. We denote by SF the
set of all Fibonacci sequences, that is the closure of the orbit of any Xψ.
Remark 2.9. Inspired by the Fibonacci example, let us now analyze the allowed and
forbidden distances for the general Sturmian systems (general most-homogeneous con-
figurations).
If d1 = 2 (as in the Fibonacci system), then dj’s appear in blocks: dk, dk+2, ..., dk+2n
and dl, dl + 2, ..., dl + 2m (|n−m| = 1) separated by one forbidden distance, such that
dk − 1, dk + 2n + 2 and dl − 1, dl + 2m + 2 are forbidden distances. For comparison,
n = 1, m = 0 in the Fibonacci system.
If d1 > 2, then all dj’s are singletons and dj, dj+1 are separated by d1 − 2 or d1 − 1
forbidden distances.
3 Strict boundary condition - rapid convergence of
pattern frequencies
A frequency of a finite pattern in an infinite configuration is defined as the limit of
the number of occurrences of this pattern in a segment of length L divided by L as
L→∞. All sequences in any given Sturmian system have the same frequency for each
pattern. We are interested now whether the fluctuations of the numbers of occurrences
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are bounded (bounded by the boundary of the size of the boundary, which in one-
dimensional systems is equal to 2). If that is the case, configurations are said to
satisfy the strict boundary condition [32] or rapid convergence of frequencies to
their equilibrium values [37, 1].
Definition 3.1. Given a sequence X = (xn) ∈ {0, 1}Z and a finite word w, define the
frequency of w as
ξw = lim
N→∞
#{|n| ≤ N | xn . . . xn+|w|−1 = w}
2N
.
Furthermore, for a segment A ⊂ Z, denote by X(A) the sub-word (xn)n∈A. We say
that a sequence X satisfies the strict boundary condition (quick convergence of
frequencies) if for any word w and a segment A ⊂ Z, the number of appearances of w
in X(A), nw(X(A)), satisfies the following inequality:
|nw(X(A))− ξw|A|| < Cw,
where Cw > 0 is a constant which depends only on the word w.
We will show that Sturmian configurations satisfy the strict boundary condition.
The following elementary fact can be found in many places in the literature. One
of the earliest instances [28] connects balanced (or two-distance) sequences to cutting
sequences, which is easily seen to be equivalent to the definition below.
Lemma 3.2. Let γ ∈ (0, 1) and ψ ∈ [0, 2π), and consider the Sturmian word Xψ.
Denote by Cn the collection of subintervals of [0, 2π) \ {−k2πγ | k = 0, . . . n}. Then the
length-n sub-word at the position i in Xψ, that is, the word Xψ(i) . . .Xψ(i + n − 1) is
uniquely determined by the subinterval C ∈ Cn for which T iγ(ψ) ∈ C. We can assume
without loss of generality that the orbit of ψ is never at an endpoint of an element of
Cn.
In other words, hitting a particular component interval is the same as seeing a
particular word of length n. This gives us enough tools to prove the following theorem.
Theorem 3.3. Sturmian words satisfy the strict boundary condition.
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Proof. Let Xγ(ψ) be Sturmian, and let w be a word of length n. We will suppress
ψ in the notation below. Let C ∈ Cn be the component interval from Lemma 3.2
corresponding to the word w. Now, by Lemma 3.2 and the irrationality of γ,
ξw = lim
N→∞
#{|n| ≤ N | T nγ (ψ) ∈ C}
2N
= |C|,
where |C| is the Lebesgue measure of C (ergodic measure for the irrational rotation).
Further, given a segment A ⊂ Z,
nw(Xγ(A)) =
∑
n∈A
χC(T
n
γ (ψ)),
where χC is the characteristic function of C.
It follows from Kesten’s theorem [26] that C is a bounded remainder set; that is, it
has bounded discrepancy, or
|nw(Xγ(A))− |A|ξw| ≤ Cw
with a constant Cw that might depend on w. This is exactly the strict boundary
condition.
4 Forbidden-pattern characterization of Sturmian
systems
Let (O ⊂ Ω, T, ρ) be a uniquely ergodic dynamical system. The uniquely ergodic
measure ρ can be characterized by the absence of certain patterns [7, 39]. In general,
the family of all forbidden patterns is rather big and it typically consists of patterns of
arbitrarily large sizes. If the family of forbidden patterns characterizing the dynamical
system can be chosen to be finite, then we say that the corresponding dynamical system
is of finite type.
We are especially interested in uniquely ergodic measures which are non-periodic.
In two dimensions, that is, for subshifts of {1, ...., m}Z2 , non-periodic systems of finite
type are given for example by non-periodic tilings by Wang tiles [20, 10, 41]. Forbidden
patterns consist of nearest-neighbor and next-nearest-neighbor tiles that do not match.
However, it is well known that one-dimensional non-periodic systems of finite type
do not exist. The proofs given in the physics literature actually show the equivalent
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formulation that any finite-range lattice-gas model with a finite one-site space has at
least one periodic ground-state configuration, see for example [11, 40, 33].
Hence, in order to uniquely characterize one-dimensional non-periodic systems like
the Sturmian ones, we will always need to forbid infinitely many patterns. We are
therefore looking for minimal families of forbidden patterns which uniquely character-
ize non-periodic uniquely ergodic measures. As usual, we find it helpful to keep the
Fibonacci system in mind as a typical example.
Theorem 4.1. Elements in any given Sturmian system are uniquely determined by
the absence of the following patterns: d1 + 1 consecutive 0’s and two 1’s separated by
forbidden distances.
Proof. We first show that periodic configurations cannot satisfy the above conditions.
Let us note that the homogeneous configuration of just 0’s obviously satisfies the con-
ditions of not having the forbidden patterns of 1’s. This is the reason why we need a
specific finite-site condition of the absence of 0′s which excludes such a configuration.
Let X ∈ Ω be a periodic configuration (a bi-infinite sequence) with a period p. We
will show that there is a natural number i (in fact infinitely many such i′s) such that
ip is a forbidden distance.
We first show that there is i such that ip 6= dj for any j ≥ 1. Consider the Sturmian
system on the sub-lattice kpZ of Z with γp = kpγ mod 1, where γ characterizes our
original Sturmian system and k is chosen such that γp > 1/2. Let Y ∈ {0, 1}pZ
be given by Y (ip) = 0 if T iγp(γ) ∈ [0, 2πγp), otherwise Y (ip) = 1. Observe that
Y (ip) = X0(ip), i ≥ 1, where X0 is the sequence generated by Tγ(γ) (see the definition
of the Sturmian systems in Remark 2.7). Obviously, there are infinitely many 0′s in
the sequence Y (ip) and therefore in X0(ip). It means that for any such i, ip 6= dj for
any j ≥ 1.
The above argument shows more, namely that there is a natural number i (in fact
infinitely many such i’s) such that Y (ip) = X0(ip) = 0 and X0(ip − 1) = 0. For such
i′s we have that ip − 1 6= dj and therefore both ip 6= dj and ip 6= dj + 1 for any j ≥ 1
hence ip is a forbidden distance.
Now we have to show that the only non-periodic configurations which do not have
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any forbidden patterns are Sturmian systems. We begin by proving that non-periodic
configurations without forbidden patterns have 1’s appearing at distances dj and dj+1
for all j. We first check Fact 1 below:
Fact 1: If two 1’s in X are at distance di or di + 1, then there are (i− 1) 1’s between
them.
This can be proved by induction on i. The claim is immediate for i = 1. Assume that
it is true for i. Now consider 1’s at a distance di+1, say X(k) = 1 and X(k+ di+1) = 1.
By the definition of the sequence (dj), we have that di+1 = di+ d1 or di+1 = di+ d1+1,
therefore di+1− di and di+1− di− 1 are either forbidden distances or are equal to di or
di + 1 and at least one of them is equal to di or di + 1. In either case there are i 1’s
between X(k) and X(k + di+1). This finishes the induction. An analogous argument
can be applied in the case of two 1′s at a distance di+1 + 1. This finishes the proof of
Fact 1.
This is used to prove the following Fact 2:
Fact 2: Any sequence X which does not have any forbidden patterns has the following
property: if X(i) = 1, i ∈ Z, than for every j ∈ N, either X(i+dj) = 1 or X(i+dj+1) =
1.
If d1 > 2, then dj’s are singletons. Therefore if both X(i+dj) = 0 and X(i+dj+1) = 0,
then X would have 0’s at sites {i + dj − (d1 − 1), ..., i + dj + 1 + d1 − 2} or at sites
{i+ dj − (d1− 2), ..., i+ dj + 1+ d1− 1}. It would mean that X has 2d1− 1 successive
0’s which is forbidden (cf. Remark 2.9).
If d1 = 2 and dj’s appear in pairs or as singletons (as in the Fibonacci sequences),
then if both X(i+ dj) = 0 and X(i+ dj + 1) = 0, then X would have 3 successive 0’s
at sites {i+ dj, i+ dj + 1, i+ dj + 2} or at sites {i+ dj − 1, i+ dj, i+ dj + 1} which is
forbidden.
Now we will deal with the case when d1 = 2 and dj’s appear as blocks of size larger
than 2 (cf. Remark 2.9). Obviously if X(i+ dj) = 0 and X(i+ dj +1) = 0 and dj is at
the end of the block, then the argument from the previous paragraph applies.
Hence, let us assume that dj is not at either end of the block dℓ, dℓ + 2, . . . , dℓ + 2n
11
and further, that it is the smallest number in the sequence (dj) having the property
that X(i+ dj) = 0 and X(i+ dj +1) = 0 for some i ∈ Z. This means that for each pair
X(i+ dk), X(i + dk + 1), with k = ℓ, . . . , j − 1 exactly one 1 appears. Hence between
X(i+dℓ) and X(i+dj+1), there are (j−ℓ) 1’s. Further, to avoid the forbidden pattern
of three consecutive 0’s, it must be the case that X(i+ dj+1) = X(i+ dj + 2) = 1. By
Fact 1, there should be exactly j 1’s between X(i) and X(i+ dj+1). Again by Fact 1,
there are exactly (ℓ − 1) 1’s between X(i) and X(i + dℓ) or X(i + dℓ + 1) (whichever
of the two happens to be 1). By the above count, this leaves only (j − 1) 1′s between
X(i) and X(i+ dj+1) (or X(i+ dj+1 + 1), which is one too few, a contradiction. This
ends the proof of Fact 2.
By Fact 2, for all j, at least one of dj and dj + 1 must repeatedly appear as a distance
between 1’s. Further, for all j > 0, both distances dj and dj + 1 must appear in X ,
otherwise (by Fact 1) X would be a periodic sequence and by the first part of the proof
it would then have forbidden patterns.
We have shown that in any X which does not have forbidden patterns, any two 1’s
appear at distances dj or dj + 1 and in both cases there are (j − 1) 1′s between them.
It was proven in [31] that for any 0 < r < 1, there exists a unique sequence dj such
that the corresponding most-homogeneous configurations have r as their density of 1’s
[31, Proposition 1]. Furthermore, there exists a unique translation-invariant probability
measure supported by the most-homogeneous configurations such that r is the density
of 1’s [31, Theorem 2]. It follows that the above-described conditions of absence of
certain patterns uniquely characterize Sturmian systems.
5 Sturmian systems as ground states
Once we know the set of forbidden patterns of a given symbolic uniquely ergodic dy-
namical system, we may construct a one-dimensional Hamiltonian for which the unique
translation-invariant ground-state measure is given by the ergodic measure of the corre-
sponding dynamical system. The Hamiltonian simply penalizes the forbidden patterns,
that is it assigns to them a positive energy, while the energy of all other patterns is
equal to zero. For this construction in large generality, see [7, 39].
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For two-dimensional systems of finite type, the above construction give us a clas-
sical lattice-gas model with finite-range interactions. It was shown in [31] that the
reverse statement is not true in general. A classical lattice-gas model with finite-range
interactions was constructed with the property that its uniquely ergodic ground-state
measure is not equal to any ergodic measure of a dynamical system of finite type. In
fact uncountably many such classical lattice-gas models were constructed with ground
state-measures given by two-dimensional analogues of Sturmian systems. There are
only countably many systems of finite type which shows that the family of ergodic
ground-state measures of finite-range lattice-gas models is much larger than the family
of ergodic measures of dynamical systems of finite type.
Classical lattice gas-models corresponding to systems of finite type based on Robin-
son’s non-periodic tilings were the first examples of systems of interacting particles
without periodic ground-state configurations - microscopic models of quasicrystals [38,
35, 29, 32].
Another interesting system worth mentioning here is the Thue-Morse system. A
non-periodic Thue-Morse sequence is produced by the substitution rule 0 7→ 01, 1 7→ 10.
It was shown in [18, 19] that the Thue-Morse system is uniquely characterized by the
absence of the following forbidden patterns: BBb, where B is any word and b is its
first letter. We found a minimal set of forbidden patterns which involve only 4 lattice
sites at specific distances [17]. This allowed us to construct a 4-body Hamiltonian with
exponentially (or even faster) decaying interactions for which the Thue-Morse sequences
are the only ground-state configurations.
Now let us come back to Sturmian systems. One-dimensional Hamiltonians with
infinite-range, exponentially decaying, convex, repulsive interactions, and a chemical
potential favoring the presence of particles, were studied in [9, 4]. It was showed that
the density of particles in the ground state as a function of the chemical potential is
given by a devil’s staircase, that is it has the structure of a Cantor set. Let us note
that the above described Hamiltonian is frustrated, ground-state configurations arise
as a result of the competition between repelling interactions and a chemical potential.
Here, in contrast, we will construct non-frustrated Hamiltonians for most-homogeneous
configurations, therefore for Sturmian systems.
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The construction is as follows. For distances dj, dj + 1, the pair-interaction energy
between two particles (1’s) is zero, otherwise it is positive. Moreover we forbid d1 + 1
successive 0’s.
So we have a lattice-gas model with a finite-range term (a positive energy assigned
to d1 + 1 successive 0’s) plus pair interactions
∑
i,j∈Z J(j)nini+j where J(j) > 0 is a
coupling constant which may decay at infinity arbitrarily fast, ni = 1 if the lattice site
i is occupied; that is, we have 1 at a corresponding Sturmian sequence at site i.
It was shown in [32] that the strict boundary condition is equivalent to zero-
temperature stability of two-dimensional non-periodic ground states of classical-lattice
gas models. More precisely, non-periodic ground states are stable against small per-
turbations of the range r if and only if the strict boundary condition is satisfied for all
local patterns of sizes smaller than r. We conjecture that the strict boundary condition
is equivalent to low-temperature stability of non-periodic ground states, that is to the
existence of non-periodic Gibbs states.
The situation is much more subtle in models with infinite-range interactions, whether
in one or in more dimensions. In one dimension, non-periodic ground states are obvi-
ously not stable against interaction perturbations in which the tail is cut off so that the
perturbed interaction is finite-range, as then at the least new periodic ground states
will arise.
Moreover, perturbing any coexistence of ground states or Gibbs measures in any di-
mension with an interaction with an arbitrarily small l1 norm can cause instabilities (see
e.g. [12, 34]), which indicates that the interaction spaces with l1-like norm may be too
large. Also, existence statements for interactions with such a finite l1 norm, having pre-
scribed long-range order properties, can be derived via the Israel-Bishop-Phelps theorem
[21, 13, 15]. In particular in [15] Sturmian-like long-range order is derived for long-range
pair interactions. However, beyond there being no control on the long-range behaviour
of the interactions, the interactions obtained by this method are not frustration-free,
and neither can we say much about uniqueness of the translation-invariant Sturmian
ground states or Sturmian-like Gibbs measures. Thus the appropriate stability proper-
ties of Sturmian, as well as more general non-periodic, ground states are still a matter
about which our knowledge is insufficient.
14
6 Discussion
We have discussed various notions of complexity and order for non-periodic one-dimensio-
nal sequences (lattice configurations), in particular Sturmian systems, balanced se-
quences, and most-homogeneous sequences. We have shown that all these notions of
“almost” periodicity are equivalent. Our main result is that most homogeneous se-
quences are uniquely characterized by the absence of pairs of 1’s at certain distances
(augmented by the absence of finite patterns, such as the absence of three consecutive
0’s in the Fibonacci system). This then allowed us to construct one-dimensional lattice-
gas models with for example exponentially decaying two-body interactions which have
a given Sturmian ergodic measure as a unique ground-state measure. It is a highly
interesting but challenging question to see if we can find conditions which cause such
one-dimensional non-periodic ground states to be stable in some sense; for example are
they thermodynamically stable at sufficiently low but non-zero temperatures, that is, do
they give rise to non-periodic Gibbs states, either by adding extra dimensions in which
ferromagnetic couplings are present, as in [14], or by adding some explicit, sufficiently
long-range, interactions? Or can we say that they are stable at T = 0 , as discussed in
[30]? Short-range interactions in one dimension can never have ordered Gibbs states, so
the stability can either be at T = 0, or will necessarily require long-range interactions
or extra dimensions.
Acknowledgments JM and AvE would like to thank the National Science Centre
(Poland) for financial support under Grant No. 2016/22/M/ST1/00536. HK gratefully
acknowledges the support of OeAD grant number PL03/2017. JM thanks Karol Pen-
son for introducing to him a wonderful word of the On-Line Encyclopedia of Integer
Sequences and Marek Biskup for many helpful discussions.
References
[1] J. Aliste-Prieto, D. Coronel, and J.-M. Gambaudo, Rapid convergence to frequency
for substitution tilings of the plane, Commun. Math. Phys. 306: 365–380 (2011).
[2] J-P. Allouche and J. Shallit, Automatic Sequences: Theory, Applications, Gener-
alizations, Cambridge University Press, 2003.
15
[3] S. Aubry, The new concept of transitions by breaking of analyticity in a crystal-
lographic model, in Solitons and Condensed Matter Physics, A. R. Bishop et al.
(eds.), Springer-Verlag Berlin Heidelberg (1978).
[4] S. Aubry, Complete devil’s staircase in the one-dimensional lattice gas, J. Phys.
Lettres. 44: L247–L250 (1983).
[5] S. Aubry, Exact models with a complete Devil’s staircase, J. Phys C: Solid State
Phys. 16: 2497–2508 (1983).
[6] S. Aubry, Devil’s staircase and order without periodicity in classical condensed
matter, J. Physique 44: 147–162 (1983).
[7] S. Aubry, Weakly periodic structures and example. J. Physique (Paris) Coll. C3-
50:97–106 (1989)
[8] M. Baake and U. Grimm, Aperiodic Order, Vol 1: A Mathematical Invitation,
Cambridge University Press, 2013.
[9] P. Bak and R. Bruinsma, One-dimensional Ising model and the complete Devil’s
staircase, Phys. Rev. Lett. 49: 249–151 (1982).
[10] R. Berger, The undecidability of the domino problem, Mem. Am. Math. Soc. 66
(1966).
[11] M. Bundaru, N. Angelescu, and G. Nenciu, On the ground state of Ising chains
with finite range interactions, Phys. Lett. 43A: 5–6 (1973).
[12] H.A.M. Danie¨ls and A.C.D. van Enter, Differentianbility of the pressure in lattice
systems. Comm. Math. Phys. 71: 65–76 (1980).
[13] A.C.D. van Enter and J. Mie¸kisz, Breaking of periodicity at positive temperatures.
Comm. Math. Phys. 134: 647–651 (1990).
[14] A.C.D. van Enter, J. Mie¸kisz, and M. Zahradn´ık, Nonperiodic long-range order for
fast-decaying interactions at positive temperatures, J. Stat. Phys. 90, 1441–1447
(1998).
16
[15] A.C.D. van Enter and B. Zegarlinski, Non-periodic long-range order for one-
dimensional pair interactions. J. Phys. A 30: 501–505 (1997).
[16] N. Pytheas Fogg, Substitutions in Dynamics, Arithmetics and Combinatorics,
Springer Lecture Notes in Mathematics 1794 (2002).
[17] C. Gardner, J. Mie¸kisz, C. Radin, and A. van Enter, Fractal symmetry in an Ising
model, J. Phys. A.: Math. Gen. 22: L1019–L1023 (1989).
[18] W.H. Gottschalk and G.A. Hedlund, Topological Dynamics, Am. Math. Soc.
(1955).
[19] W.H. Gottschalk and G.A. Hedlund, A Characterization of the Morse Minimal
Set, Proc. Am. Math. Soc. 15: 70–74 (1964).
[20] B. Grunbaum, G.C. Shephard, Tilings and Patterns, New York: W. H. Freeman
(1987).
[21] R.B. Israel, Convexity in the Theory of Lattice Gases, Princeton University Press
(1979).
[22] J. Hubbard, Generalized Wigner lattices in one dimension and some applications
to tetracyanoquinodimethane (TNCNQ) salts, Phys. Rev. B 17: 494–505 (1978).
[23] J. Je¸drzejewski and J. Mie¸kisz, Devil’s staircase for non-convex interactions, Eu-
rophysics Letters 50: 307–311 (2000).
[24] J. Je¸drzejewski and J. Mie¸kisz, Ground states of lattice gases with “almost” convex
repulsive interactions, J. Stat. Phys. 98, 589–620 (2000).
[25] M. Keane, Generalized Morse sequences, Z. Wahrscheinlichkeitstheorie vcrw. Geb.
1O: 335–353 (1968).
[26] H. Kesten, On a conjecture of Erdo¨s and Szusz related to uniform distribution mod
1, Acta Arithm. 12: 193–212 (1966).
[27] P. Lemberger, Segregation in the Falicov-Kimball model, J. Phys. A: Math. Gen.
25: 715–733 (1992).
17
[28] W. F. Lunnon and P. A. B. Pleasants, Characterization of two-distance sequences,
J. Austral. Math. Soc. 53:198–218 (1992).
[29] J. Mie¸kisz, Many phases in systems without periodic ground states, Commun.
Math. Phys. 107: 577–586 (1986).
[30] J. Mie¸kisz, Stable quasicrystalline ground states, J. Stat. Phys. 88, 691–711 (1997).
[31] J. Mie¸kisz, Ultimate frustration in classical lattice-gas models, J. Stat. Phys. 90:
285–300 (1998).
[32] J. Mie¸kisz, Classical lattice-gas models of quasicrystals, J. Stat. Phys. 97: 835–850
(1999).
[33] J. Mie¸kisz and C. Radin, The Third Law of thermodynamics, Mod. Phys. Lett.
B1: 61-65 (1987).
[34] J. Mie¸kisz and C. Radin, Why solids are not really crystalline, Phys. Rev. B 39:
1950–1952 (1989).
[35] J. Mie¸kisz and C. Radin, The unstable chemical structure of quasicrystalline alloys,
Phys. Lett. 119A: 133–134 (1986).
[36] M. Morse and G. A. Hedlund, Symbolic Dynamics II. Sturmian Trajectories, Amer-
ican Journal of Mathematics 62: 1–42 (1940).
[37] J. Peyriere, Frequency of patterns in certain graphs and in Penrose tilings, J. Phys.
Colloq. 47: C 41–62 (1986).
[38] C. Radin, Crystals and quasicrystals: A lattice gas model. Phys. Letts. l14A, 381–
383 (1986).
[39] C. Radin, Disordered ground states of classical lattice models, Rev. Math. Phys.
3:125–135, (1991).
[40] C. Radin and L. Schulman, Periodicity of classical ground states, Phys. Rev. Lett
51: 621–622 (1983).
18
[41] R. M. Robinson, Undecidability and nonperiodicity for tilings of the plane, Invent.
Math. 12: 177–209 (1971).
19
