High throughput and low latency inference of deep neural networks are critical for the deployment of deep learning applications. This paper presents the efficient inference techniques of IntelCaffe, the first Intel ® optimized deep learning framework that supports efficient 8-bit low precision inference and model optimization techniques of convolutional neural networks on Intel ® Xeon ® Scalable Processors. The 8-bit optimized model is automatically generated with a calibration process from FP32 model without the need of fine-tuning or retraining. We show that the inference throughput and latency with Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. 1 Extended Abstract
. Steps IntelCaffe follows to generate the optimized CNN model that supports 8-bit low precision inference. The original FP32 model firstly goes through several model optimization steps (see 1.1.2) . Then a calibration step generates quantization factors for each weight and activation according to the given dataset (see 1.1.1).
1 Extended Abstract
Technical Description
While convolutional neural networks (CNN) shows stateof-the-art accuracy for wide range of computation vision tasks, it still faces challenges during industrial deployment due to its high computational complexity of inference. Low precision is one of the key techniques being actively studied recently to conquer the problem. With hardware acceleration support, low precision inference can compute more operations per second, reduce the memory access pressure and better utilize the cache, and deliver higher thoughput and lower latency.
Intel ® Xeon ® Scalable Processors introduce the new instruction sets [7] to support efficient 8-bit low precision inference. Based on the hardware support and Intel ® Math Kernel Library for Deep Neural Networks (Intel ® MKL-DNN), IntelCaffe computes the CNN with 8-bit quantization of weights and activations. IntelCaffe also fuses several memory-bound operations and folds the learned parameters of batch normalization [4] into convolution kernels to further shorten the inference execution time. Fig. 1 shows the steps IntelCaffe follows to turn an FP32 CNN model into an optimized CNN model with quantization factors for 8-bit quantized form of FP32 weights and activations.
8-bit Low Precision Inference
In this sub-section, we first formulate the quantization method in IntelCaffe and then use it to explain the calibration and computation flow. More detailed explanation on the efficient 8-bit low precision algorithms that leverage hardware instructions can be found in [7] . We define a quantization function : R × R × N ↦ → Z × R in Eq.1 to turn an -dimensional rational tensor r into an -dimensional integer tensor z with the quantization factor and bit-precision . Here could be of arbitrary dimensionality. The function is a rounding function approximating a rational tensor with an integer tensor.
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We also define an inverse dequantization function : Z × R ↦ → R that approximates the rational tensor r with its quantized form z in Eq.2.
We then define + and × arithmetics on z in Eq.3. Here we assume + and × have already been defined for tensor r and z, e.g. when they are matrices.
IntelCaffe uses continuous quantization factor and symmetrical data range for minimal accuracy loss and efficient implementation. During the calibration flow, IntelCaffe samples each activation, weight and bias tensor on the given calibration dataset to get a maximum absolute value from each tensor and set the quantization factor of the tensor as 2 −1 where is the precision of quantization. = 8 is used for all non-negative activation tensors which are mostly true for popular CNN models after batch normalization operations are folded, ReLU non-linearities use zero negative slope [10] and ReLU are fused into the convolution. For potentially negative activations, IntelCaffe simply falls back to FP32 since the hardware-accelerated 8-bit convolution only supports non-negative activations as input. = 7 is used for weight tensors and = 31 is used for bias. Then most activations and weights can be stored with 8-bit integer. IntelCaffe uses round-half-to-even as the function for best statistical accuracy. Since both convolution and fully-connected computations can be modeled with affine transformation, we present the 8-bit low precision computation with the typical affine transformation with fused ReLU non-linearity y = (Wx + b) in Eq.4 where x is the FP32 input, y the FP32 output, W the And similarly Eq.5 shows when the input tensor z is already in the quantized form from the previous computation, which is true in most situations.
Model Optimization
Fig . 2 presents the model optimization pipeline of IntelCaffe. These optimization techniques can speed up both FP32 and 8-bit low precision models. In most recent CNN models, a batch normalization operation is usually added after the convolution and in the inference computation, learned mean and variance are usually applied directly to the output activation of the convolution, which is equivalent to an affine transformation, therefore can be folded into the convolution kernel as follows. Both the new convolution weight ′ and bias ′ are affine transformation of the original weight and bias . As was defined in [4] , and 2 are the learned mini-batch mean and variance respectively, and and are the scale and shift terms.
For modern CNN models, ReLU is the mostly used nonlinearity placed after convolution. Intel ® MKL-DNN supports the fusion of convolution and ReLU to reduce the memory load and store operations from the standalone ReLU. Similar fusion technique is also implemented to reduce the memory load and store of elementwise sum operation at the end of a residual block where the convolution on one resdiual branch also does the element-wise sum over the result of the other branch before storing the result to memory (see Fig. 3 ).
IntelCaffe also exploits the particular sparsity properties of ResNet family models and applies graph transformation to reduce the computation and memory access (see Fig. 4 ). Since the two 1x1 stride-2 convolution layers at the bottom only consume half of the activation, the optimization changes the in-bound layers to only produce the needed half data. 1x1 stride-2 pooling is added to the skip branch to match the other.
Empirical Evaluation
We pick three popular CNN models ResNet-50 [3] , Inceptionv3 [9] and SSD with VGG-16 backbone [5] . We evaluated the optimization techniques on Amazon AWS Cloud using c5.18xlarge instance which has Intel ® Xeon ® Platinum 8124M Processor. The optimization techniques introduced in this paper bring additional 1.38X-2.9X and 1.35X-3X over the FP32 baseline. The overall throughput speedup and latency reduction of IntelCaffe over BVLC Caffe are 56X-75X and 26X-37X due to IntelCaffe optimization and the usage of Intel ® MKL-DNN (see Table 1 and 2). The data of SSD on BVLC Caffe is not available due to lack of support.
We also compare the statistical accuracy of 8-bit low precision inference on ImageNet-1k [8] and PASCAL VOC2007 [2] datasets with FP32 baseline in Table 3 . The accuracy loss is all less 1% point. Hardware and software configurations and execution steps are provided to reproduce the inference throughput and latency result mentioned in this paper. On throughput measurement, we use batch size 64, 64, and 32 for ResNet-50, Inception-V3, and SSD, respectively. We measure the latency with the single batch on one socket. On accuracy, the auxiliary script would first calibrate the FP32 models of ResNet-50, Inception-V3 and SSD on the ImageNet-1k and PASCAL VOC2007 dataset, generating 8-bit low precision prototxt files. Then these files can be executed on the same datasets to get the test accuracy.
A.2 Artifact check-list

A.6 Evaluation and expected result
You will get the similar performance data within 5% range for both throughput and latency. Since AWS instances are virtualized, there might be larger variances than bare metal machines. I recommend the evaluators to collect the performance data three times to pick the stable data points. On accuracy, you will get equivalent accuracy result.
A.7 Notes
For SSD, we added DetectOutput layer in order to calculate the mAP. It is possible to install and test the snapshot of this workflow from the ACM Digital Library without interfering with your current CK installation. Download related file "request-asplos18-artifact-?-ck-workflow.zip" to a temporary directory, unzip it and then execute the following commands:
$ . ./prepare_virtual_ck.sh $ . ./start_virtual_ck.sh All CK repositories will be installed in your current directory. You can now proceed with further evaluation as described below.
