A modified imaging principle is proposed in order to retrieve the 'true amplitude' map of the relative slowness perturbations from multishot surface seismic data. The purpose is to obtain a method applicable with a finite-difference solution of the wave equation and equivalent to the ray-based migration/inversion approach. The proposed modification consists of multiplying the integrand of the classic Claerbout imaging principle by an angle-dependent factor in order to remove the angle dependency and obtain an estimate of the slowness perturbations. It is demonstrated that in high-frequency asymptotics the proposed modified imaging principle is similar to the ray-based inversion. A numerical example based on a 2-D synthetic marine-type seismic data set and a finite-difference wavefield extrapolation shows the relevance of this modification.
the inverse of the Hessian (the second derivatives) of the least-squares misfit. Unfortunately, due to the size of the Hessian operator and because it is non-diagonal, it is not feasible to evaluate its inverse, which may limit the interest of the least-squares approach. Several diagonal approximations of the Hessian have been proposed, for instance Chavent & Plessix (1999) , Shin et al. (2001) , Plessix & Mulder (2004) . An iterative approach, generally after linearization around a background model, can be formulated leading to the so-called iterative migration and gives an interesting way to handle sparse acquisition geometry for instance, Nemeth et al. (1999) , Sevink (1996) and Pica et al. (1990) .
With complex earth structures ray-based migrations taking into account the multipathing have been successfully developed (ten Kroode et al. 1994; Operto & Lambaré 2000; Operto et al. 2003; Xu & Lambare 2004) . However, when significant velocity variations occur on the wavelength scale, the high-frequency approximation reaches its limits. It becomes more practical to solve the wave equation with a finite-difference scheme to account for the finite frequency effects. Currently, this limits the choice of true-amplitude migration algorithm and prevents from using the ray-based inversion approach (Bleistein et al. 2001) , which is the method of choice with the ray modelling to retrieve the medium slowness perturbations. There is thus an interest to adapt the ray-based inversion formula to the finite-difference modelling or to modify the imaging principle. Joncour et al. (2005) proposed an approach to extract from multishot data set the angle-dependent reflection coefficient map with a finite-difference one-way forward modelling. The method, based on the double square root formulation, Claerbout (1983) , and the work of Sava & Fomel (2003) , consists of a redatuming of the data and an angle (tau-p) transform, with the assumption of a locally constant medium.
In this paper, a different point of view is adopted. We proposed a shot-based approach that aims to retrieve the (angle-independent) impedance perturbation map, defined as the difference between the true and smooth slownesses divided by the smooth slowness in the constant density acoustic case. This is achieved by multiplying the integrand of the classic (Claerbout) imaging principle, namely the cross-correlation between the incident and the backpropagated fields, by the cosinus square of the reflection angle at the subsurface point, Kiyashchenko et al. (2005b) . At least for small incidence angles and small slowness contrasts, the reflection coefficient divided by the cosinus of the reflection angles gives the normal incidence angle, which is almost equal, up to a scalar that account for the band-limited effect, to the relative slowness perturbation. In this way, this modified imaging principle provides an (almost) angle independent shot-based image corresponding to relative slowness perturbations. The stack over the shots gives then the 'true amplitude' structural image. To justify the modification of the imaging principle, the link with the imaging formula of (Bleistein et al. 2001) is made under the high-frequency approximation. This link provides a way to slightly adapt the modified imaging principle in order to make it consistent with the result of (Bleistein et al. 2001) under the high-frequency approximation and to retrieve the band-limited version of slowness perturbation. In practice, the finite width of source wavelet and aperture limitations affect the migration and the result corresponds to a band-limited perturbation map. The approach presented in this paper is limited to acoustic case, which limits its applicability to small-to-medium offset data set where the amplitudes are not too much depending on the shear contrasts.
The paper is organized as follows. In the next section, the modified imaging principle is presented. Then, the link between the modified imaging principle and the ray-based inversion approach is drawn under the high-frequency assumption and it is shown that the offset-based image is equal to stacking the shot-based and receiver-based images. In the last section, the modified imaging principle is applied to a 2-D synthetic salt example; the modelling is the multi-one-way wavefield extrapolation, Kiyashchenko et al. (2005a) .
MODI F I E D I M A G I N G P R I N C I P L E F O R M U LT I S H O T D ATA S E T
The goal of the modification of the imaging principle is to develop a finite-difference wave-equation migration algorithm that provides the true-amplitude band-limited impedance map from multishot data, namely a true amplitude structural image. The formulation of this paper is valid for purely acoustic data with constant density. This is still the common assumption of the least-squares migration.
The (classic) common-shot imaging principle is defined by
with
where u i (x s , x, ω) is the incident wavefield from the source x s . u b (x s , x, ω) is the backpropagated wavefield from the receiver data of the shot x s . The integration is carried out over the frequency range, . P (x s , x) is the square norm of the incident wavefield. In practice, the real part of the right-hand side should be taken. However, it is assumed that is symmetric with respect to the frequency 0 and thus the real part is not needed because
. This simplifies the notation.
In the original paper of Claerbout (1971) , imaging principle was defined as I C (x s , x) = dω u b (xs ,x,ω) u i (xs ,x,ω) . In practice, definition (1) gives more stable result, and still provides a quantitative imaging.
I C (x s , x) approximates the plane wave reflection coefficient, R(θ), where θ is the reflection angle. It is shot-dependent because the reflection angle at the subsurface point x depends on x s . Stacking directly the different common-shot images obtained from a multishot data set creates a post-stack image but with distorted amplitudes due to the shot dependency (or angle dependency) of each image. The amplitude behaviour of the post-stack image should be improved if the common-shot imaging principle is modified to recover an almost shot-independent slowness perturbation from a shot gather.
The shot-independent or angle-independent relative slowness perturbation is defined by
where σ t is the true slowness and σ 0 is the smooth (background) slowness. This is the relative slowness perturbation. The background slowness is assumed known and is used in the computation of the incident and backpropagated wavefields. For small slowness contrasts and not too large reflection angles, θ, the reflection coefficient, R, is defined by (see Appendix A)
with σ + the slowness above the interface and σ − the slowness below the interface. An orientation of the interface has been defined because it is assumed that the incident wave is coming from above the interface, from the medium denoted with +. If the interface is seen from the opposite orientation, the reflection coefficient has an opposite sign. It can be assumed that the smooth slowness, σ 0 , around the interface satisfies
With r + , the slowness contrast seen from above the interface and defined by r + = σ+−σ 0 σ 0 , the approximation of the reflection coefficient reads for small r + :
R(0) ≈ r + is the zero-offset reflection coefficient. As explained above the (classic) imaging principle, eq. (1), approximates R(θ ). A multiplication by cos 2 θ of u i u b inside the integral shall then give an approximation of the slowness contrast, r + . When the modelling is based on a finite-difference solution of the wave equation the reflection angle θ is unknown. cos 2 (θ) needs to be defined with the quantities computed during a finite-difference modelling.
At each subsurface point, the normal to a virtual reflector is given by the difference between the slowness vector of the incident wavefield and the slowness vector of the backpropagated wavefield. In terms of angles, this gives θ = (α − β)/2 with α (correspondingly to β) the angle between the vertical and the slowness vector of the incident (with respect to backpropagated) wavefield at the subsurface point; and 2 cos 2 θ = 1 + (sin α sin β + cos α cos β).
The slowness vector is defined by k x /ω and k z /ω in the wavenumber domain and cos(α) = k z /k and sin(α) = k x /k, with k x , k z and k defined during the forward modelling, and cos(β) = k z /k and sin (β) = k x /k, with k x , k z and k defined during the backward modelling. The high-frequency approximation of the wavefield gives u(x, z, ω) = a(x, z, ω) e iωτ (x,z) with a the amplitude and τ the traveltime. If the spatial derivatives of the amplitude are neglected, . This leads to the modified imaging principle:
is a common-shot formula and it is an approximation of zero-offset reflection coefficient. This is not the slowness perturbation, r(x), defined in eq. (3).
The modified imaging principle formula was derived assuming no multipathing. However, it may work even in the case of multipathing. Indeed, consider N incident waves at the interface point x with traveltimes τ i and (complex) amplitudes A i , i = 1, . . . , N . The incident wave field is given by formula:
If all the reflected waves are present in the backpropagated field (which is not always the case due to limited aperture),
, with R i the reflection coefficients. Inserting these expressions into eq. (8) and taking into account eq. (6) assuming that τ 1 = τ 2 = . . . = τ N gives: Docherty (1991) has shown that under the high-frequency approximation, the classic imaging principle gives the same reflection coefficient estimate as the Kirchhoff migration formula or Bleistein's (Bleistein et al. 2001 ) inversion formula. In this part, we demonstrate that the modified imaging principle gives a similar slowness perturbation result as the inversion formula, after a slight modification to account for the band-limited effect. To carry out the comparison the high-frequency approximation of the modified imaging principle, I + M , is first determined.
RELATI O N B E T W E E N T H E M O D I F I E D I M A G I N G P R I N C I P L E A N D R AY-B A S E D I N V E R S E F O R M U L A
The modified imaging principle was obtained by multiplying the integrand of the (classic) imaging principle by cos 2 (θ) with θ the incidence angle at the interface:
If the source function is ignored, the incident field,
The far-field high-frequency 2-D Green's function can be approximated by (assuming no multipathing)
A is the amplitude and τ the traveltime. sgn is the sign function. The square of the norm of the incident field is then:
The backpropagated field, u b , can be expressed from the representation theorem (see Aki & Richard 1980; Docherty 1991) :
where d(x s , x r , ω) is the data due to the shot located at x s and recorded at x r and r is the receiver acquisition line. This formulation of the representation theorem is based on two assumptions, first, source and receivers are in an infinite medium; secondly, the high frequency assumption applies. Under the high frequency approximation and assuming only one event in the Green's function, from eq. (11), one obtains
Using the relation (see Appendix B)
the high-frequency approximation of I + M is:
h s is the common-shot Beylkin determinant and v 0 = 1/σ 0 . I + M is very similar to the common-shot ray-based inverse formula (eq. 5.1.10 of Bleistein et al. 2001 )
In Bleistein et al. (2001) the formula is given for
which is close to 2r(x) for small contrasts, and then the factor Eqs (18) and (16) . In order to obtain an equivalent of the ray-based inverse formula for the finite-difference wave-equation migration, the integrand in eq. (8) is multiplied by the above factor:
This modified imaging principle now gives an estimation of the true-amplitude band-limited slowness perturbation as the ray-based inverse formula does. Formula (19) can be implemented with any kind of finite-difference modelling.
It is interesting to recall that under the high-frequency approximation and with a shot gather with infinite aperture, the ray-based inverse formula of Bleistein et al. (2001) is the least-square solution. Indeed, with F the Born mapping, the data are given by d = Fr. Beylkin (1985) , found the true-amplitude common-shot migration by interpreting F as a generalized Radon transform and by taking the inverse of this generalized Radon transform, namely r = F −1 d, F −1 exists because F is a one-to-one map when the aperture and the frequency range are infinite. Bleistein retrieved this result by searching B such that r = Bd.
satisfies the normal equation associated with the least-squares misfit 1 2 ||Fr − d|| 2 and then is the least-squares solution. This result has been derived by ten Kroode et al. (1994) with the use of the pseudo-differential operator theory (see also Appendix C). Lambaré et al. (1992) noticed that the minimization of a specially weighted misfit function leads to a modified least-squares problem with a diagonal Hessian under the high-frequency approximation. They then proposed an efficient ray-based iterative migration scheme. Similar idea was used by Sevink (1996) , who considered a ray-based Born inversion operator as an equivalent of the least-squares inverse. These two approaches rely on ray-based calculations. The equivalence of Beylkin's and Bleistein's formulas to the least-squares solution justifies the approach of Sevink (1996) and Lambaré et al. (1992) . The equivalence of the modified imaging principle and the leastsquares solution tells that a similar iterative migration approach can be formed with a finite-difference modelling and the modified migration formula (19).
THE MULTI S H O T M I G R AT I O N F O R M U L A
The common-shot slowness perturbation image obtained from eq. (19) is less dependent on the shot position than the reflection coefficient map of the classic imaging principle, eq. (1), which intrinsically depends on the shot position. The post-stack slowness perturbation image, r s , from a multishot data set can then be simply obtained by stacking the common-shot images over the shots:
s is the source line. The subscript s in r s means that the stack is over the shots. In practice, it is possible to normalize the image by the offset range (or source or receiver range). We ignore this multiplication factor here. Eq. (20) is the shot-based post-stack image.
The modified imaging principle assumes an infinite aperture. In practice, artefacts appear in the pre-stack image due to the limited aperture of the data, see Hertweck et al. (2003) . With the ray methods, the problem is often overcome by working with the common-offset gathers or common-midpoint gathers. The offset is defined as the difference between the source and the receiver position, and the midpoint corresponds to the point located at the middle between the source and the receiver. The artefacts in the midpoint migrated section are generally reduced because each data trace of a midpoint gather more or less illuminates the same part of the earth, under the assumption that the lateral changes in the earth are mild compared to the vertical changes. The high-frequency offset-based post-stack image, r o , is
x h = xs +xr 2 is the midpoint,
is the offset, h o is the offset Beylkin determinant. h is the midpoint line and o is the offset line. This formula is obtained by integrating the common-offset images over the offsets. The result may be normalized by offset range.
A common-offset image requires the computation of the Green's functions from the sources located at x h + x o and from the receivers located at x h − x o . For the post-stack image this means that the Green's functions from all the sources and from all the receivers have to be computed independently. With a ray based modelling this does not increase the computation time because they are also computed with a common-shot algorithm. However, it does with a finite-difference modelling. Indeed in the common-shot imaging principle, the Green's functions from each receiver are not computed because the whole backpropagated field can be computed at once with a finite-difference modelling. This makes the offset-based formula unaffordable with a finite-difference solution of the wave equation, except in very particular cases when the Green's functions can be stored. However, it is possible to obtain the offset-based post-stack image without computing the common-offset images.
The offset gather Beylkin determinant, h o , is defined by
with p s the slowness vector at x on the ray coming from the source and p r the slowness vector at x on the ray coming from the receiver. Since
Therefore, 
where r r (x) is the receiver-based post-stack slowness perturbation section. It is computed by reordering the data by receiver gathers using the reciprocity theorem. With limited aperture but dense acquisition, for example with a marine-type of acquisition, the post-stack slowness perturbation image obtained from eq. (25) contains less artefacts (migration smiles) than the one obtained from eq. (20) and, therefore, shows a better amplitude estimation (Kiyashchenko et al. 2005b) . However, applying eq. (25) doubles the computational cost.
NUME R I C A L E X A M P L E
In this section, a migration of a 2-D synthetic marine-type data set is shown. The marine-type synthetic data have been generated with a frequency-domain finite-difference code from the section of a SEG/EAGE salt model shown in Fig. 1 . A direct solver of the Helmholtz equation is applied in this modelling code. The acquisition consists of 237 shots, each having 65 receivers with spacing of 40 m. The maximum offset in the data is 2.7 km. The modelling used in the migration is a wavefield extrapolation method based on the multi-one-way modelling scheme in order to correctly approximate the amplitudes of the wavefield (Kiyashchenko et al. 2005a) The true slowness perturbation, Fig. 2 , is defined as the difference between the true model and the smooth model divided by the smooth model. The result of the offset-based modified imaging principle, eq. (25), is shown in Fig. 3 . Some of the reflectors beneath the salt body, principally the two reflectors touching the right-hand side of the salt body around 2 and 3 km depth, are not recovered due to the limited aperture (2.7 km). Larger offsets are required to retrieve those reflectors. For comparison, the image obtained with the classic imaging principle after stacking over sources and receivers is displayed, Fig. 4 .
In order to quantitatively evaluate the amplitude estimates, two vertical slowness perturbation logs are plotted, Figs 5 and 6. The amplitudes of the retrieved slowness perturbations are calibrated to the amplitude of the first reflector. A band-limited true slowness perturbation is plotted for comparison. The filtering was done in the following way; first the perturbation log was transformed to time domain, then convolved with the source wavelet, and finally transformed back to depth domain (see Thierry et al. 1999 ). This filtering is designed to roughly reproduce what should be retrieved after the migration of the finite-frequency and band-limited data. The log in Fig. 5 corresponds to a sedimentary zone on the left of the salt, at x = −0.7 km. In this part the velocity contrasts are small. With the classic imaging principle, the amplitudes of the deeper reflectors are underestimated. Moreover, the log does not represent the slowness perturbation but its derivatives. With the modified imaging principle, up to a multiplicative factor, the migrated perturbation log is a band-limited version of the true slowness perturbation. The errors in the amplitude estimates do not exceed 20 per cent. The amplitude behaviour of the slowness perturbation is well recovered in this case.
The log in Fig. 6 crosses the right part of the salt where the velocity contrast is large (from about 2500 to 4500 m s −1 in the salt body).
With the classic imaging principle the amplitudes of the deeper reflectors are again underestimated. With the modified imaging principle, the amplitudes of almost all reflectors are well recovered. However, the amplitude of the top of the salt body, approximately at 1.5 km, is significantly overestimated. The overestimation of the amplitudes at the salt interfaces may be due to the large velocity contrast and to the angle limitation of the one-way schemes. The reflector at z = 2.8 km is not correctly retrieved because of the finite bandwidth effect. Indeed, it is also hardly visible on the band-limited true slowness log, Fig. 6 : the reflectors at 2.8 and 3 km can hardly be distinguished within this frequency band. The errors in the amplitude estimates of other reflectors is less than 30 per cent. This example shows that the modified imaging principle improves the amplitude of the band-limited slowness perturbation on the post-stack image and it can be used for an amplitude-preserving migration.
CONC L U S I O N S A N D D I S C U S S I O N S
A modified imaging principle has been proposed to migrate a shot gather of a seismic data set using a wave-equation finite-difference solver. This migration gives an amplitude preserving (true) estimation of the band-limited slowness perturbation distribution. The result is less shot-dependent than the one of Claerbout's imaging principle, which approximates the reflection coefficient. Therefore, it is more appropriate for stacking the common-shot images over shots.
Under the high-frequency approximation it was demonstrated that this modified imaging principle is equivalent to the ray-based migration/inversion approach and, therefore, gives the true amplitudes. This formula can be seen as an inversion formula applicable with a finite-difference solution of the wave equation. In practice, shot-based images can show some finite aperture artefacts. To remove some of the aperture effects, shot-based and receiver-based migrated images can be stacked. This provides a post-stack offset-based approach for the wave-equation migration without explicitly computing the common-offset images, which is too expensive with a finite-difference waveequation modelling. The equivalence can be demonstrated with the high-frequency inverse formula. This approach doubles the cost of the imaging principle.
The 2-D numerical example shows the relevance of this modified imaging principle to retrieve the slowness perturbation from a multishot data set. A priori, the formula can be extended to 3-D data sets.
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A P P E N D I X A : A P P RO X I M AT I O N O F R E F L E C T I O N C O E F F I C I E N T
In this appendix, the approximation of the plane wave reflection coefficient for constant density acoustic and small slowness contrast is briefly retrieved. Let σ + (with respect to σ − ) be the slowness above (with respect to below) the horizontal interface. The incident wave is coming from the domain above the interface with an incident angle θ between the wave propagation direction and the normal to the interface. With ω the angular frequency, the wavenumbers of the incident and transmitted waves are correspondingly k + = ωσ + and k − = ωσ − . The reflection coefficient, obtained by assuming continuity of the pressure and particle acceleration at the interface, is equal to:
with k x the horizontal component of the incident wavenumber vector. k x is continuous at the interface.
, R can be rewritten as follows:
+ is a small quantity under the assumption of small slowness contrasts. A Taylor development gives:
The incident angle satisfies k +z = k + cos θ. With the relation between the slownesses and the wavenumbers, the approximation of the reflection coefficient is thus equal to:
Notice that an orientation of the interface has been defined when it was assumed that the incident wave propagates in the medium denoted +.
A P P E N D I X B : B E Y L K I N D E T E R M I N A N T A N D A M P L I T U D E T E R M
In this appendix, Beylkin's determinant is written with the amplitude of the Green's function and the ray parameters in order to obtain the formula (15).
The Jacobian of the transformation between (ξ , ω) and k in a 2-D space is
with k = ωp and p = ∇ x τ (x, x s ) + ∇ x τ (x, x r ) =p s +p r . p s and p r are the slowness vectors of the ray going from x s to x and the ray going from x r and x. With α the angle at the subsurface point x between the vertical and the slowness vector of the ray from x s and x, β the angle at x between the vertical and the slowness vector of the ray from x r and x, the slowness vectors satisfy
Beylkin's determinant, h(x r ; x), is then equal to
With J 2-D the Jacobian of the coordinate transform between the Cartesian coordinates (x, z) and the ray coordinates (β, τ ):
The amplitude of the Green's function and the Jacobian are related by
Since 2 cos 2 (θ ) = 1 + cos α cos β + sin α sin β, this means:
and thus the formula (15).
A P P E N D I X C : H I G H -F R E Q U E N C Y L E A S T -S Q UA R E S S O L U T I O N
In this appendix, we rederive for completeness the high-frequency least-squares slowness perturbation approximation. This result, in a more general form, can be found in ten Kroode et al. (1994) . The derivation is quite similar to the work of Beylkin (1985) except that we start here from the normal equation obtained from the least-squares formulation. The synthetics, c, under the Born approximation, satisfies, withr the relative slowness perturbation:
ξ is the gather parameter and lies on the line . The least-squares misfit, J , is, for a given observed data gather, d obs (ξ , ω):
where d calc is the calculated (synthetic) data set. J is a quadratic function inr , therefore, the optimal slowness perturbation,ř , satisfies
where g is the gradient of J evaluated atr = 0 and H is the Hessian. Using the approximation of the Green's function, eq. (11), and the notations:
the gradient atr = 0 is:
and the Hessian is: (x,y,ξ ) . 
K is the wavenumber 2-D real space. 
where detφ a is the determinant ofφ a , the second derivative matrix of φ a with respect to y, ξ, ν.sgn(φ a ), the signature ofφ a , is the sum of the sign of the eigenvalues ofφ a . It can be shown, Appendix D. that detφ a = −ν 2 a h 2 (ξ a ; x) and sgn(φ a ) = 2εsgnν a , with h the Beylkin determinant and ε = ± 1. Substituting the value of V a in eq. (C7) and replacing ν by ω |k| gives:
The left-hand side of eq. (C12) can be interpreted as a pseudo-differential operator applied to the spectrum ofř . If it is assumed thatř (k) mainly contains high-frequency terms (i.e. there is a large parameter k l such that |k|<k l dk |r (k)| |k|>k l dk |r (k)|) and thatř (x) has a compact support), the theory of pseudo-differential operators, Treves (1980) , tells us that up to smooth terms the inverse of eq. (C12) is: , ξ a , y) ]
−1 e ik·y g(y).
Substituting g by its value, eq. (C5), and applying the inverse Fourier transform and the change of variables k = |ω|p giveš
V b (x, ω, ξ) = D P dy dp W b (y, p, ω, ξ)e i|ω|ϕ b (x,y,p,ω,ξ ) ,
