The relationship between traditional monetary policy goal variables (nominal GDP, real GPD and the in¯ation rate) and a number of ® nancial market variables is investigated. The question examined is which if any of these ® nancial market variables (monetary aggregates, interest rates and interest rate spreads) are potentially useful as either information variables or intermediate targets. While the implications concerning the usefulness of the ® nancial variables considered are pessimistic concerning nominal GDP, more robust relationships are found for real GDP and in¯ation. The latter ® nding is of interest given the current UK monetary policy strategy of in¯ation targeting. Our results are, however, more supportive of the usefulness of several ® nancial variables as information variables than as intermediate targets.
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I . I N T R O D U C T I O N
Monetary authorities in industrialized countries have employed a number of ® nancial variables as either intermediate targets or information variables. This study investigates the relationship in the United Kingdom between nominal GDP, real GDP, in¯ation and a number of possible monetary policy target or information variables. In particular, we are interested in ® nding out which relationships remained stable over the years since 1979, a period of rapid innovation in ® nancial markets. The question is of interest because only variables which have stable relationships with income and/or in¯ation are capable of playing important roles in monetary policy formation, a point on which we elaborate below.
There have been numerous studies of the money± income relationship in the United States and United Kingdom (as well as in other countries). Friedman and Schwartz (1982) is a noteworthy study of relationships among money, income and interest rates in the two countries over the past century. In recent years there have been a number of studies for the United States using vector autoregression and/or cointegration techniques to study the relationship between income (both nominal and real) and a number of ® nancial variables: Bernanke and Blinder (1992) , Feldstein and Stock (1994) , Friedman and Kuttner (1992) , (1993) , Ramey (1993) and Stock and Watson (1989) . 1 The results from these studies di er in signi® cant respects. A ® nding of several recent studies (Friedman and Kuttner, 1992; is that the relationships between income (both real and nominal) and all the monetary aggregates break down in the 1980s. Friedman and Kuttner (1992) also ® nd that monetary aggregate s lose predictive power with respect to in¯ation in the post-1979 period.
These studies ® nd that the income± interest rate relationship does not deteriorate, but rather becomes stronger in the 1980s. They also ® nd that a measure of the public± private interest rate spread has signi® cant predictive power with respect to nominal and real GDP. With respect to in¯ation, Friedman and Kuttner (1992) ® nd that interest rates lose their predictive power in the post-1979 period, while the interest rate spread generally has no predictive power.
With respect to the money-income relationship Ramey (1993) and Feldstein and Stock (1994) come to a di erent conclusion. They ® nd that for the M2 aggregate the money± income relationship remains robust with inclusion of data from the post-1979 period.
Our research examines whether there is evidence of any stable relationships between income and/or in¯ation and a number of ® nancial variables in the United Kingdom. We 2 Variance decompositions, of course, have there own drawbacks including dependence on the ordering of the variables. 3 As noted in the introduction, Bernanke and Blinder (1992) and Friedman and Kuttner (1992) ® nd that the public± private spread, measured for the United States by the treasury bill± commercial paper rate spread has predictive power with respect to income. Movements in this spread are interpreted as measures of a risk premium or of credit rationing. Other research has focused on the spread between the federal funds rate and treasury bill rate as a measure of monetary policy stance. Moersch (1996) shows that this spread has predictive power with respect to industrial production in both the United States and United Kingdom (where the overnight interbank rate replaces the federal funds rate). We use the base bank lending rate minus the bill rate as a measure of the public± private spread and the call (overnight) rate minus the bill rate as a spread that measures the stance of monetary policy. 4 The monetary base is used only in a limited number of our tests due to several breaks in this data series.
look to see if there have been shifts in these relationships of the same type as in the United States. As noted above, relationships between income (or in¯ation) and various potential monetary policy targets or information variables are of importance in the design of an optimal monetary policy strategy. As Friedman and Kuttner (1992, p. 473 Our answer to this question is, in brief, that a number of ® nancial variables do appear to have relationships with ultimate monetary policy goals that make these ® nancial variables useful in policy formation. Our results indicate, however, that the role of these ® nancial variables might more usefully be as information variables rather than as intermediate targets, for reasons that will be explained.
The paper is organized as follows. Section II explains the procedures we employ and examines the time series properties of the data. Section III presents the results of tests based on vector autoregressions. Section IV summarizes these results and further examines their implications for policy. Section V contains concluding comments.
I I . S T A T I S T I C A L P R O C E D U R E S A N D T I M E S E R I E S PR O P E R T I E S O F T H E D A T A

Procedures
Granger causality is one criterion that has been widely employed in tests of money± income and money± in¯ation relationships. It is an appropriate methodology with regard to the choice of an information variable because there the concern is whether or not a given ® nancial magnitude has predictive power with respect to a target variable. As Friedman and Kuttner (1992, p. 474) observe, this is the relevant criterion`regardless of whether the information it contains re¯ects true causation, reverse causation based on anticipations, or mutual causation by some independent but unobserved in¯uence'. With regard to the choice of an intermediate target, however, the distinction made by Bernanke (1993) between the structural question and the forecasting question is relevant. Granger causality analysis is useful in answering the forecasting question. If, however, a ® nancial variable is Granger causal with respect to a goal variable due, for example, to mutual causation by a third variable it would not be a desirable intermediate target. Once the central bank began to control the variable, its relationship with the third variable, and thus with the goal variable would break down; Goodhart' s law would come into play.
Further information on whether the relationship between a given ® nancial variable and income or in¯ation is structural, in the sense that it is important in the transmission mechanism of monetary policy actions, can be gained from variance decompositions. These are constructed from orthogonalized residuals and at least avoid`third variable causality e ects' for variables included in the VAR. By changing the set of included variables one can check for other`third variable' e ects.
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A third type of relationship that we explore between income or in¯ation and several ® nancial variables is that of cointegration. There may exist long-run equilibrium relationships between ® nancial variables and income and/or in¯ation which have important policy implications as discussed in Friedman and Kuttner (1992) . Cointegration between a given monetary aggregate and nominal income would, for example, imply that`base drift' should be avoided in targeting the aggregate because velocity disturbances are transitory. Moreover, the existence of cointegration among the variables in our system has implications for the proper speci® cation of tests for short-run relationships among them.
Time series properties of the data
The ® nancial variables we include in our VARs and cointegration tests are a monetary aggregate , chosen among M0 (the monetary base), M2 and M4; an interest rate, either the treasury bill rate (R B ) or call money rate (R C ); or an interest rate spread, either the call rate minus the bill rate or the base bank lending rate (R L ) minus the bill rate.
3 , 4 Additionally, in some of our VARS we include a measure of government 5 The Appendix containing additional Tables is available from the authors on request. 6 The UK in¯ation rate does appear to be highly autocorrelated. In a regression of in¯ation on its ® rst ® ve lagged values the sum of the coe cients is 0.85 and the value of the Ljung± Box Q-statistic is 185.2 (p value = 0.00). 7 Both tables report results of cointegration tests performed without the inclusion of a deterministic time trend. We have computed the same statistics with a trend included, with no substantive e ect on the results. (These test results are given in Table A2 and A3, available from authors on request.) expenditures (G). As goal variables we consider nominal GDP and then, separately, real GDP (RGDP) and consumer price in¯ation (P d ). Data are quarterly for 1957 : 1± 1993 : 4, though sometimes a shorter period is considered due to data unavailability; details are given in footnote a to Table 1 . In addition to considering this whole period we consider two subperiods: 1957 : 1± 1979 : 2 and 1979 : 3± 1993 : 4. The breakpoint in 1979 is chosen because it marks the shift in policy with the election of Margaret Thatcher which a ected monetary and bank regulatory policy.
We begin by testing the series for the presence of unit roots. We use four tests: the Dickey± Fuller test (DF), the augmented Dickey± Fuller (ADF) test and the tests proposed by Phillips and Perron (1988) (P and P) and Stock and Watson (1988) (S and W) . Table 1 reports results from these tests. Panels labelled A show test results where all series are expressed in log levels except for interest rates and interest rate spreads which are levels and the in¯ation variable which is the log ® rst di erence of the price level. A trend was not included in these tests. (Results including a deterministic time trend are given in Table A .1 of the appendix.
5 ) With the exception of the in¯ation rate and interest rate spreads, these tests do not consistently reject the hypothesis of a unit root in the series using the four respective methods.
Each panel labelled B shows the results of the same unit root tests after di erencing the logs (the level in the case of the interest rate) of the variables (therefore second di erencing of the price level). The hypothesis of a second unit root is decisively rejected for almost all the series. An exception is the nominal GDP series where only the Dickey± Fuller test rejects the presence of a unit root and only for the whole period and second subperiod. The presence of a second unit root in the in¯ation rate and log ® rst di erence of real GDP, the components of the log ® rst di erence of GDP, is rejected in all cases except the second subperiod for real GDP. Thus the evidence seems most consistent with stationarity of the ® rst di erence of GDP.
The results in Table 1 indicate that the log levels (or levels in the case of interest rates) of all the series we examine with the exception of interest rate spreads and the in¯ation rate are nonstationary . There may, however, be stationary relationships among those that are nonstationary ; cointegrating vectors may exist.
Cointegration requires the stationarity of a linear combination of nonstationary series. For example, if the logarithm of money (M), income (Y ) and an interest rate (R) are individually nonstationary but they follow a simple linear relation such as
and this relationship is stationary for nonzero values of b and g jointly, then these three variables are cointegrated. If the equation is stationary, this suggests that following disturbances to M, Y or R there will be an adjustment to restore the equilibrium relationship among these variables.
We investigate the presence of cointegration among the nonstationary variables in our system using the Johansen procedure. The variables included in the ® rst system we consider are nominal GPD, a monetary aggregate (M2 or M4), a short-term interest rate (R C ) or, alternatively, one of the two interest rate spreads. The second system is a fourvariable system where nominal GDP is replaced by separate real GDP and in¯ation (P d ) measures.
The inclusion of the GDP measures and monetary aggregates in tests for cointegration requires no explanation. Inclusion of the other time series does. Consider ® rst the inclusion of the in¯ation rate which from Table 1 appears to be a stationary variable. Hansen and Juselius (1995) , however, suggest that there are cases when it is useful to include stationary variables in applying the Johansen procedure. As they explain,`Often, a stationary variable might a priori play an important role in a hypothetical cointegration relation, for instance, an in¯ation rate. In particular, variables with a high degree of autocorrelation, also called near-integrated variables, are often very important in establishing a sensible long-run relation.' Table 1 do not reject the presence of a unit root in any of our interest rate measures. But if, as indicated by Table 1 in¯ation is I(0), then if the nominal interest rate is I(1), the real interest rate must be I(1) which is inconsistent with many conventional macroeconomic models. King et al. (1991) , ® nd evidence that for US data the real interest rate is nonstationary and give a real business cycle interpretation to this result. An alternative possibility is that although we cannot reject the possibility of a unit root in the interest rate series, they are in fact stationary though near-integrated. If the nominal interest rate is I(1), it should clearly be included in applying the Johansen procedure; if it is instead a near integrated variable the rationale for its inclusion would parallel that for in¯ation. The latter rationale also applies to the inclusion of interest rate spreads. Table 2 reports values of Johansen's lambda max and trace statistics for a number of three variable systems. Table  3 presents the same statistics for systems where nominal GDP is replaced by real GDP and the in¯ation rate is added. 7 The lambda max statistic tests the null hypothesis of r cointegrating vectors against the alternative hypothesis M2, 1957 M2, : 2± 1993 M4, 1963 M4, : 3± 1994 nominal GDP, 1963 : 1± 1993 real GDP (RGDP), 1957 : 1± 1992 : 2, IMF; change in the log of the consumer price index (P), IMF; 1957 : 2± 1992 4. The breakpoint between the ® rst and second subperiods is 1979 : 2. b The critical values for both DF and ADF tests are -2.89 for n = 100 and -2.93 for n = 50 for 5% and -3.51 for n = 100 and -3.58 for n = 50 for 1%, where n is sample size. Tables 2 and 3 , results where the interest rates enter separately provide stronger support for the hypothesis of multiple cointegrating vectors. This is consistent with the existence of cointegration between the interest rates. 9 We have also estimated both the three and four variable systems with eight lags. The results were quite similar to those in Tables 4, 5 and 6. of (r + 1) cointegrating vectors. The trace statistic is for a test of the null hypothesis that the number of cointegrating vectors is less than or equal to r against the general alternative that there are more than r vectors. In almost all cases, we can reject the null hypothesis of zero cointegrating vectors. For some systems, for some time periods, there is evidence of more than one cointegrating vector.
I I I . V EC T O R A U TO R E G R E S S I O N T E S T S
The results in Tables 2 and 3 indicate cointegration among the nonstationary variables we consider. This argues for estimation of VARs in log levels with possible inclusion of a deterministic trend (see Sims et al. 1990 ), the approach we adopt.
Tests of Granger causality
We ® rst present the results of Granger causality tests for the e ects of various ® nancial variables on nominal GDP. We then turn to speci® cations which include real GNP and the in¯ation rate as separate variables. We ® rst discuss results using the M2 and M4 aggregates. Results using the monetary base (MO) are discussed below. 9 We have also estimated a four-variable system where, following Friedman and Kuttner (1992) and several other studies, a measure of government expenditures is also included. These results are given in Table A .4 of Tables 5 and 6 we also do not show p values for the own lags of the variables. Again those are always signi® cant but not of interest.
Granger causality tests with respect to nominal GDP.
the Appendix and do not di er signi® cantly from the results in Table 4. 1 0
The numbers in the row marked`interest rate' refer to each of the four interest rates or spreads, as indicated in the column headings (R B , R C , R C -R B and R L -R B ). The numbers in the M2 or M4 row refer to the marginal signi® cance level of that aggregate in a VAR including the interest rate (or spread) in the respective column. A row giving p-values for the lags of GDP itself is not included because these values are always highly signi® cant ± zero to the three decimal places reported in the table ± and therefore uninformative.
The results in the table have somewhat pessimistic implications concerning the usefulness of any of the ® nancial variables we consider as robust information variables or intermediate targets for monetary policy. With either monetary aggregate included, the spread between the call money rate and treasury bill rate is informative with respect to GDP, with or without the inclusion of a time trend, in estimates for the whole sample and ® rst-subperiod. This relationship, however, breaks down in the post-1979 subperiod. Depending on the interest rate or interest rate spread and on the time period, M2 and M4 in some cases have predictive value. This is more often the case in estimates for separate subperiods than for the whole period. Unlike the Friedman and Kuttner (1992) results for the United States, the money-income relationship, though not particularly robust in Table 4 , does not appear to weaken in the post-1979 period.
Granger causality tests with respect to real GDP and in¯a-tion.
In Tables 5 and 6 we present results for VARs where nominal GDP is replaced by real GDP (RGDP) and the in¯ation rate (P d ). The tables are otherwise parallel to Table  4 . Part A again focuses on the M2 aggregate; Part B on M4. Table 5 shows a pattern quite di erent from that found by Friedman and Kuttner (1992) and Bernanke and Blinder (1992) for US data. The interest rate, whether measured by Table 4 . Granger causality tests with respect to nominal GDP(log levels) Tables 5 and 6 for the case where government spending is included as an additional variable are given in Tables A5 and A6 of In¯ation Table 6 provides results of Granger causality tests with respect to in¯ation. A very robust relationship is that between the interest rate measures, with little to choose between R B and R C , and in¯ation. This is true for the whole period and, unlike the result in Tables 4 and 5 , for both subperiods. The interest rate spreads are sometimes signi® -cant, but their e ect is less robust, depending on whether a trend is included and on which monetary aggregate is in the VAR. The M2 aggregate also has robust predictive value with respect to in¯ation. The M4 aggregate is signi® cant across all time periods, but its signi® cance declines markedly in many speci® cations when a trend is included in the VAR.
1
Real GDP
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Results where the monetary base is the aggregate. As noted previously, we have also conducted Granger causality tests where money is measured by the monetary base. A di culty for this analysis is that there are several breaks in the quarterly UK series for the base. The longest consistent series available runs from 1963 : 4 to 1986 : 3. This cuts o Table 5 . Granger causality tests with respect to real GDP (log levels) half of the post-1979 period, which is important to our study of the robustness of money± income relationships. We therefore restrict discussion to the following two comments. (Results from Granger tests using three and four variable VARs analogous to those in Tables 4± 6 are given in  Tables A7± A9 of the Appendix.) 1. The base does not have robust predictive power with respect to nominal GDP, real GDP or the in¯ation rate. This result follows for the whole period and both subperiods. 2. Inferences about the predictive power of interest rates or interest rate spreads drawn on the basis of VARs where Table 6 . Granger causality tests with respect to in¯ation (log levels) 
Implications of variance decompositions
As explained in Section II, another metric we use to examine the relationship between income and a number of ® nancial variables is a variance decomposition. As noted there, variance decompositions have the advantage that they measure the predictive power of orthogonalize d residuals. They also, of course, have some well-known disadvantage s (see foot note 2 ). Tables 7, 8 and 9 show variance decompositions of nominal GDP, real GDP and in¯ation. These variance decompositions are based on a subset of the VARs used for the Granger tests in Tables 4± 6. The results shown include the M4 aggregate. (Variance decompositions for the same systems using the M2 aggregate are shown in Tables A10± A12 of the Appendix, available from authors on request.) The the call rate (R C ) call rate-bill rate spread (R C -R B ) and loan rate-bill rate spread (R L -R B ). We consider each of the three goal variables (GDP, RGDP and P d ) in turn.
Nominal GDP. The most robust result in Table 7 is that the M4 aggregate explains a large percentage of the forecast variance in GDP in the post 1979 period. For each interest rate (or spread) included and whether or not the trend term is included, M4 explains over 40% of the forecast variance in nominal GDP, a proportion that is signi® cantly di erent from zero at the 5% level. M4 has no signi® cance in the earlier period or full sample. None of the interest rates or interest rate spreads included explains a statistically signi® -cant portion of GDP forecast variance for the whole period or either subperiod.
Real GDP. In Table 8 , the most striking result is that the M4 aggregate explains a large fraction of the forecast variance of real GDP, in the second subperiod. Again this result is statistically signi® cant at the 5% level in all speci® cations. 1 3 In some speci® cations an interest rate (or interest rate spread) measure explains a statistically signi® cant portion of real GDP variance, but in each case this is for the whole period or ® rst subperiod. Table 9 , it can be seen that both the M4 aggregate and each interest rate (or spread) measure explain a signi® cant fraction of the forecast variance of in¯ation. The interest rate measure typically explains between 10 and 20% of the forecast variance of in¯ation and is signi® cant at the 10% level in 16 of 18 speci® cations (at the 5% level in 14) in the table. M4 explains anywhere from 7± 8% to 18± 20% of the forecast variance of in¯ation and is signi® cant at the 10% level in all 18 speci-® cations (at the 5% level in 14). Both interest rate measures and the monetary aggregate appear to have a robust relationship with the in¯ation rate as measured by the metric of variance decompositions, for the whole period and both subperiods.
In¯ation. From the results in
I V . S U M M A R Y A N D P O LI C Y I M P L I C A T I O N S
Summary
We have examined the relationship between a number of ® nancial variables and traditional monetary policy goals. show a breakdown in the money-income relationship in the 1980s.
Because UK monetary policy has followed a strategy of targeting in¯ation in the period since 1992, our in¯ation results are perhaps of most interest. There is a robust relationship between in¯ation and both interest rates (R B , R C ) that we considered. The interest rate measures are strongly Granger causal and explain a signi® cant fraction of the forecast variance of in¯ation.
1 5 These results are robust across the subperiods we consider. Interest rate spreads are also signi® cant in variance decompositions, but there is less evidence that they are Granger causal with respect to in¯a-tion.
Both monetary aggregates are signi® cant in variance decompositions in the post-1979 subperiod. Granger causality tests also show a signi® cant relationship between M2 and in¯ation in this subperiod, as well as in the earlier one. Evidence of Granger causality from M4 to in¯ation is less clear ± its signi® cance depending on whether or not a trend is included in the VAR.
Policy implications
The ® nding that broader monetary aggregates are informative with respect to monetary policy goal variables in the post-1979 period is at odds with the conventional view; which view holds that broad aggregates have been unreliable predictors of both nominal and real GDP since 1979. This discrepancy suggests the usefulness of further examination of the money-income relationship during these years. Figures 1 and 2 show plots of the growth rates in M4 and, respectively, nominal and real GDP. While statements about such graphs are necessarily imprecise, it appears to us that instability in the money± income relationship is most apparent in the early 1980s. From the mid-1980s the series have many periods of positive co-movement. It appears a possibility, therefore, that the conventional view is based on the experience of the early 1980s. Figures 3 and 4 plot impulse response functions to a shock to M4. The ® gures show substantial positive responses of both nominal and real GNP to innovations in M4 (all variables measured in natural logs). Figure 4 , however, does not indicate a signi® -cant response of in¯ation to innovations in M4.
6
The plots in Figs 1± 4 are on the whole supportive of the view that monetary aggregates have been informative with respect to monetary goal variables in the post-1979 period ± an essential quali® cation for a ® nancial variable to be a useful information variable.
As explained in Section II, however, a ® nancial variable may be informative without being truly causal, or structural, Bernanke (1993) . If the ® nancial variable is chosen as an intermediate target a relationship with the policy goal variable, due for example to reverse causation or mutual causation from some other variable, may breakdown. To examine further the nature of the relationship between income and monetary aggregates, we consider Granger tests of the e ect of GDP on M2 and M4. Table 10 1 7 The interest rate included in these VARS is the call rate (R C ). 1 8 Mutual causation from some other variable(s) is also possible. shows marginal signi® cance levels (p-values) for the e ects GDP on M2 and M4 in the same estimated VARS for which results are shown in Table 4 . 1 7 Results are for the second subperiod. GDP is seen to have signi® cant predictive power with respect to both monetary aggregates. Figure 5 shows an impulse response function for the e ect on M4 of an innovation to GDP. M4 shows a strong positive response again consistent with causality from GDP to money.
Our results in this section indicate that the money± income relationship is one of feedback, rather than of onedirectional causality from money to income. 1 8 If this is the 
V. C O N C L U S I O N
Our results were summarized in the previous section. Here we have only a concluding comment. Friedman (1993, p. 182) argues that`once the policymaking procedure is framed in terms of information variables, rather than an intermediate target, there is no reason why interest rate relationships are any less suitable for this purpose than monetary aggregates.' Our results indicate that for the United Kingdom interest rates are informative with respect to monetary policy goals. Our results also indicate that broad monetary aggregates are also potentially useful as information variables. Bernanke, B. S. (1993) 
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