South Africa is also the 17 th largest foreign investor in Australia. Investment in Australia was valued at $A2.310 billion in 2012. Australian investment in South Africa during the same time period was valued at $A3.024 billion, with the mining sector, agriculture, infrastructure and services being the main sectors attracting investment in South Africa (DFAT, 2013b) . Bilateral trade between the two countries in 2012 was valued at $A2.233 billion (DFAT, 2013b) .
The merger of the Australian BHP and South African Billiton in 2001 created BHP Billiton, which is the largest mining company in the world. In 2012, the main Australian exports to South Africa were coal, wheat, civil engineering equipment and parts, with specialised machinery and parts valued at $A1.788 billion. South African exports to Australia comprised passenger motor vehicles (mainly BMW Series 3), goods vehicles, specialised machinery and parts; and pig iron, valued at $A1.281 billion (DFAT, 2013b) .
Australia was South Africa's 20 th most important export destination and its 18 th most important import source worldwide during 2009 (DTI, 2010 (DTI, 2010) .
In 2012, South Africa's three principal export destinations were China (11.6 per cent), the United States (8.7 per cent) and Japan (6.2 per cent), while Australia (1.0 per cent) was at number 22. South Africa's three principal import sources in 2012 were China (14.4 per cent), Germany (10.1 per cent) and Saudi Arabia (7.7 per cent), while Australia (1.4 per cent) was at number 17 (DFAT, 2013b) .
The top export destinations for Australia during the same period were China (31.6 per cent), Japan (18.8 per cent), South Korea (7.7 per cent), India (4.6 per cent) and the United States of America (3.6 per cent). The main sources for Australia's imports were China (18.8 per cent), the United States (11.8 per cent), Japan (7.7 per cent), Singapore (6.1 per cent) and Thailand (4.7 per cent) (DFAT, 2013b) . This shows that there is the potential for enhancing trade with an African country, and South Africa could well be that partner.
Given this, the paper aims to provide some insight into South Africa's exports to Australia, seeing that the country is Australia's largest trading partner on the African continent. In addition, it would be intriguing to determine South Africa's export potential to Australia and to establish which sectors could be enhanced further to exploit this potential. The objective of this paper is thus to analyse South Africa's exports to Australia by applying a gravity-model approach. The paper also investigates the existence of any unexploited trade potential between South Africa and Australia. The rest of the paper is organised as follows. A gravity model will be discussed in Section 2, followed by the estimation methodology in Section 3. Section 4 presents the estimation results and Section 5 elaborates on the trade potential. Section 6 will conclude the paper.
A gravity model
A gravity model is an important instrument for determining the export potential and is used to analyse the relationship between the volume and direction of bilateral international trade. Tinbergen (1962) and Pöyhönen (1963) pioneered the idea of explaining bilateral trade flows using Newton's law of gravity. The economic mass of a country, generally measured by the gross domestic product (GDP), acts as the attraction factor between two countries. However, the attraction would be partially offset by the distance between the countries, which serves as a resistance factor. In theory, one would thus expect that countries with a stronger GDP, which are in close proximity to one another, would experience higher volumes of bilateral trade. Conversely, the smaller the GDP and the further away the countries are from one another, the less trade would occur. Anderson (1979) and Bergstrand (1985 Bergstrand ( , 1989 both emphasised that the gravity model is a good representation, irrespective of the structure of the product markets.
Being a proxy for transportation costs, distance is normally expected to be negatively related to the flow of exports i.e., the greater the distance, the higher the costs involved in trading. There is consequently a negative effect on the trade flows. However, as shown by Marimoutou, Peguin and Peguin-Feissolle (2009) and Brun, Carrère, Guillaumont and de Melo (2005) , distance can play a different role in a gravity model of bilateral trade. Marimoutou et al. (2009) show in particular that the larger the GDP of the trading partner country, the less the effect of distance on trade flows.
The basic gravity model is augmented by a number of variables, such as infrastructure and differences in per capita income, to enhance the explanatory power of trade between countries (Martinnez-Zarzoso & Nowak- Lehmann, 2003) . Bergstrand (1985 Bergstrand ( , 1989 included the population size, while Oguledo and MacPhee (1994) included a measure of the price variable. Several studies, such as those by Mátyás (1997) and Tri Do (2006) , extended the gravity equation by including the exchange rate.
The basic gravity equation explains the extent of the exports between country i and country j in terms of three factors. These are the total supply of the exporting country (i), the potential demand of the importing country (j) and the various factors which represent either a resistance to or an enhancement of the trade flow between countries. This study follows a generalised gravity model specified as (Martinez-Zarzoso & Nowak-Lehmann, 2003; Jakab, Kovacs & Oszlay, 2001; Breusch & Egger, 1999; Oguledo & MacPhee, 1994) :
where X ij is South Africa's (country i) sectoral exports of goods to Australia (country j) during time t, ER jt is the nominal exchange rate (rand/$A) between South Africa and Australia, GDP jt is the domestic product of Australia and GDPSA it is the GDP of South Africa. The population of Australia is represented by POP jt and POPSA it the population of South Africa, with Z ij representing any other factor enhancing or restricting trade between the two countries, and ε ijt is the normal error term.
A higher rate of exchange (depreciation of the South African rand) generally leads to an increase in exports, while a lower rate of exchange (appreciation) leads to a decrease in exports. It is therefore expected that the coefficient β 1 should be positive when the exchange rate depreciates and negative when the real exchange rate appreciates.
A higher level of GDP in the importing country indicates a higher level of the potential demand for imports. Similarly, a higher exporter's GDP represents increased production potential and implies increased volumes of export ability. The coefficients β 2 and β 3 are therefore expected to indicate positive signs.
According to Martinez-Zarzoso and Nowak-Lehmann (2003) and Armstrong (2007) , there is no clear a priori relationship between exports and the populations of either the exporting or importing country. The estimated coefficient of the exporter's population could be positive or negative. A large local population indicates a large domestic market with high levels of consumption (absorption effect) and thus lower quantities to export (Nilsson, 2000) . Large populations may also encourage the division of labour (economies of scale), which means higher production levels and thus opportunities for exporting more. In the same vein, the estimated coefficient of the trading partner's population could be positive or negative. Thus, the effects of population on both the exporting and importing country cannot be assigned a priori. It is thus expected that β 4 and β 5 will have ambiguous signs (Oguledo & MacPhee, 1994) . This paper makes a further effort to introduce a dynamic effect. In Equation 2, it is assumed that, in any period of time, exporters exchange the products and an exact zero trade balance between two countries exists. However, because equilibrium exports are not necessarily achieved in time period t, a trade deficit or surplus normally occurs. Exporters in South Africa have to bear sunk costs, such as distribution and service networks, bringing about inertia effects in bilateral trade flows. In addition, previous investment in export-assisting infrastructure could also affect the trade relationship between countries (Sichei, Erero & Gebreselasie, 2008) . This means that, if South Africa exported products to certain destinations at time t -1, it would generally still do so at time t. Although still taking account of this inertia effect, certain panel studies using gravity estimations introduced dynamism (De Grauwe & Skudelny, 2000) . By relaxing the zero trade balance and incorporating the persistence effect, a partial adjustment mechanism changes exports to have the form:
Incorporating this into Equation 1 and rearranging it generates; 
This represents a partial adjustment gravity model, where variables with asterisks in Equation 4 represent the short-term effects and β 1 to β 6 in Equation 3 represents the long-term effects. The speed of adjustment is indicated by the coefficient δ (0<|δ|<1), which is equal to one if adjustment occurs in a one-time period.
In addition, it was decided to include the standard dynamic panel GMM, as it leads to more efficient and robust estimates, especially in the presence of possible heteroscedasticity and serial correlation. The Generalised Method of Moments (GMM) was introduced by Hansen in his famous 1982 paper (Hansen, 1982) . The starting point for GMM estimation is a theoretical relation that the parameters should satisfy. The idea is to choose the parameter estimates so that the theoretical relation is satisfied as closely as possible. The theoretical relation is replaced by its sample counterpart and the estimates are chosen to minimize the weighted distance between the theoretical and actual values. GMM is a robust estimator, in that it does not need to be informed of the exact distribution of an error term (Wojcik & Rosiak-Lada, 2007) . The theoretical relation that the parameters should satisfy is usually called orthogonality conditions between some function of the parameters f(θ) and a set of instrumental variables zt:
where θ is the parameters to be estimated. The GMM estimator selects parameter estimates so that the sample correlations between the instruments and the function f are as close to zero as possible. For the GMM estimator to be identified, there have to be at least as many instruments as there are parameters to estimate.
An important contribution by Hansen's (1982) original work was to alter the requirements for instrument exogeneity. In GMM, instruments are exogenous if they satisfy a conditional mean restriction, so careful consideration of instrument exogeneity is a standard procedure in GMM empirical analysis. Instrument exogeneity, together with instrument relevance, is an important criterion when it comes to an instrument's validity. When testing instruments' relevance, an instrumental variable must satisfy the requirements of correlation with the included endogenous variable(s) and orthogonal to the error process (Baum, Schaffer & Stillman, 2003) .
Estimation methodology
A panel data approach would be used to estimate the gravity model of bilateral trade. This has many advantages, such as the role of the business cycle and the fact that the interactions between variables over a long period of time can be captured (Egger, 2000; Egger & Pfaffermayr, 2003; Martinez-Zarzoso & Nowak-Lehmann, 2003) . Panel data involves different models that can be estimated, such as pooled, fixed and random effects. The pooled model assumes that sectors are homogeneous, while fixed and random effects introduce heterogeneity in the estimation. The pooled model is restricted and assumes a single intercept and the same parameters over time and across sectors. Sector-specific effects are not estimated. However, the unrestricted models (fixed or random effects models) allow the intercept and other parameters to differ across sectors. Because sectors differ from one another, there should be a decision on whether to use a random or a fixed-effect model, as the regressions include individual sectoral effects. When estimating the trade flows between a randomly-drawn sample of sectors from a large population, a randomeffects model is more appropriate. However, the fixed-effects model is preferred when estimating the flows of trade between an ex-ante pre-determined selection of sectors (Egger, 2000; MartinezZarzoso & Nowak-Lehmann, 2003) . This paper analyses sectoral trade between South Africa and Australia, so the fixed-effects model will be employed. It covers the period between 2000 and 2012.
Univariate characteristics of variables
Before the estimation, the univariate characteristics of the variables are analysed, using panel unit root tests. This is done to establish whether there is a potentially cointegrated relationship between the variables. If all the variables are stationary, the traditional ordinary least square (OLS) estimation can be used to estimate the relationship between the variables. If the variables contain a unit root or are non-stationary, a cointegration test should be performed. This study applies two different types of panel unit root tests. The first test is that of Levin, Lin and Chu (2002) , which assumes that the autoregressive parameters are common across cross-sections. Levin, Lin and Chu (LLC) (2002) use the null hypothesis of a unit root. The second panel unit root test allows for the autoregressive parameters to vary across cross-sections as well as for individual unit root processes. The test was developed by Im, Pesaran and Shin (IPS) (2003) and combines individual sectors' unit root tests. In the IPS test, the null hypothesis assumes that all series contain a unit root, while the alternative hypothesis is that at least one series in the panel contains a unit root. IPS is a one-tailed or lower-tailed test based on N(0,1) distribution. The results of the panel unit root tests are presented in Table 1 . Table 1 shows that the LLC reject the null of a unit root for all the variables. A rejection of unit roots by at least one test assumes a verdict of stationarity. That implies that a cointegration test is not required and Equations (3 and 4) can be estimated using the OLS method. The detailed data source and description are provided in the Appendix. Table 2 presents the results for the fixed effects model, which estimates sector-specific effects and introduces heterogeneity. To check the poolability of the data, the F-test is performed and the results show that the null hypothesis of equality of the individual effects or homogeneity for all sectors is rejected. This confirms that a model with individual sector effects (fixed effects) is the preferred model. The Hausman test is also executed within the random effects model in order to detect misspecification or to ensure that the X-regressors and the individual effects are not correlated. The results show that the Hausman specification test [0.000 (1.000)] accepts the null hypothesis of no misspecification. This result therefore indicates the exogeneity of the Xregressors and there is thus no correlation between the individual effects and the X-regressors.
Estimation results
The results of the static fixed effects model in Table 2 show that the coefficient of the exchange rate is positive, which indicates an increase in exports from South Africa. As the exchange rate depreciated over the sample period, it could be expected that exports would increase and the coefficient is thus consistent with theory. It therefore shows that a weaker South African exchange rate relative to the Australian dollar will enhance exports from South Africa to Australia.
An increase in Australia's GDP causes a decrease in exports from South Africa to Australia, which is in contrast with the theoretical expectations. This means that, as the Australian economy improves, fewer products are imported from South Africa and there is possibly a demand shift to more developed countries. The coefficient of South Africa's GDP is positive, indicating that exports to Australia increase as South Africa's GDP rises, in accordance with the theoretical expectations. The coefficient of the Australian population is negative, which means that a growing Australian population will cause a decline in imports from South Africa. An increase in the importer's population therefore implies that a possible division of labour (economies of scale) will be encouraged, resulting in higher local production and fewer imports from South Africa. It may also show that Australia is not particularly reliant on South African exports. South Africa's population had a positive coefficient, but was statistically insignificant and was therefore omitted from the estimation. The effect of import tariffs was also tested but was found to have the incorrect sign, although it was statistically significant. The dataset comprises 377 observations, including 13 annual observations for 29 sectors. All the variables were statistically significant and the adjusted R-square is 0.955. However, this model experiences persistence effects, as is evident from the relatively low Durbin-Watson statistic. The second model estimated was the dynamic fixed effect using the 2 Stage Least Square (2SLS) approach. This model allows for heterogeneity among sectors, including the inertia effect by exporters in response to export opportunities. This model is more appropriate when it comes to the persistence effects indicated by the higher Durbin-Watson statistic. Again, the Hausman test was executed and the results show that the Hausman specification test [0.000 (1.000)] accepts the null hypothesis of no misspecification. This result therefore indicates exogeneity of the Xregressors and thus no correlation between the individual effects and the X-regressors.
Two parameter estimates were determined for the 2SLS dynamic model, producing a short-and long-run coefficient. The speed of adjustment (δ in Equation 2) was 0.46, meaning that, if an export opportunity exists in any sector, exporters from South Africa would adjust on average to meet 46 per cent of the export contract in one year and the remaining 54 per cent in the following period. On average, exporters will take advantage of export opportunities to Australia within approximately 26 months.
1 The long-run coefficients are in general slightly higher than the shortrun coefficients, as there is more time available to adjust. This may indicate that there is reason to believe that increased trade between the two countries tends to be more long-run.
The sector-specific effects estimates from the static estimation are presented in the Appendix. The sectoral or cross-section specific effects show the effect of factors that are unique to each sector but are not included in the estimation of the model. It shows that trade between South Africa and Australia differs from sector to sector, given the unique features of each sector. Table  A1 shows that there are features in some sectors that promote exports from South Africa to Australia in the motor industry, machinery, iron, basic chemicals, food, metals, other chemicals, mining, electrical items, paper, base metals, communications and textiles. However, it is also shown that there are imperceptible sectoral characteristics that discourage South Africa's exports of printing, footwear, leather, glass, beverages, apparel, agriculture, rubber, minerals, transport, furniture, plastic, equipment, wood, petroleum, and other industrial products. It is important from the policy perspective to analyse these export-inhibiting factors which discourage exports from South Africa to Australia.
The results of the Generalised Method of Moments (GMM), testing the robustness of the relationships, were also favourable. The appropriate test statistic can be constructed as the J-value multiplied by the number of observations. Under the null hypothesis that the over-identifying restrictions are satisfied, the J-statistic multiplied by the number of observations is asymptotically χ2 with degrees of freedom equal to the number of over-identifying restrictions (Stock, Wright & Motohiro Yogo, 2002) . The statistic for the validity of instruments has a χ2 distribution, with 6 degrees of freedom, and takes the value of 2.714.
2 The null of validity of instruments and overall specification of the model therefore cannot be rejected (χ2 0.05(6) = 12.59). The hypothesis that the full set of orthogonality conditions is valid can therefore be accepted. The results of the GMM model are shown in Table 3 . 
Trade potential
To determine the within potential exports from South Africa to Australia, the estimated fixed effects of Equation (4) are simulated. The estimated export potential is then compared with actual exports to find out whether there is any unexploited trade potential in the respective sectors. The results show that the sectors indicating the greatest export potential are presented in Figure 1 . They include the apparel, basic metals, communication, furniture, glass, iron, leather, motor, paper and printing sectors. Other sectors indicating a relatively small potential include footwear, metal products, minerals, products from other industries and transport, where potential exports still exceed actual exports. From the South African perspective, it is important to promote exports from these sectors to gain the benefits from this unexploited trade potential. However, a further analysis of all these sectors is important in order to determine and identify possible factors that may inhibit the promotion of actual exports, given the unexploited potential.
Figure 1 Export Potential Per Sector
Another point of interest is that the actual exports exceed the potential exports in some sectors, including the agriculture, basic chemicals, beverages, electric, equipment, food, machinery, mining, other chemicals, petroleum, plastic, rubber and the textile and wood sectors. A further analysis of these sectors would provide important information on the reasons why the actual exports exceed the potential exports.
Variability of potential trade
Although the sectors with unexploited trade potential have now been identified, it is also important to determine which of them are actually stable, and reliable export sectors. Stability of export flows in a specific sector are of the utmost importance, as job security and revenue generation depend on them. From the estimation, the paper also determines this stability by using the coefficient of variation (CV) computed from the stochastically-solved model. This can be computed in a percentage as follows:
The coefficient of variation provides an indication of the South African export sectors in Australia and whether they can be classified as stable or not. The lower the CV, the more stable and thus the more reliable the export sector; and the higher the CV, the less stable and reliable the sector. With reference to the group of sectors included in the study, Figure 2 shows South Africa's 12 most stable and reliable sectors exporting to Australia. The most stable and reliable sector is the motor industry (1.42) and the 12 th most stable is the communication sector (1.71). However, the motor industry currently receives the highest level of government incentives, previously under the Motor Industry Development Plan (MIDP), which was adjusted in 2012 and then replaced by the Automotive Production and Development Programme (APDP) in 2013. From the perspective of policy, export promotion policies should be directed to the more stable export sectors not receiving any government assistance. Policies directed at improving the exports from the less stable sectors with a high CV should also be pursued.
Sectors which have unexploited trade potential and are among the most stable and reliable export sectors to Australia include the motor, iron, paper, basic metal, communication and metal product sectors. Policy-makers should pursue the correct policy mix with these sectors, as both unexploited trade potential is available and seems to score reasonably well in terms of reliability and stability. This could ensure a consistent flow of foreign currency revenue to South Africa and increase job creation possibilities. 
Conclusion
This study identifies the South African exports to Australia that had unexploited potential for the period 2000 to 2012 using a gravity model approach. The coefficient of South Africa's exchange rate was positive and was thus aligned with theory. Exports from South Africa decreased as Australia's GDP increased and were in contrast with theory. The coefficient of South Africa's GDP was positive and in line with theoretical expectations. Australia's population had a negative coefficient, indicating a decreased demand for South African products as the Australian population increased Large populations could encourage the division of labour (economies of scale), which would mean higher production levels and a smaller import demand for South African products.
Export opportunities for South African exporters were utilised, as 46 per cent of the export contract was met within the first year, while the remaining 54 per cent was met during the following period. It seemed that, on average, South African exporters would take advantage of export opportunities within 26 months. As the coefficients were generally larger over the long run, it appears that the trade relationship between the two countries could be enhanced over the longer term. The paper identifies unexploited trade potential in the apparel, basic metals, communication, furniture, glass, iron, leather, motor, paper and printing sectors. Of these, the most reliable and stable export sectors included the motor, iron, paper, basic metals and communication sectors.
The results of this study could provide important information to guide policy-makers in developing tailor-made policies to ensure that the export potential is exploited in order to accelerate growth and job creation in South Africa. The success rate could be further enhanced by focussing on reliable and stable export sectors as indicated by the coefficient of variation. The allocation of resources and support could be directed to the sectors with the highest level of unexploited potential. The paper provides important avenues to be considered for enhancing exports to Australia. Australia may also re-evaluate its trade links with South Africa in particular and Africa in general. In addition, Australia could use South Africa as an important source country in the African context to give the continent the "priority it deserves". Australia could therefore contribute to Africa's increased productivity levels, enhanced export flows and improved growth. Promoting bilateral trade between South Africa and Australia could establish these countries as the future pillars of strength between the two continents. 
Data description and sources
The study covers the period 2000 to 2012, using annual data. Twenty nine South African export sectors to Australia were included in the estimation. The data for exports, gdp, populations and exchange rates were obtained from the Quantec website: www.quantec.co.za.
