During the rapid depressurization of a liquefied gas, its superheating may lead to a Boiling Liquid Expanding Vapor Explosion (BLEVE). Such risk is of enormous concern during Carbon Capture and Storage (CCS) given the significant amounts of pressurized CO 2 involved during its transportation and storage. This paper for the first time presents the development and validation of a rigorous split-fluid blowdown model for predicting the degree of superheat following the rapid decompression of liquefied gases or two-phase mixtures with particular reference to CO 2 .
INTRODUCTION
Boiling Liquid Expanding Vapor Explosion (BLEVE) is defined as an explosion resulting from rupture of high pressure liquefied gases containments 1 . The formed blast waves, flying fragments and further release of toxic contents can cause serious damage to property, people and the environment. For hydrocarbons such as Liquefied Natural Gas (LNG), a BLEVE is mostly caused by the containment subjected to external fire attack 2 ; the released gaseous fuel effectively mixes with ambient air and a chemical explosion takes place upon ignition. Given its relatively high frequency of occurrence, hydrocarbon BLEVEs are routinely considered as a credible failure scenario during the risk assessment in the process engineering industry.
On the other hand, although less frequent, for some pressurized non-flammable liquefied gases, a BLEVE can still occur due to the superheating of the liquid phase following its rapid depressurization during emergency blowdowns or in the event of accidental containment failures (e.g. vessel ruptures). Superheating occurs when there is a delay, often referred to as thermal relaxation 3 , for the vapor to evolve from the liquid phase upon a rapid drop in the pressure thereby attaining a temperature which is higher than its saturated value. The difference between these two temperatures is termed as the degree of superheat. The higher its value, the larger is the risk of a BLEVE.
To date, the few reported BLEVE incidents involving non-flammable fluids have been primarily confined to CO 2 . For example, a BLEVE following the accidental puncture of a fire extinguisher containing only 5 kg of liquid CO 2 in Norway resulted in the extinguisher debris being projected more than 35 m 4 .
A far more catastrophic incident involving a CO 2 BLEVE occurred in Worms, Germany in 1994 5 . Here, the blast wave and flying fragments following the puncture and BLEVE of a liquefied CO 2 storage tank resulted in three fatalities and significant property damages.
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Given the emergence of Carbon Capture and Storage (CCS) as a key technology for mitigating the impact of global warming, with safety being a headline issue 6 , assessing the risk of a BLEVE during such operations is critically important. This is in view of the significant amounts (hundreds to thousands of tons) of pressurized CO 2 involved during its pipeline transportation and intermediate storage.
Here, rapid depressurization can occur either intentionally, during for example, maintenance or emergency blowdown, or accidentally following containment failure.
Additionally, considering the fact that the most economical way for the pipeline transportation of CO 2 for subsequent storage is in its dense or supercritical state 7 , and that CO 2 at concentration greater than 7 v/v% is an asphyxiant 8 underlines the importance of considering a BLEVE as a key feature for CCS risk assessment. To date, there is little evidence for the above having been accounted for.
A simplistic method for determining the risk of a BLEVE occurring is based on the 'Superheat Limit Temperature' (SLT) theory [9] [10] [11] the evaporated vapor are assumed to be at thermal equilibrium with their respective original bulk phases. The authors refer to the original bulk phases and the formed bubble or liquid droplets as the parent and child phases respectively. The latter are further assumed to mix with the opposite parent phases instantaneously. As such, the interphase mass transfer between the liquid and vapor zones is purely determined based on equilibrium flash calculations thereby ignoring any superheating of the liquid phase.
The thermal equilibrium assumption has been widely adopted in high-pressure CO 2 pipeline decompression modeling [19] [20] [21] [22] [23] . Featured examples include the multi-phase and multi-component flow model by Mahgerefteh et al. 19 and the vapor-liquid-solid three-phase CO 2 mixture decompression model by Martynov et al. 20 . However, in spite of their sophistication in 5 accounting for important fluid flow phenomena such as decompression wave propagation and wall friction, the superheating of the liquid phase during rapid decompression has not been considered.
To account for such behavior, Deligiannis and Cleaver 24 incorporated an empirical nonequilibrium interphase mass transfer relation into their depressurization model. The ideal gas
EoS was applied to the vapor phase and the model was validated against small-scale (0. and PC-SAFT EoS 32 ). 
THEORY

Blowdown model formulation.
Vapor zone.
During depressurization, the vapor zone and any resulting condensed liquid formed are assumed to be in equilibrium. Accordingly, the corresponding number of moles of the condensed liquid is simply obtained from an equilibrium flash calculation. It is also assumed that the condensed liquid immediately and homogeneously mixes with the liquid zone below it.
The mole balance for the vapor zone is given by:
where V T is the total volume of the containment. For a vessel or short pipeline, it is obtained by assuming a perfect cylindrical shape. Depending on the fluid zone upstream of the discharge orifice, δ takes the value of 0 (liquid zone) or 1 (vapor zone). The rest of the symbols are defined in Figure 1 .
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The energy conservation for the vapor zone based on the second law of thermodynamics with the assumption of infinitesimal heat transfer 33 is given by:
where S discharge is the specific entropy of the discharging fluid from the vessel, and is equal to either S G or S L depending on which fluid zone is subjected to discharge.
For the heat transfer from the vessel wall to the vapor zone, natural convection is the dominating heat transfer mode 14, 34 and the overall heat transfer coefficient, U G is determined based on Churchill and Chu's correlation for natural convection 35 : where the vapor zone Nusselt number, Nu G , Rayleigh number, Ra G and Prandtl number, Pr G are respectively defined as:
where D H is the characteristic length taken as the diameter of the containment considered. 
where A G and T GW are respectively the dry wall heat transfer area and its temperature. For interface heat transfer, that associated with mass transfer is dominant (first two terms in the parentheses of equation 2), and the thermal conduction is thus neglected 14, 33 .
Liquid zone.
The modeling of the liquid zone is analogous to that of the vapor, with the exception of the consideration of the possible superheating. Given that vaporization stops upon reaching thermal equilibrium, a relaxation equation based on the linear approximation proposed by Bilicki and Kestin 25 is employed to account for the delay in vaporization. This is given by:
where q is the mole fraction of the evaporated vapor from the liquid zone, q eq is the corresponding equilibrium vapor mole fraction, and τ is the relaxation time governing the rate at which the system approaches its thermal equilibrium state.
By neglecting the bulk fluid motions within the confinement, integrating Equation 8 over the depressurization time step, i-1 to i produces:
A closure relation is required to calculate the characteristic relaxation time, τ in Equation 9 . In the absence of such data for CO 2 and its mixtures, constant relaxation times are used in all simulations, which were determined to produce the best agreement between the theoretical predictions and measured data in all cases.
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The corresponding numbers of moles of the evolving vapor can then be easily calculated based on the relation:
The evaporated vapor from the liquid zone is assumed to be in saturated state at the system pressure, whilst the remaining liquid phase may be in superheated state. Finally, the resulting mole and energy balances for the liquid zone are respectively presented below:
Boiling is assumed to be the main heat transfer mode in the liquid zone. The corresponding heat transfer rate, L Q  is estimated based on Rohsenow's correlation 35 given by:
where µ L , σ, h fg and Cp L are respectively the viscosity, the surface tension, the latent heat and the constant pressure heat capacity of the liquid zone computed by REFPROP 27 . For a multicomponent mixture, the latent heat is calculated from the enthalpy difference of its dew point and bubble point at a given pressure. T LW is the wet wall temperature and Pr L is the liquid zone Prandtl number.
Discharge modeling.
Three different methods are employed to simulate the choked flow through the discharge orifice depending on the fluid phase. These include the Blevins' model in the case of pure vapor phase discharge, the maximization of the mole flowrate method for twophase discharge and the Bernoulli's equation for liquid phase discharge. The corresponding formulations are given below. 38 . The vapor phase discharge mole flowrate is given by: where, p, T, ρ and r are respectively the pressure, the temperature, density and isentropic expansion coefficient of the vapor zone. p amb , A orifice and C d on the other hand denote the ambient pressure, the discharge orifice area and the discharge coefficient respectively.
Vapor phase discharge
The isentropic expansion coefficient is determined by:
Two-phase discharge
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. The conditions for two-phase choked flow can be determined through maximizing the discharge flowrate by varying the orifice pressure, p orifice isentropically.
The discharge mole flowrate in terms of the predicted choked conditions at the orifice is given by:
where h is the known specific enthalpies of the vapor or liquid zone, and h orifice is determined by a pressure-entropy (p-S) flash calculation at p orifice and S orifice .
Liquid phase discharge.
Following Richardson et al. 40 for non-flashing incompressible liquid discharge, the Bernoulli's equation can be applied to determine the mass flow rate:
where u is the flow velocity in the vessel which is often negligible (stagnant conditions). Given that p orifice is equal to the ambient pressure, u orifice and hence the discharge flow rate can be calculated by rearranging Equation 17.
NUMERICAL SOLUTION METHOD
The blowdown model presented above consists of a system of Ordinary Differential Equations (ODE) which may be written in the following vector form:
where, (19) are respectively referred as the vector of conservative variables and their functions. ψ, is the vector containing the source terms which corresponds to the interphase mass transfer and the associated entropy exchange:
The solution strategy for above ODE system is analogous to that adopted in the study by D'Alessandro et al. 17 . At each time step, the ODE system is solved firstly without taking the source terms into account. Thereafter, the contributions of the source terms are added to update 16 the conservative variables explicitly within the same time step. Finally, the fluid thermal states of each fluid zone are updated to allow the solution to advance in time.
RESULTS AND DISSCUSSIONS
The following presents the validation of the depressurization model described above by comparison of its predictions against the published data obtained from two sets of depressurization experiments; one for pure CO 2 conducted by TNO and DNV 41 , the other for For all three releases performed, the test vessel was initially completely filled with pure CO 2 at the pressure and temperature ranges of 115 to 120 bar and of 296 to 300 K corresponding to the liquid phase. Table 1 gives the various temperatures, pressures and the time lapsed following the onset of depressurization to reach the fluid saturated conditions for each test. The latter corresponds to the time at which the recorded temperature-pressure depressurization path crosses the CO 2 saturation curve.
It is noted that all the three depressurization tests (see Table 1 ) were started prior to the thermal equilibration between the vessel top and bottom temperatures. The authors attributed this temperature difference to the filling process.
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The simulations were performed using 0.001 s time step. Convergence test shows that further decreasing the time step to as low as 0.0001 s had a marginal impact on the simulated data. The relaxation time, τ was set to be 0.5 s. For the sake of comparison, the same runs are repeated using BLOWSIM 33 , validated against the commercially available blowdown computer program, BLOWDOWN 14 . Such a trend is elucidated by plotting the corresponding depressurization paths in pressuretemperature (p-T) plane together with the SLT curve for CO 2 (see Figure 5 ). As the valve diameter increases, the decompression path departs further from the saturation line.
Nevertheless, these paths are still away from the SLT, and according to the SLT theory, no BLEVE would occur. Referring to the temperature data (Figures 7a-c) , also included are the corresponding liquid phase saturated values based on assuming thermal equilibrium between the bulk liquid and the evolving vapor.
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As it may be observed, much the same as the TNO & DNV tests presented earlier, the subsequent cooling in the liquid zone following depressurization is much more significant than that in the vapor zone, producing a maximum temperature drop of 30 K (see Figure 7c ) .
More interestingly, soon after the depressurization commences, the simulated liquid zone temperature remains higher than the equilibrium values (dashed line), indicating the superheating of the liquid phase. The degree of the superheat increases with depressurization, reaching a maximum value of ca. 5 K (see Figure 7a) . Table 2 ). The predicted and measured transient pressure and temperature data are plotted in Figures 8a and b respectively; also included in Figure 8b is the equilibrium temperature (red curve) for references. In Figure 8a , a higher depressurization rate can be observed with an increase in the relaxation time. Turning to the temperature data (Figure 8b ), for the liquid zone, higher degrees of superheat with larger τ are manifested in its predictions appearing further away from the equilibrium (red curve). With regards to the vapor zone, there is however no noticeable effect of τ. Table 2 ) are adopted.
Impacts of CO
To elucidate the impact of the release orifice diameter, simulations with three different orifice diameters of 6, 12 and 18 mm are performed with the same arbitrary mixture of 1.9 mol% N 2 and 98.1 mol% CO 2 . The study of impact of impurities on the other hand is conducted by changing N 2 impurity mole fractions from zero (pure CO 2 ) to 1.9 mol% whilst keeping the release orifice diameter at 18 mm. The time step and relaxation time are respectively set to 0.001 s and 0.01 s as previous. Other details for each of the 7 simulations with the assigned case study numbers are presented in Table 3 . Referring to Figure 9a , as it may be observed, much the same as the TNO & DNV pure CO 2 vessel release tests findings, the degree of superheat of the liquid phase increases with the increase in the release orifice diameter; the maximum value reaching ca. 8 K for the 18 mm diameter orifice. This is believed to be a consequence of the higher depressurization rate due to the increase in orifice diameter. Accordingly, the delay in the vaporization becomes more significant and hence the observed higher degree of superheat in the liquid phase. The subsequent levelling off in the degree of superheat for the 18 mm diameter orifice after 6.5 s of depressurization is due to the drop of depressurization rate as the vessel evacuates.
The impact of impurities on superheating is shown in Figure 9b . In general, an increase in the mole fraction of N 2 impurity results in a monotonic increase in the degree of superheat,
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indicating an increase in the risk of a BLEVE. The maximum difference of 4 K in the degree of superheat occurs between case studies 4 (pure CO 2 ) and 7 (with 1.9 mol% N 2 impurity). Apart from the risk of a BLEVE resulting in potentially major destruction to property and fatalities, the migrating CO 2 cloud poses a significant hazard given that the gas is an asphyxiant at concentrations greater than 7 v/v %. This is the first time that such a potentially major hazard has been considered in detail in the context of CCS.
CONCLUSIONS
Model validation involved the comparison of its predictions against the recorded data from a number of high pressure experiments involving the release liquid phase CO 2 and its mixtures.
Good agreement with the measurements of the temperatures and pressures for both of the separated vapor and the liquid zones, including the degree of superheat were obtained in all cases.
Additional case studies were performed using the validated model in order to elucidate the impacts of pressure relief diameter and CO 2 impurities on the degree of superheat. These investigations revealed that the degree of superheat and hence the risk of a BLEVE increases with an increase in the release orifice diameter. This is of special concern given the seemingly logical inclination to depressurize units as fast as possible by increasing the relief diameter in an emergency situation.
In the case of CO 2 mixture investigations, it was found that the higher the mole fraction of the non-condensable component, the higher the degree of superheat and hence the greater the risk of a BLEVE occurring. This finding has significant implications given that depending on the capture technology employed, the captured CO 2 entering the high pressure transportation pipeline and ultimately the storage site will inevitably contain a range of impurities at different concentrations 43 . The impact of these impurities in the context of a BLEVE has never been considered prior to this work.
It is also worth noting that the model presented in this work is in principle applicable to blowdown under fire attack, provided that sufficiently small time discretization are employed for the numerical simulation such that heat transfer during each time step becomes negligible.
However, this will be at a cost of prohibitive computational run times.
Finally, two important assumptions were made in the development of the model, both worthy of a future study. The first being no bulk fluid motion during depressurization. Although applicable in the case of high pressure storage vessels, in the case of pipelines, this assumption limits the application of the model to situations where normal flow in the pipeline has been terminated through emergency isolation prior to depressurization. The second, to do with the absence of relevant data or empirical correlations, is the use of a constant characteristic relaxation time to account for the delay in vaporization. Although despite the use of the constant relaxation time in this work, our model produces relatively good predictions within the ranges tested, the development of dedicated correlations for CO 2 and its mixtures at the relevant CCS operating pressures and temperatures should form the basis of a future study. 
