Abstract. Based on a generalized Newton's identity, we construct a family of symmetric functions which deform the modular Hall-Littlewood functions. We also give a determinant formula for the modular Macdonald functions.
Introduction
Let Λ F be the ring of symmetric functions over the field F = Q(q, t). Macdonald [M] introduced an orthogonal family of symmetric functions Q λ (q, t) and their dual family P λ (q, t) indexed by partitions λ. When q = 0, the functions Q λ (t) = Q λ (0, t) are the well-known Hall-Littlewood polynomials, which include the Schur Q-functions as an special example when t = −1. Morris and Saltana [MS] studied the Hall-Littlewood polynomials Q λ (ω) at an mth root of 1 and suggested that they have close relation with modular representation theory of the symmetric group, which was confirmed by [LLT] . Recently a spin invariant theory was also established by Wan and Wang [WW1, WW2] where a strong representation theoretic explanation was found for a similar but different deformation of Schur Q-functions.
It is well-known that this kind of specialization in Hall-Littlewood polynomials to Schur Q-functions or modular Hall-Littlewood functions must be dealt separately with care, because the original argument for the general case often does not work at the modular case. For example, in [M] one section was devoted to Schur Q-functions, the case of t = −1.
In this work we will prove that there exists a family of orthogonal polynomials Q λ (q, ω), λ runs through partitions with multiplicities m i (λ) < m, which deform the modular Hall-Littlewood polynomials Q λ (ω). More specifically let Λ (m) F be the subring of symmetric functions generated by power-sum symmetric functions p µ , where m ∤ µ i . The subring has the inner product
where λ, µ ∈ P m , the set of partitions with parts = 0 (mod m). The Macdonald polynomials have been proved as the eigenfunctions of the Macdonald operator [M] and the Macdonald symmetric functions were also shown to be eigenfunctions of certain vertex operator like operators [AMOS, GH, S] (also see [CJ2, CJ3] ). We follow the same strategy to study the modular cases together with the new technique of Newton's identity [CJ4] . We will construct a graded differential operator X(z) = n X n z −n on the space Λ (m) with certain triangular property. The modular Macdonald polynomials are shown to be the distinguished eigenvectors for the differential operator X 0 . We remark that this differential operator is not a specialization of the Macdonald operator. It is an open problem whether there exist two parameter deformation of the modular Hall-Littlewood polynomials, which are suggested by the interesting case of Schur Q-functions [WW1, WW2] .
The paper is organized as follows. In section two we first recall the background information of symmetric functions and give special attention to the subring Λ (m) generated by symmetric functions indexed by m-regular partitions. We study the main technique of the generalized Newton identity for the generalized complete homogeneous polynomials in section three. We then construct certain differential operator acting on the subring Λ (m) in section four where some of their basic properties are studied. In particular we prove a generalized Newton-like identity and then prove the existence of generalized Hall-Littlewood functions and Macdonald symmetric functions at root of unity. Finally in section five we give a determinant formula for the modular Macdonald symmetric functions.
Partitions and modular symmetric functions
We first fix the notations of partitions [M] . A partition λ = (λ 1 , · · · , λ s ) of weight n is a sequence of weakly decreasing non-negative integers, and the weight is denoted by n = |λ| = i λ i . One also writes that λ ⊢ n if λ is a partition of n. When the parts are arranged in the increasing order: λ = (1 m 1 2 m 2 · · · ), then m i = m i (λ) is called the multiplicity of i in λ. The length of λ is defined as l(λ) = i m i . The union λ ∪ µ of two partitions λ and µ is defined by m i (λ ∪ µ) = m i (λ) + m i (µ) for all i. Let P n = {λ ⊢ n} be the set of partitions of n and P = ∪ ∞ n=1 P n the set of all partitions. For λ, µ ∈ P n , the dominance order λ ≥ µ is defined by j≤i (m j (µ)−m j (λ)) ≥ 0 for all i. We write
If λ is a partition with all parts in B m , we denote m ∤ λ, and m ∤ λ ⊢ n if moreover its weight is n. If each multiplicity of λ satisfies m i (λ) < m, we denote λ <m , and similarly, we use notation λ <m ⊢ n. The following lemma is well-known.
Lemma 2.1. For positive integers m, n, the two sets (2.1) {λ ∈ P n |m ∤ λ} and {λ ∈ P n |λ <m } have the same cardinality.
Proof. In fact, the two sets have the same generating functions:
The ring Λ of symmetric functions in the variables x i is a Z-module with basis m λ , λ ∈ P, where for a partition
When the partition has only one part, i.e. λ = (n), one has that m (n) = x n 1 + x n 2 + · · · = p n is the nth power sum symmetric function formal power sum. For convenience, we define p 0 = 1 and p n = 0 when n < 0. The power sum symmetric functions p λ = p λ 1 p λ 2 · · · form another basis of Λ F = Λ ⊗ Z F for a field F of characteristic 0. The vector space Λ F is also an commutative algebra over F with the natural multiplication defined by p λ p µ = p λ∪µ . It is a graded algebra with degree defined by deg(p i ) = i, i ≥ 0.
A generalized Newton's formula and its refinement
Let A be a commutative algebra over a field F , and let R n , q n ∈ A (n ≥ 0), where q 0 = 1 is assumed to be the unit element of A. For a partition λ = (λ 1 , . . . , λ s ), define q λ = q λ 1 q λ 2 · · · q λs ∈ A. For convenience, we set q n = 0 for n < 0.
The following theorem generalizes Newton's formula (see Remark 3.3 of Corollary 3.2 in [CJ4] ).
Theorem 3.1. [CJ4] Assume that i≥1 R i q n−i = d n q n with d n ∈ F for each n ≥ 1. Then for any partition λ = (λ 1 , . . . , λ s ) of length s, we have
We can give a combinatorial description of the coefficient d λµ .
Lemma 3.2. For partition λ = (λ 1 , . . . , λ s ) of length s, ν = (ν 1 , . . . , ν t ) of length t. Let N l (λ, ν) be the cardinality of the set
We have
where k i is the number of j's such that λ j > µ i . Moreover, N l (λ, ν) is given by the following formula:
Lemma 3.3. With the same hypothesis, of Theorem 3.1 we have
Iteratively using this formula, we can write R n = µ⊢n d µ q µ , with d µ ∈ F. We need to prove that d µ can be expressed as in (3.5). We prove this by induction on l(µ). Note first that if µ has only one part, i.e. µ = (|µ|), then d µ = d |µ| and (3.5) is true. Generally, set µ = (1 m 1 2 m 2 · · · ), and for each i such that m i ≥ 1 set
Note that if m i = 0, the right side of (3.6) is zero. Thus we have
Now the numbers d λµ can be computed as following:
Corollary 3.4. The coefficient d λµ in Theorem 3.1 can be expressed as following
where d µ is given by formula (3.5).
A generalized modular Hall-Littlewood function
Let ǫ = (ǫ 1 , ǫ 2 , . . . ) be a sequence of (finite or infinite) non-zero parameters or indeterminants. Let Q(ǫ) = Q(ǫ 1 , ǫ 2 , · · · ) be the field of rational functions in ǫ 1 , ǫ 2 , . . . over Q. Let Λ be the free commutative algebra generated by p 1 , p 2 , . . . over Q. A natural basis of Λ is p λ = p λ 1 p λ 2 · · · (λ ∈ P). We use the notation Λ(ǫ) for the algebra of symmetric functions Λ ⊗ Q(ǫ) associated with the scalar product given by [Ke] 
where δ is the Kronecker symbol, ǫ λ = ǫ λ 1 ǫ λ 2 . . . with ǫ 0 = 1, and
We are also interested in the subalgebra Λ (m) (ǫ) generated by p n 's with n ∈ N − mN. This subalgebra is also a graded by the natural degree gradation:
where Λ (m) (ǫ) n is the subspace of homogeneous symmetric functions of degree n.
For each λ ∈ P, define the generalized complete symmetric function q λ = q λ 1 q λ 2 · · · , where q n is given by the generating function:
Thus q λ is homogeneous of degree |λ|, q 0 = 1 and for n > 0 one has
One has the following elementary result.
Lemma 4.1. The following three sets are all basis of Λ (m)
Proof. First, (4.5) is a basis by definition. Applying logarithm to both sides of Eq. (4.4), we find (4.8)
for each n such that m ∤ n. This implies that each p λ in (4.5) is a linear combination of q µ 's (with |µ| = |λ|). Notice that the three sets have the same cardinality by Lemma 2.1. We only need to prove the following two facts: (a) q km is a linear combination of q µ 's with µ < (km), (b) q (k m ) is a linear combination of q ν 's with ν <m and ν > (k m ). Because then one can iteratively use (a) ((b) respectively) to express q λ -and thus p λ -as a linear combination of elements in (4.6)((4.7) respectively). Now let us turn to the proof of (a) and (b). Fix an m-th primitive root ξ m of 1. One has
where we use that m i=1 ξ in m = 0 if m ∤ n. For every positive integer k, consider the coefficient of z km in Eq. (4.9), we have (4.10)
where the sum is over ν such that 1 < l(ν) ≤ m and ν = (k m ). Note that among all partitions µ such that |µ| = km and l(µ) ≤ m, (km) is the largest and (k m ) is the smallest in terms of dominance order. Thus q km is a linear combination some q µ 's with µ < (km), and q (k m ) is a linear combination of q µ 's with µ <m and µ > (k m ). This finishes the proof.
Remark 4.2. From the proof we see that q λ is a linear combination of q µ 's with m ∤ µ ≤ λ, and a linear combination of q µ 's with µ <m ≥ λ.
We need some linear operators on Λ (m) (ǫ). Define h n ∈ End F ǫ (Λ (m) (ǫ)) by
where n > 0 and v ∈ Λ (m) (ǫ).
For an operator A on Λ(ǫ), the conjugate A * of A is defined by A.u, v = u, A * .v for all u, v ∈ Λ(ǫ). An operator A is self-adjoint if A = A * . For a partition λ, if A.q λ is of the form A.q λ = µ≥λ a λµ q λ , we say that A a raising operator for the set {q λ }, or simply A raises q λ .
The following result is a trivial consequence of the definition.
Lemma 4.3. We have the following properties for h n 's:
4.1. A generalization of modular Hall-Littlewood functions. Now we consider for the algebra Λ (m) (ǫ) (of symmetric functions), that ǫ n = q n −1 (1−ξ n m )c n , where q, c are two parameters. We define the following vertex operator
], the space of formal power series of Λ (m) (ǫ) in z. We will show that the eigenvectors of X 0 form an orthogonal basis of Λ (m) (ǫ).
Proof. We compute that
which implies the result.
Theorem 4.5. The operator X 0 is self-adjoint and acts on q λ ′ s as a raising operator, i.e. X 0 .q λ = µ≥λ c λµ q µ . Moreover the leading coefficient
Remark 4.6. Combining this with Remark 4.2, we we can also write
Proof. We also need another operator on Λ(ǫ) defined by:
Note that the action of Y n on Λ(ǫ) is the multiplication of q n , i.e. Y n .v = q n ·v. For a partition λ = (λ 1 , . . . , λ s ), X 0 .q λ is the coefficient of z 0 w
With the assistance of Lemma 4.4, we apply Theorem 3.1 to the right side of Eq. (4.16) with d n = q n − 1. Note that although these i j 's start from 0, this will not affect the triangularity of X 0 .q λ and the leading coefficient has the desired form.
Note that λ = µ does not imply c λλ = c µµ in general. For example, this happens when λ = (1 k 2 m+l ), µ = (1 k+2m 2 l ). However if we restrict the partitions to those with multiplicities less than m, than λ = µ does imply c λλ = c µµ . To see this point, for λ = (1 m 1 2 m 2 · · · ), we can rewrite the crucial part of c λλ :
Note that for r consecutive integers a + 1, a + 2, · · · , a + r, r i=1 ξ r m = 0 if and only if m|r. If c λλ = c µµ , we should first have
Then we compare the coefficients q 1 , q 2 , · · · in f λ (q) and f µ (q), we find the multiplicities m i (λ) = m i (µ) for i = 1, 2 · · · . Thus λ = µ.
Corollary 4.7. For the algebra of symmetric functions Λ (m) (ǫ), set ǫ n = q n −1 1−ξ n m c −n . Then for each partition λ <m , there is a unique symmetric function Q λ such that (1) Q λ = µ <m ≥λ C λµ q ǫ µ with C λλ = 1, (2) Q λ is an eigenvector of X 0 . Moreover these Q λ 's give rise to an orthogonal basis of Λ (m) (ǫ) and X 0 .Q λ = c λλ Q λ with c λλ given in Theorem 4.5.
Proof. We first prove the second statement by assuming the first statement is true. We first have X 0 .Q λ = c λλ Q λ by Theorem 4.5 (and the remark to it). Note that c λλ = c µµ for λ = µ, and also X 0 is self-adjoint. We have orthogonality by the following
Now we turn to prove the first statement. We need to show that there is a unique family C λµ , µ <m ≥ λ with C λλ = 1 such that µ <m ≥λ C λµ q µ is an eigenvector of X 0 . Thus we need (4.17) Notice here that the eigenvalue has to be c λλ . Set X 0 .q µ = ν <m ≥µ c ′ µν q ν (see the remark to Theorem 4.5). Consider the coefficients of q ν for ν ≥ λ in both sides of (4.17). For ν = λ, the coefficients in both sides are already equal, and C λλ = 1 is fixed. For ν > λ, we need
Starting from C λλ = 1, and making induction on the dominance order, each C λν can be found uniquely.
corresponds to the specialization of t = ξ −1 m , which is a specialization of standard Macdonald case, with the vertex operator and eigenvalue
Furthermore, if we consider m = 2 (ξ m = −1), q = 0, then ǫ n = 1 2 (for odd n), then Q λ 's (for distinct partition λ) are Schur Q-functions.
(B) For partition λ ⊢ m with l(λ) ≤ m, the Q λ is the specialization of the original Macdonald function Q λ (q, t) at t = ξ m . But if l(λ) > m, then Q λ is not the specialization of the original Macdonald function.
(C) The symmetric functions we constructed bear certain similarity with the deformation of Schur's Q-functions [J2] constructed via vertex operators. These q-Schur Q-functions were later systematically studied in [TZ] where they conjectured the positivity of the q-Kostka polynomials. In [WW1, WW2] a different deformation of Schur Q-functions was studied from the viewpoint of representation theory of spin groups.
Determinant formula for modular Macdonald functions
As in Theorem 3.1, set d n = q n − 1 for a constant q. Now we consider the following expansion
with a 0 = 1 and a k = 1 − t −1 for k ≥ 1, t being an nonzero constant. We know that X 0 .q λ = µ≥λ r λµ q µ , with the leading coefficient given by:
We have the following expression for X 0 .q λ : where d ω,δ is given by Corollary 3.4. For positive integer n, assume that λ 1 < L λ 2 < L · · · < L λ s is the set of partitions of n arranged in the lexicographic order. Set M n = (r λ j λ i ), the s × s matrix with element r λ j λ i at the position of the ith row and jth column. Note that this is a lower triangular matrix. The following result is a generalization of the determinant formula [LLM] (see also [CJ2] ) for Jack polynomials [St] .
Theorem 5.1. For λ k in P n , assume that Q λ k (q, t) = t C λ k λ t q λ t (q, t), then the column vector X λ k = (C λ k λ 1 , · · · , C λ k λ s ) T is a solution of the following linear system (5.9) M n X λ k = r λ k λ k X λ k .
Moreover, we have the following determinantal expression for Macdonald functions (5.10) Q λ k (q, t) = t =k (r λ t λ t − r λ k λ k ) −1 detM n (k; q λ 1 (q, t), · · · , q λ s (q, t)), where M n (k; q λ 1 (q, t), · · · , q λ s (q, t)) is the matrix M n with kth row replaced by (q λ 1 (q, t), · · · , q λ s (q, t)).
Remark 5.2. Set P λ k (q, t) = t D λ t λ k m λ t , and column vector Y λ k = (D λ 1 λ k · · · D λ n λ k ) T . Then we have 
