The long-term objective of this research project is to characterize multi-pollutant (arsenic, lead, cadmium, and chromium) human exposures by linking sources to biomarkers using a multi-scale (individual level, county level) hierarchical Bayesian model (HBM) that describes how multi-media pathways contribute to direct routes of exposure. Our approach is to use a statistical model that has explicit stages for pollutant sources, global and local environmental levels, personal exposures, and biomarkers. By analyzing these stages simultaneously, we provide an analysis of exposure pathways from the sources of toxic substances in the environment to biomarker levels observed in individuals. The complexity of our approach, in terms of levels of hierarchy, variety of (misaligned) data sources, and computational requirements, illustrates what is now possible using hierarchical Bayesian models. Our HBM draws on individual-specific measurements from the National Human Exposure Assessment Survey (NHEXAS) Phase I, supplemented by arsenic concentration measurements in topsoil and stream sediments. We focus on arsenic and its air, soil, water, and food pathways of exposure for individuals in the U.S. Environmental Protection Agency's Region 5 -Illinois, Indiana, Michigan, Minnesota, Ohio, and Wisconsin. After fitting the HBM, we report on the relative importance of the different pathways of arsenic exposure. In addition, we provide a discussion of generalizations to more complicated pathways, other regions, and a multivariate model.
Introduction
Hierarchical statistical modeling is a powerful tool for analyzing a complex phenomenon in the presence of uncertainty surrounding the scientific investigation of that phenomenon. This approach is based on conditional probabilities that express hierarchically how subcomponents of the model relate to each other. At each level of the hierarchy, it is expected that the conditional probability distribution is relatively simple but that, when combined, a comprehensive model of the complex phenomenon is obtained. That is, we model "locally" but analyze "globally"; a simple description of this approach can be found in Section 2. There has been a growing level of interest and success using hierarchical statistical modeling, particularly in the area of environmental science. In addition, when model parameters are treated as random quantities with given prior distributions, a hierarchical Bayesian model (HBM) is obtained. A by-no-means exhaustive list of papers in environmental statistics that propose an HBM as the appropriate model is Wikle et al. (1998) , Berliner et al. (2000) , Wikle et al. (2001) , Lockwood et al. (2001) , Golam et al. (2002) , and Calder et al. (2003) . In this article, we show how the HBM allows us to synthesize diverse sources of data collected at different spatial scales according to different protocols, with a complex phenomenon whose subcomponents are expressed as a scientifically interpretable acyclic directed graph.
In general, we are interested in quantifying and understanding humans' exposure to toxic substances. We seek to characterize the levels of toxic substances to which people are exposed and to understand the pathways by which people become exposed to them.
Collecting exposure data to determine exposure levels and pathways is a difficult task. While it is possible to measure levels of toxic substances in various media, including ambient environmental and biomarker levels in humans, there are many sources of uncertainty in the quest for cause-effect relationships. In addition, measurement of such levels in human populations can be burdensome to the subjects, especially when longitudinal measurements are desired. As a result of these limitations to existing data-collection methods, advanced statistical analyses of exposure data are required to answer key questions about the presence and sources of toxic substances in the environment, the means by which humans are exposed to them, and how those pollutants manifest in their bodies. We use biomarkers, which are distinctive biochemical indicators of geochemical processes or events, to quantify this last aspect.
The long-term objective of this research project is to understand the exposure pathways of heavy metals from sources to biomarkers, in particular: Cadmium (Cd), Lead (Pb), Chromium (Cr), and Arsenic (As). In this article, we have chosen one metal for our preliminary HBM, namely arsenic, since the U.S. Environmental Protection Agency (EPA) is interested in revisiting environmental standards for levels of arsenic in various media.
While arsenic exposure routes are not well understood, the association of adverse health effects with arsenic has been documented. Inorganic arsenic is released in the environment during the smelting of copper and lead ores and can also be found in pesticides. After exposure, inorganic arsenic is excreted in urine (Vahter, 1988) . This type of acute exposure may cause irritation of the gastrointestinal and respiratory tracts (WHO, 1981) . Chronic exposure may lead to melanosis, hyperpigmentation, depigmentation, hyperkeratosis, and skin cancer, and may also affect the nervous, cardiovascular, and haematopoietic systems. In addition, an increased risk of lung cancer has been observed among workers exposed to arsenic (WHO, 1981) .
Our analysis of arsenic exposure routes relies primarily on the National Human Exposure Assessment Survey (NHEXAS), a federal interagency effort led by the U.S. Environmental Protection Agency (EPA), the U.S. Centers for Disease Control (CDC), and the U.S. Food and Drug Administration (FDA). NHEXAS was conducted in response to the demand in the U.S. for surveillance of exposure to toxic agents at the federal level , and is a residential-based survey in contrast to an occupational-based survey. According to Pellizzari et al. (1995) , the long-term goals of NHEXAS were: (1) to estimate the geographical and temporal variation in exposure to hazardous environmental chemicals for the U.S. population; (2) to identify the sources of exposure for potentially at-risk subpopulations; and (3) to provide data for linking environmental exposure, doses, and health outcomes.
Initially, three phases of NHEXAS were planned; however, at present, only Phase I has been completed. Conducted from 1995-1998 in the EPA's Region 5, Arizona, and Maryland, Phase I of NHEXAS was intended to assess the feasibility of the survey design and monitoring techniques before conducting a national survey. In particular, the cost-effectiveness of the population-based probability design (see Callahan et al., 1995; Lebowitz et al., 1995 ) needed to be determined. In addition, assessing whether comparable exposure measurements (e.g., sensitivity, specificity, accuracy, precision, portability, affordability) could be obtained for the various chemicals and various media was a major priority (Pellizzari et al., 1995; Lebowitz et al., 1995 ) .
We obtained the NHEXAS Phase I data from EPA's Human Exposure Database System (HEDS) website (http://oaspub.epa.gov/heds/). For our preliminary Bayesian pathways model, we drew on the biomarker and environmental media Phase I measurements for the entire 249 individuals sampled from EPA's Region 5. Figure 1 shows the counties where the Phase I study was conducted, based on the sampling design and the number of NHEXAS participants chosen in each county. Each of these 249 individuals was monitored for a period of 7 consecutive days, and various biomarker and environmental media measurements were collected. We provide a description below of the subset of these measurements used in our preliminary sources-to-biomarkers (STB) model for arsenic exposure.
• Urine -Morning void urine samples were collected on the third and seventh days of the study.
• Personal Air -Air samples were collected for a subset of the participants using monitors worn by the participants for a period of 144 hours.
• Indoor Air, Outdoor Air -Integrated six-day average air samples were collected in the primary living area of the participants' homes (indoor air) and at a location outside the participants' homes (outdoor air).
• Floor Dust -Samples of floor dust were collected using a small piece of pre-weighed carpet that was placed in the participants' homes for a specified period of time.
• Soil -Soil samples were collected by a sweeping method from an area with high traffic at the primary entrance to the home and by a ring collection method from exposed soil in the primary outdoor activity areas.
• Sill Dust -Dust samples were collected from a windowsill in the participant's primary living area.
• Food/Beverage, Food, Beverage -NHEXAS participants were required to prepare or obtain duplicate samples of the food and beverages they consumed for four consecutive days. Composites of the different food and beverage samples were either analyzed jointly (food/beverage intake) or were separated into beverage intake and food intake.
• Flushed Water -Tap-water samples were collected from participants' homes after flushing the pipes for a period of 3 minutes.
• Standing Water -Tap-water samples were collected from the participants' homes after the water in the pipes remained undisturbed for a period of at least four hours.
More detailed descriptions of the measurement-collection methods and analysis techniques, as well as descriptions of supplemental demographic information from questionnaires administered to NHEXAS participants, can be found in Pellizzari et al. (1995) . Our preliminary model does not use this supplemental demographic information, although we plan to do so in future models. Given the limited geographic coverage of the NHEXAS Phase I data, we decided to include also information about the background (or global environmental) levels of the toxic substances. Here, the information is with regard to sources of arsenic, although it does not allow us to distinguish between what is natural and what is authropogenic. In our analysis, we include soil concentration measurements from the USDA-NRCS Soil Geochemistry Spatial Database (http://soils.usda.gov/survey/geochemistry/index.html). We hypothesize that the information in this database that is most relevant to human exposure is the arsenicconcentration measurements from the layer of soil closest to the surface (topsoil) in 1.5 meter soil cores known as pedons. While the 25 point-level measurements of arsenic levels in soil from the USDA-NRCS database does enhance the spatial coverage provided by the NHEXAS sample, there are still a substantial number of Region-5 counties without soil measurements. Therefore, to supplement our spatial coverage further, we obtained concentrations of arsenic in stream sediments from the USGS's National Geochemical Survey (NGS) database (http://tin/er/usgs.gov/geochem). Stream-sediment measurements provide information about the level of contaminants over entire watersheds, defined by the EPA as hydrologic cataloging units (HUC8, where "8" refers to their representation in terms of 8-digit codes). Because of this broader spatial coverage, compared to the localized information provided by soil cores, the USGS has invested more heavily in developing the NGS as its primary database, and there are 5221 stream-sediment measurements available in Region 5. These are used in our STB model to provide more extensive geographic coverage of arsenic levels in soil.
While the relationship between arsenic exposure and human health provides the underlying motivation for this research, we do not include a health outcome in our model. Instead, our model is designed to inform about variation in arsenic uptake (as measured by biomarkers), eventually across different populations and geographic regions. Understanding the reasons for these variations can be used to lower arsenic exposure through government regulations. In particular, regulations can target subpopulations or regions with high levels of arsenic exposure and can focus on media known to contribute to arsenic levels in humans. Therefore, our research can help to shape policy designed to reduce the occurence of adverse health outcomes due to arsenic exposure.
In Section 2, we describe the HBM in overview form, and the conditional distributions that are required by the Gibbs sampler, a Markov chain Monte Carlo (MCMC) procedure. These conditional distributions are used to create samples from the posterior distribution of all unknown values, including model parameters, given the data. Section 3 presents the variables, parameters, and conditional distributions involved in our STB model, followed by the details of a preliminary STB model that is operational. The preliminary model is fitted and results are given in Section 4. Lastly, Section 5 discusses generalizations of our preliminary model to more complicated pathways, other regions, and a multivariate analysis.
Hierarchical Bayesian Modeling (HBM)
Before considering specific hierarchical Bayesian models for exposure pathways from sources to biomarkers, we present a "cartoon" of the approach. Consider a collection of variables, divided into three groups, B: biomarker variables; E: exposure and environment variables; S: sources (point and distributed) of environmental contamination variables.
As we shall see in Section 3, the pathways can be much more complicated than described below, with additional variables within E and S, and a graying of the sharp distinction assumed here between E-variables and S-variables.
The variables are observed imperfectly and their behaviors are not always well understood, leading us to use a statistical approach to handle these multiple sources of uncertainty. The theoretical basis for analyzing a complex process is the joint probability distribution of all components, denoted by [B, E, S] . (We use the notation [x] here to denote a joint distribution for the multivariate object x, and [x| y] to denote the conditional probability distribution of x given another set of variables y.)
Joint and posterior distributions
Our statistical approach to modeling human exposure to toxic substances stems from the simple probabilistic result that the joint distribution can be decomposed into a product of conditional distributions:
This formula is a crucial component of HBM; it traces how the sources have a causal effect on the environment and exposure through the various pathways summarized by the conditional distribution [E| S], which in turn have an impact on individuals' biomarkers through various routes of exposure (e.g., inhalation, ingestion, etc.) that are summarized by the conditional distribution [B| E, S].
If we assume that the environmental exposure variables capture all the information in S contributing to direct personal routes of exposure, we can simplify the conditional model to
While (1) and its variants look simple, the dimensions of the variables modeled can be very large. Statistical-computing algorithms to deal with these model complexities are relatively recent, the most notable of them being Markov chain Monte Carlo (MCMC); see, for example, Gilks et al. (1998) , Chen et al. (2000) , and Gelman et al. (2004) . The HBM framework offers a coherent mechanism for using scientific reasoning, learning from data, quantifying uncertainty, and making inference about possible causal relations. One should recognize that the conditional distributions in (1) are usually not known exactly, but their functional forms are determined by scientific knowledge. The uncertainty about the exact distributions one should use, is handled through a collection of unknown parameters denoted by θ. Then the model (2) is modified to:
where in (3) we assume that the conditional distribution of B depends only on E and not on
S.
At this point, one has a choice between estimating the parameters θ based on data Y (empirical Bayesian inference) or putting a prior distribution, [θ], on them and seeking the posterior distribution of all unknowns, including θ, given the data Y (Bayesian inference). Bayesian inference handles the uncertainty in θ automatically and that is our preference. Then, upon using the prior [θ], the model (3) is updated based on the observations, Y , via Bayes' Theorem:
where [Y | B, E, S, θ] is the data model capturing the uncertainty inherent in the observation of processes like B, E, and S imperfectly (measurement error, location error, sampling error). The posterior distribution given by (4) is the central distribution from which all Bayesian inference is derived. In Section 3, we develop parameterized component models, like those in (3). These are specific pathways that we use to model the passage of arsenic from its sources through to its presence in biomarkers in individuals. We also discuss data models and prior models, the two other components of (4).
Simulation-Based Model Fitting
Although we can write down the posterior distribution of all unknowns conditional on the observations using Bayes' Theorem, we almost never obtain an analytic solution. Typically, the normalizing constant is not available in closed form. Instead, we use a sampling method that produces an ensemble of realizations from the target posterior distribution. The method relies on MCMC methodology, where we simulate from a Markov chain that has been carefully designed so that its stationary distribution coincides with the target posterior distribution. It follows that, after a burn-in, the generated realizations of the chain comprise a simulated sample from the posterior distribution. Data analysis is performed on this sample to produce the desired inferences. Given the large number of variables whose posteriors we seek, MCMC can be a challenge.
We use the MCMC algorithm based on the Gibbs sampler (e.g., Gelfand and Smith, 1990; Robert and Casella, 2004) . Briefly, to sample from [B, E, S, θ|Y ], we simulate successively from the steps:
[θ|B, E, S, Y ] , and repeat; at each step we condition on all the latest values we obtained from the previous steps. The distributions in (5) are referred to as full-conditional distributions. When a conditional distribution in (5) can only be calculated up to a normalizing constant, we can carry out the simulation in that step by performing a Metropolis-type simulation (e.g., Tierney, 1994; Robert and Casella, 2004) . For example, consider the first step in (5) and suppose that [B|E, S, θ, Y ] is given by the density,
where g is known but its integral is not. Let B (0) be the current value of B and suppose that B * is a simulated random variable of the same dimension as B (from a distribution with certain symmetry properties), where B * is easy to simulate (e.g., from a normal distribution). Define
is the update of B
(given E, S, θ, Y ) in that step of the Gibbs sampler. This tends to slow up the MCMC procedure, so where possible we avoid it. Using computational techniques described in Section 4.1, our HBM is fitted without having to use the Metropolistype simulation.
There is much judgment involved in constructing an MCMC algorithm that burns in quickly and yields stable samples from the posterior distribution. In our work, we use C++ software libraries written at Battelle (available upon request from M. Morara: moraram@battelle.org), whose building blocks are the full-conditional distributions, such as those given by (5). Further discussion will be deferred to Section 4, where we show results of fitting the HBM that we shall now develop in Section 3.
A Preliminary Sources-to-Biomarkers HBM
Section 2 introduced the notion of an HBM through a simplified pathway that went from sources, to exposure and environment variables, to biomarkers. The models that we are working with are much more complicated than this, and in this section we shall develop a sourcesto-biomarkers (STB) model that involves global variables G (sources such as soil, water, etc.), local variables L (personal environment), personal-exposure variables X (inhalation, ingestion, etc.), and biomarker variables B (in urine, blood, etc.). The STB model links the B, X, L, and G variables in a causal manner, that can be visualized as an acyclic directed graph. Figure 2 shows the graph that we shall consider for our preliminary STB model, which is an expanded version (expanded to include global variables) of one considered by McMillan, Morara, and Young (2005) . The figure can be read as follows: An arrow from one box to another indicates that values of the variable in the preceding box are used in specifying the statistical distribution of the values of the variable in the succeeding box. Clearly the boxes do not have to be completely ordered; Cressie and Davidson (1998) show that the acyclic directed graph, in fact, implies a partial order between the boxes. Although the STB model pushes the envelope of complexity in Bayesian hierarchical modeling, we still wish to emphasize its preliminary nature. For our STB model, we have chosen to model one metal (arsenic) in one biomarker (urine) for the six states that make up the U.S. Environmental Protection Agency's Region 5 (Illinois, Indiana, Michigan, Minnesota, Ohio, and Wisconsin). Sources are limited to soil informed by topsoil and stream-sediment data. Later versions that generalize this model will be published elsewhere; this section (and, in fact, this paper) is meant to illustrate the HBM approach in the important area of human-exposure modeling. Further discussion of these generalizations is given in Section 5.
Basic Notation
We denote observed data by Y with an appropriate superscript, either B for biomarker (NHEXAS) data, L for local environmental (NHEXAS) data, or G for global (sources, in the sense of environmental variables not linked to NHEXAS individuals) data. In this article, all data have been initially transformed by taking natural logarithms. That is, Y is on the log scale as are all true values of the variables specified below. The mean of the observed biomarker data of the i-th person, Y B i , is a true, person-specific value denoted by B i ; i = 1, . . . , N I , the number of individuals in the NHEXAS sample. The mean B i depends on the true environmental values to which that person is exposed; they are denoted by {X ij : j = 1, . . . , N X }, where N X is the number of exposure variables. Each X ij depends on the set of true local environmental variables to which that person is exposed; they are denoted by
is the number of local variables. Finally, true global variables (e.g., baseline, county-specific environtmental variables) are denoted by G with appropriate subscripts (like G T for topsoil). Additional notation will be introduced in the course of specifying the data, process, and prior models below.
Data Models
There are three different types of data to deal with: observed (above a detection limit), leftcensored (below a detection limit), and unobserved (missing). Consider for illustration the biomarker data. Denote S B A as the subset of NHEXAS participants for which their biomarker levels are above the minimum detection limit (MDL); S B B as the subset of NHEXAS participants for which their biomarker levels are below the MDL; and S B M as the subset of NHEXAS participants for which their biomarker level is missing. Then the available biomarker data, upon which we shall condition in Bayesian inference, is: A , we assume the individuals' values to be independent and distributed according to the normal distribution. We write:
where the notation N is meant to emphasize that the normal distribution is parameterized using the precision,
The true values associated with i ∈ S B B are assumed to be independent and distributed according to the appropriate left-censored distribution; see (8) below. In Sections 3.3 and 3.4, we shall make further statistical-modeling assumptions about
In a completely analogous manner, we define data models for the local variables upon which data are collected in NHEXAS. These data are denoted {Y
where we recognize that some may be censored or missing. Local variables might be indoor air, floor dust, soil, and so forth. Consider the j-th local variable L j , where
, and S L j M are analogous to those given for the biomarker data. Associated with the variable L j , for a fixed j, are the observed, leftcensored, and missing values for all individuals, namely {Y
As in the preceding paragraph, the data are assumed to be conditionally independent and normal or truncated normal with precision ω L j , depending on whether they are above or below their respective MDLs, which are known and denoted by {M 
Process Models
First of all, we explain what we mean by "process models". Underlying the data are processes that interact in a causal manner. The data offer an imperfect (noisy and sparse) view of the underlying processes. On occasions, we have no data on a process at all, yet we put the process in our model because it results from the science that defines the causal structure (e.g., Royle et al., 1999) . Figure 2 shows the causal links that define the pathways from sources to biomarkers in our model. These paths specify a series of process models in which, a priori, the conditional distributions of the variables representing stages of exposure are specified in a regression framework. For example, we assume that the level of arsenic in floor dust is linearly related to the levels of arsenic in indoor air and soil. A more sophisticated approach might take into account the time individuals spend in various environments by specifying process models using an exposure-simulator framework (see Zidek et al., 2003 , for a discussion of exposure simulators and Calder et al., 2003 , for an example of an HBM that incorporates an exposure simulator). Since activity-pattern data are not available for the NHEXAS participants, we focus on the strength of the linear relationship between the different stages of exposure to infer the importance of the various pathways.
The scientific motivation for the model in Figure 2 is taken from the structural-equationbased analysis of the NHEXAS data performed by Clayton et al. (2002) . For our STB model, we have one biomarker variable (urine); one latent personal exposure variable, 11 local variables (outdoor air, indoor air, personal air, floor dust, soil, sill dust, standing water, flushed water, beverage, food, and food/beverage); and two global variables (topsoil in counties and stream sediments in watersheds).
In what follows, we construct a process model that builds on the one given in McMillan et al. (2005) . They model the relationships between biomarker, personal exposure, and environmental media as follows. The distribution of B is modeled as:
where it is assumed that
and recall that N is notation for a normal distribution whose precision is specified. That is, biomarkers are linked causally to personal exposures via regression parameters. The distribution of X is given by
where S X j ⊆ {1, . . . , N L } is the selector set of local variables (i.e., environmental media tied to individuals in NHEXAS) that are linked causally to exposure variable X j , for i = 1, . . . , N I and j = 1, . . . N X . It is assumed that
In our process model, we are also interested in sources (represented here by global variables not tied to individuals). We assume that each local variable has an accompanying global variable that enters into the process model as follows:
As in McMillan et al. (2005), we define the selector sets {S L j } that describe the causal relations within the local variables. We must take care to maintain the acyclic-directed-graph structure of the HBM, which leads us to invoke a partition {I : = 1, . . . , L} of the set of local variables {1, . . . , N L }. Based on this partition and for j = 1, . . . , N L , define the selector sets {S L j } as follows:
Clearly, this avoids cycles in the dependence structure between
where S L j ⊆ {1, . . . , N L } is defined above, and c(i) is the county corresponding to the i-th individual.
Finally, we give the process models for the global variables. The distribution of G T is
where w(i) is the watershed containing a majority of county i's area.
is a precision matrix corresponding to a spatial model known as the CAR model (e.g., Banerjee et al., 2004) , and A is a matrix with zero entries whenever two HUC8s are not neighbors of each other.
Prior Models
The models chosen for the parameters specified in Sections 3.2 and 3.3 are obtained from several basic assumptions. First, the parameters are assumed mutually independent; independence is a maximum-entropy solution when nothing is known about the parameters' joint distribution (e.g., Cressie et al., 2004) . Second, any mean parameters or regression parameters are assumed to be normally distributed. Third, any precision parameters are assumed to be gamma distributed.
Finally, the spatial-dependence parameter γ S given in Section 3.3 (process model for stream sediment) belongs to a finite interval with upper and lower limits given by the inverses of the maximum (λ max > 0) and minimum (λ min < 0) eigenvalues, respectively, of the spatial association matrix A (Cressie, 1993, p. 559) . In the implementation of the HBM in Section 4, a degenerate prior for γ S is used, concentrated on a value in the parameter space and determined from exploratory spatial data analysis of the stream-sediment data.
Inference for the Sources-to-Biomarkers HBM

We combine uncertainty in data
with that in process variables (B, X, L, G) and parameters θ using Bayes' Theorem as in (4). It is convenient on occasions to refer to B, X, L, G, and θ as unknowns, in contrast to the data, which are known. While Bayes' Theorem is relatively straightforward, computing the posterior distribution in closed form is generally impossible. In Section 2.2, we showed how this could be done using an MCMC algorithm, specifically a Gibbs sampler. To implement the Gibbs sampler, we must determine the full conditionals of each unknown given all the remaining unknowns and the data. This can be an algebraically demanding task in the more complex, albeit preliminary, STB model set out in Section 3; examples of some of these calculations are given in Section 4.1. Once the MCMC is implemented, the posterior distribution of any functional of the unknowns can be estimated; in Section 4.2, we carry out inference on the individual slope parameters defined in Section 3.3.
Full Conditionals and the Gibbs Sampler
The specific model that is stated in Section 3 has a large number of scientifically interesting B, X, L, and G variables. To implement the Gibbs sampler given in (5), we need to determine the (full) conditional distributions for each unknown in B, X, L, G, or θ, given the data
and all other unknowns. In practice, each of B, X, L, G, and θ is partitioned into disjoint subgroups and the conditionals are computed for the subgroup elements given Y and all other unknowns.
The expressions for these full conditionals are complicated by two sampling issues, which have been mentioned previously. Many of the Y s are left-censored because the data have lower detection limits (see Section 3.2). A second sampling complication is that there is a substantial amount of missing data due to the fact that many NHEXAS participants are missing one or more measurements. We account for the censored and missing data in the full conditionals presented below.
In all cases, we start with the expression (4), collect all terms containing the parameter of interest, and use this to obtain the desired density or an expression for it that is proportional to an unknown constant. Due to space considerations, we state the full conditionals only for B i , the log true biomarker for the i-th individual having biomarker information, and for L ij , the value of the true j-th local environmental variable for the i-th individual. Similar calculations to those shown below are used to derive the full conditionals for all other variables in (B, X, L, G, θ).
There are three possible forms for the full conditional of B i , depending on whether B i has an associated Y The conditional density of B i given all other unknowns and the data, is proportional to:
where, upon denoting Φ as the cumulative distribution function of the standard normal distribution,
A , (6) is proportional to:
where
Hence, given all other unknowns and the data,
which shows that, given all other unknowns and the data,
Lastly, when i ∈ S B B , (6) is proportional to:
The distribution (8) is not a standard distribution but samples can be drawn from it using the two-stage procedure given below. We now give a brief description of the two-stage procedure that was used to deal straightforwardly with the missing and left-censored data. (The procedure for censored data is described in, e.g., De Oliveira, 2005.) In the first stage, if the datum is missing, we impute its value using the data model,
given in Section 3.2. Or, if the datum is left-censored, we impute its value using the data model above, but truncated to the domain (−∞, M B i ), where recall that M B i is the known MDL. This is done by rejection sampling (Geweke, 1991) rather than through the inverse cumulative distribution function (which is computationally unstable). In the second stage, we use the standard Bayesian normal model to sample the unknowns given the data (observed and imputed). Now consider the full conditionals for the true local environmental variables. Fix a particular local environmental variable, say the j-th one, where
A denote the subset of NHEXAS participants for which the j-th local environmental variable Y M denote the subset of NHEXAS participants for which the j-th local environmental variable is missing; thus,
Similar to the analysis of B i , the full conditional of L ij , given all other unknowns and the data, is proportional to:
where the factor T is
Therefore, when i ∈ S L j A , straightforward algebra shows that, given all other unknowns and the data,
Similarly, when i ∈ S L j M , it is simple to verify that, given all other unknowns and the data,
B , the conditional distribu-tion of L ij given all other unknowns and the data, is proportional to:
which is also not a standard distribution but can be sampled using the same two-stage procedure outlined just above. More generally, the sampling of the local variables can be made more efficient by simultaneously drawing the entire vector (L i1 , . . . , L i,N L ) using an extension of the two-stage procedure given just above.
Some Results from the Gibbs Sampler
As explained earlier, we used an MCMC algorithm, in particular a Gibbs sampler, to sample successively from the posterior distribution of the parameters given the data. In our algorithm, we iterated between sampling the urine biomarker unknowns (slope, intercept, process precision, measurement-error precision), personal-exposure unknowns (slope, intercept, process precision), local environmental unknowns (slope, process precision, measurement-error precision), non-soil-related global environmental unknowns (county means, process precision), as well the global soil-model unknowns (intercept, slope, process precision, measurement-error precision for the topsoil data; intercept, process precision, measurement-error precision for the stream-sediment data). We used a plug-in estimate for the parameter that characterized spatial dependence in the stream-sediment global variable. Missing observations or observations below the MDL were sampled via an extra step in the Gibbs sampler. Since we are not using any additional information on personal exposure (the X ij variables), expert prior information is needed on the intercepts, slopes, and precisions that either relate biomarker levels to personal exposure or relate personal exposure to local environmental variables. In our STB model, there is one biomarker variable and one personal-exposure variable. In the absence of good prior information, we chose to set the intercept of the model relating the biomarker values to personal exposure to 0, and the slope to be 1. The biomarker precision was set to be very high. We found that without these restrictions, the MCMC algorithm failed to converge. Conceptually, one could also consider multiple personal exposure pathways such as ingestion, inhalation, or non-dietary ingestion. This would require further expert input to inform us on the prior distribution of the parameters.
The MCMC was carried out using software written at Battelle (available upon request from M. Morara: moraram@battelle.org); the programs are written in C++. After discarding a burn-in of 20,000 iterations, we ran the Markov chains for a further 50,000 steps. To assess convergence of the chains, we examined trace plots of each run and compared the results using a number of different starting values. Figure 2 summarizes the results for our STB model. The key parameters of interest are the slope parameters in the regression models, which link biomarker to personal exposure, personal exposure to local environmental exposures, and local exposures to global exposures. The numbers shown above each solid arrow in Figure 2 display the posterior median value for each slope parameter. The values in parentheses are marginal 95% posterior credible regions for each slope parameter (the 2.5% and 97.5% points of the posterior slope parameters). These intervals can be used to assess the "significance" of the slope parameter. There are some caveats needed when carrying out one-by-one (marginal) inference on the slope parameters, when multiple arrows lead into a box. A side-calculation of the posterior correlations between all slopes represented in Figure 2 yielded absolute values of correlations that were mostly quite small. Collinearity might intuitively be expected to affect inferences on the significance of sill dust, soil, floor dust, and personal air; future work will investigate the impact of an environmental medium on a biomarker across all paths.
Relating personal exposure to the local environmental variables, there was a positive association between food/beverage and personal exposure (median posterior slope of 0.35; 95% interval between 0.1 and 0.54, which does not contain zero). There was a weak positive association between soil and personal exposure (median slope of 0.09; 95% interval contains zero). Personal air, floor dust, and sill dust were all weakly negatively associated with personal exposure (median posterior slopes of -0.32, -0.11, -0.03, but each 95% interval contains zero); the negative associations are indistinguishable from zero association, since they have large uncertainty.
The relationships were stronger between the local environmental variables. Naturally enough, outdoor air is positively associated with indoor air (median posterior slope of 1.18; 95% interval between 0.92 and 1.46). Personal air is positively correlated with indoor air (median of 0.50, 95% interval between 0.3 and 0.68). Higher levels of floor dust is weakly associated with lower levels of indoor air, but weakly associated with higher levels of soil brought into the house (median slopes of -0.14 and 0.50, respectively). Sill dust had a similar association with outdoor air and soil (median slopes of -0.86 and 0.19, respectively). In terms of the relationship between the food, water, and food/beverage variables of the NHEXAS study, we saw nothing unusual, namely standing water is a strong predictor of flushed water (slope of 1.03, 95% interval contains 1), flushed water is positively associated with beverage (slope of 0.24, 95% interval between 0.05 and 0.45), and both beverage and food were positively associated with the food/beverage measurements.
For the global soil model, there was no strong evidence of a relationship between topsoil and stream sediment (median posterior slope of -0.01, 95% interval between -1.02 and 0.97). This is due in part to the lack of spatial coverage of soil measurements in NHEXAS, the lack of global topsoil measurements, and thus poor information relating stream sediments to topsoil. We are working on methods to deal with these problems, and they will be reported on elsewhere.
Discussion and Conclusions
The HBM approach developed in this article shows considerable flexibility in modeling human exposure, and there are aspects of both the model and the data that are under current investigation. First, the preliminary STB model we present does not allow demographic and personal-behavior variables to modify pathway associations. For example, the amount an individual smokes is well known to affect their personal-inhalation exposure to arsenic and several of the other heavy metals. Similarly, we want the flexibility to allow age, gender, and other subject-specific demographic characteristics to modify the regression of each individual's B i on their X ij . We also want to fit the same models to the NHEXAS data from Arizona. Another critical extension is to model simultaneous human exposure to arsenic, lead, cadmium, and chromium. The levels of these variables are known to be related, with greater association for some pairs of metals than others; a multivariate model will allow the analysis for one metal to "borrow strength" from other metals, resulting in sharper posteriors across the important process and parameter unknowns.
Some initial work has also been done to develop global models of arsenic levels in air and drinking water, to further inform on human exposure to arsenic through these media. At this time, these models have not been linked to the individuals' local variables {L j : j = 1, . . . , N L }. Clearly, given the relationships identified between ingestion media (food and water), a critical next step is to add the global variable, drinking water, to the model. It would be very useful to have additional dietary information to assist in identification of food sources of arsenic. It is apparent that finding appropriate datasets for global variables is an important but demanding task.
The preliminary STB model encompasses around 13, 000 parameters, for which posterior distributions are calculated. We used a C++ implementation of the Gibbs sampler, which was written at Battelle. It is very efficient at sampling this very high-dimensional posterior, performing 10, 000 iterations in 3.73 minutes. We forsee no insurmountable computational difficulties involved in adding global air and global drinking-water models or even in expanding to multivariate models that incorporate the four pollutants, arsenic, lead, cadmium, and chromium.
Finally, we would like to mention that we are seeking data on sources of metals that would allow us to distinguish between natural sources and anthropogenic sources. In this case, we would be able to quantify risk due to the anthropogenic sources and make recommendations that lead to decreased human exposure. B imply that A is assumed to be the baseline level of variable B. While each of the local variables has an associated global variable, we only show the baseline link for global topsoil to local soil since topsoil is the only global variable that depends on another global variable (stream sediment). Above each of the solid arrows, the posterior median and 95 percent credible intervals for the corresponding β parameter are given. Bold solid arrows indicate that the corresponding β's credible interval does not contain zero (i.e., the posterior probability that the β is different from zero is at least 95 percent).
