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Abstract
The set of trajectories for massive spinless particles on AdSN+1 spacetime is described
by the dynamical integrals related to the isometry group SO(2, N). The space of dynam-
ical integrals is mapped one to one to the phase space of the N -dimensional oscillator.
Quantizing the system canonically, the classical expressions for the symmetry generators
are deformed in a consistent way to preserve the so(2, N) commutation relations. This
quantization thus yields new explicit realizations of the spin zero positive energy UIR’s
of SO(2, N) for generic N . The representations as usual can be characterized by their
minimal energy α and are valid in the whole range of α allowed by unitarity.
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1 Introduction
AdS spacetimes have an isometry group of the same dimension as the corresponding Minkowski
case. Therefore, quantization of particle dynamics within standard Hamiltonian reduction
techniques is possible. This has been done before for lower dimensional cases [1, 2, 3]. Our
present paper continues a systematic study of both the classical and quantum particle dy-
namics on AdSN+1 for generic N started in [4]. With these investigations we find new explicit
realizations of UIR’s of SO(2, N).
Another motivation for this program comes from possible interrelations with the corre-
sponding quantum field theories and string theories on AdSN+1, which play a crucial role in
the AdS/CFT correspondence, see e.g. [5, 6, 7]. In this context one of the most challenging
open problems is the quantization of strings on AdS5 × S5. Certainly, the full understanding
of quantized particle dynamics on such backgrounds could be a useful warm-up.
There are well-known explicit expressions for field theoretical propagators on AdS space-
time. They are crucial tools for the use of the AdS/CFT correspondence in application to the
large N and strong ’t Hooft coupling limit on the gauge field theory side. Less is known about
explicit expressions for field theoretical propagators on AdS × S backgrounds [7]. Since they
could be very helpful to understand the fate of the holographic picture in the BMN limit [8],
any technique for constructing propagators should be of interest. In [4] we have explicitely
shown that at least some of the standard AdS propagators can be obtained as propagation
kernels of the quantized particle.
Of particular interest is also the case of massless particles [9], which in field theory have
been related to singleton representations of the conformal group. For them it is natural to
relate the original spacetime to the conformal boundary of a spacetime with just one more
dimension.
In [4], quantizing the dynamics of a massive scalar particle in AdSN+1 space-time along
the lines of geometric quantization, we have constructed the following representations of the
isometry group generating so(2, N) algebra
E = α+ ζl ∂ζl , Jmn = i(ζn ∂ζm − ζm ∂ζn) , (1.1)
z∗n = 2αζn + (2ζnζl − ζ2 δnl) ∂ζl , zn = ∂ζn , (l, m, n = 1, ..., N) .
Here E and Jmn are the generators of the compact subgroup SO(2)×SO(N), while z∗n and zn
stand for the two kind of boosts of the theory. The representations (1.1) are characterized by
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the parameter α, which corresponds to the lowest eigenvalue of the energy operator E. The
Hilbert space is spanned by the holomorphic functions of N complex variables ζn (n = 1, ..., N)
defined inside some bounded domain and the measure for the scalar product depends on the
parameter α and the dimension N . The case N = 1 corresponds to Bargmann’s representation
of the so(2, 1) algebra given on holomorphic functions inside the unit disk |ζ | < 1 (see e.g.
[10]), and the regularity of the scalar product requires α > 1/2. For N > 1 the integration
domain is more complicated and the integration measure turns out to be regular for α > N−1
only.
Since the constructed Hilbert space seems to have some similarities to the Fock space of a
N -dimensional oscillator, it is natural to ask for a corresponding explicit construction in terms
of oscillator variables and its canonical quantization. From [4] there remained also another
puzzling question. The allowed values of α do not exhaust the well-known unitarity bound,
see e.g. [11] and refs. therein,
α ≥ (N − 2)/2 for N ≥ 2 and α ≥ 0 for N = 1 . (1.2)
In addition, within the representations (1.1) one cannot reach values for α, corresponding to
the Casimir number C = (1−N2)/4 related to a conformal invariant setting in AdSN+1.
The formulation in terms of oscillator variables for the simplest case N = 1 can be obtained
by the Holstein-Primakoff method [12] in the form
z =
√
H + 2α a , z∗ = a∗
√
H + 2α , E = H + α , (1.3)
where H is the normal ordered oscillator Hamiltonian H = a∗a and the square root of the
positive operator H + 2α is defined in standard manner via spectral representation. The
representation (1.3) is unitary and irreducible for α > 0. Thus, the canonical scheme covers
all lowest weight UIR’s of the so(2, 1) algebra. The aim of the present paper is to generalize
this result to arbitrary N .
2 Classical theory
The N + 1 dimensional AdS space can be represented as the universal covering of the hyper-
boloid of radius R
X20 +X
2
0′ −
N∑
n=1
X2n = R
2 (2.1)
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embedded in the N+2 dimensional flat space R2N with coordinatesXA, A = (0, 0
′, 1, ..., N) and
the metric tensor GAB = diag(+,+,−, ...,−). The induced metric tensor on the hyperboloid
has Lorentzian signature and the polar angle θ in the (X0, X0′) plane can be taken as the time
coordinate: X0 = r cos θ, X0′ = r sin θ (r
2 = XnXn +R
2).
The dynamics of a massive particle moving on the hyperboloid we describe by the action
S = −
∫
dτ
[
m
√
X˙AX˙A +
µ
2
(XAXA − R2)
]
, (2.2)
where m > 0 is the particle mass, µ is a Lagrange multiplier and τ is an evolution parameter.
The time direction we fix in a SO(2, N)-invariant way by requiring θ˙ > 0, which is equivalent to
X0X˙0′ −X0′X˙0 > 0. The space-time isometry group SO(2, N) provides the Noether conserved
quantities
JAB = PAXB − PBXA , (2.3)
where PA are the canonical momenta. Since θ is the time coordinate, J00′ is associated with
the particle energy. We denote it by E and due to the choice of the time direction it is positive
E = P0X0′ − P0′X0 = m√
X˙AX˙A
(X0X˙0′ −X0′X˙0) > 0 . (2.4)
The conservation of JAB allows to represent the set of trajectories geometrically without
solving the dynamical equations. From Eq. (2.3) we find N equations as identities in the
variables (P,X)
EXn = J0nX0′ − J0′nX0 , (n = 1, ..., N) . (2.5)
Since E, J0′n, J0′n are constants, Eq. (2.5) defines a 2-dimensional plane in the embedding
space R2N and the intersection of this plane with the hyperbola (2.1) is a particle trajectory.
The action (2.2) is invariant under the reparametrizations τ → f(τ) with the corresponding
transformations of the Lagrange multiplier (µ→ µ /f ′). The gauge symmetry, as usual, leads
to the dynamical constraints. Applying Dirac’s procedure, we find three constraints
XAXA − R2 = 0 , PAPA −m2 = 0 , PAXA = 0 , (2.6)
which fix the quadratic Casimir number of the symmetry group
C =
1
2
JABJ
AB = m2R2 . (2.7)
For further calculations it is convenient to introduce complex valued dynamical integrals
zn = J0′n − iJ0n , z∗n = J0′n + iJ0n , (2.8)
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and the scalar variables λ2 = z∗nzn, ρ
4 = z∗2 z2 (with z2 = znzn). Then (2.7) becomes
E2 + J2 = λ2 + α2 , (2.9)
where
J2 =
1
2
JmnJmn and α = mR . (2.10)
A set of other quadratic relations follows from (2.3) as identities in the variables (P,X)
JAB JA′B′ = JAA′ JBB′ − JAB′ JBA′ . (2.11)
These equations are nontrivial in terms of the dynamical integrals, if all indices A, B, A′, B′
are different. Taking A = 0, B = 0′, A′ = m and B′ = n (m 6= n) we obtain
2iE Jmn = z
∗
mzn − z∗nzm , (2.12)
and its square yields 4E2J2 = λ4− ρ4. Then, together with (2.9) we conclude that E2 and J2
are roots of the quadratic equation 4x2 − 4(λ2 + α2)x+ λ4 − ρ4 = 0 and find
E2 =
1
2
(
λ2 + α2 +
√
α4 + 2α2λ2 + ρ4
)
. (2.13)
We neglect the second root as unphysical, since it does not provide positivity of the energy
(see [4] for more details). According to (2.13) α is the lowest value of energy. Eqs. (2.13) and
(2.12) define E and Jmn as functions of (zn, z
∗
n) and, therefore, (zn, z
∗
n) are global coordinates
on the space of dynamical integrals, which is the physical phase space Γph of the system.
Based on the canonical brackets between the variables (P,X) the so(2, N) Poisson bracket
algebra of the symmetry generators can be written as
{z∗m, zn} = 2Jmn − 2iδmnE , {zm, zn} = 0 = {z∗m, z∗n} , (2.14)
{Jlm, zn} = zl δmn − zm δln , {E, zn} = −izn , {E, Jmn} = 0 , (2.15)
and Jmn’s form the so(N) algebra. These relations are preserved after reduction to Γph, since
the constraints (2.6) are SO(2, N) scalars. But (2.14)-(2.15) become essentially non-linear in
terms of the independent variables zn, z
∗
n and their quantum realization is a nontrivial issue.
Our aim is to find a canonical parametrization of Γph and then to quantize the system
canonically. For this purpose we introduce a set of 2N variables (an, a
∗
n; n = 1, ..., N) with
the canonical Poisson brackets
{an, am} = 0 = {a∗n, a∗m} , {an, a∗m} = iδmn , (2.16)
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and assume that the generators of the compact transformations are given by
E = H + α , Jmn = i(a
∗
nam − a∗man) , (2.17)
where H = a∗nan is the oscillator Hamiltonian. Note that Eqs. (2.16)-(2.17) immediately
provide the so(2) × so(N) part of so(2, N) algebra and the so(N) scalar (2.10) constructed
from Jmn becomes J
2 = H2 − a∗2a2, with a2 = anan and a∗2 = a∗na∗n.
We look now for a parametrization of the generators zn and z
∗
n in the form
zn = X(H, J
2) an + Y (H, J
2) a2 a∗n , z
∗
n = X(H, J
2) a∗n + Y (H, J
2) a∗2 an , (2.18)
where X and Y are real functions of the scalar variables (H, J2). This ansatz guarantees the
correct commutation relations between compact and non-compact generators. The Casimir
condition (2.9) and the quadratic relation (2.12) yield two equations for the functions X , Y
HX2 + (H2 − J2)(2XY +HY 2) = H2 + J2 + 2αH , (2.19)
X2 − (H2 − J2)Y 2 = 2(H + α) .
After elimination of X , (2.19) reduces to a quadratic equation for Y 2. Choosing the root
which is nonsingular for J2 = 0 and putting Y = −
√
Y 2, we obtain
X = − 1
2Y
[1 + 2H Y 2] , Y = −
(
2H + 4α + 2
√
(H + 2α)2 − J2
)
−
1
2
. (2.20)
Note that the choice Y =
√
Y 2 leads to a canonically equivalent answer, reproduced from
(2.18) by the inversion an 7→ −an.
Due to (2.18) and (2.20) the SO(N) scalars z2 and a2 are related by
z2 = F a2 , (2.21)
where F is the following function of real scalar variables
F =
√
(H + 2α)2 − J2 =
√
(E + α)2 − J2 . (2.22)
This function also played an important role in the scheme of geometric quantization [4]. Note
that the parametrization of Γph given by (2.18) and (2.20) can be written as
zn =
1√
2(H + 2α + F )
(
(2H + 2α + F ) an − a2 a∗n
)
. (2.23)
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The relation (2.21) helps to invert (2.18) and we find
an =
1
2E
(
X zn − Y
F
z2 z∗n
)
, a∗n =
1
2E
(
X z∗n −
Y
F
z∗2 zn
)
, (2.24)
where now X , Y and F are treated as functions of (E, J2) and they are obtained from (2.20)
replacing H by E − α.
The direct calculation shows that the canonical brackets (2.16) lead to the so(2, N) algebra
(2.14)-(2.15). To our knowledge, the constructed canonical parametrization and its quantum
realization for generic N was not discussed in the literature before.
3 Quantum theory
We quantize the AdS particle dynamics using the canonical coordinates constructed in the
previous section. We will use for quantum operators the same letters as for the corresponding
classical variables. Canonical quantization assumes a realization of the canonical commutation
relations
[an, am] = 0 = [a
∗
n, a
∗
m] , [an, a
∗
m] = δmn , (3.1)
and a construction of the symmetry generators E, Jmn, zn, z
∗
n on the basis of the parametriza-
tion (2.17), (2.18) and (2.20). Due to the non-linearity of the parametrization we face with
the problem of ordering ambiguity.
There is not such a problem for the generators of SO(N) rotations
Jmn = i(a
∗
nam − a∗man) , (3.2)
and the operator J2 in terms of the creation-annihilation operators becomes
J2 =
1
2
JmnJmn = H
2 + (N − 2)H − a∗ 2a2 , (3.3)
where H = a∗nan is the normal ordered oscillator Hamiltonian, a
2 = anan and a
∗ 2 = a∗na
∗
n.
Classically we had for the quadratic Casimir C = m2R2 = α2. In the quantum case we
continue to denote the lowest energy value by α, i.e.
E = H + α , (3.4)
but we have to expect a renormalization of the relation of α to the quadratic Casimir, which
defines the squared mass of the quantum particle. Since we are interested in representations
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which are unitary equivalent to those constructed by geometric quantization we take the
corresponding renormalized relation from [4]
C = E2 +
1
2
JmnJmn − 1
2
(z∗nzn + znz
∗
n) = α(α−N) . (3.5)
Note in addition, that the quadratic relation (2.12) due to (1.1) is deformed into
z∗mzn − z∗nzm = 2i(E − 1)Jmn , or znz∗m − zmz∗n = 2i(E + 1)Jmn . (3.6)
The ordering problem is more complicated for zn and z
∗
n. We look for them in the form
zn = XN (H, J
2) an + YN(H, J
2) a2 a∗n , z
∗
n = a
∗
nXN(H, J
2) + an a
∗ 2 YN(H, J
2) , (3.7)
where XN and YN are real unknown functions of the commuting operators H and J
2, similarly
to (2.18). Due to the ordering ambiguity, the functions XN , YN are quantum mechanical
deformations of X , Y and the index N indicates that the deformations can depend on the
dimension N . To fix these functions we use the quantum versions of the Casimir condition
(3.5) and the quadratic relation (3.6), which can be written as
zn z
∗
n = H
2+J2+(2α+N)H+2Nα and zn z
∗
m−zm z∗n = 2(H+α+1)(a∗man−a∗nam) , (3.8)
respectively. Taking into account the commutation relations between the scalar operators
[H, a2] = −2a2, [H, a∗ 2] = 2a∗ 2 , [a2, a∗ 2] = 4H + 2N , (3.9)
from (3.8) we find two equations for XN , YN
(H +N)X2N +
(
H2 − J2 + (N + 2)H + 2N) (2XNYN + (H + 2)Y 2N) = (3.10)
H2 + J2 + (2α +N)H + 2αN ,
X2N −
(
H2 − J2 + (N + 2)H + 2N)Y 2N = 2(H + α+ 1) .
These equations contain only commuting operators and they can be solved as algebraic equa-
tions like (2.19) in the classical case. After elimination of XN , (3.10) reduces to a quadratic
equation for Y 2N . Neglecting the root, which corresponds to the singular solution in the classical
limit, and choosing YN = −
√
Y 2N , we obtain (see (2.20))
XN = − 1
2YN
[1 + (2H +N + 2) Y 2N ] , (3.11)
YN = −
(
2H + 4α−N + 2 + 2
√
(H + 2α)2 − (N − 2)(H + 2α)− J2
)
−
1
2
.
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These operator expressions are naturally defined on the eigenstates of H and J2 as multipli-
cation operators. The choice YN =
√
Y 2N leads to an unitary equivalent answer, since the
change of sign of YN corresponds to the inversion an → −an.
Eqs. (3.7) and (3.11) provide a deformed version of (2.23)
zn =
1√
2(HN + 2αN + FN)
(
(2HN + 2αN + FN) an − a2 a∗n
)
, with (3.12)
FN =
√
(HN + 2αN)2 − J2N , αN = α−
N
2
, (3.13)
HN = H +
N + 2
2
, J2N = J
2 +
(
N − 2
2
)2
.
The notation in the above formulas has been chosen in a form to make both the structural
similarities as well as the modifications relative to their classical counterparts (2.22)-(2.23)
manifest. One can check that for N = 1 Eq. (3.12) reproduce the operator z in (1.3).
The ansatz (3.7) obviously satisfies the commutation relations of zn with E and Jmn for
arbitrary XN and YN
[E, zn] = −zn , [Jlm, zn] = i(δln zm − δmn zl) . (3.14)
To calculate the commutation relations between the operators (3.7) we use the exchange
relations of the creation-annihilation operators with the scalar operators. These relations are
derived in the Appendix and by (A.10)-(A.17) we find an alternative form of (3.7)
zn = an X˜N + a
∗
n a
2 Y˜N , z
∗
n = X˜N a
∗
n + Y˜N a
∗ 2 an , where (3.15)
X˜N = − 1
2Y˜N
(
1 + (2H +N − 2) Y˜ 2N
)
, (3.16)
Y˜N = −
(
2H + 4α−N − 2 + 2
√
(H + 2α)2 − (N + 2)(H + 2α) + 2N − J2
)
−
1
2
.
Note that the functions (3.11) and (3.16) are related by
X˜N(H, J
2) = XN(H − 2, J2) , Y˜N(H, J2) = YN(H − 2, J2) . (3.17)
The operators (3.15)-(3.16) satisfy the equations
z∗n zn = H
2 + J2 + (2α−N)H and z∗mzn − z∗nzm = 2(H + α− 1)(a∗man − a∗nam) , (3.18)
which are equivalent to (3.5) and (3.6), respectively.
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It remains to check the commutation relations
[zm, zn] = 0 , [z
∗
m, zn] = 2(a
∗
nam − a∗man)− 2δmn (H + α) . (3.19)
Using the two representations of zn operators (3.7) and (3.15), we obtain (see Appendix)
[zm, zn] = (ama
∗
n − ana∗m) a2 U(H, J2) , where (3.20)
U = XN(H − 2, J2) Y˜N(H, J2)− YN(H − 2, J2) X˜N(H, J2) ,
and due to (3.17), the commutator [zm, zn] vanishes.
Calculating [z∗m, zn] in a similar way we get the following structure (see Appendix)
[z∗m, zn] = δmn U0 + a
∗
man U1 + a
∗
nam U2 + a
∗
ma
∗
n a
2 U3 + aman a
∗ 2 U4 , (3.21)
where U0, ..., U4 are functions of the scalar variables H , J
2 like U in (3.20). The exchange
relations (A.10) and (A.19) provide U3 = U4 = 0, U2 = −U1 = 2, U0 = −2(H + α) and this
completes the proof of (3.19).
The unitarity of our representations is guaranteed as long as zn and z
∗
n expressed by (3.7)
in terms of an and a
∗
n are adjoint to each other. This in turn implies selfadjoint XN and YN ,
hence positivity of the operator expression under the square root in (3.11). With the help of
(3.3) this condition can be written as a∗ 2a2 + 2(H + α)(2α − N + 2) ≥ 0 and it reproduces
the unitarity bound (1.2).
Irreducibility of the representations is certainly given as long as the creation-annihilation
operators a∗n and an can be expressed in terms of the symmetry generators. This requires an
inversion of (3.7). As a first step for this inversion we need the quantum analog of (2.21),
which is obtained from (3.7) and (3.15)
z2 = FN(H, J
2) a2 . (3.22)
Based on this relation we get finally
an =
1
2(E + 1)
(
XN zn − YN
FN
z2 z∗n
)
, a∗n =
1
2E
(
z∗nXN − zn z∗2
YN
FN
)
. (3.23)
This inversion formula is well-defined as long as α is above the unitarity bound. But note
also that for α just on the unitarity bound FN =
√
a∗ 2a2 , which cannot be inverted within
the full oscillator space. Therefore irreducibility is lost at the unitarity bound.
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4 Conclusions
Our main result is the realization of spin zero so(2, N) representations in terms of just one
set of N -dimensional oscillator operators. The formulas defining this representation are (3.2),
(3.4), (3.7) and (3.11) (or equivalently (3.12) and (3.13)) and they reproduces the well-known
unitarity bound (1.2).
The whole construction was based on an one to one map of the space of dynamical inte-
grals of a scalar massive particle in AdSN+1 to the phase space of a N -dimensional oscillator.
This distinguishes our approach from the oscillator like representations of non-compact groups,
developed in [13], where, using more oscillators, all symmetry generators are represented bilin-
early in the oscillators operators and the representation space is selected out from the oscillator
Fock space by some conditions, which can be interpreted as coherent state constraints.
Our so(2, N) representations arose as a by-product of scalar particle dynamics. It would
be interesting to extend these considerations to particles with spin and to construct the cor-
responding so(2, N) representations with non-zero so(N) weights.
In a forthcoming paper [9] we will analyze in detail the quantization of massless particles.
This will correspond to the special case α = (N ± 1)/2 in which the symmetry group is
enlarged to the conformal group of AdSN+1. There we further comment on the reducibility of
our representation of so(2, N) at the unitarity bound and discuss its relation to the singleton
representations [14] and to massless particle dynamics in one dimension less, i.e. in AdSN .
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Appendix
Let us consider the operators HN and J
2
N given by (3.13), (3.3) and calculate their exchange
relations with the operators an and bn = a
2a∗n. The canonical commutators (3.1) provide
HN an = an (HN − 1) , J2N an = an(J2N − 2HN + 1) + 2bn , (A.1)
HN bn = bn (HN − 1) , J2N bn = bn(J2N + 2HN + 1)− 2an(H2N − J2N ) . (A.2)
These relations are diagonalized by the operators
cn = bn − an(HN + JN), dn = bn − an(HN − JN), (A.3)
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in the following form
HN cn = cn (HN − 1) , J2N cn = cn(JN − 1)2 , (A.4)
HN dn = dn (HN − 1) , J2N dn = dn(JN + 1)2 . (A.5)
Here JN =
√
J2N and the square root from the positive operator is defined in a standard way.
Introducing new scalar variables
u = HN + JN and v = HN − JN , (A.6)
the functions (3.11) can be written as
XN =
u
√
u+ β − v√v + β
u− v , YN = −
√
u+ β −√v + β
u− v , with β = 2α−N . (A.7)
Due to (A.4)-(A.5), a function f(u, v) satisfies the exchange relations
f(u, v) cn = cnf(u− 2, v) , f(u, v) dn = dnf(u, v − 2) . (A.8)
Inverting (A.3)
an = dn
1
u− v − cn
1
u− v , bn = dn
u
u− v − cn
v
u− v , (A.9)
and using (A.8), we obtain
f(u, v) an = an
uf(u− 2, v)− vf(u, v − 2)
u− v − bn
f(u− 2, v)− f(u, v − 2)
u− v , (A.10)
f(u, v) bn = an
uvf(u− 2, v)− uvf(u, v − 2)
u− v − bn
vf(u− 2, v)− uf(u, v − 2)
u− v .
Applying these exchange relations to the functions (A.7) we get
XN an = anX(1) + bnY(1) , YN bn = anX(2) + bnY(2) , (A.11)
XN bn = anX(3) + bnY(3) , YN an = anX(4) + bnY(4) , (A.12)
where
X(1) =
u(u− 2)√u− 2 + β − uv√v + β
(u− v)(u− 2− v) −
uv
√
u+ β − v(v − 2)√v − 2 + β
(u− v)(u− v + 2) ,
Y(1) = −(u− 2)
√
u− 2 + β − v√v + β
(u− v)(u− 2− v) +
u
√
u+ β − (v − 2)√v − 2 + β
(u− v)(u− v + 2) ; (A.13)
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X(2) = −uv
√
u− 2 + β − uv√v + β
(u− v)(u− 2− v) +
uv
√
u+ β − uv√v − 2 + β
(u− v)(u− v + 2) ,
Y(2) =
v
√
u− 2 + β − v√v + β
(u− v)(u− 2− v) −
u
√
u+ β − u√v − 2 + β
(u− v)(u− v + 2) . (A.14)
and the functions X(3), Y(3), X(4), Y(4) are expressed in a similar way. Since bn = a
∗
na
2 + 2an,
the operator zn = XNan + YNbn can be rewritten in the form (3.15) with
X˜N = X(1) +X(2) + 2(Y(1) + Y(2)) , Y˜N = Y(1) + Y(2) . (A.15)
Then, Eqs. (A.13)-(A.14) yield
X˜N =
(u− 2)√u− 2 + β − (v − 2)√v − 2 + β
u− v , (A.16)
Y˜N = −
√
u− 2 + β −√v − 2 + β
u− v . (A.17)
and passing back from (u, v) to (H, J) , we arrive at (3.16).
The commutator [zm, zn] is obtained by anti-symmetrization of
zm zn = XNamanX˜N +XNama
∗
na
2Y˜N + YNa
2a∗manX˜N + YNa
2a∗ma
∗
na
2Y˜N , (A.18)
where the representations (3.7) and (3.15) are used for zm and zn respectively. Taking into
account that the operator Jmn = i(a
∗
nam − a∗man) commutes with scalar operators and that
XN(H, J
2)a2 = a2XN(H − 2, J2), the commutator [zm, zn] reduces to (3.20).
To represent the commutator [z∗m, zn] in the form (3.21) we also use the exchange relations
of a∗n and b
∗
n with scalar operators
f(u, v) a∗n = a
∗
n
uf(u+ 2, v)− vf(u, v + 2)
u− v − b
∗
n
f(u+ 2, v)− f(u, v + 2)
u− v , (A.19)
f(u, v) b∗n = a
∗
n
uvf(u+ 2, v)− uvf(u, v + 2)
u− v − b
∗
n
vf(u+ 2, v)− uf(u, v + 2)
u− v ,
which can be derived similarly to (A.10). Writing the terms z∗mzn and znz
∗
m as
z∗mzn = (a
∗
mXN + b
∗
mYN)(an(X˜N − 2Y˜N) + bnY˜N) , and (A.20)
znz
∗
m = (anX˜N + a
∗
na
2Y˜N)(a
∗
mXN + b
∗
mYN)
respectively, and applying (A.10), (A.19) and then (3.1), we obtain the commutator [z∗m, zn]
in the form (3.21).
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