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FORWARD INTEGRATION, CONVERGENCE AND
NONADAPTED POINTWISE MULTIPLIERS
MATTHIJS PRONK AND MARK VERAAR
Abstract. In this paper we study the forward integral of operator-valued
processes with respect to a cylindrical Brownian motion. In particular, we
provide conditions under which the approximating sequence of processes of
the forward integral, converges to the stochastic integral process with respect
to Sobolev norms of smoothness α < 1/2. This result will be used to derive a
new integration by parts formula for the forward integral.
1. Introduction
In [43] and [44] Russo and Vallois initiated a theory of stochastic integration via
regularization procedures. In later years this was further developed by them and
several other authors (see [21, 42, 34, 48, 18, 6, 20], and also the lecture notes [46]
and its references). The regularization procedure is connected to the celebrated
forward and backward integrals which can be used to integrate with respect to
more general processes than semimartingales. Applications arise for instance in the
situation where the integrator is a fractional Brownian motion. Another feature is
that the forward and backward integrals allow to integrate non-adapted processes.
Since the development of the Skorohod integral in [47], integration of non-
adapted integrands is used in the theory of SDEs (see [35, 15, 39, 46] and references
therein). A basic example where non-adapted integrands naturally occur is when
the initial value of an SDE depends on the full paths of the underlying stochastic
process (see [4, 29]). In many situations the forward integral is easier to work with
than the Skorohod integral as a difficult correction term can often be avoided (see
the Itoˆ formula in [45], [15, Theorem 8.12]). The forward integral is used widely
in the modeling of insider trading, which was introduced in [2]. Since then, this
has been further developed (see [15, Chapter 8] and its references). In particular,
in [13, 14, 37] the authors generalized the forward integral to the setting of Le´vy
processes.
In the infinite dimensional setting several authors have worked on stochastic cal-
culus for the Skorohod integral (see [27, 28, 36, 41] and references therein). However,
only few results are available for the forward integral in infinite dimensions. In [11],
Di Girolami and Russo present a general set-up for an Itoˆ formula and covaria-
tion formulas. In [24] Leo´n and Nualart have introduced the forward integral in
the operator-valued setting and used it to study stochastic evolution equations in
Hilbert spaces with an adapted (unbounded) drift.
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In this paper we study several properties of the forward integral where the inte-
grand is an operator-valued process and the integrator a cylindrical Wiener process.
We will prove a new approximation result for the forward integral (see Theorem
4.8 and Corollary 4.10 below). In the one-dimensional setting this result takes the
following form:
Theorem 1.1. Let w be a standard Brownian motion and let g be an adapted and
measurable process with almost all paths in Lp(0, T ) with p ≥ 2. Then the pathwise
defined process
t 7→ n
∫ t
0
g(s)(w(s + 1n )− w(s)) ds, t ∈ [0, T ]
converges to the Itoˆ integral process t 7→
∫ ·
0 g dw in W
α,p(0, T ) in probability for
every α ∈ [0, 12 ).
The above result will be a particular case of two more general results on forward
integration in umd Banach spaces. The class of umd Banach spaces was exten-
sively studied in the work of Burkholder (see [5] and references therein). The umd
property plays an important role in both vector-valued stochastic and harmonic
analysis. Stochastic integration and calculus in Banach spaces is naturally limited
to the class of umd Banach space (see [3, 31]). Applications to stochastic evolu-
tion equations have been given in [32] and several works afterwards (see the recent
survey [33] for further references).
As an application of the operator valued version of the above convergence result,
we derive a new pointwise multiplier result for the forward integral (see Section 5).
It can be interpreted as an integration by parts formula. The main novelty is that
we can multiply adapted Itoˆ integrable processes with a processM which is smooth
in time but not necessarily adapted. Moreover, it is allowed to have a non-integrable
singularity at t = T . This result will be obtained in the operator-valued setting.
It is particularly interesting in the study of mild solutions of non-autonomous sto-
chastic evolution equations with adapted drift, where indeed the multiplier has a
non-integrable singularity. A well-known obstacle in non-autonomous stochastic
evolution equations with adapted drift is that the stochastic convolution term is
not well-defined as an Itoˆ integral due to adaptedness problems. In [24] this prob-
lem has been investigated using integration by parts for the Skorohod integral.
This formula for the Skorohod integrals can be obtained in the case M is constant
in time and satisfies certain Malliavin differentiability. In [40] we use the integra-
tion by parts formula of Theorem 5.1 to give a new approach to non-autonomous
stochastic evolution equations with adapted drift.
2. Preliminaries
In this paper we let H be a separable Hilbert space and we fix an orthonormal
basis (hn)n≥1. Let T ∈ (0,∞) be a fixed time and X a umd Banach space. All
vector spaces will be assumed to be defined over the real scalar field, but with
minor adjustments one can also allow complex scalars. We refer to [5] for details on
umd Banach spaces. The space (Ω,F ,P) will be a probability space with filtration
(Ft)t≥0 and expectation is denoted by E. Moreover, we write L
0(Ω;X) for the
strongly measurable functions ξ : Ω → X with the topology given by convergence
in probability. In the sequel C will be a constant which may vary from line to line.
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2.1. Radonifying operators. Let H be a real separable Hilbert space (below we
take H = L2(S;H) where H is another Hilbert space). We refer to [16, Chapter
12] and the survey paper [30] for an overview on γ-radonifying operators and un-
explained terminology below. The Banach space of γ-radonifying operators from
H into X will be denoted by γ(H , X). It is a subspace of L (H , X). It satisfies
the left- and right-ideal property. In particular, for R ∈ γ(H , X), U ∈ L (X) and
T ∈ L (H ), one has URT ∈ γ(H , X) and
‖URT ‖γ(H ,X) ≤ ‖U‖ ‖R‖γ(H ,X) ‖T ‖.
A simple consequence of the right-ideal property is that every operator T ∈ L (H )
has an extension to an operator
T˜ : γ(H , X)→ γ(H , X),
R 7→ RT ∗,
(2.1)
and ‖T˜‖ = ‖T ‖.
Let (S,Σ, µ) be a σ-finite measure space and H be a Hilbert space. A function
G : S → L (H,X) will be called H-strongly measurable if for all h ∈ H , s 7→ G(s)h
is strongly measurable. Moreover, for p ∈ (1,∞), G will be called weakly Lp(S;H)
if for all x∗ ∈ X∗, s 7→ G(s)∗x∗ is in Lp(S;H). For G : S → L (H,X) which is
H-strongly measurable and weakly L2(S;H) we define RG : L
2(S;H)→ X as the
(Pettis) integral operator
〈RGf, x
∗〉 =
∫
S
〈G(s)f(s), x∗〉 dµ(s), f ∈ L2(S;H), x∗ ∈ X∗. (2.2)
Note that
‖RGf‖X ≤ ‖RG‖γ(L2(S;H),X)‖f‖L2(S;H). (2.3)
We will say G ∈ γ(S;H,X) if RG ∈ γ(L
2(S;H), X) and write ‖G‖γ(S;H,X) =
‖RG‖γ(L2(S;H),X). It is well-known that the step functions G : S → L (H,X) of
finite rank are dense in γ(S;H,X). We will write γ(0, T ;X) for γ((0, T );R, X).
For many operators T : L2(S;H)→ L2(S;H) one has the property that T˜RG =
RF for a certain function F . In this case it will be convenient to write TG = F .
An easy consequence of the definitions and the ideal property is that
‖G1S0‖γ(S;H,X) = ‖G|S0‖γ(S0;H,X).
We will also use the following property.
Example 2.1. For G ∈ γ(S;H,X) and b ∈ L∞(S) one has bG ∈ γ(S;H,X) and
‖bG‖γ(S;H,X) ≤ ‖b‖L∞(S)‖G‖γ(S;H,X). (2.4)
This is immediate from the right-ideal property with operator Tb : L
2(S;H) →
L2(S;H) given by Tbf = bf .
Finally we recall that in the special case that X is a Hilbert space, one has
γ(S;H,X) = L2(S; C2(H,X)), (2.5)
where C2(H,X) denotes the space of Hilbert-Schmidt operators.
Lemma 2.2 (γ-Integration by parts). Let M ∈W 1,1(0, T ;L (X)). Then for every
f ∈ γ(0, T ;X) one has Mf ∈ γ(0, T ;X) and for all 0 ≤ a < b ≤ T ,∫ b
a
M(s)f(s) ds =M(a)F (a) +
∫ b
a
M ′(s)F (s) ds, (2.6)
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where F (t) =
∫ b
t f(s) ds.
Proof. By [22, Example] the family {M(t) : t ∈ [0, T ]} is R-bounded by C. There-
fore, by the Kalton–Weis γ-multiplier theorem (see [30, Theorem 5.2]), one has that
Mf ∈ γ(0, T ;X) again and ‖Mf‖γ(0,T ;X) ≤ C‖f‖γ(0,T ;X). One also has
‖F (t)‖ ≤ ‖f‖γ(0,T ;X)‖1(t,b)‖L2(0,T ) ≤ T
1/2‖f‖γ(0,T ;X)
and hence ∫ T
0
‖M ′(t)F (t)‖ dt ≤ ‖M‖W 1,1(0,T ;L (X)) sup
t∈[0,T ]
‖F (t)‖
≤ ‖M‖W 1,1(0,T ;L (X))T
1/2‖f‖γ(0,T ;X).
For step functions f : (0, T ) → X , the identity (2.6) is easy to verify. Now the
general case follows from the above estimates and a density argument. 
2.2. Integration with respect to a cylindrical Brownian motion. Let H =
L2(0, T ;H), where H is a separable real Hilbert space. For details on stochastic
integration in umd Banach space we refer to [31, 33]. The operatorW : H → L2(Ω)
will be called a cylindrical Brownian motion if for all choices h ∈ H , Wh is a
centered Gaussian random variable and for h, h˜ ∈ H , E(WhWh˜) = [h, h˜], where
[·, ·] denotes the inner product on H .
A process G : (0, T )×Ω→ L (H,X) will be called H-strongly adapted if for all
t ∈ (0, T ) and h ∈ H , ω 7→ G(t, ω)h is strongly Ft-measurable. If G is H-strongly
measurable and adapted, then from the separability of H and [38, Theorem 0.1],
one can derive that G has a version which is H-strongly progressively measurable,
i.e. for each h ∈ H , (t, ω) 7→ G(t, ω)h is strongly progressively measurable. This
will be used below without further notice.
Recall from [10, 31, 33] that if X is a umd space and G is an adapted process
in L0(Ω; γ(0, T ;H,X)), one can define a stochastic integral I(G) =
∫ T
0
GdW in a
natural way. We also let J(G)(t) =
∫ t
0
GdW , and recall that J(G) has a version
with continuous paths. Moreover, for all p ∈ (0,∞) the following two-sided estimate
for the stochastic integral holds:
C−1‖G‖Lp(Ω;γ(0,T ;H,X)) ≤ ‖J(G)‖Lp(Ω;C([0,T ];X)) ≤ C‖G‖Lp(Ω;γ(0,T ;H,X)). (2.7)
Remark 2.3. All results below hold under the slightly weaker assumption that only
the right-hand side of (2.7) holds. This includes spaces such as X = L1. For details
on such spaces we refer to [10, 7].
2.3. Function spaces. For α ∈ (0, 1), p ∈ [1,∞) and a < b, recall that a function
f : (a, b)→ X is said to be in the Sobolev space Wα,p(a, b;X) if f ∈ Lp(a, b;X) and
[f ]Wα,p(a,b;X) :=
( ∫ b
a
∫ b
a
‖f(t)− f(s)‖p
|t− s|αp+1
ds dt
)1/p
<∞.
Letting ‖f‖Wα,p(a,b;X) = ‖f‖Lp(a,b;X)+[f ]Wα,p(a,b;X), this space becomes a Banach
space. A function f : (a, b)→ X is said to be in the Ho¨lder space Cα(a, b;X) if
[f ]Cα(a,b;X) = sup
a<s<t<b
‖f(t)− f(s)‖
|t− s|α
<∞.
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Letting ‖f‖Cα(a,b;X) = sup
t∈(0,T )
‖f(t)‖X+[f ]Wα,p(a,b;X), this space becomes a Banach
space. Moreover, every f ∈ Cα(a, b;X) has a unique extension to a continuous
function f : [a, b]→ X .
If 0 < α < β < 1, then one easily checks
Cα(a, b;X) →֒Wα,p(a, b;X). (2.8)
One of the main results in the theory of fractional Sobolev spaces is the following
Sobolev embedding: if α > 1p , then
Wα,p(a, b;X) →֒ Cα−
1
p (a, b;X). (2.9)
Here the embedding means that each f ∈ Wα,p(a, b;X) has a version which is
continuous and this function lies in Cα−
1
p (a, b;X). The embedding (2.9) can be
found in the literature in the scalar setting and the standard proofs extend to the
vector-valued setting. We refer to [25, 14.28 and 14.40] and [12, Theorem 8.2] for
detailed proofs.
3. Forward integral
Recall that H is a separable real Hilbert space with orthonormal basis (hn)n≥1.
Let Pn be the projection onto the first n basis coordinates.
Definition 3.1. Let G : [0, T ] × Ω → L (H,X) be H-strongly measurable and
weakly in L2(0, T ;H). Define the sequence (I−(G,n))∞n=1 by
I−(G,n) =
n∑
k=1
n
∫ T
0
G(s)hk(W (s+ 1/n)hk −W (s)hk) ds,
where the integral is defined as in (2.2).
The process G is called forward integrable if (I−(G,n))n≥1 converges in prob-
ability. In that case, the limit is called the forward integral of G and is denoted
by
I−(G) =
∫ T
0
G d−W =
∫ T
0
G(s) d−W (s).
Note that the above definition does not require any adaptedness properties of G.
Unfortunately, it is unclear whether I− is a closable operator. For the Skorohod
integral this is indeed the case (see [35, Section 1.3]).
We write J−(G,n) for the process given by
J−(G,n)(t) = I−(G1[0,t], n). (3.1)
Then J−(G,n) ∈ L0(Ω;C1/2(0, T ;X)). Indeed, by (2.3) we have a.s. for all s < t,
‖J−(G,n)(t)− J−(G,n)(s)‖ ≤
n∑
k=1
n
∥∥∥
∫ t
s
G(r)hk(W (r + 1/n)hk −W (r)hk) dr
∥∥∥
≤
n∑
k=1
n‖Ghk‖γ(0,T ;X)‖r 7→ 1[s,t](r)(W (r + 1/n)hk −W (r)hk)‖L2(0,T )
≤ 2(t− s)1/2
n∑
k=1
n‖Ghk‖γ(0,T ;X) sup
r∈[0,T+1/n]
|W (r)hk|,
and hence the result follows.
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If for every t ∈ [0, T ], (J−(G,n)(t))n≥1 converges in probability, we write J
−(G)
for the process given by J−(G)(t) =
∫ t
0 Gd
−W . In general it seems to be unclear
whether 1[0,t]G is forward integrable when G is forward integrable.
First we show that the forward integral extends the Itoˆ integral in umd spaces.
Proposition 3.2. Consider an adapted process G : [0, T ] × Ω → L (H,X) that
belongs to L0(Ω; γ(0, T ;H,X)).
(1) For every n ≥ 1, the process Gn := n1[0, 1
n
] ∗ (1[0,T ]PnG) is adapted and in
L0(Ω; γ(0, T ;H,X)) and the following identity holds
I−(G,n) =
∫ ∞
0
Gn dW =
∫ T+ 1
n
0
Gn dW. (3.2)
(2) For every t ∈ [0, T ], 1[0,t]G is forward integrable and stochastically integrable
and
J−(G)(t) =
∫ t
0
G dW.
Motivated by the above result, we will write J(G) for J−(G) in the adapted
case. Recall that J(G) always has a continuous version and we will use this ver-
sion without further notice. It is unclear to us whether J−(G,n) → J(G) in
L0(Ω;C([0, T ];X)) for all G ∈ L0(Ω; γ(0, T ;H,X)). In the literature there are sev-
eral attempts to prove such a result in the setting H = X = R, but we could not
follow these arguments. In Theorem 4.8 we will give sufficient conditions on G for
convergence in L0(Ω;Wα,p([0, T ];X)) and in particular in L0(Ω;Cα−
1
p ([0, T ];X)).
Proof. Choose anH-strongly progressively measurable version ofG and extendG as
zero on (T,∞). Let the operator Sn on L
2(R+;H) be given by Snf = n1[0, 1
n
]∗Pnf .
Then ‖Sn‖ ≤ 1 and it extends by (2.1) to a contraction on γ(L
2(0, T ;H), X). By
duality and (2.2), this extension equals RGn . Hence Gn is in L
0(Ω; γ(R+;H,X))
and for every t ∈ R+ and x
∗ ∈ X∗ one has
Gn(t)
∗x∗ =
∫ t
0
n1[0, 1
n
](t− s)PnG(s)
∗x∗ ds
and since G is progressively measurable, the latter is Ft-measurable and thus Gn
is H-strongly adapted. It follows that Gn is stochastically integrable and by the
stochastic Fubini theorem we obtain that for all x∗ ∈ X∗,
〈∫ T+ 1
n
0
Gn dW, x
∗
〉
=
∫ ∞
0
G∗nx
∗ dW
= n
∫ ∞
0
∫ T
0
1[0, 1
n
](σ − s)PnG(s)
∗x∗ ds dW (σ)
= n
∫ T
0
∫ ∞
0
1[0, 1
n
](σ − s)PnG(s)
∗x∗ dW (σ) ds
= n
n∑
k=1
∫ T
0
〈G(s)hk, x
∗〉(W (s+ 1/n)−W (s))hk ds
= 〈I−(G,n), x∗〉.
By the Hahn-Banach theorem this yields (1).
FORWARD INTEGRATION 7
Next we prove (2). Replacing G by 1[0,t]G it suffices to consider t = T . Note that
by [31, Proposition 2.4] Gn → G in γ(R+;H,X) pointwise on Ω. Therefore, with
[31, Theorem 5.5] we find that I−(G,n) =
∫∞
0 Gn dW →
∫∞
0 GdW in L
0(Ω;X)
and (2) follows. 
In the following lemma we collect some elementary properties of the forward
integral.
Lemma 3.3. Let X0, X1 be Banach spaces and let F,G : [0, T ]× Ω → L (H,X0)
be forward integrable processes.
(1) For α, β ∈ R, αF + βG is forward integrable, and a.s.∫ T
0
αF + βG d−W = α
∫ T
0
F d−W + β
∫ T
0
G d−W.
(2) If A : Ω → L (X0, X1) is such that for every x ∈ X0, Ax is F -measurable,
then AG is forward integrable and a.s.
A
∫ T
0
G d−W =
∫ T
0
AG d−W.
In particular, for any x∗ ∈ X∗0 , G
∗x∗ is forward integrable, and a.s.
〈∫ T
0
G d−W,x∗
〉
=
∫ T
0
G∗x∗ d−W.
(3) If (A,D(A)) is a closed linear operator on X0 such that G ∈ D(A) a.e., AG
is weakly in L2(0, T ;H), H-strongly measurable and forward integrable, then∫ T
0 G d
−W is in D(A) and a.s.
A
∫ T
0
G d−W =
∫ T
0
AG d−W.
The property (3) is a stochastic version of Hille’s theorem (see [17, Theorem
II.6]). A version for the Itoˆ integral can be found in [8, Lemma 2.8].
Proof. (1) and (2) are straightforward from the definition. To prove (3), note that
by Hille’s theorem,
A
∫ T
0
(G(s)hk)(W (s+
1
n )−W (s))hk ds =
∫ T
0
A(G(s)hk)(W (s+
1
n )−W (s))hk ds.
It follows that A(I−(G,n)) = I−(AG, n) →
∫ T
0 AG d
−W in probability. Also,
I−(G,n) →
∫ T
0 G dW in probability. Hence one can find a set Ω0 ∈ F with
P(Ω0) = 1 and a subsequence (nk)k≥1 such that for all ω ∈ Ω0, I
−(G,nk)(ω) →( ∫ T
0 G d
−W
)
(ω) and A(I−(G,nk)(ω)) →
( ∫ T
0 AG d
−W
)
(ω). Now the result
follows from the assumption that A is closed. 
Using the forward integral it is easy to deduce local properties of the stochastic
integral.
Remark 3.4. From Lemma 3.3 it follows that for a forward integrable process G
and a set B ∈ F , 1BG is forward integrable and∫ T
0
1BG d
−W = 1B
∫ t
0
G d−W.
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In particular, if G ∈ L0(Ω; γ(0, T ;H,X)) is adapted and for all x∗ ∈ X∗, G∗x∗ = 0
on a set (0, T )×B, then a.s.
0 =
∫ t
0
1BG
∗x∗ d−W =
〈
1B
∫ t
0
G d−W,x∗
〉
, x∗ ∈ X∗, t ∈ [0, T ].
In particular, we deduce that
∫ ·
0
G d−W = 0 on B a.s.
4. Convergence and path regularity
In this section we will give conditions under which for adapted G one has
J−(G,n) → J(G) in the Sobolev norm. Before we start we introduce a class
of functions.
Definition 4.1. For β ∈ [0, 12 ) and p ∈ [1,∞), let V
β,p(0, T ;H,X) denote the
space of H-strongly measurable G : (0, T ) → L (H,X) for which for almost all
t ∈ [0, T ], r 7→ (t− r)−βG(r) is in γ(0, t;H,X) and
‖G‖V β,p(0,T ;H,X) :=
(∫ T
0
‖r 7→ (t− r)−βG(r)‖pγ(0,t;H,X) dt
)1/p
<∞.
The spaces V β,p(0, T ;H,X) were introduced in [32] in order to study stochastic
evolution equations of semilinear type in umd spaces. They also play a major role in
[9] and [23], where results on approximation of SPDEs have been derived. Although
the spaces V α,p look rather involved at first sight they are quite useful and not too
difficult to work with. Many properties of Bochner spaces are inherited by the
spaces V β,p(0, T ;H,X). The main motivation for the weight inside the γ-norm is
that it increases the integrability properties of G without leaving the γ-setting.
In this paper the spaces V β,p(0, T ;H,X) play an important role. They allow us
to prove the main results for all umd Banach spaces X . If the Banach space X also
has type 2, then the spaces V β,p(0, T ;H,X) may be replaced by Lp(0, T ; γ(H,X))
due to Proposition 4.2(3). The main results in this situation are stated in Corollary
4.9, Corollary 4.10 and Corollary 5.3.
The following embedding results are straightforward from the definition and (2.4)
V β,p0(0, T ;H,X) →֒ V β,p1(0, T ;H,X) if 1 ≤ p1 < p0 <∞,
V β0,p(0, T ;H,X) →֒ V β1,p(0, T ;H,X) if 0 ≤ β1 < β0 <
1
2
.
The next proposition gives several other embedding properties for the spaces
V β,p(0, T ;H,X). In particular they give new insights for results in [9], [23] and
[32]. Details on (co)type properties of a Banach space can be found in [16, Chapter
11]. Recall that every Hilbert space has type 2, and X = Lq (or X = W s,q) has
type 2 if and only if q ∈ [2,∞). Moreover, for q <∞, Lq has cotype q ∨ 2.
Proposition 4.2. Let p ≥ 1 and β ∈ [0, 12 ).
(1) If G ∈ V β,1(0, T ;H,X), then for all ε ∈ (0, T ) one has G ∈ γ(0, T − ε;H,X)
and
‖G‖γ(0,T−ε;H,X) ≤
T β
ε
‖G‖V β,1(0,T ;H,X).
Moreover, if β > 1p , then
V β,p(0, T ;H,X) →֒ γ(0, T ;H,X).
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(2) If X has cotype p ∈ [2,∞) and β ∈ [0, 1p ), then
γ(0, T ;H,X) →֒ V β,p(0, T ;H,X).
(3) If X has type 2 and p ∈ [2,∞), then
Lp(0, T ; γ(H,X)) →֒ V β,p(0, T ;H,X).
Under type p assumptions one can show that V β,p(0, T ;H,X) contains certain
fractional Sobolev spaces or Ho¨lder spaces, but we will not go into details on this
(see [32, Lemma 3.3] and [23, Lemma 3.8] for some details in this direction).
Note that for fixed G ∈ V β,p(0, T ;H,X), the function u 7→ 1[0,u]G is continuous
from [0, T ] into V β,p(0, T ;H,X) (see [32, Section 7]).
Proof. (1): For every s ∈ [0, T ), we can write
G(s) =
∫ T
0
(t− s)−βG(s)
(t − s)β
T − s
1[s,T ](t) dt.
It follows that for every ε ∈ [0, T ] one has
‖G‖γ(0,T−ε;H,X) ≤
∫ T
0
∥∥∥s 7→ (t− s)−βG(s) (t− s)β
T − s
1[s,T ](t)
∥∥∥
γ(0,T−ε;H,X)
dt. (4.1)
For all ε ∈ (0, T ) and s ∈ [0, T − ε), (t−s)
β
T−s ≤ ε
−1T β, and thus by (2.4)
‖G‖γ(0,T−ε;H,X) ≤ ε
−1T β‖G‖V β,1(0,T ;H,X).
Next assume β > 1p and take ε = 0 in (4.1). Note that for all t ∈ [0, T ) and
s ∈ [0, t], (t−s)
β
T−s ≤ (T − s)
β−1 ≤ (T − t)β−1. Therefore, by (2.4), and Ho¨lder’s
inequality,
‖G‖γ(0,T ;H,X) ≤
∫ T
0
‖s 7→ (t− s)−βG(s)1[0,t](s)‖γ(0,T ;H,X)(T − t)
β−1 dt
≤ ‖G‖V β,p(0,T ;H,X)
(∫ T
0
(T − t)(β−1)p
′
dt
)1/p′
≤ C‖G‖V β,p(0,T ;H,X).
(2): Let G ∈ γ(0, T ;H,X). Let φt(r) = 1(0,t)(r)(t − r)
−β and Mβ : (0, T ) →
L (X,Lp(0, T ;X)) be given by Mβ(t)x = φtx. Observe that by the γ-Fubini iso-
morphism (see [31, Proposition 2.6]) and the definition of V β,p
c−1‖G‖V β,p(0,T ;H,X) ≤ ‖MβG‖γ(0,T ;H,Lp(0,T ;X)) ≤ c‖G‖V β,p(0,T ;H,X). (4.2)
For β < 1p and t ∈ (0, T ), one has
K : =
∫ ∞
0
sup
t∈(0,T )
µ
(
{r ∈ (0, t) : φt(r) > s}
)1/p
ds
=
∫ ∞
0
sup
t∈(0,T )
(t ∧ s−
1
β )1/p ds =
∫ ∞
0
T
1
p ∧ s−
1
βp ds <∞.
Therefore, it follows from [19, Lemma 3.1] that {Mβ(t) : t ∈ (0, T )} is R-bounded
by CK, and hence by the Kalton–Weis γ-multiplier theorem (see [30, Theorem
5.2]), we find that
‖MβG‖γ(0,T ;H,Lp(0,T ;X)) ≤ CK‖G‖γ(0,T ;H,X),
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where we used the fact that Lp(0, T ;X) does not contain a copy of c0 as it has finite
cotype (see [16, page 212 and Theorem 11.12]). Combining the latter estimate with
(4.2), the required result follows.
(3): From L2(0, T ; γ(H,X)) →֒ γ(0, T ;H,X) (see [30, Theorem 11.6]) and
Young’s inequality for convolutions we obtain
‖G‖p
V β,p(0,T ;H,X)
=
∫ T
0
‖r 7→ (t− r)−βG(r)‖pγ(0,t;H,X) dt
= C
∫ T
0
(∫ t
0
(t− r)−2β‖G(r)‖2γ(H,X) dr
)p/2
dt
≤ C
(∫ T
0
r−2β dr
)p/2 ∫ T
0
‖G(r)‖pγ(H,X) dr
= C′‖G‖pLp(0,T ;γ(H,X)).

Example 4.3. Let X be a Hilbert space. In the case that p = 2 and β ∈ [0, 12 ), by
(2.5) and Fubini’s theorem, one has
V β,2(0, T ;H,X) = L2((0, T ), µα,T ; C
2(H,X)) (4.3)
where and dµα,T (r) = (T − r)
1−2β dr. Moreover, by Proposition 4.2 one has
Lp(0, T ; γ(H,X)) →֒ V β,p(0, T ;H,X) for all p ≥ 2 and β ∈ [0, 12 ),
L2(0, T ; C2(H,X)) →֒ V β,p(0, T ;H,X) for all p ≥ 2 and β ∈ [0, 1p ),
V β,p(0, T ;H,X) →֒ L2(0, T ; C2(H,X)) for all p ≥ 2 and β ∈ ( 1p ,
1
2 ).
Next we prove a pathwise regularity result for J(G). Recall that J(G) is the
process given by J(G)(t) =
∫ t
0 GdW .
Proposition 4.4. Let p ∈ [1,∞) and 0 < α < β < 12 . If G is an adapted
process that belongs to L0(Ω;V β,p(0, T ;H,X)), then J(G) ∈ L0(Ω;Wα,p(0, T ;X)).
Furthermore, the following assertions hold:
(1) There exists a constant C independent of G such that
‖J(G)‖Lp(Ω;Wα,p(0,T ;X)) ≤ C‖G‖Lp(Ω;V β,p(0,T ;H,X)).
(2) For every n ≥ 1, assume that Gn ∈ L
0(Ω;V β,p(0, T ;H,X)) is an adapted
process. If Gn → G in L
0(Ω;V β,p(0, T ;H,X)), then
J(Gn)→ J(G) in L
0(Ω;Wα,p(0, T ;X)).
Remark 4.5. Note that under the above assumptions, by Proposition 4.2 (1) one
has G1[0,t] ∈ L
0(Ω; γ(0, T ;H,X)) for all t ∈ [0, T ), and therefore, J(G)(t) is well-
defined for every t ∈ [0, T ).
Remark 4.6. If 1p < α <
1
2 , we can use the Sobolev embedding theorem (2.9), to
replace Wα,p(0, T ;X) by Cα−
1
p (0, T ;X) in the above result.
Example 4.7. Let X be a Hilbert space. From Example 4.3, we see that by (4.3)
and Proposition 4.4, for every G ∈ L0(Ω;L2((0, T ), µα,T ; C
2(H,X))) adapted, one
has J(G) ∈ L0(Ω;Wα,p(0, T ;X)). Note that such a process G is not necessarily
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in L0(Ω;L2(0, T ; C2(H,X))). In the case H = X = R an example is given by
G(t) = (T − t)−
1
2
−ε with ε > 0.
Indeed, one easily checks that G ∈ L2((0, T ), µα,T ) if and only if ε + α < 1/2,
and in that case J(G) ∈ Wα,p(0, T ) a.s. However, G /∈ L2(0, T ). This singular
behavior can only occur at the point t = T as follows from Proposition 4.2 (1).
Proof of Proposition 4.4. To prove (1), note that for 0 ≤ s ≤ r < t ≤ T , one has
1 ≤ (t− s)β(t− r)−β , and hence by (2.7) and (2.4), we have
E‖J(G)(t) − J(G)(s)‖p ≤ CE‖G‖pγ(s,t;H,X)
≤ C(t− s)βpE‖r 7→ (t− r)−βG(r)‖pγ(s,t;H,X) (4.4)
≤ C(t− s)βpE‖r 7→ (t− r)−βG(r)‖pγ(0,t;H,X).
By Fubini’s theorem we find that
E[J(G)]pWα,p(0,T ;X) = 2
∫ T
0
∫ t
0
E‖J(G)(t) − J(G)(s)‖p
(t− s)αp+1
ds dt
≤ CE
∫ T
0
∫ t
0
‖r 7→ (t− r)−βG(r)‖pγ(0,t;H,X)
(t− s)1−(β−α)p
ds dt (4.5)
≤ CT (β−α)pE
∫ T
0
‖r 7→ (t− r)−βG(r)‖pγ(0,t;H,X) dt
= CT (β−α)p‖G‖p
Lp(Ω;V β,p(0,T ;H,X))
,
where we used β > α. Taking s = 0 in (4.4), one also obtains
E‖J(G)‖pLp(0,T ;X) ≤ CT
βp
E
∫ T
0
‖r 7→ (t− r)−βG(r)‖pγ(0,t;H,X) dt
= T βp‖G‖p
Lp(Ω;V β,p(0,T ;H,X))
.
Combining the estimates yields that J(G) ∈ Lp(Ω;Wα,p(0, T ;X)) and (1) holds.
Before we continue to the proof of (2), we first prove that for adapted processes
G ∈ L0(Ω;V β,p(0, T ;H,X)), one has J(G) ∈ L0(Ω;Wα,p(0, T ;X)). Let τn be the
stopping time given by
τn = inf{t ∈ [0, T ] : ‖1[0,t]G‖V β,p(0,T ;H,X) ≥ n},
where we put τn = T if the infimum is taken over the empty set. Then 1[0,τn]G ∈
Lp(Ω;V β,p(0, T ;H,X)) and hence t 7→ J(G)(t ∧ τn) = J(1[0,τn]G)(t) belongs to
L0(Ω;Wα,p(0, T ;X)). Since for almost every ω ∈ Ω, we can find an n ≥ 1 with
τn(ω) = T , we obtain J(G) ∈ W
α,p(0, T ;X) almost surely.
To prove (2) we use another stopping time argument. By linearity we can replace
Gn by Gn−G and hence it suffices to consider G = 0. Moreover, by a subsequence
argument it suffices to consider the case that Gn → 0 in V
β,p(0, T ;H,X) almost
surely. For n ≥ 1 let τn be the stopping time given by
τn = inf{s ∈ [0, T ] : ‖1[0,s]Gn‖V β,p(0,T ;H,X) ≥ 1}.
Since Gn → 0 in V
β,p(0, T ;H,X) almost surely, we find that limn→∞ P(τn = T ) =
1. Since ‖1[0,τn]Gn‖V β,p(0,T ;H,X) ≤ 1, and
‖1[0,τn]Gn‖V β,p(0,T ;H,X) ≤ ‖Gn‖V β,p(0,T ;H,X) → 0 a.s.,
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the dominated convergence theorem gives that
1[0,τn]Gn → 0
in the space Lp(Ω;V β,p(0, T ;H,X)). In particular, by (1) one has J(1[0,τn]Gn)→ 0
in Lp(Ω;Wα,p(0, T ;X)). Let ε > 0 be arbitrary. Then using J(1[0,τn]Gn)(t) =
J(Gn)(t ∧ τn) we find that
P
(
‖J(Gn)‖Wα,p(0,T ;X) ≥ ε
)
≤ P
(
‖J(Gn)‖Wα,p(0,T ;X) ≥ ε, τn = T
)
+ P(τn < T )
≤ P
(
‖J(1[0,τn]Gn)‖Wα,p(0,T ;X) ≥ ε
)
+ P(τn < T )
≤ ε−pE‖J(1[0,τn]Gn)‖
p
Wα,p(0,T ;X) + P(τn < T ).
Now the result follows by letting n→∞. 
The next result is one of the main results of the paper and gives convergence of
paths of the forward integral in Sobolev norms. With Remark 4.6 one can derive
convergence in the Ho¨lder norm as a consequence.
Theorem 4.8. Let p ∈ [1,∞) and 0 < α < β < 12 .
(1) If G ∈ Lp(Ω;V β,p(0, T ;H,X)) is adapted, then
J−(G,n)→ J(G) in Lp(Ω;Wα,p(0, T ;X)).
(2) If G ∈ L0(Ω;V β,p(0, T ;H,X)) is adapted, then
J−(G,n)→ J(G) in L0(Ω;Wα,p(0, T ;X)).
From Remark 4.5 we see that J(G)(t) and J−(G,n)(t) are well-defined for every
t ∈ [0, T ).
Recall from (3.2) that
J−(G,n)(t) =
∫ ∞
0
Gn dW, where Gn = n1[0, 1
n
] ∗ (1[0,t]PnG).
Since Gn → G in L
0(Ω;V β,p(0, T ;H,X), at first sight it seems that Proposition
4.4 can be used directly to obtain Theorem 4.8. Unfortunately, Proposition 4.4
does not apply because the process Gn also depends on t, and we need to proceed
differently.
Proof. Before proving the assertion we note that if G ∈ L0(Ω;V β,p(0, T ;H,X)),
then J(G) ∈ Wα,p(0, T ;X) a.s. by Proposition 4.4. We claim that J−(G,n) ∈
Wα,p(0, T ;X) a.s. Indeed,
‖J−(G,n)(t) − J−(G,n)(s)‖
=
∥∥∥
n∑
k=1
n
∫ t
s
G(r)hk(W (r + 1/n)hk −W (r)hk) dr
∥∥∥
≤
n∑
k=1
n
∥∥∥
∫ T
0
G(r)hk1[s,t](r)(W (r + 1/n)hk −W (r)hk) dr
∥∥∥ =:
n∑
k=1
nJk.
By (2.3) we find that
Jk ≤ ‖r 7→ (t− r)
−β1[0,r]G(r)‖γ(0,t;H,X)
× ‖r 7→ (t− r)β(W (r + 1/n)hk −W (r)hk)‖L2(s,t).
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Since the paths of r 7→W (r + 1/n)hk −W (r)hk are a.s. bounded, we have
‖r 7→ (t− r)β(W (r + 1/n)hk −W (r)hk)‖L2(s,t) ≤ C(W,n)(t − s)
β+ 1
2 ,
where C(W,n) = 2 sup
r∈[0,T+1]
sup
1≤k≤n
|W (r)hk|. It follows that
[J−(G,n)]pWα,p(0,T ;X) = 2
∫ T
0
∫ t
0
‖J−(G,n)(t)− J−(G,n)(s)‖p
(t− s)αp+1
ds dt
2 ≤ CW,n
∫ T
0
∫ t
0
‖r 7→ (t− r)−β1[0,r]G(r)‖
p
γ(0,t;H,X)(t− s)
(β−α+ 1
2
)p−1 ds dt
≤ CW,nC‖G‖
p
V β,p(0,T ;X)
.
Similarly, one sees that ‖J−(G,n)‖Lp(0,T ;X) <∞ a.s. and the claim follows.
(1): Observe that by (3.2) and (2.7),
E[J−(G,n)− J(G)]pWα,p(0,T ;X))
≤ CE
∫ T
0
∫ T
0
1[0,t](s)
‖n1[0, 1
n
] ∗ (1[s,t]PnG)− 1[s,t]G‖
p
γ(R+;H,X)
|t− s|αp+1
ds dt.
(4.6)
We will use the dominated convergence theorem to show that the latter converges
to zero as n → ∞. Indeed, by Young’s inequality one has ‖n1[0, 1
n
] ∗ f‖L2(R;H) ≤
‖f‖L2(R;H) for f ∈ L
2(R;H). Therefore, by the right-ideal property and (2.4) for
0 ≤ s ≤ t ≤ T ,
‖n1[0, 1
n
] ∗ (1[s,t]PnG)− 1[s,t]G‖γ(R+;H,X) ≤ 2E‖1[s,t]G‖γ(s,t;H,X)
≤ 2|t− s|β‖r 7→ (t− r)−βG(r)‖γ(0,t;H,X).
Now the latter is integrable on the space Ω × [0, T ]2 with measure 1[0,t](s)(t −
s)−αp−1 ds dt dP, and it dominates the function 1[0,t](s)‖n1[0, 1
n
] ∗ (1[s,t]PnG) −
1[s,t]G‖
p
γ(R+;H,X)
, which depends on 0 ≤ s ≤ t ≤ T and ω ∈ Ω. Moreover, by
[31, Proposition 2.4]
lim
n→∞
‖n1[0, 1
n
] ∗ (1[s,t]PnG)− 1[s,t]G‖γ(R+;H,X) = 0
for all 0 ≤ s ≤ t ≤ T and a.s. on Ω. Therefore, by the dominated convergence
theorem, the right-hand side of (4.6) tends to zero as n→∞.
A similar argument yields that E‖J−(G,n) − J(G)‖pLp(0,T ;X) → 0 as n → ∞.
This proves (1).
Next we prove (2) using a stopping time argument. Consider an element G ∈
L0(Ω;V β,p(0, T ;H,X)). For each m ≥ 1 define
τm = inf{[0, T ] : ‖1[0,t]G‖V β,p(0,T ;H,X) ≥ m},
where we let τm = T if the infimum is taken over the empty set. Let Gm = 1[0,τm]G.
Clearly, limm→∞ P(τm = T ) = 1. Observe that almost surely, for all t ∈ [0, T ],
J(G)(τm ∧ t) = J(1[0,τm]G)(t) and J
−(G,n)(τm ∧ t) = J
−(1[0,τm]G,n)(t). The
latter is trivial as J−(·, n) is defined in a pathwise sense.
Let ε > 0 and δ > 0 be arbitrary and choose m so large that P(τm < T ) < δ. It
follows that for all n ≥ 1,
P
(
‖J(G)− J−(G,n)‖Wα,p(0,T ;X) ≥ ε
)
≤ P
(
‖J(G)− J−(G,n)‖Wα,p(0,T ;X) ≥ ε, τm = T
)
+ P(τm < T )
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≤ P
(
‖J(1[0,τm]G)− J
−(1[0,τm]G,n)‖Wα,p(0,T ;X) ≥ ε
)
+ δ
≤ ε−pE‖J(1[0,τm]G)− J
−(1[0,τm]G,n)‖
p
Wα,p(0,T ;X) + δ.
Since 1[0,τm]G satisfies the conditions of (1) it follows that
lim sup
n→∞
P
(
‖J(G)− J−(G,n)‖Wα,p(0,T ;X) ≥ ε
)
≤ δ.
Since δ > 0 was arbitrary, the result follows. 
If the space X is not only a umd space, but has type 2 as well, then one can
obtain further conditions for a process to be in the spaces considered in Theorem
4.8. Both results below follow immediately from the embedding of Proposition 4.2
(2), Proposition 4.4 and Theorem 4.8. Similar corollaries can be deduced from
Proposition 4.2 (3).
Corollary 4.9. Assume X has type 2, and let p ∈ [2,∞) and 0 < α < 12 . If
G ∈ L0(Ω;Lp(0, T ; γ(H,X))) is adapted, then J(G) ∈ L0(Ω;Wα,p(0, T ;X)). Fur-
thermore, the following assertions hold:
(1) There exists a constant C independent of G such that
‖J(G)‖Lp(Ω;Wα,p(0,T ;X)) ≤ C‖G‖Lp(Ω;Lp(0,T ;γ(H,X))).
(2) Assume that for every n ≥ 1, Gn ∈ L
0(Ω;Lp(0, T ; γ(H,X))) is an adapted
process. If Gn → G in L
0(Ω;Lp(0, T ; γ(H,X))), then
J(Gn)→ J(G) in L
0(Ω;Wα,p(0, T ;X)).
Corollary 4.10. Assume X has type 2, and let p ∈ [2,∞).
(1) If G ∈ Lp(Ω;Lp(0, T ; γ(H,X))) is adapted, then for all α ∈ (0, 12 ),
J−(G,n)→ J(G) in Lp(Ω;Wα,p(0, T ;X)).
(2) If G ∈ L0(Ω;Lp(0, T ; γ(H,X))) is adapted, then for all α ∈ (0, 12 ),
J−(G,n)→ J(G) in L0(Ω;Wα,p(0, T ;X)).
Again, Remark 4.6 applies to the above results and this will give convergence in
the Ho¨lder norm. The above result contains Theorem 1.1 as a special case.
5. Nonadapted pointwise multipliers
In the next result we give sufficient smoothness conditions on a possibly non-
adapted operator-valued process M and an adapted process G, such that MG
becomes forward integrable. Moreover we derive a neat integration by parts formula
which yields a very useful representation formula for the forward integral. Recall
that I(G) =
∫ T
0 G dW .
Theorem 5.1. Let X and Y be umd Banach spaces. Assume p ∈ (2,∞), δ ∈
[0, 3/2) and β ∈ ( 1p ,
1
2 ) are such that β−
1
p−δ+1 > 0. Let M : [0, T ]×Ω→ L (X,Y )
be such that
(i) For all x ∈ X, (t, ω) 7→M(t, ω)x is strongly measurable.
(ii) For almost all ω ∈ Ω, t 7→M(t, ω) is continuously differentiable on [0, T ) and
there exists a constant δ ∈ [0, 32 ) such that for almost all ω ∈ Ω, there is a
constant C(ω) > 0 such that
‖M ′(t, ω)‖ ≤ C(ω)(T − t)−δ, t ∈ [0, T ).
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Assume G ∈ L0(Ω;V β,p(0, T ;X)) is adapted and MG is weakly in L2(0, T ;H).
Then MG is forward integrable, s 7→ M ′(s)I(1[s,T ]G) ∈ L
1(0, T ;Y ) almost surely
and ∫ T
0
M(s)G(s) d−W (s) =M(0)I(G) +
∫ T
0
M ′(s)I(1[s,T ]G) ds. (5.1)
Note that we do not assume any adaptedness properties on M .
Proof. By Proposition 4.2, (1) G ∈ L0(Ω; γ(0, T ;H,X)).
Fix t ∈ (0, T ). Let fk = nG(·)hk(W (·+1/n)hk−W (·)hk). Note that by (2.4) and
the path continuity of Whk, we have fk ∈ L
0(Ω; γ(0, t;X)). Let Fk : [0, t]×Ω→ X
be given by Fk(s) =
∫ t
s
fk(r) dr and note that
n∑
k=1
Fk(s) = I
−(1[s,t]G,n).
Fix ω ∈ Ω. By Lemma 2.2 both MG and Mfk are in γ(0, t;H,Y ) and
I−(M1[0,t]G,n) =
n∑
k=1
∫ t
0
M(s)fk(s) ds =
n∑
k=1
M(0)Fk(0) +
∫ t
0
M ′(s)Fk(s) ds
=M(0)I−(1[0,t]G,n) +
∫ t
0
M ′(s)I−(1[s,t]G,n) ds.
Now letting t ↑ T , it follows from the observation below (3.1) that
M(0)I−(1[0,t]G,n)→M(0)I
−(G,n) and I−(M1[0,t]G,n)→ I
−(MG,n).
Next we claim that for t ↑ T ,∫ t
0
M ′(s)I−(1[s,t]G,n) ds→
∫ T
0
M ′(s)I−(1[s,T ]G,n) ds. (5.2)
Indeed, choose α ∈ ( 1p , β) such that α−
1
p − δ + 1 > 0. Note that by Theorem 4.8
and (2.9), K := ‖J−(G,n)‖
C
α− 1
p (0,T ;X)
< ∞ for almost all ω ∈ Ω. The difference
of both of the terms in (5.2) can be estimated by
∫ T
t
‖M ′(s)I−(1[s,T ]G,n)‖ ds+
∫ t
0
‖M ′(s)I−(1[t,T ]G,n)‖ ds
≤
∫ T
t
‖M ′(s)(J−(G,n)(T )− J−(G,n)(s))‖ ds
+
∫ t
0
‖M ′(s)(J−(G,n)(T )− J−(G,n)(t))‖ ds
≤ CK
[ ∫ T
t
(T − s)−δ(T − s)α−
1
p ds+ (T − t)α−
1
p
∫ t
0
(T − s)−δ ds
]
≤ CK
[
(T − t)α−
1
p
−δ+1 + [T−δ+1 + (T − t)−δ+1](T − t)α−
1
p
]
,
and the latter goes to zero as t ↑ T .
We conclude that almost surely for every n ≥ 1
I−(MG,n) =M(0)I−(G,n) +
∫ T
0
M ′(s)I−(1[s,T ]G,n) ds. (5.3)
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Hence to prove (5.1), we will show that we can let n → ∞ in (5.3). Obviously,
M(0)I−(G,n) → M(0)I(G). From Theorem 4.8 and (2.9) we find that ξn =
[J−(G,n)− J(G)]
C
α− 1
p (0,T ;X)
→ 0 in probability as n→∞. It follows that
∫ T
0
∥∥M ′(s)[I−(1[s,T ]G,n)− I−(1[s,T ]G)]∥∥ ds
≤ C
∫ T
0
(T − s)−δ‖I−(1[s,T ]G,n)− I
−(1[s,T ]G)‖ ds
≤ C
∫ T
0
(T − s)−δ‖(J−(G,n)(T )− J−(G,n)(s)) − (J−(G)(T )− J−(G)(s))‖ ds
≤ Cξn
∫ T
0
(T − s)−δ+α−
1
p ds
= C′ξnT
1−δ+α− 1
p .
Since the latter converges to zero in probability, it follows that the right-hand side
of (5.3) converges and hence MG is forward integrable and (5.1) holds. 
Remark 5.2. Assume M satisfies (i) and (ii) of Theorem 5.1.
(1) If δ ∈ [0, 1), then by Lemma 2.2 one has MG ∈ L0(Ω; γ(0, T ;H,Y )) whenever
G ∈ L0(Ω; γ(0, T ;H,Y )). In particular MG is weakly in L2(0, T ;H).
(2) If 0 ≤ δ < 32 −
1
p and G ∈ L
0(Ω;Lp(0, T ; γ(H,X))), then we have MG ∈
L0(Ω;L2(0, T ; γ(H,Y ))). Indeed, without loss of generality we can assume
δ > 1. It follows that
‖M(t)−M(0)‖ ≤ C
∫ t
0
(T − s)−δ ds ≤ C
(
(T − t)1−δ + T 1−δ
)
.
Therefore, by Ho¨lder’s inequality with 1q +
2
p = 1,
‖MG‖L2(0,T ;γ(H,Y )) ≤ C
(∫ T
0
(
(T − t)1−δ + T 1−δ
)2
‖G(t)‖2γ(H,X) dt
)1/2
+ ‖M(0)‖
(∫ T
0
‖G(t)‖2γ(H,X) dt
)1/2
≤ C‖G‖Lp(0,T ;γ(H,X)).
From Theorem 5.1, Proposition 4.2 and Remark 5.2 we immediately derive the
following:
Corollary 5.3. Assume X and Y are umd Banach space with type 2 and as-
sume M satisfies (i) and (ii) of Theorem 5.1. Assume p > 2 and δ < 32 −
1
p .
If G ∈ L0(Ω;Lp(0, T ; γ(H,X))) is adapted, then MG is forward integrable, s 7→
M ′(s)I(1[s,t]G) ∈ L
1(0, T ;Y ) almost surely, and (5.1) holds.
As an illustration we present a brief indication how the results of this section
can be applied to stochastic evolution equations.
Example 5.4. Assume that for each ω ∈ Ω, (A(t, ω))t∈[0,T ] is a family of unbounded
operators which generates an evolution family (S(t, s, ω))0≤s≤t≤T,ω∈Ω on a Banach
space X0. Assume that X1 = D(A(t, ω)) does not depend on time and ω ∈ Ω, and
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A : [0, T ] × Ω → L (X1, X0) is adapted. In general, ω 7→ S(t, s, ω) will only be
Ft-measurable, and hence the stochastic convolution∫ t
0
S(t, s)G(s) dW (s)
does not exist as an Itoˆ integral. In many situations one can check that ddsS(t, s) =
−S(t, s)A(s) satisfies
∥∥ d
dsS(t, s, ω)
∥∥ ≤ C(ω)(t − s)−1 (see [1] and [26]). Therefore,
Theorems 5.1 and Corollary 5.3 withM(s) = S(t, s) can be used to obtain sufficient
conditions for the existence of the forward convolution
U(t) :=
∫ t
0
S(t, s)G(s) d−W (s)
= S(t, 0)I(1[0,t]G)−
∫ t
0
S(t, s)A(s)I(1[s,t]G) ds.
(5.4)
In [24] Leo´n and Nualart have observed that the forward integral gives a weak
solution of the stochastic evolution equation
dU = A(t)U(t) dt+G(t) dW (t), U(0) = 0,
and even more general equations. Using (5.4) one can obtain a rather complete the-
ory for non-autonomous stochastic evolution equations with random drift. Details
can be found in [40].
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