In this paper we will extend the product of spectral triples to a product of semifinite spectral triples. We will prove that finite summability and regularity are preserved under taking products. Connes and Marcolli constructed for each z ∈ (0, ∞) a type II∞-semifinite spectral triple which can be considered as a geometric space of dimension z. A small adaption of their construction yields a type I-semifinite spectral triple. We will investigate the properties of these semifinite spectral triples. At the same time we will also avoid the need for an infrared cutoff to compute the dimension spectrum. Using this collection of semifinite spectral triples and the product of semifinite spectral triples one can construct a mathematical tool for dimensional and zeta-function regularisation in quantum field theory.
Introduction
In cite [15] Hooft and Veltman developed the method of dimensional regularisation to deal with divergent integrals in quantum field theory. The idea they had was to evaluated the corresponding integrals in d− w dimensions for w ∈ C instead of the original d dimensions. This approach plays a key role in modern quantum field theory computations. It is therefore a natural question whether it is possible to mathematically construct geometric spaces which have dimension z ∈ C. As described by Connes and Marcolli in [9] this is indeed possible in the framework of noncommutative geometry. They found a spectral triple for which the 'Dirac operator' D satisfies the following generalization of the Gaussian integral in z dimensions: Such spectral triples can be found in the generalisation of spectral triples to semifinite spectral triples, introduced by Benameur and Fack in [2] . In the first section of this paper we will focus on these semifinite spectral triples, in particular we will consider the dimension spectrum [10] of semifinite spectral triples and we will deal with products of semifinite spectral triples. Combining this, one can obtain a semifinite spectral triple of 'dimension' n + z from the z-dimensional triple and a spin-manifold of dimension n. We will construct the product of semifinite spectral triples, this is a natural generalisation of the product of ordinary spectral triples and then we will show that the product preserves finite summability and regularity. In the second part of this paper we will give the construction of the z-dimensional semifinite spectral triples. We will elaborate on why they can be considered as a generalisation of a geometric space of dimension z and we will compare our construction with the definition of Connes and Marcolli. In particular we will pay attention to the 'dimension spectrum', this is a subset of C which is a generalisation of the dimension of manifolds to spectral triples. Connes and Moscovici [10] use the operator |D| −1 in their definition of the dimension spectrum. This causes some problems, because the Dirac operator is not invertible in the triple we will consider. An alternative definition of the 'dimension spectrum' uses the operator (D 2 + 1) −1/2 which in this case is well-defined. However this definition has as a disadvantage that computations are a lot more complicated. In the last part of this paper we will show that these semifinite spectral triples can indeed be used to define integrals in z dimensions so that we obtain a little more concrete picture of dimensional regularisation. We will not build a full theory, but we will work out an example in details which illustrates the main ideas. Also we will show that it is possible to combine these z-dimensional spaces and the product of semifinite spectral triples to construct a tool for zeta-function regularisation. An appendix is added in which the required results about traces on semifinite von Neumann algebras are stated.
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Semifinite noncommutative geometry
The objective of section 3 is to construct spectral triples which satisfy a specific requirement so that they can be considered to be z-dimensional for z ∈ (0, ∞). The construction which is given makes use of semifinite traces and not the ordinary trace Tr. This naturally leads to the notion of semifinite spectral triples. In this section we will derive some general results about these semifinite spectral triples, in particular we will be concerned with products of such triples.
Semifinite spectral triples and their properties
The difference between an ordinary spectral triple and a semifinite one is that we no longer require that the resolvent of the Dirac operator is compact, but we want it to be compact relative to a trace on a semifinite von Neumann algebra (c.f. definition 5.9).
Definition 2.1. [2] A semifinite spectral triple (A, H, D; N , τ ) consists of a Hilbert space H a semifinite von Neumann algebra N acting on H with a faithful normal semifinite trace τ , an involutive algebra A ⊂ N and a self-adjoint operator D affiliated to N . Furthermore we require that for all a ∈ A the operator [D, a] is densely defined and extends to a bounded operator on H and that the operator D is τ -discrete. This operator D is called the Dirac operator of the triple. If in addition there exists a Z/2Z-grading γ ∈ N such that γD = −Dγ and γa = aγ for all a ∈ A. Then the tuple (A, H, D; N , τ, γ) is called an even semifinite spectral triple.
The reason for the requirement γ ∈ N is that we want that the trace τ (γa) is defined for a ∈ A. Almost all definitions of the classical case copy to the semifinite setting, in most cases we only have to deal with the substitution of Tr by a trace τ . Definition 2.2. Suppose (A, H, D; N , τ ) is a semifinite spectral triple. For p > 0 we say that the triple is p-τ -summable if τ ((1 + D 2 ) −p/2 ) < ∞. The triple is τ -finitely summable if it is p-τ -summable for some p > 0. The triple is p + -τ -summable if τ ((1 + D 2 ) −p/2+ε ) < ∞ for all ε > 0. The triple is said to be θ-τ -summable if τ (e −tD 2 ) < ∞ for any t > 0.
Note that since D is self-adjoint, σ(D 2 ) ⊂ [0, ∞) and thus (D 2 + 1) −1 is well defined. These different notions of τ -summability are related to one another in the following way. Lemma 2.3. Suppose (A, H, D; N , τ ) is a semifinite spectral triple and q > p > 0. If the triple is p-τ -summable, then it is p + -τ -summable, q-summable and θ-τ -summable.
Proof. Suppose 1 < p < q. Because D is affiliated to N and (1 + D 2 ) −1 is bounded, the operator
Thus by (5.1) the following inequality holds
and thus D is q-τ -summable. If ε > 0, put q := p + 2ε from which p + -τ -summability follows. We know that for t > 0 and α > 0 fixed, the function g t,α :
is bounded, say by C t,α . Then
so the operator is θ-τ -summable and the last assertion follows. ⊠ Definition 2.4.
[4] For a semifinite spectral triple (A, H, D; N , τ ) we define for a ∈ A the operator δ(a) := [|D|, a], it is the unbounded derivation of a. We denote Dom(δ) := {a ∈ B(H) : δ(a) is bounded on H and a Dom(|D|) ⊂ Dom(|D|)}.
If for all a ∈ A the operators a, [D, a] ∈ Dom(δ k ), we call the triple a QC k -triple, or QC k for short. If the triple is a QC k -triple for all k ≥ 1, we call it QC ∞ or regular. An operator a ∈ B(H) with a ∈ Dom(δ k ) for all k ∈ N is called smooth.
Definition 2.5. Suppose (A, H, D; N , τ ) is a regular τ -finitely summable semifinite spectral triple. Let B be the algebra generated by the elements δ k (a) and δ k ([D, a]) for k ∈ N and a ∈ A. This triple is said to have dimension spectrum Sd ⊂ C if for every b ∈ B the zeta function
−z/2 ) (for Re(z) large), extends analytically to C \ Sd. If the set Sd is discrete, then (A, H, D; N , τ ) is said to have a discrete dimension spectrum. If all zeta functions ζ b have at most simple poles, the dimension spectrum is called simple.
Remark 2.6. There are two commonly used definitions of the dimension spectrum, namely the one introduced in [10] and the one stated above. In [10] the dimension spectrum is defined as the set of singularities of the the zeta functions
However this definition gives problems if D is not invertible, therefore we choose for the definition which uses (D 2 + 1) −1/2 instead. The two different definitions are compatible with each other, see for instance [2] .
Products of semifinite spectral triples
In [5] the product of spectral triples is introduced. A detailed proof that this construction indeed yields a spectral triple can be found in e.g. [11] . We extend Connes' construction to a product of semifinite spectral triples. It is clear that we cannot expect this product to be a classical spectral triple, but we do obtain a semifinite spectral triple. This is the content of Theorem 2.11. Such a theorem extends the classical product, because a classical spectral triple is a semifinite spectral triple with the type I von Neumann algebra B(H) and trace Tr. We start with the preparations for the proof of this theorem. 
is an isometry.
Proof. Note that this sum is well-defined, because if (x i ) i ∈ i∈I K i at most countably many elements x i can be non-zero. Now clearly U is bijective and it preserves the norm. Hence it is an isometry. ⊠ 
is a faithful semifinite normal trace. In particular this trace factors, thus
Proof. From [21, VIII. §4] it follows that the map τ 1 ⊗ τ 2 is a faithful semifinite normal weight. So it remains to show that τ has the trace property, i.e. τ (aa
Since τ i is a trace we have
In that case a = n x n ⊗ y n with |τ 1 (x n )| < ∞ and |τ 2 (y n )| < ∞ for all n. Hence
So indeed τ 1 ⊗ τ 2 is a trace. ⊠ Lemma 2.10. In the notation of Lemma 2.9 suppose for i = 1, 2 the operators
Proof. Let ε > 0. Select for i = 1, 2 operators R i ∈ B(H i ) such that K i − R i < ε, with the property that for the projection P i on the range of R i the trace τ i (P i ) < ∞. Then P 1 ⊗ P 2 is the projection on the range of R 1 ⊗ R 2 . By the factorisation of τ (Lemma 2.9) we have τ (P 1 ⊗ P 2 ) = τ 1 (P 1 )τ 2 (P 2 ) < ∞. By the cross-norm property of the norm on the tensor product
is an even semifinite spectral triple and
is a semifinite spectral triple. Then
is a semifinite spectral triple. If in addition also S 2 is even with a grading γ 2 , then S is even with grading γ 1 ⊗ γ 2 .
Definition 2.12. The triple S is called the product of the triples S 1 and S 2 and will be denoted by S 1 × S 2 .
Remark 2.13. If we start with two even spectral triples S 1 and S 2 , the triples S 1 × S 2 and S 2 × S 1 are related in the following way. The algebras, Hilbert spaces and von Neumann algebras of these two triples are isomorphic and the Dirac operators
unitarily equivalent. Namely [22] for
We will now prove Theorem 2.11.
Proof. The proof of this theorem is quite lengthy since we have to check several things. It is similar to the proof in [11] but it involves at lot more technical difficulties in particular the selfadjointness of the Dirac operator and compactness of its resolvent is difficult since we no longer have a basis of the Hilbert space consisting of eigenvectors of the Dirac operator.
For the ease of notion we introduce the following objects 
. It is clear that N is a von Neumann algebra acting on H. By Lemma 2.8 N is a semifinite von Neumann algebra and by Proposition 2.9 τ is a semifinite faithful normal trace. Concerning the algebra, the tensor product of two involutive algebras is again an involutive algebra. Since A i ⊂ N i , the inclusion A ⊂ N is trivial. If we have a grading γ 2 on N 2 , then obviously γ = γ 1 ⊗γ 2 ∈ N 1 ⊗N 2 . Before we can prove self-adjointness of the Dirac operator we will prove the next lemma.
Lemma 2.14. The operators D 1 ⊗ 1 and γ 1 ⊗ D 2 with domains respectively Dom(D 1 ) ⊗ H 2 and
Note that Dom(D 1 ) ⊗ H 2 and H 1 ⊗ Dom(D 1 ) are algebraic tensor products of vector spaces and not tensor products of Hilbert spaces because Dom(D i ) are not Hilbert spaces. Proof. As in Lemma 2.7 let (e i ) i∈I be an orthonormal basis of H 2 and let U :
The computation in (2.2) shows D 1 ⊗1 is symmetric, and we have Dom( 
Observe that (
and that the operators D commute. Hence
Similarly using
For the moment fix m, n and write 
. The fact that (Dx n ) n is Cauchy combined with (2.3) gives that (T x n ) n and (Sx n ) n are Cauchy. By closedness of the operators T and S we have
. Also the sequences (T x n ) n and (Sx n ) n both have a limit in H, say z 1 respectively z 2 and T x = z 1 and Sx = z 2 . Thus
and D is closed.
To prove that the operator D is affiliated to the von Neumann algebra N , observe that by selfadjointness of D it is sufficient to show that
Combination with the commutation theorem for tensor products (c.f. [3, Thm. III.4.5.8]) gives the inclusions Before we will prove τ -discreteness of D we will need the results proven in the following two lemmas.
Lemma 2.15. The identity
Proof. First we make a formal manipulation of the symbols. Then we have to check that the operators involved indeed extend to the whole Hilbert space H. Again write S := γ 1 ⊗ D 2 and T := D 1 ⊗ 1. We have ST = −T S and hence
Since
Observe that Dom ((
is densely defined and thus ((
and D is self-adjoint on this domain. Hence the operator (D + i)
−1 is a closed operator defined on H and hence by the closed graph theorem it is a bounded operator. And equality (2.4) holds on H. ⊠ Lemma 2.16.
Proof. The grading γ 1 satisfies, by definition, γ 2 1 = 1. This grading therefore induces a direct sum decomposition
, where H ± 1 is the eigenspace of the eigenvalue ±1 of γ 1 . Then also
Then the inverse of γ 1 ⊗D 2 +i is given in the matrix representation with respect to
Since D 1 anti-commutes with γ 1 and D 1 is self-adjoint, in this decomposition the operator D 1 can be written as
Multiplication of (2.5) and (2.6) gives that (
Decompose F n as a matrix with respect to
Thus from the estimate
and a similar one for the lower entries of the matrices we obtain
Products of semifinite spectral triples
Since the range of each of the operators F ij n is contained in the range of F n (i, j = 1, 2) the operators F ij n are τ 1 compact. Therefore the operators represented by
Now it has become easy to prove compactness of the resolvent. Since D is self-adjoint, σ(D) ⊂ R. According to Theorem 5.8 it is therefore sufficient to show that (D + i) −1 is τ -compact. Recall that the τ -compact operators are an ideal in B(H 1 ⊗ H 2 ). Combination of this fact with Lemmas 2.15 and 2.16 imply that (D + i) −1 is τ -compact. This concludes the proof that S 1 ⊗ S 2 is a semifinite spectral triple. In the case that we have a grading γ 2 on the second triple, for k n
Hence γ is a grading on S, thus the product of two even triples is again an even semifinite spectral triple. ⊠ If one takes the product of two manifolds say of dimension m and n, the product has dimension m + n. Therefore we might expect that the product of two finitely summable semifinite spectral triples is again finitely summable. This is indeed true.
Lemma 2.17. Suppose for i = 1, 2 the tuples (A 1 , H i , D i ; N i , τ i ) are semifinite spectral triples and the first triple is even with grading γ 1 . If the triples are p i -τ i -summable, then the semifinite product spectral triple is (p 1 + p 2 )-τ -summable. If both spectral triples are θ-τ i -summable, then the product spectral triple is θ-τ -summable.
Proof. To prove the first statement, suppose that both triples are p i -τ i -summable. Note that it holds that 1 + D
Factorisation of the trace now gives
So the triple is (p 1 + p 2 )-τ -summable. If both triples are θ-τ i -summable, then
Thus the triple is θ-τ -summable. ⊠
In the case of spectral triples it has been proved [17] that the product of two regular spectral triples is again regular. We will now prove it in a different way (not involving pseudo-differential operators) for semifinite spectral triples. We will use some results due 
(ii) The operators δ n 1 (a) are bounded for all n ≥ 1 if and only if δ n (a) are bounded for all n ≥ 1.
Proof. See [7, Lemma 13.2] . ⊠ Theorem 2.20. Suppose that for i = 1, 2 the tupels
are regular semifinite spectral triples and S 1 is even with grading γ 1 , then the product S of these spectral triples is again regular.
Proof. We start by showing that
Furthermore using Lemma 2.14 one can easily show that Dom(D 
If we now use the even case, we obtain the following result for odd powers of D
.
As a result we obtain H
, for regularity it is sufficient to show that a 1 ⊗ a 2 is smooth if both a 1 and a 2 are smooth (thus a i is not necessarily an element from the algebra A i ). So suppose that a 1 and a 2 are smooth. We have to prove that for all n ≥ 1 it holds that δ n (a 1 ⊗ a 2 )(Dom(D)) ⊂ Dom(D) and δ n (a 1 ⊗ a 2 ) are bounded. To prove the second claim we invoke Lemma 2.19,
We will show that (2.8) is bounded, for this we will only show that the first summand is bounded, the other one is similar. Note
To show that higher powers δ n 1 (a 1 ⊗ a 2 ) are bounded one can do the same as in (2.8). If one expands δ n 1 (a 1 ⊗ a 2 ), one gets a sum of products of elements of the form
and they are all bounded. Hence by Lemma 2.19 the operators δ n 1 (a 1 ⊗ a 2 ) are bounded for all n ≥ 1. That the operators δ n (a 1 ⊗ a 2 ) preserve the domain of D is now a direct consequence of Lemma 2.18. We conclude that a ∈ Dom(δ n ) for all n ∈ N. So the triple is regular. ⊠
Spaces of real dimension
This section is based on the work of Connes and Marcolli in [9, §1.19.2] . In this paragraph Connes and Marcolli propose a definition of a class of semifinite spectral triples which can be considered as geometric spaces of dimension z for z ∈ (0, ∞). We will give a slightly different construction, derive properties of these triples and compare it to the triples of Connes and Marcolli. We start by giving the definition and we will derive some general properties. In the second subsection we will show that the dimension spectrum consists of the singleton {z} such that in combination with the generalised Gaussian integral the triples can indeed be considered as geometric spaces of dimension z.
3.1 A z + -summable semifinite spectral triple
We want to construct for each z ∈ C a spectral triple (A, H, D z ) which has the following property
This requirement comes from the Gaussian integral
, for n ∈ {1, 2, 3, . . .}.
The requirement (3.1) may look like an simple one, but it appears to be a great constraint (c.f. Proposition 3.4). Connes and Marcolli construct such a spectral triple, but in their construction one is are naturally led to the class of semifinite spectral triples, classical spectral triples are not sufficient. Namely in the construction an operator Z is needed which has the property
which cannot be satisfied by the ordinary trace Tr, details on this construction can be found in [9] .
Notation 3.1. For z > 0 consider the following tuple
Here L ∞ (R) acts on L 2 (R) by pointwise multiplication of functions. Denote
We will use T z , / D z etcetera in the rest of this paper to denote this triple and elements thereof. 
Clearly the trace τ z is faithful and semifinite. From the monotone convergence theorem of measure theory it immediately follows that τ z is normal. Since A z = C it is obvious that A z ⊂ N z and [ / D z , a] = 0, which thus extends to a bounded operator on H z . We will now show that (
Observe that f z is a continuous function, so f z is bounded on compact sets. In particular for each n ∈ N there exists a constant
We will show that the converse inclusion also holds. Observe that for z > 0 the function f z : R → R is continuous, bijective and strictly increasing. Since ( 
If we approximate the identity map id : R → R and use the above identity, we see that / D z = x dE, thus E is the spectral measure for / D z . For each A ∈ B(R), the Borel subsets of R, it holds
hence by Theorem 5.8, / D z is compact relative to N z . Thus T z is a semifinite spectral triple. We will now show that T z satisfies the property (3.3). For λ > 0 we have
Use the substitution u = λρ(z) 2 |x| 2/z , then
So we obtain
In the last line we inserted the definition of ρ(z). Remark 3.3. For z / ∈ R the operator / D z is not self-adjoint. This is easy to see because for z / ∈ R the Lebesgue measure of {x : f z (x) / ∈ R} is strictly positive. Hence it does not hold that f z = f z almost everywhere. But then / D * z = / D z . So for z / ∈ R the tuple T z is not a spectral triple. In fact, as the next result shows, we cannot expect that any self-adjoint operator satisfies (3.1) for z ∈ C \ (0, ∞). This proves the statement for z ∈ C \ R. If we have z ∈ (−∞, 0], let t > s > 0. Then clearly
But also −tD 2 < −sD 2 and thus e −tD
which is a contradiction with (3.4). ⊠
A last observation about this spectral triple.
Remark 3.5. The map R → R, x → −x induces an operator on the triple T z by
Since A z = C, the operator γ z clearly commutes with A. Also it holds that
Clearly γ z is bounded and that f ∈ Dom(D z ) if and only if γ z f ∈ Dom(D z ). But since γ z is not given by a function, it is no element of N z = L ∞ (R). So γ z is not a grading as in Definition 2.1, but it is very similar.
Dimension spectrum
In this subsection we will establish some facts about the dimension spectrum of the triple T z . We will calculate in various ways the dimension spectrum because the function f z has a zero, which causes some problems. 
But this yields ∞ for all values of s. To solve this problem an infrared cutoff is imposed, that is the integral is computed on the subset (−∞, 1] ∪ [1, ∞) instead of on R. Then for Re(
(3.5) This function has a meromorphic continuation to C with a simple pole for s = z. The residue of (3.5) at s = z is given by
(3.6)
Connes and Marcolli also gave an alternative to such a cutoff, namely to smoothly change the function f z such that the new function does not attain 0. We will work out their suggestion. The
, is smooth and strictly decreasing. The interval [0,
, it is a smooth modification of / D z near x = 0.
This operator E z is very closely related to / D z , therefore we expect that the meromorphic continuation of s → τ z (|E z | −s ) has the same poles as the meromorphic continuation of (3.5), the infra-red cutoff of τ z (| / D z | −s ). This is indeed the case.
Proposition 3.7. The meromorphic continuation of s → τ z (|E z | −s ) is holomorphic on C \ {z} and has a simple pole at s = z with residue
Proof. From the construction of E z it follows that
Observe that f is continuous and non-zero, so the integral 
, as desired. ⊠ A modification of the Dirac operator is not necessary if one uses (1 + D 2 ) −1/2 in the definition of the dimension spectrum instead of |D| −1 . We will compute the dimension spectrum of T z with (1+D 2 ) −1/2 . For this we need the machinery of hypergeometric functions. Before we will compute the dimension spectrum we state the properties of the hypergeometric functions which we will use. Notation 3.8. We will use the shorthand notation F (a, b; c; z) := 2 F 1 (a, b; c; z) to denote the hypergeometric function. The definition and properties of this function can be found in several books, for example in [16, Ch. 15] . The following two identities can be found in [16, Ch. 15] .
for all a, b, c, z ∈ C; (3.7)
Equality (3.8) holds if the following requirements are satisfied | arg(−z)| < π and 1−b+a, 1−a+b / ∈ {0, −1, −2, . . .}. The last property we will use is that the indefinite integral of the function f (x) = (1 + x p ) q is given by
This will need a proof.
Proof. By the binomial theorem we have
Here q k for q ∈ C is defined by
. Taking primitives on both sides yields
as desired. ⊠ Theorem 3.9. Assume z ∈ (0, ∞). Then the triple T z is z + -summable, regular, the dimension spectrum is simple and consists of {z} and
Note that we have a factor 2 difference between the residue at s = z of s → τ z ((1 + / D 2 z ) −s/2 ) and (3.6).
Proof.
for all a ∈ A z , thus it is obvious that the triple is regular. For the dimension spectrum we have to compute the poles of
We can take b = 1, since A z = C. Thus we consider the meromorphic function
The last equality follows from the substitution y = ρ(z) z x. Note that the constant ρ(z) z does not affect the location of the poles. By Equation (3.9) we have
Observe that the function s → Γ( 
. 
We will now consider the limit s → s 0 . To prove that (3.10) does not have a pole at s = s 0 we compute (still for x 0 fixed) the residue of (3.10) and show that it equals 0. Since we singled out m in the infinite sum, near s 0 the function
To conclude that (3.11) has a removable singularity at s 0 we compute the following residue
Indeed, this residue is independent of x 0 . So the dimension spectrum of / D z consists of z = s. ⊠ It is interesting to compare the dimension spectrum of / D z and E z , the latter operator is the operator introduced in Remark 3.6. With the previous theorem it has become easy to compute the poles of
Proposition 3.10. Suppose z ∈ (0, ∞), then the dimension spectrum of E z equals the dimension spectrum of / D z .
Proof. From the definition of the trace τ z and the operator E z it immediately follows that
It follows from the proof of Theorem 3.9 that it suffices to show that the functions
Dimension spectrum
are holomorphic on C. We start with the first one.
is holomorphic on C. Now the second one. The function f is smooth, strictly increasing, f (0) > 0 and f (1/2) = 1/2. Thus there exist δ 1 , δ 2 > 0 such that
But from these bounds it is clear that for each s ∈ C the function
is bounded. Thus
does not have any poles in C. ⊠
In Theorem 2.20 it was proved that the product of two regular semifinite spectral triples is again regular. Since A z = C and thus T z is regular, the following corollary is immediate.
Corollary 3.11. Suppose S is an even regular semifinite spectral triple. Then the product triple S × T z is also regular.
Since the product of a spectral triple with T z is regular, one can compute its dimension spectrum. We expect that the whole spectrum shifts over the vector z, but we cannot prove this fact in its full generality. The difficulty lies in computing the algebra B of the product triple, because the operator |D 1 ⊗ 1 + γ 1 ⊗ / D z | is difficult to work with. However we can prove the result for the pole with the largest real part. We will use Fubini's theorem for traces c.f. Proposition 5.4. Proposition 3.12. Suppose S := (A, H, D; N , τ, γ) is an even finitely summable regular semifinite spectral triple with 1 ∈ A. Denote S z := (A,H, D z ;Ñ , τ ′ ) := S × T z . Suppose w ∈ Sd(S), the dimension dimension spectrum of S, such that Re(w) > 0 and for all w ′ ∈ Sd(S) it holds
has a pole at s = w+z and all other singularities w ′′ of the zeta functions {ζ b : b ∈ B(S z )} satisfy Re(w ′′ ) ≤ Re(w) + z.
Proof. The main idea of the proof of this proposition is to write the operator (D z + 1) −s/2 as an elementary tensor and then use the factorisation of the trace τ ′ . This can be done by writing this operator as an integral of exponential functions and we will use Lemma 5.4 to interchange the integral and the trace. We start with the identity
In the following calculation we will interchange two times an integral with a trace. We will justify those manipulations later. For s ∈ C such that Re(s), Re(s − z) > 0 it holds that
By assumption the function
has a pole at s = w + z. Since z < Re(w), this is the largest pole of ζ 1 , because Γ only has poles at the non-positive integers. Suppose b ∈ B(S z ). The following estimate shows that one does not obtain any poles in the half-plane {s ∈ C : Re(s) > Re(w) = z}.
which converges for s with Re(s) > Re(w) + z. It remains to show why one can interchange the integral and trace in (3.13) and (3.14) we use Proposition 5.4. Suppose E is an unbounded self-adjoint operator on K. By the uniqueness of the analytic continuation it is sufficient to prove that the switch is allowed for s ∈ R with s > 2. Fix such an s. Consider
We check the conditions of Proposition 5.4. We know that if a, b are positive, then the map [0, ∞) → R, t → e −ta t b is uniformly bounded. Using the functional calculus f (E) is normbounded. To prove the second requirement note that f (·)h f (·) * h corresponds to s s. Thus it is sufficient to show that f (·)h is measurable. We will prove continuity of f (·)h.
h which tends to 0 as t → 0. For the last requirement note that
Then because s > 2, it follows that lim t→0 ρ(|f (t)|) = 0 and also lim t→∞ ρ(|f (t)|) = 0. Therefore ρ(|f (t)|) is uniformly bounded in t. If we now let E = D z and ρ = τ ′ then it is obvious that as a function of t, 
Taking the limit n → ∞ gives the desired Equality (3.13). For (3.14), we can do the same trick, but we have to replace E by D and ρ by τ . ⊠
Application to Quantum Field Theory
In section 3 we described a set of spectral triples which can be considered as being z-dimensional. In this section we will apply these spectral triples to dimensional regularisation and zeta function regularisation in quantum field theory. We will not develop a general theory, but we will describe an example which will give a good idea how one can apply these triples in more general computations.
The basic idea of regularisation and renormalisation is the following. Suppose we are given a divergent expression A. For regularisation one modifies A by inserting in some way an extra parameter s to a obtain a different expression A(s). We want that A(s) satisfies the following two properties: A(s) must be well-defined on U \ {0} (where U is some neighbourhood of 0) and A(0) = A. The parameter s is called the regulator. Since A(0) = A, the expression A(s) will then have a pole for s = 0. Renormalisation of A is to subtract this pole at s = 0. So
is then a finite quantity. In quantum field theory, this quantity A ren is what one is interested in.
Dimensional regularisation
In quantum field theory, the integrals considered are typically of the form
This specific integral corresponds to the following Feynman diagram: k k It represents a particle with mass m which propagates and self-interacts. Since these integrals are divergent, one needs to regularize these integrals before one is able make sense of it. To regularize such integrals 't Hooft and Veltman [15] proposed dimensional regularisation. The idea is that if an integral A is divergent in d dimensions one tries to compute A(ε), the same integral but then in d − ε dimensions. The method of 't Hooft and Veltman is based on the following formula:
A priori this equality is valid for D ∈ {1, 2, . . .}. For non-integer values of D this cannot be proved, because their is no such thing as a (Lebesgue) integral in D-dimensions. But instead of proving it, the right hand side is used as a definition for the left hand side if D / ∈ {1, 2, . . .}. In this way one obtains a method to integrate in D dimensions. We will work out an example.
Example 4.1. We will compute (4.1) in dimension 4 − w for Re(w) > 0. To start, note that
2 ) ds dt
where we used the substitution s = (1 − x)λ and t = xλ. We therefore obtain
Although we do not have a theorem of Fubini at our disposal, we just change the order of "integration". We do this, because this is a way to give a meaning to the integral in 4 − w-dimensions. After this we insert the essential identity (4.2) to obtain
The general theory can for example be found in [12, Chapter 7] . What one usually does is introduce new variables (in our example x and λ), rewrite the integrand as an exponential function and then use identity (4.2). We however do not need to use (4.2) as a definition, but using our previous developed machinery we can explicitly compute
and use this as a definition of an integral in z dimensions instead. So if we want to calculate an integral in z dimensions, we have to replace the variable over which we integrate by the operator / D z and the integral by the trace τ z . Via this method we have a genuine calculation and not just a formal manipulation. We will illustrate this with an example, we compute again (4.1) but now with / D z and τ z .
Example 4.2. We have
As before we use identity (4.3), interchange integral and trace and finally we use (3.3) to obtain
Note that it is valid to interchange trace and integral, because by the definition of τ z and / D z we have
2 λ dλ dx.
Zeta function regularisation
Since z > 0 it holds that e −λρ(z) 2 x 2/z e −λm 2 λ ≥ 0 for all x, λ ∈ [0, ∞). Thus by Fubini interchanging the integrals is allowed and therefore we can interchange τ and the integral. To finish the calculation, we can copy the end of Example 4.1. So
which has precisely a simple pole at z = 4. Note that this expression is well defined for all z > 0 and has a meromorphic extension to C.
In this subsection we will show that it is also possible to use semifinite spectral triples for zeta function regularisation [14] . In zeta function regularisation on typically has to deal with divergent integrals of the form
For zeta function regularisation one inserts an extra power t s to make the integral convergent and then computes the behaviour as s → 0. In the above case one gets
which has a simple pole at s = 0 with residue 1. Note that this result is very similar to dimensional regularisation: the introduced regulator s appears in a gamma function which has a pole at 0 and this pole describes exactly the divergence of the original integral.
Assume that we have a space given by a spectral triple S := (A, H, D; γ). In this subsection we will consider the tensor product of the triple S with the semifinite triple T z . Denote as before
for the product of the spectral triple S with the semifinite spectral triple T z as described in Theorem 2.11. The use of A instead ofÃ is no typo, because A ⊗ C ∼ = A. 
In quantum field theory one is interested in computing det((D + A)D −1 ), where D is the Dirac operator of a spectral triple (A, H, D) and A a gauge potential. However det is not defined for (un)bounded operators on infinite dimensional Hilbert spaces. Recall from linear algebra the identity det(exp(T )) = exp(Tr(T )) for any square matrix T . Thus using functional calculus we have for positive square matrices log(det(T )) = Tr(log(T )). A formal manipulation gives . However, in general this quantity is not finite, as the operators considered are in general not trace class. Therefore it is necessary to regularize and renormalise this quantity. We will describe a method which makes use of the semifinite spectral triple T z and the product of semifinite spectral triples. Motivated by zeta-function regularization we insert an extra factor |D| −s and examine in what way the result diverges as a function of s. So we consider the regularised quantity
To renormalise this, one needs to compute the residue at s = 0. For this we use the noncommutative integral
This functional defines a trace on the algebra generated by A, [D, A] and |D| s with s ∈ C, if the triple has a simple discrete dimension spectrum [10] . The following theorem by Connes and Chamseddine about spectral actions will be useful later on. (i) the function ζ D+A extends to a meromorphic function with a most simple poles;
(ii) the function ζ D+A is regular at s = 0;
(iii) the following equality holds
Proof. See The following proposition relates the residues of the triples S and S z . It can also be used to compute anomalous graphs. For example the result for n = 3 of the proposition corresponds to the following graph. 
Appendix
In this appendix we will recall some results, most of them related to traces and measures, which are being used in this paper.
Recall that if T is densely defined and symmetric linear operator, then T * is the closure of T . So an equivalent definition of essentially self-adjointness is that T has a unique self-adjoint extension. The analogue of Fubini is more complicated, we need the following definition. The following lemma is an immediate consequence of the properties of a spectral measure.
Lemma 5.5. Let Σ be a σ-algebra on a set Ω. Let N be a von Neumann algebra and τ : N → [0, ∞] be a normal trace. Suppose E : Σ → B(H) is a spectral measure such that E(A) ∈ N for all A ∈ Σ. Then µ τ,E (A) := τ (E(A)) (5.2) defines a measure on Σ. If τ is a finite trace, then µ τ,E is a finite measure.
In general from a measure we can construct an integral. In the case the spectral measure is given as the spectral decomposition of a self-adjoint operator we obtain the following link between the functional calculus and integration with respect to the measure µ τ,E . Proof. To prove this theorem we will apply the standard machine of measure theory. So first suppose f = 1 A for some A ∈ B(σ(T )). Then since T is affiliated with N each of its spectral projections E(A) ∈ {T } ′′ ⊂ N . In particular since E(A) is a projection E(A) ∈ N + . Then we obtain 
