Abstract. We construct a new infinite family of ideal triangulations for the complements of the twist knots, using a method of Thurston. These triangulations provide a new upper bound for the Matveev complexity of the twist knot complements.
Introduction
In the seventies, Thurston showed that hyperbolic geometry was deeply related to lowdimensional topology. He notably proved that almost every 3-manifold admits a complete hyperbolic metric [14] . For 3-manifolds with toroidal boundary, such as complements of knots in the three-sphere, this hyperbolic metric is unique up to isometry, by the Mostow-Prasad rigidity theorem [9, 11] . Hyperbolic geometry can thus provide topological invariants, such as the hyperbolic volume of a knot complement.
Several knot invariants can be computed from an ideal triangulation X = (T 1 , . . . , T N , ∼) of the knot complement S 3 \ K, that is to say a gluing of N ideal (i.e. without their vertices) tetrahedra T 1 , . . . , T N along a pairing of faces ∼. As a given knot complement admits an infinite number of triangulations, it is therefore natural to look for convenient triangulations with as few tetrahedra as possible.
The twist knots K n of Figure 3 form the simplest infinite family of hyperbolic knots (when n 2, starting at the figure-eight knot). Recall that a knot is hyperbolic if its complement admits a complete hyperbolic structure of finite volume. In order to study the Teichmüller TQFT of Andersen-Kashaev [1] (a quantum invariant defined on ideal triangulations) for the family of twist knots, we found particularly convenient ideal triangulations of their complements.
An intermediate step was to construct H-triangulations of (S 3 , K n ), which are compact triangulations of S 3 where the knot K n is represented by an edge. We now state the first result of this paper. Theorem 1.1 (Theorem 3.1). For every n 2, we construct an ideal triangulation X n of the twist knot complement S 3 \ K n with n+4 2 tetrahedra and a H-triangulation Y n of the pair (S 3 , K n ) with n+6 2 tetrahedra.
To prove Theorem 1.1, we study the cases "n odd" and "n even" separately. In both cases, we use a method of Thurston, where we start from a diagram of the knot K n and we obtain a combinatorial description of S 3 as a polyhedron glued to itself, where K n is one particular edge. We then apply a combinatorial trick to reduce the number of edges in the polyhedron, and finally we triangulate it. This yields an H-triangulation Y n of (S 3 , K n ), which then gives the ideal triangulation X n of S 3 \ K n by a collapse of the tetrahedron containing the edge K n .
The numbers n+4 2
in Theorem 1.1 give new upper bounds for the Matveev complexities of the manifolds S 3 \ K n , and experimental tests on the software Snappy lead us to conjecture that these numbers are actually equal to the Matveev complexities for this family (see Conjecture 3.3) .
The fact that the triangulations of Theorem 1.1 were particularly simple was a great help to explicitly compute the partition function of the Teichmüller TQFT for all twist knots (see [2, 3] ).
In the second part of this paper, we study the geometricity of these new ideal triangulations, i.e. whether or not their tetrahedra can be endowed with positive dihedral angles corresponding to the complete hyperbolic structure on the underlying hyperbolic 3-manifold.
In [13] , Thurston provided a method to study geometricity of a given triangulation, which is a system of gluing equations on complex parameters associated to the tetrahedra; if this system admits a solution, then this solution is unique and correspond to the complete hyperbolic metric on the triangulated manifold.
However, this system of equations is difficult to solve in practice. In the nineties, Casson and Rivin devised a technique to prove geometricity (see the survey [4] ). The idea is to focus on the linear part of the system of gluing equations, and use properties of the volume functional. Futer and Guéritaud applied such a method for particular triangulations of once-punctured torus bundles and two-bridge link complements [5] .
In this vein, we prove that the ideal triangulations X n of Theorem 1.1 are geometric for n odd. Theorem 1.2 (Theorem 4.1). For every odd n 3, X n is geometric.
To prove Theorem 1.2, we use techniques of Futer-Guéritaud (see [4, 5] ). We first prove that the space of angle structures on X n is non-empty (Lemma 4.2), and then that the volume functional cannot attain its maximum on the boundary of this space (Lemma 4.5). Then Theorem 1.2 follows from a result of Casson and Rivin (see Theorem 2.2) .
Surprisingly, the case of even twist knots looks more complicated. Numerical tests on Regina and Mathematica suggest that the X n are also geometric for n even, but the proof needs more subtle arguments. Theorem 1.2 should be of great use to tackle volume conjectures associated to quantum invariants defined on ideal triangulations, such as the Teichmüller TQFT [1, 2] . Indeed, if we know that there exists exactly one solution to Thurston's gluing equations associated to the triangulation, then we have a great tool for proving that a particular asymptotic coefficient of an invariant of this triangulation is equal to the hyperbolic volume. This is particularly true when one tries to prove the volume conjecture for an infinite family of knots, since numerical checks can only work for a finite number of cases.
Part of the results in this paper were announced in [2] . This paper is part of an ongoing project to prove the Teichmüller TQFT volume conjecture for the infinite family of twist knots [3] .
The paper is organised as follows: in Section 2, we review preliminaries on triangulations and angle structures; in Section 3 we give details of the proof of Theorem 3.1; finally, in Section 4, we prove Theorem 4.1.
Preliminaries and notations
2.1. Triangulations. A tetrahedron T with faces A, B, C, D will be denoted as in Figure 1 , the face outside the circle representing the back face and the center of the circle the opposite vertex pointing towards the reader. We always choose an order on the four vertices of T and we call them 0 T , 1 T , 2 T , 3 T (or 0, 1, 2, 3 if the context makes it obvious). Consequently, if we rotate T such that 0 is in the center and 1 at the top, then there are two possible places for vertices 2 and 3; we call T a positive tetrahedron if they are as in Figure 1 , and negative otherwise. We denote (T ) ∈ {±1} the corresponding sign of T . We orient the edges of T accordingly to the order on vertices.
Thus there is only one way of gluing two triangular faces together while respecting the order of the vertices, and that is the only type of face gluing we consider in this paper.
Note that a tetrahedron T like in Figure 1 will either represent a compact tetrahedron homeomorphic to a 3-ball B 3 (notably when considering H-triangulations) or an ideal tetrahedron homeomorphic to a 3-ball minus 4 points in the boundary (when considering ideal triangulations).
A triangulation X = (T 1 , . . . , T N , ∼) is the data of N distinct tetrahedra T 1 , . . . , T N and an equivalence relation ∼ first defined on the faces by pairing and the only gluing that respects vertex order, and also induced on edges then vertices by the combined identifications. We call M X the (pseudo-)3-manifold M X = T 1 . . . T N / ∼ obtained by quotient. Note that M X may fail to be a manifold only at a quotient vertex of the triangulation, whose regular neighbourhood might not be a 3-ball (but for instance a cone over a torus for exteriors of knots and links). We denote X i (for i = 0, . . . , 3) the set of i-cells of X after identification by ∼. In this paper we always consider that no face is left unpaired by ∼, thus X 2 is always of cardinal 2N . By a slight abuse of notation we also call T i the 3-cell inside the tetrahedron T i , so that X 3 = {T 1 , . . . , T N }. Elements of X 1 are usually represented by distinct types of arrows, which are drawn on the corresponding preimage edges, see Figure 2 for an example.
An ideal triangulation X contains ideal tetrahedra, and in this case the quotient space minus its vertices M X \ X 0 is an open manifold. In this case we will denote M = M X \ X 0 and say that the open manifold M admits the ideal triangulation X.
An (one-vertex) H-triangulation is a triangulation Y with compact tetrahedra so that M = M Y is a closed manifold and Y 0 is a singleton, with one distinguished edge in Y 1 ; this edge will represent a knot K (up to ambient isotopy) in the closed manifold M , and we will say that Y is an H-triangulation for (M, K).
Finally, for X a triangulation and i = 0, 1, 2, 3, we define x i : X 3 → X 2 the map such that x i (T ) is the equivalence class of the face of T opposed to its vertex i.
Example 2.1. Figure 2 displays two possible ways of representing an ideal triangulation of the complement of the figure-eight knot M = S 3 \ 4 1 , with one positive and one negative tetrahedron. Here X 3 = {T + , T − }, X 2 = {A, B, C, D}, X 1 = { → , } and X 0 is a singleton. On the left the tetrahedra are drawn as usual and all the cells are named; on the right we represent each tetrahedron by a "comb" with four spikes numbered 0, 1, 2, 3, from left to right, we join the spike i of T to the spike j of T if x i (T ) = x j (T ), and we add a + or − next to each tetrahedron according to its sign.
2.2.
Angle structures. For a given triangulation X = (T 1 , . . . , T N , ∼) we denote S X the set of shape structures on X, defined as
An angle a k (respectively b k , c k ) represents the value of a dihedral angle on the edge − → 01 (respectively − → 02, − → 03) and its opposite edge in the tetrahedron T k . If a particular shape structure α ∈ S X is fixed, we define three associated maps α j : X 3 → (0, π) (for j = 1, 2, 3) that send T k to the j-th element of {a k , b k , c k } for each k ∈ {1, . . . , N }.
Let (X, α) be a triangulation with a shape structure as before. We denote ω X,α : X 1 → R the associated weight function, which sends an edge e ∈ X 1 to the sum of angles α j (T k ) We finally define A X = α ∈ S X ∀e ∈ X 1 , ω X,α (e) = 2π the set of balanced shape structures on X, or angle structures on X.
2.3.
The volume functional. In this section we will recall some well-known facts about the volume functional on the space of angle structures. See for example the survey [4] for details.
One can understand a shape structure (a, b, c) on an ideal tetrahedron T as a way of embedding T in the hyperbolic space H 3 , with its four vertices at infinity. In this hyperbolic ideal tetrahedron, the angles a, b, c will represent dihedral angles between two faces.
The Lobachevsky function Λ : R → R given by:
is well defined, continuous on R, and periodic with period π. Furthermore, if T is a hyperbolic ideal tetrahedron with dihedral angles a, b, c, its volume satisfies
Let X = (T 1 , . . . , T N , ∼) be an ideal triangulation and A X its space of angle structures, which is a convex open polytope in R 3N . Then we define a volume functional V : A X → R, by assigning to an (extended) angle structure α = (
By [5, Propositions 6.1 and 6.6] and [4, Lemma 5.3] , the volume functional V is strictly concave on A X and concave on A X . The maximum of the volume functional is actually related to the complete hyperbolic structure, see for example [4, Theorem 1.2] that we re-state below.
Theorem 2.2 (Casson-Rivin).
Let M be an orientable 3-manifold with boundary consisting of tori, and let X be an ideal triangulation of M . Then an angle structure α ∈ A X corresponds to a complete hyperbolic metric on the interior of M (which is unique) if and only if α is a critical point of the functional V : A X → R.
In this last case, we say that the ideal triangulation X of the 3-manifold M is geometric.
Twist knots.
We denote K n the unoriented twist knot with n half-twists and n + 2 crossings, according to Figure 3 . For clarity, we list the names of the 13 first twist knots in the table of Figure 4 , along with their hyperbolic volume and the coefficient of the Dehn filling one must apply on the Whitehead link to obtain the considered knot. This last one is useful for studying K n for large n on the software Snappy without having to draw a huge knot diagram by hand. The twist knots form, in a sense, the simplest infinite family of hyperbolic knots (for n 2). This is why our initial motivation was to study the volume conjecture for the Teichmüller TQFT for this particular family (see [2, 3] ).
Remark 2.3. The twist knots K 2n−1 and K 2n are obtained by Dehn filling on one component of the Whitehead link with respective coefficients (1, −n) and (1, n). As a consequence of the Jørgensen-Thurston theorem [10, 13] , the hyperbolic volume of K n tends to 3.66... (the volume of the Whitehead link) as n → +∞.
New triangulations for the twist knots
In this section, we describe the construction of new triangulations for the twist knots, starting from a knot diagram and using an algorithm of Thurston.
Statement of results.
Theorem 3.1. For every n 3 odd (respectively for every n 2 even), the triangulations X n and Y n represented in Figure 5 (respectively in Figure 6 ) are an ideal triangulation of S 3 \ K n and an H-triangulation of (S 3 , K n ) respectively. Figure 5 . An H-triangulation Y n of (S 3 , K n ) (full red part) and an ideal triangulation X n of S 3 \ K n (dotted red part), for odd n 3, with p = Figure 6 . An H-triangulation Y n of (S 3 , K n ) (full red part) and an ideal triangulation X n of S 3 \ K n (dotted red part), for even n 2, with p = n−2 2 .
Figures 5 and 6 display an H-triangulation Y n of (S 3 , K n ), and the corresponding ideal triangulation X n of S 3 \ K n is obtained by replacing the upper left red tetrahedron (partially glued to itself) by the dotted line (note that we did not write the numbers 0, 1, 2, 3 of the vertices). Theorem 3.1 is proven by applying an algorithm of Thurston to construct a polyhedral decomposition of S 3 where the knot K n is one of the edges, starting from a diagram of K n ; along the way we apply a combinatorial trick to reduce the number of edges and we finish by choosing a convenient triangulation of the polyhedra. Once we have the H-triangulation of (S 3 , K n ), we can collapse both the edge representing the knot K n and its underlying tetrahedron to obtain an ideal triangulation of S 3 \ K n . This is detailed in the remainder of Section 3.
An immediate consequence of Theorem 3.1 is a new upper bound for the Matveev complexity of a general twist knot complement. Recall that the Matveev complexity C(S 3 \ K) of a knot complement is equal to the minimal number of tetrahedra in an ideal triangulation of this knot complement S 3 \ K (see [8] ).
Corollary 3.2. Let n 2. Then the Matveev complexity C S 3 \ K n of the n-th twist knot complement satisfies:
Corollary 3.2 is of double interest. Firstly, this new upper bound, which is roughly half the crossing number of the knot, is stricly better that the upper bounds currently in the litterature (to the authors' knowledge). Indeed, the usual upper bound is roughly 4 times the crossing number (see for example [8, Proposition 2.1.11]); a better upper bound for two-bridge knots is given in [6, Theorem 1.1], and is equal to n for the n-th twist knot K n .
Secondly, experiments on the software Snappy lead us to conjecture that the bound of Corollary 3.2 is actually an exact value. Indeed, up to n = 12, when we generated an ideal triangulation for S 3 \ K n on Snappy, it always had at least is an actual lower bound seems like a tall order. For comparison, the current best lower bound for C S 3 \ K n seems to be in log 5 (n), see [12, Theorem 5.4] (note that this theorem concerns complexity of the pair (S 3 , K), strictly speaking). Nevertheless, we propose the following conjecture: Conjecture 3.3. Let n 3. Then the Matveev complexity C S 3 \ K n of the n-th twist knot complement satisfies:
3.2. Construction for odd twist knots. We first consider a general twist knot K n for n 3, n odd. We will construct an H-triangulation of (S 3 , K n ) and an ideal triangulation of S 3 \ K n starting from a knot diagram of K n . The method dates back to Thurston [13] and was also described in [7] . For the first step, as in Figure 7 , we choose a middle point for each arc of the diagram, except for one arc where we choose two (the upper right one on the figure), and we draw quadrilaterals around the crossings with the chosen points as vertices (in dashed lines in Figure 7) .
We consider the equivalence relation on dotted edges generated by "being part of the same quadrilateral", and we choose a way of drawing each class. In Figure 7 there are two such edges, one with a simple arrow and one with a double arrow. We orient the arrows such that the directions keep alternating when one goes around any quadrilateral.
. . . There remains one quadrilateral with three dotted edges and one edge from the knot K n . We cut this one into two triangles m and r, introducing a third arrow type, the "white triangle" one (see Figure 7) .
Here m, r, s, D, E are the polygonal 2-cells that decompose the equatorial plan around the knot; note that m, r, s are triangles, D is an (n + 1)-gon and E is an (n + 2)-gon. Figure 7 we can see that around each crossing of the diagram, there are six edges (two in blue from the knot, four dotted with arrows) that delimit an embedded tetrahedron. We will now collapse each of these tetrahedra into one segment, so that each of the two "knot edges" are collapsed to an extremal point of the segment and all four dotted edges fuse into a single one, with natural orientation. The homeomorphism type of (S 3 , K n ) does not change if we collapse every tetrahedron in such a way, and that is what we do next.
After such a collapse, the ambient space (that we will call again S 3 ) decomposes as one 0-cell (the collapsed point), four edges (simple arrow, double arrow, arrow with a triangle and blue edge coming from K n ), five polygonal 2-cells still denoted m, r, s, D, E, and two 3-balls B + and B − , respectively from upper and below the figure. The boundaries of B + and B − are given in Figure 8 . Note that the boundary of B + is obtained from Figure 7 by collapsing the upper strands of K n , and B + is implicitly residing above Figure 8 (a) . Similarly, B − resides behind Figure 8 (b) . Note that the boundary of D, read clockwise, is the sequence of n + 1 arrows , ←, →, . . . , ← with the simple arrows alternating directions.
(a) (b) . . . . A cellular decomposition of (S 3 , K n ) as a polyhedron glued to itself
We can now give a new description of S 3 by gluing the balls B + and B − along the face E; the two 3-cells fuse into one, and its boundary is now as in Figure 9 Note that in Figure 9 (a) the red dashed faces lie on the back of the figure, and the only 3-cell now lives inside the polyhedron. Finally we can rotate this polyhedron and obtain the cellular decomposition of S 3 in Figure 9 (b), where one face m is in the back and the seven other faces lie in front.
We will now use the bigon trick to find an other polyhedral description of (S 3 , K n ) with many fewer edges. The bigon trick is described in Figure 10 with the two faces F having several edges in common, and a triangle u adjacent to F (note that there is a second face u adjacent to the other F somewhere else). Then we go to (b) by cutting F along a new edge (with double full arrow) into F and a triangle v. The CWcomplex described in (b) is the same as the one in (c), where the right part is a 3-ball whose boundary is cut into the triangles u and v and the bigon w. The picture in (d) is simply the one from (c) with the ball rotated so that v lies in the back instead of w. Then we obtain (e) by gluing the two parts of (d) along the face v, and finally (f) by fusing F and w into a new face F . As a result, we replaced two simple arrows by one longer different (full) arrow and we slided the face u up.
Let us now go back to our cellular decomposition of (S 3 , K n ). We start from Figure 9 (b) and cut D into new faces u and D as in Figure 11 (a). Then we apply the bigon trick p times, where p := Note that if n = 3, i.e. p = 0, we do not use the bigon trick, and simply denote D by v. In this case, G is empty and the double full arrow should be identified with the simple full arrow.
. . . Figure 12 . Decomposing the two faces G in a tower of tetrahedra Then, if p 1, we cut the two faces G as in Figure 12 : we add p − 1 new edges drawn with simple arrows and circled k for k = 1, . . . , p − 1 (and drawn in different colors in Figure 12 but not in the following pictures), and G is cut into p triangles e 1 , . . . , e p . This still makes sense if p = 1, in this case we have G = e p = e 1 and no new edges. Now, by combining Figures 11 (b) and 12, we obtain a decomposition of S 3 as a polyhedron with only triangular faces glued to one another, and K n still represents the blue edge after identifications. In order to harmonize the notations with the small cases (p = 0, 1), we do the following arrow replacements:
• full black simple arrow by simple arrow with circled 0, • full black double arrow by simple arrow with circled p, • white triangle simple arrow by simple arrow with circled p + 1.
Moreover, we cut the previous polyehdron of Figures 11 (b) and 12 into p + 4 tetrahedra, introducing new triangular faces e p+1 (behind r, u, v), g (behind r, s, v), s (completing m, m, s), f p (completing g, s , u) and f 1 , . . . , f p−1 at each of the p − 1 "floors" of the tower of Figure 12 . We add the convention f 0 = e 1 to account for the case p = 0. We also choose an orientation for the blue edge and thus a sign for the tetrahedron that contains it (this choice will not have any influence on the ideal triangulation, though). Finally, we obtain the H-triangulation for (S 3 , K n ) described in Figure 13 , for any p 0 (recalling the convention f 0 = e 1 if need be). Figure 13 . The H-triangulation Y n for (S 3 , K n ), n odd, n 3, with p = n−3 2
In the H-triangulation of Figure 13 there are
2 edges (simple arrow, double arrow, blue simple arrow, and the simple arrows indexed by 0, . . . p + 1 in circles),
• 2p + 8 = n + 5 faces (e 1 , . . . , e p+1 , f 1 , . . . , f p , g, m, r, s, s , u, v),
We are now ready to obtain an ideal triangulation of S 3 \ K n . From the H-triangulation of (S 3 , K n ) of Figure 13 , let us collapse the whole tetrahedron Z into a triangle: this transforms the blue edge (corresponding to K n ) into a point, collapses the two faces m, and identifies the faces s and s in a new face also called s, and the double arrow edge to the arrow with circled p + 1.
Hence we obtain an ideal triangulation of the knot complement S 3 \K n , described in Figure  14 . Figure 14 . The ideal triangulation X n for S 3 \ K n , n odd, n 3, with p = n−3 2
In Figure 14 there are
2 edges (simple arrow and the simple arrows indexed by 0, . . . p + 1 in circles), • 2p + 6 = n + 3 faces (e 1 , . . . , e p+1 , f 1 , . . . , f p , g, r, s, u, v),
Construction for even twist knots. In the rest of this section we consider a twist knot K n with n even, n 4 (the case n = 2 will be treated in Remark 3.4). We proceed as in the previous section, and build an H-triangulation of (S 3 , K n ) from a diagram of K n . The first step is described in Figure 15 . Note that D is once again an (n + 1)-gon, and E is an (n + 2)-gon.
From Figure 15 we go to Figure 16 and Figure 17 exactly as in the previous section.
. . . Figure  18 (a)), and then we apply the bigon trick p times, where p := n−2 2 . We finally obtain the polyhedron in Figure 18 (b) .
We now chop off the quadrilateral made up of the two adjacent faces G (which are (p + 2)-gons) and we add a new edge (double full arrow) and two new faces e p+1 , f p . We triangulate the previous quadrilateral as in Figure 12 and we finally obtain a decomposition of S 3 in three polyhedra glued to one another, as described in Figure 19 . Note that if p = 1, then G = e 1 = e p = f 0 = f p−1 and there is no tower.
We can then decompose the polyhedra in Figure 19 into ordered tetrahedra and obtain the H-triangulation of Figure 20 . Along the way, in order to harmonize the notation with the small cases (p = 0, 1), we did the following arrow replacements:
. . . Figure 19 . A flip move and a tower of tetrahedra Moreover, we cut the previous polyehdron into p + 4 tetrahedra, introducing new triangular faces v (behind e p+1 , r, u), g (behind f p , s, u), s (completing m, m, s), and f 1 , . . . , f p−1 at each of the p − 1 floors of the tower of Figure 19 . We add the convention f 0 = e 1 to account for the case p = 0.
In the H-triangulation of Figure 20 there are
2 edges (simple arrow, white triangle arrow, blue simple arrow, and the simple arrows indexed by 0, . . . p + 1 in circles), • 2p + 8 = n + 6 faces (e 1 , . . . , e p+1 , f 1 , . . . , f p , g, m, r, s, s , u, v),
Finally, by collapsing the tetrahedron Z (like in the previous section) we obtain the ideal triangulation of S 3 \ K n described in Figure 21 . We identified the face s with s and the white triangle arrow with the arrow circled by p.
In Figure 21 there are 
Angle structures and geometricity
In this section, we will compute the balanced angle relations for the ideal triangulations X n and their spaces of angle structures A Xn . We will then prove that the X n are geometric.
Theorem 4.1. For every odd n 3, the ideal triangulation X n of the n-th twist knot complement S 3 \ K n is geometric.
To prove Theorem 4.1, we follow the method of Futer-Guéritaud [4] : we first prove that the space of angle structures A Xn is non-empty (Lemma 4.2); then we prove by contradiction that the volume fonctional cannot attain its maximum on the boundary ∂A Xn (Lemma 4.5).
For the remainder of this section, n will be a fixed odd integer, n 7. Recall that p = n−3
2 . The cases n = 3 (i.e. p = 0) and n = 5 (i.e. p = 1) are similar and simpler than the general following n 7 case, and will be discussed at the end of this section.
Let us denote − → e 0 , . . . , − − → e p+1 , − → e s ∈ (X n ) 1 the p + 3 edges in X n respectively represented in Figure 14 by arrows with circled 0, . . . , circled p + 1 and simple arrow.
∈ S Xn a shape structure on X n , we compute the weights of each edge:
The space of angle structures A Xn is made of shape structures α ∈ S Xn satisfying ω i (α) = 2π for all i ∈ {s, 0, . . . , p + 1}. Using the properties of shape structures, we quickly see that A Xn is defined by the p + 3 following equations on α:
Proof. The proof, by contradiction, will consist in several steps. We assume that there exists an α ∈ ∂A Xn such that the volume fonctional on A Xn is maximal on α, and we find a contradiction. Since α is on the boundary, one of its angles is necessarily 0 or π. It follows from Lemma 4.3 that one of the angles of α is necessarily π. Each step of the proof will deal with a different possible angle being equal to π and will conclude in a contradiction.
Note that if at any point of the proof we conclude that all tetrahedra T 1 , . . . , W are flat, we have a contradiction. Indeed, this implies that V (α) = 0, which contradicts the fact that the volume is maximal in α, since the volume must be positive on the non-empty interior A Xn .
Step 1. If a 1 , . . . , a p or a U is equal to π: then it follows from E 0 (α) that c 1 and the remainder of the a 1 , . . . , a p , a U are zero, thus the tetrahedra T 1 , . . . , T p , U are all flat, thus taut by Lemma 4.3. Using E s (α) and the fact that a U ∈ {0, π}, we then conclude that a V , c W ∈ {0, π}. Therefore V and W are flat. Hence all tetrahedra are flat, which is a contradiction.
Step 2. If c 1 = π: then b 1 = 0, and thus c 2 = 2π / ∈ [0, π] by E 1 (α), which is impossible.
Step 3. If c k = π for k ∈ {2, . . . , p − 1}: then b k = 0. Therefore, via E k (α), we have c k−1 = c k+1 = π. By induction we conclude that c 1 = π, which was already treated in Step 2.
Step 4. If b k = π for k ∈ {2, . . . , p − 1}: then c k = 0, and also via E k (α) we have c k−1 = c k+1 = 0, thus T k−1 and T k+1 are taut, thus by Steps 1,2 and 3,
By induction we obtain that T 1 , . . . , T p−1 are taut and
then by E p−1 (α) we have that c p = 0, thus T p is taut, hence by Step 1 we obtain b p = π. Then, by E p (α) and the fact that c p−1 = c p = 0, we have a U = π. By E s (α), this implies that a V = c W = π, and thus U, V, W are taut as well. All tetrahedra are thus taut, which is a contradiction.
Step 5. If b 1 = π: then by E 1 (α) we have c 2 = 0, thus T 2 is flat, therefore taut. By Step 1, we then have that b 2 = π, and we conclude with Step 4.
Step 6. If b p = π: then c p = 0, thus by E p (α) we have c p−1 + 2π = 2a U , thus c p−1 = 0. Hence T p−1 is flat, thus taut, and because of Step 1 this implies that b p−1 = π, and we conclude with Step 4.
Step 7. If c p = π: then by Lemma 4.4, we have that b U = π, thus a U = 0, but this is impossible because E p (α) implies that 2a U c p = π.
Step 8. If c V = π or b W = π: then by Lemma 4.4, we have that c p = 0, thus b p = π because of Step 1, and we conclude by Step 6.
Step 9. If c U = π: then b U = 0 and it follows from E p+1 (α) that c p = b V + a W − 2π 0, hence c p = 0. Thus b p = π because of Step 1, and we conclude by Step 6.
Step 10. If b U = π: then a U = 0 and it follows from E p (α) that b p = c p = 0, thus a p = π and we conclude by Step 1.
Step 11 Then α is in ∂A Xn like α, because it satisfies the same equations E s , E 0 , . . . , E p+1 ; this is due to the fact that swapping a V for c W , b V for a W and c V for b W does not change the previous equations.
Moreover, α and α have the same total volume, thus α is also a point where the volume functional is maximal. Note also that α = α; indeed, from E s (α) and the fact that U is not flat we can conclude that c = c W = 2a U − a V = 2a U − π < π.
We can now define α t := (1 − t)α + tα for all t ∈ [0, 1]. We immediately check that all such α t are again in A Xn . Since the volume functional is concave on A Xn and is maximal on α 0 = α and α 1 = α , the volume is thus maximal on every α t as well.
We cannot have two of the α t for t ∈ (0, 1) in the interior A Xn since the volume is strictly concave on A Xn and thus has at most one maximum. Hence all α t for t ∈ (0, 1) are in the boundary ∂A Xn .
However this is impossible as well. Indeed, if α 1/2 = (. . . , 2 ) ∈ ∂A Xn , then since none of the tetrahedra T 1 , . . . T p , U are flat, we thus have a = 0, b = 0 or c = π. By Lemma 4.3, we thus have a = b = 0 and c = π, thus α = α , which was disproved previously.
Step 12. If c W = π: then we proceed almost exactly as in Step 11, only swapping the roles of α and α .
Step 13. If b V = π or a W = π: we proceed similarly as in Step 11, with angle structures α = (. . . , 0, π, 0, d, e, f ) and α = (. . . , f, d, e, π, 0, 0).
This concludes the proof. Proof of Theorem 4.1. In the case n 7, we have proven in Lemma 4.2 that A Xn is nonempty, thus the volume functional V : A Xn → R admits a maximum at a certain point α ∈ A Xn as a continuous function on a non-empty compact set. We proved in Lemma 4.5 that α / ∈ ∂A Xn , therefore α ∈ A Xn . It follows from Theorem 2.2 that X n is geometric. For the cases n = 3 and n = 5, we follow the same reasoning, with slightly different lemmas, see Remarks 4.6 and 4.7.
