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ON GLOBAL SOLUTIONS FOR QUASILINEAR ONE-DIMENSIONAL PARABOLIC
PROBLEMS WITH DYNAMICAL BOUNDARY CONDITIONS
SIMON GVELESIANI, FRIEDRICH LIPPOTH, AND CHRISTOPH WALKER
ABSTRACT. We provide sufficient and almost optimal conditions for global existence of classical solutions in
parabolic Ho¨lder spaces to quasilinear one-dimensional parabolic problems with dynamical boundary condi-
tions.
1. INTRODUCTION
The focus of the present research is on the one-dimensional quasilinear parabolic equation
ut − a(t, x, u, ux)uxx = f(t, x, u, ux) , (t, x) ∈ (0, T )× (−ℓ, ℓ) , (1.1)
supplemented with a nonlinear dynamical boundary condition
ut ± b(t, x, u, ux)ux = g(t, x, u, ux) , t ∈ (0, T ) , x = ±ℓ , (1.2)
and the initial condition u(0, ·) = u0 on [−ℓ, ℓ], where T > 0 and ℓ > 0 are given fixed numbers.1
Equations of the form (1.1), (1.2) occur in various fields of natural sciences, we refer e.g. to [1, 7, 10, 17]
and the references therein. In the past decades many different aspects of problems with dynamical boundary
conditions (also in higher space dimensions) have been investigated by means of different techniques (e.g.
[2, 5–8, 10, 16, 18, 25, 31]) for well-posedness issues, also related to the sign of the function b in (1.2)
(e.g. [3, 5, 28, 30]) or for possibly degenerate equations (see [16] and the references therein). Research has,
of course, also focused on questions regarding global existence and related a priori estimates and blow up
phenomena [3, 4, 7, 9–11, 13–15, 25, 26]. None of these lists of references is complete though.
The starting point of our investigations are, on the one hand, the results of [7] for equation (1.1) subject
to the gradient-independent dynamical boundary condition
ut ± b(t, x, u)ux = g(t, x, u) , t ∈ (0, T ) , x = ±ℓ , (1.3)
and, on the other hand, the results of [29] related to (1.1) but subject to more standard boundary conditions
of Dirichlet, Neuman, or Robin type. In [7] criteria were found for the existence of global (i.e. existing
on the whole time interval [0, T )) classical solutions for the boundary value problem (1.1), (1.3), though
not restricted to one dimension. Roughly speaking, it was shown that if a = b and if the growth of the
right-hand side f(t, x, u, p) in the gradient variable p is not faster than 1 + |p|1+α, then bounded solutions
are global provided that α = 0 in the general quasilinear case and α ∈ [0, 1) in the semilinear case (i.e.
if a = b is also independent of u). Furthermore, it was shown in [7] that if α > 1, then gradients of
bounded solutions may blow up in finite time and thus, solutions do not exist globally in general. At least
for the case of Dirichlet or Neuman boundary conditions it is we ll known that a quadratic growth of the
quotient f(t, x, u, p)/a(t, x, u, p) as p → ∞ is an almost optimal condition for global a priori estimates
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1Here and in the following, equations at the boundary points x = ±ℓ as (1.2) involving ± signs (or ∓ signs) are to be understood
as two equations with a + sign (or − sign) at x = +ℓ and a − sign (or + sign) at x = −ℓ. The sign convention is chosen such that
±ux(±ℓ) represents the ”outward” normal derivative.
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on the gradient of solutions to (1.1), (1.3). Actually, global a priori estimates can be derived under the
Bernstein-Nagumo condition ∣∣∣f(t, x, u, p)
a(t, x, u, p)
∣∣∣ ≤ ψ(|p|) (1.4)
with a positive function ψ obeying
∞∫
ρ dρ
ψ(ρ)
=∞ , (1.5)
in which case ψ can grow even faster than quadratic. This last conditions is sharp in the sense that its
violation leads in several situation to a gradient blow up, see [7], [27], the introduction of [29], and the
references given therein. Nevertheless, in the one-dimensional case with Dirichlet or Neuman boundary
conditions, the Bernstein-Nagumo condition was improved in [29] by means of the doubling of variables
technique to cope with right-hand sides f = f1 + f2, where only f1 satisfies (1.4) and f2 enjoys some
monotonicity properties. The long time behavior of solutions also depends on the boundary conditions [27].
The aim of the present paper is to prove similar results as just described on existence and a priori
estimates for the case of (1.1) subject to the nonlinear dynamical boundary condition (1.2) or (1.3). More
precisely, we first prove with Theorem 2.2 an existence result for (1.1) subject to (1.2) in parabolic Ho¨lder
spaces (recalled in the Appendix 4) which includes a general global existence criterion that can be simplified
when restricting to the gradient independent boundary condition (1.3). In Section 3 we then show that
under the Bernstein-Nagumo condition one may derive L∞-estimates on the gradient of bounded classical
solutions to (1.1) subject to (1.2), see Theorem 3.1. A similar result is obtained in Theorem 3.2 for a weaker
version of the Bernstein-Nagumo condition and in Theorem 3.3 for mixed boundary conditions, that is,
when a dynamic boundary condition is imposed on one boundary point and e.g. a Dirichlet condition on the
other. These gradient estimates can be used to derive Ho¨lder estimates on th e gradient (see Corollary 3.4)
which, for the special case of (1.1) subject to (1.3), imply that bounded solutions exist globally in time, see
Corollary 3.5. Finally, in Proposition 3.7 we provide conditions under which solutions to (1.1) subject to
(1.3) are bounded and thus exist globally in time as stated in Corollary 3.8.
2. LOCAL SOLUTIONS
In this section we show a local existence result in the parabolic Ho¨lder space C1+α2 ,2+α(Ωτ ) (see the
Appendix for a definition and properties) with τ > 0 and Ωτ := (0, τ) × (−ℓ, ℓ) for equation (1.1) subject
to the dynamical boundary condition (1.2). To do so, we first consider the corresponding linear problem
ut − a(t, x)uxx = f(t, x), (t, x) ∈ (0, T )× (−ℓ, ℓ), (2.1)
ut ± b(t, x)ux = g(t, x), t ∈ (0, T ), x = ±ℓ, (2.2)
u(0, x) = u0(x), x ∈ [−ℓ, ℓ] (2.3)
and recall the following result:
Proposition 2.1 ([5, Theorem 1.1]). Let α ∈ (0, 1). Let a ∈ C α2 ,α(ΩT ) and b(·,±ℓ) ∈ C 1+α2 ([0, T ])
satisfy
m−1 ≤ a(t, x) ≤ m, (t, x) ∈ ΩT , m
−1 ≤ b(t,±ℓ) ≤ m, t ∈ (0, T ), (2.4)
for some m > 0 and let f ∈ C α2 ,α(ΩT ) and g(·,±ℓ) ∈ C 1+α2 ([0, T ]). If u0 ∈ C2+α([−ℓ, ℓ]) satisfies the
compatibility condition (
au0xx + f
)
(0,±ℓ) =
(
∓ bu0x + g
)
(0,±ℓ), (2.5)
then there is a unique solution u ∈ C1+α2 ,2+α(ΩT ) to (2.1)–(2.3) such that ut(·,±ℓ) ∈ C 1+α2 ([0, T ]).
Moreover, there is a constant
cl := cl
(
T,m, |a|
(α
2
,α)
ΩT
, |b(·,±ℓ)|
( 1+α
2
)
[0,T ]
)
,
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such that
|u|
(1+α
2
,2+α)
ΩT
+ |ut(·,±ℓ)|
( 1+α
2
)
[0,T ] ≤ cl
(
|f |
(α
2
,α)
ΩT
+ |u0|
(2+α)
[−ℓ,ℓ] + |g(·,±ℓ)
( 1+α
2
)
[0,T ]
)
. (2.6)
Proposition 2.1 is stated and proved in [5, Theorem 1.1] in dimensions higher than one, a detailed proof
for the one-dimensional case may also be found in [19]. A more general situation is considered in [8] in an
Lp-setting. The constant cl is increasing with respect to T . Also note that the compatibility condition for
the initial value is natural as we consider classical solutions.
Based on the previous result we next prove an existence result for classical solutions to the nonlinear
problem (1.1), (1.2) by means of the contraction mapping principle. This naturally yields a global existence
criterion that we shall exploit further in the subsequent section. Let us point out that other methods and
other solution spaces are possible as well, of course, see e.g. [7] (and the references therein) where a in
(1.1) is gradient-independent.
Theorem 2.2. Let α ∈ (0, 1) and
a , f ∈ C2([0, T ]× [−ℓ, ℓ]× R× R), b(·,±ℓ, ·, ·) , g(·,±ℓ, ·, ·) ∈ C2([0, T ]× R× R) (2.7)
satisfy the uniform parabolicity condition
a(t, x, z, p) > 0 , ∂4b(t,±l, z, p)p+ b(t,±l, z, p)∓ ∂4g(t,±l, z, p) > 0 (2.8)
for (t, x, z, p) ∈ [0, T ]× [−ℓ, ℓ]× R× R. Let u0 ∈ C2+α([−ℓ, ℓ]) satisfy the compatibility condition
∓b(0, x, u0, u0x)u
0
x + g(0, x, u
0, u0x) = a(0, x, u
0, u0x)u
0
xx + f(0, x, u
0, u0x) at x = ±ℓ. (2.9)
Then the problem (1.1), (1.2) subject to u(0, ·) = u0 admits a unique solution u on a maximal interval of
existence [0, τ∞) ⊂ [0, T ] such that u ∈ C1+
α
2
,2+α(Ωτ ) for any τ < τ∞ and either
lim
τրτ∞
|u|
(1+α
2
,2+α)
Ωτ
=∞ (2.10)
or u ∈ C1+
α
2
,2+α(ΩT ).
Moreover, in the special case (1.3) when b and g are gradient-independent and b(·,±ℓ, ·) > 0, then either
lim
τրτ∞
(
|u|Ωτ + |ux|Ωτ + 〈ux〉
(α
2
,α)
Ωτ
)
=∞
or u ∈ C1+
α
2
,2+α(ΩT ).
Proof. To prove existence of a local solution we formulate the problem as a fixed point equation to which
we may apply the contraction mapping principle. To do so, we set
h(t,±ℓ, z, p) := b(t,±ℓ, z, p)p∓ g(t,±ℓ, z, p) , (t, z, p) ∈ [0, T ]× R× R ,
h0(t,±ℓ) := ∂4h(t,±ℓ, u
0(±ℓ), u0x(±ℓ)) , t ∈ [0, T ] ,
a0(t, x) := a(t, x, u
0(x), u0x(x)) , (t, x) ∈ [0, T ]× [−ℓ, ℓ] .
Observe that h0(t,±ℓ) > 0 thanks to (2.8). Given τ ∈ (0, T ] define the Banach spaces
E0(τ) :=
{
(v, w, z) ; v ∈ C
α
2
,α(Ωτ ), w(·,±ℓ) ∈ C
1+α
2 ([0, τ ]), z ∈ C2+α([−ℓ, ℓ]),(
v + a0zxx
)
(0,±ℓ) =
(
w ∓ h0zx
)
(0,±ℓ)
}
and
E1(τ) :=
{
u ∈ C1+
α
2
,2+α(Ωτ ); ut(·,±ℓ) ∈ C
1+α
2 ([0, τ ])
}
,
equipped with the norms
‖(v, w, z)‖E0(τ) := |v|
(α
2
,α)
Ωτ
+ |w(·, ℓ)|
( 1+α
2
)
[0,τ ] + |w(·,−ℓ)|
( 1+α
2
)
[0,τ ] + |z|
(2+α)
[−ℓ,ℓ]
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and, respectively,
‖u‖E1(τ) := |u|
(1+α
2
,2+α)
Ωτ
+ |ut(·, ℓ)|
( 1+α
2
)
[0,τ ] + |ut(·,−ℓ)|
( 1+α
2
)
[0,τ ] .
Then, introducing the operator L0 by setting
(L0u)(t, x) :=
(
ut(t, x)− a0(t, x)uxx(t, x), ut(t,±ℓ)± h0(t,±ℓ)ux(t,±ℓ), u(0, x)
)
, (t, x) ∈ Ωτ ,
for u ∈ E1(τ), we derive from (2.8) and Proposition 2.1 that L0 ∈ L
(
E1(τ),E0(τ)
)
is a topological
isomorphism for any τ ∈ (0, T ] with
sup
τ∈(0,T ]
‖L−10 ‖L(E0(τ),E1(τ)) <∞. (2.11)
In order to solve problem (1.1), (1.2), we shall seek for a fixed point of the mapping Φ given by
Φ(u) := L−10
(
F (u), H(u), u0
)
,
where
F (u) := (a(·, ·, u, ux)− a0)uxx + f(·, ·, u, ux) ,
H(u)(·,±ℓ) := ±h0(·,±ℓ)ux(·,±ℓ)∓ h(·,±ℓ, u(·,±ℓ), ux(·,±ℓ)),
for u ∈ E1(τ). For this we show that Φ is a contraction on the set
V(τ) := {u ∈ E1(τ); u(0) = u
0 , ‖u‖E1(τ) ≤M}
when τ is chosen sufficiently small, where
M > 2‖Φ(u0)‖E1(T ) + ‖u0‖E1(T ) . (2.12)
First observe that
(
F (u), H(u), u(0, ·)
)
∈ E0(τ) for u ∈ V(τ) due to (2.9) and u(0, ·) = u0. We then
claim that, given ε > 0, there is τ∗ ∈ (0, T ] such that∥∥(F (u), H(u), u0)− (F (v), H(v), u0)∥∥
E0(τ)
≤ ε‖u− v‖E1(τ) (2.13)
for all u, v ∈ V(τ) and all 0 < τ < τ∗. Indeed, for u, v ∈ V(τ) we have
H(u)−H(v) =
∫ 1
0
[
± h0 ∓ ∂4h
(
·, ·, u, σux + (1 − σ)vx
)]
(ux − vx) dσ
and thus∣∣(H(u)−H(v))(·,±ℓ)∣∣( 1+α2 )
[0,τ ]
≤ sup
σ∈(0,1)
∣∣(h0 − ∂4h(·, ·, u, σux + (1− σ)vx)(·,±ℓ)∣∣( 1+α2 )[0,τ ]
×
∣∣(ux − vx)(·,±ℓ)∣∣[0,τ ]
+ sup
σ∈(0,1)
∣∣(h0 − ∂4h(·, ·, u, σux + (1− σ)vx))(·,±ℓ)∣∣[0,τ ]
×
∣∣(ux − vx)(·,±ℓ)∣∣( 1+α2 )[0,τ ] .
Note that∣∣ux(·,±ℓ)− vx(·,±ℓ)∣∣[0,τ ] ≤ τ 1+α2 ∣∣ux(·,±ℓ)− vx(·,±ℓ)∣∣( 1+α2 )[0,τ ] ≤ τ 1+α2 ‖u− v‖E1(τ)
and, since h0 − ∂4h(·, ·, u, σux + (1 − σ)vx) = 0 at (t, x) = (0,±ℓ), we may estimate∣∣(h0 − ∂4h(·, ·, u,σux + (1− σ)vx))(·,±ℓ)∣∣[0,τ ]
≤ τ
1+α
2
∣∣(h0 − ∂4h(·, ·, u, σux + (1− σ)vx))(·,±ℓ)∣∣( 1+α2 )[0,τ ]
≤ c1(M) τ
1+α
2
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with a constant c1(M) depending on second order derivatives of h (here and in the following we ignore
possible dependence of constants on the number α). Consequently,∣∣(H(u)−H(v))(·,±ℓ)∣∣( 1+α2 )
[0,τ ]
≤ c(M) τ
1+α
2 ‖u− v‖E1(τ) . (2.14)
Writing
F (u)− F (v) = f(·, ·, u, ux)− f(·, ·, v, vx) +
(
a(·, ·, u, ux)− a0
)
(uxx − vxx)
+
(
a(·, ·, u, ux)− a(·, ·, v, vx)
)
vxx
and observing that a(·, ·, u, ux) − a0, a(·, ·, u, ux) − a(·, ·, v, vx), and f(·, ·, u, ux) − f(·, ·, v, vx) are of
lower order with a(·, ·, u, ux) − a0 = 0 at t = 0, standard interpolation inequalities for parabolic Ho¨lder
spaces (see [22] and Proposition 4.1) together with similar arguments as above imply that∣∣(a(·, ·, u, ux)− a0) (uxx − vxx)∣∣(α2 ,α)Ωτ
≤ τ1/2 sup
x∈(−l,l)
∣∣a(·, x, u, ux)− a0(·, x)∣∣( 1+α2 )[0,τ ] ‖u− v‖E1(τ)
+ c(l) sup
t∈(0,τ)
‖a(t, ·, u, ux)− a0(t, ·)‖C1([−l,l]) ‖u− v‖E1(τ)
≤ c(M, l)
(
τ1/2 + τα/2
)
‖u− v‖E1(τ)
as well as ∣∣(a(·, ·, u, ux)− a(·, ·, v, vx)) vxx∣∣(α2 ,α)Ωτ ≤ c(M) (τ 12+α + τ 1+α2 ) ‖u− v‖E1(τ)
and ∣∣f(·, ·, u, ux)− f(·, ·, v, vx)∣∣(α2 ,α)Ωτ ≤ c(M) (τ 12+α + τ 1+α2 ) ‖u− v‖E1(τ) ,
with constants depending on derivatives of a and f up to second order. These estimates combined with (2.14)
yield (2.13).
Next note that (2.11) and (2.13) imply
‖Φ(u)− Φ(v)‖E1(τ) ≤
1
2
‖u− v‖E1(τ) , u, v ∈ V(τ) , (2.15)
for τ > 0 small enough. Also note that (2.15) and (2.12) entail that
‖Φ(u)‖E1(τ) ≤ ‖Φ(u0)‖E1(T ) +
1
2
(
‖u‖E1(τ) + ‖u0‖E1(T )
)
<
M
2
+
M
2
= M
for u ∈ V(τ), that is, Φ maps V(τ) into itself. Consequently, the contraction mapping principle yields a
unique fixed point u ∈ V(τ) for the mapping Φ which solves problem (1.1), (1.2) subject to u(0, ·) = u0.
Clearly, this local solution can be extended to a solution u on a maximal interval of existence [0, τ∞) ⊂
[0, T ] such that u ∈ C1+α2 ,2+α(Ωτ ) for any τ < τ∞ and either
lim
τրτ∞
|u|
(1+α
2
,2+α)
Ωτ
=∞
or u ∈ C1+
α
2
,2+α(ΩT ).
Finally, consider the special case (1.3) when b and g are gradient-independent with b(·,±ℓ, ·) > 0.
Suppose that there are a constant R > 0 and a sequence τi ր τ∞ such that
sup
i∈N
(
|u|Ωτi + |ux|Ωτi + 〈ux〉
(α
2
,α)
Ωτi
)
≤ R .
This clearly implies that in fact
sup
τ<τ∞
(
|u|Ωτ + |ux|Ωτ + 〈ux〉
(α
2
,α)
Ωτ
)
≤ R . (2.16)
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It then follows from equation (1.3) that
sup
τ<τ∞
|ut(·,±ℓ)|[0,τ ] ≤ c(R) . (2.17)
Using this and the fact that
|u(t, y)− u(s, y)| ≤
∫ y
−ℓ
|ux(t, z)− ux(s, z)| dz + |u(t,−ℓ)− u(s,−ℓ)|
for (t, s, y) ∈ [0, τ∞)2 × [−ℓ, ℓ], we find
sup
τ<τ∞
〈u〉
(α
2
,α)
Ωτ
≤ c(R, ℓ) (1 + T 1−α/2) . (2.18)
Now, (2.16), (2.17), and (2.18) imply
max
{
|a˜|
(α
2
,α)
Ωτ
, |f˜ |
(α
2
,α)
Ωτ
, |˜b(·,±ℓ)|
( 1+α
2
)
[0,τ ] , |g˜(·,±ℓ)|
( 1+α
2
)
[0,τ ]
}
≤ c(R, ℓ, T ) (2.19)
for each τ < τ∞, where a˜(t, x) := a(t, x, u(t, x), ux(t, x)) and f˜ , b˜, g˜ are defined analogously.
As a and b are strictly positive on [0, T ]× [−ℓ, ℓ]× [−R,R]2, respectively, on [0, T ]×{±ℓ}× [−R,R],
Proposition 2.1 ensures the existence of a constant c = c
(
R, ℓ, T, |u0|
(2+α)
Ω
)
such that
|u|
(1+α
2
,2+α)
Ωτ
≤ c , τ < τ∞ ,
hence u ∈ C1+α2 ,2+α(ΩT ) by our previous findings. This proves the theorem. 
Actually, a closer look at the proof shows that the global existence criterion (2.10) for the general (i.e.
gradient-dependent) case can be weakened. Indeed, it suffices to control
|u|
( 1+α
2
,α)
Ωτ
+
∣∣u(·,±ℓ)∣∣( 1+α2 )
[0,τ ]
uniformly in τ < τ∞ in this case. Moreover, since the maximal regularity result stated in Theorem 2.1
holds also true in higher space dimensions (see [5, Theorem 1.1]), one easily verifies that Theorem 2.2 is
true in this case, too.
3. A PRIORI ESTIMATES AND GLOBAL SOLUTIONS
Theorem 2.2 reduces the question of global existence to (1.1) with gradient-independent boundary con-
ditions (1.3) to finding a priori estimates for
|u|Ωτ + |ux|Ωτ + 〈ux〉
(α
2
,α)
Ωτ
(3.1)
independent of τ < τ∞ for the solution u on the maximal interval of existence [0, τ∞) ⊂ [0, T ]. The
aim of this section is to further reduce this condition. More precisely, we shall show L∞- and Ho¨lder-
bounds on the gradient ux solely based on bounds on |u|Ωτ = sup(t,x)∈Ωτ |u(t, x)|, that is, we show that a
bound on the first term of (3.1) implies bounds on the second and third terms. It is worthwhile to point out
that we can obtain such estimates even for equation (1.1) combined with the gradient-dependent boundary
condition (1.2). While Ho¨lder-estimates on the gradient, i.e. estimates on 〈ux〉(
α
2
,α)
Ωτ
, are rather easy to
obtain from the existing theory (see Subsection 3.2), more effort has to be invested in Subsection 3.1 to
derive estimates on |ux|Ωτ .
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3.1. A priori estimates on the gradient. We shall find a prioriL∞-bounds on the gradient ux of a solution
to (1.1), (1.2) presupposing a bound on its L∞-norm. The proof is in the spirit of [29] and uses Kruzhkov’s
idea of introducing a new variable [20, 21]. In the next subsection we derive gradient estimates when im-
posing the Bernstein-Nagumo condition. In Subsection 3.1.2 we then indicate how to weaken this condition
for a right hand side f + f1 in (1.1) where only f satisfies the Bernstein-Nagumo condition and f1 is al-
lowed to be unbounded in the gradient variable. We also consider the case of mixed boundary conditions in
Subsection 3.1.3.
In the following, a classical solution to (1.1), (1.2) [resp. to (1.1), (1.3)] on Ωτ with τ ≤ T is a function
u ∈ C1,2(Ωτ )∩C(Ωτ ) with derivatives ut(·,±ℓ) and ux(·,±ℓ) being defined on (0, τ) and satisfying (1.1),
(1.2) [resp. (1.1), (1.3)] pointwise in Ωτ . Note that the existence and uniqueness of such a solution (with
higher regularity) is guaranteed by Theorem 2.2 when imposing the assumptions stated there.
Throughout we assume continuity of the data, that is,
a, f ∈ C([0, T ]× [−ℓ, ℓ]× R× R), b(·,±ℓ, ·, ·), g(·,±ℓ, ·, ·) ∈ C([0, T ]× R× R)
and the parabolicity condition a > 0 and b(·,±ℓ, ·, ·) > 0. Stronger assumptions will be indicated explicitly.
3.1.1. Gradient estimates under the Berstein-Nagumo condition. The next theorem provides a priori
estimates on the gradient for any classical solution u to (1.1), (1.2) on Ωτ with τ ≤ T in dependence on its
L∞-bound.
Theorem 3.1. Let u0 be Lipschitz continuous on [−ℓ, ℓ], that is,
|u0(x) − u0(y)| ≤ K|x− y|, x, y ∈ [−ℓ, ℓ]. (3.2)
Let M > 0 and suppose that there are q0 ≥ K and ψ ∈ C1
(
[0,∞), [1,∞)
)
with
∞∫
q0
ρ dρ
ψ(ρ)
> 2M, (3.3)
such that
|f(t, x, z, p)| ≤ a(t, x, z, p)ψ(|p|), (t, x, z, p) ∈ ΩT × [−M,M ]× R (3.4)
and
±g(t, ℓ, z,±p) ≤ b(t, ℓ, z,±p)p, ∓g(t,−ℓ, z,±p) ≤ b(t,−ℓ, z,±p)p, (3.5)
for (t, z) ∈ (0, T ]× [−M,M ] and p ≥ q0. Then there exists a constant M1 := M1(M,ψ,K) such that if
u is any classical solution to (1.1), (1.2) on Ωτ with τ ≤ T subject to u(0, ·) = u0 satisfying |u|Ωτ ≤ M ,
then |ux|Ωτ ≤M1.
Proof. We adapt the proof of [29] to the case of the dynamic boundary condition (1.2). Due to (3.3) there
is q1 > q0 with
q1∫
q0
ρ dρ
ψ(ρ)
= 2M. (3.6)
Let κ be defined by
κ(ξ) :=
∫ q1
ξ
dρ
ψ(ρ)
, ξ ∈ [q0, q1].
Since ψ is positive, κ is strictly decreasing on [q0, q1] with κ(q1) = 0. Thus, its inverse q := κ−1 is
decreasing on the interval [0, κ0], where κ0 := κ(q0), with q(0) = q1 and q(κ0) = q0. Define
h(ξ) :=
q1∫
q(ξ)
ρ dρ
ψ(ρ)
, ξ ∈ [0, κ0]
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Noticing that
h′(ξ) = q(ξ) ≥ q0 , h
′′(ξ) = −ψ(q(ξ)) , (3.7)
we see that the function h solves
h′′(ξ) + ψ(|h′(ξ)|) = 0, ξ ∈ (0, κ0),
h(κ0) = 2M, h(0) = 0.
(3.8)
Since h′ ≥ q0 ≥ K and h(0) = 0, there is for x, y ∈ [−ℓ, ℓ] with |x− y| ≤ κ0 some ξ ∈ [0, |x − y|] such
that
h(|x− y|) = h′(ξ)|x − y| ≥ K|x− y|.
Hence, by (3.2), we have
|u0(x)− u0(y)| ≤ h(|x− y|), x, y ∈ [−ℓ, ℓ], |x− y| ≤ κ0. (3.9)
Let us define the sets
S1 := {(t, x, y) ∈ P : −ℓ < x < −ℓ+ κ0, y = −ℓ, t ∈ (0, τ ]},
S2 := {(t, x, y) ∈ P : x = ℓ, ℓ− κ0 < y < ℓ, t ∈ (0, τ ]},
S3 := {(t, x, y) ∈ P : x = y, t ∈ (0, τ ]},
S4 := {(t, x, y) ∈ P : x− y = κ0, t ∈ (0, τ ]},
(3.10)
where
P :=
{
(x, y) ∈ (−ℓ, ℓ)2 : 0 < x− y < κ0
}
, Pτ := (0, τ)× P.
We put
S :=
4⋃
i=1
Si, B := {0} × P , Γ := S ∪B
and define the auxiliary functions v, w, and w˜ by
v(t, x, y) := u(t, x)− u(t, y),
w(t, x, y) := v(t, x, y)− h(x− y),
w˜(t, x, y) := e−tw(t, x, y)
(3.11)
for (t, x, y) ∈ P τ . Derivatives with respect to the second and third variable we denote as derivatives with
respect to x and y, respectively. To keep notation as simple as possible we also use ux := uy := ∂2u. We
shall show that w˜ does not attain a positive maximum in P τ . Let (t, x, y) ∈ Pτ \ Γ and note that (t, x) and
(t, y) belong to Ωτ . Thus
−ut(t, x) + a(t, x, u, ux)uxx + f(t, x, u, ux) = −ut(t, y) + a(t, y, u, uy)uyy + f(t, y, u, uy) = 0.
by (1.1), where we use here and in the following the notation
a(t, y, u, uy)uyy := a(t, y, u(t, y), uy(t, y))uyy(t, y) .
Subtracting the two equations and using the definition of v we obtain
−vt(t, x, y) + a(t, x, u, vx)vxx + f(t, x, u, vx) + a(t, y, u,−vy)vxx − f(t, y, u,−vy) = 0. (3.12)
Recalling from (3.4) that
f(t, x, u, vx) ≤ a(t, x, u, vx)ψ(|vx|), −f(t, y, u,−vy) ≤ a(t, y, u,−vy)ψ(|vy |) (3.13)
and using the notation
A(t, x) := a(t, x, u, vx), A(t, y) := a(t, y, u,−vy).
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we derive from (3.12) and (3.13) the inequality
−vt(t, x, y) +A(t, x)(vxx + ψ(|vx|)) +A(t, y)(vyy + ψ(|vy |)) ≥ 0.
Note that (3.8) implies
A(t, x)(h′′(x− y) + ψ(|h′(x − y)|)) +A(t, y)(h′′(x− y) + ψ(|h′(x− y)|)) = 0.
Subtracting the previous (in-)equalities yields
−wt(t, x, y) +A(t, x)wxx(t, x, y) +A(t, y)wyy(t, x, y) + r(t, x, y) ≥ 0,
where
r(t, x, y) := ψ(|vx(t, x, y)|) − ψ(|h
′(x− y)|) + ψ(|vy(t, x, y)|)− ψ(|h
′(x− y)|),
that is,
− w˜t − w˜ +A(t, x)w˜xx +A(t, y)w˜yy + re
−t ≥ 0, (t, x, y) ∈ P τ \ Γ. (3.14)
Assume for contradiction that the function w˜ attains its positive maximum at (t0, x0, y0) ∈ P τ \ Γ. At this
point of maximum there holds
w˜(t0, x0, y0) > 0, w˜t(t0, x0, y0) ≥ 0, w˜xx(t0, x0, y0) ≤ 0, w˜yy(t0, x0, y0) ≤ 0. (3.15)
Moreover,
w˜x(t0, x0, y0) = w˜y(t0, x0, y0) = 0
from which, by definition of w˜, we get
e−t(vx(t0, x0, y0)− h
′(x0 − y0)) = e
−t(vy(t0, x0, y0) + h
′(x0 − y0)) = 0.
Thus
vx(t0, x0, y0) = −vy(t0, x0, y0) = h
′(x0 − y0) and r(t0, x0, y0) = 0. (3.16)
Since both A(t0, x0) and A(t0, y0) are non-negative it follows from (3.15) and (3.16) that
− w˜t − w˜ +A(t, x)w˜xx +A(t, y)w˜yy + re
−t < 0 at (t, x, y) = (t0, x0, y0) (3.17)
which contradicts (3.14). Therefore, w˜ does not attain a positive maximum in PT \ Γ.
We next show that w˜ does also not attain a positive maximum on Γ for which we distinguish the two
cases κ0 < 2ℓ and κ0 ≥ 2ℓ.
Case 1: κ0 < 2ℓ. In this case we have −ℓ < y < ℓ for (t, ℓ, y) ∈ S2. Thus, the function u satisfies
equations (1.1) and (1.2) at the points (t, y) and (t, ℓ), that is,
−ut(t, y) + a(t, y, u, uy)uyy + f(t, y, u, uy) = 0,
−ut(t, ℓ)− b(t, ℓ, u, ux)ux + g(t, ℓ, u, ux) = 0.
Subtracting the two equations and recalling (3.4) and the definitions of v and A(t, y), we derive the inequal-
ity
− vt(t, ℓ, y) + A(t, y)(vyy + ψ(|vy|)) + r1(t, ℓ, y) ≥ 0, (3.18)
where
r1(t, ℓ, y) := −b(t, ℓ, u, vx)vx + g(t, ℓ, u, vx) .
Since (t, ℓ, y) ∈ S2PT and hence 0 ≤ ℓ− y ≤ κ0, it follows from (3.8) that
A(t, y)(h′′(ℓ − y) + ψ(|h′(ℓ− y)|)) = 0.
Subtracting this from (3.18) and using the definition of w˜, we derive
− w˜t − w˜ +A(t, y)w˜yy + r2e
−t + r1e
−t ≥ 0, (t, ℓ, y) ∈ S2, (3.19)
where
r2(t, ℓ, y) := A(t, y)(ψ(|vy(t, ℓ, y)|)− ψ(|h
′(ℓ − y)|)).
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Assume now for contradiction that w˜ attains its maximum at some point (t0, ℓ, y0) ∈ S2. At this maximum
point there holds
w˜(t0, ℓ, y0) > 0, w˜t(t0, ℓ, y0) ≥ 0, w˜yy(t0, ℓ, y0) ≤ 0.
Furthermore, (t0, ℓ, y0) is an inner point of S2, hence w˜y(t0, ℓ, y0) = 0. Since, by definition of w˜,
e−t0(vy(t0, ℓ, y0) + h
′(ℓ− y0)) = 0
we have r2(t0, ℓ, y0) = 0. Also note that
w˜x(t0, ℓ, y0) = e
−t0(vx(t0, ℓ, y0)− h
′(ℓ − y0)) ≥ 0,
that is, using (3.7),
vx(t0, ℓ, y0) ≥ h
′(ℓ− y0) ≥ q0 > 0 (3.20)
and consequently, due to (3.5),
r1(t0, ℓ, y0) = −b(t0, ℓ, u, vx)vx + g(t0, ℓ, u, vx) ≤ 0.
In summary, we have
− w˜t − w˜ +A(t, y)w˜yy + r2e
−t0 + r1e
−t0 < 0 at (t, x, y) = (t0, ℓ, y0), (3.21)
in contradiction to (3.19). Therefore, w˜ does not attain a positive maximum in S2. In the same way we
consider w˜ on S1. Given (t, x,−ℓ) ∈ S1, we derive from
−ut(t, x) + a(t, x, u, ux)uxx + f(t, x, u, ux) = −ut(t,−ℓ) + b(t,−ℓ, u, ux)ux + g(t,−ℓ, u, ux) = 0
by subtraction and by using (3.4) the inequality
−vt(t, x,−ℓ) +A(t, x)(vxx + ψ(|vx|)) + r3(t, x,−ℓ) ≥ 0
where
r3(t, x,−ℓ) := b(t,−ℓ, u,−vy)vy − g(t,−ℓ, u,−vy).
Since, due to (3.8),
A(t, x)(h′′(x+ ℓ) + ψ(|h′(x+ ℓ)|)) = 0
we further obtain
− w˜t − w˜ +A(t, x)w˜xx + r4e
−t + r3e
−t ≥ 0, (t, x,−ℓ) ∈ S1 (3.22)
with
r4(t, x,−ℓ) := A(t, x)(ψ(|vx(t, x,−ℓ)|)− ψ(|h
′(x+ ℓ)|)).
Assume for contradiction that w˜ attains its positive maximum at a point (t0, x0,−ℓ) ∈ S1 with x0 6= ℓ.
From w˜x(t0, x0,−ℓ) = 0 we deduce r4(t0, ℓ, y0) = 0. Furthermore, since
0 ≤ −w˜y(t0, x0,−ℓ) = e
−t0(−vy(t0, x0,−ℓ)− h
′(x0 + ℓ)),
it follows from (3.7) that
−vy(t0, x0,−ℓ) ≥ h
′(x0 + ℓ) ≥ q0 > 0,
and thus r3(t0, x0,−ℓ) ≤ 0 due to (3.5). Consequently,
−w˜t − w˜ +A(t, x)w˜xx + r4e
−t + r3e
−t < 0 at (t, x, y) = (t0, x0,−ℓ)
in contradiction to(3.22). Thus, w˜ does not attain a positive maximum on S1.
Next, we consider w˜ on S3 and S4. Since x = y for (t, x, y) ∈ S3 and h(0) = 0, we clearly have w˜ = 0
on S3 so that w˜ does not attain a positive maximum on S3. Given (t, x, y) ∈ S4 we have x− y = κ0. Now
(3.8) implies h(κ0) = 2M = 2|u(t, x)|Ωτ , hence
w˜(t, x, y) = u(t, x)− u(t, y)− h(κ0) ≤ 0,
and w˜ thus does not attain a positive maximum on S4 either.
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Finally, since for (t, x, y) ∈ B we have t = 0, (3.9) yields
w˜(t, x, y) = (u0(x)− u0(y)− h(x− y)) ≤ 0,
and w˜ does not attain a positive maximum on Γ if κ0 < 2ℓ.
Case 2: κ0 ≥ 2ℓ. In this case, the set S4 is empty while the sets S1 and S2 also contain the set
{(t, l,−ℓ) : t ∈ (0, τ ]}. We have to show therefore that w˜ does not attain a positive maximum on this set.
For, note that at the points (t, ℓ) and (t,−ℓ) the function u satisfies according to (1.2)
−ut(t, ℓ)− b(t, ℓ, u, ux)ux + g(t, ℓ, u, ux) = −ut(t,−ℓ) + b(t,−ℓ, u, ux)ux + g(t,−ℓ, u, ux) = 0
from which we get
−wt(t, ℓ,−ℓ)− b(t, ℓ, u, ux)ux + g(t, ℓ, u, ux)− b(t,−ℓ, u, ux)ux − g(t,−ℓ, u, ux) = 0. (3.23)
Assume for contradiction that w˜ attains a positive maximum at some point (t0, ℓ,−ℓ) with t0 ∈ (0, τ ]. Then
w˜x(t0, ℓ,−ℓ) = e
−t(ux(t0, ℓ)− h
′(2ℓ)) ≥ 0,
−w˜y(t0, ℓ,−ℓ) = e
−t(uy(t0,−ℓ)− h
′(2ℓ)) ≥ 0
and (3.8) implies
ux(t0, ℓ) ≥ h
′(2ℓ) ≥ q0 > 0,
uy(t0,−ℓ) ≥ h
′(2ℓ) ≥ q0 > 0.
From this and (3.5) it follows that
−b(t, ℓ, u, ux)ux + g(t, ℓ, u, ux) ≤ 0, −b(t,−ℓ, u, ux)ux − g(t,−ℓ, u, ux) ≤ 0
and hence, from (3.23), that
− wt(t0, ℓ,−ℓ) ≥ 0. (3.24)
On the other hand, since w˜ attains on {(t, ℓ,−ℓ) : t ∈ (0, τ ]} a positive maximum, we have
w˜(t0, ℓ,−ℓ) > 0, w˜t(t0, ℓ,−ℓ) ≥ 0
and further
−wt(t0, ℓ,−ℓ) = −e
t(w˜(t0, ℓ,−ℓ) + w˜t(t0, ℓ,−ℓ)) < 0
contradicting (3.24). So, w˜ does also not attain a positive maximum on Γ if κ0 ≥ 2ℓ.
Consequently, we have shown that w˜ does not attain a positive maximum in P τ and thus
w˜(t, x, y) ≤ 0, (t, x, y) ∈ P τ .
In the same way one shows that the function w˜1, defined by
w˜1(t, x, y) := u(t, y)− u(t, x)− h(x− y), (t, x, y) ∈ P τ ,
satisfies
w˜1(t, x, y) ≤ 0, (t, x, y) ∈ P τ .
Together we deduce
|u(t, x)− u(t, y)| ≤ h(x− y), (t, x, y) ∈ P τ ,
and putting
Qτ := {(t, x, y) : (t, y, x) ∈ Pτ} ,
and using symmetry with respect to the variables we conclude
|u(t, x)− u(t, y)| ≤ h(|x− y|), (t, x, y) ∈ Qτ ∪ P τ ,
with
Qτ ∪ P τ = {(t, x, y) ∈ R
3 : 0 ≤ |x− y| ≤ κ0, |x| ≤ ℓ, |y| ≤ ℓ, t ∈ [0, τ ]}.
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Since h(0) = 0 we obtain
|ux(t, x)| ≤ h
′(0) = q1, (t, x) ∈ Ωτ . (3.25)
According to (3.6) the number q1 depends only on K , M , q0, and ψ. This proves Theorem 3.1 
It may be worthwhile to note that (3.6) yields more information on the gradient bound M1 = q1. Condi-
tion (3.5) is needed because of the dynamical boundary condition (1.2). A simple situation for which (3.5)
holds is obtained by strengthening condition (3.3) to
∞∫
ρ dρ
ψ(ρ)
=∞. (3.26)
Indeed, in this case there exists for each q0 > 0 some q1 > 0 such that (3.6) is satisfied. Then (3.5) holds
e.g. if b ≥ δ > 0 and g is bounded.
3.1.2. Gradient estimates under a weakened Bernstein-Nagumo condition. In [29] it was shown for clas-
sical (i.e. Dirichlet, Neuman, or Robin) boundary conditions that gradient estimates hold true for the more
general situation that a term f1(t, x, u, ux) is added on the right hand side of (1.1) which may arbitrar-
ily increase in the gradient variable provided it satisfies a homogeneity condition (see (3.29) below). We
similarly extend Theorem 3.1 for dynamical boundary conditions.
More precisely, we may consider
ut − a(t, x, u, ux)uxx = f(t, x, u, ux) + f1(t, x, u, ux), (t, x) ∈ (0, T )× (−ℓ, ℓ), (3.27)
together with the boundary condition
ut ± b(t, x, u, ux)ux = g(t, x, u, ux) + g1(t, x, u, ux), t ∈ (0, T ), x = ±ℓ , (3.28)
where we impose on f1 and g1 the following conditions:
f1(t, y, z1,±p)− f1(t, x, z2,±p) ≥ 0 (3.29)
for −ℓ ≤ x ≤ y ≤ ℓ, −M ≤ z1 ≤ z2 ≤M , p ≥ 0,
f1(t, x, z1,±p1)− g1(t, ℓ, z2,±p2) ≥ 0 (3.30)
for −ℓ ≤ x ≤ ℓ, −M ≤ z1 ≤ z2 ≤M , q0 ≤ p1 ≤ p2, and
g1(t, ℓ, z1,−p1)− f1(t, x, z2,−p2) ≥ 0, g1(t,−ℓ, z1, p1)− f1(t, x, z2, p2) ≥ 0 (3.31)
for −ℓ ≤ x ≤ ℓ, −M ≤ z1 ≤ z2 ≤M , q0 ≤ p2 ≤ p1. Then we can prove:
Theorem 3.2. Let M > 0 and suppose (3.2)-(3.5) and (3.29)–(3.31). Then there exists a constant M1 :=
M1(q0,M, ψ,K) such that if u is any classical solution to (3.27), (3.28) on Ωτ with τ ≤ T subject to
u(0, ·) = u0 satisfying |u|Ωτ ≤M , then |ux|Ωτ ≤M1.
Proof. Except for small changes the proof is the same as for Theorem 3.1. Indeed, using (3.27) instead of
(1.1), inequality (3.14) has to be replaced by
−w˜t − w˜ +A(t, x)w˜xx +A(t, y)w˜yy + re
−t ≥ f1(t, y, u,−vy)− f1(t, x, u, vx), (t, x, y) ∈ P τ \ Γ.
(3.32)
Assuming that w˜ attains a positive maximum at some point (t0, ℓ, y0) ∈ P τ \ Γ, we deduce (see (3.16))
vx(t0, ℓ, y0) = −vy(t0, ℓ, y0)
and so it follows from (3.32) and (3.29) that
−w˜t − w˜ +A(t, x)w˜xx +A(t, y)w˜yy + re
−t ≥ 0 at (t, x, y) = (t0, x0, y0)
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in contradiction to (3.17), the latter being derived exactly as in Theorem 3.1. Following the proof of Theo-
rem 3.1 one then considers w˜ on S2. Replacing f by f + f1 and g by g + g1, we obtain instead of (3.19)
the inequality
−w˜t − w˜+A(t, y)w˜yy + r2e
−t + r1e
−t
≥ e−t
[
f1(t, y, u(t, y),−vy(t, ℓ, y))− g1(t, ℓ, u(t, y),−vy(t, ℓ, y))
] (3.33)
for (t, ℓ, y) ∈ S2. Assuming that w˜ attains a positive maximum at (t0, ℓ, y0) ∈ S2 then (see (3.20))
vx(t0, ℓ, y0) ≥ −vy(t0, ℓ, y0) ≥ q0
and (3.30), (3.33) entail that
−w˜t − w˜ +A(t, y)w˜yy + r2e
−t + r1e
−t ≥ 0 at (t0, ℓ, y0) ∈ S2
contradicting (3.21). The rest follows analogously to the proof of Theorem 3.1. 
3.1.3. Gradient estimates for mixed boundary conditions. In [29, Lemma 1-Lemma 3] gradient estimates
were derived for solutions to (1.1) subject to Dirichlet, Neuman, or Robin type boundary conditions. In-
spection of the proofs therein and the one of Theorem 3.1 shows that such estimates can be obtained under
the assumptions of Theorem 3.1 when a Dirichlet, Neuman, or Robin type boundary conditions is imposed
on one boundary part and the dynamical boundary condition (1.2) on the other. We formulate the precise
result in the exemplary constellation that u satisfies at x = −ℓ the dynamical boundary condition
ut − b(t,−ℓ, u, ux)ux = g(t,−ℓ, u, ux), t ∈ (0, T ), (3.34)
and at x = ℓ the homogeneous Dirichlet condition
u(t, ℓ) = 0, t ∈ (0, T ). (3.35)
All other cases can be considered as well.
Theorem 3.3. Let M > 0 and suppose (3.2)-(3.4) and
−g(t,−ℓ, z, p) ≤ b(t,−ℓ, z, p)p, −g(t, ℓ, z,−p) ≤ b(t, ℓ, z,−p)p,
for (t, z) ∈ (0, T ]× [−M,M ] and p ≥ q0. Then there exists a constant M1 := M1(q0,M, ψ,K) such that
if u is any classical solution to (1.1), (3.34), (3.35) on Ωτ with τ ≤ T subject to u(0, ·) = u0 satisfying
|u|Ωτ ≤M , then |ux|Ωτ ≤M1.
Proof. The proof is the same as for Theorem 3.1 except when considering the behavior of w˜ and w˜1 on S2.
That both functions do not attain a positive maximum on S2 can be shown as in [29, Lemma 3]. 
Theorem 3.3 seems to be interesting in connection with the blow up result proven in [7, Proposition
2.14]. There the special case
ut − uxx = ψ(ux), t > 0, 0 < x < ℓ,
u(t, 0) = 0, t ≥ 0,
ut(t, ℓ) + ux(t, ℓ) = 0, t > 0,
u(0, x) = u0(x), t ≥ 0,
(3.36)
of (1.1), (3.34), (3.35) was considered and shown that if ψ ∈ C2(R, (0,∞)) with
lim inf
s→∞
ψ(s) > 0
violates (3.26), then there is ℓ > 0 such that for each u0 ∈ C2([0, ℓ]) with u0(0) = 0, the corresponding
classical solution to (3.36) evolves a gradient singularity in finite time, even if the solution itself stays
bounded (see also [7, Remark 2.15]).
Note that assumption (3.5) is satisfied for (3.36). If the function ψ satisfies (3.26), then (3.3) holds for
any q0 > 0 and any bounded solution u to (3.36). Thus, if u is any bounded solution to (3.36) subject to
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some globally Lipschitz continuous initial value u0, then |ux| does not blow up in finite time according to
Theorem 3.3. Consequently, Theorem 3.3 sharpens the statement of [7, Proposition 2.14] in the following
way: If (3.26) is violated and if u is a maximal solution to (3.36) on [0, t+) × [−ℓ, ℓ] with |ux|Ωt→∞ for
t→ t+ as constructed in [7, Proposition 2.14], then
1
2
∞∫
0
ρ dρ
ψ(ρ)
≤ |u|Ω
t+
.
3.2. Ho¨lder estimates on the gradient and global existence. We next state a result on Ho¨lder estimates
on the gradient of a solution to (1.1), (1.2). It turns out that one can apply the existing theory [23, Chapter
VI] rather easily for which the assumptions of Theorem 3.1 have to be strengthened just slightly.
Corollary 3.4. Let u0 ∈ C1+α([−ℓ, ℓ]) for some α ∈ (0, 1) and let (3.2)-(3.5) be satisfied with M > 0.
There are numbers δ := δ(M,α) ∈ (0, α] and C∗ := C∗(M,ψ, 〈u0x〉αΩ) such that if u ∈ C1,2(Ωτ ) is any
classical solution to (1.1), (1.2) on Ωτ with τ ≤ T subject to u(0, ·) = u0 satisfying |u|Ωτ ≤ M , then
〈ux〉
( δ
2
,δ)
Ωτ
≤ C∗.
Proof. Owing to Theorem 3.1 there is a constantM1 = M1(M,ψ,K) independent of τ such that |ux|Ωτ ≤
M1. Since a and f are continuous and a is positive, it follows that there is µ > 0 such that
µ−1 ≤ a(t, x, z, p) ≤ µ , |f(t, x, z, p)| ≤ µ , (t, x, z, p) ∈ ΩT × [−M,M ]× [−M1,M1].
Moreover, setting
c1 := max
{
|b(t,±ℓ, z, p)p|+ |g(t,±ℓ, z, p)| ; (t, z, p) ∈ [0, T ]× [−M,M ]× [−M1,M1]
}
we have maxt∈[0,τ ] |ut(t,±ℓ)| ≤ c1 due to (1.2). The assertion is now a consequence of [23, Chapter VI,
Theorem 5.1]. 
Summarizing our findings we can simplify the criterion for global existence to problem (1.1), (1.3) from
Theorem 2.2. While the latter requires a uniform bound on the Ho¨lder norms of solutions, the following
corollary states that bounds on the supremum norm are sufficient.
Corollary 3.5. Let α ∈ (0, 1) and suppose that (2.7) holds, where b and g are gradient-independent and
a > 0 and b > 0. Consider u0 ∈ C2+α([−ℓ, ℓ]) satisfying the compatibility condition (2.9). Suppose there
is a constant M > 0 such that (3.2)-(3.5) are satisfied. If the unique solution u to (1.1), (1.3) subject to
u(0, ·) = u0 on the maximal interval of existence [0, τ∞) provided by Theorem 2.2 satisfies |u|Ωτ ≤M for
τ < τ∞, then u ∈ C1+
α
2
,2+α(ΩT ).
Proof. Let u be the unique solution to (1.1), (1.3) subject to u(0, ·) = u0 on the maximal interval of exis-
tence [0, τ∞) provided by Theorem 2.2 and suppose that |u|Ωτ ≤ M for τ < τ∞. Then, by Theorem 3.1,
Corollary 3.4 and arguments parallel to those at the end of the proof Theorem 2.2 (cf. (2.16)-(2.19)) we
have
|u|
( 2+δ
2
,2+δ)
Ωτ
≤ c(M, ℓ, T )
for some δ ∈ (0, α] and some constant c(M, ℓ, T ) independent of τ . By embedding we obtain
sup
τ<τ∞
(
|u|Ωτ + |ux|Ωτ + 〈ux〉
(α
2
,α)
Ωτ
)
<∞ .
The assertion follows now from a further application of Theorem 2.2. 
Remark 3.6. For simplicity we stated Corollary 3.5 only for the case of the Bernstein-Nagumo condition
considered in Theorem 3.1. The result is also true in the case of the weakened Bernstein-Nagumo condition
considered in Theorem 3.2.
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3.3. A priori estimate on the solution. In the previous subsections we have derived a priori estimates on
the gradient and its Ho¨lder norm of a solution u to (1.1), (1.2) in dependence on |u|Ωτ . As in [23, Chapt. I,
Thm. 2.9] we shall now also consider a simple situation for which one can derive an a priori bound on
|u|Ωτ itself. This yields the bound (3.1) required for global existence.
Let there be a number B > 0 such that f and g satisfy the growth conditions
zf(t, x, z, 0) ≤ Φ(|z|)|z|+B, zg(t,±ℓ, z, p) ≤ Φ(|z|)|z|+ B, (t, x, z, p) ∈ ΩT × R× R , (3.37)
where Φ is a non-decreasing positive function on [0,∞) with∫ ∞
0
dr
Φ(r)
=∞. (3.38)
Let φ(ξ) be defined for ξ ∈ (0,∞) by ∫ φ(ξ)
0
dr
Φ(r)
= ln ξ
and note that φ is monotonically increasing from −∞ to ∞ with φ(1) = 0 and satisfies Φ(φ(ξ)) = ξφ′(ξ)
for ξ > 0. Then solutions to (1.1), (1.2) are bounded:
Proposition 3.7. Suppose (3.37) with (3.38) and set
M := inf
{
φ(ξ) : λ > 1 , ξ = max
{
1 , φ−1
(
B
(λ− 1)Φ(0)
)
, φ−1
(
|u0|[−ℓ,ℓ]
)}}
. (3.39)
If u is any classical solution to (1.1), (1.2) on Ωτ with τ ≤ T subject to u(0, ·) = u0, then |u|Ωτ ≤M .
Proof. The proof follows along the lines of the proof of [23, Chapt. I, Thm. 2.9] and differs merely where
the dynamical boundary conditions come into play. For the reader’s ease we give the complete proof here.
Put u = φ(v) and, given λ > 1, set
vˆ(t, x) := v(t, x)e−λt, (t, x) ∈ Ωτ .
Let vˆ attain its maximum at some point (t0, x0) ∈ Ωτ . We want to derive an upper bound on vˆ and may
thus restrict to the case vˆ(t0, x0) ≥ e−λt0 , that is, v(t0, x0) ≥ 1 and u(t0, x0) ≥ 0. Let
Γ := {0} × [−ℓ, ℓ] ∪ (0, τ)× {±ℓ}
be the parabolic boundary of Ωτ .
Case 1: Assume (t0, x0) ∈ Ωτ \ Γ. In this case, (t0, x0) does not belong to Γ and at this point we have
vˆ(t0, x0) > 0, vˆx(t0, x0) = 0, vˆxx(t0, x0) ≤ 0, vˆt(t0, x0) ≥ 0. (3.40)
According to (1.1),
vˆte
λt + λvˆeλt − a(t, x, u, ux)
(
vˆxxe
λt +
φ′′(v)
φ′(v)
e2λtvˆ2x
)
=
1
φ′(v)
f
(
t, x, u, ux
)
and thus, by (3.40),
λvˆ(t0, x0)e
λt0 ≤
1
φ′(v)
f
(
t0, x0, u, 0
)
.
Multiplying the previous inequality by φ′(v(t0, x0))u(t0, x0) ≥ 0 and invoking (3.37) yields
λφ′(v)vu ≤ f
(
t0, x0, u, 0
)
u ≤ B +Φ(u)u at (t, x) = (t0, x0) ,
which also reads
(λ− 1)Φ(u)u ≤ B at (t, x) = (t0, x0).
Hence, since Φ is non-decreasing,
u(t0, x0) ≤
B
(λ − 1)Φ(0)
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from which we deduce, since φ−1 is increasing,
v(t, x) ≤ eλtvˆ(t0, x0) = φ
−1
(
u(t0, x0)
)
eλ(t−t0) ≤ φ−1
(
B
(λ− 1)Φ(0)
)
eλT , (t, x) ∈ Ωτ . (3.41)
Case 2: Assume (t0, x0) ∈ Γ. Suppose first that t0 = 0. Then
v(t, x) ≤ eλtvˆ(t0, x0) = e
λtφ−1
(
u(0, x0)) ≤ e
λTφ−1
(
|u0|[−ℓ,ℓ]
)
, (t, x) ∈ Ωτ . (3.42)
If t0 6= 0, then (t0, x0) ∈ (0, τ) × {±ℓ} in which case we may use the boundary condition (1.2). So, if
(t0, x0) ∈ (0, τ)× {ℓ}, then b(·, ℓ, ·, ·) > 0 and the fact that (t0, ℓ) is a point of a positive maximum imply
v(t0, ℓ) > 0, vt(t0, ℓ) = 0, b
(
t0, ℓ, u(t0, ℓ), ux(t0, ℓ)
)
vx(t0, ℓ) ≥ 0.
From (1.2) and (3.37) we deduce, at (t, x) = (t0, ℓ),
λφ′(v)vˆeλt ≤ eλtφ′(v)
(
λvˆ + vˆt
)
+ b(t, x, u, ux)φ
′(v)eλtvˆx = g
(
t, ℓ, u, ux
)
≤ B +Φ(u)u,
which again reads
(λ− 1)Φ(u)u ≤ B at (t, x) = (t0, ℓ)
and we may proceed as in Case 1 to derive (3.41). Clearly, the same argument holds when (t0, x0) ∈
(0, τ)× {−ℓ}.
Combining the different cases from (3.41) and (3.42) we derive that
max
Ωτ
u ≤M
with M given in (3.39). Considering −u on Ωτ yields an estimate from below on u. This proves the
assertion. 
Corollary 3.8. Let α ∈ (0, 1) and suppose (2.7). Consider u0 ∈ C2+α([−ℓ, ℓ]) satisfying the compatibility
condition (2.9). Suppose (3.37) with (3.38) and that (3.2)-(3.5) are satisfied with M given in (3.39). Then
there exists a global solution u ∈ C1+α2 ,2+α(ΩT ) to (1.1), (1.3) subject to u(0, ·) = u0.
Proof. This now follows from Theorem 2.2, Theorem 3.1, Corollary 3.4, and Proposition 3.7. 
Remark 3.9. For simplicity we stated the global existence result of Corollary 3.8 only for the case of the
Bernstein-Nagumo condition considered in Theorem 3.1. The result is also true in the case of the weakened
Bernstein-Nagumo condition considered in Theorem 3.2.
As a final remark let us point out that, as in [29], we could replace (1.1) by the more general equation
ut = F (t, x, u, ux, uxx)
and derive similar results provided that F is differentiable with respect to its last variable.
4. APPENDIX: NOTATION AND PARABOLIC HO¨LDER SPACES
We provide in this appendix the definition of parabolic Ho¨lder spaces, for more details we refer e.g.
to [23, 24]. Recall that Ω = (−ℓ, ℓ) and ΩT = (0, T )× Ω. Let Q be an interval in R and α ∈ (0, 1]. Then
u : Q→ R is uniformly α-Ho¨lder continuous if
[u]
(α)
Q := sup
x,y∈Q
|u(x)− u(y)|
|x− y|α
<∞.
We say that u : Q → R is α-Ho¨lder continuous if every point in Q has a neighborhood Q′ ⊂ Q such that
u|Q′ is uniformly α-Ho¨lder continuous. Note that α-Ho¨lder continuous functions are uniformly α-Ho¨lder
continuous on compact sets. Clearly, 1-Ho¨lder continuous functions are Lipschitz continuous. Given k ∈ N
and α ∈ (0, 1) we let Ck+α(Q) be the space of all k-times continuously differentiable functions on Q
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such that the k-th derivative is α-Ho¨lder continuous. If u : S → R is bounded on a set S, we denote its
supremum norm by |u|S , i.e.
|u|S := sup
x∈S
|u(x)|.
If Q is bounded and k ∈ N, α ∈ (0, 1) given, we put
|u|
(k+α)
Q :=
∑
j≤k
|Dju|Q + [D
ku]
(α)
Q
for u ∈ Ck+α(Q¯).
Let T > 0 and QT = (0, T )×Q. We let C1,2(QT ) be the space of all continuous real-valued functions
defined on QT having continuous derivatives ut, uxx on QT and we use a similar notation on QT .
The parabolic Ho¨lder spaces C k+α2 ,k+α(QT ) for k ∈ N and α ∈ (0, 1) are defined as the set of functions
u : QT → R having finite norm
|u|
( k+α
2
,k+α)
QT
:=
∑
2j0+j≤k
|Dj0t D
j
xu|QT + 〈u〉
( k+α
2
, k+α)
QT
<∞,
where, if k = 0,
〈u〉
(α
2
,α)
QT
:= 〈u〉
(α
2
)
t,QT
+ 〈u〉
(α)
x,QT
with
〈u〉
(α)
t,QT
:= sup
x∈Q
[u(·, x)]
(α)
(0,T ), 〈u〉
(α)
x,QT
:= sup
t∈(0,T )
[u(t, ·)]
(α)
Ω ,
and, if k ≥ 1,
〈u〉
( k+α
2
, k+α)
QT
:=
∑
2j0+j=k
〈Dj0t D
j
xu〉
(α
2
,α)
QT
+
∑
2j0+j=k−1
〈Dj0t D
j
xu〉
( 1+α
2
)
t,QT
. (4.1)
Since globally Ho¨lder continuous functions are uniformly continuous, it follows that
Dj0t D
j
xu ∈ C(QT ), 2j0 + j ≤ k,
for u ∈ C k+α2 ,k+α(QT ).
The following interpolation inequalities are quite useful. We refer to [22, Thm.8.8.1] (see also [22,
Exercise 8.8.2]) for a proof.
Proposition 4.1. There is a constant c = c(Q) such that for u ∈ C1+α2 ,2+α(QT ):
|ut|QT + |uxx|QT ≤ c U
1/(2+α)
2+α U
1−1/(2+α)
0 ,
〈ux〉
(α
2
,α)
QT
≤ c U
(1+α)/(2+α)
2+α U
1−(1+α)/(2+α)
0 ,
〈u〉
(α
2
,α)
QT
≤ c U
α/(2+α)
2+α U
1−α/(2+α)
0 ,
(4.2)
where U0 := |u|QT and U2+α := 〈u〉
(1+α
2
,2+α)
QT
.
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