Selfdual variational calculus is further refined and used to address questions of existence of local and global solutions for various parabolic semi-linear equations, Hamiltonian systems of PDEs, as well as certain nonlinear Schrödinger evolutions. This allows for the resolution of such equations under general time boundary conditions which include the more traditional ones such as initial value problems, periodic and anti-periodic orbits, but also yield new ones such as "periodic orbits up to an isometry" for evolution equations that may not have periodic solutions. In the process, we introduce a method for perturbing selfdual functionals in order to induce coercivity and compactness, while keeping the system selfdual.
Introduction
We develop further the selfdual variational calculus in order to deal with various parabolic semi-linear equations, Hamiltonian systems of PDEs, as well as certain nonlinear Schrödinger evolutions. Our goal is to solve these equations under general -sometimes nonlinear-time boundary conditions which, besides yielding the more traditional ones such as initial value problems, periodic and anti-periodic orbits, they also yield "periodic orbits up to an isometry" for certain evolution equations that may not have periodic solutions. We shall use the selfdual variational calculus -developed in [10, 11, 16] -to write these evolution equations as u(t) + Au(t) = −∂L(t, u(t)), u(T )+u(0) 2 ∈ −∂ℓ u(0) − u(T )),
and the Hamiltonian systems as U (t) + AU (t) = −J∂L t, U (t)
where A (resp., A) is a -non necessarily linear-operator on a suitable Hilbert space H (resp., X := H × H), J is the symplectic operator J(u, v) = (−v, u) and R is the automorphism R(u, v) = (u, −v). The key concept here is the notion of a vector field∂L that is derived from a convex lower semi-continuous Lagrangian on phase space L : X × X * → R ∪ {+∞} in the following way: for each x ∈ X, the -possibly empty-subset∂L(x) of X * is defined as ∂L(x) := {p ∈ X * ; (p, −x) ∈ ∂L(x, −p)}.
Here ∂L is the subdifferential of the convex function L on X × X * , which should not be confused with∂L. Of particular interest to us, are those vector fields derived from anti-selfdual Lagrangians, i.e., those convex lower semi-continuous Lagrangians L on X × X * that satisfy the following duality property:
where here L * is the Legendre transform in both variables, i.e., L * (p, x) = sup{Re y,p + Re x,q − L(y, q) : (y, q) ∈ X × X * }, Such Lagrangians satisfy the following basic property:
L(x, p) + x, p ≥ 0 for every (x, p) ∈ X × X * .
Moreover, L(x, p) + x, p = 0 if and only if (−p, −x) ∈ ∂L(x, p),
which means that its associated anti-selfdual vector field at x ∈ X is simplȳ ∂L(x) := {p ∈ X * ; L(x, −p) − x, p = 0}.
Before going further, let us note that anti-selfdual vector fields are natural, but far reaching extensions of subdifferentials of convex lower semi-continuous functions. Indeed, the most basic anti-selfdual Lagrangians are of the form L(x, p) = ϕ(x) + ϕ * (−p) where ϕ is such a function in X, and ϕ * is its Legendre conjugate on X * , in which case∂L(x) = ∂ϕ(x). More interesting examples of anti-selfdual Lagrangians are of the form L(x, p) = ϕ(x)+ ϕ * (−Γx− p) where ϕ is a convex and lower semi-continuous function on X, and Γ : X → X * is a skew adjoint operator. The corresponding anti-selfdual vector field is then∂L(x) = Γx + ∂ϕ(x). Actually, it turned out that every maximal monotone operator (see for example [6] ) is an anti-selfdual vector field and vice-versa. This fact -proved in [13] -means that anti-selfdual Lagrangians can be seen as the potentials of maximal monotone operators, in the same way as the Dirichlet integral is the potential of the Laplacian operator (and more generally as any convex lower semi-continuous energy is a potential for its own subdifferential), leading to a variational formulation and resolution of most equations involving maximal monotone operators. The main premise of selfdual variational calculus is that many partial differential equations can be formulated as 0 ∈∂L(x) or −Λx ∈∂L(x)
where Λ : D(Λ) ⊂ X → X * is a linear or non-linear operator, and that solving such an equation amounts to proving that the functional I(x) = L(x, 0) or I(x) = L(x, Λx) + x, Λx (9) attains its infimum, and -as importantly-that such an infimum is equal to zero. This point of view has been developed in a series of recent papers [10, 11, 14, 15] . However, several new phenomena emerge while dealing with evolutions of the form (1) and (2) , and many useful new techniques are introduced here to selfdual variational calculus. We shall summarize now the main novel ideas, leaving the precise statements and proofs for the following sections.
(A) The selection of anti-selfdual Lagrangians
In applying the general existence results we obtain for equations of the form (1) and (2), we are often presented with many ways to associate an anti-selfdual Lagrangian L to the given vector fields. Consider for example, the case of a general semi-linear evolution equations of the forṁ x(t) + Ax(t) + wx(t) ∈ −∂ϕ t, x(t) for a.e. t ∈ [0, T ]
where w ∈ R, ϕ(t, ·) : H → R ∪ {+∞} is a proper convex and lower semi-continuous functional on a Hilbert space H and A : Dom(A) ⊆ H → H is a linear operator. A typical example being the complex Ginsburg-Landau equation on Ω ⊆ R N , ∂u ∂t − (κ + iα)∆u + wu = −∂ϕ(t, u(t)) for t ∈ (0, T ].
We may have several possible situations:
1. The diffusive case which corresponds for instance to when w ≥ 0, A is a positive operator and the -then convex-function Φ(t, x) = ϕ(t, x) + 
where A a is the anti-symmetric part of the operator A.
2. The non-diffusive case which essentially means that one of the above requirements is not satisfied, e.g., w < 0 or if A is unbounded and purely skew adjoint (κ = 0). The anti-selfdual Lagrangian is then L(t, x, p) = e −2ωt ϕ(t, e ωt S t x) + ϕ * (t, −e ωt S t p)
where S t is the C 0 -unitary group associated to the skew-adjoint operator A. This non-diffusive case cannot be formulated on "energy spaces" and therefore requires less stringent coercivity conditions. However, the equation may not in this case have solutions satisfying the standard boundary conditions. Instead, and as we shall see below, one has to settle for solutions that are periodic but only up to the isometry e −T A .
The mixed case which deals witḣ
x(t) + A 1 x(t) + A 2 x(t) + wx(t) ∈ −∂ϕ t, x(t) for a.e. t ∈ [0, T ]
where A 1 is a bounded positive operator and A 2 is an unbounded and purely skew adjoint operator. One example we consider, is the following evolution equation with an advection term.
The anti-selfdual Lagrangian is then
where S t is the C 0 -unitary group associated to the skew-adjoint operator A 2 . Again, one then gets the required boundary condition up to the isometry e −T A2 .
(B) The selection of boundary Lagrangians
The interior Lagrangians L above -and throughout this paper-are expected in the applications to be smooth and hence their subdifferentials will coincide with their differentials, and the corresponding inclusions will often be equations. It is however crucial here that the boundary Lagrangians ℓ be allowed to be degenerate so that they can cover the boundary conditions that we now discuss. Indeed, the selfdual boundary conditions in (1) often translates into
where ψ is a convex function on H, and (S t ) t is the C 0 -unitary group associated to the skew-adjoint part of the operator. Here is a sample of the various boundary conditions that one can obtain by choosing ψ accordingly in (17).
1. Initial boundary condition, say v(0) = v 0 for a given v 0 ∈ H, then it suffices to choose ψ(u) =
Periodic type solutions of the form v(0) = S −T e −wT v(T ), then ψ is chosen as:
3. Anti-periodic type solutions v(0) = −S −T e −wT v(T ), then ψ(u) = 0 for each u ∈ H.
In the latter cases, we shall say that the solutions are periodic and anti-periodic orbits up to an isometry.
(C) The use of selfduality to induce coercivity and compactness
Typical Hamiltonian systems of PDEs we are aiming to solve via a selfdual variational approach are:
as well as
with Navier-type state boundary conditions, and where ϕ i , i = 1, 2 are convex functions on some L p -space. Now, in order to deal with such systems, one needs to overcome the fact that the cross product u → T 0 u(t),u(t) dt is not necessarily weakly continuous as in the case of finite dimensional Hamiltonian systems. One important novelty in this paper, is the introduction of a way to perturb a selfdual functional so as to make it coercive in an appropriate space without destroying selfduality. We shall now illustrate the main ideas on the following simplified example:
where ϕ is a convex lower semi-continuous function on a Hilbert space H, and where A : D(A) ⊂ H → H and Γ : D(Γ) ⊂ H → H are linear operators. The most basic selfdual functional associated to (20) is
The main ingredients that allow to show that the infimum is zero and that it is attained, are:
1. The weak lower semi-continuity of the function x → x, Ax + Γx on D(A) ∩ D(Γ), and 2. A coercivity condition which implies for example that lim x →+∞ I(x) = +∞. Now suppose that A satisfies Ax, x ≥ c 0 x 2 for all x ∈ D(A), and that A −1 is a compact operator, then one can strengthen the topology on the domain of the functional I by considering the Hilbert space Y that is the completion of D(A) for the norm u A = Au, u induced by the scalar product u, v Y = u, Av H . Note since the injection of Y into H is compact, the map x → x, Ax is readily weakly continuous on Y , and the function x → x, Γx has a better chance to be lower semi-continuous for the weak topology of Y . On the other hand, by considering I on the space Y , we often lose coercivity for the new norm, which is not guaranteed by the following sub-quadratic growth that we assume on ϕ.
for some β > 0 and C ∈ R. Indeed, such a condition yields
in such a way that the functional I(x) − 1 β Ax, Γx is coercive for the norm of Y . But this new functional is however not selfdual, and so to remedy this, we use the fact that often, the cross product Ax, Γx can be resolved via a Green-Stokes type formula of the form:
where B : D(B) ⊂ H → H 0 is an operator into a boundary Banach space H 0 , T is an operator on H 0 and R : H 0 → H * 0 is such that for some c > 0,
We then consider any convex lower semi-continuous function ψ on H 0 , and let ℓ(a, b)
The following functional
is then non-negative, selfdual, but also coercive on Y as soon as β < c0 2c since
The infimum of J on Y is then equal to zero and is attained at a point u ∈ Y satisfying
It is worth noting that the required bound β < c0 2c normally leads to a time restriction in evolution equations and often translates into local existence results as opposed to the global ones in the case of (1). The relevance of this approach will be illustrated in the section on Hamiltonian systems of PDEs.
(D) Schrödinger evolutions and nonlinear selfdual principles:
In the case of a Schrödinger equation of the form
where w ∈ R, κ and α ≥ 0, and ϕ(t, ·) is a proper convex and lower semi-continuous functional on L 2 (Ω) or H 1 0 (Ω), we shall rewrite it in the form
where A := −iκ∆ is a skew adjoint operator, Λ := iwu − i∂ϕ(t, u(t)) is a nonlinear operator, while Ψ(u) = α 2 Ω |∇u| 2 dx . Here again, there are two ways for "embedding" the skew-adjoint operator A into an antiselfdual Lagrangian, so as to reduce it to a nonlinear evolution of the forṁ
where Λ is a nonlinear operator. This latter equation was dealt with in [16] in the context of the NavierStokes evolutions, but we show here how it can be combined with semi-group theory in order to handle nonlinear evolutions with an additional skew-adjoint term.
The paper is organized as follows. We start by reviewing in section 2, some basic properties of seldual Lagrangians and functionals. In section 3, we establish a selfdual variational principle for semi-linear parabolic equations with general boundary conditions. Applications to complex Ginsburg-Landau evolutions, coupled flows and other wave-type equations are given. Section 4 is concerned with Hamiltonian systems of PDEs, where additional selfdual terms are used to induce coercivity and compactness, while section 5 deals with nonlinear evolutions and in particular Schrödinger equations. Most of this paper is self-contained, though it is preferable to read it in conjunction with [10] , [11] which introduce the basics about selfduality and its immediate applications. Section 5 is however heavily dependent on [16] .
Basic properties of selfdual functionals
We start by recalling the concept of an anti-selfdual Lagrangian and its main properties. Let X be a (real or complex) reflexive Banach space and let X * be its dual. Hence forth, we shall simply denote the real scalar product Re , by , . Given a function on phase space L : X × X * → R ∪ {+∞}, we define the derived vector field of L at x ∈ X to be the -possibly empty-subset of X * given by:
If L is convex and lower semi-continuous on X × X * , then
If now L is an anti-selfdual Lagrangian, then
The Hamiltonian (resp. co-
Basic variational principles for selfdual functionals
Our main premise is that many partial differential equations can be formulated as
where Λ : D(Λ) ⊂ X → X * is a linear or non-linear operator, and that solving such an equation amounts to proving that the functional
attains its infimum, and -as importantly-that such an infimum is equal to zero.
Note that completely selfdual functionals can also be written as
where H L is the Hamiltonian associated of L. The function M (x, y) = H L (y, −x) has some remarkable properties. In particular, it satisfies:
1. For each y ∈ X, the function x → M (x, y) is weakly lower semi-continuous;
2. For each x ∈ X, the function y → M (x, y) is concave;
Such an M will be called an anti-symmetric Hamiltonian on X × X.
Definition 2
We say that a functional I :
The following two existence results will be frequently used in the sequel. They give sufficient conditions for the infimum of selfdual functionals to be attained, and -as importantly-to be zero. 
Operations on selfdual Lagrangians
We now summarize various permanence properties enjoyed by the class of anti-selfdual Lagrangians. For the proofs, we refer to [10] . 
Suppose now that we have an evolution triple X ⊂ H ⊂ X * , where X is reflexive, H is a Hilbert space and where each space is dense in the following one. Also assume that there exists a linear and symmetric duality map D between X and X * , in such a way that x 2 = x, Dx . We can then consider X and X * as Hilbert spaces with the following inner products,
A typical example is the evolution triple
where the duality map is given by D = −△. If nowS is an isometry on X * , then S = D −1S D is also an isometry on X, in such a way that u, p = S t u,S t p for all u ∈ X and p ∈ X * .
Indeed, we have
from which we can deduce that
We shall also make repeated use of the following lemma which describes three ways of regularizing an anti-selfdual Lagrangian by inf-convolution. It is an immediate consequence of the calculus of anti-selfdual Lagrangians developed in [10] to which we refer the reader.
If L is anti-selfdual then the following hold:
λ ) is continuous in the first variable (resp., in the second variable) (resp., in both variables).
are continuous in both variables. 4 . Suppose L is bounded from below. If x λ ⇀ x and p λ ⇀ p weakly in X and X * respectively as λ → 0,
We shall make frequent use of the following lemma.
Lemma 2.4 Let X ⊆ H ⊆ X
* be an evolution triple and let L be an anti-selfdual Lagrangian on X × X * .
Assume that for
C > 0 and r > 1, we have −C ≤ L(x, 0) ≤ C(1 + x r X ) for all x ∈ X, then there exist C 1 > 0 and C 2 > 0 such that L(x, q) ≥ C 1 q s X * − C 2 for every (x, q) ∈ X × X * , where 1 r + 1 s = 1. 2. Assume that for C 1 , C 2 > 0 and r 1 ≥ r 2 > 1 we have C 1 ( x r2 X − 1) ≤ L(x, 0) ≤ C 2 (1 + x r1 X ) for all x ∈ X, then L is
continuous in both variables and the following Lagrangian
for some positive constants C 1 and C 2 .
To prove part (2), note first that the given coercivity and bounded assumptions on L(x, 0) ensures the boundedness of L(., .) in X × X * and therefore the continuity. Indeed, for some C 1 , C 2 > 0 we have
Since L(·, ·) is continuous and H is dense in X * , we have
Time-dependent selfdual Lagrangians
Definition 3 A time dependent Lagrangian on [0, T ]×X×X * is any function L : [0, T ]×X×X * → R∪{+∞} that
is measurable with respect to the σ-field generated by the products of Lebesgue sets in [0, T ] and Borel sets in
Let H be a Hilbert space with , as scalar product over a real or a complex field. Let [0, T ] be a fixed real interval and consider the space
H consisting of all absolutely continuous arcs u : [0, T ] → H, equipped with the norm
The following was proved in [14] .
We shall need the following facts about semi-groups of operators.
We recall a celebrated result of Stone.
Proposition 2.3 An operator A : D(A) ⊂ H → H on a Hilbert space H is skew-adjoint if and only if it is the infinitesimal generator of a C 0 -group of unitary operators (S t ) t∈R on H. In other words, we have
for every x ∈ D(A).
We shall sometimes denote the group S t by e tA . It follows from the above that if (S t ) t is such a group and
* is an evolution triple with a linear and symmetric duality map D. Indeed, let (S t ) t∈R be a C 0 −unitary group of operators associated to a skew-adjoint operator A on the dual space X * viewed as a Hilbert space (with scalar product D −1 p, q ). By defining the maps (S t ) t∈R on X via the formual
Selfdual variational principles for parabolic equations
This section is concerned with existence results for evolutions of the form
where L and ℓ are anti-selfdual Lagrangians. We then apply it to equations of the forṁ
where ϕ and ψ are convex functions, A is a skew-adjoint operator and w ∈ R. Such principles were developed in [10] and [17] for initial-value problems associated to (36), while more general boundary conditions were dealt with in [15] but only in the case of a gradient flow (i.e., when A = 0). We start with the following proposition.
Assume the following conditions:
ℓ is bounded from below and 0 ∈ Dom(ℓ).
Then the functional
attains its minimum at a path
Proof: Define for each λ > 0, the λ-regularization ℓ 1 λ of the boundary Lagrangian ℓ. By Lemma 2.3, ℓ 1 λ is also anti-seldual on H × H and by Proposition 2.2, the Lagrangian
It also satisfies the hypothesis of Theorem 2.1. It follows that the infimum of the functional
H is zero and is attained at some
We now show that (x λ ) λ is bounded in A 2 H . Indeed, since ℓ is bounded from below, so is ℓ λ , which together with (41) imply that
and thus, up to a subsequence
is bounded from above. Hence, it follows from Lemma 2.3 that
By letting λ → 0 in (41), we get
On the other hand, for every x ∈ A 2 H we have
which means I(u) = 0 and therefore u(t) satisfies (39) and (40) as well.
Parabolic semi-linear without a diffusive term
We now consider the case where A is a purely skew-adjoint operator and cannot therefore contribute to the coercivity of the problem. 
is a bounded below convex lower semi-continuous function on H with 0 ∈ Dom(ψ).
For any given ω ∈ R and T > 0, consider the following functional on
Then, there exists a path u ∈ A p H such that:
The path v(t) := S t e ωt u(t) is a mild solution of the equatioṅ
Equation (44) means that v satisfies the following integral equation:
Proof: Consider the anti-selfdual Lagrangians M (t, x, p) = ϕ(t, x) + ϕ * (t, −p) and ℓ(x, p) = ψ(x) + ψ * (−p), and apply Proposition 3.1 to the Lagrangian
which is anti-selfdual according to Proposition 2.1. We then obtain u(t) ∈ A 2 H such that
).
Since clearly ϕ t, S t e wt u(t) + ϕ * − S t e wtu (t) + S t e wt u(t), S t e wtu (t) ≥ 0 for every t ∈ [0, T ] and since
≥ 0, we get equality from which we can conclude that −S t e wtu (t) = ∂ϕ(t, S t e wt u(t)) for almost all t ∈ [0, T ] and
In order to show that v(t) := S t e wt u(t) is a mild solution for (44), we set x(t) = e wt u(t) and write
hence −(ẋ(t) + wx(t)) = S −t ∂ϕ(t, v(t)). By integrating between 0 and t, we get
Substituting v(t) = S t x(t) in the above equation gives
and consequently
which means that v(t) is a mild solution for (44).
On the other hand, it is clear that the boundary condition
∈ −∂ψ(u(0) − u(T )) translates after the change of variables into
and we are done.
Example 1: The complex Ginzburg-Landau equations in R
N
As an illustration, we consider the following evolution on R
(1) Under the condition:
where C 1 , C 2 > 0, Theorem 3.1 yields a solution of
(2) If w ≥ 0, then one can replace ϕ with the convex function Φ(x) = ϕ(x) + w 2 x 2 to obtain solutions such that
(3) One can also drop the coercivity condition (the lower bound) on ϕ(t, u(t)) in (50) and still get periodictype solutions. Indeed, by applying our result to the now coercive convex functional Ψ(t, u(t)) := ϕ(t, u(t))+ ǫ 2 u(t) 2 H , and w − ǫ, to obtain a solution such that
Example 2: Almost Periodic solutions for linear Schrödinger equations:
Consider now the following linear Schrodinger equation
Assuming that the space {u ∈ H 2,2 (R N ) :
, we get that the operator Au := i△u − iV (x)u is skew adjoint on H. In order to introduce some coercivity, and to avoid the trivial solution, we can consider for any ǫ, δ > 0 and 0 = f ∈ H, the convex function ϕ ǫ (u) := 
It is easily seen that A : D(A) ⊆ H × H → H × H is a skew-adjoint operator, and hence by virtue of Stone's Theorem, A is the generator of a C 0 unitary group {S t } on H × H. Here is another application of Theorem 3.1. 
Then there exists a mild solution (u(t), v(t)) ∈ A 2 H×H for the following system,
with a boundary condition of the form (45).
Parabolic semi-linear equation with a diffusive term
The existence of periodic solutions follows from a more general result of Lions (See [12; Proposition III.5.1]). Our approach is quite different and relies on last section's selfdual variational principle which will now yield true periodic solutions provided the strong coercivity conditions of Lions are satisfied. For given 0 < T < ∞, 1 < p < ∞, and a Hilbert space H such that X ⊆ H ⊆ X * is an evolution triple, we consider the space
, which leads to a continuous injection X p,q ⊆ C(0, T : H). We shall prove the following. 
then attains its minimum on X p,q at a path u ∈ X p,q such that
Proof: Use Lemma 2.4 to lift the Lagrangian L to a time dependent ASD Lagrangian on [0, T ] × H × H via the formula
We start by assuming that ℓ(a, b) → ∞ as b → ∞. Consider for λ > 0, the λ−regularization of M , namely
It is easy to check that L λ satisfies the conditions (A 
We now show that (x λ ) λ is bounded in an appropriate function space. Indeed, since L is convex and lower semi-continuous, there exists i λ (x λ ) such that the infimum in (59) is attained at i λ (x λ ) ∈ X, i.e.
Plug (61) in equality (60) to get
By the coercivity assumptions in (B
, and therefore it follows from (62) that (ẋ λ ) λ is bounded in L q (0, T ; X * ). Also, since L and ℓ are bounded from below, it follows again from (62) that
Also, since we have assumed that ℓ(a, b) → ∞ as b → ∞, it follows that x λ (0) + x λ (T ) is also bounded in H and consequently in X * . Therefore there exists u ∈ L 2 H withu ∈ L q (0, T ; X * ) and u(0), u(T ) ∈ X * such that
By letting λ go to zero in (62), we obtain from the above that
It follows from (B ′ 1 ), Lemma 2.4 and (63) that u ∈ X p,q and consequently, u(0), u(T ) ∈ H. Now we show that one can actually do without the coercivity condition on ℓ. Indeed, by using the λ−regularization ℓ 1 λ of ℓ, we get the required coercivity condition on the second variable of ℓ λ and we obtain from the above that there exists x λ ∈ X p,q such that
It follows from (B ′ 1 ) and the boundedness of ℓ
, and (ẋ λ ) λ is bounded in L q (0, T ; X * ) again by virtue of Lemma 2.4. Hence, (x λ ) λ is bounded in X p,q and therefore (x λ (0)) λ and (x λ (T )) λ are bounded in H. We therefore get, up to a subsequence, that
By letting λ go to zero in (64), it follows from the above that
So I(u) = 0 and u is a solution of (57) and (58). 
is a bounded below convex lower semi-continuous function on H with 0 ∈ Dom(ψ).
For any T > 0 and ω ≥ 0, consider the following functional on X p,q
Then, there exists a path u ∈ L p (0, T : X) withu ∈ L q (0, T : X * ) such that:
If v(t) is defined by v(t) := e ωt u(t) then it satisfieṡ v(t) + Av(t) + ωv(t) ∈ −∂ϕ(t, v(t)) for a.e. t ∈ [0, T ] (65)
Proof: It suffices to apply Theorem 3.3 to the anti-selfdual Lagrangian
associated to a convex lower semi-continuous function Φ, a skew-adjoint operator A a and a scalar ω.
Example 4: Complex Ginzburg-Landau evolution with diffusion
Consider a complex Ginzburg-Landau equations of the following type.
where κ > 0, ω ≤ 0, Ω is a bounded domain in R N and Ψ is a time-dependent convex lower semi-continuous function. An immediate corollary of Theorem 3.3 is the following. 
then there exists a solution u ∈ X 2,2 for (67).
for some c 1 , c 2 > 0, we therefore have
for some c 
from which we obtain
which, once coupled with (68), yields the required boundedness in (B ′ 1 ).
We now show how one can sometimes combine the two ways to define an ASD Lagrangian that deals with a superposition of an unbounded skew adjoint operators with another bounded positive operator. Note the impact on the boundeness condition (B 1 ) above. 
is a bounded below convex lower semi-continuous function on H with 0 ∈ Dom(ψ).
For any T > 0 and ω ∈ R, consider the following functional on X p,q
Moreover, ifS
which is anti-selfdual in view of the remark of section 2.
Example 5: The complex Ginzburg-Landau equations with advection in a bounded domain
We consider the following evolution on bounded domain Ω,
Under the condition that a is a constant vector and
where C 1 , C 2 > 0, Corollary 3.6 yields a solution of
Proof: Set A 1 u = a · ∇u, A 2 = −i∆ and H = L 2 (Ω) in Corollary 3.6. Define the Banach space X 1 = {u ∈ H; A 1 u ∈ H} equipped with the norm u X = u
Hamiltonian systems with general boundary conditions
In this section we consider the system
where L is a time dependent anti-selfdual Lagrangian on [0, T ] × X × X, where X := H × H for some -possibly infinite-dimensional Hilbert space H, A(p, q) = (Ap, −Aq) where A : D(A) ⊆ H → H is a self-adjoint operator, and J is the symplectic operator J(p, q) = (−q, p). We assume that Au, u ≥ c 0 u 2 H on D(A) for some c 0 > 0, and that A −1 is compact. We shall denote bỹ A the operator (A, A) on the product space X = H × H, and consider the Hilbert space Y ⊆ X which is the completion of D(Ã) for the norm induced by the inner product u, v Y := u,Ãv X . The path space
is also a Hilbert space once equipped with the norm
for some constant c > 0, while the injection W → L 2 ([0, T ]; X) is compact. We shall also consider (75) with a general boundary condition such as
where ψ is a convex lsc function on X and R is the automorphism R(p, q) = (p, −q) on X.
Here is our main variational principle for Hamiltonian systems. Then the infimum of the functional
is equal to zero and is attained at some u ∈ W and u is a solution of
We start by establishing the following proposition which assumes a stronger condition on the main Lagrangian L and the boundary Lagrangian ℓ. , and γ, α ∈ L 2 (0, T ; R + ) such that
Then the functional
is selfdual on W and its corresponding anti-symmetric Hamiltonian on W × W is
Also, the infimum of I is equal to zero and is attained at some u ∈ W and u(t) is a solution of
The proof requires a few preliminary lemmas. We first establish the self duality of the functional I.
Lemma 4.2 With the above notation we have
1. For every u ∈ W , we have I(u) ≥ 0.
M is an anti-symmetric Hamiltonian on
W × W .
For every u ∈ W , we have
Also it follows from the definition of Legendre-Fenchel duality that
from which we obtain I(u) ≥ 0.
2) The fact that M is an anti-symmetric Hamiltonian on W × W is straightforward. Indeed, the weak lower semi-continuity of u → M (u, v) for any v ∈ W follows from the fact that the embedding W ⊆ L 2 X is compact and W ⊆ C(0, T ; X) is continuous. It follows that if u ∈ W and {u n } is a bounded sequence in W such that u n ⇀ u weakly in W , then
X . Also, it follows from (C 
With a change of variable w = v + v 0 , we get
Now for each (a, b) ∈ D(Ã), there is w ∈ W such that w(0) = a and w(T ) = b, namely the linear path w(t) =
Since also Z is dense in Y and ℓ is continuous, we finally obtain that
The following three lemmas are dedicated to the proof of the coercivity of u → M (u, 0) on W .
Lemma 4.3 For any u ∈ W we have
Proof: Indeed, for u = (p, q) we have
Lemma 4.4 For each u ∈ W , the following estimate holds:
Proof: It suffices to combine the following two estimates.
Lemma 4.5 There exists a constant C ≥ 0 such that for any u ∈ W :
It follows from Lemma 4.3, Lemma 4.4 and (83) that
Proof of Proposition 4.1: It follows from (C ′ 1 ) and (C ′ 2 ) that L is finite on W × W , and from Lemma 4.2 that I is selfdual on W . In view of the coercivity guaranteed by Lemma 4.5, we can apply Theorem 2.2 to get v ∈ W such that I(v) = 0. It follows that
and we are done with the proposition.
Proof of Theorem 4.1: We just need to show that the result of Proposition 4.1 still holds if one replaces (C ′ 1 ) and (C ′ 2 ) with (C 1 ) and (C 2 ) respectively. Indeed, for 0 < λ <
and therefore satisfies (C
. We also replace ℓ with the Lagrangian defined on Y × Y as
and by +∞ if either x or p belonds to X \ Y . It is easily seen that ℓ
It follows that
We can now apply Proposition 4.1, to find u λ ∈ W with
It follows from (85) and part (1) of Lemma 2.4 that
From (87), (85), Lemma 4.4 and the fact that (
λ ) * is bounded from below, we get that
where C is a constant independent of λ. By the same argument as in (84) we obtain
which ensures the boundedness of u λ in W . Assuming u λ ⇀ u weakly in W , it follows from Lemmas 2.3 that I(u) ≤ lim inf λ I λ (u λ ) = 0. Since on the other hand I(u) ≥ 0, the latter is therefore equal zero and u is a solution of (82).
Coercive Hamiltonian systems of PDEs
We shall now apply Theorem 4.1 to the ASD-Lagrangian L(t, u, p) = ϕ(t, u) + ϕ * (t, −JBu − p) on X × X, where ϕ : [0, T ] × X → R is a time-dependent convex lower semi-continuous function on X. As to the boundary Lagrangian, we shall associate to a given convex lower semi-continuous function ψ on X, the following function on X
It is clear that ℓ is convex and lower semi-continuous on X, and that the function ℓ(
It is also easy to see that
We can obtain the following. 
Assume that
then the infimum on W of the functional
is equal to zero and is attained at some v ∈ W which is then a solution of the following system:
Proof: We apply Theorem 4.1 to the ASD-Lagrangian L(t, u, p) = ϕ(t, u) + ϕ * (t, −JBu − p) on X × X, where ϕ : [0, T ] × X → R is a time-dependent convex lower semi-continuous function on X. As to the boundary Lagrangian, consider a convex lower semi-continuous function ψ on X that is bounded below and such that 0 ∈ Dom(ψ), and define on X × X, the convex function ℓ(x, p) = ψ(x) + ψ o (−p). Suppose now that for some x, y ∈ Y , we have ℓ(x, y) + ℓ * (y, x) − 2 x, y = 0. This means that
Since ψ o (−y) + ψ(−Ã −1 x) ≥ x, y , it follows that ψ(x) + ψ * (y) = x, y from which we conclude that y ∈ ∂ψ(x).
Remark 4.7 Here again, the general boundary conditions we obtain will allow us to obtain periodic and other type of solutions. Indeed,
• Periodic solutions v(0) = v(T ), then ψ is chosen as:
• Anti periodic solutions v(0) = −v(T ), then ψ ≡ 0.
• Initial boundary condition p(0) = p 0 and q(T ) = q 0 for a given p 0 , q 0 ∈ H. Let v 0 = (−p 0 , q 0 ) and
from which we obtain p(0) = p 0 and q(T ) = q 0 .
Example 6: A coercive Hamiltonian System involving the bi-Laplacian
Let Ω be a bounded domain in R N and consider the following Hamiltonian System,
where ϕ i , i = 1, 2 are two convex lower semi-continuous functions on H := H 
, and c i , C i > 0. Then for T small enough there exist u, v ∈ W satisfying (96) with either of the following boundary conditions,
• Periodic solutions u(0) = u(T ) and v(0) = v(T ).
• Anti periodic solutions u(0) = −u(T ) and v(0) = −v(T ).
• Initial boundary condition u(0) = u 0 and v(T ) = v 0 for a given v 0 , u 0 ∈ H.
Consider the operator BU = (∆u, ∆v) in such a way that JBU = (−∆v, ∆u) is skew-adjoint on (96) can be rewritten as follows
We just need to show that L satisfies condition (C 1 ) in Theorem 4.1. Let C = max{C 1 , C 2 }, c = min{c 1 , c 2 }, γ(t) = min{γ 1 (t), γ 2 (t)} and α(t) = max{α 1 (t), α 2 (t)}. It follows from (97) that
, and therefore
. Hence for T small enough, Theorem 4.6 applies to yield our claim.
Non-coercive Hamiltonian systems of PDEs
Under a certain commutation property, we can relax the boundedness condition (93) provided one settles for periodic solutions up to an isometry. 
on W is equal to zero and is attained at some u ∈ W in such a way that v(t) := S t u(t) is a solution of
Proof: It follows from Proposition 2.1 that L S (t, x, y) := L(t, S t x, S t y) is anti-self dual Lagrangian on [0, T ] × X × X. Since S t is norm preserving, assumption (C 1 ) holds for the new Lagrangian L S . Therefore there exists u ∈ W such that I(u) = 0 and u is a solution of
Note that∂L S t, u(t) = S * t∂ L(t, S t u(t)) which together with equation (100), imply that S t Ju(t) + JAu(t) =∂L(t, S t u(t)).
Since AB = BA on D(A), we have S t Au(t) = AS t u(t) and therefore
To show that v(t) := S(t)u(t) is a solution of problem (99), substitute u(t) = S(−t)v(t) in (101) to obtain
By applying again the above to the ASD-Lagrangian L(t, u, p) = ϕ(t, u) + ϕ * (t, −p) on X × X, and ℓ(x, p) = ψ(x) + ψ o (−p), we get the following. 
Assuming that
is equal to zero and is attained at some u ∈ W in such a way that v(t) := S t u(t) is a solution of the foillowing system:
Example 7: Periodic solutions up to an isometry for a noncoercive Hamiltonian system involving the bi-Laplacian
We now consider the following Hamiltonian System, 
, and c i , C i > 0. Then for T small enough, there exist u, v ∈ W satisfying (106) with either of the following boundary conditions
• Periodic solutions up to an isometry.
• Anti periodic solutions up to an isometry.
Proof Let again Au = ∆ 2 u in such a way that for
. Consider however the skew adjoint operator BU = (−∆v, ∆u) in such a way that JBU = (−∆u, −∆v). Problem (106) can be rewritten as
where L(t, U, V ) = Φ(t, U ) + Φ * (t, −V ) with Φ(t, U ) = ϕ 1 (t, u) + ϕ 2 (t, v). In order to show that L satisfies condition (C 1 ) in Theorem 4.1, it suffices to notice that
where again C = max{C 1 , C 2 }, γ(t) = min{γ 1 (t), γ 2 (t)} and α(t) = max{α 1 (t), α 2 (t)}.
Example 8: Periodic solutions up to an isometry for a noncoercive Hamiltonian System involving the Laplacian and transport
Consider the following Hamiltonian system of PDEs: • Anti periodic solutions up to an isometry.
Proof Problem (109) can be rewritten as JU(t) + JAU (t) + JBU (t) =∂L(t, U (t))
where A(u, v) = (−∆u, ∆v), B(u, v) = (−∆v + a.∇u, ∆u − b.∇v) and L(t, U, V ) = Φ(t, U ) + Φ * (t, −V ) with Φ(t, U ) = 1 p Ω |u| p dx + u, f (t, x) + 1 q Ω |v| q dx + v, g(t, x)
It is clear that all hypothesis of Theorem 4.9 are satisfied.
Schrödinger and other nonlinear evolutions
Considering again that X ⊆ H ⊆ X * is an evolution triple, we shall denote by D the duality map between X and X * . We need the following notion which is the analogue of the Palais-Smale condition ( [9] [19]) for selfdual variational calculus.
Definition 5 Let L be a time-dependent anti-selfdual Lagrangian on [0, T ] × X × X * , ℓ an anti-selfdual Lagrangian on H × H, and let Λ : X p,q → L q X * be a given map. Say that (L, ℓ) is Λ-coercive if any sequence {x n } ∞ n=1 ⊆ X p,q satisfying ẋ n (t) + Λx n (t) − 1 n u n p−2 Du n = −∂L(t, x n (t)),
is bounded in X p,q .
The following variational principle for nonlinear evolutions established in [16] already allows us to deal with certain Schrödinger equations. 
Initial-value Schrödinger evolutions
Consider the following nonlinear Schrödinger equation
where Ω is a bounded domain in R N , and L is a time dependent anti-selfdual Lagrangian on [0, T ] × H from which we obtain
To show that (L, ℓ) is Λ−coercive, we assume that u n is a sequence in X p,q such that −u n (t) + i∆u n (t) − i|u n (t)| r−1 u n (t) = − 1 n u n p−2 ∆u n +∂L(u n (t)), u n (0) = u 0 .
Since u 0 ∈ H 2 (Ω), it is standard that at least u n ∈ H 2 (Ω). Now if multiply both sides of the above equation by ∆u n (t) − |u n (t)| r−1 u n (t) and taking into account (119) we have u n (t), −∆u n (t) + |u n (t)| r−1 u n (t) ≤ 0 from which we obtain 1 2 u n (t) on X 2,2 is zero and is attained at u(t) in such a way that v(t) = S t u(t) is a solution of (133) that satisfies the following time-boundary condition:
Moreover, u verifies the following "energy identity":
Φ(t, S t u(t)) + Φ * (t, −S tu (t) − S * t ΛS t u(t)) dt = u(0) 
In particular, with appropriate choices for the boundary Lagrangian ℓ, the solution v can be chosen to verify either one of the following boundary conditions:
• an initial value problem: v(0) = v 0 where v 0 is a given function in H.
• a periodic orbit : v(0) = S (−T ) v(T ),
• an anti-periodic orbit : v(0) = −S (−T ) v(T ).
Proof: The duality map between X and X * is D = −∆ and is therefore linear and symmetric. Also we have S t = e it∆ 2 and s therefore S t D = DS t . Now the result follows from Theorem 5.3 and the remarks preceeding it.
