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Abstract
We develop a theory of ‘non-uniformly local’ tent spaces on metric measure spaces. As
our main result, we give a remarkably simple proof of the atomic decomposition.
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1 Introduction
The theory of global tent spaces on Euclidean space was first considered by Coifman, Meyer, and
Stein [10], and has since become a central framework for understanding Hardy spaces defined
by square functions. Upon replacing Euclidean space with a doubling metric measure space,
the theory is largely unchanged.1
Tent spaces on Riemannian manifolds with doubling volume measure were used by Auscher,
McIntosh, and Russ in [3], where a ‘first order approach’ to Hardy spaces associated with the
Laplacian −∆ (or more accurately, the corresponding Hodge–Dirac operator) was investigated.
A corresponding local tent space theory, now on manifolds with exponentially locally doubling
volume measure, was considered by Carbonaro, McIntosh, and Morris [9], with applications to
operators such as −∆+ a for a > 0. The locality arises from the ‘spectral gap’ between 0 and
σ(−∆ + a) ⊂ [a,∞) and means that the relevant information of a function can be captured
from small time diffusion, which in turn allows one to exploit the locally doubling nature of the
manifold under investigation. Hence the related tent spaces consist of functions of space-time
variables (y, t) with 0 < t < 1 instead of 0 < t <∞.
The motivation for non-uniformly local tent spaces comes from the setting of Gaussian har-
monic analysis, in which one considers the Ornstein–Uhlenbeck operator L = −∆+ x · ∇ on Rn
equipped with the usual Euclidean distance and the Gaussian measure dγ(x) = (2π)−n/2e−|x|
2/2 dx.
Here σ(L) = {0, 1, 2, . . .}, but despite the evident spectral gap, one cannot make use of a uni-
formly local tent space because the rapidly decaying measure γ is non-doubling. This was reme-
died by Maas, van Neerven, and Portal [17], who defined the ‘Gaussian tent spaces’ tp(γ) to con-
sist of functions on the region D = {(y, t) ∈ Rn×(0,∞) : t < m(y)}. Here m(y) = min(1, |y|−1)
is the admissibility function of Mauceri and Meda [19], who showed that γ is doubling on the
family of ‘admissible balls’ B(x, t) with t ≤ m(x). In [24], Portal then defined the ‘Gaussian
Hardy space’ h1(γ) using the conical square function
Su(x) =
(ˆ 2m(x)
0
 
B(x,t)
|t∇e−t
2Lu(y)|2 dγ(y)
dt
t
)1/2
,
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1Details of this generalisation can be found in [1], although this was known to harmonic analysts for some
time.
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and showed that the Riesz transform ∇L−1/2 is bounded from h1(γ) to L1(γ). This relied on
the atomic decomposition on t1(γ), which was established in [17], along with a square function
estimate from [16]. The Gaussian Hardy space is also known to interpolate with L2(γ), in the
sense that [h1(γ), L2(γ)]θ = L
p(γ) for 1/p = 1− θ/2 [23].2
Our long-term aim is to generalise this theory to the setting where, given an appropriate
‘potential function’ φ on a Riemannian manifold X (or some more general space) with volume
measure µ, one considers the Witten Laplacian L = −∆+∇φ · ∇ equipped with the geodesic
distance and the measure dγ = e−φdµ. An admissibility function can then be defined bym(x) =
min(1, |∇φ(x)|−1), with a suitable interpretation of ∇ if φ is not differentiable, and the setting
of Gaussian harmonic analysis is recovered by taking X = Rn and φ(x) = n2 log(2π) +
|x|2
2 .
The Riesz transform associated with the Witten Laplacian has been studied for instance by
Bakry in [4], where Lp(γ) boundedness for 1 < p < ∞ is proven under a φ-related curvature
assumption.
In this article we define and study the corresponding local tent spaces tp,q(γ). Our main
result is the atomic decomposition Theorem 4.5. This allows us to identify the dual of t1,q(γ)
with the local tent space t∞,q
′
(γ), and to show that the local tent spaces form a complex
interpolation scale. In Appendix B we prove a ‘cone covering lemma’ for non-negatively curved
Riemannian manifolds. It gives a stronger version of Lemma 4.4 that is applicable also in the
vector-valued theory of tent spaces (see [15, 14]).
A different approach to Gaussian Hardy spaces was initiated in [19], where the atomic Hardy
space H1(γ) was introduced. This theory has also been extended to certain metric measure
spaces (see [7, 8]). While many interesting singular integral operators, such as imaginary powers
of the Ornstein–Uhlenbeck operator, have been shown to act boundedly from H1(γ) to L1(γ)
(see [19]), it should be noted that this is not the case for the Riesz transform (see [20]). This
marks the crucial difference between the atomic Hardy space H1(γ) and h1(γ).
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2 Weighted measures and admissible balls
We begin by formulating the abstract framework in which we develop our theory. Let (X, d, µ)
be a metric measure space: that is, a metric space (X, d) equipped with a Borel measure µ.
We assume that every ball B ⊂ X comes with a given center cB and a radius rB > 0, and that
the volume µ(B) is finite and nonzero. Furthermore, we assume that the metric space (X, d)
is geometrically doubling: that is, we assume that there exists a natural number N ≥ 1 such
that for every ball B ⊂ X of radius rB, there exist at most N mutually disjoint balls of radius
rB/2 contained in B.
Given a measurable real-valued function φ on X , we consider the weighted measure
dγ(x) := e−φ(x) dµ(x).
Furthermore, we fix a function m : X → (0,∞), which we call an admissibility function. For
every α > 0, this defines the family of admissible balls
Bα := {B ⊂ X : 0 < rB ≤ αm(cB)}.
2Note that dimension-independent boundedness of ∇L−1/2 on Lp(γ) for 1 < p < ∞ is a classical result of
Meyer [22].
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These objects are required to satisfy the following doubling condition:
(A) For every α > 0, γ is doubling on Bα, in the sense that there exists a constant Cα ≥ 1
such that for all α-admissible balls B ∈ Bα,
γ(2B) ≤ Cαγ(B).
Here and in what follows, we write λB = B(cB, λrB) for the expansion of a ball B by λ ≥ 1.
Remark 2.1. Condition (A) implies that for every α > 0 and every λ ≥ 1, there exists a constant
Cα,λ ≥ 1 such that for all α-admissible balls B ∈ Bα,
γ(λB) ≤ Cα,λγ(B). (1)
We now describe two classes of examples of φ and m.
Example 2.2 (Distance functions). Assume that the underlying measure µ is doubling, let
Ω ⊂ X be a measurable set of ‘origins’, and let a, a′ > 0. Define φ by
φ(x) := a+ a′ dist(x,Ω)2.
An admissibility function can then be defined by
m(x) = min
(
1,
1
dist(x,Ω)
)
.
Taking X to be Rn (equipped with the usual Euclidean distance and Lebesgue measure), Ω =
{0}, and (a, a′) = (n log(2π)/2, 1/2), we recover the setting of Gaussian harmonic analysis.
Claim 2.3. Condition (A) is satisfied with Cα = Dµe
a′α(5α+6), where Dµ is the doubling
constant of the underlying measure µ.
Proof. Since µ is doubling, it suffices to show that for every α-admissible ball B ∈ Bα we have{
e−φ(x) ≤ C′αe
−φ(cB) when x ∈ 2B, and
e−φ(x) ≥ C′′αe
−φ(cB) when x ∈ B.
(2)
Indeed, this would imply that
γ(2B) =
ˆ
2B
e−φ(x) dµ(x) ≤ C′αµ(2B)e
−φ(cB)
and
γ(B) =
ˆ
B
e−φ(x) dµ(x) ≥ C′′αµ(B)e
−φ(cB),
so that
γ(2B)
γ(B)
≤
C′α
C′′α
µ(2B)
µ(B)
≤ Cα := Dµ
C′α
C′′α
.
To see that the first inequality in (2) holds with C′α = e
4a′α(α+1), observe that if x ∈ 2B,
then
dist(cB ,Ω) ≤ 2αm(x) + dist(x,Ω).
Indeed, if dist(cB,Ω) ≥ dist(x,Ω), then m(cB) ≤ m(x), and so
dist(cB,Ω) ≤ d(cB, x) + dist(x,Ω) ≤ 2αm(cB) + dist(x,Ω) ≤ 2αm(x) + dist(x,Ω).
Consequently we have
dist(cB,Ω)
2 ≤ 4αm(x)2 + 4αm(x) dist(x,Ω) + dist(x,Ω)2 ≤ 4α2 + 4α+ dist(x,Ω)2,
3
and so
e−a
′ dist(x,Ω)2 ≤ e4a
′α(α+1)e−a
′ dist(cB ,Ω)
2
.
Similarly, the second inequality in (2) with C′′α = e
−a′α(α+2) follows after noting that if
x ∈ B, then
dist(x,Ω) ≤ d(x, cB) + dist(cB,Ω) ≤ αm(cB) + dist(cB ,Ω).
Thus
dist(x,Ω)2 ≤ α2 + 2α+ dist(cB,Ω)
2
and
e−a
′ dist(x,Ω)2 ≥ e−a
′α(α+2)e−a
′ dist(cB ,Ω)
2
.
Putting these estimates together, we have
Cα = Dµe
4a′α(α+1)ea
′α(α+2) = Dµe
a′α(5α+6)
as claimed.
Example 2.4 (C2 potentials). In this example, let (X, g) be a connected Riemannian manifold
(C2 is sufficient) with doubling volume measure, let φ ∈ C2(X), and assume that the following
condition is satisfied:
(B) there exists a constant M > 0 such that for every unit speed geodesic ρ : [0, ℓ] → X , we
have
|(φ ◦ ρ)′′(t)| ≤M |(φ ◦ ρ)′(t)| (3)
for all t ∈ (0, ℓ) such that |(φ ◦ ρ)′(t)| > 1.
Alternatively, we can assume the following inequivalent condition, which is neater but generally
harder to verify:
(H) there exists a constant M > 0 such that
‖Hessφ(x)‖ ≤M |∇φ(x)| (4)
for all x ∈ X such that |∇φ(x)| > 1.
Note that (B) can be interpreted as a one-dimensional version of (H); indeed, when X is one-
dimensional, both conditions are equivalent.
If either of the above conditions are satisfied, we define an admissibility function by
m(x) := min
(
1,
1
|∇φ(x)|
)
for x ∈ X , with m(x) := 1 when |∇φ(x)| = 0.
Claim 2.5. If d(x, y) ≤ α then m(x) ≤ eMαm(y).
Proof. Here we assume condition (H); the proof under assumption (B) requires only a simple
modification.
Given ε > 0, we first take a continuous arclength-parametrised path ρ : [0, d(x, y) + ε]→ X
connecting x to y (we may take ε = 0 when X is complete, and the argument is slightly simpler
in this case). Since φ is twice continuously differentiable, the function mρ := m◦ρ is absolutely
continuous on [0, d(x, y)], and hence differentiable almost everywhere on this interval. We
compute the derivative of mρ(t) whenever mρ is differentiable. If t is such that |∇φ(ρ(t))| ≤ 1
in a neighbourhood of t, then ∂tmρ(t) = 0. If t is such that |∇φ(ρ(t))| > 1 in a neighbourhood
of t, then
∂tmρ(t) = ∂t(|∇φ(ρ(t))|
−1) =
−∂t|∇φ(ρ(t))|
|∇φ(ρ(t))|2
.
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Using the estimate
|∂t|∇φ(ρ(t))|| ≤ ‖Hessφ(ρ(t))‖
along with assumption (H), we find that
|∂tmρ(t)| ≤
‖Hessφ(ρ(t))‖
|∇φ(ρ(t))|2
≤
M
|∇φ(ρ(t))|
for all t such that mρ(t) is differentiable.
Since mρ(t) is differentiable almost everywhere, we have
| logmρ(d(x, y) + ε)− logmρ(0)| ≤ sup
0<t<d(x,y)+ε
|∂t logmρ(t)|(d(x, y) + ε)
≤ sup
0<t<d(x,y)+ε
|∂t logmρ(t)|(α+ ε),
where the supremum is taken over all t ∈ (0, d(x, y) + ε) such that mρ(t) is differentiable. Note
that
|∂t logmρ(t)| =
|∂tmρ(t)|
|mρ(t)|
,
and so by the estimate above we have that
|∂t logmρ(t)| ≤
M
|∇φ(ρ(t))|
|∇φ(ρ(t))| =M.
Therefore
| logmρ(d(x, y) + ε)− logmρ(0)| ≤M(α+ ε),
and so
e| log(m(y)/m(x))| ≤ eM(α+ε) =: c′αe
Mε.
This holds for every ε > 0, so by taking the limit of both sides as ε→ 0 we obtain
e| log(m(y)/m(x))| ≤ c′α. (5)
Without loss of generality, we can suppose that m(x) ≥ m(y). Then | log(m(y)/m(x))| =
log(m(x)/m(y)), and (5) implies that
m(x)
m(y)
≤ c′α,
which completes the proof.
Claim 2.6. Condition (A) is satisfied, with Cα = Dµe
3αeMα .
Proof. As in the previous example, it suffices to show that for every B ∈ Bα we have{
e−φ(x) ≤ C′αe
−φ(cB), when x ∈ 2B,
e−φ(x) ≥ C′′αe
−φ(cB), when x ∈ B.
(6)
This is implied (with C′α = e
αc′α and C′′α = e
−2αc′α) by the estimate
|φ(x) − φ(cB)| ≤ λαc
′
α ∀x ∈ λB,
for all λ ≥ 1 and x ∈ λB, which we now show. If x ∈ λB, then we have
|φ(x) − φ(cB)| ≤ sup
y∈λB
|∇φ(y)|d(x, cB).
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Since B is α-admissible, for all x, y ∈ λB Claim 2.5 yields
d(x, cB) ≤ λrB ≤ λαm(cB) ≤ λαc
′
αm(y) ≤ λαc
′
α|∇φ(y)|
−1,
and so |φ(x) − φ(cB)| ≤ λαc
′
α. As in the previous example, we then have
Cα = Dµ
C′α
C′′α
= Dµe
3αc′α .
Using c′α = e
Mα (from Claim 2.5) yields the result.
For a concrete subexample, let (X, d, µ) be the Euclidean space Rn with the usual Euclidean
distance and Lebesgue measure, and let φ ∈ R[x1, . . . , xn] be a polynomial. Condition (B) is
easily verified, although condition (H) may not hold when n ≥ 2. Taking φ(x) = n log(2pi)2 +
1
2
∑n
i=1 x
2
i , we again recover the setting of Gaussian harmonic analysis. However, in this case
the constants c′α and Cα have significantly worse α-dependence than the constants we found in
the previous example. This is because conditions (B) and (H) are less restrictive than assuming
φ is given in terms of a distance function.
Remark 2.7. The utility of an admissibility function is eventually judged by its applicability
to the local Hardy space theory. More precisely, one needs to obtain suitable ‘error estimates’
in the spirit of [24, Section 5]. The only known example of such at the time of writing is the
setting of Rn with φ(x) = n2 log π + |x|
2 and m(x) = min(1, |x|−1).
3 Local tent spaces: the reflexive range
We now introduce the main topic of the paper — the non-uniformly local tent spaces. Let φ
and m be given and satisfy (A) from Section 2. Denote the resulting weighted measure by γ.
Definition 3.1. Let 0 < p, q < ∞ and α > 0. The local tent space tp,qα (γ) is the set of all
measurable functions f defined on the admissible region
D = {(y, t) ∈ X × (0,∞) : t < m(y)}
such that the functional
Aαq f(x) =
(¨
Γα(x)
|f(y, t)|q
dγ(y)
γ(B(y, t))
dt
t
)1/q
satisfies
‖f‖tp,qα (γ) := ‖A
α
q f‖Lp(γ) <∞.
Here Γα(x) = {(y, t) ∈ D : d(x, y) < αt} is the admissible cone of aperture α at x ∈ X .
It is clear that ‖·‖
t
p,q
α (γ)
is a norm on tp,q(γ) when p, q ∈ [1,∞), and a quasinorm when
p < 1 or q < 1. Following the argument of [1, Proposition 3.4] with doubling replaced by local
doubling, we can show that tp,qα (γ) is complete in this (quasi-)norm.
Remark 3.2. The choice φ = 0 and m =∞ recovers the setting of global tent spaces [1], whereas
φ = 0 and m = 1 gives the setting of uniformly local tent spaces by Carbonaro, McIntosh and
Morris [9].
For 1 < p, q < ∞, the properties of tp,qα (γ) can be studied, as in [12], by embedding the
space into an Lp-space of Lq-valued functions. More precisely, let us write Lq(D) for the space
of q-integrable functions on D with respect to the measure dγ(y)dttγ(B(y,t)) , so that
Jα : t
p,q
α (γ) →֒ L
p(γ;Lq(D)), Jαf(x) = 1Γα(x)f
6
defines an isometry. We will show that Jα embeds t
p,q
α (γ) as a complemented subspace of
Lp(γ;Lq(D)), with
NαU(x; y, t) = 1B(y,αt)(x)
 
B(y,αt)
U(z; y, t) dγ(z), (U ∈ Lp(γ;Lq(D)), x ∈ X, (y, t) ∈ D)
defining a bounded projection of Lp(γ;Lq(D)) onto the image of tp,qα (γ).
To see that Nα is bounded, we first observe that
|NαU(x; y, t)| ≤ 1B(y,αt)(x)
 
B(y,αt)
|U(z; y, t)| dγ(z)
≤ sup
B∋x
B∈Bα
 
B
|U(z; y, t)| dγ(z)
=MαU(x; y, t),
whereMα is the Lq(Σ)-valued α-local maximal function from Appendix A, with Σ = (D,
dγ(y)dt
tγ(B(y,t))).
Consequently,
‖NαU‖Lp(γ;Lq(D)) ≤ ‖MαU‖Lp(γ;Lq(D)) .p,q Cα,cX‖U‖Lp(γ;Lq(D)),
(see Appendix A).
An immediate consequence of this vector-valued approach is the following theorem, detailing
the behaviour of the local tent spaces in the reflexive range.
Theorem 3.3. Let 1 < p, q <∞. We have
• (change of aperture) ‖f‖tp,qα (γ) hp,q,α,β ‖f‖tp,qβ (γ) for 0 < β < α <∞,
• (duality) tp,qα (γ)
∗ = tp
′,q′
α (γ), realised by the duality pairing
〈f, g〉 =
¨
D
f(y, t)g(y, t) dγ(y)
dt
t
,
• (complex interpolation) [tp0,q0α (γ), t
p1,q1
α (γ)]θ = t
p,q
α (γ) when 1 < p0 ≤ p1 < ∞ and 1 <
q0 ≤ q1 <∞, with 1/p = (1 − θ)/p0 + θ/p1, 1/q = (1− θ)/q0 + θ/q1.
Proof. For our claim on change of aperture, we follow [12] and begin by noting that for suitable
f we have
NαJβf(x; y, t) =
γ(B(y, βt))
γ(B(y, αt))
Jαf(x; y, t).
Then
‖f‖tp,qα (γ) = ‖Jαf‖Lp(γ;Lq(D)) =
γ(B(y, αt))
γ(B(y, βt))
‖NαJβf‖Lp(γ;Lq(D))
.p,q Cβ,α/βCα,cX‖Jβf‖Lp(γ;Lq(D)) = Cβ,α/βCα,cX‖f‖tp,qβ (γ),
where the constant are from Remark 2.1.
Now tp,qα (γ) is embedded in L
p(γ;Lq(D)) as the range of the projection Nα, whose dual is
isomorphic to the range of N∗α on L
p(γ;Lq(D))∗ = Lp
′
(γ;Lq
′
(D)), which, in turn, is isometri-
cally isomorphic to tp
′,q′
α (γ) (because N
∗
α = Nα). The duality is realised as
〈f, g〉 = 〈Jαf, Jαg〉 =
ˆ
X
〈1Γα(x)f,1Γα(x)g〉 dγ(x) =
ˆ
X
¨
Γα(x)
f(y, t)g(y, t)
dγ(y)
γ(B(y, t))
dt
t
dγ(x)
=
¨
D
f(y, t)g(y, t)dγ(y)
dt
t
.
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For 1 < p0 ≤ p1 < ∞ and 1 < q0 ≤ q1 <∞ the interpolation of tent spaces follows, by the
standard result on interpolation of complemented subspaces [27, Section 1.17], from the fact
that
[Lp0(γ;Lq0(D)), Lp1(γ;Lq1(D))]θ = L
p(γ;Lq(D)).
Remark 3.4. The dependence on α > 1 in the aperture change constant C1,αCα,cX (between
tp,qα (γ) and t
p,q
1 (γ)) is not optimal in general. For instance, on (R
n, dx), the optimal depen-
dence is αn/min(p,2) (see [2]), while C1,αCα,cX h α
n. Note however, that on (Rn, γ) we have
C1,αCα,cX . e
cα2 for some constant c. We return to this in Section 4.
The change of aperture and interpolation results extend to 1 ≤ p, q < ∞ by a convex
reduction due to Bernal ([5], see also [1]).
Corollary 3.5. Let 1 ≤ q <∞. We have
• (change of aperture) ‖f‖
t
1,q
α (γ)
hq,α,β ‖f‖t1,q
β
(γ) for 0 < β < α <∞,
• (complex interpolation) [tp0,q0α (γ), t
p1,q1
α (γ)]θ = t
p,q
α (γ) when 1 ≤ p0 ≤ p1 < ∞ and 1 <
q0 ≤ q1 <∞, with 1/p = (1 − θ)/p0 + θ/p1, 1/q = (1− θ)/q0 + θ/q1.
4 Endpoints: t1,q and t∞,q
In this section, under the assumption that the space X is complete, we study the endpoints
of the local tent space scale: the spaces t1,qα (γ) and t
∞,q
α (γ) (with 1 ≤ q < ∞). In particular,
employing Corollary 3.5 we prove following the argument in [15] that elements of t1,qα (γ) can be
decomposed into ‘atoms’. From this we deduce duality, interpolation, and (quantified) change
of aperture results for the full local tent space scale tp,qα (γ) (1 ≤ p ≤ ∞, 1 ≤ q <∞).
3 We write
t1,q := t1,q1 for notational simplicity.
4.1 Atomic decomposition
Fix (X, d, µ), φ, and m as in the previous section. The admissible tent T (O) over an open set
O ⊂ X is given by
T (O) := D \ Γ(Oc),
where Γ(Oc) := ∪x∈OcΓ(x).
Definition 4.1. Fix α > 0 and q ≥ 1. A function a on D is called an α-t1,q-atom (or more
succinctly, a α-atom) if there exists an α-admissible ball B ∈ Bα such that supp a ⊂ T (B) and¨
T (B)
|a(y, t)|q dγ(y)
dt
t
≤
1
γ(B)q−1
.
Observe that for such a function a,
‖a‖t1,q(γ) =
ˆ
B
Aqa(x) dγ(x) ≤ γ(B)
q−1
q
(ˆ
B
Aqa(x)
q dγ(x)
)1/q
. 1.
Furthermore, if (ak)k∈N is a sequence of α-t
1,q-atoms for some α > 0, then the series f =∑
k λkak converges in t
1,q(γ) when
∑
k |λk| < ∞. The atomic tent space t
1,q
at (γ) consisting of
such functions f becomes a Banach space when normed by
‖f‖
t
1,q
at (γ)
= inf
{∑
k
|λk| : f =
∑
k
λkak
}
.
3We do not consider q =∞. As in [10], this requires additional continuity and convergence assumptions.
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Lemma 4.2. Suppose that E ⊂ X is a bounded open set. Then there exists a countable sequence
of disjoint admissible balls Bj ⊂ E such that
T (E) ⊂
⋃
j≥1
T (5Bj).
Proof. Let δ1 = sup{rB : B ⊂ E admissible} and begin by choosing an admissible ball B1 ⊂ E
with radius r1 > δ1/2. Proceeding inductively we put
δk+1 = sup{rB : B ⊂ E admissible, B ∩B
j = ∅, j = 1, . . . , k}
and choose (if possible) an admissible ball Bk+1 ⊂ E with radius rk+1 > δk+1/2 disjoint from
B1, . . . , Bk. Given a (y, t) ∈ T (E) we show that B(y, t) ⊂ 5Bj for some j. It is possible to
pick the first index j for which B(y, t) ∩ Bj is nonempty. Indeed, if on the contrary B(y, t)
was disjoint from every Bj , then, B(y, t) being admissible and contained in E, we would have
t ≥ δj for all j which under the assumption that (X, d) is geometrically doubling contradicts
the boundedness of E. By construction, we then have t ≤ δj ≤ 2rj and so B(y, t) ⊂ 5B
j , as
required.
Remark 4.3. The above lemma is a stronger version of a ‘local Vitali covering lemma’, which
is otherwise identical but claims only that E ⊂
⋃
j≥1 5B
j without reference to tents (see also
Remark A.2 in the Appendix).
The following lemma regarding pointwise estimates for A-functionals, which appears im-
plicitly in [10, Theorem 4’], lies at the heart of our proof of the atomic decomposition. This is
the only point at which we seem to need completeness; we suspect that this assumption can be
removed or at least weakened.
Lemma 4.4. Suppose X is complete, let q ≥ 1 and let f be a measurable function in D. Let
λ > 0 and write E = {x ∈ X : A3qf(x) > λ}. Then Aq(f1D\T (E))(x) ≤ λ for all x ∈ X.
Proof. If x 6∈ E, then Aq(f1D\T (E))(x) ≤ A
3
qf(x) ≤ λ.
If x ∈ E, then by completeness of X we can choose a point x0 ∈ X \E such that d(x, x0) =
d(x,X \ E). We show that Γ(x) \ T (E) ⊂ Γ3(x0): Let (y, t) ∈ Γ(x) \ T (E) so that d(x, y) < t
and B(y, t) 6⊂ E. Now B(y, t) ⊂ B(x, 2t), which means that B(x, 2t) 6⊂ E and so x0 ∈ B(x, 2t).
Moreover B(x, 2t) ⊂ B(y, 3t) so that (y, t) ∈ Γ3(x0). Therefore Aq(f1D\T (E))(x) ≤ A
3
qf(x0) ≤
λ.
Theorem 4.5. Suppose X is complete, and let q ≥ 1. For every f ∈ t1,q(γ), there exist
5-t1,q-atoms ak and scalars λk such that
f =
∑
k
λkak, (7)
with ∑
k
|λk| ≃ ‖f‖t1,q(γ) .
We call the series (7) an atomic decomposition of f .
Proof. We first derive atomic decompositions for the dense class of boundedly-supported func-
tions in t1,q(γ), and then argue by completeness of t1,qat (γ). Given a function f in t
1,q(γ) with
bounded support, we consider the bounded open sets
Ek = {x ∈ X : A
3
qf(x) > 2
k}
for each integer k. Applying Lemma 4.2 to these sets provides us with disjoint balls Bjk ⊂ Ek
such that
T (Ek) ⊂
⋃
j≥1
T (5Bjk).
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In addition, we take a collection of functions χjk (cf. [15, Theorem 11]) satisfying
0 ≤ χjk ≤ 1,
∑
j≥1
χjk = 1 on T (Ek), and suppχ
j
k ⊂ T (5B
j
k).
Writing Ak := T (Ek) \ T (Ek+1), we can decompose f as
f =
∑
k∈Z
1Akf =
∑
k∈Z
∑
j≥1
χjk1Akf =
∑
k∈Z
∑
j≥1
λjka
j
k,
where
λjk = γ(5B
j
k)
1/q′
(ˆ
5Bj
k
Aq(f1Ak)(x)
q dγ(x)
)1/q
.
Observe that ajk = χ
j
k1Akf/λ
j
k is a 5-atom supported in T (5B
j
k).
What remains is to control the sum of the scalars λjk. By Lemma 4.4, we have
Aq (f1Ak) (x) ≤ Aq
(
f1D\T (Ek+1)
)
(x) ≤ 2k+1
for all x ∈ X , and so
λjk ≤ γ(5B
j
k)2
k+1.
Consequently,∑
k∈Z
∑
j≥1
λjk ≤
∑
k∈Z
2k+1
∑
j≥1
γ(5Bjk) .
∑
k∈Z
2k+1γ(Ek) . ‖A
3
qf‖L1(γ) . ‖f‖t1,q(γ),
where the last step follows by Corollary 3.5.
We have thus shown that ‖f‖
t
1,q
at (γ)
h ‖f‖t1,q(γ) for boundedly supported f in t
1,q(γ). Since
the class of such functions is dense in t1,q(γ), the completeness of t1,qat (γ) guarantees that every
f ∈ t1,q(γ) has an atomic decomposition.
Remark 4.6. Maas, van Neerven and Portal established the above result in the setting of
Gaussian Rn by a different method, which relies on Gaussian Whitney decompositions [17,
Theorem 3.4]. In addition, they showed that decompositions into α-atoms exist for every α > 1
[17, Lemma 3.6]. Such a result may not hold in this level of generality due to the lack of
geometric information.
4.2 Duality, interpolation and change of aperture
We present three corollaries of the atomic decomposition theorem, which holds when X is
complete.
The dual of t1,q(γ) can be identified with the space t∞,q
′
(γ), consisting of those functions g
on D for which
‖g‖
t∞,q
′(γ) = sup
B∈B5
(
1
γ(B)
¨
T (B)
|g(y, t)|q
′
dγ(y)
dt
t
)1/q′
is finite. Note that we take a supremum over 5-admissible balls, reflecting the fact that we have
atomic decompositions of elements of t1,q(γ) into 5-atoms. For the reader’s convenience, we
present the standard proof, following [10, Theorem 1 (b)].
Corollary 4.7. Suppose X is complete, and let q ≥ 1. Then the pairing
〈f, g〉 =
¨
D
f(y, t)g(y, t) dγ(y)
dt
t
, f ∈ t1,q(γ), g ∈ t∞,q
′
(γ), (8)
realises t∞,q
′
(γ) as the dual of t1,q(γ).
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Proof. To see that (8) defines a bounded linear functional on t1,q(γ) for every g ∈ t∞,q
′
(γ), it
suffices (by Theorem 4.5) to test the pairing on atoms. For any atom a associated with a ball
B ∈ B5 we have
|〈a, g〉| ≤
¨
T (B)
|ag| dγ
dt
t
≤
(¨
T (B)
|a|q dγ
dt
t
)1/q(¨
T (B)
|g|q
′
dγ
dt
t
)1/q′
≤ ‖g‖
t∞,q
′(γ).
To show that every functional Λ ∈ t1,q
′
(γ)∗ arises in this way, we first note that each
f ∈ Lq(T (B)),4 with B ∈ B5, satisfies
‖f‖t1,q(γ) ≤ γ(B)
1/q′‖f‖Lq(T (B)).
Hence Λ restricts to a bounded linear functional on Lq(T (B)), and is thus given by
Λf =
¨
T (B)
fgB dγ
dt
t
, f ∈ Lq(T (B)),
for some gB ∈ Lq
′
(T (B)), with the estimate
‖gB‖Lq′(T (B)) ≤ γ(B)
1/q′‖Λ‖
t1,q
′(γ)∗ .
A single function g on D can then be obtained from the family (gB)B∈B5 in a well-defined
manner, since for any two balls B,B′ ∈ B5, the functions gB and gB′ agree on T (B)∩T (B′). It
remains to be checked that ‖g‖
t∞,q
′(γ) ≃ ‖Λ‖t1(γ)∗ . On the one hand, for any B ∈ B5 we have(¨
T (B)
|g|q
′
dγ
dt
t
)1/q′
= ‖gB‖Lq′ (T (B)) ≤ γ(B)
1/q′‖Λ‖
t1,q
′ (γ)∗ .
On the other hand, due to Theorem 4.5, ‖Λ‖t1,q(γ)∗ is achieved (up to a constant) by testing
against all atoms, and so the proof is completed after checking that
|Λa| ≤
¨
T (B)
|ga| dγ
dt
t
≤
(¨
T (B)
|g|q
′
dγ
dt
t
)1/q′ (¨
T (B)
|a|q dγ
dt
t
)1/q
≤ γ(B)1/q
′
‖g‖
t∞,q
′ (X,γ) γ(B)
−1/q′
= ‖g‖t∞,q′ (γ) .
Corollary 4.8. Suppose X is complete. For 1 ≤ p0 ≤ p1 ≤ ∞ (excluding the case p0 = p1 =∞)
and 1 ≤ q0 ≤ q1 < ∞, we have [tp0,q0(γ), tp1,q1(γ)]θ = tp,q(γ), when 1/p = (1 − θ)/p0 + θ/p1,
1/q = (1− θ)/q0 + θ/q1, and 0 ≤ θ ≤ 1.
Proof. This follows directly from Theorem 3.3 and Corollary 4.7, by convex reduction and
reiteration (see Remark 3.4).
Corollary 4.9. Let q ≥ 1. For all 1 ≤ p ≤ q and α ≥ 1 we have
‖f‖tp,qα (γ) . C
1/q
1,αC
1/p−1/q
5,α ‖f‖tp,q(γ).
4We equip the space T (B) with the product measure dγ(y)dt/t.
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Proof. In order to argue by interpolation, consider first the case p = q:
‖f‖q
t
q,q
α (γ)
=
ˆ
X
¨
Γα(x)
|f(y, t)|q
dγ(y)
γ(B(y, t))
dt
t
dγ(x)
=
ˆ
X
ˆ ∞
0
|f(y, t)|q1(0,m(y))(t)
γ(B(y, αt))
γ(B(y, t))
dt
t
dγ(y)
≤ C1,α
¨
D
|f(y, t)|q dγ(y)
dt
t
= C1,α‖f‖
q
tq,q(γ).
For p = 1 we make use of the atomic decomposition. If a is a 5-atom associated with B ∈ B5,
then, since Γα(x) ∩ T (B) is non-empty exactly when x ∈ αB, we have
‖a‖
t
1,q
α (γ)
≤ γ(αB)1/q
′
‖a‖tq,qα (γ)
≤ C
1/q
1,α γ(αB)
1/q′‖a‖tq,q(γ)
≤ C
1/q
1,α
(
γ(αB)
γ(B)
)1/q′
≤ C
1/q
1,αC
1−1/q
5,α .
Thus ‖f‖
t
1,q
α (γ)
≤ C
1/q
1,αC
1−1/q
5,α ‖f‖t1,q(γ) for all f ∈ t
1,q(γ), and the result then follows by
interpolation.
Remark 4.10. Note that on (Rn, dx) this gives the optimal dependence on α for 1 ≤ p ≤ 2, which
we could not obtain from the vector-valued approach, since C
1/2
1,αC
1/p−1/2
5,α = α
n/p (see Remark
3.4). On Gaussian Rn this merely extends the aperture change to t1(γ) with the constant ecα
2
,
the improvement from interpolation being immaterial.
A Local maximal functions
Here we present a brief justification of the boundedness of the maximal functions used above and
in Appendix B. We use dyadic methods, particularly the existence of finitely many ‘adjacent’
dyadic systems, combined with some methods from Martingale theory. At the end of this
section we indicate another approach, which is more elementary but does not adapt well to
vector-valued contexts.
By a dyadic system on a measure space (X, γ) we mean a countable collection D = {Dk}k∈Z,
where each Dk is a partition of X into measurable sets of finite nonzero measure, such that the
containment relations
Q ∈ Dk, R ∈ Dl, l ≥ k =⇒ R ⊂ Q or Q ∩R = ∅
hold. The elements of Dk are called dyadic cubes (of generation k).
Associated to each dyadic system D is a dyadic maximal function, defined by
MDu(x) = sup
Q∋x
Q∈D
 
Q
|u| dγ
for all u ∈ L1loc(γ). Since MD coincides with the martingale maximal operator for the (in-
creasing) filtration (Fk)k∈Z when each Fk is the σ-algebra generated by Dk, it follows that MD
satisfies a weak type-(1,1) inequality
γ({x ∈ X : MDu(x) > λ}) ≤
1
λ
‖u‖L1(γ) (9)
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for all λ > 0 (see for instance [28, Theorem 14.6] or [26, Chapter IV, Section 1]).
Now suppose that (X, d) is a geometrically doubling metric space. Hyto¨nen and Kairema
showed in [13] (see also [21]) the existence of a finite collection of adjacent dyadic systems.
Theorem A.1. There exists a finite collection {Di}Ni=1 of dyadic systems on X, with N bounded
by a constant depending only on the geometric doubling constant of (X, d), such that every
open ball B ⊂ X is contained in a dyadic cube QB from one of the dyadic systems, with
diam(QB) ≤ cX diam(B).
Now let (X, d, µ), γ, and m be as in Section 2, and let α > 0. Combining the theorem above
with the weak type-(1,1) estimate for the dyadic maximal function yields a corresponding weak
type-(1,1) estimate for the α-local maximal operator Mα.
Indeed, for each α-admissible ball B ∈ Bα we have that B ⊂ QB for some dyadic cube QB
that satisfies QB ⊂ cXB, and so
1B(x)
 
B
|u| dγ ≤ 1QB (x)
γ(QB)
γ(B)
 
QB
|u| dγ
≤ 1QB (x)
γ(cXB)
γ(B)
 
QB
|u| dγ
≤ 1QB (x)Cα,cX
 
QB
|u| dγ.
Here Cα,cX is the doubling constant from Remark 2.1. Summing over finitely many dyadic
systems, we find that
Mαu(x) ≤ Cα,cX
∑
D
MDu(x),
and using the estimate (9) yields
γ({x ∈ X :Mαu(x) > λ}) . Cα,cX ‖u‖L1(γ)
for all λ > 0.
Similarly, given a σ-finite measure space Σ, we can consider the α-local lattice maximal
operator Mα, given by
MαU(x, s) = sup
B∈Bα
B∋x
 
B
|U(z, s)| dγ(z)
for U ∈ L1loc(γ;L
q(Σ)) with q ∈ (1,∞) (see [25] for a general overview). Again, this is controlled
pointwise by a finite sum of its dyadic counterparts, that is,
MαU(x, s) ≤ Cα,cX
∑
D
MDU(x, s) (10)
for some finite collection of dyadic systems D. The dyadic lattice maximal operators MD are
again amenable to Martingale theory. Indeed, according to the martingale version of Fefferman–
Stein inequality (see [18, Subsection 3.1]) we have for 1 < p <∞ that
‖MDU‖Lp(γ;Lq(Σ)) .p,q ‖U‖Lp(γ;Lq(Σ)),
and consequently
‖MαU‖Lp(γ;Lq(Σ)) .p,q Cα,cX‖U‖Lp(γ;Lq(Σ)).
Although the explicit statement in [18] concerns the case of sequences, i.e. the case Σ = N, it
immediately extends to more general measure spaces Σ by means of lattice finite representability:
Lq(Σ) is lattice finitely representable in ℓq in the sense that for every finite dimensional sublattice
E of Lq(Σ) and every ε > 0 there exists a sublattice F of ℓq and a lattice isomorphism Φ : E → F
for which ‖Φ‖‖Φ−1‖ ≤ 1+ ε (see for instance [11] and the references therein). For boundedness
ofMD it suffices to consider simple functions U : X → Lq(Σ) and the boundedness is therefore
transferable in lattice finite representability.
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Remark A.2. Martingale theory can be avoided by analysing Mα by means of a ‘local Vitali
covering lemma’, analogous to the usual analysis of the (global) maximal operator through the
usual Vitali covering lemma. One can then prove the duality of tp,qα and t
p′,q′
α for 1 < p, q <∞,
and recover the boundedness of the projections Nα by realising them as the adjoints of the
(bounded) inclusions from tp,qα into the appropriate L
q-valued Lp-space. This is the method of
Bernal [5], used by the first author for global tent spaces in [1]. In this way we also avoid the
use of the Lq(Σ)-valued maximal function Mα, but we do not achieve the potential generality
of the above method.
B Cone covering lemma for non-negatively curved Rie-
mannian manifolds
In this section we prove a stronger version of Lemma 4.4 that will be useful for the theory of
vector-valued tent spaces. This is based on a ‘cone covering lemma’, the Euclidean version of
which appears in [15, Lemma 10].
B.1 Review of non-negatively curved spaces
Recall that a complete length space (X, d) has non-negative curvature if and only if for every
point x ∈ X and for every pair of geodesics ρ1, ρ2 with ρ1(0) = ρ2(0) = x, the comparison
angle5
∠ρ1(t)xρ2(t) := cos
−1
(
d(x, ρ1(t))
2 + d(x, ρ2(t))
2 − d(ρ1(t), ρ2(t))
2d(x, ρ1(t))d(x, ρ2(t))
)
is nonincreasing in t. Actually, this is a combination of the usual (local) definition of non-
negative curvature and the conclusion of Topogonov’s theorem: see [6, Definition 4.3.1 and
Theorem 10.3.1] for details.
We have the following simple corollary of this characterisation of non-negative curvature.
Corollary B.1. Suppose (X, d) is a complete length space with non-negative curvature. Let
x, y, z ∈ X, let ρxy and ρxz be two unit speed minimising geodesics from x to y and z respectively,
and denote the angle ∠(ρ′xy(0), ρ
′
xz(0)) by θ. Then
d(y, z) ≤ d(x, z) tan θ.
Proof. We have
θ = lim
t→0
∠(ρ′xy(t), ρ
′
xz(t)) ≥ θ
′
by Topogonov’s theorem (as stated above), where θ′ is the comparison angle ∠˜yxz. By basic
trigonometry,
tan θ′ =
d(y, z)
d(x, z)
,
and so we have
tan θ ≥
d(y, z)
d(x, z)
.
This yields the result.
In particular, if ρ1 and ρ2 are two unit speed geodesics emanating from a point x ∈ X with
∠(ρ′1(0), ρ
′
2(0)) ≤ tan
−1(1/4), then
d(ρ1(t), ρ2(t)) ≤ t/4
for all t > 0, since d(ρ2(0), ρ2(t)) ≤ t.
5This is the corresponding angle of a Euclidean triangle with sidelengths d(x, ρ1(t)), d(x, ρ2(t)), and
d(ρ1(t), ρ2(t)).
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B.2 Cone covering
In this section, we assume that X is a complete geometrically doubling Riemannian manifold,
so that (X, d) is a complete length space. We also fix φ and m satisfying condition (A) as in
Section 2 and assume in addition the following comparability condition:
(C) For every α > 0, there exists a constant cα such that for all pairs of points x, y ∈ X ,
d(x, y) ≤ αm(x) =⇒ m(x) ≤ cαm(y).
Remark B.2. We could work in the context of complete geometrically doubling non-negatively
curved length spaces; we have imposed smooth structure in order to use the language of tangent
spaces rather than that of spaces of directions. The length space setting is only a small gen-
eralisation of the manifold setting, due to the fact that complete non-negatively curved length
spaces are manifolds almost everywhere.
Given parameters α ≥ 1 and λ ∈ (0, 1), we define the extension of an open set E ⊂ X by
E∗α,λ :=
⋃{
B ∈ Bα :
γ(B ∩E)
γ(B)
> λ
}
.
Note that we can write
E∗α,λ = {x ∈ X :Mα1E(x) > λ},
whereMα is the α-local maximal operator from Appendix A, and so E
∗
α,λ is open. Furthermore,
since for each α ≥ 1 the local maximal function is of weak type (1, 1) with respect to γ, we have
γ(E∗α,λ) ≤
Cα
λ
γ(E)
for all λ ∈ (0, 1).
For all x ∈ X , for all unit tangent vectors v ∈ TxX (recalling that we have assumed that X
is a manifold), and for all t > 0, define the sector
R(v, t) :=
⋃
0≤s≤t
B(ρ(s), s/4)
opening from x in the direction of v along the unit speed geodesic ρ with ρ′(0) = v.
Lemma B.3. Let β ≥ 1. There exists α ≥ 1 and λ ∈ (0, 1) such that the following holds: if
E ⊂ X is open and y ∈ R(v, t) ⊂ E, with v ∈ TxX and 0 < t ≤ βm(x), then B(y, 2t) ⊂ E∗α,λ.
Proof. Suppose that E ⊂ X is open and y ∈ R(v, t) ⊂ E, with v ∈ TxX and 0 < t ≤ βm(x).
We search for α and λ so that
B(y, 2t) ∈ Bα and
γ(B(y, 2t) ∩ E)
γ(B(y, 2t))
> λ.
Denote by ρ the unit speed geodesic determined by v and begin by observing that B(ρ(t), t/4) ⊂
R(v, t) ⊂ B(y, 2t) ∩ E, while B(y, 2t) ⊂ B(ρ(t), 4t), so that
γ(B(y, 2t) ∩ E)
γ(B(y, 2t))
≥
γ(B(ρ(t), t/4))
γ(B(ρ(t), 4t))
.
Now d(x, ρ(t)) ≤ t ≤ βm(x), and by (C) we have m(x) ≤ cβm(ρ(t)), so t ≤ βm(x) ≤
βcβm(ρ(t)). This means that B(ρ(t), t/4) is βcβ/4-admissible, so that by (A),
γ(B(ρ(t), 4t)) ≤ Aβγ
(
B
(
ρ(t),
t
4
))
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for some constant Aβ . We may now choose λ < 1/Aβ to get
γ(B(y, 2t) ∩ E)
γ(B(y, 2t))
> λ.
To choose α, note that since d(x, y) ≤ 2t ≤ 2βm(x), we have m(x) ≤ c2βm(y), and so t ≤
βc2βm(y). In order to have B(y, 2t) ∈ Bα, we choose α = 2βc2β . By the definition of the
extension, we now have B(y, 2t) ⊂ E∗α,λ.
Dictated by the last paragraph in the proof of the following lemma, we now fix β = c1, and
choose α and λ in accordance with Lemma B.3. We also write E∗ = E∗α,λ. Recall that the
admissible tent T (O) over an open set O ⊂ X is given by
T (O) := D \ Γ(Oc),
where Γ(Oc) := ∪x∈OcΓ(x).
Lemma B.4 (Cone covering lemma). Assume that X is non-negatively curved, and let E ⊂ X
be a bounded open set. Then for every x ∈ E there exist finitely many points x1, . . . , xN ∈ X\E,
with N depending only on the dimension of X, such that
Γ(x) \ T (E∗) ⊂
N⋃
m=1
Γ(xm).
Proof. Let x ∈ E and pick unit vectors v1, . . . , vN ∈ TxX so that every v ∈ TxX has
∠(v, vm) ≤ tan
−1(1/4) for some m = 1, . . . , N . For each m, denote by ρm the unit speed
geodesic determined by vm, and let tm > 0 be the minimal number (E is bounded) for which
B(ρm(tm), tm/4) intersects X \E, so that we may choose an xm ∈ (X \E)∩B(ρm(tm), tm/4).
Note that now R(vm, tm) ⊂ E for each m.
Letting (y, t) ∈ Γ(x)\T (E∗), we need to show that d(y, xm) < t for somem. By completeness
of X , we may choose a unit speed minimising geodesic ρ from x to y and then fix an m so that
∠(ρ′(0), vm) ≤ tan−1(1/4). Corollary B.1 guarantees that y ∈ R(vm, d(x, y)).
Suppose first that x is close to Ec in the direction of vm, in the sense that tm ≤ βm(x). If
d(x, y) > tm, then by Corollary B.1 ρ(tm) is in B(ρm(tm), tm/4), and so
d(y, xm) ≤ d(y, ρ(tm)) + d(ρ(tm), xm)
≤ d(y, ρ(tm)) +
tm
2
≤ d(y, ρ(tm)) + d(ρ(tm), x)
= d(y, x) < t.
On the other hand, if d(x, y) ≤ tm, then y ∈ R(vm, tm)—that is, y ∈ B(ρm(s), s/4) for some
0 ≤ s ≤ tm—and so
d(y, xm) ≤ d(y, ρm(s)) + d(ρm(s), ρm(tm)) + d(ρm(tm), xm)
≤
s
4
+ tm − s+
tm
4
≤ 2tm.
According to Lemma B.3, B(y, 2tm) ⊂ E∗, but since (y, t) 6∈ T (E∗) implies that B(y, t) 6⊂ E∗,
we must have 2tm < t.
Second, we show that it is not possible to have tm > βm(x) with β = c1. Note first
that since d(x, y) < t < m(y), we have by (A1) that t < m(y) ≤ c1m(x). If indeed we
had tm > c1m(x), then y ∈ R(vm, c1m(x)) ⊂ R(vm, tm) ⊂ E. Invoking Lemma B.3 gives
B(y, c1m(x)) ⊂ B(y, 2c1m(x)) ⊂ E∗, while B(y, t) 6⊂ E∗ and so c1m(x) < t, which is a
contradiction.
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The cone covering lemma allows stronger pointwise estimation of the functional Aq when
q ≥ 1 (cf. Lemma 4.4):
Corollary B.5. Assume that X is non-negatively curved. Suppose 1 ≤ q <∞, and let f be a
function on D with bounded support. Let λ > 0 and write E = {x ∈ X : Aqf(x) > λ}. Then
Aq(f1D\T (E∗))(x) .dimX λ for all x ∈ X.
Proof. If x ∈ X \ E, then
Aq(f1D\T (E∗))(x) ≤ Aqf(x) ≤ λ
by the definition of E. So let x ∈ E. Since E is a bounded open set, we may use Lemma B.4
to pick x1, . . . , xN ∈ X \ E (with N depending only on the dimension of X) such that
Γ(x) \ T (E∗) ⊂
N⋃
m=1
Γ(xm).
We can then estimate
Aq(f1D\T (E∗))(x) =
(¨
Γ(x)\T (E∗)
|f(y, t)|q
dγ(y)
γ(B(y, t))
dt
t
)1/q
≤
N∑
m=1
(¨
Γ(xm)
|f(y, t)|q
dγ(y)
γ(B(y, t))
dt
t
)1/q
≤ Nλ,
proving the corollary.
Remark B.6. At the time of writing we do not know of any doubling Riemannian manifolds
(equipped with φ and m) for which the cone covering lemma fails. It would be interesting to
determine more precisely which spaces admit cone coverings of the type above.
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