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Is it always possible to explain random stochastic transitions between states of a finite-dimensional
system as arising from the deterministic quantum evolution of the system? If not, then what is the
minimal amount of randomness required by quantum theory to explain a given stochastic process?
Here, we address this problem by studying possible coherifications of a quantum channel Φ, i.e.,
we look for channels ΦC that induce the same classical transitions T , but are “more coherent”. To
quantify the coherence of a channel Φ we measure the coherence of the corresponding Jamio lkowski
state JΦ. We show that the classical transition matrix T can be coherified to reversible unitary
dynamics if and only if T is unistochastic. Otherwise the Jamio lkowski state JCΦ of the optimally
coherified channel is mixed, and the dynamics must necessarily be irreversible. To assess the extent
to which an optimal process ΦC is indeterministic we find explicit bounds on the entropy and
purity of JCΦ, and relate the latter to the unitarity of Φ
C . We also find optimal coherifications
for several classes of channels, including all one-qubit channels. Finally, we provide a non-optimal
coherification procedure that works for an arbitrary channel Φ and reduces its rank (the minimal
number of required Kraus operators) from d2 to d.
I. INTRODUCTION
Random processes are ubiquitous in both classical and
quantum physics. However, the nature of randomness in
these two regimes differs significantly. On the one hand,
classical random evolution is necessarily irreversible. On
the other hand, quantum evolution may be completely
deterministic (and thus reversible if no measurement is
performed), but nevertheless lead to random measure-
ment outcomes of observable A by transforming a sys-
tem into a coherent superposition of eigenstates of A.
When probing the dynamics of the system one can there-
fore observe the same random transitions, irrespectively
of whether the evolution is coherent or incoherent. The
question then arises: to what extent an observed ran-
dom transformation can be explained via the underlying
deterministic and coherent process, and how much un-
avoidable classical randomness must be involved in it?
To formulate this problem more precisely, consider a
d-dimensional physical system undergoing some unknown
evolution. In order to characterize it, one first measures
the system, finding it in some well-defined state j, e.g.,
an eigenstate of observable A. One then allows the sys-
tem to evolve for time τ and performs the same measure-
ment again, this time finding the system in state i. By
repeating this procedure many times and collecting the
statistics of measurement outcomes, one can reconstruct
the transition matrix T , with entries Tij describing tran-
sition probabilities between states j and i. Now, for a
truly random classical process, repeating it (e.g., by let-
ting the system evolve for 2τ instead of τ) leads to the
evolution described by T 2. We illustrate this in Fig. 1a
for an exemplary two-dimensional system. However, in
quantum physics, different transitions (paths) of T can
interfere with each other, so that the composition of two
processes will generally not be described by a transition
matrix T 2. In particular, the compound process can even
become fully deterministic, leading to the complete dis-
appearance of the observed randomness (see Fig. 1b).
Our question can then be rephrased as: what is the op-
timal coherification of the random process described by
a classical transition matrix T?
A more formal motivation for our studies comes from
the resource-theoretic approach to quantum information.
To explain it, let us first consider a simpler and better-
known problem: how coherent is a given quantum state
ρ of a d-dimensional system, and to what extent can it be
transformed into a “more coherent” state? Note that we
do not refer here to the notion of spin-coherent states,
which does not depend on the choice of basis [1], but
rather to a more recent concept of coherence with re-
spect to a given basis [2], distinguished for instance by
the eigenbasis of the system’s Hamiltonian. Any state
represented by a density matrix that is diagonal in the
preferred basis is incoherent in that sense, as it corre-
sponds to a statistical mixture of classical states. On
the other hand, a quantum state whose non-diagonal
elements, called coherences, do not vanish may lead to
non-classical effects of quantum interference. However, a
generic system-environment interaction leads to the pro-
cess of decoherence, due to which the off-diagonal entries
tend to zero and the state becomes classical.
From the perspective of emerging quantum informa-
tion technologies, coherence can be treated as a re-
source [3] allowing one to perform tasks impossible oth-
erwise. It is then crucial to assess which quantum states
are more valuable, i.e., have more coherence. One is
thus confronted with the problem of quantifying coher-
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2ence [2], which effectively means ordering the set of quan-
tum states according to their coherence properties. Sev-
eral competing measures of coherence of a quantum state
were recently discussed in the literature, e.g., the l1 norm
of the off-diagonal entries of a density matrix or the rel-
ative entropy between a state and its decohered version
(for a comprehensive review see Ref. [4] and references
therein). Note that the diagonal density matrices, ap-
pearing as a result of the process of decoherence, are
situated at the very bottom of this ordering, as they are
classical and do not carry any coherence at all.
The problem of quantifying coherence has been taken
a step farther by focusing on cohering power of quantum
channels [5], i.e., studying the degree to which a quan-
tum map can create coherence in an initially incoherent
state. One can analyze the maximal or the average gain
of coherence, where the average is taken over a suitable
set of incoherent states. Such an approach is applicable
to unitary transformations [6, 7] and to non-unitary op-
erations [8–10], and in this way quantum channels can be
ordered depending on their power to create coherence.
Within this approach, however, quantum states and
their coherence are still the central objects of inter-
est. Here, we take an alternative path and make quan-
tum channels themselves the main focus of our study.
Employing the well known Jamio lkowski–Choi isomor-
phism [11, 12], i.e., the fact that every quantum channel
Φ is isomorphic to a bipartite quantum state JΦ [13],
we propose to apply the measures of coherence to bipar-
tite states associated with a given channel. This way
we can quantitatively investigate the problem posed at
the beginning of this section: how coherent can a given
random transformation be? More precisely, for a given
stochastic transition matrix T we look for the maximally
coherent quantum channel ΦC , which under complete de-
coherence collapses to T , so that the diagonal parts of
both Jamio lkowski states are equal. We first prove that a
channel whose classical action is described by a transition
matrix T can be coherified to a reversible unitary trans-
formation if and only if T is unistochastic. We then derive
general upper and lower bounds on the optimal coherifi-
cation of a channel described by a non-unistochastic T .
Finally, we construct optimally coherified maps for any
one-qubit channel and certain classes of channels acting
on higher dimensional systems.
The paper is organized as follows. In Sec. II we set the
scene by introducing necessary concepts concerning the
coherence and mixedness of quantum states and chan-
nels, and formulate the optimal coherification problem.
General limitations for coherifying quantum channels are
then derived and analyzed in Sec. III, where we also study
particular families of maps in detail. In Sec. IV we dis-
cuss physical interpretation of coherence and purity of a
channel, and relate these quantities to unitarity [14] and
cohering power [5]. Concluding remarks are presented in
the final Sec. V, while some technical results, predom-
inantly concerning channels acting on two- and three-
dimensional spaces, are relegated to Appendices A-D.
FIG. 1. Classical versus quantum randomness. A two-
dimensional system is initially prepared in a state |0〉〈0|.
(a) The random classical evolution, running between times
0 and τ and mapping between states |0〉〈0| and |1〉〈1|, is de-
scribed by the transition matrix T with Tij = 1/2 for all
i, j. The resulting state of the system at time τ is maxi-
mally mixed, (|0〉〈0|+ |1〉〈1|)/2. Further evolution between
times τ and 2τ is also described by T , leading to the total
evolution being described by T 2 and leaving the system in
the maximally mixed state. (b) The quantum evolution be-
tween times 0 and τ is described by a unitary operator U with
U11 = −1/
√
2 and Uij = 1/
√
2 otherwise (hence U is a nor-
malized 2 × 2 Hadamard matrix). The resulting state of the
system at time τ is |+〉〈+|, with |+〉 = (|0〉+ |1〉)/√2. Note
that if a measurement were performed at time τ , one would
recover transition probabilities Tij as in (a). However, if the
system evolves further between times τ and 2τ according to
U , due to interference of the paths, the state of the system
becomes |0〉〈0|, and thus the total evolution is described by
the identity matrix, U2 = 1.
II. SETTING THE SCENE
A. Coherence and mixedness of quantum states
A state of a finite-dimensional quantum system is de-
scribed by a density operator ρ acting on a d-dimensional
Hilbert space Hd that is positive, ρ ≥ 0, and normalized
by a trace condition, Tr (ρ) = 1. The convex set of all
density matrices of size d, denoted byMd, has d2− 1 di-
mensions and contains the (d−1)-dimensional simplex Pd
of normalized probability vectors of length d. By λ(ρ) we
will denote the probability vector with entries given by
the eigenvalues of ρ arranged in a non-increasing order.
A state is pure if ρ = ρ2 (equivalently if
λ(ρ) = [1, 0, . . . , 0]), so it can be represented by a
1-dimensional projector, ρ = |ψ〉〈ψ|; and mixed other-
wise. Typical measures used to quantify the degree of
mixedness of a given state [15, 16] include the von Neu-
3mann entropy,1
S(ρ) = −Tr (ρ log ρ) = −
∑
i
λi(ρ) log λi(ρ), (1a)
and purity,
γ(ρ) = Tr
(
ρ2
)
=
∑
i,j
|ρij |2 = λ(ρ) · λ(ρ). (1b)
Note that, since the above measures are directly related
to the eigenvalues of ρ, they are unitarily-invariant, and
thus the mixedness of a quantum state is preserved under
unitary dynamics.
On the other hand, in order to study coherence of
ρ ∈Md one first needs to specify a basis with respect
to which the coherence is measured [2]. This basis may
be distinguished by the problem under study, e.g., within
quantum thermodynamics one is mainly concerned with
superposition of energy eigenstates [17, 18]. Here, how-
ever, we will study the problem in a general quantum
information context, and thus we will simply fix an or-
thonormal basis {|i〉}di=1. We say that a state is inco-
herent, or classical, when it is diagonal in the chosen
basis. Classical states can be alternatively represented
by a probability distribution p = diag (ρ), where diag (ρ)
denotes a mapping of a density matrix ρ into a probabil-
ity vector p ∈ Pd with pi = ρii. With a slight abuse of
the notation we will also write ρ ∈ Pd if ρ is diagonal.
Before we introduce measures of coherence, let us first
define a completely decohering quantum channel D,
D(ρ) = ρD :=
∑
i
〈i| ρ |i〉 |i〉〈i| . (2)
Note that under the action of D any quantum state ρ un-
dergoes complete decoherence and becomes diagonal in
the preferred basis. Thus, ρD and the associated prob-
ability distribution p = diag (ρ) can be considered as
the classical version of a general quantum state ρ. No-
tice also that D is a projector onto Pd as ρD ∈ Pd and
D(ρD) = ρD for all ρ.
The problem of quantifying the amount of coherence
present in a state has been addressed in Ref. [2], while an
earlier work [19] was devoted to quantifying quantum su-
perposition. Two particular measures of coherence that
we will focus on in this work are the relative entropy of
coherence,
Ce(ρ) := S(ρ||ρD) = S(ρD)− S(ρ) = S(p)− S(λ(ρ)), (3a)
and the 2-norm of coherence2
C2(ρ) :=
∥∥ρ− ρD∥∥
2
= γ(ρ)− γ(ρD) = λ(ρ) · λ(ρ)− p · p. (3b)
1 Within this work we will use S(·) to denote both the von Neu-
mann entropy of a density matrix, as well as the Shannon entropy
of a probability distribution.
2 We note that from the resource-theoretic perspective [2] C2 does
not strictly satisfy all desirable requirements for a coherence mea-
It is evident that the measures of coherence are directly
related to the measures of mixedness. More precisely, the
relative entropy of coherence is the difference between the
entropy of a classical version of a state and the quantum
state itself; and the 2-norm of coherence is the difference
between the purity of a quantum state and the purity of
its classical version.
Among the family of states with a fixed spectrum,
i.e., belonging to a unitary orbit, the measures of mixed-
ness are equal, but the measures of coherence vary sig-
nificantly. The minimal coherence, equal to zero, is
obtained for the diagonal state U†ρU , where U is the
unitary matrix containing the eigenvectors of ρ. The
maximal coherence is achieved by the contradiagonal
state [20], ρcont = HU†ρUH†, where H is a Fourier
matrix (or, more generally, a complex Hadamard ma-
trix [21]), which is unitary and has entries with the same
modulus, |Hij |2 = 1/d. Since all diagonal elements of
the contradiagonal state are equal, ρcontii = 1/d, one gets
Ce(ρcont) = log d− S(ρ) and C2(ρcont) = γ(ρ)− 1/d.
On the other hand, among the family of states with a
fixed diagonal, i.e., quantum states that under the action
of D decohere to the same classical state, both mixedness
and coherence measures vary. However, they are maxi-
mized and minimized by the same states, which can be
directly inferred from Eqs. (3a)-(3b). The minimum can
be obtained by acting with the decohering channel D
(that leaves the diagonal unchanged) on any member of
the family, leading to zero coherence. In a similar fashion
we can define an optimal coherifying transformation C
(which should not be confused with coherence measures)
that maps any member of the family into a state that
maximizes purity (and thus coherence),
C(ρ) = ρC = |ψ〉〈ψ| , such that diag (ρC) = diag(ρ). (4)
This problem has a simple solution for any mixed state ρ.
Identifying its diagonal elements with components of a
probability vector p, one can write explicitly a family of
optimally coherifying transformations
ρ→ ρC : ρCij =
√
pipj e
i(φi−φj), (5)
where the phases, φi ∈ [0, 2pi), are arbitrary. The
mixedness of such coherified states is zero and coher-
ence achieves its maximal value, Ce(ρC) = S(p) and
C2(ρC) = 1 − p · p. In our work we will also refer to
non-optimal coherification transformations that map a
diagonal state into a state with the same diagonal but
some non-zero off-diagonal terms. In Fig. 2 we illustrate
the ideas of decoherence and coherification of quantum
states using low-dimensional examples.
sure. While it is true that under incoherent CPTP maps the
2-norm of coherence is non-increasing, it can increase on aver-
age under selective measurements. However, in our study of co-
herence of quantum channels, the resource-theoretic constraints
have no clear physical meaning, and thus C2 is a completely le-
gitimate measure of coherence.
4FIG. 2. Decoherence and coherification of quantum states.
(a) For d = 2 a pure state ρ = |ψ〉〈ψ| decoheres into the
classical state ρD ∈ P2 lying on the axis of the Bloch ball. Its
coherification, C(ρD) gives the entire ring of pure states ρC
that decohere into ρD; (b) For d = 4 classical states from the
probability tetrahedron, ρ ∈ P4, can be coherified into pure
states ρC from the boundary of M4.
Let us emphasize that Eq. (4) does not describe a re-
alistic physical process, but rather it provides an answer
to a legitimate question concerning the possible past of
an irreversible quantum dynamics. Such a fictitious co-
herification can be treated as a kind of a formal inverse
of the process of decoherence. More precisely, for a di-
agonal state ρ ∈ Pd we have D(C(ρ)) = ρ; and for a
pure state |ψ〉〈ψ| we have C(D(|ψ〉〈ψ|)) ∼ |ψ〉〈ψ|, where
the equivalence is up to phase factors of the off-diagonal
terms.
Finally, note that coherification can be compared to
the known procedure [15, 22] of purification of a quan-
tum state. Any mixed quantum state can be purified at
the expense of increasing the dimension of the Hilbert
space. More precisely, for any state ρ ∈ Md its pu-
rification is given by a pure state |ψAB〉 ∈ Hd ⊗Hd of
the extended system, such that its partial trace reads
TrB (|ψAB〉〈ψAB |) = ρ. The Schmidt vector of |ψAB〉 co-
incides with the spectrum of ρ, e.g., if the state ρ is
maximally mixed, the state |ψAB〉 is maximally entan-
gled. Both formal procedures are not unique and they
allow one to find possible preimages of ρ with respect
to non-invertible physical operations. Namely, purifica-
tion yields states of an extended system which are trans-
formed into ρ by a partial trace; and coherification of a
state ρ provides states of the same size which decay into
ρD due to decoherence.
B. Coherence and mixedness of quantum channels
In this work we generalize the notion of coherence and
mixedness of quantum states to quantum channels, i.e.,
completely positive trace preserving (CPTP) maps acting
on density matrices of order d. We will denote by Sd the
set of all quantum channels, also called stochastic maps,
acting onMd. Recall that for any Φ ∈ Sd one can define
the associated Jamio lkowski state [11], as the image of the
extended map acting on a maximally entangled state,
JΦ =
1
d
(Φ⊗ I) |Ω〉〈Ω| , (6)
with |Ω〉 = ∑i |ii〉 and I denoting the identity channel.
Note also that the Jamio lkowski state is proportional to
the dynamical matrix of Choi [12], so that JΦ = Φ
R/d.
Here, with a slight abuse of the notation, Φ denotes the
representation of the channel as a matrix of size d2, i.e.,
a superoperator with entries in the preferred basis given
by Φij,kl = Tr (|j〉〈i|Φ(|k〉〈l|)); and the reshuffling trans-
formation, XR, exchanges elements of a matrix in such a
way that square blocks of size d after reshaping form rows
of length d2, so that (Xij,kl)
R = Xik,jl – see Ref. [13] for
further details. Finally, for every quantum channel there
exists a Kraus decomposition [15], or the operator-sum
representation, of the form
Φ(·) =
∑
i
Ki(·)K†i , (7)
where Ki are called Kraus operators. Due to trace pre-
serving condition these satisfy
∑
iK
†
iKi = 1, where 1 de-
notes the identity matrix of size d.
The condition of Φ ∈ Sd is equivalent to [11]
JΦ ≥ 0, (8a)
Tr1 (JΦ) =
1
d
. (8b)
These conditions imply that diagonal elements (in the
preferred basis) of the Jamio lkowski state correspond to
the entries of a d× d (column-stochastic) transition ma-
trix T ,
〈ij| JΦ |ij〉 = 1
d
Tij , (9)
with Tij ≥ 0 and
∑
i Tij = 1. The set of stochastic tran-
sition matrices of order d will be denoted by Td. This
set of classical maps has d(d − 1) dimensions and can
be embedded inside the set Sd of quantum maps with
d4 − d2 dimensions [16]. Since the diagonal of JΦ (up to
a constant 1/d factor) is given by the elements of a tran-
sition matrix T , we will write diag (JΦ) =
1
d |T 〉〉, where|·〉〉 denotes the (row-wise) vectorization of a matrix,
|T 〉〉 = (T ⊗ 1)|Ω〉, (10)
which can be also written as
|T 〉〉 = [T11, T12, . . . , T1d, T21, . . . , Tdd]> , (11)
with > denoting a transpose. We also define 〈〈T | by the
Hermitian conjugate of the right hand side of Eq. (10).
Before we define the coherence of a quantum channel
Φ, let us first physically interpret the entries of the cor-
responding Jamio lkowski state JΦ. Writing it in the ma-
trix form in the distinguished basis we have the following
5block form
JΦ =
1
d

D1 C12 . . . C1d
C21 D2 . . . C2d
...
...
. . .
...
Cd1 Cd2 . . . Dd
 (12)
with
Di =

Ti1 c
ii
12 . . . c
ii
1d
cii21 Ti2 . . . c
ii
2d
...
...
. . .
...
ciid1 c
ii
d2 . . . Tid
, Cij =

cij11 c
ij
12 . . . c
ij
1d
cij21 c
ij
22 . . . c
ij
2d
...
...
. . .
...
cijd1 c
ij
d2 . . . c
ij
dd
, (13)
where cijkl = 〈i|Φ(|k〉〈l|) |j〉 and formally Tij = ciijj . We
thus see that the diagonal elements of Di describe how
initial populations (occupations in the preferred basis) af-
fect the final population of a state i; and the off-diagonal
elements of Di describe how initial coherences affect the
final population of a state i. On the other hand, the di-
agonal elements of Cij describe how initial populations
affect the final coherence between states i and j; and the
off-diagonal elements of Cij describe how initial coher-
ences affect the final coherence between states i and j.
In analogy with the standard completely decohering
map, Eq. (2), we also define a decohering operation D
which acts on any quantum channels Φ by bringing its
corresponding Jamio lkowski state into the diagonal form,
Φ→ ΦD : JΦD = JDΦ . (14)
Diagonal Jamio lkowski state JDΦ ∈ Md2 represents the
classical map T ∈ Td acting on probability vectors of
size d. The action of ΦD on any state ρ is first to com-
pletely decohere it into ρD, and then to transform the
probability vector p = diag (ρ) into Tp, so that the final
state is always classical. Therefore, again with a slight
abuse of the notation, we will write Φ ∈ Td and Φ ∼ T if
JΦ is diagonal and diag (JΦ) =
1
d |T 〉〉.
As every quantum channel is isomorphic to a density
matrix on an extended Hilbert space, Hd ⊗Hd, it is then
natural to apply the standard measures of mixedness and
coherence to the Jamio lkowski state JΦ and to charac-
terize in this way the properties of the associated chan-
nel. More formally, for any quantum channel Φ acting
on quantum states of size d one defines the entropy of a
channel [23],
S(Φ) := S(JΦ), (15a)
and the purity of a channel,
γ(Φ) := γ(JΦ). (15b)
These quantities allow us to introduce
1. entropic coherence of a channel,
Ce(Φ) := Ce(JΦ) = S
(
1
d
|T 〉〉
)
− S(JΦ), (16a)
and
FIG. 3. Decoherence and coherification of quantum maps.
(a) Set T2 of stochastic matrices of size d = 2 embedded inside
the tetrahedron P4 of probability vectors of length d2 = 4;
(b) Optimal coherification of a quantum channel correspond-
ing to a bistochastic matrix from B2 (and thus unistochastic)
yields a unitary transformation: the Jamio lkowski state JB is
transformed into a pure state JCB =
1
d
|U〉〉〈〈U |. Optimal co-
herification of a quantum channel corresponding to a general
stochastic matrix T ∈ T2 yields a non-unitary channel from
S2 whose Jamio lkowski state JCT is mixed.
2. 2-norm coherence of a channel,
C2(Φ) := C2(JΦ) = γ(JΦ)− 1
d2
〈〈T |T 〉〉
= Tr
(
J2Φ
)− 1
d2
Tr
(
TT †
)
. (16b)
Note that C2(Φ) can be decomposed into two terms,
C2(Φ) = CD2 (Φ) + CC2 (Φ), (17)
with CD2 (Φ) measuring coherence coming from diagonal
blocks Di and CC2 (Φ) from off-diagonal blocks Cij , i.e.,
CD2 (Φ) =
∑
i,k,l
k 6=l
|ciikl|2, CC2 (Φ) =
∑
i,j,k,l
i 6=j
|cijkl|2. (18)
We now arrive at the central technical problem ana-
lyzed in the current work: coherifying quantum channels.
Note that, given a fixed diagonal, diag (JΦ) =
1
d |T 〉〉,
of the Jamio lkowski state JΦ (equivalently: a transi-
tion matrix T specifying the classical action of Φ, i.e.,
ΦD = T ), one can always find the corresponding coher-
ified pure state by simply employing the optimal coher-
ification recipe, Eq. (5). In general, however, such a
pure state will not satisfy the trace preserving condition,
Eq. (8b). More precisely, this condition is equivalent to∑
iD
i = 1, and thus the choice of the off-diagonal el-
ements of Di (describing the effect of initial coherences
on final populations) is constrained beyond the standard
positivity constraint. Hence, for any classical map repre-
sented by a stochastic matrix T it is legitimate to ask the
following question: what is the corresponding optimally
coherified quantum map ΦC with the same classical part,
such that its coherence is the largest (or its mixedness
is the smallest). In Fig. 3 we illustrate the ideas of de-
coherence and coherification of quantum channels using
one-qubit maps as an example.
6III. LIMITATIONS OF COHERIFYING
QUANTUM CHANNELS
In this section we will investigate the limits to which a
given quantum channel Φ ∈ Sd, with a prescribed classi-
cal action ΦD = T ∈ Td, can be coherified into an optimal
channel ΦC with minimal entropy or maximal purity. To
characterize potential coherification of a given channel
we will simply use both coherence measures introduced
above in Eqs. (16a) and (16b). We thus first define op-
timally coherified channels according to both measures,
ΦCe := argmax
Ψ: ΨD=ΦD
Ce(Ψ), (19a)
ΦC2 := argmax
Ψ: ΨD=ΦD
C2(Ψ), (19b)
which allows us to define
1. entropic coherification,
∆Ce(Φ) := Ce(ΦCe)− Ce(Φ), (20a)
and
2. 2-norm coherification,
∆C2(Φ) := C2(ΦC2)− C2(Φ). (20b)
We will be particularly interested in the extremal case
when the coherified channel is classical, Φ ∼ T . Then,
since Ce(T ) = C2(T ) = 0, we have
∆Ce(T ) = Ce(ΦCe) = S
(
1
d
|T 〉〉
)
− S
(
JCeΦ
)
, (21a)
∆C2(T ) = C2(ΦC2) = γ
(
JC2Φ
)
− 1
d2
〈〈T |T 〉〉. (21b)
Note that, although we introduced two potentially in-
equivalent coherification procedures, ΦCe and ΦC2 (with
corresponding Jamio lkowski states JCeΦ and J
C2
Φ ), while
deriving general bounds affecting both maximization pro-
cesses, we will simply use ΦC (and JCΦ).
We now need to point out an important relation link-
ing the classical action of a channel and its Kraus de-
composition. Namely, for a channel Φ with a classical
action ΦD = T , the Kraus decomposition of Φ, defined
in Eq. (7), satisfies ∑
i
Ki ◦ K¯i = T, (22)
with ◦ denoting the entry-wise product (also known as
Hadamard or Schur product) and K¯i being the complex
conjugate of Ki.
The problem of optimal coherification of a channel nat-
urally splits into three cases, corresponding to three fam-
ilies of transition matrices T presented in Fig. 4. The
biggest family, Td, consists of all stochastic matrices of
size d, i.e., the most general transformations mapping
FIG. 4. Families of transition matrices. Inclusion graph of
three sets of transition matrices T of order d describing the
classical channels. For all three sets one has Tij ≥ 0. Note
that U2 = B2, while for a larger d a proper inclusion relation
holds, Ud ⊂ Bd ⊂ Td.
the set of d-dimensional probability vectors into itself.
These are defined by Tij ≥ 0 and
∑
i Tij = 1. The
second family, Bd, is given by the set of bistochastic
matrices, which in addition to being stochastic satisfy∑
j Tij = 1. This additional condition encodes the fact
that bistochastic matrices map the uniform distribution,
[1/d, . . . , 1/d], into itself. The third analyzed case cor-
responds to unistochastic matrices Ud, which are such
bistochastic matrices T whose entries can be written as
Tij = |Uij |2, for some unitary matrix U . Note that this
condition, using Eq. (22), can alternatively be written as
T = U ◦ U¯ . While bistochastic matrices form a proper
subset of stochastic matrices for all d ≥ 2, the unistochas-
tic matrices form a proper subset of bistochastic matrices
only for d ≥ 3, as every bistochastic matrix of order d = 2
is unistochastic. Interestingly, the exact boundary of the
set of unistochastic matrices is known only for d ≤ 3 [24],
while for d ≥ 3 the set of unistochastic matrices is not
convex [25].
A. Unistochastic matrices and unitary channels
We start our analysis from the smallest family of unis-
tochastic matrices. We will thus consider optimal coheri-
fication of a channel for which diag (JΦ) =
1
d |U ◦ U¯〉〉. We
say that a given channel can be completely coherified if
there exists JCΦ that is pure, has the same diagonal as JΦ
and still corresponds to a valid channel. From Eq. (6) it
is clear that the Jamio lkowski state is pure if and only if
the corresponding map Φ is unitary. This simple obser-
vation can then be formalized as follows:
Proposition 1. A quantum channel Φ, with the corre-
sponding Jamio lkowski state JΦ, can be completely coher-
ified to a unitary transformation if and only if its classical
action is given by a unistochastic matrix.
Proof. First assume that Φ can be completely coheri-
fied. This means that there exists a pure state JCΦ with
diag
(
JCΦ
)
= diag (JΦ), and that it corresponds to a valid
7channel ΦC . However, pure Jamio lkowski states corre-
spond to unitary channels, so that [comparing Eq. (6)
and Eq. (10)]
JCΦ =
1
d
|U〉〉〈〈U | = 1
d
(U ⊗ U¯)R. (23)
Therefore, the diagonal of JCΦ (and, by assumption, of
JΦ) is given by
1
d |U ◦ U¯〉〉, which corresponds to a unis-
tochastic matrix. Conversely, assume that the diagonal
of JΦ is described by a unistochastic matrix U ◦ U¯ . Then
one can simply choose JCΦ to be a pure state given in
Eq. (23).
Notice that every non-trivial classical stochastic dy-
namics is irreversible. However, if it is described by a
unistochastic matrix T , one can find a reversible (uni-
tary) quantum channel ΦC whose classical action is given
by T . On the other hand, if the classical dynamics is
not unistochastic, it cannot be completely coherified and
made reversible. We will now show such a coherification
procedure in action by analysing some simple examples,
and in the following section we will address the limits
to which a general stochastic dynamics can be made re-
versible.
First, consider a transition matrix given by a per-
mutation matrix Π of size d. A quantum channel Φ
corresponding to a diagonal Jamio lkowski state with
diag (JΦ) =
1
d |Π〉〉 is a completely decohering channel
that permutes diagonal elements. The vector 1d |Π〉〉
of length d2 has d non-zero entries equal to 1/d, so
its Shannon entropy is equal to log d. However, as
Π is unistochastic, it can be coherified to a unitary
transformation corresponding to the Jamio lkowski state
JCΦ =
1
d (Π⊗Π)R with zero entropy and d(d − 1) off-
diagonal entries equal to 1/d. Thus, the entropic co-
herification of any classical permutation matrix reads
∆Ce(Π) = log d, while the 2-norm coherification is equal
to ∆C2(Π) = (d − 1)/d. Observe that the optimal co-
herification of the classical identity matrix T = 1 (corre-
sponding to a completely decohering channel D) is indeed
the unitary identity quantum channel I, represented by
a maximally entangled state JI = 1d |Ω〉〈Ω|.
Let us now move to the other extreme: the uni-
form van der Waerden matrix W of size d with entries
Wij = 1/d. A quantum channel Φ corresponding to a di-
agonal Jamio lkowski state with diag (JΦ) =
1
d |W 〉〉 is the
completely depolarising channel, which sends any state
into the maximally mixed state, Φ(ρ) = 1/d. The vector
1
d |W 〉〉 has d2 equal entries, so that its entropy is equal
to 2 log d. However, as for any dimension d there exists
a unitary Fourier matrix F with all entries of the same
modulus, the uniform bistochastic matrix is unistochas-
tic, W = F ◦ F¯ . Thus, Φ can be completely coherified to
a unitary transformation described by a pure state JCΦ of
zero entropy. As a result, coherification of the uniform
matrix (i.e., completely depolarizing channel) is maxi-
mal, with ∆Ce(W ) = 2 log d and ∆C2(W ) = (d2 − 1)/d2.
Finally, we consider a class of quantum channels of an
arbitrary dimension that can be completely coherified: a
family of Schur product channels [26, 27], defined as
ΦX : ρ 7→ ρ ◦X. (24)
In the above X is an arbitrary correlation matrix and ◦,
as before, denotes the entry-wise (Schur) product. The
correlation matrix X has ones on the diagonal to as-
sure trace preserving condition, and positivity of X guar-
antees complete positivity of the map ΦX . The Choi-
Jamio lkowski matrix of this channel is given by
JΦX =
1
d
∑
i,j
Xij |i〉〈j| ⊗ |i〉〈j| . (25)
As Xii = 1 for all i, the classical action of ΦX is given by
an identity matrix. Using Proposition 1 we see that every
Schur product channel can be completely coherified to a
single common unitary channel, namely the identity.
B. Stochastic matrices and majorization bounds
We now proceed to the analysis of quantum channels
whose classical action is given by a general stochastic ma-
trix T that is not bistochastic (the outer shell of the set Td
presented in Fig. 4). First, we provide the majorization
upper-bound on the spectrum, λ(JΦ), of all Jamio lkowski
states with a given diagonal diag (JΦ) =
1
d |T 〉〉, i.e., on
the spectrum of the optimally coherified state JCΦ. This
bound allows us to upper-bound any Schur-convex func-
tion of the spectrum λ(JCΦ) (like the purity γ(J
C
Φ)) and
lower-bound any Schur-concave function (like entropy
S(JCΦ)), and thus to bound Ce and C2 of the optimally co-
herified channel. This, in turn, is equivalent to bounding
the entropic and 2-norm coherifications of a given classi-
cal channel. Next, we provide an explicit construction of
a particular (non-optimal) coherified Jamio lkowski state
JC0Φ , which allows us to lower bound coherence measures
for the optimally coherified channel. We then illustrate
the application of our results by finding optimal coher-
ifications of qubit and qutrit channels, and interpreting
their action. Finally, we make a short comment on the
coherification of a particular qudit map.
1. Upper bound for the optimal spectrum
Let us first recall that a probability vector p is said to
majorize q, which we denote by p  q, if and only if
k∑
i=1
p↓i ≥
k∑
i=1
q↓i , (26)
for all k ∈ {1, . . . , d}, where p↓ denotes a probability vec-
tor with entries of p arranged in a non-increasing order.
We now state the following theorem, which we prove in
8Appendix A (recall that λ(X) denotes the eigenvalues of
X arranged in a non-increasing order):
Theorem 2. Given a positive semi-definite matrix JΦ
written in blocks, as in Eq. (12), we have
1
d
d∑
i=1
λ(Di)  λ(JΦ), (27)
where d(d− 1) zeros are appended to each of the vectors
λ(Di), so that their dimension agrees with that of λ(JΦ).
Next, we note that for Jamio lkowski states, due to
Eq. (8b), we have
∑
iD
i = 1. This results in the max-
imal eigenvalue of each Di to be upper-bounded by 1,
as Di ≤ 1. Consider now a d × d stochastic matrix T
that describes the diagonal of the Jamio lkowski state JΦ.
For every row of T we write the sum over its columns as∑
j Tij = ni + ai, with ni being an integer and ai ∈ [0, 1).
We then define the following set of vectors:
s(i)(T ) =
[
1, 1, . . . , 1︸ ︷︷ ︸
ni times
, ai, 0, . . . , 0
]
. (28)
Using Theorem 2 and the fact that eigenvalues of Di are
upper-bounded by 1 we obtain the following majorization
bound:
µ(T ) :=
1
d
d∑
i=1
s(i)(T )  λ(JΦ). (29)
Since the above majorization bound holds for all JΦ with
a fixed diagonal, in particular it also bounds the opti-
mally coherified channel, µ(T )  λ(JCΦ). This can then
be translated into upper-bounds on entropic coherence
of ΦCe and 2-norm coherence of ΦC2 [so also, due to
Eqs. (21a) and (21b), on entropic and 2-norm coherifi-
cations of a classical channel Φ ∼ T ]:
Ce(ΦCe) ≤ S
(
1
d
|T 〉〉
)
− S (µ(T )) , (30a)
C2(ΦC2) ≤ µ(T ) · µ(T )− 1
d2
Tr
(
TT †
)
. (30b)
To illustrate the application of the bound, let us consider
the following transition matrix:
T =
 0.7 0.2 0.60.1 0.6 0.4
0.2 0.2 0.0
 , (31)
for which the vectors from Eq. (28) read
s(1)(T ) = [1, 0.5, 0], s(2)(T ) = [1, 0.1, 0], s(3)(T ) = [0.4, 0, 0].
The bound, Eq. (29), tells us then that
[0.8, 0.2, 0, . . . , 0]  λ(JCΦ).
Let us also notice that the bound becomes trivial for
bistochastic matrices, as in this case s(i) = [1, 0, . . . , 0]
for all i. This, however, was to be expected, as other-
wise one could differentiate between unistochastic matri-
ces and bistochastic matrices that are not unistochastic,
a problem that is known to be hard and was solved only
for d ≤ 3 [25]. We will come back to this problem in
Sec. III C.
2. Lower bound for the optimal spectrum
We will now present a particular (non-optimal) co-
herification procedure C0 that can be applied to all
quantum channels, irrespectively of their classical ac-
tion T . The coherence of channel ΦC0 coherified in such
a way can thus be used as a lower-bound on the opti-
mally coherified channel ΦC , i.e., Ce(ΦCe) ≥ Ce(ΦC0) and
C2(ΦC2) ≥ C2(ΦC0).
We start by reminding that the constraint not allow-
ing one to completely coherify a channel is the TP con-
dition, Eq. (8b), which means that
∑
iD
i = 1. One can
then choose all Di to be diagonal and try to coherify
the channel only by modifying Cij matrices. Note that
the eigenvalues of Di are then given by the entries of T ,
λ(Di) = r(i), where the vectors r(i) are defined by the
rows of T arranged in a non-increasing order,
r(i) = [Ti1, . . . , Tid]
↓. (32)
From Theorem 2 we thus have that
1
d
d∑
i=1
r(i)  λ(JC0Φ ). (33)
The above majorization bound can be saturated by JC0Φ
with the following choice of non-zero elements of Cij . For
each block Di find the maximal diagonal element, r
(i)
1 ,
and set the off-diagonal elements between them (elements
of Cij) to the maximal value allowed by the CP condi-
tion, i.e., [r
(i)
1 r
(j)
1 ]
1
2 . Then, repeat the procedure for the
n-th largest eigenvalues of Di, r
(i)
n , with n ∈ {2, . . . , d}.
The structure of the resulting Jamio lkowski state JC0Φ is
illustrated in Fig. 5 for d = 3. The spectrum of JC0Φ is
given by
µ≺(T ) :=
1
d
d∑
i=1
r(i) = λ(JC0Φ ), (34)
which is also the optimal spectrum for the Jamio lkowski
state with a fixed diagonal, when we additionally assume
no coherence in its diagonal blocks Di.
Let us now analyze the action of a channel coherified
according to C0. We first note that a classical channel
Φ = ΦD has the following Kraus decomposition:
Φ(·) =
d∑
i,j
Kij(·)K†ij , Kij =
√
Tij |i〉〈j| , (35)
9FIG. 5. Structure of JC0Φ for d = 3. The non-zero entries of
block matrices Di and Cij forming JC0Φ are indicated in color.
Moreover, for all i we haveDi1 ≥ Di2 ≥ Di3, i.e., different colors
correspond to r
(i)
j with different j.
so that the minimal number of Kraus operators is equal
to the number of non-zero entries of a stochastic matrix
T (in general d2). On the other hand, we know that, by
construction, JC0Φ is equal to the sum over at most d pro-
jectors, so that the number of the corresponding Kraus
operators will be smaller or equal to d. More precisely,
one can obtain i-th Kraus operator directly from the T
matrix: in every row of T leave only the i-th largest entry,
replace it with its square root, and set all other entries
to zero. For example, given the transition matrix from
Eq. (31), we get
K1 =
 √0.7 0 00 √0.6 0√
0.2 0 0
 , K2 =
 0 0 √0.60 0 √0.4
0
√
0.2 0
 ,
K3 =
 0 √0.2 0√0.1 0 0
0 0 0
 .
We thus see that it is always possible to coherify a chan-
nel Φ, so that the number of Kraus operators (the rank
of the Jamio lkowski state JC0Φ ) realizing a given classi-
cal transformation T (with diag(JC0Φ ) =
1
d |T 〉〉) decreases
from d2 to d. Physically, we can interpret C0 as replac-
ing d2 classical processes (transitions from state i to j)
into a classical mixture over d quantum processes, where
each quantum process describes a coherent superposition
of d classical transitions, each to a different final state.
We also note that there exist stochastic matrices T for
which one cannot reduce the number of Kraus operators
below d. These are given by transitions that move all
populations to a fixed i0-th state, i.e., T with all entries
in the i0-th row equal to one and all other entries being
zero. The Di matrices of the corresponding Jamio lkowski
state are all vanishing, except for Di0 = 1, which cannot
be coherified due to the condition
∑
iD
i = 1.
Finally, since it is always possible to coherify a channel
so that the spectrum of its Jamio lkowski state is given
by µ≺(T ), one gets the following lower-bounds
Ce(ΦCe) ≥ S
(
1
d
|T 〉〉
)
− S (µ≺(T )) , (36a)
C2(ΦC2) ≥ µ≺(T ) · µ≺(T )− 1
d2
Tr
(
TT †
)
. (36b)
For comparison with the upper-bounds presented in the
previous section, Eqs. (30a) and (30b), we note that for
the exemplary transition matrix used there, Eq. (31), we
have
µ≺(T ) = [0.5, 0.4, 0.1, 0, . . . , 0].
3. Qubits
Having described the general bounds on possible co-
herifications of quantum channels acting on arbitrary
d-dimensional spaces, we now want to focus on a par-
ticular case of d = 2. The classical action of a general
qubit channel is given by a 2 × 2 transition matrix T
described by two real parameters,
T =
[
a 1− b
1− a b
]
=:
[
a b˜
a˜ b
]
, (37)
with x˜ := 1 − x. We will only focus on the case when
a ≤ b, as the results for the case a > b are analogous.
Namely, one only needs to exchange a with b in all ex-
pressions, and transform all matrices X by replacing Xkl
with Xk˜l˜. The details of the derivations can be found in
Appendix B.
For a ≤ b, Eq. (29) tells us that the spectrum of
the Jamio lkowski state JΦ, corresponding to any chan-
nel with classical action specified by T , is bounded in the
following way,
µ(T ) =
1
2
[1 + a+ b˜, b− a, 0, . . . , 0]  λ(JΦ). (38)
This bound can be in fact saturated, i.e., there exists
JCΦ such that λ(J
C
Φ) = µ
(T ). Note that, since the ma-
jorization bound is saturated, both coherification proce-
dures (maximising entropic and 2-norm coherence) coin-
cide, and are simply denoted by C. To express the Kraus
operators of the corresponding optimally coherified chan-
nel ΦC , let us first introduce a unitary
U =
1√
a+ b˜
[ √
a −
√
b˜√
b˜
√
a
]
, (39)
and a decaying channel Ψ(·) = L1(·)L†1 + L2(·)L†2 with
L1 =
[ √
a+ b˜ 0
0 1
]
, L2 =
[
0 0√
b− a 0
]
. (40)
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Then, ΦC(·) = K1(·)K†1 +K2(·)K†2 with
K1 = L1U
† =
 √a √b˜
−
√
b˜
a+b˜
√
a
a+b˜
 , (41a)
K2 = L2U
† =
[
0 0√
a˜− b˜
a+b˜
√
b− a
a+b˜
]
. (41b)
It is straightforward to verify that the classical action
of the resulting channel is given by T [using Eq. (22)], as
well as that the spectrum of the Jamio lkowski state is op-
timal [by checking that Tr(KiK
†
i ) = µ

i (T )]. Let us also
explicitly emphasize that the optimally coherified chan-
nel is given by the composition of a unitary process and a
decaying channel, ΦC(·) = Ψ[U†(·)U ]. As a consequence
there exists a pure state U |1〉 that is mapped by ΦC to
a pure state |1〉, and therefore the minimum output en-
tropy of ΦC is zero. We illustrate the action of ΦC on a
Bloch sphere for a particular choice of T in Fig. 6.
Finally, let us apply the notion of coherification to con-
tribute to the studies on geometry of the set S2 of one-
qubit stochastic maps initiated in Ref. [28].
Proposition 3. Coherification of any classical one-qubit
stochastic map, specified by a matrix T from Eq. (37),
yields a channel which is extremal in the set S2.
Proof. In the bistochastic case a = b, we obtain a unitary
channel, which is extremal. In other cases, without loss of
generality, we may assume that c = b− a > 0. The prod-
ucts of the Kraus operators from Eq. (40), corresponding
to a decaying channel, read
L†1L1 =
[
1− c 0
0 1
]
, L†1L2 =
[
0 0√
c 0
]
,
L†2L1 =
[
0
√
c
0 0
]
, L†2L2 =
[
c 0
0 0
]
.
(42)
Now, by direct inspection, we see that the above ma-
trices form a linearly independent set. Thus, invoking
the theorem of Choi [12], the channel described by two
Kraus operators L1 and L2 is extremal. To see that Φ
C
is extremal, we note that the additional unitary matrix
applied to Kraus operators will not introduce a linear
dependence of the set defined in Eq. (42).
4. Qutrits
We will now illustrate how our results can be applied
beyond the simplest qubit scenario, by using them to
find optimally coherified qutrit channels ΦC . Again, the
coherification procedure C will optimize both considered
coherence measures simultaneously. The classical action
of a general qutrit channel is given by a 3 × 3 transi-
tion matrix T described by six real parameters. Here,
|0〉〈0|
|1〉〈1|
|+〉〈+||−〉〈−|
FIG. 6. Action of the optimally coherified qubit channel.
The image of the Bloch sphere under ΦC (with classical ac-
tion described by a = 1
3
and b = 5
6
) is represented by the grey
ellipsoid. The thick red line represents the action of the clas-
sical channel ΦD, while dashed lines show transformations of
significant points of the sphere.
we will consider three families of such matrices, each
parametrized by three real numbers:
T ∈

 0 a bc 0 b˜
c˜ a˜ 0
 ,
 a b 00 0 c
a˜ b˜ c˜
 ,
 a b ca˜ b˜ c˜
0 0 0
 , (43)
with x˜ := 1 − x. We will refer to the above as cyclic
matrices, single-row matrices and double-row matrices,
respectively. For each family of T we will provide the
optimal spectrum of the Jamio lkowski state [which yields
tight bounds on Ce and C2 via Eqs. (30a)-(30b)], as well
as the Kraus decomposition of the optimally coherified
channel ΦC . The details of the derivations can be found
in Appendix C.
For cyclic matrices ΦC is given by ΦC0 , i.e., the optimal
coherification procedure is given by the one we defined
in Sec. III B 2. Introducing
µ = max(a, b) + max(c, b˜) + max(c˜, b˜). (44)
we thus get
λ(JCΦ) =
[µ
3
, 1− µ
3
, 0, . . . , 0
]
, (45)
The Kraus operators can be obtained by using the pro-
cedure described in Sec. III B 2, e.g., for a ≥ b, b˜ ≥ c and
c˜ ≥ a˜ we get
K1 =
 0
√
a 0
0 0
√
b˜√
c˜ 0 0
 , K2 =
 0 0 √b√c 0 0
0
√
a˜ 0
 . (46)
For single-row transition matrices there are three sepa-
rate cases depending on parameters a, b and c. If a+b ≤ 1
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then the optimal spectrum is given by
λ(JCΦ) =
1
3
[1 + a+ b+ c,max(a˜− b, c˜),
min(a˜− b, c˜), 0, . . . , 0] , (47)
and the Kraus decomposition of the corresponding opti-
mally coherified channel is given by
K1 =

√
a
√
b 0
0 0
√
c√
b
a+b −
√
a
a+b 0
 , K2 =
 0 0 00 0 0
0 0
√
c˜
 ,
K3 =
 0 0 00 0 0√
a˜− ba+b
√
b˜− aa+b 0
 . (48)
If a + b ≥ 1 the number of non-zero elements of the op-
timal spectrum (so also of the Kraus operators) reduces
from three to two. The optimal spectrum is again given
by Eq. (45), but this time with
µ = 1 + max(a˜+ b˜, c˜) + c. (49)
If c˜ ≥ a˜+ b˜ we thus get λ(JCΦ) = [2/3, 1/3, . . . , 0], i.e., the
optimal spectrum is constant for all parameters satisfying
a + b ≥ 1 + c, and the Kraus operators of the optimal
map are given by:
K1 =

√
b˜
a˜+b˜
√
a˜
a˜+b˜
0
0 0
√
c
0 0
√
c˜
 ,
K2 =

√
a− b˜
a˜+b˜
−
√
b− a˜
a˜+b˜
0
0 0 0√
a˜ −
√
b˜ 0
 .
(50)
On the other hand, if c˜ ≤ a˜ + b˜ then there is a slight
change in the Kraus decomposition of the optimal map.
Namely, the last rows of K1 and K2 in Eq. (50) are
swapped.
For double-row matrices there are again three separate
cases depending on the value of s := a+ b+ c. These are
specified by s ∈ [0, 1], s ∈ (1, 2) and s ∈ [2, 3], and the
optimal spectra are then given by
λ(JCΦ) =
1
3
[1 + s, 1, 1− s, 0, . . . , 0], (51a)
λ(JCΦ) =
1
3
[2, 1, 0, . . . , 0], (51b)
λ(JCΦ) =
1
3
[4− s, 1, s− 2, 0, . . . , 0], (51c)
respectively. Due to the lack of concise expressions, we
provide Kraus decompositions of the resulting optimally
coherified channels in Appendix C.
5. Qudits
Finally, we want to make a short comment about a spe-
cial family of channels in the general d-dimensional case.
Consider a completely contracting channel Ψσ, which
sends any initial state into a single point, Ψσ(ρ) = σ. The
corresponding Jamio lkowski state has a product struc-
ture and reads JΨσ = σ⊗1/d [29]. The output state can
be coherified to a pure state σC = |ψ〉〈ψ| by the standard
procedure given in Eq. (5). Hence the contracting chan-
nel Ψσ, can be coherified to a channel contracting into a
pure state with JΨ|ψ〉 = |ψ〉〈ψ| ⊗ 1/d and zero output en-
tropy. Note that this coherification procedure increases
the entropic coherence of a channel by S(σ). Notice also,
that for a mixed state σ such a procedure is not optimal,
as can be immediately seen by recalling the result pre-
sented in Sec. III A, where we showed that Ψ1/d can be
completely coherified.
C. Bistochastic matrices and polygon constraints
We now proceed to the analysis of quantum channels
whose classical action is described by bistochastic ma-
trices that are not unistochastic (the middle shell of the
graph presented in Fig. 4). On the one hand, due to
Proposition 1, we know that these cannot be completely
coherified. On the other, our majorization result de-
rived in Sec. III B 1 yields a trivial bound for bistochastic
matrices. Moreover, a non-trivial constraint for all bis-
tochastic matrices could serve as a witness of unistochas-
ticity, and thus it is unlikely that such a concise bound
can be found [25]. Therefore, here we will present an ap-
proach that allows one to obtain limitations on possible
coherifications of quantum channels with classical action
described by a particular subset of Bd.
We start by noting that due to the TP condition,
Eq. (8b), for every k 6= l we have ∑iDikl = 0 (see
Fig. 7a). This, via the polygon inequality, implies that
|Dikl| ≤
∑
j 6=i
|Djkl|. (52)
Recalling that matrices Di are all positive, we have
|Dikl| ≤
√
DikkD
i
ll =
√
TikTil. (53)
Combining the above two equations we arrive at
|Dikl| ≤
∑
j 6=i
√
TjkTjl. (54)
We thus see that the maximum value of |Dikl| allowed by
CP condition is
√
TikTil, whilst the TP condition restricts
it via Eq. (54). Therefore, if for some i, k, l we have√
TikTil >
∑
j 6=i
√
TjkTjl, (55)
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FIG. 7. Constraints for channels with bistochastic classical
action. (a) Due to the TP condition, the sum of a given off-
diagonal element over all Di matrices must vanish (here the
summed elements are presented in the same color). (b) If the
TP condition constrains a given off-diagonal element (here:
two red elements of D1) beyond the positivity constraint, then
also the values of all off-diagonal elements sharing a row or
column index with it (here: all elements denoted in blue) are
constrained beyond the positivity constraint.
then |Dikl| is constrained beyond the positivity condition
and we know that the resulting Jamio lkowski state can-
not be pure, so that the corresponding channel cannot
be completely coherified. More precisely, for every i, k, l
such that TikTil 6= 0, we introduce
√
αikl := min
(∑
j 6=i
√
TjkTjl√
TikTil
, 1
)
, (56)
which describes the maximum fraction of the coherence
(between states k and l of a matrix Di) that could be
achieved if there was no TP constraint.
Now, whenever αikl < 1 (i.e., |Dikl| must be smaller
than necessary for complete coherification), other off-
diagonal elements of the Jamio lkowski state JΦ also be-
come constrained beyond the positivity condition. Be-
fore we prove this and explain how it restricts the coher-
ification of quantum channels, let us first comment on
the αikl < 1 condition. First of all, there exist T ∈ Bd
that are neither unistochastic, nor they satisfy this con-
dition for any i, k, l. Thus, the presented bounds will,
in general, work only for a subset of quantum channels
with bistochastic classical action. However, as for d = 3
a bistochastic matrix is either unistochastic or αikl < 1
for some i, k, l [25], we will obtain non-trivial bounds for
all qutrit channels. Further improvements would require
finding a clearer separation between the sets Ud and Bd.
We start by showing how αikl < 1 can be used to
constrain the purity of the optimally coherified channel.
Note that Sylvester’s criterion states that JΦ ≥ 0 implies
that all 3 × 3 submatrices of JΦ must have positive de-
terminant. In particular, it means that for a part of a
matrix d · JΦ containing Tik, Til and any other Tjm we
FIG. 8. Purity bound. The upper-bound on purity γ
of the family of optimally coherified qutrit channels with
the classical action given by a bistochastic transition matrix
T =
∑3
i=1 qiΠ
i, with
∑
i qi = 1 and Π being a cyclic per-
mutation matrix. Any unistochastic matrix T ∈ U3 can be
completely coherified, so that γ = 1.
have
det
 Tik Dikl aDi∗kl Til b
a∗ b∗ Tjm
 ≥ 0. (57)
Since we know that the maximum value of |Dikl|2 is
upper-bounded by αiklTikTil, the above equation con-
strains all off-diagonal elements a, b of JΦ sharing a row
or column with Tik or Til (see Fig. 7b). This results in the
following bound on the purity of the optimally coherified
Jamio lkowski state JC2Φ (see Appendix D for details):
γ(JC2Φ ) ≤ 1−∆1 −∆2, (58)
with
∆1 =
2
d2
TikTil(1− αikl), (59a)
∆2 =
d− Tik − Til
d2
(
Tik + Til − βikl
)
, (59b)
and
βikl :=
√
(Tik − Til)2 + 4αiklTikTil. (60)
The purity deficits, ∆1 and ∆2, add up for every i, k, l
for which Eq. (55) holds (however, care needs to be taken
not to count twice the same terms). We illustrate this
bound on the purity of the optimally coherified channel
in Fig. 8 for an exemplary case of a family of qutrit maps.
Alternatively, one can use the fact that off-diagonal
terms of Di are constrained beyond the positivity condi-
tion to bound λ(Di), and then use Theorem 2 to obtain a
non-trivial majorization bound on the eigenvalues of the
Jamio lkowski state. In Appendix D we show for example
that
[1− µi, µi, 0, . . . , 0]  λ(Di), (61)
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with
µi =
1
2
(Tiki + Tili − βikili), (62)
where ki and li are indices for which α
i
kili
is minimized
(so that we obtain non-trivial majorization bounds on
the spectra of Di, whenever αikl < 1 for some k and l).
This, in turn, means that[
1− 1
d
∑
i
µi,
1
d
∑
i
µi, 0, . . . , 0
]
 λ(JCΦ), (63)
which can be used to obtain bounds on Ce and C2 via
Eqs. (30a)-(30b). As an example consider a quantum
channel with classical action given by
T =
1
2
 0 1 11 0 1
1 1 0
 , (64)
corresponding to the middle-point between Π and Π2 in
Fig. 8. One then gets
α123 = α
2
13 = α
3
12 = 0, (65)
resulting in µi = 1/2, so that the spectrum of the op-
timally coherified Jamio lkowski state is majorized by
[1/2, 1/2, 0, . . . , 0].
Finally, let us note that, in particular cases, the tools
introduced in Sec. III B can also be used to find limita-
tions on coherifying channels with T ∈ Bd. As an exam-
ple consider the family of qutrit channels described by
cyclic matrices [first entry of Eq. (43)] with a = b˜ = c˜.
The matrix T is then bistochastic and the spectrum of
the optimally coherified Jamio lkowski state is given by
[a, 1− a, 0, . . . , 0] (for a ≥ 1/2) or [a˜, 1− a˜, 0, . . . , 0] (for
a < 1/2). This shows that the majorization bound,
Eq. (63), applied to the channel with T specified by
Eq. (64) is tight.
IV. PHYSICAL INTERPRETATION
We started this paper asking about the extent to which
a given random transformation can be explained via the
underlying deterministic and coherent process. Now, be-
ing equipped with formal bounds limiting possible co-
herifications of quantum channels, we will try to address
this initial question. We will also provide interpretation
of the purity of a channel by relating it to the notions
of unitarity and average output purity. Finally, we will
comment on the links and differences between our ap-
proach to the study of coherence of quantum channels,
and the ones existing in the literature.
Let us start by recalling that the evolution of a pure
quantum state |ψ〉 under the action of a channel Φ, de-
scribed by
Φ(|ψ〉〈ψ|) =
∑
i
Ki |ψ〉〈ψ|K†i , (66)
can be interpreted as an incoherent (probabilistic) mix-
ture of different pure state transformations,
|ψ〉 Φ−→ 1√
qi
Ki|ψ〉 with probability qi, (67)
where
qi = Tr
(
Ki |ψ〉〈ψ|K†i
)
, (68)
and we refer to the canonical Kraus form in which all
Kraus operators Ki are mutually orthogonal, as they
are obtained by reshaping eigenvectors of the Choi-
Jamio lkowski matrix. Each independent path, described
by Ki and being chosen with probability qi, describes a
coherent evolution, as it preserves the ability of a state
to interfere (it maps a pure state to a pure state). Thus,
the probability distribution over different paths, q, can be
seen as describing the incoherent randomness associated
with Φ. Note, however, that the probability of evolv-
ing along a given path depends on the initial state of the
system |ψ〉. In order to achieve a state-independent state-
ment characterizing a given quantum channel Φ, one can
then focus on the average probability of choosing a given
path. Introducing the average over (Haar distributed)
pure states,
〈·〉ψ =
∫
dψ(·), (69)
we see that the probability describing which path is cho-
sen is on average3
〈qi〉ψ = Tr
(
Ki〈|ψ〉〈ψ|〉ψK†i
)
= Tr
(
KiK
†
i
)
= λi(JΦ), (70)
where λ(JΦ) denotes, as usual, the eigenvalues of the
Jamio lkowski state JΦ corresponding to Φ.
We thus see that the incoherent randomness of the evo-
lution coming from the random choice of different paths
is (on average) described by the spectrum of JΦ. The
extent to which a quantum channel with a given classi-
cal action T can be coherified tells us how coherent the
underlying evolution, leading to transitions described by
T , can be. On one extreme, we have unistochastic tran-
sitions that can be completely coherified and, therefore,
explained by a single deterministic path (unitary dynam-
ics). On the other hand, the majorization upper-bounds
on λ(JΦ) that we derived in Sec. III, yield lower-bounds
on the randomness of path distribution of the underlying
process necessary to induce classical transformation T .
Moreover, our majorization lower-bound provides a par-
ticular coherent explanation of every classical process T
(decreasing the randomness of path distribution) and, in
3 We note that the average here could actually be taken over all
states, pure and mixed. However, in order to be consistent with
the averaging process used in the definition of unitarity, we re-
strict the average to pure states only.
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particular, shows that all transitions T can be explained
with at most d paths.
Let us now focus on a particular measure describing
the randomness of the path distribution, namely on the
purity of a channel γ(Φ). One could be tempted to think
that the bigger γ(Φ) is, the purer the average output
purity,
〈γΦ〉 := 〈γ(Φ(|ψ〉〈ψ|))〉ψ, (71)
will be. Although the two notions are related, as we will
shortly see, they are not in direct correspondence. As an
illustrative example consider two quantum channels,
Φ1(·) = U(·)U† with U = 1√
d
∑
k,l
e
2piikl
d |k〉〈l| , (72a)
Φ2(·) = |ψ+〉〈ψ+| with |ψ+〉 = 1√
d
∑
i
|i〉, (72b)
with classical action given by the van der Waerden matrix
T = W with flat entries Wij = 1/d, which maps every
probability distribution to a uniform one. Both channels
have the same average output purity equal to one; but
for a reversible Φ1 we have γ(Φ1) = 1, while for an irre-
versible Φ2 we get γ(Φ1) = 1/d. This suggests that the
purity of a channel is somehow related to reversibility of
the process, which leads us to the concept of unitarity.
It was originally introduced in Ref. [14] to measure the
departure of a channel from the unitary dynamics, and
for trace-preserving channels is defined by:
u(Φ) :=
d
d− 1 [〈γΦ〉 − γ(Φ(1/d))] . (73)
We note in the passing that one can also relate unitarity
to the variance of the random variable X = Φ(|ψ〉〈ψ|):
u(Φ) = Tr
(〈X2〉ψ − 〈X〉2ψ) = Tr (Varψ(X)) . (74)
For our exemplary channels we see that u(Φ1) = 1 and
u(Φ2) = 0, in accordance with the purity of the channel
and capturing the fact that a completely irreversible pro-
cess is as far as possible from a unitary transformation.
We will now formally relate γ(Φ), 〈γΦ〉 and u(Φ). The
authors of Ref. [14] showed that
u(Φ) =
d
d2 − 1 [dγ(Φ)− γ(Φ(1/d))] , (75)
which, using the definition of unitarity, directly leads to
the general expression for the average output purity de-
rived by Cappellini [30],
〈γΦ〉 = d
d+ 1
[γ(Φ) + γ(Φ(1/d))] . (76)
We thus see that both average output purity and unitar-
ity are proportional to the purity of a channel corrected
by a term describing the purity of the transformed max-
imally mixed state. Moreover, for large d, u(Φ) actually
approaches γ(Φ). Now, by noting that the minimal value
of purity for a d-dimensional system is 1/d, we obtain the
following inequalities:4
u(Φ) ≤ d
2
d2 − 1
[
γ(Φ)− 1
d2
]
, (77a)
〈γΦ〉 ≥ d
d+ 1
[
γ(Φ) +
1
d
]
. (77b)
Using our majorization and purity upper-bounds we can
thus upper-bound the optimal unitarity of a channel with
a given classical action T . On the other hand, using
the majorization lower-bound, we can lower-bound the
average output purity of such an optimal channel. The
above bounds can actually be tightened by noting that
γ(Φ(1/d)) ≥ γ(D(Φ(1/d))) =
∑
i
1
d
∑
j
Tij
2 . (78)
Let us also mention that the optimally coherified
qubit channel ΦC , with Kraus operators specified by
Eqs. (41a) and (41b), not only maximizes purity, but
also minimizes the output purity for the maximally mixed
state [as it saturates the bound in Eq. (78)]. Therefore,
it maximizes unitarity among all qubit channels with the
same classical action.
Finally, we would like to relate the work presented here
to studies on cohering power P [5] and coherence gener-
ating power P˜ [7, 8] of quantum channels. These notions
were introduced within the framework of resource the-
ory of coherence [2] and measure the ability of a channel
to transform initially incoherent state to a coherent one.
More formally they are defined by
P (Φ) = max
ρ∈P
Cx(Φ(ρ)), (79a)
P˜ (Φ) = 〈C2(Φ(ρ))〉P , (79b)
where P denotes the set of incoherent states (ρ ∈ P if
and only if 〈i| ρ |j〉 = 0 for i 6= j), 〈·〉P denotes the aver-
age over all incoherent states, and Cx is any measure of
coherence for states, e.g., the relative entropy of coher-
ence Ce. Since both definitions involve only the action
of Φ on incoherent states, we see that the only relevant
parameters (defining the values of P and P˜ ) are given by
the diagonals of Di and Cij , which are not constrained
by the TP condition. Hence, given a fixed classical action
T of Φ (so fixed diagonals of Di), we can choose the di-
agonals of Cij to be maximal possible (constrained only
by complete positivity condition, JΦ ≥ 0):
Cijkk =
√
TikTjk, (80)
and set all other matrix elements of JΦ to zero. This way
we will obtain a channel that maximizes both P and P˜
4 Note that by restricting to unital channels these inequalities ac-
tually become equalities.
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among all channels with a fixed classical action T . The
action of such an optimal map is given by
Φ(·) = Φ(D(·)) =
∑
j
〈j| · |j〉 |ψj〉〈ψj | , (81)
with
|ψj〉 =
∑
i
√
Tij |i〉. (82)
We note that the above channels that maximize P and
P˜ for a fixed T do not coincide with optimally coherified
channels studied in this work. The reason for this is that
the latter optimization depends on all coherence terms,
whereas the former one only on the ones lying on the
diagonal of Cij . This emphasizes the main difference be-
tween our channel-oriented approach (when one focuses
on the properties of the channel itself, specifically how
close it is to a unitary evolution) and the state-oriented
approach used in the studies of cohering power and co-
herence generating power (when one focuses on the prop-
erties of the output states for a restricted set of input
states).
V. CONCLUSIONS
Any classical state of size d, represented by a diagonal
density matrix ρ = ρD, can be coherified to a pure state
ρC with maximal coherence, which is transformed back
into ρ by decoherence (see Fig. 2). In a similar way, one
can try to coherify a quantum operation Φ represented
by the corresponding Jamio lkowski state JΦ. However,
due to the trace preserving condition, the problem of co-
herifying a quantum channel has a much richer structure.
In this work we posed a general question: how to co-
herify a given classical map, represented by a stochas-
tic transition matrix T , in an optimal way? Physically,
this can be understood as looking for the most coherent
(deterministic) underlying quantum evolution that can
explain the observed random transformation T . Math-
ematically, among all quantum channels that decohere
to T we looked for the one whose Jamio lkowski state has
maximal coherence (as measured by entropic and 2-norm
coherence). We demonstrated that the complete coher-
ification to a (reversible) unitary channel is possible if
and only if T is unistochastic, as schematically visual-
ized in Fig. 3. To capture the limitations of possible
coherifications of non-unistochastic maps we derived ex-
plicit bounds for the purity and entropy of the optimally
coherified channel. Furthermore, we provided an explicit
coherification procedure that allows one to lower-bound
the coherence of the optimal channel, and solved the opti-
mal coherification problem for several classes of channels,
including all one-qubit channels.
Studying possible coherifications of quantum channels
can also shed some light on the structure and geometry
of the set Sd of quantum operations [28]. For d = 2 the
set of pure quantum states (the Bloch sphere) can be ob-
tained by coherifying the set P2 of one-bit classical states.
Analogously, the square T2 of classical stochastic matrices
forms a skeleton of the larger set S2 of one-qubit quan-
tum operations. Any unistochastic matrix B ∈ B2 = U2
can be coherified into a quantum unitary transformation,
corresponding to a pure Jamio lkowski state JCB . Further-
more, we have demonstrated that any classical transition
matrix T ∈ T2 can be coherified to an optimal quantum
channel, corresponding to a mixed state JCT , that is an
extremal point of S2. One would then like to check under
what conditions a similar statement holds for higher di-
mensions, i.e., when the optimally coherified channels are
extremal and have vanishing minimum output entropy.
Besides this problem concerning the geometry of Sd,
there are also other open questions that we would like to
conclude this paper with. One could ask whether the
optimally coherified channels are unique up to a uni-
tary equivalence, i.e., can one find two channels whose
Jamio lkowski states are not connected via unitary, and
which maximize a given coherence measure among all
Jamio lkowski states with a fixed diagonal? Furthermore,
the expressions that lower- and upper-bound possible co-
herifications can definitely be improved, especially for
bistochastic matrices. In this special case, exploring the
boundary between unistochastic and bistochastic maps
could be beneficial. Moreover, one might pursue a statis-
tical approach and ask a question concerning a possible
degree of coherification of a random stochastic matrix,
or a generic quantum channel [31]. Last but not least,
it would be very interesting to establish a closer connec-
tion between coherification approach to quantum chan-
nels, pursued in this work and based on the coherence of
the corresponding Jamio lkowski states, with the earlier
notion of the coherence power, related to the increase of
coherence of selected quantum states by the action of a
channel [5, 6, 8].
Note: Shortly after our work appeared on arXiv, an-
other preprint studying the coherence of quantum chan-
nels was posted there [32].
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Appendix A: Proof of Theorem 2
We will make use of the following known results (see
Lemma 3.4 of Ref. [33] and Eq. (2.5) of Ref. [34]):
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Lemma 4. For every positive semi-definite matrix writ-
ten in blocks we have the following decomposition[
A X
X† B
]
= U
[
A 0
0 0
]
U† + V
[
0 0
0 B
]
V †, (A1)
for some unitary operators U and V .
Lemma 5. For λ(A) denoting the vector of eigenvalues
of A arranged in a decreasing order we have
λ(A) + λ(B)  λ(A+B). (A2)
We are now ready to present the proof of Theorem 2.
Proof. First, using Lemma 4 iteratively one gets:
d · JΦ = U1

D1 0 . . . 0
0 0 . . . 0
...
...
. . .
...
0 0 . . . 0
U†1 + U2

0 0 . . . 0
0 D2 . . . 0
...
...
. . .
...
0 0 . . . 0
U†2
+ · · ·+ Ud

0 0 . . . 0
0 0 . . . 0
...
...
. . .
...
0 0 . . . Dd
U†d .
(A3)
Then, using unitary invariance of the spectrum, the fact
that λ1  λ′1 and λ2  λ′2 induces λ1+λ2  λ′1+λ′2, and
iteratively applying Lemma 5 one arrives at Eq. (27).
Appendix B: Coherifying qubit channels
Before we proceed to deriving the results presented in
the main text, let us first recall the following fact. Given
two channels, Φ1 and Φ2, whose Jamio lkowski states,
JΦ1 and JΦ2 , are connected via a local unitary acting on
the second subsystem, JΦ2 = (1⊗ U¯)JΦ1(1⊗ U¯)†, their
Kraus decomposition satisfies
Φ1(·) =
∑
i
Ki(·)K†i , Φ2(·) =
∑
i
KiU
†(·)UK†i . (B1)
Now, using the block structure of the Jamio lkowski
state, Eq. (12), and taking into account the TP condition,∑
iD
i = 1, for a general qubit channel, we get:
JΦ =
1
2
[
D1 C12
C21 1−D1
]
, D1 =
[
a c
c∗ b˜
]
. (B2)
Consider a unitary U diagonalizing D1, i.e.,
UD1U† = diag (λ1, λ2). Now, the same unitary will
obviously also diagonalize 1 − D1. Therefore, a 4 × 4
unitary V = 1 ⊗ U diagonalizes the Di blocks of the
Jamio lkowski state JΦ:
V JΦV
† =
1
2

λ1 0
0 λ2
λ˜1 0
0 λ˜2
 , (B3)
where blank spaces mean arbitrary entries, 0 ≤ λi ≤ 1
and λ1 + λ2 = a+ b˜.
For a ≤ b we may obtain the optimally coherified state
JCΦ [with the spectrum saturating the bound given by
µ(T ) from Eq. (38)] in the following way. We choose
λ1 = a+ b˜ (resulting in λ2 = 0), and set the off-diagonal
element between λ1 and λ˜2 = 1 to the maximal value
allowed by positivity, i.e.,
√
a+ b˜. As a result, V JCΦV
†
becomes a projector on two orthogonal pure states, which
in turn means that the corresponding map is given by the
decaying Kraus operators L1, L2 from Eq. (40). Since
V = 1 ⊗ U , we can use Eq. (B1), to find the Kraus of
decomposition of ΦC given by LiU>. Finally, U is defined
by UD1U† = diag(a+ b˜, 0), which is exactly the unitary
given in Eq. (39) (note that, since U is real, we have
U† = U>)
Similarly, for a ≥ b we may choose λ1 = 1 (resulting in
λ2 = a− b), and set the off-diagonal element between λ1
and λ˜2 = a˜+b to the maximal value allowed by positivity,
i.e.,
√
a˜+ b. As described in the main text, this then
leads to the same results as in a ≤ b case, just with a
and b exchanged, as well as with all 2 × 2 matrices X
transformed by replacing Xkl with Xk˜l˜.
Appendix C: Coherifyng qutrit channels
1. Cyclic matrices
The general form of Di matrices is as follows:
D1 =
 0 0 00 a x
0 x∗ b
 , D2 =
 c 0 y0 0 0
y∗ 0 b˜
 , D3 =
 c˜ z 0z∗ a˜ 0
0 0 0
 .
Clearly, in order to satisfy the TP condition,
∑
iD
i = 1,
we need x = y = z = 0. Hence, the Jamio lkowski state
JΦ can be recast in the following form (note that columns
and rows number 1, 5 and 9, composed only of zeros, have
been removed):
JΦ =
1
3

a 0 x1 x2 x3 x4
0 b y1 y2 y3 y4
x∗1 y
∗
1 c 0 x5 x6
x∗2 y
∗
2 0 b˜ y5 y6
x∗3 y
∗
3 x
∗
5 y
∗
5 c˜ 0
x∗4 y
∗
4 x
∗
6 y
∗
6 0 a˜
 . (C1)
Now, using Theorem 2, we get:
µopt :=
1
3
[µ, 3− µ, 0, . . . , 0]  λ(JΦ). (C2)
where
µ = max(a, b) + max(c, b˜) + max(c˜, b˜). (C3)
Moreover, one can construct optimally coherified matrix
JCΦ such that λ(J
C
Φ) = µopt. To do this one simply
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needs to group together the maximal/minimal terms of
each 2× 2 matrix and set the corresponding off-diagonal
terms to the maximal values allowed by the positivity
constraint. For example, if a ≥ b, b˜ ≥ c and c˜ ≥ a˜, one
chooses
x2 =
√
ab˜, x3 =
√
ac˜, y5 =
√
b˜c˜,
y1 =
√
bc, y4 =
√
a˜b, x6 =
√
a˜c,
and sets the rest of off-diagonal terms to zero. Note that
this is exactly the construction introduced in Sec. III B 2
and illustrated in Fig. 5.
2. Single-row matrices
The general form of Di matrices is as follows:
D1 =
 a x 0x∗ b 0
0 0 0
 , D2 =
 0 0 00 0 0
0 0 c
 , D3 =
 a˜ x′ yx′∗ b˜ z
y∗ z∗ c˜
 .
Clearly, in order to satisfy the TP condition we need
x′ = −x and y = z = 0. We now note that a 3 × 3
unitary matrix U diagonalizing D1,
U =
 U11 U12 0U21 U22 0
0 0 1
 , UD1U† =
 λ1 0 00 λ2 0
0 0 0
 , (C4)
also diagonalizes D2 (by keeping it unchanged) and D3.
Therefore, a 9×9 unitary V = 1⊗U diagonalizes the Di
blocks of the Jamio lkowski state JΦ:
V JΦV
† =
1
3

λ1 0 0
0 λ2 0
0 0 0
0 0 0
0 0 0
0 0 c
λ˜1 0 0
0 λ˜2 0
0 0 c˜

, (C5)
where blank spaces mean arbitrary entries and
λ1 + λ2 = a+ b.
Without loss of generality let us assume that λ1 ≥ λ2.
Then, using Theorem 2, we get µ(λ1)  λ(JΦ) with
µ↓(λ1) given by
1
3 [λ1 + max(λ˜2, c˜) + c, λ2 + med(λ˜1, λ˜2, c˜),min(λ˜1, c˜), 0, . . . , 0],
where med denotes the second largest element of the set.
Note also that, for fixed a, b, c, the vector µ(λ1) is just a
function of λ1, since λ2 = a+b−λ1. Now, maximising λ1
maximizes both µ↓1 and µ
↓
1 +µ
↓
2 (recall that µ
↓
1 +µ
↓
2 +µ
↓
3
is constant and equal to 1), and so µ(x)  µ(y) for
x ≥ y. In order to find the optimal µopt (optimal mean-
ing that for all λ1 we have µopt  µ(λ1)) we thus need
to maximize λ1. Recalling that we have two constraints,
0 ≤ λ1 ≤ a+ b and λ1 ≤ 1, we arrive at two cases.
For a + b ≤ 1 the maximal (and thus optimal) value
of λ1 is a+ b, which also results in λ2 = 0. The optimal
bounding vector is then given by
µopt =
1
3 [1 + a+ b+ c,max(a˜− b, c˜),min(a˜− b, c˜), 0, . . . , 0]. (C6)
Moreover, one can construct the Jamio lkowski state JCΦ
that saturates this optimal bound, i.e., λ(JCΦ) = µopt.
This can be achieved, again, by setting the adequate off-
diagonal terms in Eq. (C5) to the maximal possible value
allowed by the positivity condition. More precisely, we
group λ1 = a + b, c and λ˜2 = 1 together, leaving the
remaining two terms, λ˜1 = a˜− b and c˜, ungrouped. As a
result, V JCΦV
† becomes a projector on three orthogonal
pure states, which in turn means that the corresponding
map is given by the following Kraus operators:
K1 =
 √a+ b 0 00 0 √c
0 1 0
 , K2 =
 0 0 00 0 0√
a˜− b 0 0
 ,
K3 =
 0 0 00 0 0
0 0
√
c˜
 .
Finally, using Eq. (B1) we conclude that the Kraus oper-
ators corresponding to the optimally coherified channel
(with Jamio lkowski state JCΦ) are given by KiU
> with
Ki as above and U defined by Eq. (C4) with λ1 = a+ b
and λ2 = 0, i.e.,
U =
1√
a+ b
 √a √b 0√b −√a 0
0 0
√
a+ b
 . (C7)
For a + b ≥ 1 the maximal (and thus optimal) value
of λ1 is 1, which also results in λ2 = a− b˜. The optimal
bounding vector is then given by
µopt =
1
3 [µ, 3− µ, 0, . . . , 0], µ = 1 + max(a˜+ b˜, c˜) + c. (C8)
The bound µopt  λ(JΦ) can be saturated in a usual way
– by proper grouping of diagonal elements and setting the
corresponding off-diagonal elements to the maximal value
allowed by the positivity condition. If c˜ ≥ a˜+ b˜ then we
group together λ1 = 1, c and c˜, with λ2 = a− b˜ and
λ˜2 = a˜+ b˜ forming the other group; otherwise we group
together λ1, c and λ2, with λ2 and c˜ forming the other
group. In the former case the resulting Kraus operators
of the optimally coherified channel read
K1 =
 1 0 00 0 √c
0 0
√
c˜
U>, K2 =
 0
√
a− b˜ 0
0 0 0
0
√
a˜+ b˜ 0
U>,
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and in the latter case they read
K1 =
 1 0 00 0 √c
0
√
a˜+ b˜ 0
U>, K2 =
 0
√
a− b˜ 0
0 0 0
0 0
√
c˜
U>,
with U in both cases defined by Eq. (C4) with λ1 = 1
and λ2 = a− b˜, i.e.,
U =
1√
a˜+ b˜

√
b˜
√
a˜ 0√
a˜ −
√
b˜ 0
0 0
√
a˜+ b˜
 . (C9)
3. Double-row matrices
The general form of Di matrices is as follows:
D1 =
 a x yx∗ b z
y∗ z∗ c
 , D2 =
 a˜ −x −y−x∗ b˜ −z
−y∗ −z∗ c˜
 , D3 = 0.
We now note that a 3 × 3 unitary matrix U diagonaliz-
ing D1,
U =
 U11 U12 U13U21 U22 U23
U31 U32 U33
 , UD1U† =
 λ1 0 00 λ2 0
0 0 λ3
 , (C10)
also diagonalizes D2 and D3 (by keeping it unchanged).
Therefore, a 9×9 unitary V = 1⊗U diagonalizes the Di
blocks of the Jamio lkowski state JΦ:
V JΦV
† =
1
3

λ1 0 0
0 λ2 0
0 0 λ3
λ˜1 0 0
0 λ˜2 0
0 0 λ˜3
0 0 0
0 0 0
0 0 0

, (C11)
where blank spaces mean arbitrary entries and
λ1 + λ2 + λ3 = a+ b+ c. To shorten the notation we de-
fine s := a+ b+ c.
Without loss of generality we may assume
λ1 ≥ λ2 ≥ λ3, so that λ˜1 ≤ λ˜2 ≤ λ˜3. Then, using
Theorem 2, we have
µ(λ1, λ3) =
1
3 [λ1 + λ˜3, 1, λ3 + λ˜1, 0, . . . , 0]  λ(JΦ). (C12)
Now, we observe that µ(x, y)  µ(x′, y′) for x ≥ x′ and
y ≤ y′. We thus aim at maximising the largest eigenvalue
of D1 while minimizing its smallest eigenvalue. Again,
noting that we are constrained by 0 ≤ λi ≤ s and λi ≤ 1
we arrive at three distinct cases dependent on the value
of s.
For s ≤ 1 the maximal (and thus optimal) value of λ1
is s, which also results in λ2 = λ3 = 0. The optimal
bounding vector is then given by
µopt =
1
3
[1 + s, 1, 1− s, 0, . . . , 0]. (C13)
The above optimal spectrum can be realized by the
Jamio lkowski state JCΦ by simply setting in Eq. (C11) the
off-diagonal terms between λ1 = s and λ˜2 = 1 (or λ˜3 = 1)
to
√
s. Recalling the relation between the Kraus opera-
tors corresponding to Jamio lkowski states connected via
a local unitary, Eq. (B1), we find that the Kraus decom-
position of the optimally coherified channel is given by:
K1 =
 √s 0 00 1 0
0 0 0
U>, K2 =
 0 0 00 0 1
0 0 0
U>,
K3 =
 0 0 0√1− s 0 0
0 0 0
U>.
with U being a unitary such that
U =
1√
s
 √a × ×√b × ×√
c × ×
 , (C14)
and × denoting arbitrary entries as long as U stays uni-
tary, e.g.,
U =

√
a
s −
√
b
a+b −
√
ac
(a+b)s√
b
s
√
a
a+b −
√
bc
(a+b)s√
c
s 0
a+b√
(a+b)s
 .
Also note that the position of 1 in matrices describing
K1 and K2 can be exchanged.
For s ≥ 2 the optimal values are λ1 = λ2 = 1 and
λ3 = s − 2. The optimal bounding vector is then given
by
µopt =
1
3
[4− s, 1, s− 2, 0, . . . , 0], (C15)
which can be achieved by the coherified Jamio lkowski
state in an analogous way to the first case. This leads to
the following decomposition of ΦC into the set of Kraus
operators,
K1 =
 1 0 00 0 √3− s
0 0 0
U>, K2 =
 0 1 00 0 0
0 0 0
U>,
K3 =
 0 0 √s− 20 0 0
0 0 0
U>,
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with U being a unitary such that
U =
1√
3− s
 × ×
√
a˜
× ×
√
b˜
× × √c˜
 . (C16)
and × denoting arbitrary entries as long as U stays uni-
tary, e.g.,
U =

−
√
a˜c˜
(a˜+b˜)(3−s) −
√
b˜
a˜+b˜
√
a˜
3−s
−
√
b˜c˜
(a˜+b˜)(3−s)
√
a˜
a˜+b˜
√
b˜
3−s
a˜+b˜√
(a˜+b˜)(3−s)
0
√
c˜
3−s
 . (C17)
Again, we note that the position of 1 in matrices describ-
ing K1 and K2 can be exchanged.
Finally, for 1 < s < 2 the optimal values are λ1 = 1,
λ2 = s− 1 and λ3 = 0. The optimal bounding vector is
then given by
µopt =
1
3
[2, 1, 0, . . . , 0]. (C18)
The above spectrum can be achieved by the optimally co-
herified Jamio lkowski state JCΦ by setting the off-diagonal
terms in Eq. (C11) appropriately. More precisely, one
chooses the term between λ1 = 1 and λ˜3 = 1 to be 1,
and the term between λ2 = s− 1 and λ˜2 = 2 − s to be√
(s− 1)(2− s). The resulting Kraus operators are given
by
K1 =
 1 0 00 0 1
0 0 0
U>, K2 =
 0 √s− 1 00 √2− s 0
0 0 0
U>,
(C19)
with
U =

√
b˜
a˜+b˜
√
a˜(a−b˜)
(a˜+b˜)(s−1)
√
a˜c
(a˜+b˜)(s−1)
−
√
a˜
a˜+b˜
√
b˜(a−b˜)
(a˜+b˜)(s−1)
√
b˜c
(a˜+b˜)(s−1)
0
√
c
s−1 −
√
a−b˜
s−1
 (C20)
if a+ b ≥ 1 and
U =

√
ac˜
(a+b)(2−s)
√
a(a˜−b)
(a+b)(2−s)
√
b
a+b√
bc˜
(a+b)(2−s)
√
b(a˜−b)
(a+b)(2−s) −
√
a
a+b
−
√
a˜−b
2−s
√
c˜
2−s 0
 (C21)
if a+ b ≤ 1.
Appendix D: Polygon constraints
First, we derive the expression for the purity bound,
Eq. (58). The expression for ∆1, Eq. (59a), comes di-
rectly from the fact that |Dikl|2 ≤ αiklTikTil. To obtain
∆2, Eq. (59b), let us start by parametrizing the matrix
from Eq. (57), i.e., the 3 × 3 submatrix of JΦ, in the
following way
A :=
1
d
 Tik x√TikTil y√TikTjmx√TikTil Til z√TilTjm
y
√
TikTjm z
√
TilTjm Tjm
 , (D1)
with 0 ≤ x, y, z ≤ 1. We then have detA ≥ 0 if and only
if
1 + 2xyz − x2 − y2 − z2 ≥ 0. (D2)
Now, our aim is to upper-bound the squared moduli of
the off-diagonal terms of A (for fixed T ), given the above
constraint and the fact that x ≤ αikl for some αikl < 1.
First, assume that x is fixed, so that effectively we want
to find the maximum of Tiky
2 + Tilz
2 (in fact, the op-
timal choice is to maximize x, i.e., set x = αikl). It
is straightforward to check that it is achieved at the
boundary of the constraint, i.e., when Eq. (D2) becomes
an equality. One can then solve for y, substitute it to
Tiky
2 + Tilz
2, and find the maximum of the resulting ex-
pression over z. This leads to the following bound on the
off-diagonal terms of A:
|A13|2 + |A23|2 ≤ Tjm
2d2
(
Tik + Til + β
i
kl
)
, (D3)
with βikl defined in Eq. (60). As in order to achieve unit
purity one needs |A13|2 + |A23|2 = Tjm(Tik + Til)/d2,
the above bound leads to the following deficit of purity:
δikl :=
Tjm
2d2
(
Tik + Til − βikl
)
. (D4)
Finally, the above deficit adds up for every choice of Tjm
not equal to Tik or Til (i.e., for all off-diagonal elements
sharing row or column with Tik or Til in Fig. 7b), so that
using
∑
i,j Tij = d, we finally arrive at Eq. (59b).
We now proceed to the proof of the majorization
bound, Eq. (61). Note that, using Lemma 4 from Ap-
pendix A, we can rewrite Di (up to permutations) as
Di =
[
A X
X† B
]
= U
[
A 0
0 0
]
U† + V
[
0 0
0 B
]
V †, (D5)
with
A =
[
Tik
√
αiklTikTil√
αiklTikTil Til
]
, (D6)
and U, V being unitary. The eigenvalues of A are given
by
λ(A) =
1
2
[Tik + Til + β
i
kl, Tik + Til − βikl, 0, . . . , 0], (D7)
whereas the largest eigenvalue of B is constrained by
λ1(B) ≤ Tr (B) = Tr
(
Di
)− Tik − Til = 1− Tik − Til, (D8)
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where we used the fact that T is bistochastic. Thus, using
Lemma 5 and choosing k = ki and l = li minimizing α
i
kl,
we arrive at Eq. (61).
Note that the above construction can be easily gener-
alized to cases where for a given Di there are many pairs
(k, l) for which αikl < 1. Instead of a 2× 2 matrix A, one
simply chooses it to contain all off-diagonal elements of
Di that are constrained beyond the positivity condition,
finds its eigenvalues, and obtains a tighter bound using
Lemma 5 again.
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