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Abstract
Methods of storytelling in cinema, theater, and literature have well-established conventions
that have been built throughout narrative history and the development of these more traditional
formats. In virtual reality, though, many of the techniques that have formed part of this cinematic
language or visual narrative are not easily applied. In general, when the virtual reality narrative
term is used, it is associated with filmed or rendered 360º videos that use head-mounted displays
for presentation and most often uses first and third-person narratives, which may compromise a
director’s intent for story flow.
This thesis aims to put a new light on using second-person narrative in virtual reality storytelling experiences in entirely computer-generated worlds. The work also demonstrates a proposed
workflow that considers second-person narrative mode as well as aesthetic, animation, and sound
design techniques considered along with psychology, neuroscience, and linguistic techniques to give
a director more control over influencing the audience’s emotional sensations. Through a practical example, this thesis proposes that the director can control the story entirely differently than
user-directed, interactive VR experiences for greater overall emotional impact.
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Chapter 1

Introduction
Creating a visual narrative in a film has been challenging for professionals, and many experimentation and development were made to tell the story and convey emotions through the life of
characters and their adventures.
A visual narrative can be achieved in cinema by controlling the camera framing, camera
angle and movement, actors position and choreography, continuity, editing, color correction, and
composition. The final film cut from one scene to another helps to tell the story effectively.
Allowing the viewer to visualize the scene mentally by coordinating the character’s position
and objects help them orient themselves within the scene as the camera moves to different locations
after the cuts happen.
When a narrative is used in virtual reality, it is generally associated with a live-action
360º filmed footage and presented in virtual reality head-mounted displays (HMDs), rarely in full
computer-generated environments and characters, as opposed to games. This live-action modality
of art creates a great challenge for the production screenwriters, directors, and producers since they
have to consider more things than the basic fundamental cinematography bi-dimensional framing
techniques.
Considering that the full 360 environments will be filmed having the camera capturing all
directions, problems will appear, such as where to hide the camera, the illumination, the film crew,
how to create camera movement, and cuts. In general, this problem is solved in post-production by
digitally removing unnecessary elements, increasing the production time and cost, and limiting the
possibilities of telling a story creation and its possibilities to catch the audience and sell the ideas
1

and emotions.
Most storytellers will use a third-person narrative to tell this type of story. The user is
considered a passive observer, with the benefit of looking in all directions.
The head mounted display becomes an immersive window to the character’s universe, breaking the two-dimensional projection limited by the traditional screens allowing them to look around.
As a result, this immersion can be enjoyable, but instead of bringing the viewer into the story, it
can be very distracting, making it hard to control the story flow and the director’s intention.
When full computer-generated stories are created, all elements can exist digitally, so there
are no more traditional production problems. On the other hand, it is also tough to create believable
worlds and characters like in real life. This type of production creates another type of challenge, for
example, the uncanny valley[4], as known as the relationship between the degree of digital generated
human being and the emotional response to such an object compared to filmed real people.
Likewise, research on how we experience a sense of presence in computer-generated immersive virtual environments has been going on for years. “The ultimate aim of virtual reality would
be to be able to evoke a strong sense of presence almost similar to our presence in the real world”
[71],[52].
The ambiguity that happens in Virtual Reality is that we want the users to feel and live
the character’s emotions allowing them to freely look around and mentally and physically feel that
they are the character on screen, but at the same time, we want to guide them through a directed
narrative as we do in cinema.
This thesis intends to present and put a new light in using specifically second-person narrative in virtual reality using first-person points of view in full computer-generated worlds as a form
to guarantee the director’s intended narrative control over storytelling resulting in full sensory and
emotional experience.
This thesis will revisit the ways virtual reality works technically and aesthetically, presenting
its history and possibilities, presenting and understanding storytelling in other traditional media,
like cinema, theater, literature, and computer games, intending to understand how these medium
influenced modern virtual reality storytelling.
This work will also present concepts in different fields like time perception, sensory stimulus,
psychology, music perception related to time, and why second-person narrative is an excellent choice
to support virtual reality storytelling, solving most common engaging problems found in other
2

narrative forms.
Finally, presenting a proposed workflow (framework) while creating a teaser for a full VR
experience series, using the traditional story creation methods combined with a parallel guideline
to the story development focusing on biological and physiological stimulus for the scenes created.
Using a combination of second-personal narrative in first-person points of view, we aim to challenge
and motivate creators to explore second-person narrative as a tool to be innovative and engage a
wider gamut of people for this art form.
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Chapter 2

Virtual Reality Definition
A clear definition of virtual reality depends on the field that the term is used. It also depends
on how familiarized people are with computer graphics and visual media.
This thesis will use the term in the context of computer-generated or processed immersive
experiences and the perception of these experiences by users and digital media creators. It does not
mean that it will match the general perception of the term’s mass media or marketing uses.
Sherman and Craig [2018] mention in the book Understanding Virtual Reality - Second
Edition that Webster’s New Universal Unabridged Dictionary [1989] defines virtual as “being in
essence or effect, but not in fact” and reality as “the state or quality of being real. Something that
exists independently of ideas concerning it.” [71]
To understand virtual reality, someone might consider that it is essential to understand
reality by itself but defining reality is much more complex and can lead this work to an endless
philosophical discussion.
Merriam Webster online dictionary defines reality as “the state or quality of being real;
the totality of real things and events; something that is neither derivative nor dependent but exists
necessarily, while virtual is defined as being on or simulated on a computer or computer network.”
[52]
In this thesis, the term virtual reality will represent any computer-generated digital environment that can be experienced and interacted with as if that environment were real, causing an
emotional and physiological impact on the user.
Sherman and Craig [2018] also mention the five vital elements of the virtual reality experi4

ence.
Participants and Creators: All that happens in a Virtual Environment only exist because
we have some people to experience it in their minds. It’s the primary purpose of virtual reality to
create these experiences considering biological and psychological effects and individuals’ physiological
impact.
Simultaneously, for these virtual experiences to exist, we need creators who will consider
the goals for the production and use any technical and artistic effort to build these experiences.
Virtual World: Sherman and Craig also define virtual worlds as “(1) an imaginary space
often manifested through a medium. (2) a description of a collection of objects in space and the
rules and relationships governing those objects.”
Immersion: The first aspect to consider about immersion is the different forms we observe
things; the point of view presented at our eyes, more than that, is how our brain interprets visually
what we see. We can also understand that a person who once had the sense of sight but eventually
became blind can imagine and create a virtual reality world in their mind only by imagining it.
All kinds of stimuli can produce mental images of things, not only the sense of sight. Sound,
vibrations, sense of touch, or a combination of sensory stimuli can feed our imagination and help
immerse ourselves in it.
Other factors can influence how we feel immersed in a VR world, like different communication forms. Jason Jerald describes VR in the book “The VR Book” [2016] as “the transfer of energy
between two entities, even if just the cause and effect of one object colliding with another object.
Communication can also be between human and technology—an essential component and basis of
VR.” [39]
He also describes different communications methods like “Direct communication” - described
as an interaction between two entities, the structural communication being “the physics of the world,
not the description or the mathematical representation but the thing-in-itself.”
In order to induce experiences into others through VR, we present structural stimuli (e.g.,
pixels on display, sound through headphones, or the rumble/vibration of a controller) so the users
can sense and interact with our creations.
Last but not least, the visceral communication as “... the language of automatic emotion
and primal behavior, not the rational representation of the emotions and behavior.”[39]
All these elements combined will improve the sense of being in this metaphysical virtual
5

environment and out of the physical material reality.
The virtual reality creators are often using the term presence, a short version for a sense of
presence in the virtual world, to describe the sense of being immersed in the VR experiences.
Interactivity:
Sherman and Craig also state that “For VR to seem authentic, it should respond to user
actions.” Which its not the purpose of exportation on this thesis limiting the central concept of
using second-person narrative to achieve the immersion goals in a more metaphysical context.
Other essential concepts are considered in Virtual Reality creation and help in its definition
like psychology, time perception, psycho-acoustic phenomenons, and other sciences, used to enhance
presence.
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Chapter 3

Virtual Reality History
Humans have used many resources to communicate ideas and their history. Cave drawings
and other forms of pictures were used to pass on what humans were living through generations. At
the same time, humans have the need or share other people’s stories and fictional stories to entertain
others.
“The Egyptians, Chaldeans, Jews, Romans, and Greeks used magical illusions to entertain
and control the masses. In the Middle Ages, magicians used smoke and concave mirrors to produce
faint ghost and demon illusions to gull naive apprentices as well as larger audiences”[2]
Over the years, developers are trying to create means to allow humans to live experiences,
not limited by real-time and space controlling the immediate possibilities of ordinary lives, willing
to involve other humans in embracing journeys.
To trick the human brain, it would be necessary to create devices that could disconnect users
from reality on a controlled level, playing with our primitive senses and changing our perception.
Understanding how different technologies were created over time helps us understand where
we are to gain a new lease of life on how virtual reality hardware will continue to advance and project
new possibilities.
Since VR history is full of details, this thesis will cover the essential milestones to give the
reader a good understanding of what composes the current level of VR technology.
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3.1

The early 1800s

Stereoscopy (also called stereoscopics or stereo imaging) is a technique for creating or enhancing the illusion of depth in an image using stereopsis for binocular vision. [Miro 3] Any stereoscopic image is called a stereogram. Originally, stereogram referred to a pair of stereo images that
could be viewed using a stereoscope.
Most stereoscopic methods present two offset images separately to the left and right eye of
the viewer. These two-dimensional images are then combined in the brain to give the perception of
3D depth.

Figure 3.1: Old Zeiss pocket stereoscope with original
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Figure 3.2: An antique U and U (Underwood and Underwood) Stereoscope

Wheatstone Stereoscope Sir Charles Wheatstone invented the earliest stereoscope constructed for him by optician R. Murray in 1832.

Figure 3.3: Charles Wheatstone - drawn by Samuel Laurence in 1868
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Figure 3.4: Dr Brian May,also known for being a guitarist in Queen, using Wheatstone Stereoscope
from his collection - photograph taken by David Tett

Figure 3.5: Dr May’s collection piece of Wheatstone Stereoscope - photograph taken by David Tett

Brewster Stereoscope Brewster inventor of the kaleidoscope, later credited the invention
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of the device to Mr. Elliot, a “Teacher of Mathematics” from Edinburgh, who, according to Brewster,
conceived of the idea as early as 1823 and, in 1839. Brewster was a Wheatstone competitor on the
field. He created “a simple stereoscope without lenses or mirrors,” consisting of a wooden box 18
inches (46 cm) long, 7 inches (18 cm) wide, and 4 inches (10 cm) high, which was used to view drawn
landscape transparencies since photography had yet to become widespread.[88]

Figure 3.6: Charles Wheatstone - drawn by Samuel Laurence in 1868

In 1895 a fifty-second silent film called “L’Arriv´ee d’un train en gare de La Ciotat” was
presented to the public, and caused based on history reports, fear, apprehension, and excitement.
In the film, a train comes toward the camera, and rumors reported that the people screamed and
tried to protect themselves, thinking the train could hurt them. If the rumors are true, this can be
comparable to how people are impressed with modern VR technologies.
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3.2

In the 1900s

In World War I, inventor Albert Bacon Pratt invented a helmet that allows soldiers to target
and fire a gun merely using the head turn.

Figure 3.7: Albert Bacon Pratt - Gun Helmet [42]

Pratt Stated on the patent, “The gun is automatically aimed unconsciously and incidentally
to the turning of the head of the marksman in the direction of the target. In self-protection, one
immediately, instinctively turns the head in the direction of attack to see the enemy, or, in hunting,
toward any sound made by a nearby game. Thus the gun is automatically directed toward the mark
in the course of the first instinctive movement. Under some circumstances, the gun can be fired not
only without the use of the hands and feet but also without the use of the eyes of the marksman,”
“For example, in hunting at night, if an animal made a sound in the underbrush, the head of the
marksman would be instinctively turned in the direction of the sound, and then the gun would be
fired, without the use of the eyes of the marksman.”[1]
It was a great visionary idea that inspired the head mounted displays on stereographic
devices, allowing the user to naturally move the head to aim different areas in the virtual reality
worlds.
12

In 1928 Edwin A. Link introduced the first flight simulator.

Figure 3.8: Edwin A. Link and the first flight simulator in 1928. (Courtesy of Edwin A. Link
and Marion Clayton Link Collections, Binghamton University Libraries’ Special Collections and
University Archives, Binghamton University) [39]
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Figure 3.9: A Link Trainer “Blue Box” at the Western Canada Aviation Museum [16]

Link trainers eventually evolved into astronaut training systems and advanced flight simulators complete with motion platforms and real-time computer-generated imagery. Today is Link
Simulation & Training, a division of L-3 Communications. Since 1991, the Link Foundation Advanced Simulation and Training Fellowship Program has funded many graduate students in their
pursuits of improving upon VR systems, including work in computer graphics, latency, spatialized
audio, avatars, and haptics.
In the 1950s, Morton Heilig designed both a head-mounted display and a world-fixed
display.[30]
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Figure 3.10: A Link Trainer “Blue Box” at the Western Canada Aviation Museum [30]

The head-mounted display (HMD) patent [Heilig 1960] shown in Figure 2.7 claims lenses
that enable a 140◦ horizontal and vertical field of view, stereo, earphones, and air discharge nozzles
that provide a sense of breezes at different temperatures as well as scent.
The second apparatus was a prototype he called Sensorama[31] was created for “stereoscopic
color film, with a wide field of view, stereo sounds, seat tilting, vibrations, smell, and wind.”[29]
This device was very immersive due to the intended activation of all biological human senses
in a multi-modal, multi-sensory experience.

Figure 3.11: Sensorama Apparatus prototype by Morton Heilig [30]
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Figure 3.12: Sensorama Apparatus prototype by Morton Heilig [31]

In 1961, Philco Corporation engineers Comeau and Bryan created the first Head-mounted
displays using a magnetic track system, registering a user’s head movements and updating a camera
angle installed in a different room. The generated images were then presented in the displays given
the user the feeling of being in a different place.
It can not be considered the first VR HMD due to the lack of computational simulation,
but it is a big step for what we have nowadays.
We can also affirm that the feeling of being in a different location could be what we called
telepresence today.
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Figure 3.13: The Headsight HMD (left) and linked remote TV camera (right)[22]

In 1968 Ivan Sutherland at the University of Utah, and the student Bob Sproull, created
the first Virtual Reality (VR) and Augmented Reality (AR) head-mounted display system.
The whole device was cumbersome and almost impossible to sustain by the head. A cable
system was installed to keep the device usable. The appearance inspired the name “The Sword of
Damocles”. When the user put on the HMD, the only images presented were some austere wireframe
environments due to the computational processing power.
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Figure 3.14: Ivan Sutherland’s “The Sword of Damocles device” [73]

Figure 3.15: A closer look of Sutherland’ head-mounted display[73]
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In 1985, Scott Fisher worked for Alan Kay at Atari Corporate Research, focusing on developing immersive video games and educational environments in the Coin-Op division. He continued longer-term research on the possible uses of head-mounted displays (HMDs) and first-person
technologies for a range of home and entertainment applications and later moved to NASA Ames
where,[25] “...along with other researchers developed the first commercially viable, stereoscopic headtracked HMD with a wide field of view, called the Virtual Visual Environment Display (VIVED)”[39].

Figure 3.16: VIEWlab Software team, 1987. From left to right: Scott Fisher, Steve Bryson, Rick
Jacoby, Ian McDowall, Mark Bolas, Phil Stone. Photo credit: NASA/S.S. Fisher[25]
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Figure 3.17: Virtual Environment Reality workstation helmet and gloves - Public Domain

Sound is a critical part of virtual reality immersion, and the Nasa team by combining
research on how humans localize sound in space with new computer systems to process sound
digitally started to develop such technology.
They looked for a solution that could allow for sound to play associated with different objects
or points within the virtual space. This new approach would mainly allow the users to identify the
direction of the source of any particular sound by moving the head.
This research gave rise to the Convolvotron, first developed at NASA by Scott Foster and
Elizabeth Wenzel. The Crystal River Engineering Company, now part of Aureal Semiconductor,
marketed this system.[25]
For a long time, the images seen by visitors to virtual space—such as the images produced
by NASA in the 1980s were elementary.
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Figure 3.18: VIEWlab: Virtual escalator, 1986.[25]

At that time, it was challenging and expensive to generate intricate images of any kind that
could mimic the real world and give the users a sense of immersion in the virtual environments
with the proper real-time response with instantaneous changes in what they saw corresponding to
movements of their head and eyes.
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Figure 3.19: VIEWlab: Virtual lab model, 1986[25]

Figure 3.20: VIEWlab: Menus in virtual dataspace, 1986[25]

Today’s technology allows users to see stereographic photo realistic images at high frame
rates due to modern high-performance computer video cards that can be purchased at affordable
prices.
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On June 6, 1989, VPL announced a complete VR system, RB-2 (Reality Built for 2),
introducing the phrase “virtual reality”.[71]

Figure 3.21: This user experiences and interacts with a virtual world using the VPL Eyephones and
Datagloves.(Image courtesy of NCSA.)[71]

On the same day, Autodesk, Inc. announced their CyberSpace project, a 3D world creation
program for the PC. Division, Ltd. begins marketing VR hardware and software. They later
drop their “transputer” hardware design efforts and license the Pixel Planes technology from the
University of North Carolina at Chapel Hill. The division later sold the hardware component to
Hewlett Packard to concentrate development on their software toolkit, ProVision VR.[71]
In August 1989, B.R. Sorensen, M. Donath, G.-B. Yang, R.C. Starr published their work
on “The Minnesota Scanner: a prototype sensor for three-dimensional tracking of moving body
segments, and where body segments can be of a human or a robot. This concept is the one around
which the HTC Vive Lighthouse tracking system works.[72]
In 1998 Disney opened the first of their DisneyQuest family arcade centers, which feature
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numerous VR attractions using both HMD and projection-based visual displays.[71]

Figure 3.22: The DisneyQuest family arcade center opened in Orlando, Florida(Photograph by
William Sherman).[71]

Figure 3.23: Aladdin’s Magic Carpet Ride (seat and head-mounted display) at DisneyQuest in
Chicago, 1999 (Photograph by Dave Pape).
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3.3

In the 2000s
In the earlier 21st century, the mainstream media did not pay much attention to AR/VR,

but research continued in the government, academic, and military fields.
All companies from the ’80s and ’90s trying to create VR HMDs failed for many reasons,
like being too expensive or not being satisfactorily usable. Another important reason was that the
consumer computers were not capable of processing necessary quality images.

Figure 3.24: Originally compiled by S. R. Ellis [39]

The cinema and TV kept exploring VR and other related theories and research on some
productions. In 2001, for example, Tom Cruise and Cameron Crowe presented “Vanilla Sky”, a film
adapted from an English-language adaptation of Alejandro Amenábar’s 1997 Spanish film “Open
Your Eyes”. In the film, the creators explore the concept of being conscious while dreaming, a
phenomenon called “Lucid Dream,” which is very comparable with VR feelings.
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Figure 3.25: Tom Cruise and Penélope Cruz in Vanilla Sky (2001)[33]

In 2002 a revamped Twilight Zone on the episode “Sensuous Cindy” showed one of the
characters how to get inside a virtual world to meet a VR girlfriend.

Figure 3.26: Greg Germann in The Twilight Zone (2002)[43]

In 2003 Linden Labs releases Second Life, a VR world where people could have themselves
represented by avatars and interact with others.
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Figure 3.27: Several avatars together in Second Life Worlds[49]

In 2009 two productions created the argument of using the VR environment as an alternative
to the real. Battlestar Galactica, creating a VR club, and from the director Ron Moore a film called
Virtuality, exploring a 10-year intergalactic journey to a different star and the use of VR Worlds as
a tool to alleviate the boredom of the long trip.
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Figure 3.28: Clea DuVall in Virtuality (2009)[34]

To better understand the next events is necessary to understand what happened in the late
’90s, with Palmer Luckey, founder of Oculus VR, so it will be easier to understand why VR started to
make sense to the world again. At that time, he builds an extensive head-mounted display collection
and is nowadays considered the most expensive and rare, containing over 50 different HMD’s.
“My goal actually wasn’t to make something,” he explains. “It was actually just to buy
something - I assumed there must be something out there that was really good that I could use for
gaming.”[63]
By raised money fixing and selling mobile phones, among other things, and applied the
money buying different VR systems, “My biggest score was a unit that originally cost about $97,000
in the ’90s,” “and I picked it up for $80. Shipping wasn’t included, and I had to actually drive to the
warehouse and go get it, but those are the kind of deals you can get... There’s very little demand
for outdated virtual reality equipment.”[63]
His goal with this was to feed his passion for VR and learn from it. Furthermore, at the age
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of 16, he designed his first VR headset.

Figure 3.29: Palmer Luckey, Oculus’s founder, taped and glued together the first prototype in 2011
in his garage.Patrick T. Fallon/New York Times/File 2013

Figure 3.30: Oculus Prototype with Silver tape[32]

Other devices were invented in the past decades with reasonable success delivering good
quality images with sufficient framerate. Some examples of these devices are HTC Vive, Oculus

29

Quest, and Playstation VR.
For this thesis, we will end this VR history session by talking about the Oculus Rift S, just
because it was the select platform for the final practical project developed as a concept execution of
this defense.
This thesis also presents the history of one essential software, specifically a game engine,
that was also used for the VR experience demonstrated in further chapters.
Epic Games, originally called Potomac Computer Systems, developed a game engine, game
framework, or gameframe designed to build video games. The first one was a game called ZZT,
released in 1991, and later in 1998, Unreal’s first-person shooter game was called Unreal, followed
by Gears of War and Infinity Blade. This software is recently used for different applications, like
other game genres, Film and TV previsualization, and virtual sets.
Written in C++ Unreal Engine 4 released in 2014, under a subscription model and since
2015 can be downloaded and used for free. Epic uses a royalty business model for commercial
productions where the developers pay back 5% of revenues from sales. Epic waives this fee if the
games and experiences are published through the Epic Games Store.

Figure 3.31: classic first-person shooter Unreal[23]

Unreal Engine 4.26 is the most recent version during the publication of this work and was
used on the VR experience presented here. How it was used will be discussed in further chapters.
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It is planned to be released in a new version, Unreal Engine 5, by late 2021.

Figure 3.32: Unreal Engine 5 demonstration showing Real-Time Ray-Tracing technology[27]
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3.4

From now to the future
The Virtual Reality industry had a value of around 17.50 billion dollars in 2020 and is

envisioned to reach 184 billion dollars by 2026, with a CAGR of 48.7% [36].

Figure 3.33: Market Summary Prediction by Mordor Intelligence [36]

Modern game consoles and faster domestic computers contribute to the user’s willingness
to try new forms of entertainment.
The entertainment industry is and will benefit from the new possibilities. However, numerous companies see this as a chance to reduce costs and increase safety and improve training
retention from employees, allowing them of being trained effectively without being, for example, in
real hazardous plant environments.
Virtual reality can blend the virtual with the real world, creating the sense of being present
in virtual worlds. Numerous companies like HTC, Facebook, Google are investing much energy and
money in production and research, finding ways to be in this future billionaire market.
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Different software and applications are easily downloadable from different platforms, like
Steam and Oculus storefront, and hundreds of content generator companies are born every day.
Likewise, different VR software and technologies are being used and tested to help physicians
and patients in the health care industry.
In the Mordor Intelligence research, they found that “in January 2019, VRHealth, a tech
company focused on virtual reality products for various healthcare implementations, launched a
new set of apps that look to facilitate remote monitoring and family caregiving better. Developed
in collaboration with AARP’s Innovation Lab and announced at CES 2019, the app-based platform
employs in-home VR for a range of different use cases and capabilities, according to the companies.”
The VR apps are now available for download on the Oculus storefront, as well as through the “Health
and Wellness” section of AARP’s Alcove VR platform.

Figure 3.34: HMD Produced from 2016 to 2021 [36]

Since the Covid-19 pandemic started in 2019, the Virtual Reality industry grew even more,
and The Fortune Business Insights has projected a market of 57.55 Billion USD by 2027, a CAGR
(Compound annual growth rate) of 44.3%. Also related to the current pandemic the physical en33

vironment became at some level high risk, changing the companies culture related to training and
raising the question of how necessary it is to be physically present in the company to perform some
task.

Figure 3.35: North America Market size, 2016-2017 (USD Billion) [35]

From the smallest VR studio to the enormous industry leaders, everyone desperately wants
VR to be a success, prove the naysayers wrong, see VR fully adopted, and ultimately see the potential
of this technology fully realized.
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Chapter 4

Narrative
The Merriam Webster dictionary defines narrative as “something that is narrated story,
a way of presenting or understanding a situation or series of events that reflects and promotes a
particular point of view or set of values.”[51]

Figure 4.1: George Lucas Star Wars Saga creator quote on Narrative[48]

Although narrative is an extensive field of study and information, this thesis will present
sufficient information to understand what narrative is and the different classifications we find in
traditional literature and other storytelling art forms. This review will promote a clear understanding
of the strength and the purpose of using one of its forms in virtual-reality experiences.
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According to Aristotle (4th century BC / 2018), the human being is a social animal. It
needs a relationship with individuals of its kind to enjoy a natural and complete existence. The
Greek philosopher substantiates this thesis through the observation that man is naturally needy.
He needs “things” from other individuals to achieve their completeness, physical or immaterial
productions. The most fundamental human unions would come, initially, from the lack that makes
the perpetuation of the species impossible, that is, the latent need for male and female. As with
other animal or plant beings, a natural impulse would guide the human being to join with another
individual of the same species, or his perpetuation would be threatened.(Aristotle, 4th century BC
/ 2018). [77]
Communication capacity, however, allows this social inclination to be leveraged to levels
unprecedented in nature in the human case.[28]
It is well known that animals, including aquatic beings, birds, and even insects, have some
form of language to inform dangers, locate food and build mating possibilities[28]. However, simple
observation demonstrates that humans take this ability to a degree of complexity unique in the
animal kingdom, enabling the construction of more elaborate social networks.
Thus, it is claimed that the habit of storytelling is present in the communicational exercise
of human beings since the beginning of their existence, or at least from the moment they conquered
the domain of structured thinking, also called the Cognitive Revolution[53], and which was decisive
for the addictive nature of knowledge, as well as a basis for constructing human culture itself.[17]

Figure 4.2: A street art piece by artist Pony Wave depicts two people kissing while wearing face
masks on Venice Beach in Venice, California.(Mario Tama/Getty Images) [48]
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The ability to communicate knowledge and beliefs gave humans a unique repertoire, originally transmitted orally, later through rudimentary graphic representation, until it reached writing,
theater, and contemporary communication techniques. This set of forms assured man an extraordinary ability to adapt, protect, and anticipate a hostile planet’s dangers and challenges.[17]
So it is clear that every story needs someone to tell the story and picture, with all passion, a
series of events lived or experienced by the characters in the story, leading people to feel what these
characters feel, being mere creations, or real person’s stories must be told with believable universal
values.
The narrator needs maximum comfort because it is an activity that aims to awaken people’s
desires and pleasure. Working with stories should facilitate meetings and interpersonal relationships.
Storytelling must have a relationship based on the joy of being able to present a short story
as a portal to open the imaginary and likewise grant the world of diverse cultures, as it is a question
of providing the benefit of the teller’s word, giving it, and integrating it into its psycho-affective
universe. This work is assured and continually produces good things in people’s life.
Therefore, creators and storytellers need to understand a series of tools and techniques that
allow the communication of these events and ideas and moral values to be as effective and robust as
possible.
Throughout the human effort to create stories, some features are present in almost all
the stories, promoting a compelling and dramatic arc and, consequently, facilitating the public’s
emotional relationship with the narratives and their characters.
Dr. Paul J. Zak, the man behind discovering the neurochemical, behavioral effect in the
brain called oxytocin, questioned if the molecule might drive people to interlace in collaborative
behaviors. In a series of experiments utilizing videos, his lab found that compelling narratives cause
oxytocin release and have the ability to influence our attitudes, beliefs, and behaviors.
In one of his researches, he stated, “I soon realized I had stumbled on a potentially useful
way to extend my studies of the social brain. My lab was the first to discover that the neurochemical
oxytocin is synthesized in the human brain when one is trusted and that the molecule motivates
reciprocation.[86][87][61] We found that the human oxytocin response was similar to that found in
social rodents[20], signaling that another person (or rodent) is safe and familiar. Perhaps most surprising, we found that in humans, this “you seem trustworthy” signal occurs even between strangers
without face-to-face interactions.”
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After watching the film “Million Dollar Baby,” he describes how he wonders if movies and
direct personal interactions would cause oxytocin release. His research partner Jorge Barraza edited
a set of a short videos that they obtained with permission from St. Jude Children’s Research
Hospital.

Figure 4.3: A frame from the film “Million Dollar Baby” released On December 15, 2004, [60]

One of the versions shows a father talking to the camera while his 2-year-old son, Ben, who
has terminal brain cancer, plays in the background. The narrative has a classic dramatic arc in
which the father struggles to relate to and enjoy his son while comprehending that the son has only
a few months to live. The video closes with the father finding the strength to stay emotionally close
to his son “until he takes his last breath.”
They also produced a video of the same father and son spending a day at the zoo. The
version does not suggest cancer or death, but the boy is bald (from his chemotherapy) and is named
“miracle boy” once during the clip. This video releases the tension caused by the typical story
structure but includes the same personas. This version was used as a controlled story to see what
the brain does when any video is watched.
In the first study of narratives, they took blood before and after participants watched one
of the two versions of the video and found that the dramatic arc’s narrative caused an increase
in cortisol and oxytocin. Tellingly, the change in oxytocin positively correlated with participants’
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feelings of empathy for Ben and his father. High empathy motivated participants to offer money
to a stranger who was in the experiment. We connected a story to a feeling and then to prosocial
behavior. Ben and his father’s “flat” narrative at the zoo did not increase oxytocin or cortisol, and
participants did not report empathy for the story’s characters.
These findings suggest that emotionally appealing narratives inspire post-narrative actions,
in this case, sending money to a stranger. However, maybe this result only applied to videos of
dying children.
Also, they did not know that oxytocin was the reason participants cared about the video
characters, just that oxytocin and empathy were correlated.
The first study pointed to oxytocin as the biological instrument that puts people in thrall
to a story. To assess oxytocin’s causal impact on narrative immersion, they ran a study using
public service announcements (PSAs) in which participants received intranasal infusions of synthetic
oxytocin or a placebo. This time around, they test a more extensive set of video narratives using
stories that most viewers would not have seen before and ones that could evoke a prosocial behavior
at a cost (such as a donation).
They “found that the change in oxytocin was associated with concern for the characters in
the story, replicating our earlier finding. If you pay attention to the story and become emotionally
engaged with the story’s characters, then it is as if you have been transported into the story’s world.
This is why your palms sweat when James Bond dodges bullets. And why you stifle a sniffle when
Bambi’s mother dies.”[85]
Good narratives that lead us to engage in the characters’ experiences provoke a sense of
being in other peoples’ shoes and often move us to do something about it, at least mentally and
in our real lives, motivating us to live our lives more intensely. A healthy well created story, with
strong universal meanings focus on tension and release in its content, driving the brain to a dramatic
story arc, where everyone can create different strong feelings about the characters in the story. The
climax of the story helps induce an intense neural condition, and the relief after that is also pleasant.
This movement in the story is what different narrative techniques help creators to do.
Aristotle (Poetics, 335 BCE), as mention before, Gustav Freytag (Die Technik des Dramas,
1863), and Joseph Campbell (The Hero with a Thousand Faces, 1949) have stated that the rising and
falling tension of dramatic performances promote people toward emotional attachment to characters.
Screenwriters in the film industry use these techniques to make the story pleasant, using
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rising and falling tension and universal human values. This subject alone is another extensive field
of study, but it is necessary to mention some of these values:
Power: authority; leadership; dominance, social power, wealth.
Achievement: success; capability; ambition; influence; intelligence; self-respect.
Hedonism: pleasure; enjoying life.
Stimulation: daring activities; varied life; exciting life Self-direction: creativity; freedom;
independence; curiosity; pursuit of personal goals.
Universalism: broadmindedness; wisdom; social justice; equality; a world at peace; a
world of beauty; unity with nature; protecting the environment; inner harmony.
Benevolence: helpfulness; honesty; forgiveness; loyalty; responsibility; friendship.
Tradition: accepting one’s portion in life; humility; devoutness; respect for tradition;
moderation.
Conformity: self-discipline; obedience.
Security: cleanliness; family security; national security; stability of social order; reciprocation of favors; health; a sense of belonging.
Every story is different but somehow the same.
A well-constructed story will lead us to understand how this technique can be used in Virtual
Reality Media, taking advantage of resources that books, TV, and cinema do not offer.
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4.1

Story Structure and Narrative Voice
To have a good solid story, an author needs first to understand that this field is well explored

for many years, and many different approaches and techniques were developed over time.
Simultaneously, a general guideline can be followed by storytellers to communicate the ideas
clearly and generate empathy for the characters in the story. The narrator’s voice, who tells the
story to the reader, listener, or user (names defined depending on the media), also needs to be
carefully selected to hear directly inside their mind who is talking to them.
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4.1.1

Story Structure
Throughout the human endeavor in creating narratives, some points stand out in practi-

cally all the stories, presenting themselves as proven elements that promote a dramatic arc, and
consequently, facilitate of the audience’s emotional connection with the narrative. [15]
Essentially the narrative structure consists of two fundamental aspects, chronology and
causality. As stated before, even having different approaches and techniques, authors consistently
accept the necessity of a temporal chronology of events, a dimension, and defined relationships
between story elements. Things occur over time in an organized manner where the interlocutor can
track and perceive when things are happening.[15]
The narrative happens thought organizes events in terms of a temporal dimension; things
occur over time. Time is configured in narratives as episodes, each with a beginning, middle, and
end, whereas time, in reality, is an undifferentiated, continuous flow.
“Perhaps its principal property is its inherent sequentiality: a narrative is composed of a
unique sequence of events, mental states, happenings involving human beings as characters or actors.
These are its constituents. But these constituents do not, as it were, have a life or meaning of their
own. Their meaning is given by their place in the overall configuration of the sequence as a whole,
its plot or fable. The act of grasping a narrative, then, is a dual one: the interpreter has to grasp
the narrative’s configuring plot in order to make sense of its constituents, which he must relate to
that plot. But the plot configuration must itself be extracted from the succession of events.”[13]
“Paul Ricoeur, paraphrasing the British historian-philosopher W. B. Gallie puts the matter
succinctly: a story describes a sequence of actions and experiences of a certain number of characters,
whether real or imaginary. These characters are represented in situations that change. . . [to] which
they react. These changes, in turn, reveal hidden aspects of the situations and the characters, giving
rise to a new predicament that calls for thought or action or both. The response to this predicament
brings the story to its conclusion.”[13]
Narrative thinking structures different elements of the story in an organized manner, establishing a relationship between them. This interaction promotes a motor of actions and reactions,
moving the events forward.
So the story starts with an event or a series of events that will make the characters react,
generating new events and set state or new goals for each element involved in the plot. The char-
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acters’ psychological state and behavior in the story motivate him to new goals, giving plausible
reasons to experience new actions. Because these narrative elements are organized through time,
causal inferences can be made.
This action leads the character through a journey that at some point has an end.
“A typical story consists of interrelated episodes describing human action sequences; people
are willing to make inferences and even delete (or forget) information in order to make their stories coherent and complete. Narrative thinking does not lead people to ignore contradictions, but
it provides a way for the inevitable inconsistencies that people observe in human behavior to be
interpreted and remembered more easily.” [7]
Building stories is an ongoing process; people fit characters and episodes together in a
narrative form to render the world and their lives meaningful.[7]
Develop narratives is a challenging work process, and as a result, people visualize the characters and events, connecting their emotions and empathizing with them, creating in their minds a
colorful world and bringing meaning to their lives.
Another portion used in storytelling is called “Monomyth” or the “Hero’s Journey”. This
set of components can be found in a wide variety of stories that contain a common hero transforming
its situation by joining in a series of experiences in a fiction world and, in a decisive crisis, conquers
a victory, returning to home, or the ordinary day life being transformed in something else magical
or heroical.
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Figure 4.4: Mark Hamill as Luke Skywalker and the character Yoda appear in this scene from “Star
Wars Episode V. A good Hero’s Journey example. Lucasfilm Ltd. [70]

The study of stories formed based on the monomyth began in 1871 with anthropologist
Edward Burnett Tylor’s observations on common patterns in all hero journeys. Joseph Campbell
later popularized this idea in his 1949 work: The Hero with a Thousand Faces.[15]
Campbell argues that even primitive cultures, and those who had never encountered contact
with each other, share structures of substantially related archaic stories. Throughout all world,
history myths appear with extraordinary similarity and have been a source of inspiration for the
human being’s most different activities.
The author explains, through examples, that these stories would have the ability to affect
and stimulate deep creative stimuli since they would be the fruit of the human psyche.[15]
Based on Campbell’s work, the American screenwriter Christopher Vogler created a writing
manual, “The Writer’s Journey,” and originally an influential memo wrote for Walt Disney Animation executives regarding The Lion King, based on the theory that all stories can be summed up
in a series of narrative structures and characters described through the same mythological allegory.
The book details a twelve-stage, myth-inspired method that has galvanized Hollywood’s cinematic
storytelling treatment.
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Figure 4.5: The stages of the Hero’s Journey [80]
“A format that once seldom deviated beyond a traditional three-act blueprint, Vogler’s
comprehensive theory of story structure and character development has met with universal acclaim
and is detailed herein using examples from myths, fairy tales, and classic movies.[80] His book, ”
has changed the face of screenwriting worldwide over the last 25 years and continues to do so.”[80]
Vogler, however, warns about the importance of the intended use of this formula to avoid
clichés and tedious and expected stereotypes. “However, if writers absorb their ideas and recreate
them with new insights and surprising combinations, they can invent new ones original forms and
schemes based on ancient and immutable elements.”[79]
The Hero’s Journey would be used as a primary structure filled with each narrative’s unique
and distinct details. The different stages of this technique should never be constraining the overall
flow of the events and plot points but only guide the writers or creators to have a stable guide for
the variances.
Vogler’s approach is essential but at the same time is just one of the multiple facets of
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storytelling techniques. In 1863, Gustav Freytag, a German novelist, proposed a model based on
a pyramid to create a base pattern for story plots stating that the narrative arc travels through
different blocks. The main two halves are the play and counterplay. Inside each half, we have a
subdivided into five stages: exposition, rising action, climax, falling action, and resolution.

Figure 4.6: Gustav Freytag story pyramid, image created by Rodney Costa

Exposition is the start of a story, including information about the main characters and
environment. It is the moment directly and objectively to tell the audience what is happening,
when it happens, and where.
Rising action, also known as “Conflict,” is when struggle or challenge appears, is a reason
that triggers the character to act and makes the audience understand what the story is about. This
part gets more suspenseful as the story progresses, making the audience wonder what will happen
next.
Climax is the story’s main event, the maximum tension when the protagonist faces the
conflict presented previously in the plot. In general, it is when the character needs to make an
important choice that can lead him/her to win or lose the conflict.
Falling action is the part of the story which shows the consequences of the climax. At this
moment, the protagonist may face the consequences of his acts and decisions in the climax, leading
the character to succeed or fail.
Resolution: it is the conclusion of the story, with a moral or point of view the creator wanted
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to share. This part concludes the story, which wraps everything up and fills in any details that had
not been revealed before.
It is where the story is fully understood. Furthermore, it gives the audience an indication
of what is to happen once the story ends too.
These are the main but few techniques used in the story structure and are the same techniques used on the Virtual Reality experience created to demonstrate the arguments defended in
this dissertation.
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4.1.2

Narrative Voice
We have different forms to narrate a story. This section will review some of these forms, at

least the most used ones.
The narrative voice is the perspective fro which the story is told. The author adopts a
narrative voice accurately, affecting the story and the interlocutor response.

4.1.2.1

First-person
The first narrative mode is first-person. In this form, the audience hears the main character’s

story, typically referring to himself using the pronoun “I,” “us,” “our,” and “ourselves.”
One of the benefits is that the audience learns about the characters and situations as directly
told by the character, so it feels that the character has an intimate conversation with the audience.
It is easy to empathize with the lifestyle the character is living and consider walking hand to hand
through the journey.
In general, the first-person form is somehow limiting because the character is the only one to
tell the story, and the audience can never enter quickly and effectively the other character’s minds,
as what happens with the protagonist.
An excellent example of a first-person narrative in a film is “Forrest Gump”, starring Tom
Hanks. “The movie begins with Forrest Gump sitting at a bus stop and a feather falling to his feet.
Forrest picks up the feather and puts it inside a book. Then he starts telling the story of his life
to a woman sitting next to him. An interesting part of the movie is that throughout, the people
listening to Forrest’s story keep changing.”[78]
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Figure 4.7: Forest Gump staring Tom Hanks[66]

We hear directly from Tom’s Hank character how he faces life and succeeds during the entire
movie.
This form of narrative is tough to accomplish in the film, though voice-over narrative can
produce the same structure. Orson Welles delivers comparable results in Citizen Kane through, for
example, the intelligent use of POV and over-the-shoulder shots. Such narrators can be active characters in the story being told or mere observers. First-person narration emphasizes communication
and often includes an embedded listener or reader, who serves as the tale’s audience.[24]
The first-person narration focuses the story through the view of a single character. Consequently, motivation or psychology is often raised: why is this narrator telling us this story in this
way, and can we trust him? For this reason, untrustworthy storytellers are not unusual.[24]
“The first-person point of view allows readers to feel close to a specific character’s point of
view; it lets the reader in, so to speak. It also provides writers with a tool for crafting the readers’
perspective on the fictional world. Using the first-person also can be easier for beginning writers
since everyone is accustomed to telling stories from their own personal point of view. However, the
first-person point of view limits readers to that one perspective. They only can know what the
narrator knows, and this can make telling the story more difficult, depending on the plot and other
characters involved.”[83]
This mode is frequently used by romance and mystery authors to present the audience with
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a sense that they are playing in the protagonist’s drama and difficulties.
Though, the first-person narrative restricts readers to that one viewpoint. They can only
know what the main character knows, making communicating the story more complicated, depending
on the plot and other characters involved.
Before talking on the logical next narrative voice, this thesis will review the third-person
point of view, so later discuss the reason of this work talking about second-person mode.
An excellent example in literature of a first-person narrative is Clarice Lispector writing
in “Felicidade Clandestina”(Clandestine Happiness) that is written in the gerund: “it was a book
to live with, eating, sleeping” Verb tense gives the impression that she is writing in front of us, in
front of the reader, to reveal in her total nakedness, in her poignant helplessness, the very act of
writing.[50]

Figure 4.8: Clarice’s Lispector book “Felicidade Clandestina”(Clandestine Happiness)[46]

The author establishes in the short story a coexistence between reality and fantasy, disputing
the same space. The truth of an adult woman who rescues childhood fantasies overtime in which, as a
character, she had been subjected to unpredictable games, treated with deceit, arriving in shocking
situations, in passivity that, at times, resembles ambushed prey. However, the same protagonist
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previously constrained to the cunning of her schoolmate, now in the narrator’s position, exercises
full control over the reader. It passes from character to the narrative controller of the text, playing
with the senses of the one who is immersed in the fictional. story.[50]
“The next day, I went to her house, literally running. She didn’t live in a house like me but
in a house. She didn’t ask me in. Looking into my eyes, she told me that she had lent the book to
another girl and that I would come back the next day to pick him up. Open-mouthed, I left slowly,
but soon hope would take me all over again, and I would start walking in the street again, which
was my strange way of walking through the streets of Recife” (a city in Brazil). “I fell: the promise
of the book guided me, the next day would come, the following days would be my whole life later,
the love for the world awaited me, I walked around the streets as usual and never fell.”[46]
An interesting example is the VR experience “Dear Angelica”, “A journey through the
magical and dreamlike ways we remember our loved ones. Entirely painted by hand inside VR, Dear
Angelica plays out in a series of memories that unfold around you. An immersive, illustrative short
story starring Geena Davis and Mae Whitman”[67]. The creators used the first-person narrative but
mixed with another secondary character speaking to her, inside her mind through memories while
writing a letter.

Figure 4.9: Dear Angelica - A VR Experience
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4.1.2.2

Third-person
The third-person point of view is a narrative mode in which the storyteller uses the char-

acter’s actions using the pronouns “he,” “she,” and “they.” In literature, all the dialogues using the
pronouns “I” and “we” only occur within quotations, but in films, the characters can talk by themselves, and the switch between narrator and first-person naturally happens as soon the character
talks.
A good example is the film “Stranger than Fiction”, starring Will Ferrel.
The main story begins with Harold Crick (Ferrell) hearing an immaterial voice narrating
his life as it occurs. This narrator tells everything that is happening concurrently with his actions.
The curious, and what makes the film special, is that different from other films where the viewers
are the only ones who listen to the narrator, the writers decided that Ferrel’s character also hears
the voice creating the explicit interaction on how Harold Crick acts. The film was shot in Chicago
and has been acclaimed for its innovative, intelligent story and nuanced performances.
For this research is an excellent example and, in an exaggerated form, how third-person
mode creates a voice that tells the character stories from any character angle.

Figure 4.10: Stranger than Fiction starring Will Ferrel[66]

Ginny Wiehardt stated in an article published on October 18, 2019, that there are two forms
for third-person narrative, the omniscient “in which the narrator knows all of the thoughts and
feelings of all of the characters in the story.”[84] and the limited,“ in which the narrator relates only
their own thoughts, feelings, and knowledge about various situations and the other characters.”[84]
We can also a good example of these techniques in a letter addressed to Heloisa de Medeiros
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Ramos, dated May 7, 1937. The writer from Alagoas, Brazil Graciliano Ramos,a renowned Brazilian
writer, recorded to his wife, that he had written a story about the death of a dog.
He said that he tried to guess what could happen in a dog’s soul. He asked if dogs had a
soul. The dog Graciliano mentioned a character in a short story that later was in one of his most
acclaimed books, “Vidas Secas” (the title in English: ”Barren Lives”).[64]
Ramos uses the third person narrative to tell this little dog’s story named “Baleia (Whale):
The Whale (dog) was about to die. He had lost weight. His fur had fallen in several places;
his ribs bulged on a pinkish bottom, where dark spots were suppurating and bleeding, covered with
flies. The sores in his mouth and the swelling of his lips made it difficult to eat and drink.
That is why Fabiano had imagined that she had a hydrophobia principle and had tied a
rosary of burnt corn cobs around her neck. However, Whale, always from bad to worse, rubbed
against the posts in the corral or got into the bush, impatient, shooed away mosquitoes, wagging
their withered ears, waving their short, short tail, thick at the base, full of threads, similar to a
rattlesnake tail.
So Fabiano decided to kill her. He went to get the flintlock rifle, sanded it, cleaned it with
the ragbag, and made sure to carry it well so the dog wouldn’t suffer too much.
Sinhá Vitória closed herself in the dressing room, towing the frightened boys, who guessed
misfortune and never tired of repeating the same question:
- Are you going to mess with the Whale?
They had seen the chumbeiro (a small bag to carry ammunition) and polvarinho (an object
made of an animal horn to carry gunpowder). Fabiano’s manners afflicted them, made them suspect
that Whale was in danger.
She was a member of the family: the three of them played together. To put it differently,
they waddled in the river sand, and the fluffy manure that was rising threatened to cover the goat’s
pen.”[65]
This is a fantastic example of a third-person story where the narrator is a mere observer but
slightly describes some of the characters’ feelings(Fabiano when the author narrates what he thinks
what disease the dog has).
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4.1.3

Second-person
The second-person narrative mode and, in traditional literature also called second-person

point of view, is the center of this thesis defense as the chosen form to narrate the virtual reality
experience created.
It is necessary to understand the traditional ways in which second-person narrative form is
found in the literature to comprehend the variances, benefits and adaptations in a virtual reality
project proposed in this research.
Many years ago, once a painter at the cave at Trois-Frères took a brush to cave wall, it
was once with the recognition of designing images no longer only for himself, but, we today assume,
additionally for another.[56]
Whether or not these pictures were autobiographical, their author conceived experiencing
a point of view different from his own. If the painted faces of anthropomorphic gods and goddesses
later watched back from the darkness of temples at visitors, this, too, was by an artisan’s design.
Such skill in bringing viewers into contact with another lifelike level of existence, through
a sort of mimesis of dialogical gaze, long-held for viewers something similar to magic. Certainly, a
purpose any writer working today might likewise pursue.[58]
The twentieth century took things further to encourage a strategy linguistically setting “you”
in a story world as if “you”, yourself were a dynamic character, dimmed to someplace between the
style of fiction storytelling that presents an interior view world in diegetic, which points of interest
around the world itself and the encounters of its characters are uncovered unequivocally through
the account where the story is told or described, as contradicted to appeared or ordered and, there
is an assumed separation from the narrative of both the speaker and the group of spectators but
concurrently extradiegetic where the narrator describes a story from a exterior universe of specific
content.
Gérard Genette French literary theorist,said that the story itself, as restricted to narrative
talk, “is as of now, for us [...] a thing of the past, and we ought to rush to consider it because it
resigns, sometime recently it has totally vanished from the horizon.”
For the French literary theorist, essayist, philosopher, critic, and semiotician Roland Barthes,
second-person narrative “it is the address of the creator to his creation, named, constituted, created
in all its acts by a generative judge.” [58]
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In Michael Butor novel, a French poet, novelist, teacher, essayist, art critic, and translator
wrote that second-person narrative is dominant importance because “it institutes the hero’s conscience: it is in hearing himself described by a look that the hero modifies himself”. If the author’s
death ushered in what we today call reader-response theory, one finds, in the above lines, the seeds
of an eventual “writer response theory.”[58]
While Butor’s own comments on his reasons for employing the form were consistently somewhat enigmatic, Georges Perec, three years later, both substantiated and complicated Barthes’s
assumptions in commenting on his published “Un Homme Qui Dort” (The Man Who Sleeps)[59].

Figure 4.11: Un homme qui Dort starring Jacques Spiesser[59]

Using second-person in a novel, Perec said, finally “mixes the viewer, the character and the
author.” “I directly address the viewer, [. . . ] I directly address the character,” Perec admitted, but
insisted most emphatically that “this ’you’ is also an ’I.’ ”
Perec was, he said, trying to speak of himself “in a very personal way, but with a certain
distance.”[58]
The second-person narrative voice is one of the foremost imperative and complex choices in
story writing. It influences story components such as tone, subject, and strength. Most importantly,
it influences the relationship between the storyteller, peruser, and protagonist that first-person and
third-person do not share.
For this thesis, the second-person narrative will be defined as a narrative that uses the
second-person pronoun as the primary source of point of view, where “you,” “your,” and “yours”
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function as the main character and excludes texts that occasionally address the reader.
Janet Burroway’s book, “Writing Fiction: A Guide to Narrative Craft,” is “one of the most
extensively used textbooks on the writing of fiction”[76].
Burroway defines second-person narrative as “the basic mode of the story only when a
character is referred to like you” and excludes direct addresses and “you,” replacing the generalized
“one.” [37]
She also explains some advantages and disadvantages of the second-person narrative. “The
author assigns you, the reader, specific characteristics and reactions, thereby pulling you more
profound and more intimately into the story.” However, unlike third or first person, second-person
draws attention to itself, and. . . some readers may resist the second person because they do not
identify with the character.”[37]
Sherri Szeman’s book, “A Guide to Narrative Craft: Mastering Point of View,”[74] gives a
much more complete approach to all three pronominal options.
It is not an exaggeration to say that a novel is its point of view, for point of view determines
the readers’ responses, controls the readers’ sympathies or empathies for the characters, and engages
or distances the readers’ emotional involvement the fictional world.
She defines the second-person narrative to include a direct address to the reader, humanity
in general, and actual or implied characters.
“The advantages of using second-person point of view are that your audience may feel
directly connected to you as the author and may feel more intimately involved with the characters
and the action in the novel when directly addressed. . . The disadvantages. . . especially if writing an
entire novel in this style, is that as soon as your readers no longer feel that the ’you’ being addressed
and described applies to them, you may lose the reader’s interest in your work.”[74]
She suggests: “As long as you are clear about the relationship of the ’you’ to the other
characters in the novel and your own audience. . . your readers will be able to understand what you
are doing”[74]. By immediately identifying the reader’s relationship, the author establishes the
reader’s role in the story.
Second-person narratives possess a high sensorial appeal and are extensively used in genres
like erotica and interactive games. The audience is invited to feel the emotions and biological
stimulus as themselves or if the author wants to give them some level of decision control like in
games and interactive media.
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In both cases, it makes much more sense that the narrator refers to the audience as “you,”
“your,” pronouns expecting them to assume the character’s life in the story but at some correlated
level drive what the viewer or reader will feel and experience.
This subconscious relation brings security to experience any feelings, sharing the responsibility for any character adventure with an unmaterial entity created by the nonexistence of a direct
third-person narrator that could be accused of put the viewer in forced situations, and the viewer
itself for not be responsible for the decisions of the character, even staying connected to the story as
being the character himself, freeing the viewer from any prejudice or moral condemnation for being
living the situations the character lives.
Authors may utilize the second-person to closely approach subjects from personal connections since the second-person narrative permits themselves to hold a relationship at a certain
detachment.
The novelist David Foster Wallace described “one of few autobiographically implicated
things” he had “ever tried” to write as being the fictionalization of an “excruciatingly” shameful personal experience. His “desire for an Alienated Narrative Persona” led him “to use the second-person
point of view” to distance himself from the memory as it was recalled while writing. [58]
Many writers demand explicitly that the “you” in their novel is, as Peter Bibby called it, a
“counterfeit first-person,” “which permits the author get out of from a circumstance of disgust at
the self,” being in a position where you stand outside yourself and needing nearly not to be that
person.[58]
Simultaneously,“in disassociating their authorial personae from experience, slipping into
second-person allows the emergence of a blank textual figure that readers often feel encouraged to
identify. It is always a memorable moment when we, as readers, identify with something in a literary
text. Perhaps even more memorable is the moment in which we can say not,” “That is me!” but
instead, “it could be ...”, “something which second person texts, much like slips into second-person
in oral narration, would seem to promote.”[58]
This leads us to more complex psychological aspects of how a person identifies themselves
with another person or a fictional character.
While “within the psychoanalytic literature there is an assertion that the central meaning
of identification proof is basic – to be like or to ended up like another, it has moreover been decreed
the most confusing clinical/theoretical range in psychoanalysis.”[12]
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The next chapter will briefly present how this psychology works and why the knowledge
acquired from narrative and psychology is useful to create strong, believable virtual reality experiences.
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Chapter 5

How Mind Works
The identification of itself is “the psychological process whereby the subject assimilates an
aspect, property, or attribute of the other and transforms him or herself, wholly or partially, after
the model the other provides.”[45]
Investigations into the nature of knowledge began in the fourth century BC when in Ancient
Greece, Plato founded a school of philosophy to spread Socrate’s ideas.
According to Plato (and, probably, also with Socrates), the domain of knowledge for excellence was inherent in mathematics and the exact sciences. The purest forms of knowledge were
idealized forms that can only be glimpsed in the mundane reality. An perception of all questions
of genuine knowledge was already embedded in the human soul from birth. As we see in Menon’s
dialogue[62] (in which Socrates teaches geometry to a young slave, Menon), the task of instruction
was only to bring ideas to consciousness that had always been in the soul.
Today, equipped with new tools and new concepts, a new group of thinkers called cognitive
scientists to investigate many of the issues that had already preoccupied the Greeks for approximately
2500 years.
In September 1948, a group of scientists representing various fields met at the California
Institute of Technology at a conference on “Brain mechanisms of Behavior.” This congress aimed to
discuss a classic question: how the nervous system controls behavior.
This congress, called Hixon’s Symposium, was just one of the countless meetings held by
cognitive-oriented scientists, but it was essential because of two factors: the link is made between
brain and computer and the relentless challenge it placed on behaviorism.
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In recent years, studies of cognitive behavior and biological studies have been made with
amazing discoveries. These studies have shown effective results using cognitive behavioral therapy
(CBT) as treatment models in various mental disorders with high effectiveness rates.[9], [10][26]This
therapy offers a perspective interesting for integration with the field of neuroscience, since any
intervention is linked to experimental research support and empirical.[19]
The exchange of cognitive-behavioral therapy with neuroscience is the dialogue between
mind and brain. We can consider that the mind and brain are integrated and interdependent.
Mental processes influence brain plasticity at various cellular, molecular, and neural circuits.[8][44]
To illustrate this, Beauregard’s relationship cites that fear-inducing thoughts increase adrenaline
secretion, while thoughts related to happiness increase endorphin secretion. The processes of neural
processes involve other physiological processes such as the immune and the endocrine, associated
with communication between mind and brain processes. To paraphrase Paquette et al. (2003),
“changing your mind you can modify your brain.”
Neuroscience research can collaborate to enhance our knowledge about the neurobiological
bases of psychopathologies and CBT and assist in the refinement of interventions to increase the
treatment’s effectiveness. However, it can also help us understand how our brains relate to external
inputs, guided stimuli and lead the individual to feel differently from its natural passive state.
Studies show that mental disorders are involved with the inability to control fear (LeDoux,
1998; Liggan & Kay, 1999) and difficulty regulating negative emotions (Mocaiber et al., 2008;
Ochsner & Gross, 2005). These research data suggest that fear conditioning and difficulty regulating emotions play an important role in forming and maintaining anxiety disorders. Mocaiber et
al. point out that research on the neural circuits of extinction has important clinical implications.
This is because anxiety disorders are partly characterized by resistance to the extinction of emotional
reactions learned to anxiogenic stimuli and avoidance behaviors.
The brain is programmed to detect dangers, both those that our ancestors routinely faced
and those learned today by each of us. The amygdala and its connections, input, and output,
are central to these processes. Studies show that men and animals acquire fear of objects that
are potentially dangerous over time. The ability to recognize and respond quickly to a potentially
dangerous stimulus is advantageous for survival. Therefore, we would be biologically prepared to
respond to dangerous stimuli to guarantee our kind preservation. This is notorious when realizing
that some individuals have specific phobias, such as snakes, which are currently less threatening to
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humans than other stimuli, such as firearms. In this way, we can produce more efficient protection
responses for our biotype and express the selected reactions for ancestral environmental conditions
(Hofmann, 2008; LeDoux 1998).
Fear is just an example of primitive biological responses provoked by our brain, but many
other feelings are connected to our body sensations and how we behave.
There are several types of therapeutic approaches. Among them is Freudian Psychoanalysis, Analytical or Jungian Psychology, Lacanian Psychoanalysis, Behavioral Analytical, Gestalt,
Psychodrama, and Cognitive Behavioral Therapy. All of them can help this thesis prove the same
point, that our brain is more than ready to receive stimulus and react mentally and also physically
to them. Not only that, this neuro-biological or neuro-physiological stimulus, as a result, creates
new perspectives, inspiring humanity to do better, to live a meaningful life for itself and others.
Understanding how our brain works are precisely what an author needs to know to create
stories that will impact people for good, create the same positive results, and avoid harmful behaviors
when creating stories.
Especially in virtual reality, the mind is fed with audiovisual stimulus naturally recognized
by humans and understands all aspects of the relationship between the mind, body, stimuli, and
sound. The narrative is crucial to create meaningful experiences evolving the traditional way to tell
stories.
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Chapter 6

Related Work
This thesis’s primary goal is to provide enough evidence that the second-person narrative
can be used as a primary narrative mode in VR and provoke a discussion and research on how this
narrative mode can be used as a storytelling tool.
VR experiences solve the significant problems when using the second-person narrative in storytelling and vice-versa because of the immersive and controllable characteristics, creating symbiotic
support between them.
This thesis offers a research proposal by creating a series of virtual reality storytelling
experiences, just like a TV series, but entirely and exclusively using VR as media. Due to the
complexity of creating all episodes, only a VR trailer for the series was created to test the central
concept. This experiment can start a discussion on how this narrative mode could be used as a
promising production storytelling pipeline.
First, we have to address why the second-personal narrative mode was the best option for
this specific trailer production combining psychology, neuroscience, aesthetics, semiotics, and all the
knowledge discussed in this thesis.
Let us begin analyzing the main idea of the production.

6.0.1

Influences
The thesis’s primary purpose was to create a Virtual Reality Experience, non-interactive,

one hundred percent conducted by a Director(storyteller), similar to an animated feature film, full

62

computer-generated (CG)using exclusively second-person narrative.
The production started by creating the whole series vision, not considering any particular
theme, but with a main important subject. After the main structure and idea, the main character
can be created to face different particular challenges in each episode depending on the episode’s
central subject, and a new particular story arc and a new journey can be created every episode. To
better clarifying, no particular connection exists between the episodes, and we know the character
is a different one living a different story every episode, the only connection between them is that the
audience will be the main character living their life on the “skin” and “mind” of that character.
Many different references and stories motivate the project’s central theme, but there is a
particularly intriguing case about Jeni Haynes, an Australian woman who created more than 2500
different personalities after being abused by her father. Miss Haynes was diagnosed with Dissociative
Identity (DID), or Disorder or Multiple Personality Disorder (MPD).

Figure 6.1: Jeni Haynes was allowed to let six of her personalities testify against her father[14]

It is believed to be the first case in Australia, and perhaps the world, where a victim with
diagnosed Multiple Personality Disorder (MPD) - or Dissociative Identity Disorder (DID) - has
testified in their other personalities and secured a conviction.
As a coping mechanism, Jeni developed Dissociative Identity Disorder, a psychiatric condition wherein a person’s identity becomes fractured into distinct personalities called alters.
These tragic events motivate the idea of multiple consciences to live other people’s lives in
her case as a defense.
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Jeni gave evidence in March 2019 of the abuse through Symphony and five other personalities
that each experienced different aspects of the abuse. The trial was heard by a judge alone because
lawyers considered it too traumatic for a jury. In September, a Sydney court sentenced In September
Richard Haynes, now 74 years old, to 45 years in prison. Besides the terrifying and sad story of
miss Haynes, it proves our mind’s incredible capacity to create, adapt to different personalities, and
temporarily or permanently in some rare, extreme cases.
Somewhat similarly, productions explore the possibility of living in other people’s bodies.
Some excellent and successful examples are Netflix series like Transferts (french word for Transfers)
and Sense 8.

Figure 6.2: Transferts is a French science fiction thriller television series created by Claude Scasso
and Patrick Benedek in 2017.(NETFLIX)

In Transferts(Transfers), Florian, a cabinet maker and father of two, takes a voyage on a
sailboat with his wife and children when he falls into the water and drowns. After five a long time
of being in a coma, he wakes up within the body of Sylvain, a police captain at the BATI, an
extraordinary division that tracks down “exchanged” individuals. These are people whose soul, or
self, has been exchanged from one body to another employing a modern restorative method. Initially
legalized for practical purposes, “exchanges” have since gotten to be denied taking after dismissals
called “counter-transfers,” in which exchanged patients’ involvement a shape of psychosis and turn
rough.
In “Sense8” (a pun on the English word sensate) a dramatic science fiction directed, written
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and produced by Lilly and Lana Wachowski and J. Michael Straczynski, tells the story of eight
strangers: Will Gorski, Riley Blue, Capheus “Van Damme” Onyongo, Sun Bak, Lito Rodriguez,
Kala Dandekar, Wolfgang Bogdanow and Nomi Marks. Each of these people is from a different
culture and country (except Will and Nomi, both Americans).

Figure 6.3: Sense8 characters written and produced by Lilly and Lana Wachowski and J. Michael
Straczynski, 2015 (NETFLIX)

In their daily lives, everyone suddenly has a vision of the violent death of a woman named
Angelica, and, from then on, they discover that they are mentally and emotionally connected, being
able to communicate, feel and seize knowledge, language, and other people’s skills. Those who have
this type of gift are called Sensate.

6.0.2

Reasons why
For the thesis project, a story was created to have one main character traveling between

different dimensions: time, space and different minds, and personalities. In every episode, the
character would have a different conscience and also different personalities.
The goal here is not different from any product in cinema or books, which puts each viewer
in the character’s “shoes.”
With the knowledge discussed previously in this research, it is proposed to go further than
that and offer the opportunity to use VR as a more “unconscious,” directed way to live the character’s
life and provoking the same feelings and sensorial response.
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Ultimately this tentative can touch on some moral and ethical discussion. That is why this
thesis is relevant as a rehearsal for future storytelling virtual reality productions, in the sense that
having the power generated by virtual reality associated with the excellent second-person narrative
voice can be well used for good or for evil. Instigation of this subject is highly relevant for creators
and society.
A storyteller wants to connect a character’s feelings and transfer that feeling for the audience
to feel and learn directly from that experience. The barrier happens when the audience does not
want, does not empathize, or does not morally and ethically agree with the character.
Second-person narrative combined with virtual reality can diminish these barriers due to
the reasons discussed in the previews chapters, but in essence, when the author wants the person to
feel the story more than know and comprehend directly due to the high sensorial appeal of both the
new possibilities are endless using the knowledge presented in this work. Some aspects and reasons
of why this combination cloud be so powerful can be analyzed below:
1- The person can experience their fantasies without putting themselves at risk of heartbreak
or get any physical consequences.
2- In the case of a gender different than the audience; he/she has the chance to experience
another person’s perspective.
3- The second-person narrative can be overwhelmed in other media simply because people
do not like to be told what to do, but at the same time, people have an interest in hypnosis, exoteric
experiences, and most people want to experience supernatural feelings. This dichotomy associated
with the proper technics involves the person consciously deciding to experience being suggested by
the creators.
4- It is comfortable to transfer responsibility to the character’s actions since “you” are not
the character itself. Our mind can do this as a protection tool, like what happened to Jeni Haynes,
but we know that if our mind can do this, somehow we can control and create comfort for people to
experience their desires without prejudice.
5- It is tough to keep the person in a story using the second-person narrative in traditional
media for an extended period, but VR does not need to be too long; instead, it needs to be intense.
Also, time perception in virtual reality is different and can be controlled.
In a recent study from the University of Waterloo, people with neurological disorders such
as autism, schizophrenia, and Parkinson’s disease could be treated using virtual reality technology
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that could help people with these neurological diseases shift their perceptions of time conditions
influencing them to perceive differently.
“The ability to estimate the passage of time with precision is fundamental to our ability to
interact with the world,” says co-author Séamas Weech, a post-doctoral fellow in Kinesiology. For
some individuals, however, the internal clock is maladjusted, causing timing deficiencies that affect
perception and action. “Studies like ours help us to understand how these deficiencies might be
acquired, and how to recalibrate time perception in the brain.”[3]
The researchers also predicted that “time would be perceived as slower when participants
were following static exposure to VR with the MCTF manipulation, due to the novel relationship
between movement and event speed acquired during the task. As such, we predicted different
patterns of data across the continuous motor and discrete motor tasks. Participants were static
when observing the probe for the continuous motor task and were moving when reproducing the
probe. Perceived durations were predicted to be longer when the probe was observed (no movement)
and shorter when the probe was reproduced (movement). This difference was not predicted for the
discrete motor task, where the ’observe’ and ’reproduce’ phases of the trials were both static”.[3]
6- High sensorial appeal. Virtual reality is being used in the medical field due to its high
convinced and controllable environment and situation due to its immersive high sensorial characteristics, but this scientific knowledge is also being transferred to entertainment for decades.
7- Full computer-generated environments in virtual reality gives the creators freedom to
“guide” the audience through the journeys safely
8- Virtual reality is probably the best way to immerse the person instantaneously in different
environments, allowing the audience to get lost in the physical time, limited, for example, only by
their physiological limitations like tiredness, nausea.
9- In VR, reality can be visually manipulated, and the art and the narrative can somehow
romanticize complex moral discussions, sensations, and feelings. The cinema has numerous examples
of how moral and ethical discussions lead the audience to safely experience these questions by
watching the characters and demonstrating how they tried using new techniques to immerse the
audience in the character’s primitive responses.
The German Expressionism Movement has produced some of the most influential works in
cinema,like ”The Office of Dr. Caligari” (1920), ”Nosferatu” (1922), ”Metrópolis” (1927); to name
a few.
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Figure 6.4: Nosferatu (1922)

However, as with any genre or movement, some films end up not becoming as famous as
their colleagues, although they still retain great qualities. In the case of ”The Hands of Orlac”,
director Robert Wiene and actor Conrad Veidt had previously worked together in ”The Office of
Dr. Caligari.”

Figure 6.5: The Office of Dr. Caligari (1920)

Based on Maurice Renard’s novel, the plot follows Paul Orlac (Conrad Veidt), a talented
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pianist who loses his hands in a tragic train accident. In an experimental procedure, Orlac has the
hands of a murderer executed implanted in his body, but when he discovers the origin of his new
hands, the pianist comes to believe that they are influencing him to commit new crimes.

Figure 6.6: The Hands of Orlac (1924)

Written by Louis Nerz, the script for ”The Hands of Orlac” makes some mistakes along
the way. The film not only requires a slightly excessive amount of suspension of disbelief from the
viewer to justify a chain of coincidences, but it also signals some of its dramatic turns too flagrantly
through the Orlac maid’s relationship with a mysterious man.
On the other hand, Nerz’s script deserves credit for metaphorizing the search for identity in
the relationship between Orlac and his new hands in an exciting way. With them, the protagonist
loses track of who he is. The pianist does not recognize his handwriting and cannot even touch his
wife. The text well works out this conflict for questioning what defines our identity, although the
work finds an overly simplistic outcome for such a prosperous issue.
Other resources also used in past cinema used surrealistic resources like in Beauty and
the Beast and Orpheus from Jean Cocteau e L’Age D’Or, O “El ángel exterminador” (The angel
exterminator) from Luis Bunuel, or in the dream sequence that Salvador Dalı́ created for Alfred
Hitchcock’s Spellbound.
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Figure 6.7: The Hands of Orlac)
At that time, the technical and technological resources were limited, so it is intriguing what
these creators like Dali or Hitchcock would do with virtual reality and second-person narratives to
make the audience have the same mind of their created characters.

6.0.3

Thesis Production
With these reasons and discoveries in mind, a script for the virtual reality experience was

created constantly, keeping the story arc, neurobiological and psychological desired responses from
the audience, and the emotional goals simultaneously.
Considering the final product would be a trailer, the story arc was created with some level of
liberty in terms of how the storyline develops but keeping a logical evolution on the character’s journey, leading to a building block of emotions and sensations and neurobiological stimuli if compared
with some traditional story arc techniques.
A draft of every stage of the journey was created using metaphors for every emotional step
construction.
6.0.3.1

Stage One - Self Awareness - Temporal reality dissociation
The initial stage was to invite the person to have a mindful awareness of herself/himself,

suggesting this perception to be subconsciously associated with the physiological need for breath,
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temperature perception, and any other body sensation.
This process allows the person to dissociate from the real world, introducing the person
to slow down thoughts and focus on their natural self. Slowly we conduct the person to think the
control is on their hands by using a second-person narrative arguing that the control of the whole
situation experienced by the person is full-on their hand. This is not entirely accurate since we are
conducting the person to think what we want them to think in the first place, the fact they do not
think what they want anymore; instead, they think what the narrator suggests, what the creators
want, that the affirmative “you have the control.”
The second-person narrative is compelling in this case because the person listens to the
narrator as it is his or her conscious mind talking to themselves. Using the phrases “You have the
control” or “You listened to the sounds of birds” sounds like the person is talking to itself, reinforcing
subconsciously that the environment and the situation are safe and controlled to its own mind.

6.0.3.2

Stage Two - Build Confidence and a Sense of Self Control
The second stage, considering the person is safe, self-confident, and in control, we invite

the person to think about other people, creating an emotional connection between every person’s
similarities of being alive, controlling their own lives, and having the possibility to dream and have
desires.
This stage aims to create empathy between any being that will reveal an unconscious desire
to be in other situations, living other lives as a logical but subconscious deduction that there is no
barrier to being others if we have fundamental similarities. If the virtual environment diminishes the
self physical (body-conscious) perception, the only remaining element feeling other people experience
is the mind.
Reassuring the fact, the narrator, which now is the person’s mind talking to itself, understands that if you have a story, others also have, and experiences can be shared as it was their
own.
Using phycological techniques of suggestion is possible to quickly keep the person under
control to the following stages where more and more we dissociate the person from the condition of
being him or herself and accept the idea of being another person.
At any point is proved that the person can disconnect and decide not to follow, and this is
a similar risk any writer, screenwriter, the film director has in mind.
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What differs in this stage in virtual reality using second-person narrative is that the person’s
imagination is boosted by all the visuals, sound, and immersion that this combination allows. The
audience at this point is navigating on the flow of the narrator, listening to their own internal mental
voice, fed by all the free visual, pleasant three-dimensional virtual world.
The neurobiological stimuli are constant, and the psychological dissociation and association
are constantly pulsing to keep the person involved and curious about the following events to come.

6.0.3.3

Stage Three - Memory implantation
The next stage was to present the person its first new reality, its first personification of

directors created character. It is the time that the whole preparation will be putting in prove. The
person is transported to a different designed computer-generated environment, and the person, even
being themselves, is in a completely different situation, ready to experience a memory that was not
theirs but is quickly embraced due to be your “own mind” telling you that you remember something
from your past.
The person experiencing the journey is invited to remember something. This was intentionally created to provoke an inevitable desire to believe that memory was something one would like
to have, even not having it. Memory implantation was a theme of some research, for example, the
ones conducted by Elizabeth Loftus and Jacqueline Pickrell, cognitive psychologists, and experts on
human memory. She discovered that it is relatively easy to implant memories in the study published
in the 1990s, the “The Formation of False Memories,” also known as the “Lost in the Mall” study.[47]
The Lost in the Mall study was conducted initially in children. However, some other studies
suggest that memories can be easily remembered using virtual reality like in the study “A picture
is worth a thousand lies: Using false photographs to create false childhood memories,” conducted
by Kimberley A. Wade, Maryanne Garry, J. Don Read and D. Stephen Lindsay were “using fake
childhood memories conduct adults to remember it as their memories, bear on ways in which false
memories can be created and also have practical implications for those involved in clinical and legal
settings.”[81]
Better than that, later research from 2005 but published in 2012 by Maryanne Garry &
Kimberley A. Wade found that “most memory implantation studies have elicited false memories by
using fake narratives.”
Recently, Wade, Garry, Read, and Lindsay (2002) showed that doctored photographs could
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be used to create false childhood memories in adults. “Fifty percent of Wade et al.’s sample reported
details of taking a childhood hot air balloon ride, although they had never been in a balloon. In this
experiment, we investigated whether photos or narratives influence memory more than the other.
“They exposed subjects to either a fake photograph or a fake narrative of a childhood hot air balloon
ride. Subjects tried to remember the false event and three real events over one week. Narratives were
more likely to produce false memory reports than were photos. We offer a fluency-based account of
our results and suggest that narratives promote more familiarity in subjects than do photographs.”
[82]
Not eliminating the potential of images to implant memories from the formula, the 2012
study confirms that narrative is even more effective on memory implantation, and by the logical
conclusion, a combination of two could potentially increase the chances of memory implantation.

6.0.3.4

Stage Four - Empathy
In order to create empathy, a high emotional appeal had to be created in the story. In this

production, the life, death and, the circle of life concepts were introduced as a form of conduct,
empathy, and the desire to know and live other people’s stories.
Continuously reinforcing a connection between neurobiological stimuli, self-awareness, and
emotions, conducted by the narrator, now perceived by the audience as their internal voice, the
person could “feel what others feel” when leading to related situations.
There is an abundant history of study in philosophy and behavioral psychology, where
empathy is defined as “an effective response that is identical, or very similar, to what the other
person is feeling or might be expected to feel given the context, a response stemming from an
understanding of another’s emotional state or condition.” [54][6][55]
A relatively specific notion demands that empathy happens when the observation or imagination of affective states in another induces shared states in the observer[75]
This state is also associated with the knowledge that the target is the source of the self’s
affective state. This reading of empathy necessarily involves components of affective sharing, selfawareness, and self-other distinction [5]
Prosocial behavior usually is defined as voluntary behavior intended to benefit another. It
is a superordinate category that includes different kinds of behaviors, for example, helping, sharing,
comforting, and behaviors enacted for diverse reasons. Prosocial behavior can be motivated by a
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host of factors, including egoistic concerns (e.g., the desire for reciprocity, a tangible reward, or
social approval, or the desire to alleviate one’s own aversive emotional arousal), practical concerns
(e.g., the desire to prevent waste of goods), other-oriented concern (e.g., sympathy), or moral values
(e.g., the desire to uphold internalized moral values such as those related to the worth or equality of
all people or responsibility for others). Altruistic behaviors—a subtype of prosocial behavior–often
are defined as prosocial behaviors motivated by other-oriented or moral concerns/emotions rather
than egoistic or pragmatic concerns. [55]
Various investigators and researchers have proposed that empathy and sympathetic interest
(early writers often did not differentiate the two) frequently stimulate altruism [6][55][54].
Batson explained that sympathy is connected with the urge to diminish another’s suffering
or need and is expected to occur in altruistic behavior.
Conducting thorough second-person narrative in virtual reality, we potentialize the altruistic
behavior making the person desire to be in that moment, feeling what others feel, just like it was
their own emotions.

6.0.3.5

Stage Five - Referencing Einstein
In this stage, a famous quote from Albert Einstein was used, “All religions, arts, and sciences

are branches of the same tree. All these aspirations are directed toward ennobling man’s life, lifting
it from the sphere of mere physical existence, and leading the individual towards freedom.” (Moral
Decay, first published in 1937)[21]
His words synthesize all the moral values and meaning of these thesis virtual reality experience goals. It is not only for entertaining the audience but also for the audience to realize that life
is worthy of being lived, and also all values between humankind can be shared to create a better
world for the present people and future generations.
With these central words in mind, this thesis was energetically and passionately constructed.
All the discoveries during the research and the inspired words by Einstein’s, were the main propulsive
force to make it as complete as possible, with the primary goal of challenge researchers to evaluate
the possibilities that a second-person narrative in VR can offer and find new ways to tell stories,
helping people worldwide understand and spiritually connect with themselves and each other.
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6.0.3.6

Stage Six - Universal Moral Values
At this stage, reinforcement on the invitation to experience other perspectives and other

life perspectives is combined with the need any person should have in telling stories and feel neurophysical elements of other peoples’ lives.
The relevant idea is that the reason why anyone should tell stories and live other people’s stories is to interact with others and be compassionate about them. This is the best way to
understand, feel complete, and complete others’ meanings in the world.
Positive psychology research studied empirical causes that contribute to life satisfaction,
complete interest in activities, making a more significant commitment by using one’s talents, and
gaining value from participating in something bigger than oneself.
Neuroscience explains reward[69][11], pleasure[57], and motivation[68] in neurotransmitter
activity, particularly in the limbic system and the ventral tegmental region. If one assumes that
life’s purpose is to maximize happiness and ease public life, then normative predictions on how to
act to accomplish this are possible. Similarly, some ethical naturalists promote the science of justice.

6.0.3.7

Stage Seven - Invitation for new adventures - Closing the cycle
Tell your story and feel what others feel. Live these stories as if they were your own.
Using the second-person voice, we close with a direct appeal for the audience to experience

other stories, implying that the trailer is just the beginning of new adventures.
The final title of the virtual reality series is presented, “I am You.”
The title was carefully select to emphasize and reference the second-person narrative main
important element, its pronoun “you.”
Hoping the audience feels, during the experience, that the emotions and challenges are just
a beginning of possibilities to be explored, and starting a chain of research curiosity towards a more
profound use of virtual reality combined with second-person narrative.
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Chapter 7

Results
As a result of all the research made, a virtual reality trailer was programmed using the game
engine “Unreal Engine” using exclusively second-person voice, and on this chapter will be described
all the essential elements to make this proposal VR experience possible.

7.0.1

Scripting
A virtual reality film is, in general, created considering initially six differing planes (as

opposed to the ordinary two-dimensional film): front, back, right, left, up, and down. In essence,
what had to be considered was not reasonable how to only order it in for virtual reality, but what
a VR script indeed looks like representing these areas on paper when action might conceivably be
happening in six various places at once.
For this project’s instead was used a different approach, were to try not to rely on the
aesthetics and visuals or even what angles thing would appear for the participant in such an early
stage on the creation process and consider more about the conceptual needs and the right words to
used and to create the necessary mental guidance for the participant’s feel immersed into the story
and on the environment.
Simultaneously but not primarily at every stage of the script, it was considered what kind
of neuro-physiological sensations the audience should be feeling at any particular moment in the
journey. Sound design and aesthetics and any other virtual reality resources were at a secondary
level of consideration, forcing the creator to potentialize the excellent and proper use of the second-
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person narrative mode as possible.
The relevant result was constant stress on the writing process, driving the refined poetic
language, and the constant reinforcement that the narrator’s voice was representing the conscious
mind of the participant him/herself.
The result was a script structure and written scene description combined with the narrator’s
solid and neuropsychological oriented second-person narrative.

7.0.1.1

VR Experience Writing
In film and books, screenwriting or scriptwriting is the art and craft of writing scripts for

mass media. This thesis will use the term VR Experience Writing or, VRE writing (it reads as
achrononomic, VRE Writing), since it was not found until this moment any literature that could
describe the use of a systematic combination of second-person narrative, virtual reality, neuropsychological stimuli guided, and sound simultaneously on the creation process described in this work.
Bellow it is presented the final version of the proposal VRE Writting for this Thesis:
Fade in
From the completely dark environment, slowly, a light starts to review a group of particles
moving, following, and responding to the narrator’s voice intensity.
- You are alive, and you exist; you have desires. Breathe in, and Breathe out. - Clear your
mind. You are safe. Your feet are firmly on the ground, balanced and secure, at the same time,
curious about the journeys to come.
A flash light reviews a neuron network.
- You exist. You have control. Now, you are feeling something. You look inside yourself.
Coordinated moving light particles representing the brain connection and ideas flowing start
to be formed around the participant:
You know about yourself. You know about others.
Fade to black
Fade in
Large video walls present million of human faces, changing their disposition very fast.
- For many years, people have told stories, but many of them are still untold.
- As a human, you connect with other lives. You are part of other people’s stories, and
people bring meaning to your own story.
77

Fade to black
Fade in
It is possible to see a big heart beating. The light of the environment becomes pulsing in
a reddish tint at a slow pace but speeding up, followed by a heartbeat’s sound, creating an intense
atmosphere that provokes a sense of urgency and existential conflict.
- Notice your heartbeat. You ask yourself, “Is existence only to be alive?” You ask yourself,
“What is my purpose?
- You know what it is. You know what you have to do.
- You have a story to tell. Look within and tune into your breath. You have desires.
- Your heart and nervous system give you life. Just tell your story. Tell your story now.
Fade to Black
Fade in
Close to the person, fireflies appear to be flying close to the participant’s face, forcing them
to move and look around. Light Illuminates and review that the participant is in the middle of a
forest.
- Breathe, and remember when you went to that cold and foggy forest. You listened to the
sounds of birds, the sound of the wind passing through the trees. Your whole body was connected to
nature. The flowing water from a distant river matched the flow of your blood.
Fade to Black
Fade in
A Command center of an intergalactic spaceship starts to be reviewed. The participant will
see the spaceship approaching a planet full of fascinating civilization city in a planet.
- Remember years ago when you were on that spaceship, going to a distant, undiscovered
civilization, excited about all the discoveries you made, worried about how the encounter would be.
Now inside a warm little comfortable house. The participant can see a rocking chair waving
and listen to a warm female voice singing indistinguishable songs.
- Now, at this moment, you are in your gramma’s house. How comfortable you feel when
you see her. How warmly you are loved.
Fade out
Fade in
Suddenly the scene fades away, the light focus on the Rocking chair.
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- Now, how it feels when to be loved suddenly fades away.
Fade out ,Fade in
- Just remember.
Fade out
Fade in
- So, tell your story, and live as if you only have today, this minute, this second.
Fade out
The words of Albert Einstein start to form and illuminates the environment. The surround
is full of math and physics formulas flying in this endless universe of numbers and formulas.
- “All religions, arts, and sciences are branches of the same tree. All these aspirations are
directed toward ennobling man’s life, lifting it from the sphere of mere physical existence and leading
the individual towards freedom.
The words start to fade out, and an environment full of faces representing different people start to form multiple walls. In the background, we listen to multiple timber voices saying
motivational words and explicitly saying, “tell your story.” on a subconscious level.
Fade to black
Slowly on the right side of the participant, a cyan/blue environment full of computer screens,
TVs, old and new models start to be reviewed, initially by the light of the images projected on them
and later some more refined light defines a large scale room full of these monitors.
- You are not the only one. You want to tell other people’s stories. You also want to live
their experiences.
The participant starts to feel a platform moving slowly forward, and a transparent cage is
formed around the center of where he or she is.
- Tell your story, bring the values, the meaning of life, and create empathy, leading to all
the best reasons to be alive.
- Interactions are only possible by understanding that we need each other to feel complete
and to complete others.
- Tell your story and feel what others feel. Live these stories as if they were your own.
The environment started to fade to black, and the person comes back to the original start
position where it is possible to see the title “I AM YOU.”
Fade to black, and the credits start to be listed.
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7.0.1.2

Production Visual Style
The virtual reality experience created for this thesis used a photorealistic visual style. The

Visual Effect Society defines photorealism in the book “The VES Handbook of Visual Effects as a
non-stylized imagery content. In general terms, stylized images ”can pull the audience out of the
shot,”[38] referring to the feature film industry in this case, but also applicable to the VR world.
Editors Jeffrey Okun and Susan Zwerman pointed that photorealism is scenes that include objects
and images that are based on standard physics.
Is it possible to have believable results even with a little bit of exaggeration and break the
rules, but the visual effects supervisor has to “balance the realism with the cinematic impact”[38]
in order to create something that people still believe what is being seen is possible to happen in real
life.
In this thesis’s proposal, the style designed for the VR reality worlds created was achieved
by balancing the most accurate lighting, textures, proportions on the objects as close as possible to
the real world and creatively implementing “fantastic” visuals to create curiosity and excitement in
the viewers.
Colors, textures, animation, scene assembly, sound design, and soundtrack compositing were
entirely created in service to support the second-person narrative and guide the person through a
pleasant multisensory experience.

7.0.1.3

Original Score and Sound Design
A piece of original music was created for the virtual reality experience due the thesis defender

has multi-instruments and a production music background.
All original score was created to reflect and support all the emotion and excitement of the
second-person narrative. This connection with the spoken word and the support of the specific
designed music and sounds were crucial to making the audience feel the author’s message.
All sound created has a basis on binaural sound sources, mixed not only in stereo aspect
but also in the binaural stimulus in mind.
A binaural holophonic sound technique was used by applying different plug-ins on the sound
mixing software to dictate the rhythm, focusing on changing the participant’s psychological perception concerning the content experienced.
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In VR, the music and sound effects were also used, targeting a possible control on the time’s
perception and how participants feel the time passing during the whole journey.
Researchers Sylvie Droit-Volet, Danilo Ramos, José L. O. Bueno, and Emmanuel Bigand
found that “a complex structure of sounds whose different parameters can affect the perception
of time,” and “Much of the published literature considers that the major cause of subjective time
distortions in response to music is due to the temporal regularities of musical events.”[18]
Concurring to Jones and Boltz (1989), the effect of music on time estimation is due to
the perceptual expectations that individuals gather when they tune in a chunk of music. The way
melodic emphasizes people are outlined through time leads a group of spectators to anticipate the
timing and nature of drawing nearer events. [40]
People subsequently judge time to be shorter when these events happen earlier inside the
piece than expected and longer when they happen a short time later. This finding highlights the
impact of melodic structures (pitch and musical structure) on attention in melodic time estimation.[4]
Inspired and guided by the mention researchers and their results, the music composed for the
VR experience “I Am You” and all the sound designed was carefully created, mixed, and mastered
to enhance and support the intended goals.
The music production was used to support the second-person narrative mode, engaging the
audience, tweaking the perception of time, allowing them to spend the necessary time to absorb
the content comfortably, not only for entertainment but also for the audience to mentalize a new
valuable life purpose message.
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Chapter 8

Conclusions and Discussion
All the effort researching this thesis regarding second-person narrative and its use in virtual reality storytelling provoked and opened exciting discussions about exploring more openly and
broadening this exciting combination.
Much that was found during the process of creating this research found that most of them
considered isolated techniques and, in many cases, considered only the traditional cinematography
methods in 360 degrees filmed content.
On the other hand, this thesis proposed the use of computer-generated worlds, which for it is
creation involves different disciplines like psychology, neuroscience, linguistics, computer-generated
animations, and music working symbiotically.
In virtual reality experiences, a second-person narrative mode combined with the knowledge
presented before offers excellent potential and proposes how this could be well executed to entertain
and produce a better, more humanized society using VR storytelling.
The VR experience created was focused on people being or feeling to be the author’s character, through the character’s eyes, that ultimately is the author’s virtually created brain.
It is an excellent opportunity to explore, and this work demonstrates that there is still an
excellent opportunity for research in this field.
Intriguing questions about ethics on what level creators could get inside other people’s minds
with such knowledge for entertainment purposes, how intense this kind of VR experience could be
dangerous to the audience.
Other questions like how good or bad second-person narrative is compared to other narrative
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modes, how could be a good and cost-effective production workflow, how this knowledge and secondperson narrative in VR storytelling could be used for medical, psychological, neurological treatments.
There is much room for more branches of this provocative work. However, it seems established to conclude that this work brings a lot of knowledge and a practical execution showing
the potential use of second-person narrative combined with Virtual Reality storytelling to create
entertainment and humanity, moral value stories.
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Appendix A

Project Technical Review

This section will be presented essential elements and techniques used to create the Virtual
Experience “I AM YOU.” All technical solutions given on the following lines used multiple 3D
software like Autodesk Maya 2020, Blender 2.9, and Unreal Engine 4.26 to achieve the desired
artistic result in a combination of programming, creative decisions, and a constant overcoming of
technical and performance limitations in VR.

A.1

Project Planning
A very detailed plan was created using the online software Miro, a very flexible white board

type of online app.

Figure 1: Planning screen captures from Miro

Initially, a mind map was created with any possible idea that could be discussed in the
Thesis. It was a live document and was actively changing over time. Some ideas were abandoned,
and many others were being included or shaped to get the most important subjects as priorities.
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Figure 2: Mind Map

With a clear idea of the Thesis’s main goals, a schedule was created for the written part
of the Thesis. The main idea was to have the first draft before the end of May and then start the
practical part, a VR experience, guided by the main arguments of the written part.
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Figure 3: Planning of the Written part

The next step was to research online presentations and talks, look for other VR experiences,
focusing on VR storytelling. It was not able to find any VR experience fully narrated in Secondperson narrative mode. This initial perception gave much sense for the in-deep exploration of this
work.
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Figure 4: Visual References, Inspirational projects, VR storytelling talks

A.2

VR Experience Writing Approach (VRE)- Script Planning
A script was created based on different emotional stages instead of creating the text directly.

Then emotional stages associated with intend biological stimulus was plotted in a graph, and different
scenes and situations were created based on these precise goals. The second-person narrative was
later created, stage by stage, to reach the audience, respecting the author’s intended goal on that
specific stage.
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Figure 5: Scenes Stages and guides for Emotional and Biological Goals

The research was made to find films, imagery, and concept design to make sure the visuals
reflect all goals on every stage. Colors and Light aspects were also considered. However, at this
point, no in-game, scene complexity, or production problems were considered to limit the creative
process.
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Figure 6: Scene concept references
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Figure 7: Scenes Stage Phases associated with emotion and biological cues. Also the image shows
the level names in the game engine, and what the narrator is saying on that level.

Every game level was named in the table, and a schedule was created for the production
of the scenes. It took two months to get all assets on the scenes and another one month of game
programming.

Figure 8: Level Creation Schedule in Shotgun Software
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A.3

Modeling, Texturing, and Scene Assembling
In this section Will be demonstrated some of the 3D modeling, for some of the VR experience

scenes within the game engine and also in Maya and Blender.
The heart scene was created using Unreal Engine Skeleton Mesh class, Rigged and animated
and later exported from Maya.

Figure 9: Screen grab of the heart model and all Joints in Maya’s viewport

In Maya, the heart and tubes were modeled and rigged. A series of bone chains were
created using Maya’s skeleton system, followed by a spline Ik handle to automate the joints. For
some strategic vertices in the curves, a cluster deformer was created, and 29 different MEL (Maya
embed language) expressions was used to animate the joint chains automatically.
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Figure 10: Screen grab of the heart model and all Joints in Maya’s viewport

Simple sine and cosine functions were used, grabbing the run-time variable time to determine
the position of the cluster on space and then transfer the inverse matrix information to every joint
rotation in the chain of joints through its Inverse kinematics system.
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Figure 11: Maya’s Expression Editor showing an example of one of the 29 expressions created for
the procedural animation

The animation was exported to the game engine using Maya’s game exporter system, were
was defined an animation clip of 5 thousand frames. The Fbx format generated by the exported was
saved on disk inside Unreal Engine’s content folder directly, and Unreal import it automatically.
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Figure 12: Maya’s Game exporter

Unreal Engine Skeleton Mesh system allows the user to decide how fast the animation
show be played in the game. That is why the 5 thousand frames were exported, so it was easy to
re-dimensionalize the animation speed to the proper sound/animation ratio.

95

Figure 13: Hearth Scene

A.4

3D Game engine pipeline for optimization
The VR experience has to forest scenes, and the following one is an excellent example to

demonstrate the optimization necessary to create complex scenes for VR.
The forest has more than 12,889,129 triangles and had to be carefully optimized through
console commands.
All light is real-time lights, so no-bake lights were used. To have the most realism possible
and the possibility to have a light change, like on the Gramma’s house scene. The optimizing
approach of using console commands and proper graphics setup proved to be the best for the
situation, and careful planning was necessary to have the necessary amount of geometry on scenes.
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Figure 14: Polygon count statistics in Unreal Engine 2.26.2

The following image shows the lightmap for objects in the scene, revealing the texel density
of the lighting effects placed on those objects. For the viewport visuals, the greener the color-coded
shade, the better the texel density of the lightmap for the object, while blue is less dense and red is
denser. Because each lightmap is a texture, the texture streaming budget can be quickly used up if
the number of objects in the scene goes up or uses higher lightmap resolutions to increase the visual
fidelity of the render.
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Figure 15: Light map density real-time represented in UE4

Figure 16: Forest Scene in Unreal Engine View-port

The following picture uncovers the number of shaders being determined per pixel in the
current view, with green being the least and red and white being the most costly in processing
requirements.
To reduce the complexity of the shaders, the number of materials and the number of texture
lookups within those materials need to be reduced.
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Furthermore, perhaps the most significant hit to execution with shader intricacy comes from
darkness, the entire segment of foliage and molecule frameworks, and the explanation that the trees
have a high intricacy.
In order to have the performance problem under control, the number of the tree was limited,
and the art direction determining the placement of each tree and plant was critical.
For every tree placed in the scene(level), an optimization test was made. The scene assembling was a very time-consuming process but worth having the best possible and numerous possible
scene object keeping the necessary frame-rate for VR.

Figure 17: Shader complexity real-time, represented in UE4
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Figure 18: Unlit scene (only albedo map) screen capture of the Unreal Engine viewport

Figure 19: Forest Scene

A.5

Objects complexity and animated shaders
The next scene demonstrate a combination of high poly cont on geometries and an example

of animated shader.
A actors blueprint were created to contain all different city buindings. This actor was
necessary to allow the animation on the city to happens. The space ship is not moving on the scene,
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instead it is the city the moves towards the space ship.

Figure 20: Undiscovered civilization city

The decision of animate the city and not the spaceship was to garantee that no problem
would happend on animated interfaces on the main console, and to keep the reflection captures with
same captured information, optimizing hte performance.
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Figure 21: Reverse view of the space ship interior

High detail geometry was modeled and used on the spaceship floor. Because of the view
angles, some geometries had to be modeled instead of normal maps usage. Simultaneously a limited
number of lights were used to maintain the performance of VR.

Figure 22: Spaceship floor
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Figure 23: Spaceship floor high resolution details for most of models

An Epic’s marketplace asset was used on the interfaces, but the shader animations were not
working as desired, so all shaders were animated to generate more interest visual appeal.

Figure 24: Main Console Interfaces
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Figure 25: Modified shaders

Figure 26: Custom shader were modified in order to control the animations inside the materials
editor
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A.6

Complex pipeline between Maya, Blender and Unreal Engine Sequencer for scene assembling
The first step on all scenes was to model and animate the assets to be used on the scenes,

as discussed in the previews. The following shows the same process again but in a complex but at
the same time symbiotic pipeline between Maya and blender.
The main house structure were made in Maya, and later exported to blender

Figure 27: Grand Mothers House Shader, texture and light text in Maya

Blender was used because it has a real-time render called EVEE. This render allows us to
pre-visualize and change parameters closer to the final result that would further be obtained only
in-game in Unreal Engine, but with the benefit of all the DCC tools that Unreal does not have.
Things like UV editing, modeling tools, and deformers need to be performed outside Unreal
Engine and to avoid an excessive back and forward between different software, this method was
used.
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Figure 28: Grand Mothers House render real-time in Blender EVEE, showing the UV process

Figure 29: Grand Mothers House rocking chair inside Blender where The animation was created
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Figure 30: Skeleton Mesh of the rocking chair inside Unreal engine

Figure 31: Screen capture of the Grand Mothers House render in Unreal Engine View-port

As previously discussed, the same approach was used on the Gramma’s House scene regarding the forest. A simple parallax matte paint could be used in this situation but instead, as proof
of concept, a complex entire 3D scene was assembled.
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Figure 32: Grand Mothers House Forest outside the window

For the Fireplace a combination of Unreal Engine Niagara particles system and video footage
was used.

Figure 33: Grand Mothers House

All scenes on the VR experience used the Unreal Engine Sequencer system to play the
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sounds and synchronize the skeleton meshes and blueprint animations.
Every sequencer has a series of events that, when called, executes a series of commands,
controlled by the functions inside the events blueprints.
Actions like hiding or show in game static meshes, dim or change light colors, play and
stop sound effects, or even load and unload stream levels were all performed inside event blueprints.
Every function was carefully designed to call other functions on proper narrative times.

Figure 34: Grand Mothers House Scene Unreal Engine Sequencer

Figure 35: Second Level uses Niagara particle systems but also used Unreal engine Sequencer to
control the scene flow
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A.7

Video usage inside the Game engine
For many scenes, we used video sources to compose the scenes in combination with complex

real-time shaders. One example of this approach is on the Einstein scene.
The concept of the script requires the mention of one of Albert Einstein’s quotes and to
support the phrase without obviously mention him. Then three video panels were created.

Figure 36: Einstein Scene video walls

The scene has some numbers and formulas flying around to create the “Einstein” mood.
So a particle system was created using the “setsubimageIndex” node inside the Niagara particles
system. This node allows the particle sprites to map every single image area on every single spawned
particle using UV map coordinate inside an image.
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Figure 37: Einstein Scene Particle System showing the image source for the particles

Figure 38: Unreal’s Niagara particle system

A special shader was created to pass the texture per pixel data to Niagara per frame,
allowing Niagara to spawn necessary pixels in runtime and particle creation. Using two specific
nodes, “particle color” and “particle parameter,” Niagara calculates what pixel needs to be used on
every individual particle sprite.
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Figure 39: Particle System details

The same thing happened on the Monitors Scene, where every screen has a video applied.

Figure 40: Monitor Scene
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Multiple classes from the type Actors were created to assemble the different parts of the
monitor’s spherical structures. As Actor classes, create a blueprint to procedurally animate the
rotation and the playing time on every individual monitor.

Figure 41: Monitor Scene showing the lights and Actor blueprints

Figure 42: Monitor Actor’s class blueprint that make the structures rotate procedurally
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Figure 43: Monitor Assembling process in Maya

Figure 44: Blender EVEE pre-visualization and UV editing preparation for the game engine
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The people scene has an exciting approach. The narrative and the concept require multiple
people represented by different ages, races, and genders, so to have the number of variances would
be impossible to photograph all of them. An artificial system was used to generate the faces. The
website “www.thispersondoesnotexist.com” allows users to generate Full computer-generated faces
using Artificial Intelligence.
The approach used was presented in a paper called “Analyzing and Improving the Image
Quality of StyleGAN”[41] By Nvidia engineers and was very helpful in this situation.

Figure 45: Another video used in a scene created by using artificial intelligence

A.8

Particle System Niagara
Autodesk Maya was used to modeling, assemble, and Layout the Neuron to be exported

using Maya’s game exporter to Unreal Engine. The poly count for the Neuron model was carefully
managed to avoid a drop in performance.
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Figure 46: Neuron Model prepared and distributed in Autodesk Maya 2020

Using the Unreal Engine Material network, an animated shader was created.

Figure 47: Neuron mesh dynamic shader in Unreal engine
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Niagara particle system was created using a custom Niagara script; the neuron mesh was
queried on its per-vertex position, also considering its UV color on that specific vertex. The capture
data make the system emit particles and color addressing over particle age, the proper position,
color, and opacity in run-time.

Figure 48: Particle system emit and color particles based on original Mesh and shader

Figure 49: Neuron Scene used Niagara Particle system for most important visual elements

At the beginning of the experience, the audience can listen to a voice for the first time.
Some mind representation was evoked by the concept and by the need to provoke the intended stage
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goal.
This stage was created to provoke self-awareness and physical and psychological perception
of itself. The inspirational situation was a Mothers womb, with is a place where every human being
was one day, calm and peaceful. A place that was very well registered in anyone’s most profound
primitive subconsciousness.
So just like a fluid environment, a particle system was created and programmed to respond
to every sound emitted on the level.

Figure 50: Particle speed were guided by sound
Unreal Engine provides a function called “UNiagaraDataInterfaceAudioSpectrum” that grabs
the sound playing at any given time and converts the maximum and minimum frequencies, The decibel level using a scalar float value to the output of the spectrum.
This function can be used inside Niagara System as a custom script and be used as a node
in the particles system.
This float value was used to accelerate or decelerate the particles.
I decomposed the original velocity of the particles and multiplied it with minimum and
maximum float values, so the particles were never stopped if no sound was playing.
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In the particle system, multiple curl noises were used in conjunction with Gravity, Wind,
Point Attraction, Vortex, and Drag forces. It was a time-consuming process to combine all the forces
to achieve the desired result, especially because the system was created to be combined with the
custom script and had to respond in a pleasant and very conceptually directed way.

Figure 51: Niagara Particle system showing all nodes created for the particle simulation

Figure 52: Custom Niagara’s particle script programmed to control particle speed

For the final Scene the same particle system was used to conceptually close the experience
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but with a different color scheme and different narration

Figure 53: Final Scene

A.9

Original Soundtrack and Sound Design
The original soundtrack and all sound designs were made in Crockos Reaper. Multiple

tracks using different VST (Virtual Studio Technology) are plugins or addons to any DAW (Digital
Audio Workstation) that emulates or mimics digital and analog musical instruments.
In reaper was also possible to import foley sounds, like wind, water stream, birds sounds,
and sync them with the narrator.
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Figure 54: Reaper Tracking interface, showing the different tracks used

The initial step was to record and edit the narrator’s voice. After that, her voice was
down-pitched for different keys, changing the timber and the original voice to create a more exciting
voice.
Since the experience was narrated in second-person mode, the intention of change the pitch
was to create a universal voice, where subconsciously, any person actively could internalize their
own mind’s voice.
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Figure 55: High Quality plugins was used like Omnisphere, Keyscape, Iron, Valhalla Shimmer, Kilo
heart Pitch, Slate Digital FG-1, and many others

A.10

CREDITS
VR Experience created as a requirement for the Master of Fine Arts (MFA) course in Digital
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Coordinator: Eric Patterson, Ph.D.
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Eric Patterson, Ph.D. Larry Hodges, Ph.D. Anthony Penna,

Professor
Especial Thanks: Victor Zordan, Ph.D.
Produced, Written and Directed: Rodney Costa
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Director of Photography: Rodney Costa and Anthony Penna
Narrator: Ashley Watrous
3D Modeling, Rigging, Shading: Rodney Costa
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Game Engine Programming: Rodney Costa
Music Composer and Sound Design: Rodney Costa
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