This work introduces an application of simulation-optimization techniques to the emerging field of green internet computing. The paper discusses the relevance of considering environmental factors in modern computing and then describes how simulation can be combined with scheduling metaheuristics in order to reduce the expected time needed to complete a set of tasks in a server under the realistic assumption of stochastic processing times. This, in turn, allows for a reduction in average energy consumption, which makes the computing facility more efficient from an environmental perspective. Some experiments have been carried out in order to illustrate these potential savings.
INTRODUCTION
Computational infrastructures supporting the Grid and the Cloud computing paradigms experienced a nearly-exponential growth in the last decade, and this trend is expected to continue with the increasing use of multiple Internet services -e.g., social networks, web mail, video-conferencing, shared repositories, etc. Maintaining these large infrastructures is expensive and far from being environmentally friendly (Garg et al. 2011 , Glanz 2012 . In effect, these infrastructures consume vast amounts of energy to run the servers, the network equipment, and the cooling systems. Some experts have estimated that only around 10% of the energy used in a datacenter goes to powering active servers. The remaining energy is used for keeping idle servers waiting for activities from user requests. In this context, governments and datacenter companies worldwide are starting to be concerned about the effects over the environment associated with the maintenance of these large computing infrastructures (European Commission 2009). Thus, there is a tendency towards "greener" computing practices. In the so called Green Computing (GC) paradigm, not only computing performance, quality of service (QoS), and traditional costs are considered, but also other factors such as: the carbon footprint of companies, the energy consumption, and the greenhouse gas emissions. The challenge is then to reduce the environmental impact of such infrastructures while maintaining, as much as possible, their performance and QoS levels (Zhang et al. 2010) .
One of the critical issues in GC is the scheduling of tasks (jobs) to be processed by servers (machines) in large computing infrastructures. Optimal scheduling policies can represent noticeable reductions in the total time necessary to process a set of programmed tasks, also known as makespan (Figure 1 ). In turn, noticeable reductions in makespan can imply significant savings in energy consumption, since the computing infrastructures are utilized in a more efficient way and require less total power to complete the assigned tasks. Despite the existence of a large number of scheduling-optimization algorithms, most of them assume deterministic values for the time each task requires in order to be processed by each server. However, in our opinion this is a quite unrealistic assumption, since these task-server processing times are random variables -as opposed to deterministic values-in most realistic scenarios. In order to contribute to fill this gap, this paper discusses how Monte-Carlo simulation can be combined with existing metaheuristics in order to reduce the expected energy consumption in tasks scheduling problems with stochastic processing times. In particular, among the different scheduling problems existing in the literature, we will focus on the well-known Flow-Shop Problem (FSP) (Ruiz and Maroto 2005) . Notice, however, that simulation-based approaches similar to the one considered in this work could be employed in solving other scheduling variants with stochastic components. Section 2 offers a brief literature review on green computing as well as on stochastic scheduling. Section 3 provides an overview of how simulation can be combined with metaheuristics for solving stochastic scheduling problems. Computational experiments are then discussed in Section 4. These experiments illustrate how different scheduling policies compare in terms of their associated outcomes, i.e.: expected makespan and energy consumption. Finally, Section 5 highlights the main contributions of this work.
LITERATURE REVIEW

Green Computing
Issues regarding the development of environmentally-sustainable computing have been identified and discussed by several authors since the emergence of the cloud and grid computing paradigms. For instance, Chen et al. (2008) analyze different algorithms for supporting connection-intensive Internet services taking into account several factors such as load distribution, user experience, and energy consumption. Likewise, Le et al. (2009) present a framework for optimization-based request distribution among datacenters by introducing the energy consumption when seeking for datacenters in under-peak demands, datacenters close to a renewable energy source, or datacenters with cheaper cost of the energy. Their heuristic redirects user requests to those datacenters that can offer the required Service Level Agreement while minimizing energy consumption and operation cost. In Garg et al. (2011) , differences among the various data centers of the same company are considered in order to improve efficiency and reduce carbon emissions. They define an energy model for datacenters which includes metrics to measure energy cost, carbon emission, profits, etc. and propose heuristic scheduling strategies. Duy et al. (2010) design, imple-ment, and evaluate a Green Scheduling Algorithm with a neural network predictor for optimizing power consumption in cloud computing datacenters. Their algorithm predicts future load demands from historical data and turns off or restarts servers according to the predicted demand, saving up to 46% of energy. Several innovative "green" task-scheduling algorithms are presented in Zhang et al. (2010) . After a simulation experiment, the authors conclude that heuristically assigning tasks to computers with lower energy is significantly more energy-efficient than assigning tasks to random computers. In Lee and Zomaya (2012) the authors discuss about energy wastage caused by under-utilized resources within a conventional cloud computing environment and argue that task consolidation is a good resource re-allocation procedure, thanks to the DVFS features included in modern processors. Two energy-conscious task consolidation heuristics are presented and analyzed, both of them reducing the energy consumption of clouds. In another recent paper, Beloglazov et al. (2011) address the problem of efficient power management in data centers or processor farms. They propose a technique for efficient power management based on virtualization that allocates virtual machines to actual servers dynamically, according to changes in the workload, and switch idle servers to sleep mode. Borgetto et al. (2012) study the problem of energy-aware resource allocation for long-term services or on-demand computing tasks hosted in clusters. These authors formalize the problem by three NP-hard constrained optimization problems: (a) maximize job performance under energy consumption constraints; (b) minimize power consumption under performance constraints; and (c) optimize a linear combination of power consumption and job performance. They propose several heuristics for the three problems and use simulation to validate their approaches by comparing their results with those in realistic scenarios.
All the works cited above are mainly concerned with the energy consumed by the servers themselves. However, the fraction of the energy consumed by other devices, such as network infrastructure, is by no means negligible. Interest in this topic is more recent, albeit growing rapidly. Berl et al. (2010) discuss such issues within the framework of the overall energy efficiency of different distributed information technologies, with emphasis in cloud computing. GreenCloud is a simulation environment for energyaware cloud computing datacenters designed to forecast the energy consumption associated with each system component (Kliazovich et al. 2010 ).
The Flow-Shop Problem with Stochastic Times
The literature on the Flow Shop Problem with Stochastic Times (FSPST) is not as extensive as the deterministic case. In Pinedo (1982) , models for the permutation flow-shop problem with and without intermediate storage are proposed, where the processing times of a given job on the various machines are independent realizations from the same probability distribution and the objective is to minimize the expected makespan. Dodin (1996) considered different probability distributions for processing times. He assumed these processing times were independent and not identically distributed random variables, and his goal was also to minimize the expected makespan. Gourgand et al. (2003 Gourgand et al. ( , 2005 used recursive algorithms, based on Markov chains, to compute the expected makespan in conjunction with a simulation model as a backup to evaluate the expected makespan. Wang et al. (2005a Wang et al. ( , 2005b proposed Genetic Algorithms (GA) approaches for minimizing the expected makespan when processing times follow a Uniform distribution. More recently, Baker and Trietsch (2011) developed heuristics for the two-machine flow-shop problem where the processing times are independent random variables following a known probability distribution -also with the objective of minimizing the expected makespan. Some authors also studied different variations of the flow-shop problem: Allaoui et al. (2006) , Choi and Wang (2012), and Kianfar et al. (2012) considered the stochastic hybrid flow-shop scheduling problem. In Zhou and Cui (2008) , an approach for the multi-objective stochastic flow shop problem is considered. Here, processing times are normally distributed with two objectives to minimize: flow time and delay time of the jobs. Most of the aforementioned publications made restrictive assumptions on the probability distributions modeling the processing times of each job-machine pair and the independence and identical distribution of the tasks. Recently, Baker and Altheimer (2012) combined simulation and heuristics to solve the FSPST with the objective of minimizing the expected makespan. They created three sets of stochastic flow shop problems where the processing times were distributed following different distributions. The authors proposed three heuristic methods, two of them based on the CDS heuristic by Campbell et al. (1970) . The third one is based on the well known NEH heuristic by Nawaz et al. (1983) .
METHODOLOGY OVERVIEW
In the stochastic scheduling scenario described before, our goal is to find a tasks schedule that allows us to reduce the expected makespan and, consequently, the associated energy consumption. Our approach is inspired in two facts: (a) the FSP is just a FSPST with constant demands -random demands with zero variance; and (b) while the FSPST is yet an emerging research area, extremely efficient metaheuristics do already exist for solving the FSP. Thus, given an initial FSPFST instance, our approach proposes to transform the stochastic instance into a deterministic instance by replacing each random variable time by its mean or expected time; and then to obtain a set of high-quality solutions for the deterministic problem by using any efficient FSP algorithm, e.g. the NEH heuristic from Nawaz et al. (1983) or the IG metaheuristic form Ruiz and Stützle (2007) . A solution to the FSP instance is simply a given permutation of tasks, and therefore it is also a feasible solution of the original FSPST instance. Then, simulation is used to determine which solution, among the best-found deterministic ones, produces the lowest expected makespan when considering stochastic times. This simulation process works as follows. Given a solution (permutation of tasks) to the FSP, the probability distribution of each job-machine processing time is used to generate a random variate; and then, these random variates are used to compute the stochastic makespan associated with the given permutation of tasks. Iterating this process, it is possible to generate a random sample of makespan observations associated with the given solution. From this sample, different statistics for the stochastic makespan can be obtained, including point and interval estimates for the expected stochastic makespan. Our strategy assumes that there exists a strong correlation between solutions for the FSP and solutions for the FSPST. We expect this assumption to be particularly valid when stochastic times show a relatively low variability. Thus, Figure 2 shows a scatterplot of how this correlation behaves for one of the instances discussed in the experimental section and for different variability levels of the stochastic times. Notice that there is a clear correlation between expected makespans for the FSPST and deterministic makespans for the FSP. However, the best-found FSP solution -the one with the lowest 'deterministic' makespan-will not necessarily be the best-found FSPST solution -the one with the lowest expected stochastic makespan.
EXPERIMENTS
In order to test how our approach could contribute to reduce expected makespan and energy consumption in a computing facility, we developed a set of stochastic instances which can be seen as a generalization of the deterministic PFP instances proposed by Taillard (1993) (available at: http://mistic.heigvd.ch/taillard). Taillard's instances are grouped in sets of 10, according to the number of jobs, n, and machines, m, considered. Usually, these numbers are represented at the end of the name of each instance in the form n x m. Thus, the following 10 Taillard's instances were randomly selected for our experiments: tai007_20x5, tai011_20x10, tai036_50x5, tai045_50x10, tai067_100x5, tai087_100x20, tai097_200x10, tai104_200x20, tai112_500x20 , and tai118_500_20. For each of these deterministic instances, we changed the constant processing times by random variables as follows: if p ij represents the processing time (in hours) of the i-th task in the j-th server, then we assumed this processing time to be a random variable, P ij , following a Log-Normal probability distribution with E[P ij ] = p ij and Var[P ij ] = k p ij , where k ≥ 0. In our experiments, we set k = 5 in order to consider a scenario with a relatively high variance. At this point, it is important to notice that, even when we used a particular probability distribution for generating our numerical experiments, the methodology explained here could be employed with any other probability distribution and parameters.
Then, we implemented our algorithm as a Java application. Even though Java may run slower than other compiled languages (such as C or C++), it offers some advantages like the fact that it is platform independent as well as that it facilitates duplicability of results (Luke 2009 ). An Intel Xeon at 2.0 GHz and 4 GB RAM was used to perform all tests, which were run directly on the Netbeans IDE platform for Java over Windows 7. Table 1 shows the results obtained by applying our simulation approach in combination with several scheduling algorithms: (a) Sim-Random refers to using a random order of tasks; (b) Sim-NEH refers to using the order provided by the NEH heuristic; and (c) Sim-IG refers to using the order provided by the IG metaheuristic.  By using an extremely fast heuristic like the NEH, it is possible to obtain in 'real time' -less than a second for the size of the instances considered-a tasks schedule which is able to generate noticeable savings (about 13.8% on the average) in both expected makespan and expected energy consumption.  These savings can be increased even further (up to a 15.8%) by employing a state-of-the-art metaheuristic, which employs just a few seconds in generating a near-optimal tasks schedule. 
CONCLUSIONS
In this article, the relevance of considering energy consumption in growing Internet computing infrastructures as the demand for new services grows at an outstanding rate. We have argued that by using optimization algorithms to schedule tasks in servers, energy consumption in these facilities could be reduced in a noticeable way. In our approach, we have considered stochastic processing times as a more realistic assumption than just considering constant ones. Thus, simulation has been combined with existing metaheuristic algorithms in order to obtain numerical values in a set of benchmarks. The results of these initial experiments show remarkable reductions, both in expected makespan as well as in energy consumption, with regards to using a random scheduling strategy.
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