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Introducción 
La función Zeta de Riemann( ( s), está rodeada de misterios e intrincadas conse-
cuencias, más aún, todo esto yace en el "Hipótesis de Riemann" considerado el 
problema más difícil de las matemáticas. 
Para una mayor compresión de la función Zeta de Riemann, se ha considerado 
necesario el estudio de funciones aritméticas y de las series de Dirichlet, desarro-
llados en el Capítulo I. 
En el Capítulo II, se estudia la ecuación funcional, la cual es usada eri la prueba 
de la infinidad de ceros de ((s) en la banda, O < ~(s) < 1, además se estudia 
un resultado muy interesante, el Teorema de Hardy, el cual muestra la existencia 
de una infinidad de ceros con parte real 1/2, por último se estudia el Teorema 
de Hamburger, dándole a ( ( s) un sentido de unicidad respecto a las series de 
Dirichlet que cumplen con la ecuación funcional. 
En el Capítulo III, se hace estimaciones de ordenes y regiones libres de ceros de 
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Capítulo 1 
Funciones Aritméticas y Series 
de Dirichlet 
1.1. Funciones Aritméticas 
Definición. Una función real (o compleja) definida sobrelos enteros positivos se 
llama función aritmética o una función de Teoría de números. 
1.1.1. La Función de Mobius p,(n) 
Definición. La función de Miibius ¡.¡. se define como sigue: 
• ¡.¡.(1) = 1; 
• Si n > 1, escribiremos n = p:1 • • • p'f/, entonces: 
¡t(n) = (-1)k si a1 = .. ·ak = 1 
¡.¡.(n) =O en otro caso. 
Teorema l. l. Sin:::> 1 tenemos 
LJl.(d) = [1/n] 
dln 
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Demostración. Para n = 1 es inmediato. Para n > 1, descomponemos n = 
pf1 • • · P%', en donde ¡.¡. no se anula para d = 1 y para productos de primos distin-
tos, así 
L!J.(d) = ¡.¡.(1) + J.l.(Pl) + ... + ¡.¡.(pk) + J.l.(P1P2) + ... 
dln 
+¡.¡.(Pk-1Pk) + · · · + I'(Pl · · · Pk) 
(k) k (k) k k =1+ 1 (-1) + ... k (-1) =(1-1) =0 
1.1.2. La Función Indicatriz de Euler <p(n) 
D 
Definición. Si n 2 lla indicatriz de Euler <p( n) es el número de enteros positivos 
menores que n que son primos con n. 
Teorema 1.2. Sin 2 1 tenemos 
Algunas relaciones entre <py JL: 
Para n 2 1 tenemos 
• <p(n) = nL:~(d) 
dln d 
• ¡p(n) = nf1 (1- *)· 
pln 
L'P(d) = n 
dln 
1.1.3. El Producto de Dirichlet de Funciones Aritméticas 
Definición. Si f y g son dos funciones aritméticas, definimos su producto de 
Dirichlet como la función aritmética h definida por 
h(n) = (! * g) (n) = Lf(d)g(n/d) 
dln 
Definamos la función aritmética N tal que N ( n) = n para todo n. 
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Ejemplo. La función <p es el producto de Dirichlet de las funciones JlY N. 
<p(n) = I>(dJS = LJl(d)N (S) = (Jl. N) (n) 
dln dln 
así deducimos que <p = Jl *N. 
Teorema 1.3. El producto de Dirichlet es asociativo y conmutativo. Esto es, 
para toda terna de funciones aritméticas f, g, k, tenemos 
Demostración. Para n ::>: 1 
(! * g) (n) = L: f(a)g(b) = L: g(b)f(a) = (g * f) (n) 
ab=n ba=n 
(! * (g *k)) (n) L: f(a) (g *k) (p) = L: f(a)g(b)k(c) 
ap=n abc=n 
L: (! * g) (q)k(c) = ((! * g) *k) (n) 
qc=n 
o 
Definición. La función aritmética I dado por I(n) = [1/n]; se llama función 
identidad. 
Teorema 1.4. Para toda función aritmética f se tiene (I *!) = (! * I) =f. 
Definición. La función unidad u es dado por, u( n) = 1 para todo n. 
Teorema 1.5. Si f es una función aritmética con f(1) # O, existe una única 
función aritmética f- 1, tal que(!* f- 1) = u-l * f) =l. 
Es evidente que Jl * u = I, pues 
I(n) = '¿¡t(d) = '¿¡t(d)u(d) = (¡t *u) (n). 
dln dln 
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Teorema 1.6. Fórmula de Inversión de Mobius. 
f(n) = L,g(d) implica 
dln 
g(n) = L,f(d)p (¡¡). 
dln 
Demostración. Paran~ 1, 
f(n) = 'I:g(d)u (n/d) = (g *u) (n) 
dln 
luego, f * f.L = (g *u)'' ¡t = g *(u* p) = g * 1 = g. 
1.1.4. La Función de Mangoldt A(n) 
Definición. Para cada entero n ~ 1, 
A(n) = { logp, sin= pm para algún primo py algún m~ 1, 
O, en otro caso. 
Teorema l. 7. Si n ~ 1 tenemos 
logn = 'I:A(d) 
dln 
D 
Demostración. Si n = 1, ambos miembros son O. Ahora suponiendo n > 1, en-




Teorema 1.8. Sin 2': 1 tenemos 
A(n) = LP(d)log (S)= -I:p(d)logd 
dln dln 
1.1.5. Funciones Multiplicativas 
Definición. Una función aritmética f es llamada función multiplicativa si f no 
es identicamente nula y si 
f(mn) = f(m)f(n) stempre que (m,n) =l. 
Una función multiplicativa f se llama completamente multiplicativa si verifica: 
f(mn) = f(m)f(n) para todo m, n. 
Es evidente que si f es multiplicativa, entonces f(l) = l. Puesto que A(l) = O, 
la función de Mangoldt no es multiplicativa. 
Nota: Las funciones multiplicativas forman un grupo bajo el producto de Diri-
chlet. 
Teorema 1.9. Sea f multiplicativa. Entonces f es completamente multiplicativa 
si y solo sí, 
¡-1 = p(n)f(n) para todo n 2': l. 
1.1.6. Convoluciones Generalizadas 
F designa ~na función con valores reales o complejos definida en el eje real positivo 
(0, +oo) tal que F(x) =O para O< x < 1, a una función aritmética. 
(a o F) (x) = I:a(n)F (x/n) 
n~x 
Si F(x) =O para todo x no entero, la restricción de Fa los enteros es una función 
aritmética y se observa que 
(a o F)(x) =(a* F)(m) 
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para todo entero m 2: 1, por lo que o se puede considerar como una generalización 
del producto de Dirichlet *· 
Observación. Para todo par de funciones aritméticas a y fJ tenemos 
a o (fJ o F) = (a * fJ) o F 
Teorema 1.10. Si a tiene inversa de Dirichlet a-1, entonces 
G(x) = I: a(n)F(x/n), implica 
n;S;x 
F(x) = I: a-1(n)G(x/n) 
n,Sx 
1.2. Medias Aritméticas 
Las medias suavizan las fluctuaciones obteniendo un comportamiento más regular 
que la función aritmética inicial. 
!(n) =.!. t f(k). 
n k=l 
Definición. Si g(x) >O para todo x 2: a, escribiremos 
f(x) = O(g(x)) f(x) es O mayúscula de g(x) 
para indicar que el cociente f ( x) / g( x) está acotado para x 2: a. 
Si lím flEl(x)) = 1, se dice que f(x) es asintótica a g(x) cuando x-+ oo, escribiendo 
x--+oo9 x 
f(x) ~ g(x) cuando x-+ oo. 
Teorema 1.11. (Fórmula de sumación de Euler) Si f posee derivada con-
tinua f' en el intervalo [y, x], en donde O < y < x, entonces: 
L f(n) = !x f(t)dt + !x (t- [t]) f'(t)dt + ([x]- x)f(x)- ([y]- y) f(y) 
y<n::;x Y Y 
Demostración. Ver [1]. o 
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1.2.1. Las Funciones de Chebyshev 'lj;(x) y '!9(x) 
Definición. Para cada x > O, 
l. 'lj;(x) = Z:: A(n) 
n::;x 
2. 19(x) = I: logp, 
p::Sx 
de modo que 'lj;(x) = ¿: 19(x11m) 
m::Slog2 x 
Teorema 1.12. Para x > O tenemos 
0 < 'lj;(x) _ 19(x) < (logx)
2 
- X X - 2JX"log2 
Demostración. Es evidente que ·¡j;(x) 2: 19(x), ahora 
pero 
luego 
'lj;(x)= 2..: 19(x'im)=19(x)+ 2..: 19(x11m) 
1$m:Slog2 x 2::SmSlog2 x 
19(x) :S l..:logx :S xlogx 
p::Sx 
La desigualdad anterior implica 
lím ('lj;(x) - 19(x)) =O. 
x---+oo X X 
Definición. Si x >O, 1f(x) designa el número de primos que no exceden a x. 
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o 
1.3. Series de Dirichlet 
Definición. U na serie de Dirichlet es una serie de la forma 
a(s) = f: f(n) 
n=l ns 
en donde f(n) es una función aritmética, s un variable compleja. 
Notación. De acuerdo a Riemann s = er + it, en donde er y t son reales. 
00 
Teorema 1.13. Supongamos que la serie de Dirichlet a(s) = 2:: f(n)n-' conver-
n=I 
ge en el punto s = so y que H > O es una constante arbitraria. Entonces la serie 
a(s) es uniformemente convergente en S= {s: er ~ er0 , lt- t01 :0: H(er- er0 )}. 
Demostración. Sea R(z) = Z::: f(n)n-' 0 , notamos que f(n) = (R(n- 1)- R(n)) n", 
n>z 
ahora tomemos las sumas parciales de a ( s) 
N N 2:: f(n)n-' = 2:: (R(n- 1)- R(n)) ns-so = 
n=M+l n=M+I 
N 
= R(M) (M+ 1),_,0 - R(N)N,_,0 + (s- s0) 2:: R(n- 1) !,"_ z"-'- 1dz 
n=M+l n 1 
N 
= R(M) (M+ 1)'-'0 - R(N)N,_,0 + (s- s0) 2:: J:_1 R(z)z'o-s-1dz 
n=M+l 
pues R(z) es constante en [n- 1, n). 
Si IR(z)l <:: é para todo z ~M y si u> u0 , vemos que 
N L f(n)n-' 
n=M+l 
:::; 2é + é ls- sol roo zao-a-ldz :::; (2 + ls- sol) é JM CJ- <To 
paras E S, tenemos 
ls- sol <:: u- uo + lt - tol <:: (H + 1) (u- uo) 
así se concluye la prueba. D 
00 
Corolario 1.14. Cualquier series de Dirichlet a(s) = 2:: f(n)n-s tiene una abs-
n=I 
cisa de convergencia ere con la propiedad de a(s) converge para todos con er >ere 
y para ningún er < u e. 
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Observación. En casos extremos esta serie de Dirichlet puede converger sobre 
todo el plano (o-c= -oo)ó sobre ningún punto del plano (o-c= -oo). 
Denotemos O" a= ínf {o-/ n~l lf(n)l n-a}< oo 
Teorema 1.15. Con las notaciones anteriores, se cumple: O"c ::; O" a ::; O"c + 1 
Demostración. La primera desigualdad es inmediata. Para la segunda desigual-
dad tomar E > O arbitrario y notemos que a ( O"c +E) converge, con lo cual para 
n suficientemente grande tenemos: IJ(n)l « nao+c, donde la constante puede de-
pender de f(n) y e, de aquí la serie a (o-c+ 1 + .s) converge absolutamente, pues 
00 
basta compararla con la serie I: n-l-e. D 
n=l 
00 
Ahora supongamos que 2.: f(n)n-s converge absolutamente para o- ;:o: o-a y con-
n=l 
sideremos la función F( s): 
00 
· F(s) = L f(n)n-s para o- ;:o: O" a 
n=l 
Lema 1.16. Si N ;:o: 1 y o- ;:o: e ;:o: O" a tenemos 
Demostración. Ver [1]. D 
Teorema 1.17. Dadas dos series de Dirichlet 
00 00 
F(s) = L f(n)n-s y G(s) = L g(n)n~' 
n=l n=l 
ambas absolutamente convergentes para o- ;:o: o-•. Si F(s) = G(s) para cada s 
de una sucesión infinita { sk} tal que O"k --+ +oo cuando k --+ +oo, entonces 
f(n) = g(n) para cada n. 
Demostración. Sea h(n) = f(n) - g(n) y sea H(s) = F(s) - G(s). Entonces 
H (sk) =O. Supongamos que h(n) #O para un cierto n y obtenemos una contra-
dicción. Sea N el menor entero tal que h.( N) #O. Entonces 
00 00 
H(s) = L h(n)n-s = h(N)N-'+ L h(n)n-s 
n=N n=N+l 
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despejando h( N) 
00 
h(N) =N' H(s)- N' 2.= h(n)n-s 
n=N+l 
tomando s = sk, así H(sk) =O 
00 
h(N) =-N'' 2.= h(n)n-'' 
n=N+l 
elegimos k tal que crk > e> cr0 • Por el Lema 1.16 
donde M no depende de k y además (N~,r· --+O cuando k--+ +oo. Así h(N) = 
O, lo cual es una contradicción. D 
Teorema 1.18. Multiplicación de Series de Dirichlet 
Dadas dos funciones F( s) y G( s) representadas por dos series de Dirichlet, 
00 
F(s) = L f(n)n-s 
n=l 
00 
G(s) = L g(n)n-s 
n=l 
para cr >a, y 
para cr > b 
entonces, en el semiplano en el que ambas convergen absolutamente, tenemos 
00 
F(s)G(s) = 2.= h(n)n-s endondeh=f*9· 
n=l 
00 
Reciprocamente, si F(s)G(s) = L a(n)n-s para todos en una sucesión {sk} con 
n=l 
crk --+ oo cuando k--+ oo, entonces a= f * g. 
Demostración. Para todo s en el que ambas series convergen absolutamente te-
nemos 
00 00 00 00 
F(s)G(s) 2.= f(n)n-s 2.= g(rn)rn-s = 2.= 2.= f(n)g(rn) (rnn)-s 
n=l m=l n=lm=l 
debido a la convergencia absoluta, podemos multiplicar estas series y ordenar sus 
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términos, así agrupamos los términos en los cuales mn es constante 
F(s)G(s) =E C~/(n)g(m)) k-s =E(!* g) (k) k-s 




Teorema 1.19. Sea F(s) = L: f(n)n-s absolutamente convergente para a> a •. 
n=l 
Si f es multiplicativa tenemos 
donde p recorre los números primos. 
Si f es completamente multiplicativa tenemos 
00 1 E f(n) = g1 _ f(p)p 8 sia > aa. 
Demostración. Ver [1] O 
Ejemplos. 
l. ((s) = I; ,;, = TI 1_~-· si a> 1 
n=l p 
2. - 1- = I; ~(n) = TI (1 - p-') si a > 1 ((s) n=l n·• p 
3. '~t-l'l = f "'t~l = TI,'-r' a> 2. 
'> s n=l n p -p -s 
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1.4. Sumaciones 
Teorema 1.20. Fórmula de Poisson. Sea f: IR -'> IR una función C00 tal que 
(1 + x2t f(x) es acotada para todo n E Z. Entonces 
00 00 
¿ f(kl = ¿ !Ul 
k=-oo j=-oo 
Demostración. Sea 
F(x) = Lf(x + n) 
nEZ 
así definida es una serie absolutamente y uniformemente convergente, notemos 
que F tiene periodo 1, luego F admite expansión de Fourier 
don 
am = t F(x)e2~i=dx = r' Lf(x + n)e2~imxdx = L t f(x + n)e2rrimxdx lo lo nEZ nEZ lo 
11 1n+l ¡oo = L f(x+n)e2~im(x+n)dx = L f(x)e2rrimxdx = f(x)e2rrimxdx nEZ O nEZ n -oo 
= f(m) 
entonces 
F(x) = L j(m)e-2~imx 
mEZ 
evaluando en x = O, se obtiene el resultado. D 
Teorema 1.21. Identidad de Abel. Sea a una función aritmética y f una función 
de clase C1 en el intervalo [y, x].Entonces 
y~x a(n)f(n) = A(x)f(x)- A(y)f(y)- [ A(t)f'(t)dt 
en donde A(x) = L: a(n). 
n:S:x 
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1.5. Polos y Residuos 
Definición. Una función f tiene una singularidad asilada en s = a si existe R > O 
tal que fes definida analítica en B (a, R)- {a} pero no es B (a, R). Un punto a 
es llamado singularidad removible si existe una función analítica g: B (a, R) --+ IC 
tal que g(s) = f(s) para O< ls- al< R. 
Si s = a es una singularidad aislada, la función analítica f admite un desarrollo 
en series de Laurent alrededor de s = a de la forma 
00 
f(s) = L an(s- a)n 
-oo 
cuando su desarrollo tiene: 
• Todas sus potencias son no negativas, si dice que es una singularidad remo-
vible. 
• Una cantidad finita de potencias negativas, se dice que es un polo. 
• Una infinidad de potencias negativas se dice que es una singularidad esen-
cial. 
Proposición 1.22. Si G es una regwn con a en G y si f es analítica sobre 
G - {a} con polo en s = a, entonces existe un entero positivo m y una función 
analítica g : G --+ IC tal que 
f(s) = g(s) 
(s- a)m 
Definición. Si f tiene un polo en s = a y m el menor entero positivo tal que 
j(s)(s- ar tiene una singularidad removible en S= a entonces j tiene·un polo 
de orden m en s = a. 
Sea s = a una singularidad aislada de f y sea 
00 
f(s) = L an(s- a)n 
-oo 
el desarrollo de Laurent alrededor de s = a. Entonces el residuo de f en s = a es 
el coeficiente a_ 1 . Se denota por Res(!; a)= a_1 . 
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Observación. Si s = a es un polo simple, entonces 
Res(!; a)= lím(s- a)f(s). 
s-->a 
1.6. Función Gamma y Transformada de Mellin 
Definición. La función Gamma es una función meromorfa sobre IC con polos 
simples en s =O, -1, -2, ···,definida por 
e-os oo ( S) -1 
r(s)=-D 1+- e'ln 
S n=l n 
donde 'Y es una constante adecuada tal que F(1) = l. 
Teorema 1.23. Si ~(s) >O, entonces 
Definición. Transformada de Mellin 
F(s) = f000 f(x)x'-'dx, f(x) = 2~¡ J:~: F(s)x'- 1ds 
Ejemplo. La Transformada de Mellin de e-x: 
f(x) =e-x; F(s) = F(s) (O"> O) (1.1) 
Lema 1.24. Borel-Carathéodory Supongamos que la función f es analítica en 
00 
lz- zol < R, y tiene una expansión f(z) = ¿ e,. (z- z0t. Supongamos además 
n=l 
que~ (/(z)) ::; U para lzl <R. Entonces 
1 
. 1 < 2(U !R(co)) 
Cn _ Rn n = 1,2,···, 
y para lz- zol ::; r < R, tenemos 




v :::; (R _ r)"+l {U-~ (f(z0))}, v = 1, 2, · · · 
Demostración. Ver [4]. o 
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Capítulo 2 
La Función Zeta de Riemann 
2.1. Ecuación Funcional 
Si s es un número complejo, con s = a+ it, en donde a, t E lR y i 2 = -1, la 
Función Zeta de Riemann ( está definida por la relación 
00 ((s) = 2:: n-', a> 1 
n=l 
(2.1) 
esta serie de Dirichlet converge absolutamente para a > 1, y uniformemente en 
cualquier semi plano a ::0: 1 +o > l. Por la identidad de Euler podemos representar 
((s), para a> 1 como un producto infinito absolutamente convergente, 
luego la función (no admite ceros en el semiplano {sE <C/!R(s) > 1}. 
Teorema 2.1. Riemann La función(, definida por (2.1), admite una prolonga-
ción a una función meromorfa en <C, con polo simple en s = 1 con residuo 1, y 
satisface la ecuación funcional 
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Demostración. Sea f(x) = e-~x2 t, t >O, por el Teorema 1.20 
así 
entonces 
E.fL.. -(..;:;rix- ~oi) d ~ -1!"tx2 d J!.!L 
= e t e V t x = e t e x = -e ' 
2¡00 2 2¡00 1 2 
-oo -oo y't 
" 1 11"0:2 f (a)= -e-, 
,¡¡ 
~ 7rk2 t 1 ~ 1rk2 jt ¿_e =-¿__e k~-oo y't k=-oo t>O 
por continuación analítica, para t complejo con lR (t) >O, si escribimos 
luego 
00 
O(t) = L e~k2t, 
k~l 
lR(t)>O 
1(1) 1(1 )1 20(t) + 1 = ,¡¡ 20(¡) + 1 =:. o(t) = 20 20(¡) + 1 - 2 
por otro lado, de la función Gamma, tenemos 
u=lR(s)>O 
sin es un entero positivo, escribiremos 1rn2x por x, 
despejamos n', 
rJ>O 
ahora si rJ > 1, tenemos 
oo 1 7rs/2 
((s) = ~ n' = r (s/2) 
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como hay convergencia absoluta para u > 1, pues 
podemos intercambiar el orden de la sumatoria y el integral, obteniendo 
n:'/2 ¡00 ((s) = O(x)x'/2- 1 
r (s/2) o 
esto lo podemos reescribir como= n:-'2' r ( 12') ( (1 - s) 
, (S) 1-• ( 1 - S) 1r-,r 2 ((s) = 7r-~, r -2- ( (1- s) (2.2) 
en la integral de ( *) en (2.2), 
es una función entera, y para cada s es una función integrable, pues converge 
uniformente en -oo < a :S: u :S: b < oo para x 2: 1, tenemos 
mientras que 00 
O(x) < ¿: e~nx = _1_ 
n=l - e1r:>:_I, x>O 
luego la integral de ( *) en (2.2) define una función entera, con lo cual 
24 
f " t D d ~' 1' t · es una uncwn en era. es e que r( ~) es en era, se stgue que 
1 -rr'/2 1 -rr'/2 
((s)- s(s- 1) r Ü) = ((s)- 2(s -1) r (~ + 1) = g(s) 
donde g es entera, así 
1 -rrs/2 
((s) = (s- 1) 2r (~ + 1) + g(s) 
por tanto ( se extiende a una función meromorfa con polo simple en s = 1 y 




E(s) = 2s(s- 1)r¡(s) (2.3) 
Teorema 2.2. Con las notaciones anteriores, 
l. La función E es entera y E(s) = E(1- s); 
2. E(s) es real para todo t y para IJ = 1/2; 
3. E(O) = Wl = 1/2. 
Demostración. Del Teorema 2.1, obtenemos l;(s) = l;(s- 1) 
l. En(*) de (2.2), 
1 ¡= ( ' 1 ' 1) r¡(s) = ( ) + x-,-, + x'- O(x)dx 
S S- 1 ¡ 
en la cual, el término de la integral es una función entera, luego r¡( s) es mero morfa 
con polos simples en s = O y s = 1, entonces s(s-1)r¡(s) define una función entera, 
luego E tambien lo es. La simetría es inmediata de la ecuación funcional de (. 
2. Para t = O, tenemos E( s) = 1; (s) = E ( s), así E es real para t = O. Para 
s = ~ + it, E(~+ it) y E(~+ it) son conjugados e iguales debido a la ecuación 
funcional, entonces son reales. 
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3. 
E(s) = 7r-s/2 r G + 1) (s- 1) ((s) 
tomando paras= 1, 
Wl = 7r-1/2 r G) = ~ 
por la ecuación funcional, E(1) = E(O) = 1/2. D 
Teorema 2.3. Localización de ceros de E. 
l. Los ceros de E, si hay, están todo localizados en la banda crítica O :S u :S 1, 
y yacen simetricamente alrededor de las líneas t = O y u= 1/2; 
2. Los ceros de ( son identicos, en posición y multiplicidad, con los ceros 
de t;, excepto que ( tiene un cero simple en cada uno de los puntos s = 
-2, -4, -6, ... ; 
3. t; no tiene ceros sobre la línea t = O. 
Demostración. Como t;(s) = 1f-sf2r Ü + 1) (s- 1) ((s), 
l. Definimos H ( s) por la relación 
H(s) = 1r-s12 r (~ + 1) (s- 1) ==* t;(s) = H(s)((s) 
luego H(s) no se anula para u> 1, y ((s) no se anula para u> 1, de aquí t;(s) no 
se anula para u> 1, por el Teorema 2.2, E(s) no se anula para u <O. Los ceros 
de t;, si hay, se encuentran en la banda O :S u :S l. 
Si t;(s) = O, entonces t; (s) =E (s) =O, luego son simétricos respecto a la recta 
t =o. 
Si t;(s) =O, por la ecuación funcional tenemos E(1- s) =O, por la simetría con 
t = O se obtiene la simetría respecto a O" = 1/2. 
2. Los ceros de ( difieren de los de E solo hasta donde H tiene ceros o polos. El 
único cero deHesen s = 1, pero este no es un cero de E, pues E(1) = 1/2, ni de 
(, es un polo de este último. 
Los polos de H son simples, en s = -2, -4, -6, ···;en estos puntos t; es holomorfa 
y no se anula, de aquí estos deben ser ceros simples de (. 
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3. Para O < ri < 1, 
el primer miembro no se anula, luego ((s) no se anula, luego E tampoco. D 
2.2. Fórmula de Riemann-Von Mangoldt 
Sea N(T) el número de ceros de ( en el rectángulo 
O :0: ri :0: 1; O :0: t :0: T 
Teorema 2.4. Si ri 2: 1, t 2: 2, tenemos 
l((s)l < clogt, (2.4) 
donde e E JR+ una constante. Si fJ es tal que O < (j < 1, y rJ 2: (j, t 2: 1, entonces 
l((s)l <e (J) ti-o (2.5) 
donde e ( J) es una constante positiva dependiendo solo de fJ. 
Demostración. En algún semiplano rJ 2: 1 +E> 1, ((s) es acotada, 
l((s)l :0: ( (ri) :0: ( (1 + s) 
por la identidad de Abe!, tenemos para x 2: 1; rJ 2: O 
para cuando rJ > 1 y x --+ oo 
00 1 s ¡oo u - [u] ((s) = :L - = ~- s du 
ns S- 1 us+l 
n=l 1 
(2.7) 
la ecuación (2. 7) brinda la continuación analítica de ( para rJ > O. De (2.6) y 
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(2. 7) tenemos, para u > O, x ;::: 1, 
1 s ¡x u- [u] 100 1 [x] ((s)- "-=---s du-s -du--
L.,; ns s - 1 us+l us xs 
n$;x 1 x 
= (1 + _1_) ~ - [x] - s 1oo ·u - [u] du 
s - 1 xs xs us+l 
X 
100 u- [u] d 1 _x ---"[x--"] =s u+ + x u'+1 (s- 1)x'-1 x' 
luego 
1 1 1 100 1 l((s)l < "- + --1 +- + lsl -+1 du L.,; na txu- xcr ua 
n:=;x x 
< " _1 + _1_ + _1 + _,_( u_+___:._t) 1 
L n17 txcr-l xu a xa 
n:=;x 
si u 2: 1, t ;::: 1, x 2: 1 
1 1 1 1+t t l((s)l < L- +- +-+- < (1 + logx) + 3 +-
n:O::::.xn t X X X 
si t = x, obtendríamos 
l((s)l < clogt u 2: 1, t 2: 2 . 
o 
Lema 2.5. Si R > O, y f es una función holomorfa pam lz- zol :S R, y tiene 
{al menos n) ceros en lz- zol :S R, el cero múltiple es contado de acuerdo a su 
orden de multiplicidad, entonces, si f(z0 ) #O, tenemos 
(R)n M 
-:¡: :S 1/(zo)l (2.8) 
donde M= máx {1/(z)l} pam lz- zol =R. 
Teorema 2.6. {Riemann- Von Mangoldt} Tenemos 
T T T N(T) = -log--- +O (iogT) 
27r 27r 27r 
cuando T --+ oo. 
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Demostración. Supongamos que T > 3. Considerar el ractángulo R con vértices 
2 + iT, -1 + iT, -1- iT, y 2- iT en ese orden. La función~ tiene 2N(T) ceros 
en el interior de R, y ninguno sobre la frontera. De aquí, 
como 
entonces 
es evidente que 
_ 1"'(f((s)) 
N(T)- 41f" J.R. ~(s) ds 
1 ~(s) = 2s(s- 1)7J(s) 
((s) 1 1 'l'(s) 
-=-+--+--E(s) s s- 1 7J(s) 
'J ( r (~ + - 1 ) ds) = 41f ln S S- 1 
y desde que 7J(s) = '7(1- s) y '1 (<T ± it) son conjugados, tenemos 




-1 /2 - 2 
-T 
Figura 2.1: 
donde L es la parte de la frontera de R como se muestra en la Figura 2.1 que va 
de los puntos s = 2 a los puntos s = 2 + iT (Camino L1), junto con la parte que 
va des= 2 + iT al puntos=~+ iT (Camino L2). Ahora 
""(J ( 1 1 ) d) +"" (J ~r'(~)d) +"" (J f'lj_d.) 
'S L -;¡ Og7r S 'S L r(~) S 'S L ((s) S 
T ""(J ~r' > ) ""(J f'lj_ ) 
-2log1r+'S L r~)ds +" L((s)ds 
-flog7r+'J (logr (~ + ~iT))- 'J(logF(1)) +'S(JL ~(~jds) 
como tenemos 
log r (z +a) = ( z + Q- D log z- z + ~ log 27r +a (¡~ 1 ) 
donde iarg ( z) 1 :S 1r - e: < 1r, a es limitado, de manera evidente ~ + i~ cumple 
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con las condiciones, luego 
'S log r ( i + ~iT) 'S ( (~ + ~iT- ~) log (~iT) - ~iT +~lag (27r)) +O (¡j.
1
) 
~Tlog (~r)- ~T- ~+O (¡j.
1
) 
ahora queda estimar la integral de la derivada logaritmica de ( sobre el camino 
L, veamos: Sea "m" el número de puntos s' de L excluyendo los extremos, en los 
cuales iR(( (s')) =O. Sobre cualquierade los m+ 1 intervalos deL generado por 
estos puntos, la aplicación iR ( ( ( s')) no cambia de signo. Denotemos S uno de los 
segmentos, entonces 
'S ( r ('(s) ds) -'S ( r dz) 
Js ((s) - J((s) z 
donde ((S) es la imagen de S bajo el mapa s --+ ( (s). Claramente ((S) está 
contenido en uno de los semi planos iR ( s) 2: O ó iR ( s) ::; O. Si la curva ((S) 
comienza en el punto s = a y finaliza en el punto s = b, y a, b denota el segmento 
de línea juntando a y b, por el teorema de Cauchy, 
r dz r dz 
}((S)~ = J Ka,b Z 
donde Ka,b denota el semicírculo, con a, b como base el cual yace en el mismo 
semiplano que ((S). De aquí 
I'S(l ('(s))I=I'S(f ('(s))l<1r ((S) ((s) }Ka,b ((s) -
se sigue que 
por otro lado ningún punto estar sobre L 1 , desde que 
00 1 1 ¡oo du 1 iR(((2+it))2:1-"->1--- -=-¿_, n 2 22 u 2 4 
n=2 2 
(2.9) 
así "m" es el número de puntos distintos de a en el intervalo ~ < a < 2, en 
los cuales iR ( ( (a+ iT)) = O y es el mismo número de distintos ceros de g( s) = 
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~ (( (s + iT) + ( (s- iT)) sobre el eje real, en el intervalo~ <u< 2, para g (u)= 
~ ( ( (u + iT)) pues u es real y ( (u± iT) son conjugados. Como g es holomorfa 
excepto para 1 ± iT, y no nula, luego m debe ser finito. Debemos acotar m 
superiormente, con la ayuda de las estimaciones de 1( (s)l obtenidas en el Teorema 
2.4 y el Lema 2.5. 
Aplicando el lema a la función g(s) = ~ (( (s + iT) + ( (s- iT)), a los dos círcu-
los ls- 21 :o; i y ls- 21 :o; ~- Desde que suponemos que T > 3, la función es 
holomorfa a lo largo de los círculos, además g(2) oJ O, por (2.9). Si usamos la esti-
mación obtenida en (2.5), con li = 1/4, conseguimos, para cada sen ls- 21 = i, 
la inecuación 
lg(s)l < ~e (lt + Tl 314 + lt- Tl 314) < c1 (2 + T) 314 
desde que u~ 1/4 y 1 :o; lt ±TI < 2 + T; por (2.8) 
(7)m C¡ (2+T)3/ 4 6 < (1/4) < T, paraT > To ~ 3 
luego m< c2 logT, para T > T0 y c2 una constante positiva. Reemplazando esto 
es la inecuación 
deducimos que 
T T T N (T) = -log - - - + O (log T) 
2r. 2r. 27f 
cuando T --+ oo. o 
2.3. Teorema de Hardy 
Lema 2.7. Sea FE C2 [a,b], y F"(x) ~ r >O en [a,b]. Sea G E C 2 [a,b] y 
IG(x)l :o; M; G oJO y (~)'tiene a lo mucho q ceros distintos en [a,b]. Entonces 
Demostración. Ver [6] o 
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Teorema 2.8. (Hardy). Existe una infinidad de ceros no reales de ( con parte 
rea/1/2. 
Demostración. De la ecuación funcional de (, Teorema 2.1, podemos escribirla 
de la forma ((s) = x(s)((1- s), donde 
por lo que x(sJ. x(1- sJ = 1, lo cual implica xO + itJ. x<~- itJ = 1, y de esto 
podemos decir que lx(~ + it)l = 1, como x(s) es real paras real. 
Sea 
e= O(t) = -~ arg ( x G + it)), 
así 
X G +it) = e-2i9 
definimos 
(2.10) 
como r(s) no tiene ceros y solo polos reales, la función (x(s))- 1 tiene una raíz 
cuadrada (X (s))-112 3n la región simplemente conexa t >O. Podemos reescribir 
Z(t): 
Z(t) 1r-it/2 { r(i+~it) }-1/2 ( (l + it) r(;t-~it) 2 
±7r-it/2 r(i+~it) ( (l + it) lrO+HI 2 
(2.11) 
escogemos el signo +, y lo mantenemos fijo. Si s = ~ + iz, donde z es complejo, y 
entonces 
por el Teorema 2.2, ~ (~ + iz) es real para z real, así S(t) es real para t real, 
además 
::::(t) H~+it)(-~+it)r¡(~+it) 
-~ (t2 + ¡) r (~ + ~it) e:; O+ it) 1[-Hit 
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lo siguiente, de (2.11) 
Z(t) = (t2 + ~) ¡r (~ + ~it)l 
y que 
Z(t) es real para t real, 
por (2.10) 
¡z(t)l =[e G +it)[, 
si ( no tiene ceros, o solo un número finito de ceros sobre la línea a = 1/2, 
entonces existiría un T0 tal que T > To, tenemos 
Consideremos la integral 
(2.12) 
tomando a lo largo del rectángulo e, limitado por la líneas (j = 1/2, (j = 5/4, 
t = T, y t = 2T, donde T > k > O, como se muestra en la Figura 2.2. La integral 
se anula, por el Teorema de Cauchy. La contribución de la parte de e que yacen 
sobre a = 1/2 es 





por la definición de Z(t) dada en (2.10). La estimación de los otros tres lados del 
rectángulo, usamos la fórmula de Stirling para la función Gamma, lo siguiente, 





por otra parte, tenemos de (2.4) 
((s)=O(logt)=O(n, c>O 
para rJ = 1, t 2: 2, estimemos 
((it) = (( -it) = ((1 + it) =O (t112 logt) 
x(1 + 't) 
de aquí, por el Principio de Phragmén-Lindeliif, tenemos 
1 
-<rJ<1 2- -
similarmente ((s) = 0(1) para rJ =~'y ((s) =O( te) para t = 1, implica que 




de este modo la contribución a la integral de (2.12), de los lados del rectángulo 
C paralelos a los ejes reales son 0 ( Tt+e) , e > Ü. 
La integral a los largo de la línea rJ =~'dado mediante (2.13), 
r2T ( t ) i+~" , . , . { ( 1)} 5 ±i fr 
2
7r e_,,,-,,~ 1 +O t ((:¡ + it)dt 
con una contribución de el O-término de 
r2T lr o (d) dt =o (r318), 
el otro término es un múltiplo de 
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haciendo 
entonces 1 (T)3/B IF'(t)l :0: 4T = ry IG(t)l :<::; 7r =M 
por el Lema 2.7 
combinando todas las estimaciones, tenemos 
(2.14) 
por otro lado 
r2T r2T 1 1 1 1 tT 1 1 Jr IZ(t)l dt = Jr ((2 + it) dt :0: Jr ((2 + it)dt 
y 




2 l [ 00 l 2 2iT - 1 - 2 iT - 1 ( + ) n~2 n2+2a logn ( + ) n"f:2 n2+1T logn 
+0(T1i 2 ) 
iT +o (r'i2 ) 
entonces, para T > T0 
12T 1 IZ(t)l dt > -T T 2 (2.15) 
de (2.14) y (2.15), Z(t) no mantiene el signo, luego existen infinitos ceros no reales 
de ( con parte real 1/2. O 
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2.4. Teorema de Hamburger 
Teorema 2.9. Sea G una función entera de orden finito, P un polinomio y 




donde { an} es una sucesión de números complejos, y la series converge absoluta-
mente para CJ > l. Si 
donde 
, (S) 1-, ( 1 - S) 7[-,r 2 f(s) = 7r--, r -2- g(1- s) 
00 b 
g(1- s) =~ _n_, L nl-s 
n=l 
la serie converge absolutamente para CJ < -a <O. Entonces 
f(s) = a1((s) = g(s). 
Demostración. Para x > O, sea 
la integral converge desde que f(s)está acotada sobre la línea CJ 
00 
I: ann-' converge absolutamente para CJ > 1, luego por (1.1) 
n=l 
de (2.16), tenemos S1 = S2 , donde 
s2 = -. g(1- s)r -- ~ 1f-(l-,)12x-42ds 1 ¡2+ioo (1 ) · 
2n 2_,00 2 2 
(2.16) 
2. La serie 
(2.17) 
(2.18) 
debemos trasladar le línea de integración de (2.18) con CJ = 2 a CJ = -1- a < 
-1, donde .a es tal que todo polo de f (Jos cuales son un número finito) están 
contenidos en la franja -1- a< CJ < 2. La función g(1- s) está limitada sonbre 
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la línea r7 = -1 - a, desde que la serie L: bnn-' converge absolutamente para 
r7 <-a. Desde que /(s)está limitada sobre la línea r7 = 2, y 
se sigue de la igualdad anterior y (2.16) que g(1- s) = O (1tl 312) sobre r7 = 2. 
Por la hipótesis sobre /, se sigue que existen dos números T > O, p > O, tal que 
para ltl 2: T y -1- a::; r7::; 2, la función g(1- s) =O (elt!P). De aquí, por el 
Principio de Pharagmén- Lindelof 
g(1- s) =O (ltl 312) 
para ltl 2: T, -1- a ::; r7 ::; 2. Aplicando el teorema de Cauchy al rectángulo, 
obtenemos 
1 ¡-1-o+ioo 1 1 1 1 m 
s2 = -. g(1- s)r (-- -s) 1f-,,r,-!)x-,'ds+ ¿ Rv 
27rz -1-o:-ioo 2 2 v=l 
(2.19) 
m 
donde L: Rv denota la suma de los residuos de todos los polos. Pero el integrando 
v=l 
es f(s)r Ü) (nx)-'12 , y los residuos de un polo sv de orden qv es de la forma 
de aquí 
m m L Rv = L x-·'"12Qv (logx) = Q(x) (2.20) 
v=l v=l 
en donde Qv (x) es un polinomio en x. Aquí 
lR( s) ::; 2 - o, o > O, para v = 1, 2, · · · , m (2.21) 
00 
desde que L: ann-' converge absolutamente para r7 > 2 - E, para E: > ·o lo 
n=l 
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suficientemente pequeño, luego tenemos por (2.19) 
__!_ I: .fu, ¡-1-a+ioo r (l - ls) (~n') -(1-s)/2 ds + Q(x) 
..jX n=l 211"t -l-a-too 2 2 x 
.2.. I: .fu, Jl+~a+ioo r(s) (r.n')-s + Q(x) 
v'x n=l 21rz l+tcr-zoo x (2.22) 
2 00 .,.,n2 
,¡x I: bne-x- + Q(x) 
n=l 
de(l.l). Desde que S1 = 82 , tenemos de (2.17) y (2.22), 
Si multiplicamos por e-~t'x, para t > 0 fijo, integrando con respecto a X SObre 
(0, +oo) tenemos 
(2.23) 
desde que 
1oo -a'x-12 _ld Vx -2ab O b > O e x x 2 x = -e , a > , _ o a 
sustituimos Q(x) de (2.20) en (2.23), e integrando término a término, desde que 
cada uno es los términos es O (x-l+i') cuando x-+ oo, por (2.21). Por lo que 
Q(x)e-~''"dx = 2 Q 2 e-udx =2.:: t'"-2 Hv (logt) = H(t) (2.24) 1oo 1100 (X) m O t O t v~! 
donde Hv (log t) es un polinomio en log t. Por (2.23) y (2.24) tenemos, para t > O, 
00 ( 1 1 ) 00 L an --. - --. - 1rtH(t) = 21r L bne-2~nt 
n~l t + m t - m n~l 
(2.25) 
La series de la izquierda es una función meromorfa, y sus polos son de la forma: 
±in; además la función de la derecha es peródica con periodo i, luego la función de 
la izquierda. Así los residuos de ki son iguales, es decir, ak = ak+1 (k= 1, 2, · · · ), 
luego ak = a1 para todo k. D 
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Capítulo 3 
El Teorema de Littlewood y el 
Método de Weyl 
3.1. Inecuaciones de Weyl 
N' 
La estimación de una suma general de la forma I: n-" es reducido a la suma 
n=N 
N' 
de Weyl I: e-iP(n), donde P es un polinomio con coeficientes reales. 
n=N 
Lema 3.1. Sean k, penteros positivos, t un número real, t ~ 1, a y b enteros 
positivos, b- a ~ 1, y b:a :'::: ~t-l/(k+l). Sea M tal que 
paro p :'::: b - a. Entonces 
1 






b-a 1 I: e -itlog( a+m) 
m=l 
b-a { . (k (-IJ'-'m') . ((-l)kmk+l )}1 m~l exp -d jr:l jai - lt (k+i)ak+l + . . . ' 
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desde que m/ a:<:; (b- a)ja:<; 1/2. Para O:<:; x :<:; 1, tenemos la expresión 
{ 
oo x"} oo 
exp -it vf
1 
( -1)"-1--¡;- = ~ e1(t)x1 
luego 
{ 
. ( ( -1)k mk+1 ) } 00 v 






· v · n 1 n-1 m b-a { ( 2 ( )k-1 k)} 
ahora estimamos m~1 m exp -d ;; - 2 •' + · · · + ka' :<:; 2M (b- a)"; 
por la identidad de Abe!, así 
1 
t e-itlognl < 
n=a+l 
2M f lev(t)l (b~·r 
v=O 
{ ( (b-a)k+1 ) } < 2M exp t (k+1)a'+1 + · · · 
< 2M exp { '((:~:+1 } 
ahora 
t ( b-.·)k+1 ( 1 )k+l < t ~t= 2-(k+1) 
~1-"--fb -=.- - 1 1 < -..,1-
-a 1-2t-k+l 2 
y e112' < 2. Obteniéndose el Lema. o 
Ahora sea 
p 
S = L e2rriP(m) (3.1) 
rn=l 
donde J.! es un entero positivo y p es un polinomio de grado k con coeficientes 
reales. Trivialmente tenemos 
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pero podemos obtener una mejor estimación. 
Si consideramos el caso P( m) = can, a real, entonces tenemos, para a no entero, 
por lo que 
ISI ~ mín {¡t, lcsc 1ral} (3.2) 
si consideramos el caso P(m) = am2 + fJm, con a, fJ reales, entonces 
~ ~ 
ISI2 = ~ ~ e2•i(am2+~m~am''+~m') 
m=lm'=l 
haciendo m' =m- r, esta suma doble toma la forma 
¿¿e21ri( 2amr-ar2+j3r) 
m r 
agrupando de manera adecuada, con la desigualdad triangular, teniendo en cuenta 
lo siguiente 
como JL ~m- r ~ 1, entonces mín {r + JL, ¡t}~ m~ máx {1, 1 + r}, luego 
mín {JL, lcsc 2rrarl} 
r=-J.t-+1 m=máx(r+l, 1) 
~~! 
ISI2 ~ JL + 2 ~ mín {JL, lcsc 2rrarl} (3.3) 
r=l 
esto nos brinda estimaciones de polinomios de grados 1 y 2. Ahora consideremos 
cuando el grado es arbitrario. 
Teorema 3.2. Inecuación de Weyl. Sea k un entero positivo, y 
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donde a, a 1, · · · , ak~! son reales, aoJO. Sea p un entero positivo, y 
" S = ¿ e2r.iP(m) 
m=l 
Sea T = 2k~l, k 2: 2. Entonces tenemos 
donde R = r 1 · · · · · rk~!, y cada r1 varia de 1 a p- l. 
Demostración. Si k = 1, 2 la conclusión resulta de (3.2) y (3.3). Consideremos 




LLC2ni{P(m)~P(m~r), m' = m _ r 
mr 
"~! 
< ¿ IS¡I 
r=-Jl.+l 
mín((r+l', !')) 
S¡= S¡(r) = ¿ e2ni(P(m)~P(m~r) 
m=máx(r+l,l) 
por la desigualdad de Holder 
J<~! ¿ 
r·=-p+1 
lrl 2: 1 
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2/T 
de aquí, elevando a la T /2, obtenemos 
~-1 
2..:: (3.5) 
Probemos por indución sobre k en (3.4). En (3.3) se muestra que es verdad 
para k = 2, lo siguiente es para todo k 2': 2. Hacemos una estimación para 
s1, obteniendo 
IS1IT/Z ~ 2T¡/i-1 +2~¡.¡T-k+1 2..:: mín(¡.¡, icsc(nrak(rz, ··· ,rk-1) (k -1)!)1) 
r2,-·· ,Tk-1 
de (3,5) 
ISIT ~ 2:r:,-1,T-1 + 2~,T,T-1 +2T,T-k '<' , ( 1 ( kiR)I) ,_ ,_ ,_ ~ mm ¡.¡, ese na . 
T,T2,··· ,Tk-1 
lo cual implica (3.4). D 
b 
La inecuación de Weyl puede ser usada en estimaciones de sumas del tipo ¿ 
n=a+l 
nit. 
Teorema 3.3. Pam a< b ~ 2a; k 2': 2, K= 2k-1, a= O(t), t > t 0. Entonces 
tenemos 
b L = L n-it = 0 (a1-kt1/K(k+1) log1/K t) + 0 (ar1fK(k+1) log(k-1)/K t) 
n=a+l 
Si a < 4t1f(k+1) entonces 
- ' 




n=a+l n=a+¡.t+l 1 N+1 
entonces L:v =O( M), donde M es el máximo, para ¡i::; ¡;,,de 
S - t exp {-it ( n - 1 n2 + ... + _,_( -~1_,_)_k--1~m~k)} 
"-n~1 a+vp 2 (a+vp) 2 k(a+v¡;,)k 
por el Teorema 3. 2 
K-1 K-1 1rak!r1 · · · rk-1 
Sv=O(¡;,"I{)+O ¡;,"!{ L mín(p, lcsc( k )1) [ { }1/K] r, ... ,r,_ 1 (a+ v¡t) 
por lo tanto 
por la desigualdad de Holder, ahora como varía v, 
t(k- 1)!r1 · · · rk-1 
2(a+vp)k 
t(k- 1)!r-1 · · · rk-1 
2(a+(v-1)¡;,l 
se encuentra entre múltiplos constantes de t(k - 1)!r1 · · · rk_ 1pa-k-1, es decir 
de (k - 1)!r-1 .. · rk_1¡t-k. El número de intervalos de la forma { l1r, (z ± Ü 1r} 
contiendo valores de ~t(k -1)!r1 ·· ·rk_1(a+v¡;,)-k es por consiguiente 
O {(N+ 1)(k- 1)!r1 · · · rk-1/L-k + 1} 
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la parte de la v-suma correspondiente a cada intervalo es, como en el caso anterior, 
¡t+O +0 + ... ( 
jJk ) ( jJk ) 
(k- l)!r¡ · · · rk-1 2(k- l)!r¡ · · · rk-l 
de aquí la v- suma es 
sumando con respecto a rlJ ... , rk_ 1, obtenemos 
de aquí 
L =O {(N+ l)¡iK-l)/K}+O {(N+ l)¡t(K-I)/K 1og11K t }+0 {(N+ l)(K-l)/K ¡Jlogk!K t} 
el primer término del segundo miembro puede ser omitido, y desde que 
así concluye la prueba. D 
3.2. Resultados de Hardy, Littlewood y Weyl 
Teorema 3.4. Para t ~ 3, tenemos 
((s) =O (t4(1-a)/log(l/(1-a)) logt ) 
· loglogt 
(3.6) 
uniformemente para ~! .:'Ó u < l. Por continuidad, (3.6) implica que 




((s) =O (logAt), A> 1 (3.7) 
para 
(log log t) 2 
o- :;;: 1 - log t ' t :;;: 3. 
Demostración. Como un primer paso, nosotros probamos que 
[t'] 
((s) = L n-• + 0(1) (3.8) 
n=l 
uniformemente para t > 3. Esto resulta de la relación 
N -s 1"" U - [u] 1 ((s)- L n =-S us+l + (s- 1)N'-1 
n=l N 
la cual es válida para o-> O, y algún entero N:;;: l. Si hacemos N= [t2], t > 3, 
y ~~ :S: o- < 1, entonces 
((s) [<'] L: n-' +O (t J"" du ) +O (N1-"r1) 
n=l N ~
[<'] n~! n-s + 0 (tN-31/32) + 0 (Nl-url) 
[<'] 
L: n-s + 0(1) 
n=l 
la constante está envuelta en el 0- término. Esto prueba (3.8). 
Como segundo paso probaremos que 
[tlf2] 
((s) = L n-' + 0(1) (3.9) 
n=l 
uniformemente para g :S: o- < 1, t > 3. Esto seguirá de (3.8), si mostramos que 
. L n-s = 0(1) (3.10) 
tlf2<n$t2 
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distribuimos la suma como 
4[t112 ] 
n-s = n-' + L n-' + ... + 
n= [tl/2]+ 1 n=2[tlf2] +1 ~tl/2<2r [tl/2] :=;t2 







M= sup L n-it 
2h [tl/2] +1S::wS2h+l [tl/2]+1 2h [tl/2]+1 




0 ( 2-aht-a/2) { 0 ( 2hf2tlf4tl/6logl/2 t) + 0 ( 2"tlf2t-1/6log t)} 
O (ri h116logt) +O ( (2"t112f-a r 116logt) 
= O Co~t) +O (t(l-a)/2t-1/6)ogt) 
O Co~t) 
desde que el númerp de sumas es O(Iogt), esto prueba (3.9). 
Como un tercer paso, probaremos que 
((s) = L n-' + 0(1) (3.11) 
l:Sn:St2/r 
uniformemente para ~ <::: cr < 1, donde R = 2r-l, y r es un entero tal que 
6 <::: r <::: loglogt. Esto seguirá de (3.10) si probamos que 
L n-' = 0(1) (3.12) 
t2/ ... <n:Stl/2 
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en el rango dado de a y t. Para probar (3.12) verificaremos que 
L n-' =O (r'fBKk log2 t) 
t2/(k+2) <ns;t2/(k+l) 
(3.13) 
para k 2: 3, 1- 4k :S; a :S; 1, t 2: 3, k entero, K= 2k-l. El 0- término es uniforme 
en k. Esta suma se puede repartir 
zh+l [t2/(k+2J] 
+ + ¿ + ... , 
el número de tales sumas es O (log t), desde que 




L n-' =Q 
n=2h[t2/(k+2J]+l 
0 ( ( 2ht2/(k+2)) -u+l-j; tlfK(k+l) log t) + 0 ( ( 2ht2f(k+2)) -u+l ctfK(k+!) log t) 
0 ( C 2(k;2JK + (k+1lJK log t) + 0 ( t 2(k~l)K- (k+11)K log t) 
zh+l [t2/(k+2J] 
L n-s =O (rs¡K logt) 
n=2h [ t2/(k+2J] +1 
desde que tienen O(logt) términos, con orden O (rsk1K logt), probando así (3.13). 
Ahora mostraremos (3.12). 
Notemos que si r es un entero positivo tal que 6 :S; r :S; log log t, R = 2r- ', y 
1- ~ :S: a< 1, y 3 :S; k :S; r- 2, entonces 2k:S; 2r-2, luego 
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de modo que 
1 1 
o->1-->1--
- R- 4K 
y 
Rr ~ 4Kr ~ 4K(k + 2) ~ Kk 
y de (3.13) tenemos 
L n-s = 0 (rlfBkKlog2t) = 0 (ri/BrRlog2t) 
t2/(k+2) <n::;t2f(k+l) 
como Rr = 2r-1r :::; 21oglogt-1 log log t 
( 
1(21-loglog<) ) L n-s =O t-s Joglogt logt 
t2f(k+2) <n:::;t2/(k+l) 
pero 2loglogt = (logt)10g2 , y 1 > log2 >~-De aquí 
L n-s =O (e 
t2/(k+2) <n$!2/(k+l) 
(log<)l-log2 ) _O (-1 ) 
4Ioglogt log2 t 
log t 
implica que 
para 6 :::; T :::; log log t, esto prueba (3.12), así el tercer paso está probado. 





r = mín lo~2a, log log t 
donde t ~ e•'. Por hipótesis, tenemos ~! :::; o- < 1, se sigue que l~a ~ 64 = 26 , de 
modo que 6:::; r:::; loglogt. Además, por la definición de r, tenemos o-~ 1- 2~ > 
1- /.¡. 
51 
Usamos (3.11) y obtenemos 
Ahora considermos dos casos: 
l. Si 1 - u :::; lo~~f, para t suficientemente grande, tenemos lag 
[ 
, (loglogt -logloglogt 1 1 )] loglogt r 2: mm log 2 , og ogt 2: 2 
desde que 
[t'l'] [t'l'] L nl-a < t2(1-a)/r L l 
n=l n - n=l n 
logt 4 ~ 2/ < e .loglogt. logt 2logt r 
o (~) = o (~) = o ( ~~~l-_¡J 
r loglogt t r=ü 
2. Si 1- u> lo~~f', entonces lag ( 1~a) < loglogt y 
r 2: [log-
1 ] 1-u 
y 
1 1 
> -log--2 1- (J 
~) loglogt 
~) loglog t 




Ahora probaremos (3.7), tenemos que si 1 >u 2: 1- (lo~~;~•l', y t suficientemente 
grande, entonces por (3.6), tenemos uniformemente 
((s) = ( { 
41 ¡. (loglog>)
2 
} ) og logt ~o exp lag log t lag log t 
(loglogt)2 
O (exp (A1loglogt) ·lo~~~,)= O (logA t), A> 1, t > t1 
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pues ((s) = O(logt) para a 2': 1, t 2': 2, por el Teorema 2.4, así obtenemos (3.7). 
3.3. Teorema de Littlewood 
Lema 3.5. Landau. Sea r > O, y f una función holomorfa para ls- sol :<: r, 
f(so) f. O, M real, 
IJ(~;)I <eM, para ls-s0 l :<:r 
de modo que M> O. Sea f(s) f. O en el semicírculo ls- sol:::: r, ~(s) > ~(s0). 
Entonces tenemos 
_ ~ (f'(so)) < 4M 
f(so) r (3.16) 
Si suponemos que existe un cero p0 de f sobre el segmento entre s0 - ~r y 
so (excluyendo los puntos extremos}, entonces 
~(!'(so)) 4M 1 
- f(so) < ---:¡- - so -Po (3.17) 
Demostración. Sin perdida de generalidad, suponemos que f(s 0 ) = 1, podemos 
además suponer que s0 = O. Así, por hipótesis, f(s) es holomorfa para lsl :::: r y 
lf(s)l :<: eM, M> O, en tanto f(O) = 1 y f(s) f. O para lsl :<: r, cr >O. Tenemos 
que mostrar: 
4M 4M 1 -~(!'(0)) <- y ~(!'(O))<-+-
r r Po 
Si p recorre todos los ceros de f en lsl :<: r /2, entonces la función 
f(s) 
es holomorfa para lsl :<: r. Además tenemos, para lsl = r 
11 - ~1:::: 1~1- 1 = 1~1- 1 2': 1 
por el Teorema del Módulo Máximo, tenemos. 
lg(s)l :::: lf(s)l < eM 
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como g(O) = 1, y no tiene ningún cero para lsl :e; r/2, podemos escribir g(s) = 
é<'l, donde G(s) es holomirfa para lsl :e; r/2, iR(G(s)) <M, y G(O) =O. De aquí 
por la Desigualdad de Borel- Carathéodory (Lema 1.24), tenemos IG'(O)I < 4~. 
Por consiguiente 
l
f'(O) + I: _1:_1 = lg'(O) 1 = IG'(O)I < 4M 
P p g(O) r 
lo cual implica 
- iR(f'(O))- I:iR (]:_) < 4M = -iR(f'(O)) < 4M + I:iR (]:_) 
P p r r P p 
(3.18) 
por hipótesis, tenemos p # O, y iR(p) :e; O, para cada p. Luego iR (~) < O. Si 
usamos esto para (3.18), obtenemos 
-iR (!'(O)) < 4M 
r 
si además suponemos que existe un cero p = p0 tal que -~r < p0 <O, y reducimos 
los términos en (3.18), obtenemos 
-iR (!'(O)) < 4M + _1:__ 
r Po 
o 
Lema 3.6. Landau. Sea tp(t) y 8f,) funciones positivas, no decrecientes de t pam 
t :O: t0 . Sea O(t) :e; 1, tp(t)--+ oo cuando t--+ oo, y 
tp(t) = o ( <p(t)) 
O(t) e 
Sea 
((s) =O (e"'(')), 
en la región 
1 - e(t) :e; a :e; 2, t :o: to 
Entonces existe una constante positiva A 1, tal que ( no tiene ceros en la región 
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t 2': t, 




Demostración. Sea {3 + i'y un cero de ( en el semi plano superior. Sea ao tal que 
1 + e-"'(2o+l) < a < 2 
- o-
y sea s0 = a0 + i-y, s"0 = a0 + 2i-y, r = 0(2-y + 1) > "Y > t0 +l. Entonces los círculos 
ls- sol Sr y ls- sol Sr se encuentran en la región a 2': 1- O(t), t 2': t0 , para 
a0 - r = a0 - 0(2-y + 1) > 1 + e-'P(2o+l)- 0(2-y + 1) 2': 1- 1.1(2-y + 1) 
> 1 - 0(2-y + 1) 
desde que 
_1 __ 00 1-'(n) 
((s) -E n' ' Y 11-'(n) 1 S 1 
tenemos para 1 < a S 2 
de aquí 
similarmente 
l(ts)l S ((a)< a~ 1' A>O 
1_1_1 < ~ < Ae"'(2o+l) ((so) a- 1 -
1_1_1 < Ae"'(2o+l) ((s"o) 
como ((s) = O(e"'C'l) para 1- l.l(t) S a S 2, existe una constante A2 >O, tal que 
ls- sol S r 
y 
ls- sol S r 
por el Lema 3.5 con M= A2<p(2-y + 1), obtenemos 
_ W (('(ao + 2i-y)) < A
3 
<p(2"1 + 1) 
((ao + 2i-y) 0(2-y + 1) (3.20) 
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y si /3 > <To - ~r, entonces 
_ ¡¡¡ (('(<To + 2i¡)) < A
3 
<p(2¡ + 1) _ 1 
((<To+2i¡) e(2¡+1) <To-/3 (3.21) 
además, como a 0 ---+ 1 +, tenemos 
de modo que 
('(<To) a 
---<--((<To) <To- 1 (3.22) 
donde a > 1, desde que 3 + 4 cose+ cos 2e = 2 (1 + cose) 2 ::0: o, para e real, y 
('(s) -~ A(n) 
L., <T>1 
- ((s) -n~1 ---;;,;-• 
tenemos 
así, por (3.20), (3.21) y (3.22), obtenemos 
~ + 5A3 <p(2¡ + 1) - 4 >O 
<To- 1 e(2¡ + 1) <To - /3 -
despejando <To- /3, 
/3 ( 
3a 5A3tp(2¡+1))-1 CJo- > + 
- 4(<To- 1) 4 e(2¡ + 1) 
( 
3a 5A3 <p(2¡ + 1)) -1 1
-/3 ::0: 4(<To- 1) + 4 e(2¡ + 1) - (<To- 1) 
/3 _ ( 3a 5A3 <p(2¡ + 1) ( l) ( 3a 5A3 <p(2¡ + 1))-1 1 - >- 1 - - - <To- 1 + 
- 4 4 e(2¡ + 1) 4(<To- 1) 4 e(2¡ + 1) 
(3.23) 
si tomamos a= 5/4, y <To -1 = 40~3 ~~~~~~\,y¡ es suficientemente grande, como 
<To - 1 > e-'1'(2~+1) donde 1n(t) -+ oo cuandot -+ oo con l'ill = O(e"'Ctl) el 
- ' r ' O(t) ' . 
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numerador de (3.23) es positivo, y se sigue que 
·suponiendo que f3 > er0 ~ ~r, usada en (3.21). 
Si f3 $ ero ~ ~r, entonces la selección de er0 nos da 
1 1 0(2¡ + 1) 1 f3 < ero~ -r = 1 + ~ -0(2¡ + 1) ~ 2 40A3 <p(2¡ + 1) 2 
lo cual no lleva a (3,19). Así el lema está probado. 
Teorema 3. 7. Littlewood. Existe una constante positiva A, tal que 
((s) #O, Aloglogt para er > 1 ~ 
1 
, t > to 
ogt 
Demostración. Por (3.7), podemos escoger, en el Lema 3.6 
. O(t) = (loglogt)2 ' 
logt 
<p(t) = Aloglogt, A> 1 yt > t0 . 
Corolario 3.8. Existe una constante A tal que ((s) no tiene ceros para 
A er>1~-~ logt' t > t0 . 
o 
o 
3.4. Consecuencias del Teorema de Littlewood 
Teorema 3.9. Landau. S opongamos que r¡ es una función decreciente de t, para 
t ::C: O, y tiene una derivada r¡', la cual es continua para t ::C: O. Supongamos que 
1 
o < r¡(t) ::; 2 
r¡'(t)-+ O, cuando t-+ oo; 
1 





Supogamos que (( s) no tiene ceros en el dominio 
(j > 1 ~ r¡(ltl). 
Sea a un número fijo, tal que O < a < L Entonces 
(3.27) 
uniformemente en el dominio tJ 2': 1 ~ ar¡ (ltl), cuando t--+ CXJ. 
Demostración. Podemos asumir que t > O, y limitando la atención a 1 ~ ar¡(t) :::; 
tJ:::; 1 + ar¡(t), 
('(1 + ar¡) c1 
"--'.--7- < -((1 + ar¡) ar¡ 
donde r¡ = r¡(t), debido a que %tiene un polo simple en s = L De (3.26) se sigue 
que 
('(s) 
((s) = O(logt), cuando t --+ oo. 
Como (( s) es holomorfa y no nula en la región D simplemente conexa, definida 
por t >O y tJ > 1 ~ r¡(t), la función Z(s) = log((s) es holomorfa en D, y 
1 Z(s) = log((s) = ¿--, tJ > 1 
p,mmpms 
donde m recorre los enterospositivos, y p todos los primos. Nuestro objetivo es 
estimar Z' ( s), lo hacemos mediante una estimación de ~ ( Z ( s)), y aplicando el 
Lema de Borel-Caratheodory. 
Sea T > 1, r¡(T) = H. Escogemos el punto s0 = 1 +aH+ iT, O < a < 1, 
cuando el centro de dos círculos concéntricos de radios r y R, donde r = 2aH, y 
R = ~(1 + 3a)H, luego r <R. 
El círculo menor intercepta a la recta t = T, en los puntos 1 ~aH +iT y 1 +3aH + 
iT, y el círculo mayor en los puntos 1 ~ ~(1 + a)H + iT, y 1 + ~(1 + 5a)H +iT. Si 
T es bastante grande, ambos círculos se encuentran en D. De aquí R < 2H :::; 1 




s' = ri1 +it' = 1 ~ 2(1+a)H +i(T+R) 
se encuentra en D, ó la condición ri1 > 1 ~ r¡(t') es satisfecho para T grande. 
Pero esto es así, pues 
CI1 ~ 1 + r¡(t') ~~(1 + a)H + r¡(T + R) 
~~(1 + a)H + r¡(T) + Rr¡'(r), T < r < T + R 
(~ (1 ~a)+ W + 3a) r¡'(r)) H >O 
para todo T > T1, por (2.25). Luego, si T > T1, entonces Z(s) es regular para 
ls ~sol< R. 
A lo largo del disco 1 s ~ s0 1 < R, tenemos ri > ~, y 1 < t < T + l. Por el Teorema 
2.4, tenemos 
!R(Z(s)) = logl((s)l < log (ct112) < logT 
para T > T2, a lo largo de ls ~sol <R. Además 
1 00 1 1 
I!R(Z(s))l :S IZ(so)l :S L m(l+aH) <L !+aH< H p,mmp n=l n a 
recurriendo al Lema de Borel-Carathéodory, deducimos que 
, 2R 4(1 + 3a) ( 1 ) IZ (s)l < (R )2 (logT ~ !R (Z(so))) < 2 logT + H 
. ~r (1~a) a 
a lo largo de ls ~sol < r. Esto guarda en particular, sobre los radios extendiendo 
de el punto s0 al punto 1 ~aH+ iT, que es, para s = ri + iT, 1 ~ ar¡(T) :<; ri :<; 
1 + ar¡(T). Desde que j¡ = O(logt), por (3.26), obtenemos (3.27). O 
Teorema 3.10. Bajo las condiciones del Teorema 3.9, tenemos 
donde 
• w(x) es el mínimo de r¡(t) logx + logt para t 2: l. 
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Demostmción. El mínimo w(x) existe para x >O, como r¡(t) logx + logt es con-
tinua para t ::': l. 
Si x > 1, tenemos 
1/J,(x) = 1x "lj;(u)du = Jx "lj;(u)du = .LA(n)(x- n) 
O 1 n::;x 
(3.28) 
y de la fórmula clásica de Perron, tenemos 
1 lc+ioo x'+l ( (' ) 
1/J¡(x) = 27l"i c+ioo s(s + 1) -((s) ds, e> 1 (3.29) 
Si e denota la curva definida por a= 1- ar¡(ltl), O < a < 1, entonces 
x2 1 1 ('(s) x•+l 
1/J¡(x) = 2- 27l"i e ((s) . s(s + 1) (3.30) 
esto resulta de (2.29) por el Teorema de Cauchy, lo cual es posible pues el inte-
grando es holomorfo en la región limitada por e y la recta a = e, excepto para 
s = 1, y por el Teorema 3.9, es uniformemente O (t-2 log2 ltl) cuando t -+ oo, 
para x fijo. 
Escribimos 
x2 
"lj;¡(x) =-- J 
2 
(3.31) 
y buscamos la estimación de J. Debidoa la simetría, podemos la atención en la 
parte de e, la cual se encuentre en el semi plano superior. Sobre esta parte de e, 
tenemos, por le Teorema 3.9 
l('(s)l 2 ((s) < c1 log (t + 2) 
y 
~~:1 = 1-ar¡'(t) +il < c2 
por (3.25). Desde que 
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corno r¡(u- 1) ~ r¡(u) y x > 1, se sigue de (3.31) que 
I
,P,(x) 11. !,"' -a~(u)logx-odogu·'0•2(u+l)d 
---- <c3 e ,.:.:q u 
x2 2 ' 
< -aw(x) !,"' log2(u + 1)d _ c3e 2 u 1 U -a 
= c4e-a:w(x) 
lo cual prueba el teorema. o 
Teorema 3.11. Bajo las condiciones del Teorema 3.9, tenemos 
(3.32) 
y 
1r(x) -li(x) =O (xe-~aw(x)) (3.33) 
Demostración. Notamos que w(x) es una funcion escritarnente creciente de x, 
para x >O, y también lo es la función logx- w(x). Para x1 > x2 >O, y sean 
t1 , t2 valores de t para los cuales la mínima w(x1), w(x2) son alcanzados. Entonces 
w(x2) :S r¡( t1) log x2 + log t1 < r¡(t1) log x1 + log t 1 = w(x1) 
en tanto 
w(x,) :S r¡(t2) log x, + log t2 = w(x2) + r¡( t2) (!og x 1 - log x2) 
< w(x2) + (Iog x, - log x2) 
desde que w(1) =O, y log 1- w(1) =O, deducimos que 
O< w(x) < !ogx,para x > 1 
ahora suponemos que x > 2. Sea huna función de x, tal que O< h < ~x. Desde 
que 1¡) es una función creciente, 
11x 11x+h h x-h ,P(u)du :S ,P(x) :S h x ,P(u)du (3.34) 
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por definición de ,P1 , las integrales son 
..p,(x ± h)- ..p,(x)- ~h O ( 2e-ow(x/2)) 
±h -x±2 + x h (3.35) 
por el Teorema 3.10, y como ~x < x- h < x + h <~x, y w(x) es una función 
creciente de x. 
En el O-término en (3.35) podemos reemplazar w(~x) por w(x), para log u- w(u) 
es una función creciente de u, y 
así de (3.35) y (3.34), tenemos 
haciendo h = ~xe-~aw(x), obtenemos (3.32). 
Para probar (3.33), definimos la función II(x), para x >O, por la relación 
desde que 
1 1 1 II(x) = ¿: - = 7r(x) + -7r(x'f2) + -7r(xlf3) + ... 
p=s;x m 2 3 
1 log((s) = l:--, 
p,m mpms 
a> 1, 
tenemos, por la identidad de Abe! 
además 
y si x > 2, 
log((s) = s {'" II(x
1
) ds, Jo xs+ rJ>1 
II(x) = ¿: A(n) = ,P(x) + {" ,P(u; du 
29,s;x iogn iogx }2 uiog u 
f"du X 2 r U 




II(x) -li(x) = 'lj;(x)- x + 0(1) + f 'lj;(u) ;-u du 
!ogx }2 ulog u 
por (3.32), deducimos que 
en donde el término 0(1) puede ser omitido, desde que O< w(x) < logx, y 
supongamos que x > 2. 
Además tenemos 
¡x e!o:(logu-w(u)) du < e!a(logx-w(x)) ¡x d'U = Q (xe-~o:w(x)) ua/2 - ua/2 2 2 
desde que 1 - ~a > O. Luego 
II(x) -li(x) =O (xe+w(x)) 
y por (3.36) deducimos que 
M 7r (xlfm) 
II(x) -li(x) = I: , 
m=2 m 
= [log x] 
M log2 ' 
= O(x112 ) +O ( Mx 113 ) = O(x112 ) 
obtenemos (3.33) de (3.39), (3.38) y (3.37). 
Teorema 3.12. Cuando x-+ oo, tenemos 
'lj;(a:) _X= O(xe-a,/logx loglogx), 
y 
1r(x) -li(x) = O(xe-a,/logx loglogx) 






Demostmción. Del Teorema de Littlewood podemos escoger una función r¡ del 
Teorema 3.9 al 3.11 como se sigue: 
¡ alo~~[' r¡( t) = 
aje 
t 2: e', a es una constante 
escogemos un "a" adecuado que cumpla las condiciones del Teorema 3.9 
¡ 2 ( a.!og x log log t) 1/ 2 2: (2a log x log log x )112 ; t 2: (3 r¡(t) logx + logt 2: 
r¡(,B) log x = ~a (log x) 1/ 2 \og log x; 1 ::; t ::; ,8 
en donde ,8 2: e'. Desde que w(x) 2: (2alogx loglogx) 1/ 2 para x suficientemente 
grande. Por el Teorema anterior se concluyó la prueba. O 
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Conclusiones 
l. La Función Zeta de Riemann ( ( s) admite extensión meromorfa a todo el 
plano complejo con polo simple en s = 1 y residuo l. Al extenderla, ((s), 
tiene ceros en los pares enteros negativos, llamados ceros triviales. 
2. Los ceros llamados no triviales de ((s) se ubican en la banda O<~ (s) < l. 
Riemann mostró que hay una infinidad y Hardy que hay una infinidad de 
ceros con parte real 1/2. 
3. Aunque la función Zeta de Riemann es una. función de variable compleja, 
al obtenerse estimaciones de su orden solo depende de su parte imaginaria 
'J (s) = t para t suficientemente grande, esto es debido al Método de Weyl. 
4. Sobre la banda O < ~ (s) < 1, hay regiones libres de ceros, pero su borde 
en el infinito se acerca a los rectas s = O y s = 1, esto se debe al Teorema 
de Littlewood. 
5. Se hizo estimaciones del término de error de algunas relaciones asintóticas 
relacionadas al Teorema del Número Primo. 
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Recomendaciones 
l. Una lectura más cuidadosa sobre series de Dirichlet. 
2. Un buen manejo de teoría de residuos e integrales complejas, ayudará a la 
compresión de temas relacionados a esto. 
3. De ser interesante lo conseguido con el Método de Weyl, sería muy bueno 
conocer el Método de Vinogradov . 
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Resumen 
EL TEOREMA DE LITTLEWOOD Y EL MÉTODO DE 
WEYL EN LA FUNCIÓN ZETA DE RIEMANN 
Manuel Jesús Saavedra Jiménez 
Asesor: DR. Julio Enrique López Castillo 
Título Obtenido: Licenciado en Matemática 
Hacemos un estudio de la Función Zeta de Riemann, para luego conocer algunas 
características de sus ceros, estudiamos el Método de Weyl y demostramos el 
Teorema de Littlewood y con ello se conoce regiones libres de ceros. 
Finalmente hacemos estimaciones del término de error de algunas relaciones asin-
tóticas relacionadas al Teorema del Número Primo. 
Palabras Claves: 
Función Zeta de Riemann 
Teorema de Littlewood 
Método de W eyl 
Regiones libres de ceros 
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Abstract 
Littlewood 's Theorem and weyl 's Method in 
the Riemann Zeta Function 
Manuel Jesús Saavedra Jiménez 
We survey the Riemann Zeta function, then know some characteristics of its zeros, 
we study the method and demonstrate Weyl Theorem Littlewood and thus free 
of zeros regions known. 
Finally we estímate the error term of some asymptotic relationships related to 
Primo Number Theorem. 
Palabras Claves: 
Riemann Zeta Function 
Littlewood' s Thearem 
W eyl 's M ethod 
Zero- free region of ( 
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