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Abstract – Objective: To propose a new feature extraction method
with canonical solution for multi-class Brain-Computer Interfaces
(BCI). The proposed method should provide a reduced number
of canonical discriminant spatial patterns (CDSP) and rank the
channels sorted by power discriminability (DP) between classes.
Methods: The feature extractor relays in Canonical Variates
Analysis (CVA) which provides the CDSP between the classes. The
number of CDSP is equal to the number of classes minus one.
We analyze EEG data recorded with 64 electrodes from 4 subjects
recorded in 20 sessions. They were asked to execute twice in
each session three different mental tasks (left hand imagination
movement, rest, and words association) during 7 seconds. A
ranking of electrodes sorted by power discriminability between
classes and the CDSP were computed. After splitting data in
training and test sets, we compared the classification accuracy
achieved by Linear Discriminant Analysis (LDA) in frequency
and temporal domains. Results: The average LDA classification
accuracies over the four subjects using CVA on both domains are
equivalent (57.89% in frequency domain and 59.43% in temporal
domain). These results, in terms of classification accuracies, are
also reflected in the similarity between the ranking of relevant
channels in both domains. Conclusions: CVA is a simple
feature extractor with canonical solution useful for multi-class BCI
applications that can work on temporal or frequency domain.
Keywords – Electroencephalogram, Brain-computer interfaces,
Canonical Variates Analysis, Linear Discriminant Analysis.
I. INTRODUCTION
Brain-computer interfacing (BCI) research enables a new
interaction modality with the environment. Many applications
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have been explored in recent years [1], [2], [3], [4], [5],
[6]. Our work is focused on asynchronous and non-invasive
electroencephalogram (EEG) based BCI to control robots and
wheelchairs [7], [8]. It means that the users drive such devices
by learning to voluntary control specific EEG features. To
facilitate this learning process it is necessary to select those
subject-specific features that allow to generate the maximum
number of discriminant patterns. This process becomes crucial
to facilitate the generation of those patterns that will permit an
easier execution of those commands needed to drive the different
devices. To this end, Common Spatial Patterns (CSP) [9] and
his extension Commom Spatio Spectral Patterns (CSSP) [10]
have been proven very useful. However, there is no canonical
way to choose the relevant CSP patterns for multi-class CSP
and only approximative solutions can be obtained [11]. In the
present paper we propose a new feature extraction method with
canonical solution for multi-class BCI. The feature extractor
utilized relays on Canonical Variates Analysis (CVA) [12], also
known as Multiple Discriminant Analysis [13], that provides
the canonical discriminant spatial patterns (CDSP) between the
classes. The number of CDSP is equal to the number of classes
minus one.
The paper is structured as follows: Section II describes CVA
and the experimental setup, preprocessing and analysis carried
out to assess its usability for multi-class BCI feature extraction;
Section III reports the results; and finally in Section IV gives
some conclusions and discusses future work.
II. METHODS
A. Canonical Variates Analysis
In our BCI research the user employs the voluntary
modulation of different oscillatory rhythms [7] by executing
of different mental tasks (motor and cognitive) to drive robots
and wheelchairs in virtual [8] and real environments. In these
applications the users utilize more than two commands. To
facilitate this voluntary modulation it is necessary to find those
subject-specific spatial patterns that maximize the separability
between the patterns generated by executing the different mental
tasks. In this way, from band-pass filtered EEG signals, the
CSP algorithm extracts canonical discriminant spatial patterns
which directions maximizes the differences in variance between
two classes. Since the variance of a band-pass filtered signal
is a measure for the energy in the corresponding frequency
band, the patterns reflect the spatial distributions of event-
related (de)synchronization effects [14]. However, there is no
canonical way to choose the relevant CSP patterns for multi-
class CSP and only approximative solutions can be obtained
[11]. This limitation can be avoided in two ways, namely
working in frequency domain or working with the squared band-
pass filtered EEG signal. In the former case, the energy in
the corresponding frequency band is measured by its spectral
power. In this domain the spatial distributions of event-related
(de)synchronization effects are identified by changes on the
spectral power. In the later case, the spatial distributions of
event-event-related (de)synchronization effects are identified by
changes on the mean, given that the variance of a band-pass
filtered EEG signal becomes the mean when the signal is squared
(see proof in the appendix). Thus, using CVA it is easy to extract
CDSP which directions maximizes the differences in mean,
either spectral power in the first case or energy of the original
band-pass filtered EEG signal in the second case, between a
given number of classes.
Given the ni × c matrix, either with the estimated spectral
power of a frequency band or the squared band-pass filtered
EEG signal, Si = (si1, ..., sini)
′
of class i = 1, ..., k, where ni
is the number of samples and c is the number of channels, and
S= (S
′
1, ...,S
′
k)
′
, the k− 1 CDSP of S are the eigenvectors A of
W−1B which eigenvalues λu,(u= 1, ...,k−1) are larger than 0.
Note that the direction of eigenvectors A maximize the quotient
between the between-classes dispersion matrix
B=
k∑
i=1
ni(mi−m)(mi−m)′ (1)
and the pooled within-classes dispersion matrix
W=
k∑
i=1
ni∑
j=1
(sij −mi)(sij −mi)′ (2)
where
mi =
1
ni
ni∑
j=1
sij (3)
and
m=
1
n
k∑
i=1
nimi (4)
are the class and total centroids respectively. Thus, the new
features are obtained by the projection
Y= SA (5)
Once the CDSP are computed, it is useful to know how the
original features (electrodes) are contributing in the separability
between the classes. It also permits to interpret the space
generated by the CDSP, specially when the number of classes
is high. In this way, it is possible to rank the channels given their
contribution on the new space. We define a new Discriminant
Power (DP) [15] measure for each channel from the structure
matrix, pooled correlation matrix between original channels in S
and the new features inY. Given the c×k−1 structure matrix T,
whereT=
∑k
i=1Ti, e= 1, ..., c, and the normalized eigenvalues
γu = λu/
∑k−1
u=1 λu, the proposed DP can be computed as
follows
DPe = (
k−1∑
u=1
γut
2
eu/
c∑
e=1
k−1∑
u=1
γut
2
eu)× 100 (6)
B. Data Acquisition and Task
Data were recorded from 4 subjects with a portable Biosemi
acquisition system using 64 channels sampled at 512Hz and
high-pass filtered at 1Hz. The subjects were sitting in a chair
looking at a fixation cross placed at the center of a monitor. The
subjects were instructed to execute three different mental tasks
(left hand imagination movement, rest, and words association) in
a self-paced way. The mental task to be executed was previously
specified by the operator in order to counterbalance the order, the
subjects specify when they started to execute the mental task.
Each subject participated in 20 sessions integrated by 6 trials
each, 2 trials of each class. The duration of each trial was 7
seconds but only the last 6 seconds were utilized in the analysis
to avoid preparation periods. Subjects 1 and 2 had previous
experience with the selected mental tasks, while it was the first
time for subjects 3 and 4.
C. Preprocessing
To work in frequency domain the signal was spatially
filtered using common average reference (CAR) previous to the
estimation every 62.5 ms. (16 times per second) of the power
spectral density (PSD) in the band 10-14Hz with 2Hz resolution
over the last 1-second windows. PSD was estimated by Welch
method with 5 overlapped (25%) Hanning windows of 500 ms.
length. To work in temporal domain the signal was also spatially
filtered by CAR, band-pass filtered in the frequency range 8-
16Hz (to get a band-pass filtered signal in the same frequency
ranges analyzed in the frequency domain, taking in account the
FIR filter transition band) and finally squared. Single trials were
obtained by averaging samples within last 1-second window. In
both cases only 45 electrodes were utilized, namely: F1, F3, F5,
FC1, FC3, FC5, C1, C3, C5, CP1, CP3, CP5, P1, P3, P5, P7,
PO3, PO7, O1, Fz, FCz, Cz, CPz, Pz, POz, Oz, F2, F4, F6, FC2,
TABLE I.
LDA CLASSIFICATION ACCURACY OVER THE FOUR SUBJECTS ACCORDING TO THE DIFFERENT TEST SESSIONS USING CVA IN FREQUENCY AND
TEMPORAL DOMAINS
Subject Domain Test Session Average
1 2 3 4 5
1 Fa 66.25% 76.04% 71.04% 70.41% 62.92% 69.33%
Tb 60.34% 87.05% 74.13% 73.54% 72.42% 73.50%
2 F 72.71% 59.79% 73.54% 69.37% 64.38% 67.95%
T 62.36% 56.70% 69.81% 61.76% 71.14% 64.35%
3 F 43.54% 49.38% 55.00% 60.21% 50.63% 51.75%
T 60.32% 60.04% 61.41% 50.28% 55.83% 57.57%
4 F 35.83% 61.45% 48.33% 33.54% 34.16% 42.66%
T 31.24% 62.17% 35.71% 46.57% 35.95% 42.33%
Average F 57.89%
T 59.43%
afrequency domain, btemporal domain
Figure 1. CDSP AND DP FOR EACH SUBJECT IN FREQUENCY AND TEMPORAL DOMAINS COMPUTED FROM TRAINING SET. NOTE THAT DP SCALE IS IN %.
FC4, FC6, C2, C4, C6, CP2, CP4, CP6, P2, P4, P6, P8, PO4,
PO8, O2.
D. Analysis
To assess the canonical discriminant spatial patterns stability
over time, data were split in two sets, the training set integrated
by the trials from the first 15 sessions, and the test set integrated
by the trials from the last 5 sessions. In frequency domain a
trial was defined by each PSD estimation whereas in temporal
domain each trial was defined as the averaged squared band-
pass signal over the last second. After obtain the CDSP from
the training set of each domain, training and test trials where
projected in the new space using eq. 5. Then, we built one Linear
Discriminant Analysis (LDA) classifier per subject and per
domain whose parameters are estimated on the corresponding
training sets. Finally, we used these LDA classifiers to assess
the generalization performances of each subject. Given that the
main problem in BCI research is to deal with EEG unstability
over time, the use of k-fold crossvalidation was avoided. This
non-parametric classification error estimator uses as training and
test sets data from all sessions, what never occurs in on-line
Figure 2. DP FOR EACH SUBJECT IN FREQUENCY DOMAIN COMPUTED JOINING ALL TEST SESSIONS AND FROM EVERY SINGLE TEST SESSION. NOTE THAT
DP SCALE IS IN %.
Figure 3. DP FOR EACH SUBJECT IN TEMPORAL DOMAIN COMPUTED JOINING ALL TEST SESSIONS AND FROM EVERY SINGLE TEST SESSION. NOTE THAT
DP SCALE IS IN %.
applications and yields optimistic error estimations.
III. RESULTS
Table I reports the LDA classification accuracy over the 5
test sessions using CVA in frequency and temporal domain.
In average, the classification accuracies for both domains are
equivalent (57.89% in frequency domain vs. 59.43% in temporal
domain, random level is 33.3% for a 3-class problem). In the
temporal domain, we obtained higher classification accuracies
for two subjects, namely subjects 1 and 3 (73.50% and 57.57%
vs. 69.33% and 51.75%). In the frequency domain, we obtained
higher classification accuracies only for one subject, namely
subject 2 (67.95% vs. 64.35%). The performance is equivalent
on subject 4 (42.66% vs. 42.33%). Fig. 1 depicts the two CDSP
and the DP obtained for each subject in frequency and temporal
domains computed on the training set. The CDSP interpretation
as a whole it is facilitated by DP maps. DP maps show the
electrodes contribution, in percentage, on the space defined by
the CDSP. As expected according to the results obtained in
terms of classification accuracy, DP maps obtained from both
domains show a similar distribution of electrodes contribution in
all subjects. Fig. 2 and Fig. 3 depict the DP for each subject
in the frequency and temporal domains, respectively, computed
joining all test sessions (first column) and also from every single
test session (next five columns). These figures show the origin
of the intersession variability and allow also to understand the
results in terms of classification accuracy (see Table I). In both
domains, the classification accuracy is related to the level of
similarity between DP maps obtained from the training set (see
DP maps in Fig. 1) and DP maps obtained from test sessions
(see Fig. 2, frequency domain, and Fig. 3, temporal domain),
either joining all test sessions or for each single test session.
Higher classification accuracies correspond to higher similarity
between the maps, what means that the canonical spaces defined
by the CDSP estimated on the training sets are more stable over
time. It is also worth noting that the similarity between DP maps
obtained from both domains (DP joined in Fig. 2 and Fig. 3, first
column) decreases on those subjects with lower classification
accuracies.
IV. CONCLUSION AND FURTHER RESEARCH
The objective of this paper is to propose a new feature
extraction method with a canonical solution for multi-class BCI.
The estimated CDSP yield the space of maximum separability
between event-related (de)synchronization effects involved in
the execution of different mental tasks. The proposed DP
measure rank the electrodes sorted by their contribution in the
new space. The average LDA classification accuracies obtained
working on frequency and temporal domains are equivalent.
Performances are not very high for a 3-class problem because,
for comparative purposes, we have classified every single trial
obtained from the last second window. The equivalent results,
in terms of classification accuracies, are also reflected in the
similarity between the DP maps obtained from the training sets
of both domains. On the other hand, the level of similarity
between DP maps obtained from the testing sets of both domains
decreases for those subjects with lower classification accuracies
(subjects 3 and 4). A possible explanation that needs to be
explored is that energy (temporal domain) and PSD estimation
(frequency domain) do not reflect the same phenomena when
the signal is less stationary, what occurs when the subject
have difficulties to generate stable EEG patterns during the
execution of the mental tasks. Future work will focus on
testing different extensions of CVA, assessing the sources of
performance variability between both domains on different
subjects, and exploring the relation between energy and spectral
estimation.
APPENDIX
Theorem 1: Given a band-pass filtered signal x(t), (t =
1, ...,T ), its variance is equal to the squared signal’s mean:
σx(t) = µx2(t) (7)
Proof: Given that
µx(t) = 0 (8)
σx(t) =
∑T
t=1(x(t)−µx(t))2
T
(9)
substituting (8) in (9) yields
σx(t) =
∑T
t=1x
2(t)
T
(10)
that, by definition, it is µx2(t)
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