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Abstract 
 
Over the past few years, a number of efforts have been exerted to build 
distributed processing systems that utilize the idle power of LAN’s and PC’s 
available in many homes and corporations. The main advantage of these 
approaches is that they provide cheap distributed processing environments 
for those who cannot afford the expenses of supercomputers and parallel 
processing hardware. However, most of the solutions provided are not very 
flexible in the use of available resources and very difficult to install and setup. 
In this thesis, a multi-level web-based Distributed System (MWDS) is 
designed and implemented. MWDS is based on the idea of volunteer 
computing, very reliable, easy to setup and easy to use. MWDS allows three 
types of subscribers: simple volunteers (single computers), super volunteers 
(full networks, mainframes …etc) and users. All of these entities are 
coordinated transparently through a secure web site. Volunteer nodes provide 
the required processing power needed by the system users. There is no limit 
on the number of volunteer nodes, and accordingly the system can grow 
indefinitely. Both volunteer and system users must register and subscribe. 
Once, they subscribe, each entity is provided with the appropriate MWDS 
components. These components are very easy to install. 
Super volunteer nodes are provided with special components that make it 
possible to delegate some of the load to their inner nodes. These inner nodes 
may also delegate some of the load to some other lower level inner nodes …. 
and so on. It is the responsibility of the parent super nodes to coordinate the 
delegation process and deliver the results back to the user. 
MWDS uses a simple behavior-based scheduler that takes into consideration 
the current load and previous behavior of processing nodes. Nodes that fulfill 
their contracts within the expected time get a high degree of trust. Nodes 
that fail to satisfy their contract get a lower degree of trust. 
MWDS is based on the .NET framework and provides the minimal level of 
security expected in distributed processing environments. Users and 
processing nodes are fully authenticated. Communications and messages 
between nodes are very secure. The system has been implemented using C#. 
MWDS may be used by any group of people or companies to establish a 
distributed processing or grid environment. 
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Chapter 1 
 Introduction 
 
 
1.1 The needs for Distributed Processing Systems 
Despite the dramatic increase in computer processing power over the past 
few years, the appetite for more processing power is still rising. The main reason 
is that: as more power becomes available, new types of work and applications 
that require more power emerge. The general trend is that new technology 
makes it possible to realize new applications and opens new horizons that 
demand further processing power and leads to further exploration of newer 
technologies.   
According to [32], developments at the high end of computing have been 
motivated by several applications that need heavy computing power such as: 
1. Numerical Simulations of Complex Systems. 
2. General Simulation and Modeling problems 
3. Speech Recognition and Model training 
4. Problems Dependent on computations/manipulations of large amounts of 
data. 
5. Image and Signal Processing. 
6. Entertainment (Image Rendering)  
7. Database and Data Mining  
8. Seismic data analysis 
9. Climate Modeling  
10. Human Genome 
However, there are indications that commercial applications will also be in 
demand for high processing powers. This is mainly because of the increase in the 
volumes of data treated by these applications. 
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There are two main approaches to increase computer processing power: 
1- Improving the processing power of computer processors. This can be 
achieved by decreasing the clock cycle (increasing clock frequency) of the 
processor and optimizing the way instructions are executed. The clock 
cycle of the processor is the time required to execute the most primitive 
operations. There is evidence now that processor clock cycles are 
decreasing slowly and approaching their physical limit (the speed of 
light1) [16]. Instruction execution optimization is achieved using various 
techniques such as pipelining. 
2- Using multiple processors to perform computations. Multiple processors 
can use a shared memory (multiprocessor systems) or independent 
memory [5], where each processor is equipped with its own RAM (multi-
computer systems). This approach is very promising and has no physical 
limitation. Multiprocessor and multi-computer systems are the building 
blocks of distributed processing systems. 
 
The traditional approach to build distributed processing systems is to build a 
single-box computer with one or more boards, each equipped with a number of 
processors. However, another rising approach is to use computer network 
technologies to build loosely coupled distributed processing systems [20]. 
 
Computer network capabilities improved dramatically over the past few years, 
both in speed and reliability. While the speed of early computer networks is only 
1.5 Mbits per second, the speed of most current computer network exceeds 1000 
Mbits per second. The use of optical fiber technology greatly improved the 
reliability of computer networks and made them as reliable as standalone 
systems. This implies that a wide variety of flexible distributed processing 
systems can be built using computer network technologies. 
                                                 
1
 Speed of Light = 30 cm/nanosecond 
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1.2 Definitions 
1.2.1 Parallel Processing 
Parallel processing involves the linking together of many processing units (CPUs) 
to make up a single computational system. This network of processors 
(sometimes referred to as nodes) [2] constitutes a supercomputing facility that 
can be competitive with and, often, superior in performance to the single-
processor (serial) supercomputer. Penn State's IBM RS/6000 Scalable POWER 
Parallel system (IBM-SP), located in the Computer Building at University Park, is 
a good example of a state-of-the art parallel processing facility: it has 97 
processors, and can perform over 21 gflops (about 21 billion computations per 
second).  
 
1.2.2  Distributed Computing 
Distributed computing is a method of computer processing in which different 
parts of a program run simultaneously on heterogeneous computers that are 
communicating with each other over a network. Distributed computing is a type 
of parallel computing [7]. But the latter term is most commonly used to refer to 
processing in which different parts of a program run simultaneously on 
homogenous processors. While both types of processing require that a program 
be parallelized—divided into sections that can run simultaneously, distributed 
computing also requires that the division of the program take into account the 
different environments on which the different sections of the program will be 
running. For example, two computers are likely to have different file systems and 
different hardware components. 
Distributed computing is a natural result of the use of networks to allow 
computers to efficiently communicate. But distributed computing is distinct from 
networking. The latter refers to two or more computers interacting with each 
other, but not, typically, sharing the processing of a single program. The World 
-- 17 
Wide Web is an example of a network, but not an example of distributed 
computing. 
There are numerous technologies and standards used to construct distributed 
computations, including some which are specially designed and optimized for 
that purpose [8], such as Remote Procedure Calls (RPC) or Remote Method 
Invocation (RMI) or .NET Remoting. 
1.2.3 Distributed Systems 
A distributed system consists of a collection of autonomous computers linked by 
a computer network and equipped with distributed system software. This 
software enables computers to coordinate their activities and to share the 
resources of the system hardware, software, and data. Users of a distributed 
system should perceive a single, integrated computing facility even though it 
may be implemented by many computers in different locations. This is in 
contrast to a network, where the user is aware that there are several machines 
whose locations, storage replications, load balancing, and functionality are not  
transparent. Benefits of distributed systems include bridging geographic 
distances, improving performance and availability, maintaining autonomy, 
reducing cost, and allowing for interaction. 
1.2.4 Grid Computing 
Grid Computing got its name because it strives for an ideal scenario in which the 
CPU cycles and storage of millions of systems across a worldwide network 
function as a flexible, readily accessible pool that could be harnessed by anyone 
who needs it, similar to the way power companies and their users share the 
electrical grid [19].  
Sun defines a computational grid as "a hardware and software infrastructure that 
provides dependable, consistent, pervasive, and inexpensive access to 
computational capabilities." 
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Girds is superset of distributed computing, it is an emerging model of distributed 
computing, but it differs in that it is not just for processing management 
(running programs faster by distribution of tasks), but it is also benefit from 
other resources in the network like storage. 
1.3 Survey 
From our survey we find a number of efforts have been made to build loosely 
coupled parallel systems using computer network technologies [15]. One of the 
first well known efforts is the parallel virtual machine [14]. A number of similar 
projects have been initiated in different places [3]. A list of these systems will be 
given in chapter 2. These systems represent the first generation of loosely 
coupled parallel systems. 
The second generation of loosely coupled systems relied on distributed 
technologies such as DCOM and CORBA [11]. These technologies are object-
oriented and provide interfaces for communication between distributed objects. 
1.4 Main problems related to parallel systems 
Most of previous projects composed of two parts, one is used for coordinating 
between the workstations that build the parallel system, another component is 
installed in each workstation to do the real work and send results to the 
coordinator.  
For example if we use a Parallel Virtual Machine (PVM) to perform a parallel 
computation, we need to install the PVM daemon on all workstations that should 
be a member of the system. Imagine if we have a large parallel system 
consisting of a many number of workstations, how can we install daemon in 
these machines, the trust needed between them, and the effort spend to 
administer them. 
Also another problem arises when we need to deploy our system to another 
operating system or to different hardware architecture, then we need a new 
version for each type. 
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These problems limit the use of these types of parallel systems to research 
institutions and closed laboratory in colleges and universities. 
 
Some of these problems are solved partially by Grid and distributed computing 
[24]. But the distributed computing doesn't give the programmer the ability to 
write his parallel code, i.e. systems have no interface for programming, also the 
systems still are operating system and architecture dependent. Some other 
problems arise due to globalization of distributed application like security 
problems and communication cost. 
 
1.5 Objectives 
The idle cycles of networked PCs is increasingly being recognized as a huge and 
largely untapped source of computing power. There are many applications that 
could seriously benefit from exploiting such idle cycles. Unfortunately, writing 
parallel programs is difficult [13]; writing programs to run on changing sets of 
unreliable heterogeneous PCs is harder still. Some specific applications, the best 
known being SETI@Home[1] have been able to harness the elusive idle cycles of 
networked PCs. Until now, there have been no simple frameworks which allow 
programmers to use common programming languages and operating systems to 
easily exploit the processing power of idle PCs. Existing systems are either 
difficult to use, e.g. they have complex and unfamiliar programming models, or 
are based on custom programming languages and systems which isolate 
programmers from conventional software technology - they are environmentally 
unfriendly. The goal of this thesis is to provide framework that is: 
1. Reliable (replicates distribution of tasks) 
2. Leverages existing technology so that a programmer familiar with 
conventional client-server and Object Oriented (OO) technology can write 
programs that run adaptively on idle PCs across the Internet/Intranet.  
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3. Minimize the bottle neck of coordinator by distributed the load of the tasks 
to super volunteer nodes 
4. Web-based  to make it independent of operating system and architecture 
5. Easily download the daemon component from a web site and hence no 
need to install it manually in each workstation 
6. Giving each client the freedom to come and go easily without disturbing 
the work of the rest of system 
7. Allowing the coordinator to administer the system automatically 
 
The proposed system is loosely coupled Multi-level Web-based Distributed 
System (MWDS) which provide reliable and secure development environment 
that can be used to run any parallel application. 
The system is a multi-level because it's clients can act as sub-coordinator in low 
level LAN (coordinator for the LAN machines) and can distribute tasks to LAN's 
clients. 
1.6 Our approach 
We start by creating a parallel environment that works in a LAN and it is 
windows dependent. This environment is built using .NET Remoting, we change 
it to be a super-client (sub-coordinator). After that we create another parallel 
environment that is web-based and built using XML-web service, this 
environment changed to be the core of the system (the coordinator).  The two 
parallel environments are combined together to built our new proposed system. 
The new proposed system consists mainly of two parts: coordinator and client-
side part, the coordinator is the web-based parallel environment with little 
modification. The client part consists of three types, one of these types is the 
previously mentioned LAN Parallel Environment which we call it here the super-
client. The MWDS package must be installed in a web-server (in the Internet or 
Intranet). Any machine connects to this server can downloads the client part and 
hence be a member of the system automatically. The tasks moves cross 
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communication media using soap protocol (no firewall restrictions). The 
approach of exchanging data between the coordinator and member machines of 
the system is done through a tuplespace (see task distribution in chapter 2). The 
coordinator is a web-based and platform independent. 
 
1.7 The organization of the thesis 
In this chapter, the concept of parallel computing is introduced, followed in 
chapter 2 by an account of pervious work related to the thesis and the difference 
between MWDS and other models. Chapter 3 describes the distributed 
architecture of MWDS and the structure of the system kernel, Chapter 4 
describes the structure of distributed systems in general. Chapter 5 describes the 
implementation of MWDS. Conclusions and recommendations are given in 
chapter 6. The user manual and the listing of complete programs are in the 
appendices. 
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 Chapter 2  
Previous work 
 
2.1 Introduction 
A considerable amount of work has been exerted during the past few 
years to build cluster-processing environments [33]. The main motivation is to 
provide cheap parallel processing environments that utilize the wasted idle time 
of network computing facilities. Companies and corporations usually buy a large 
number of workstations that are used for limited purpose and stay idle most of 
the time. Cluster processing environments can easily make use of this idle time 
to perform time-consuming computations.  
Recently, cluster processing has been used for many interesting purposes [17]. A 
good example, is its application by Internet Server Providers (ISP) to build 
powerful "computer farms" ("processor farms") that help them to cope with large 
amount of subscribers. 
 
2.2 Parallel System Operation Principles 
Parallel system operates according to the following steps: 
• Splitting large problem into small tasks. 
• Assigning the smaller tasks to multiple workers to work on simultaneously. 
• Coordinating the workers. 
 
Members of the a Parallel System can be classified as two types depending on 
the role they perform: 
 
• The server part or coordinator (coordinating the workers). 
• The client part or the workers (executing tasks). 
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The coordinator does the job of passing tasks to the workers (clients) and 
receives results from them. In the other side the workers perform the tasks 
depend on the data given from the coordinator and when finish, they send 
results back to the coordinator. 
Most of parallel systems have a library that contains necessary functions for 
communication and exchanging tasks. 
 
2.3 Task distribution 
Mainly there are two ways to exchange data between coordinator and workers in 
a parallel system: 
1. Message passing  
2. Tuplespace 
The Parallel Virtual Machine (PVM) [14] and Message Passing Interface (MPI) [9] 
are two examples of parallel environments that use message passing for 
distributing tasks, while Linda [4] is an example of the parallel system that 
depends on tuplespace for task distribution.  
 
In the message passing approach, the coordinator of the system spawn tasks to 
all workers in the system, then every period of time the coordinator checks the 
workers if they complete their assigned tasks, then send them another new 
tasks, until the whole computation finished. 
 
The tuplespace approach is different, the coordinator puts all tasks in one place 
(tuplespace), then each worker come and get one task from tuplespace, execute 
it, and when finish, come and get another one, and so on. 
 
It is simple to see that we have a load balance of the work in the second 
approach and it is for this reason we have adopted the tuplespace approach in 
  
 25 
our system. We created the tuplespace in the system as a database file 
containing tasks and their status. 
2.4 Classification of Parallel Systems 
From the literature survey, we can classify parallel systems into four generations: 
• First generation which used email and ftp to manually distribute tasks and 
receive results (not fully automatic). 
• Second generation which install clients on each machine and automate 
the distribution of tasks through message passing or tuplespace (PVM 
[14], MPI [9], Linda [4])  
• The third generation (distributed computing systems and volunteer 
computing) [6] which uses the Internet and makes it possible for 
subscribers to download client components and install them. 
• The fourth generation is the generation of grid computing which is a 
superset of distributed computing. This generation is add a new very 
important feature to distributed computing, previous generations 
concentrate on using idle processing power of others computers, but in 
grid computing we can harness idle CPU cycles and storage space of tens, 
hundreds, or thousands of networked systems to work together on a 
particularly processing-intensive problem. 
 
2.4.1 First generation 
We see that all the above generations are shared in idea of harnessing the idle 
power of processors cycles, and they differ mainly in the number of processors 
that harnessed and the location of these processors. 
The first generation which is full manually, the distribution of tasks done through 
emails because the problems are not so large and the number of CPUs shared in 
solving the problems also small. 
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Here there no specific middleware layer found or and parallel software 
environment that supports the work. The tasks and their data are sent to each 
client and the result from clients are returned back with the same way (email). 
So there is no talk about software installation or task distribution automation or 
any thing else. Only the software that is used is the communication software, 
You need to write program from scratch for every new project [29]. 
 
2.4.2 The Second Generation 
When problem get larger and number of tasks increased, the distribution of tasks 
manaually will be very difficult and we spend a lot of time in sending tasks and 
receiving results. The solution come by developing parallel processing 
environments such as Message Passing Interface (MPI)[9], Parallel Virtual 
Machine(PVM)[14], and Distributed Computing Environment (DCE) [37] in the 
90's. 
2.4.2.1 Linda  
Linda [4] was originally developed by D. Gelernter at Yale University. The core of 
Linda is a small set of functions that can be added to a base language to yield a 
parallel dialect of that language. It consists mainly of a shared data collection 
called Tuplespace and a set of functions to access and modify the data stored in 
the Tuplespace. The unit of communication is a tuple, a list of typed fields which 
can be either actual or formal. Actual fields have a specific value whereas formal 
fields are place holders for values. Tuples stored in the Tuplespace can only have 
actual values. Apart from the limitations of the programming language, there are 
no limitations for both, the number of fields in a tuple and the field length. There 
must not be any empty fields in tuples. How tuples are represented in the 
Tuplespace is highly dependent on the implementation.  
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In addition to storing and retrieving tuples, the Linda functions provide process 
synchronization. The basic functions for accessing and modifying the contents of 
the Tuplespace are:  
out (tuple) - The function out() puts a tuple into the Tuplespace. The tuple can 
be retrieved by all other processes with the help of other Linda-functions. With 
out() you can only put data-tuples into the Tuplespace. Out never blocks.  
in(pattern-tuple) - For retrieving tuples from the Tuplespace the function in() is 
used. It removes all tuples which match a given template from the Tuplespace 
and returns them. A template is a tuple with formal fields, to which actual values 
can be assigned during the matching process. However, no match exists in the 
Tuplespace, in() blocks until at least one matching tuple appears in the tuple-
space.  
rd(pattern-tuple) - Read is quite similar to in(). The difference is that rd() does 
not remove the matching tuples from the Tuplespace.  
EVAL ( FUNCTION-TUPLE) - Eval creates an active tuple, in fact a task-descriptor 
for which the Linda-server is responsible for computation. The active tuple may 
consist of ordinary elements and functions which need evaluation. The results 
are stored as a passive tuple in the Tuplespace.  
 
2.4.2.2 Message Passing Interface (MPI) 
 
Let us take MPI as an example of second generation systems. This because it is 
spread widely in the area of parallel processing system and can work in many 
environment. Also it is supported and included all  in Linux  operating systems, 
so you don’t need to install it separately if you have a Linux operating system. 
 
The Message Passing Interface [9], commonly referred to as the MPI standard, is 
an effort to enhance the availability of efficient and portable software for 
addressing the current needs of the distributed computing community.  
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In early 1993 the MPI Forum was set up along the lines of the earlier HPF Forum 
to revise and expand an earlier MPI draft document. The meetings of the MPI 
Forum were held every six weeks and several mailing lists were created for 
discussions concerning the MPI Forum and its sub-committees. Both the 
meetings and the email discussions were open to all members of the high 
performance computing community. Members of over 40 academic, 
governmental and industrial institutions contributed to the MPI Forum. The final 
MPI Standard was released in May 1994 and was followed in June 1994 by a first 
list of errata and unresolved issues.  
The scope of the MPI Standard has been deliberately limited to the message 
passing programming model. There is no concept in MPI of a global address 
space shared by all processes. Some issues like parallel I/O and dynamic process 
creation were intentionally left aside by the MPI Forum because no standard 
practice had yet emerged at the time the document was written. Other issues, 
such as debugging and profiling tools, were felt to be outside the scope of MPI 
although standard interfaces are provided for the implementers of such tools. 
The handling of signals from either the communication network or the operating 
system running a process is not covered by the MPI Standard.  
• MPI is intended as a message passing interface for both application and 
library software.  
• The MPI standard is designed for programming multi-computers and also 
heterogeneous networks of computers. In general, implementations would 
have to be possible across a wide variety of platforms without any 
significant modifications to the vendor communication and system 
software.  
• The semantics of the MPI interface were written to be language 
independent. Specific bindings are provided, in the MPI standard, for 
programs written in the C and Fortran 77 languages. The MPI interface 
was designed so that its usage would be as familiar as possible to anyone 
experienced in writing message passing programs.  
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• The MPI Forum strived to define a message passing interface that can be 
efficiently implemented. In particular, unnecessary buffering operations 
are avoidable. It is also possible for processes to exchange data while 
they executing tasks whose completion does not depend on that data.  
• Reliability and ease of use were design goals of the MPI Forum. In 
particular, the MPI standard assumes a reliable communication network 
and most MPI procedures return an error code. Future generations of 
parallel computers are likely to allow multiple threads of computation 
within each process. The MPI Interface was designed to be reliable in a 
multithreading context [25].  
 
To perform parallel computation using MPI[27] you need to: 
1. Start MPI implementation on all machines that you need to use in your 
parallel system 
2. write your application and compile it to produce binaries. 
3. distribute these binaries to all machines (for example by using SCP (shell 
secure copy – Linux) 
4. run these binaries remotely (you must have privileges to run them 
remotely) 
 
So to use MPI we need: 
1. A lot effort for setting up nodes  
2. Trust between nodes 
3. All the nodes must use the same operating system (homogeneous) 
 
The main question here is, is it easy to run an application in large number of 
workstations? 
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2.4.3 The third generation 
The idea of this generation (the distributed computing generation) is come to 
overcome the problems of the previous generation, some of these problems are: 
• How can we include a large number of nodes in parallel processing 
system? 
• Transparency of location of nodes 
• ability to use heterogeneous hardware nodes 
• work in heterogeneous operating system 
• automatic deployment of binaries 
 
So this generation will be a primary focus of an environment where you can 
harness idle CPU cycles of large number of heterogeneous workstations of 
networked systems to work together on a particularly processing-intensive 
problem [38].  
 
The growth of such processing models has been limited, however, due to a lack 
of compelling applications and by bandwidth bottlenecks, combined with 
significant security, management, and standardization challenge 
 
2.4.3.1 SETI@home 
Let us examine the SETI@home as a distributed computing volunteer example. 
SETI@home ("SETI at home") [1] is a distributed computing project using 
Internet-connected computers, hosted by the Space Sciences Laboratory, at the 
University of California, Berkeley, in the United States. SETI is an acronym for 
the Search for Extra-Terrestrial Intelligence. 
The SETI@home distributed computing software runs either as a screensaver or 
continuously while a user works, making use of processor power that would 
otherwise be wasted. 
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The initial software platform, now referred to as "SETI@home Classic", ran from 
17 May 1999 to 15 December 2005. This program was only capable of running 
SETI@home; it was replaced by Berkeley Open Infrastructure for Network 
Computing (BOINC), which also allows users to contribute to other grid 
computing projects at the same time as running SETI@home. The BOINC 
platform will also allow testing for more types of signals. 
SETI@home has also been used as a stress testing tool for computer 
workstations, as it runs the computer CPU at full power for a sustained time 
period. This is especially useful to overclockers. 
The results of the data processing are normally automatically transmitted when 
the computer is next connected to the internet; it can also be instructed to 
connect to the internet as needed. 
 
How to use SETI@home: 
1. Open the SETI@home web site 
2. choose the project to volunteer in 
3. download the appropriate client version for your operating system 
4. install the client in your PC 
5. run the software 
 
When you do these steps the client program can automatically download data 
from the server, do the work in your computer and send results back to the 
server. The client can run in your computer when are idle as screen saver. 
 
The download and install of client daemons by volunteers neglect the effort of 
installing daemons manually by administrator on each machine, which is found in 
the second generation. But here still we need at least an effort from the 
volunteer to choose the software and download and install it. 
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2.4.4 Fourth Generation 
Some times in parallel literature you may find there is no clear distinction 
between distributed computing and grid computing that is because grid 
computing is an upgrade to the idea of distributed computing and it is work the 
same way, but it benefit from all idle resources scatter in same or wide 
geographical areas, it support heterogeneity as well. Computing grids set the 
stage for computing resource access, allocation, and use. Access brings the right 
computing power to design engineers so they can do their work. Dynamic 
resource allocation comes from control software that accounts for priorities, 
roles, and service quality. Intensive, year-around, near-one-hundred percent use 
of resources can flow from matching jobs to the capabilities of computing 
resources. 
 
We can say that the main different between distributed computing and the grid 
computing is that the grid computing work in analog to power grid, it organize 
networked computers into an efficient, reliable resources available to handle 
continuous stream of computing demands. Also by analog utilities, 
implementations of computing grids may aggregate into differentiated levels 
scoped by sharing agreements and other attributes. 
 
2.4.4.1 Globus 
Let us take this most famous grid computing toolkit as an example for grid 
computing systems.  
Globus [36] is a research project that focuses on the issues associated with 
building computational grid infrastructure as well as the problems that arise in 
designing and developing applications that use grid services. The Globus toolkit 
comprises a set of modules. Each module defines an interface, which higher-level 
services use to invoke that module's mechanisms, and provides an 
implementation, which uses appropriate low-level operations to implement these 
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mechanisms in different environments. Currently identified toolkit modules are as 
follows: 
 
• Resource location and allocation. This component provides mechanisms 
for expressing application resource requirements, for identifying resources that 
meet these requirements, and for scheduling resources once they have been 
located. Resource location mechanisms are required because applications 
cannot, in general, be expected to know the exact location of required resources, 
particularly when load and resource availability can vary. Resource allocation 
involves scheduling the resource and performing any initialization required for 
subsequent process creation, data access, etc. In some situations for example, 
on some supercomputers location and allocation must be performed in a single 
step [31]. 
• Communications. This component provides basic communication 
mechanisms. These mechanisms must permit the effcient implementation of a 
wide range of communication methods, including message passing, remote 
procedure call, distributed shared memory, stream-based, and multicast. 
Mechanisms must be cognizant of network quality of service parameters such as 
jitter, reliability, latency, and bandwidth. 
• Unified resource information service. This component provides a uniform 
mechanism for obtaining real-time information about metasystem structure and 
status. The mechanism must allow components to post as well as receive 
information. Support for scoping and access control is also required. 
• Authentication interface. This component provides basic authentication 
mechanisms that can be used to validate the identity of both users and 
resources. These mechanisms provide building blocks for other security services 
such as authorization and data security that need to know the identity of parties 
engaged in an operation. 
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• Process creation. This component is used to initiate computation on a 
resource once it has been located and allocated. This task includes setting up 
executables, creating an execution environment, starting an executable, passing 
arguments, integrating the new process into the rest of the computation, and 
managing termination and process shutdown. 
• Data access. This component is responsible for providing high-speed 
remote access to persistent storage such as files. Some data resources such as 
databases may be accessed via distributed database technology or the Common 
Object Request Broker Architecture (CORBA). The Globus data access module 
addresses the problem of achieving high performance when accessing parallel 
file systems and network-enabled I/O devices such as the High Performance 
Storage System (HPSS). 
 
Together, the various Globus toolkit modules can be thought of as defning a 
metacomputing virtual machine. The definition of this virtual machine simplifies 
application development and enhances portability by allowing programmers to 
think of geographically distributed, heterogeneous collections of resources as 
unified entities. 
 
2.5 Problems and limitations of each class 
Obviously the first generation is just an attempt to overcome the difficulties of 
task distribution and administration. 
The Second generation solved these difficulties by automating the distribution of 
tasks, but another problem appeared. The amount of work needed to install the 
client components on workstations was not trivial. 
The third generation used the Internet to facilitate the download and installation 
of client components. A subscriber opens the system site, downloads the client 
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software, installs it, and hence becomes a member of the system.  The main 
disadvantages of this generation are: 
 
1. It assumes the presence of Internet connection to receive and 
send tasks 
2. The threat of existence of malicious clients 
3. The burden of Communication cost 
4. The Systems are used for specific purpose (no programmer 
interface) 
 
Multi-level Web-based Distributed System (MWDS) is designed to overcome 
these problems by allowing the programmer to write his code directly to the 
system and minimize the communication cost by introducing the idea of super 
volunteers (full network members of the system). 
2.6 Survey of Current Systems 
There are many packages (parallel environments and CMS packages) that are 
now available (free and commercial). We list some of them in appendices based 
on information that has been collected from the Internet [3700]. 
 
 
Amoeba [34] system is distributed operating system that makes a collection of 
machines as a virtual large machine. The PVM [14] and MPI [9] are two parallel 
systems that use message passing to exchange data between workers and 
master. Some of these systems using tuplespace for sending and receiving data 
like Linda [21]. Some systems represent just a library that can be added to 
compiler tools like MPI which can added to C++ compiler, others represent 
middle-ware environment like PVM.  
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From the survey on related work and based on the previous classification in 
section 2.4, we can draw table 2.1. 
 
4th Gen. 3rd Gen. 2nd Gen. 1st Gen. Feature 
yes yes yes no Distribute tasks 
automatically 
yes yes no - Worker installed 
automatically 
yes yes no - Easy to use 
no no no - Independent of OS 
no no Difficult - Programmer interface 
no no no - automatic deployment 
yes, yes no, yes yes, no - Use LAN, Internet 
no no no - Super volunteer 
Unlimited Unlimited Limited - Number of nodes 
no no - - Interoperable 
No no - - Work with firewall 
yes yes - - Heterogeneous 
easy easy difficult - Workers come & go- 
dynamic 
easy difficult difficult - System administrator 
Globus SETI@home MPI - Examples 
Table  2-1- Comparison between Generations 
2.7 Summary 
This chapter describes some of the prior research related to our thesis, 
focusing on other efforts to support the development of Internet- and 
Intranet-across clustering and distributed systems. We take the 
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advantages of these systems and start from there. From the above survey 
we find that tuplespace is better than message passing approach so we 
choose it in our thesis. Also we make the system full automatic because 
the previous systems arise delay in installing their systems in large 
number of nodes. The combination between Internet and Intranet 
systems have been taken from the relationship between many previous 
systems, the survey of the previous systems give us the ability to 
overcome problems that found on those systems and benefit from the 
advantages of them. This work build depend on the earlier efforts in 
distributed systems, parallel processing, and cluster computing. 
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 Chapter 3  
 The Proposed System: An Overview 
3.1 Introduction 
 
Our proposed system is a Multi-level Web-based Distributed Computing 
System (MWDS) that gives us the flexibility to distribute the workload among the 
different parts of the system, including single remote machines or LANs. This 
chapter presents the architecture of the system designed to run parallel 
applications transparently on remote machines over Internet/Intranet. Figure (3-
1) shows the design of the system at a high-level.  
  
Figure  3-1 - The Design of the system at a high level 
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3.2 Overview of MWDS  
MWDS is a Distributed System that is used in Intranet/ Internet. The  system 
must be installed in a server firstly, then using a registration/login page to 
download one of its components, the downloaded component determine the type 
of the client. There are three types of clients (as shown in figure 3-2): 
• System user 
• Normal Volunteer 
• Super volunteer.  
 
 
Figure  3-2 - Three type of clients 
 
We have used the concept of a tuplespace (refer to chapter 2) to store details on 
clients and their tasks. The detilas of the three types of clients are kept within 
this tuplespace.  The systems user type is able to insert new tasks in the 
tuplespace, the other two types: the volunteer and the super-volunteer are able 
to execute these tasks by loading them from the tuplespace into their local 
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memory and execute them. The difference between the super-volunteer and a 
normal volunteer is in the number of tasks loaded from the tuplespace. 
 
The system user component is responsible for submitting new tasks (his parallel 
applications) by uploading them to the server; also user can view the content of 
tuplespace (status of current tasks), see figure 3-3.  
 
 
Figure  3-3 - Submitting, Viewing Tasks 
 
The volunteer component is used to execute tasks, one task at a time. It 
connects to the server as shown in figure 3-4: 
1. Get one task by downloading it from the server and mark the record of 
this task as "in progress" 
2. Execute the task 
3. Upload result back to the server and  mark the record of the task as 
"completed" 
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Figure  3-4 - Volunteer in action 
 
A volunteer repeats this process for each new task to be executed until the 
volunteer is disconnected from the server. The speed of processing depends 
on the number of volunteers.  
 
The super volunteer is a designated station in a LAN where, instead of getting 
one task, it gets a number of tasks, distribute these tasks to low level volunteers 
in the LAN to execute them, then collect results after execution, and upload 
these results to the server. One of the node in a LAN can act as a super 
volunteer to another LAN, see figure 3-5. It behaves in a similar manner to the 
act of a super-volunteer in a single LAN. 
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Figure  3-5 - MWDS 
3.3 MWDS design 
MWDS is composed of two major parts: 
• Server side part (main part) 
• Client side part (downloadable components) 
The main part of the system is installed in the server and it is used to: 
• Receive new tasks from system user and store them in a tasks table 
• distribute parallel tasks to available registered volunteer nodes 
• Receive results from volunteer nodes when finish and store them in result 
table 
• Maintains and updates database tables of all types of volunteer nodes on 
the system 
3.3.1 The Server Part 
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The server part (figure 3-6) consists of: 
• Task Coordinator consists of Tuplespace Component and a Web service 
• Database to implement the  tuplespace 
• Web site (registration and download components) 
 
 
Figure  3-6 - Task Coordinator 
 
3.3.1.1 Task Coordinator 
This is the main part of the MWDS and its main purpose is to distribute parallel 
tasks among the various volunteer nodes using a scheduling mechanism. 
Coordinator receives parallel processing requests from the system user and 
distributes these tasks to available registered volunteer nodes. The volunteer 
nodes return results to task coordinator when they finish. Coordinator maintains 
and updates database tables of all types of volunteer nodes on the system. 
3.3.1.2 Tuplespace 
The Task Coordinator uses a database to implement the tuplespace. The 
tuplespace consists of four tables: Users, sessions, Tasks, and result. The Users 
table contains the logic information for all the users who are registered in the 
system. For increased security, this field could hold encrypted binary information.  
The sessions table is used to store a record for each active volunteer. Volunteers 
are identified by their unique numbers. The sessions table also indicates the time 
the volunteer is started, which is useful for scheduling and securing policies. 
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The Tasks table stores the tasks that have been uploaded for processing; also 
the status of each task and the time the task is uploaded and completed will be 
recorded.  
Finally, the result table records all the information of the volunteer that helps in 
improving system performance. 
The system user provides the functionality that allows the registered users to 
query task information and upload new tasks. 
3.3.1.3 MWDS Web Service 
The web service provides two functions: store tasks in tuplespace (uploading) 
and retrieving tasks from tuplespace (download tasks).  
 
3.3.2 Client side part 
This part consists of three components: 
1. System user (front-end) 
2. Normal Volunteer (back-end) 
3. Super volunteer (super back-end) 
 
These components could be downloaded from the web site after registration 
(figure 3-7). 
The process of registration is done through the web site. The user fills his/her 
information, indicating his role. 
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Figure  3-7 - MWDS registration page 
 
When user registers successfully, s/he can download the appropriate 
components and start working with MWDS. 
 
3.4 Authentication: Session Tickets 
To call any web method, the client must first log on and receive a valid ticket. 
The ticket information is encapsulated in a custom SoapHeader class called 
TicketHeader. Although this class defines four pieces of information, not all of 
this information will be present at the same time. That's because username and 
password information is erased immediately after login, and at the same time the 
corresponding user ID and ticket GUID are inserted. 
One reason a session ticket is used is that it can protect user account 
information. Typically, a system uses an SSL connection to ensure that requests 
to the Login method are encrypted. After that point, requests can use fast, clear-
text transmission because the login information is no longer used. At worst, a 
session GUID could be intercepted and a session could be hijacked until it 
expires.  
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3.5 The scheduling algorithm 
The Task Coordinator can receive more than one request at the same time from 
many volunteers to execute a task. The task coordinator checks for available 
tasks: 
If the number of tasks is more or equal to the number of free volunteers, each 
task is sent to a volunteer, and the task coordinator waits for the results. When a 
given volunteer returns the results, the task coordinator checks the scheduler 
table for this volunteer performance if it is better than the other working 
volunteers that have not yet completed their tasks, it sends a copy of the task of 
one of the slowest volunteers to the free volunteer and receives the result of this 
task from the one that finishes first (replication).   
In case that the available tasks are less than the number of free volunteers: The 
task-coordinator sends tasks for the volunteers that have good history in 
executing the previous tasks, starting by the fastest one. Also the scheduler 
utilizes the scheduler information table to estimate approximately the time 
needed for each task and hence if any volunteer exceeds this time the task is 
sent again for another volunteer (the delay in returning the results may be 
because of crash in the system or problem in the connection,…). 
Note: Task coordinator can check the performance of each volunteer by sending 
a test task and calculate the execution time for each volunteer. 
 
3.6 Software Components 
The MWDS system consists of four software components, three components are 
downloadable from the web site after user registration. The fourth one (main 
component) is the MWDS Server and Coordinator Engine which is installed on a 
server machine that .NET technology with IIS and SQL Database Server installed. 
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The MWDS server engine is the first component to install by the system 
administrator and contains MWDS web site (to interact with system users for 
registration and software downloads), and the Coordinator that coordinates the 
execution of parallel tasks. 
When the web site is started for the first time, the following start page appears. 
The start page contains information about the system and a link to registration 
page (figure 3-8). 
 
Figure  3-8 - MWDS main page 
 
By clicking on the user registration link the following page appears (figure 3-9). 
In order to register, the user should fill shown fields. 
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Figure  3-9 - MWDS registration page 
 
After the user registration is completed the user is assigned an account. 
 
Figure  3-10 - MWDS main components 
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The three downloadable components are: 
• The front-end component: This is a simple visual tool used to submit 
parallel processing applications to the system. The tools allow the user to 
upload the code, configure the participant nodes and perform other tasks. 
• The back-end component: This component is installed on ordinary 
volunteer nodes. It enables volunteer nodes to get tasks from 
coordinators and return results to user nodes. 
• The super back-end component: This component is installed on super 
volunteer nodes. It enables these nodes to get tasks from coordinators, 
distribute tasks among their lower level nodes. 
 
 
Note 
The difference between the two types of back-end components is that the first 
type represents single computer resources that volunteered to perform 
computations in MWDS, while the second represent a special type of volunteer 
node which may be full LANs or Multi-level LANs. This type of node may take a 
full parallel processing application and distribute it among its local nodes.  
3.6.1 Front-end Component (MWDS user system) 
This component represents a visual tool used to submit parallel processing 
applications; these applications are assigned to volunteer's remote machines 
(back-ends) to be executed. The system interface makes accessing remote 
resources as easy as accessing local ones. Thus, when the user uploads new 
tasks, the Task Coordinator puts them in MWDS Tuplespace [23], available 
volunteer machines (back-ends) can get tasks from tuplespace using a special 
scheduling strategy.  
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The visual tools enable the user to upload new tasks, view the progress of his 
current tasks. When the application first starts, the user is prompted to log in 
(figure 3-11).  
 
Figure  3-11 - MWDS login form 
If the user can be successfully authenticated the user's main menu appears 
(figure 3-12). 
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Figure  3-12 - MWDS user client in action 
 
When the user writes her/his code, s/he can upload it to the tuplespace in the 
server by clicking upload task button (which will compile the code before 
uploading it). The user can logout from MWDS user system by choosing exit 
from file or simply by closing main menu. 
3.6.2 Back-end Component (MWDS volunteer node) 
On the server side, a Task Coordinator performs two main jobs: 
 
• Receive Tasks from System user 
• Put tasks in tuplespace 
 
The database represents a tuplespace, where the new tasks (received tasks) are 
inserted in the tuplespace using our MWDS web method uploadTask() (like out()  
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used in Linda[21] to store tasks in  the tuplespace) , volunteers send requests 
for the tuplespace by calling the MWDS web method called downloadTasks(). 
This method checks for available new tasks (this looks like in() function used in 
Linda for retrieving tasks from tuplespace).  
 
The protocol of communication between the volunteer (back-end) and Task-
Coordinator to execute tasks is shown in (figure 3-13). 
 
 
Figure  3-13 - Super volunteer-Task-coordinator protocol 
 
3.6.3 Super back-end Component(MWDS super volunteer node) 
A super volunteer is special type of volunteer node, which may work on a full 
LAN or Multi-level LANs. This type of node may take a full parallel processing 
application and distribute it among its local nodes. 
The main structure of the system consists of four components (figure 3-14): 
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• Task holder (ITask) as interface 
• Task Implementer (designed to take in any object from the client that 
implements the ITask interface) 
• Task Agent  
• Task Client 
 
 
 
Figure  3-14 - Super-back end components 
 
The connections of super volunteer with its clients in LAN is done by a peace of 
software that is  installed while configuring the super volunteer component, this 
software (ITask) receives tasks from super volunteers (Task implementer), 
executes them, and returns the result back to super volunteer. 
 
The protocol used between task coordinator and super back-end components is 
shown in (figure 3-15). 
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Figure  3-15 - Super volunteer-Task-coordinator protocol 
 
3.7 Storing Results 
When a volunteer finishes executing a task, it sends the result to the task 
coordinator and the task coordinator records the results in a tuplespace with 
other information that is used later by the scheduler for improving system 
performance. The information includes: 
• The task results 
• User ID (who executed the task) 
• Time spent in executing the task 
• Number of failures occurred during execution  
3.8 Summary 
A loosely coupled multilevel web-based Distributed Computing System 
(MWDS) has been designed and implemented. The system is based on the 
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concept of volunteer computing. Two types of volunteer nodes are allowed: 
simple volunteers nodes (single machines) and super volunteers (LANS or other 
types of networks). The system distributes tasks between volunteer nodes. Super 
volunteers can further delegate the tasks assigned to them to junior nodes. In 
this sense the system is multilevel. Users and service providers should register 
before using the system. MWDS is secure and dynamic. A simple behavior-based 
scheduling algorithm is used to control the performance of the system. 
 
MWDS is built using .NET, the .NET Framework provide an efficient architecture 
for developing and deploying both new software and incremental updates. The 
.NET Framework offers complete control over multiple versions of the same 
component, even in shared directories. The ability to hot-swap components 
without halting the application or the server increases reliability and availability. 
Auto-deployment mechanisms offer increased efficiency and ease of use2.  
 
 
 
 
 
 
 
 
                                                 
2
 http://www.devx.com/dotnet/Article/10045/1954?pf=true 
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 Chapter 4  
Programming Principles of Distributed 
System 
 
4.1 Introduction 
Looking at the rapid development in computing history, one can find a 
dramatic change in the hardware and software industry. This development jump 
with computer from huge, expensive, and slow to small (pocket PC), cheap, and 
fast PC.  
Tanenbaum describe this development as "From a machine that cost million 
dollars and executed 1 instruction per second, we have come to machines that 
cost 1000 dollars and able to execute 10 million instructions per second, a 
price/performance gain of 1012."3 
As [34], the modern computing can be divided into three eras: 
1. The era of timesharing in 1970s, where one computer serve a number of 
users 
2. In 1980s there is one computer for each user (personal computers) 
3. The parallel computing appears at 1990s, where many computers can 
serve one user [22]. 
Through these eras there is a lot of work done to speeds up computers. One way 
of speeds things up is to use connected machines in a network as a large virtual 
supercomputer, this way is called parallel or distributed computing. This is a 
                                                 
3Tanenbaum , A. AND Van Steen, M. (2002),  Distributed Systems  Principles and Paradigms, 
Prentice Hall  
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cheap solution for solving large problems. The alternative way to solve those 
problems is by using very expensive4 supercomputer. 
The development of computers makes them cheap and small. The connection 
between machines also has been very easy and inexpensive. These reasons 
contribute in the appearance of distributed computing. 
In this chapter, we will lay the foundations for distributed system architecture 
which we will use as abase architecture for the proposed system.  
 
4.2 Definitions 
No clear difference between distributed systems, parallel systems, and 
client/server systems. But one can try to define them as follows. 
4.2.1 Distributed system 
A network connected machines that may be in different places may be with 
different architecture, different operating systems, are called distributed system 
if they appears to its users as a single system, see figure 4-1 [34].  
                                                 
4 Large supercomputer cost $100 million rated at 12.3 teraflops (a teraflop is 1 trillion operations) 
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Figure  4-1 - An abstract view of distributed systems 
4.2.2 Client/Server 
The client/server technology is independent of hardware, it is software 
dependent. A client is a program that request services from another program in a 
different computer. The computer that respond to these requests is called a 
server [24].  
4.2.3 Distributed Computing 
A distributed computing is a computing performed in a distributed system [24]. 
4.2.4 Goals of distributed System 
A distributed system may achieve one or more of the following goals: 
• Application integration 
• Transparency 
• Scalability 
• Reliability 
• Flexibility 
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• Performance 
4.2.5 Parallel Systems 
If we use multiple processors (loosely or tightly coupled) to work on one problem 
simultaneously, we can define them as a parallel system [34]. 
 
4.3 Client/server Architecture 
We can assume the client/server architecture as a form of distributed system 
with tasks split between server and client. The client/server architecture is not 
really distributed because the work is done either by the server, or by the client 
[35]. 
In the client/server architecture, data and applications are hosted in the server 
to ensure that every client can access the same version of the application, and to  
centralize all the information in one place. This make the server just as storage. 
Each client connects to the server to get the appropriate files and loads them 
into its process space. Then it uses its CPU and memory to run the program. 
The work that is performed by the server is like running relational database 
software. We can offload some additional responsibility to the server like adding 
stored procedures that encapsulate some of the business logic in the database. 
4.3.1 Client/Server organization 
The organization of client/server architecture can be enhanced by moving some 
of the client load to the server or vice versa. For example, we can create middle-
tier components that handle data access tasks such as retrieving data or 
committing changes, saving your application from needing to connect directly to 
the database. This approach simplifies our code, and makes it easier to change 
data access details without modifying the application logic. The application is still 
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a client/server application, however, because all the code is still executed on the 
client side, as illustrated in figure 4-2.  
 
Figure  4-2 - Client/server process usage 
Note 
1- Adding more logical tiers to your application or placing your application 
files on different computers doesn't make your application distributed. As 
long as the client has the responsibility of executing all the code, the 
application is a client/server one. 
2- Using multi-tier design doesn't make a client/server application into a 
distributed application. Furthermore, solid multi-tier design practices are a 
good idea regardless of the type of application you're creating [18].  
4.3.2 Problems with Client/Server Architectures 
1. No easy interaction between clients. 
2. No way to run thin clients because each client runs the application inside 
its own process space. 
3. It is difficult to expand to serve thousands of simultaneous users; the 
server-side becomes a bottleneck. The overhead required to continuously 
serve all this number of users limits the performance and reduces the 
maximum number of clients that can be served simultaneously. This 
bottleneck has no easy solution in the client/server world. 
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4.3.3 The real problem of Client/Server 
The real problem is that just creating a connection involves a certain amount of 
work. This task requires a number of low-level operations, including validating 
the authentication information supplied by the client. This basic overhead is 
unavoidable, and it means that a client/server application has difficulty 
supporting a massive number of clients (thousands of simultaneous connections) 
even if they have relatively modest needs. The server tends to become tied up 
with the overhead of creating and releasing connections long before it has 
reached its maximum throughput or taxed the processing power of its CPU. 
The database bottleneck problem exists with any server-side resource that's 
frequently used and expensive to create. It's this type of problem that effectively 
prevents almost all client/server programs from being able to expose their 
features to the wider audience of the Internet. Quite simply, they can't handle 
the load. Distributed applications, on the other hand, tackle this problem with the 
help of pooling [7]. 
4.3.4 Deployment of a Client/Server 
In the client/server, the application is deployed on the server and the clients are 
more or less untouched. This approach is ideal because the application can be 
updated just by replacing the server-side files (although all the current clients 
must disconnect before you can take this step).  
First of all, clients might require various system components. For example, an 
application that incorporates advanced user interface controls (particularly if 
written in Microsoft Visual Basic) can require various system DLLs and ActiveX 
controls, which are often distributed as part of Microsoft Internet Explorer, 
Office, or the Windows operating system. Alternatively, the application might 
make use of custom COM components that have been developed in-house. 
Before the application can use these components, they must be installed and 
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registered on each client computer. In this situation, a dedicated setup program 
is the only practical approach. Unfortunately, every time the component is 
modified, a new setup program is usually required—and each client must run this 
setup before it can use the updated application. Clearly, the deployment picture 
has become much less pleasant. 
These complications have led many developers to add deployment problem to 
the list of client/server drawbacks. The only problem is that this situation isn't 
unique to client/server applications. It's actually a fundamental stumbling block 
with COM, and distributed applications are rarely better off. If distributed 
applications use COM components directly, these components must be installed 
and registered. In theory, life should be simplified in a distributed application 
because components can be registered on the computers where they're executed 
(not on every client), but traditional DCOM often requires additional, more 
painful setup and configuration steps. 
4.3.5 .NET deployment 
.NET has zero-touch deployment and support for side-by-side installation of 
different component versions. These features, along with the advanced support 
for version policies, remove the requirement for manual client-side setup.  
Note that this is a benefit for all .NET programmers, even those who create pure 
client/server programs. It has no influence on your choice of software 
architecture. 
 
4.4 Distributed Architecture 
Distributed architecture rose to prominence as a way to respond to the scalability 
challenges inherent in the client/server model [30]. The basic concept behind 
distributed applications is that at least some of the functionality runs remotely, in 
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the process of another computer [10]. The client-side application communicates 
with this remote component, sending instructions or retrieving information. 
Figure 4-3 shows a common design pattern, which uses a remote data access 
component. In some distributed systems, these other computers (server A and 
server B) might be ordinary workstations, in which case they're usually called 
peers. 
 
 
Figure  4-3 - One example of a distributed application 
Depending on the type of application, you can add multiple layers in this fashion. 
For example, you can add separate components for various tasks and spread 
them over different machines. Alternatively, you can just create several layers of 
components, which enables you to separate them to dedicated computers later. 
Similarly, you can decide how much of the work you want to offload to a given 
component. If you need to support a resource-starved client such as a mobile 
device, you can move all the logic to one or more servers, as illustrated in figure 
4-4. Generally, components are clearly divided into logical tiers that separate 
user services from business logic, which is in turn separated from data 
processing services (although this is not always the case in more freely 
structured peer-to-peer applications). 
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Figure  4-4 - One way to implement three-tier design 
4.4.1 Advantages of Distributed Architectures 
Allowing components to run on other computers provides some new capabilities, 
such as support for thin clients, cross-platform code integration, and distributed 
transactions. However, the key benefit is scalability. New computers can be 
incorporated into the system when additional computing power is needed. 
Stability is generally better (particularly if you're using clustering) because one 
computer can fail without derailing the entire application. The most obvious 
benefit appears when you need to access limited resources, such as database 
connections. With the help of some pre-built Microsoft plumbing, you can enable 
features such as just-in-time activation and object pooling for your components. 
These features are part of the COM+ component services built into the Windows 
operating system. With pooling, an expensive resource such as a database 
connection isn't destroyed when the client finishes using it. Instead, it's 
maintained and provided to the next client, saving you the work of having to 
rebuild it from scratch. 
Traditionally, distributed programming also introduces programmers to the 
benefits of writing and reusing components in different languages, using tiers to 
make certain separate data services from business logic and creating 
components that can serve a variety of different platforms (such as Web 
applications and desktop applications). As the client/server example shows, 
however, all these features are available in client/server programs. They become 
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more critical in distributed applications, but good application design is always 
worthwhile. 
4.4.2 DCOM and the History of Distributed Applications 
In most cases, the programming model for a distributed application is similar to 
the programming model for a client/server application because the remote 
communication process is abstracted away from the programmer. Microsoft has 
gone to extraordinary lengths to ensure that a programmer can call a method in 
a remote component just as easily as a method in a local component. The low-
level network communication is completely transparent. The disadvantage is that 
the programmer can easily forget about the low-level reality and code 
components in a way that isn't well suited to distributed use. 
The most important decision you make when creating a distributed application is 
determining how these components talk together. Traditionally, remote 
components are exposed through COM, and the network communication is 
handled by the DCOM standard—a protocol that carries its own baggage. DCOM 
has at least two fundamental problems:  
• Its distributed garbage collection system 
• Its binary communication protocol 
4.4.3 Distributed Garbage Collection 
DCOM uses keep-alive pinging, which is also known as distributed garbage 
collection. Under this system, the client automatically sends a periodic message 
to the distributed component. If this message isn't received after a certain 
interval of time, the object is automatically deallocated. 
This system is required because DCOM uses ordinary COM components, which 
use reference counting to determine their lifetime. Without distributed garbage 
collection, a client could disconnect, fail to destroy the object, and leave it 
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orphaned in server memory. After a while, these abandoned objects can drain 
precious memory from the server, gradually bringing it to a standstill. 
In short, DCOM needs keep-alive pinging because it's based on ordinary COM 
objects, and COM doesn't provide any other way to manage object lifetime. 
However, distributed garbage collection increases network traffic needlessly and 
results in difficulty scaling to large numbers, particularly over slower wide area 
networks (WANs). 
4.4.4 Complexity 
DCOM is based on an intimidating multilayered protocol that incorporates 
services such as transport-level security. Microsoft programming languages and 
tools do a remarkable job of shielding developers (and their applications) from 
these complexities, but they still exist. Distributed DCOM components often 
require careful configuration on multiple computers and firewalls, over which 
they can't usually communicate. For these reasons, DCOM is poorly suited to 
distributed networks or heterogeneous networks that introduce computers from 
other platforms. 
 
4.5 .NET Distributed Technologies 
.NET includes a variety of distinct ways to use remote components:  
4.5.1 .NET Remoting 
One of the most important distributed technologies in .NET is called .NET 
Remoting. .NET Remoting is really the .NET replacement for DCOM. It allows 
client applications to instantiate components on remote computers and use them 
like local components. However, .NET Remoting introduces a slew of much-
needed refinements, including the capability to configure a component in code or 
through simple XML files, communicate using compact binary messages or 
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platform-independent SOAP, and control object lifetime using flexible lease-
based policies. .NET Remoting is also completely customizable and expandable—
if you choose, you can write your own pluggable channels and sinks that can 
allow .NET Remoting to communicate according to entirely different standards. 
.NET Remoting is the ideal choice for intranet scenarios. It typically provides the 
greatest performance and flexibility, especially if you want remote objects to 
maintain state or you need to create a peer-to-peer application. With .NET 
Remoting, you face a number of design decisions, including the protocol you 
want to use to communicate and the way your objects are created and 
destroyed. The two figures below show two sides of .NET Remoting: one in 
which components are created on a per-client basis and the other where a single 
component handles all client requests, which would be an impossible feat for a 
client/server application to duplicate. 
 
Figure  4-5 - .NET Remoting with per-client objects 
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Figure  4-6 - .NET Remoting with a singleton object 
.NET Remoting can also be used across the Internet and even with third-party 
clients. It's at this point; however, that .NET Remoting starts to become blurred 
with another .NET technology: XML Web services. 
4.5.2 XML Web Services 
XML Web services allow a type of object communication that differs significantly 
from .NET Remoting (although it shares some of the low-level infrastructure): 
− XML Web services are designed with the Internet and 
integration across multiple platforms, languages, and 
operating systems in mind.  
For that reason, it's extremely easy to call an XML Web service from a 
non-.NET platform. 
− XML Web services are designed with interapplication and 
interorganization use in mind.  
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In other words, you'll often expose a component through .NET Remoting 
to support your own applications. An XML Web service is more likely to 
provide basic functionality for other businesses to "plug in" to their own 
software. Toward that end, XML Web services support basic discovery and 
documentation. You can also use the Universal Description, Discovery, 
and Integration (UDDI) registry to publish information about XML Web 
services to the Internet and make them available to other interested 
businesses. 
− XML Web services are designed with simplicity in mind.  
XML Web services are easy to write and don't require as much developer 
investment in planning and configuring how they work. This simplicity also 
means that XML Web services are more limited—for example, they're best 
suited to stateless solutions and don't support client notification or 
singleton use. 
− XML Web services always use SOAP messages to exchange 
information.  
This means they can never communicate as efficiently as an object using 
.NET Remoting and a binary channel. It also means they can be 
consumed by clients on other platforms. 
Figure 4-7 shows a remote XML Web service in use. Notice that the outline 
indicates that XML Web service objects are single-use only. They're created with 
each client call and destroyed at the end of a call. .NET Remoting objects can 
also work in this fashion; unlike XML Web services, however, they don't have to. 
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Figure  4-7 - XML Web service calls 
 
4.5.3 ASP.NET Applications 
ASP.NET Web applications are inherently distributed. ASP.NET applications rely 
on the ASP.NET worker process, which creates the appropriate Web page object 
with each client request and destroys it after it has finished processing. In that 
way, ASP.NET pages follow the exact same pattern as XML Web services. The 
only difference is that XML Web services are designed for middle-tier use and 
require another application to consume them. You can design this application, or 
a third-party developer can create it. With ASP.NET applications, however, the 
client is a simple Web browser that receives an ordinary HTML page. 
The basic process for an ASP.NET application is as follows: 
1. Microsoft Internet Information Services (IIS) receives a Web 
request for an ASP.NET (.aspx) file and passes the request on to 
the ASP.NET worker process. It compiles the file (if needed), 
caches a copy, and executes it. 
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2. The compiled file acts like a miniature program. It starts and runs 
all appropriate event handlers. At this stage, everything works 
together as a set of in-memory .NET objects. 
3. When the code is finished, ASP.NET asks every control in the Web 
page to render itself. 
4. The final HTML output is sent to the client. 
ASP.NET programming does the best job of hiding the underlying reality of 
distributed programming from the user. Compilation takes place automatically, 
and the platform provides built-in services for handling state and improving 
performance through caching. In essence, an ASP.NET application is just a set of 
compiled ASP.NET pages that are continually started, executed, and completed 
on the Web server. The client has the illusion of interacting with a Web server 
but in reality sees only the final HTML output returned by the code after it has 
completed. 
4.6 Adoption of .NET Components.  
We choose to build our system as a set of components that are distributed 
across a network of machines and work together as part of one overall program.  
To make this system reliable, scalable with architecture that meet the growing 
needs for applications, we must use a component-object technology such as the 
Microsoft Distributed Component Object Model (DCOM), the Object Management 
Group's Common Object Request Broker Architecture (CORBA), Sun's Remote 
Method Invocation (RMI), or .NET distributed programming models. 
4.6.1 Problem with DCOM, CORBA, and RMI 
DCOM, CORBA, and RMI are component-based technologies that work very well 
in an intranet environment, attempting to use them over the Internet presents 
two significant problems: 
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o The technologies do not interoperate. While they all dealt with 
objects, they disagreed over the details, for example, lifecycle 
management, support for constructors, and degree of support for 
inheritance.  
o Their focus on RPC-style communication typically led to 
tightly coupled systems built around the explicit 
invocations of object methods. [81] 
 
Browser-based Web applications, in contrast, are loosely coupled and remarkably 
interoperable. They communicate using HTTP to exchange MIME-typed data in a 
wide range of formats. 
 
4.6.2 .NET as an alternative 
Web services adapt the traditional Web programming model for use from all 
sorts of applications, not just browser-based ones. They exchange Simple Object 
Access Protocol (SOAP) messages using Hypertext Transfer Protocol (HTTP) and 
other Internet protocols. Because Web services rely on industry standards, 
including HTTP, Extensible Markup Language (XML), SOAP and WSDL, to expose 
application functionality on the Internet, they are independent of programming 
language, platform and device.  
The ASP .NET Web services infrastructure provides a simple API for Web services 
based on mapping SOAP messages to method invocations. It accomplishes this 
by providing a very simple programming model based on mapping SOAP 
message exchanges to individual method invocations. The clients of ASP .NET 
Web services do not have to know anything about the platform, object model, or 
programming language used to build them. The services themselves don't have 
to know anything about the clients that are sending them messages. The only 
requirement is that both parties agree on the format of the SOAP messages 
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being produced and consumed, as defined by the Web service's contract 
definition expressed using Web Services Description Language (WSDL) and XML 
Schema Definition (XSD).  
.NET Remoting provides an infrastructure for distributed objects. It exposes the 
full-object semantics of .NET to remote processes using plumbing that is both 
very flexible and extensible. Compared to ASP .NET Web services, which provide 
a very simple programming model based on message passing, .NET Remoting 
offers much more complex functionality, including support for passing objects by 
value or by reference, callbacks, and multiple-object activation and lifecycle 
management policies. In order to use .NET Remoting, a client needs to be aware 
of all these details—in short the client needs to be built using .NET. The .NET 
Remoting plumbing also supports SOAP messages, but it is important to note 
that this doesn't change its client requirements. If a Remoting endpoint exposes 
.NET-specific object semantics, via SOAP or not, the client must understand 
them.  
4.6.3 Combining Distributed Technologies 
The fact that the .NET Framework includes support for two distinct distributed 
programming models, Web services and distributed objects, suits our purpose as 
we are going to combine .NET Remoting, XML Web services, and ASP.NET pages 
to build a hybrid generic distributed computing system. 
 
4.7 Our Proposed System Architecture 
We use the newly emerging .NET technology [12] to build a multi-level loosely 
Distributed Computing System as shown in figure 4-8. 
  
 76 
 
Figure  4-8 - MWDS over .NET 
 
.NET provides a mature, reliable, secure development environment that can be 
used to build distributed applications of any kind. Although, many options are 
available in the .NET framework, we have chosen to build the system on the two 
techniques: web services and the .NET remoting. This is mainly because of their 
power and wide acceptability. Web services that are based on the standard SOAP 
protocol and the .NET remoting provides a reliable replacement for the classical 
RPC technology [81]. 
 
The new proposed system is loosely coupled Multi-level Web-based Distributed 
Computing System (MWDS) which provide reliable and secure development 
environment that can be used to run any parallel application. 
The system is a multi-level because it's clients can act as sub-coordinator in low 
level LAN (coordinator for the LAN machines) and can distribute tasks to LAN's 
clients.  
The new proposed system also is independent of operating system and 
architecture (except sub-coordinator is a Windows dependent), it can be easily 
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installed and used (just by click a link in a web). The system's components act as 
an interface for programmer to write his parallel code directly. 
 
The system is built using: 
• Web services at the top level 
• .NET remoting at lower inner nodes 
• The security and reliability features of the .NET framework to strengthen 
the system and close all security gaps 
• A simple behavior-based scheduling algorithm to distribute and execute 
processing tasks. 
4.8 Summary 
In this chapter we reviewed the principles of distributed systems and its 
evolution and emphasized the recent needs for distributed applications. For 
large-scale systems, distributed architecture ensures scalability, reliability, and 
flexibility for future design changes.  
We choose .NET as a platform for our proposed system because it is includes a 
variety of distinct ways to use remote components (.NET Remoting, XML-Web 
services, ASP.NET), these remote components when compared with others 
remote components like Sun's Remote Method Invocation (RMI) in Java, or the 
Object Management Group's Common Object Request Broker Architecture  
(CORBA) in Delphi, we find that .NET remote components is interoperable and 
the others are presents problem when attempt to use them over Internet 
(firewall problem).  
Also .NET is a zero-touch deployment and support for side-by-side installation of 
different component versions. These features, along with the advanced support 
for version policies, remove the requirement for manual client-side setup. 
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Chapter 5 
 System Implementation 
 
As mentioned in earlier chapters, MWDS has been fully implemented in C# and 
the ASP.NET platform. ASP.NET provides a rich distributed processing 
environment with built-in security features and support for most of the known 
Internet protocols, including SOAP and HTTP. 
In this chapter, a detailed account of the system implementation is given.  From 
an implementation point of view, the system consists of the following 
components as shown in figure 5-1:  
1. Database Component 
2. Task Web Service 
3. The Coordinator 
4. MWDS Web site 
5. The end-user component 
6. The Normal Volunteer component 
7. The super volunteer component 
 
 
Figure  5-1 - MWDS components 
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The implementation of these components will be described below, one after 
another starting with the Coordinator. 
5.1 Building the MWDS coordinator 
The task coordinator consists of the following parts: 
1. A database representing the distributed Tuplespace [21] where pending 
tasks and returned results are stored. 
2. The database component (DBCompnonet) which takes care of all 
database transactions, including retrieval and storage of information in the 
Tuplespace. 
3. A web service that interact with DBCompnonet and others parts. 
4. A web site for registration of MWDS clients and software downloads. 
 
The Coordinator authenticates users, show available tasks and enable users to 
add new tasks to Tuplespace. 
 
Users should also be able to query the Coordinator Tuplespace about the state of 
submitted tasks by user ID and should be able to view the results of these 
queries which may include a group of tasks. In order to achieve these goals, the 
following items have been provided: 
 
1. A database to store task details of all submitted tasks. 
2. Stored procedures for all types database transactions  including: add, 
update, delete, and retrieve operations 
3. A DB Component that will handle all database interactions 
4. A Web Service 
5. Server-side classes that will connect the Web Services with user interface 
(UI) 
6. Web interface for displaying registration page and software downloads 
  
 81 
 
At the presentation tier, visual interfaces have been provided to make it possible 
for administrators and users to perform database transactions in a seamless 
manner. These again include upper level versions of the major operations add, 
update, delete, and retrieve operations for system users and site administrators.  
5.1.1 The Tuplespace Design 
The distributed Tuplespace consists of the four tables shown in figure 5-2.   
 
 
Figure  5-2 - Database represents Tuplespace 
 
The User table contains the log-in information for all registered users (who are 
authorized to access the system resources).  
The Session table is used for ticket-based authentication. It stores a record for 
each session currently in progress. Sessions are identified by their unique GUID 
column, which is passed back to the client. The Sessions table also keeps track 
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of the time the session has started, and the ID of the client for whom the ticket 
has been generated. 
The Task table includes a list of the jobs that have been submitted for 
processing. The Tasks table includes job file information, a numeric status that 
indicates whether the task is new (0), in progress (1), completed (3), or halted 
with an error (2), and the time the task was submitted and the time the task was 
completed.  
Finally, the Result table store results and scheduling information that  is used to 
improve  system performance. 
5.1.2 The Stored Procedures 
The basic implementation of the MWDS system requires the following stored 
procedures which perform the major operations required by the MWDS.  
The table 5.1 lists the description of the MWDS stored procedures. 
Stored Procedure Description 
GetUser  
 
Retrieves a user ID that matches the supplied 
login information. Used to authenticate a user. 
AddUser Creates a new user record 
AddSession  Creates a new session record for a logged-in user 
and returns the generated GUID session ticket. 
GetSession  Retrieves the session for the specified user. 
DeleteSession  Removes the session for the specified user. Used 
when the user logs out. 
GetTasksByUser  Retrieves all the task records for a specified user. 
GetCompletedTasksByUser  Retrieves all the completed task records for a 
specified user. 
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Stored Procedure Description 
AddTask  Adds a new task record. 
GetAvailableTasks  Retrieves the task records that are not in 
progress, completed, or halted with an error. The 
task processor will then begin to process these 
records. 
UpdateTaskStatus  Modifies the status of a task. 
CompleteTask  Modifies the status of a task, sets the complete 
date, and adds the UNC file path for the rendered 
file. 
DeleteOldSessions  Enables the administrator to remove  old session 
records that are no longer in use. 
AddResult Stores a completed task result with other 
information like time spent in execution, who 
executed the task, …etc. 
Table  5-1 - Description of the MWDS stored procedures 
 
The listing 5.1 shows the stored procedure code required to validate a user. If a 
match is found, the unique numeric ID is returned. 
 
CREATE PROCEDURE GetUser 
 ( 
    @UserName   varchar(25), 
    @Password   varchar(25) 
 )  AS 
    SELECT [ID] FROM Users 
    WHERE UserName = @UserName AND [Password]=@Password 
 
Listing  5-1 
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The listing 5.2 is stored procedure that used to add new user to users table: 
CREATE PROCEDURE [AddUser] 
 (@Username  [varchar](25), 
  @Password  [varchar](25), 
 @clienttype   tinyint, 
 @email   varchar](50)) 
 
AS INSERT INTO [MWDS].[dbo].[Users]  
  ( [Username], 
    [Password], 
    clienttype, 
    email)  
 VALUES  
 ( @Username, 
   @Password, 
   @clienttype, 
   @email) 
Listing  5-2 
The listing 5.3 presents the four stored procedures used to manage session 
records. The GUID is generated using the NEWID function built into SQL Server. 
CREATE Procedure AddSession 
 ( 
    @UserID    int, 
    @GUID      uniqueidentifier OUTPUT 
 ) 
 AS 
   SELECT 
       @GUID = NEWID() 
 
 INSERT INTO Sessions 
 ( 
    [ID], 
    UserID, 
    CreateDate 
 ) 
 VALUES 
 ( 
    @Guid, 
    @UserID, 
    GETDATE() 
 ) 
 
 
CREATE PROCEDURE GetSession 
 ( 
    @GUID    uniqueidentifier, 
    @UserID  int 
 ) 
 AS 
    SELECT CreateDate FROM Sessions 
    WHERE [ID] = @GUID AND UserID=@UserID 
    ORDER BY CreateDate DESC 
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CREATE PROCEDURE DeleteSession 
 ( 
    @GUID    uniqueidentifier 
 ) 
 AS 
    DELETE FROM Sessions 
    WHERE [ID] = @GUID 
 
 
CREATE PROCEDURE DeleteOldSessions 
 AS 
    DELETE FROM Sessions 
    WHERE DATEDIFF(day, CreateDate, GETDATE())> 5 
 
Listing  5-3 
The GetSession stored procedure sorts the retrieved rows so that the largest 
creation date (representing the most recent session) is at the top of the list. It 
does this because the XML Web service assumes that there is only a single 
session per user and reads the first record from the list. 
Typically, there should be only one session record for a given user at a time, but 
it is possible for an orphaned session record to exist if a user disconnects without 
calling the Logout XML Web service method. In this case, the session remains 
until the database administrator executes the DeleteOldSessions stored 
procedure, which removes any session record created more than five days 
earlier. 
The remainder of the stored procedures deals with tasks. The GetTasksByUser 
and AddTask stored procedures shown in the listing 5.4 are the two stored 
procedures indirectly available to the user through the XML Web service. 
 
CREATE PROCEDURE GetTasksByUser 
 ( 
    @UserID int 
 ) 
 AS 
    SELECT * FROM Tasks 
    WHERE UserID = @UserID 
 
 
CREATE Procedure AddTask 
 ( 
    @UserID     int, 
    @Status     int, 
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    @SourceName varchar(50), 
    @GUID       uniqueidentifier OUTPUT 
 ) 
 AS 
SELECT 
   @GUID = NEWID() 
 
 INSERT INTO Tasks 
 ( 
    [ID], 
    UserID, 
    State, 
    SourceName, 
    SubmitDate 
 ) 
 
 VALUES 
 ( 
    @Guid, 
    @UserID, 
    @Status, 
    @SourceName,   
    GETDATE() 
 ) 
Listing  5-4 
The GetAvailableTasks, UpdateTaskStatus, and CompleteTask stored procedures 
are used to retrieve the tasks that should be processed, to manage the status for 
each task, and to update the record when the task completes, as shown in the 
listing 5.5. 
 
CREATE PROCEDURE GetAvailableTasks 
 AS 
    SELECT * FROM Tasks 
    WHERE State = 0 
    ORDER BY SubmitDate 
 
 
CREATE Procedure UpdateTaskStatus 
 ( 
    @GUID uniqueidentifier, 
    @Status int 
 ) 
 AS 
     UPDATE Tasks 
     SET State = @Status 
     WHERE [ID] = @GUID 
 
 
CREATE Procedure CompleteTask 
 ( 
    @GUID  uniqueidentifier, 
    @TaskFileURL nvarchar(100), 
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    @Status          int 
 ) 
 AS 
    UPDATE Tasks 
    SET State = @Status, 
    TaskFileURL = @TaskFileURL, 
    CompleteDate = GETDATE() 
    WHERE [ID] = @GUID 
Listing  5-5 
Note that the GetAvailableTasks stored procedure sorts the results so that the 
earliest dates are first. This ensures that tasks are processed in first-in-first-out 
(FIFO) order. 
 
Finally, we have AddResult stored procedure that used to store result, userID, 
taskGuid, and other information to help in improving the  performance, in lisitng 
5-6. 
CREATE PROCEDURE [AddResult] 
 (@userID_1  [int], 
  @TaskGuid_2  [uniqueidentifier], 
  @ResultContent_3 [nvarchar], 
  @sTime_4  [datetime], 
  @eTime_5  [datetime]) 
 
AS INSERT INTO Results  
  ( [userID], 
  [TaskGuid], 
  [ResultContent], 
  [sTime], 
  [eTime])  
  
VALUES  
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 ( @userID_1, 
  @TaskGuid_2, 
  @ResultContent_3, 
  @sTime_4, 
  @eTime_5) 
Listing  5-6 
5.1.3 The Data Component 
 Database access takes place solely through a dedicated database component. 
Both the MWDS XML Web service and the web site use this database 
component. The listing 5.7 shows the entity portion of the database component, 
which defines classes to represent the rows in each table. 
public class userdetails 
{ 
 public int userid;       
 public string username; 
 public string Password; 
 public string  Queue ; 
} 
 
public class SessionDetails 
{    
 public int UserID;      
 public int Ticket;     
 public DateTime CreateDate; 
} 
public enum TaskStatus 
{ 
 NewAdded = 0, 
 InProgress = 1, 
 HaltedWithError = 2, 
 Complete = 3 
} 
public class TaskDetails 
{   
 public int UserID;       
 public string SourceName; 
 public DateTime SubmitDate; 
 public string Status; 
 public string TaskFileUrl; 
 public DateTime CompleteDate ; 
 public Guid  TaskGUID; 
} 
 
 public class resultDetails 
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 {   
  public int UserID;       
  public DateTime sTime; // start of execution 
  public DateTime eTime; // end of execution 
  public Guid  TaskGUID; 
  public string ResultContent; 
 } 
Listing  5-7 
5.1.3.1 The UserDB Class 
The UserDB class, shown in the listing 5.8, is the simplest part of the database 
component. It contains two methods, one is AuthenticateUser method, which 
accepts login information and returns the corresponding numeric user ID if a 
matching record can be found, the second method is AddUser method which add 
new user to users table. 
The UserDB class 
 
public class userdb 
{ 
 private string connectionString; 
 public userdb (string connectionString) 
 { 
  this.connectionString = connectionString ; 
 } 
 public int  AuthenticateUser(string userName, string password)  
 { 
  SqlConnection Con = new SqlConnection(connectionString); 
  SqlCommand cmd = new SqlCommand("GetUser", Con); 
  SqlDataReader r = null; 
  cmd.CommandType = CommandType.StoredProcedure; 
  SqlParameter parm = new SqlParameter(); 
parm=cmd.Parameters.Add("@UserName",SqlDbType.VarChar,25) 
  parm.Value = userName; 
  parm=cmd.Parameters.Add("@Password",SqlDbType.VarChar,25) 
  parm.Value = password; 
  int UserID  = 0; 
  try 
  { 
   Con.Open(); 
   r = cmd.ExecuteReader(); 
   if(r.Read()) 
    UserID = Convert.ToInt32(r["ID"]); 
   else 
    // No matching user. 
    UserID = 0; 
   r.Close(); 
  } 
  catch(Exception Err) 
  { 
   // Use "caller inform" exception handling pattern. 
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throw new ApplicationException("Exception encountered 
when executing command.", Err); 
  } 
  finally 
  { 
   Con.Close(); 
  }     
  return UserID; 
 } 
/////////////////////////////////////////////////// 
public void  AddUser(string userName,string password,short 
clientType, string email)  
 { 
  SqlConnection Con = new SqlConnection(connectionString); 
  SqlCommand cmd = new SqlCommand("AddUser", Con); 
  cmd.CommandType = CommandType.StoredProcedure; 
  SqlParameter parm = new SqlParameter(); 
  parm=cmd.Parameters.Add("@UserName",SqlDbType.VarChar,25) 
  parm.Value = userName; 
  parm=cmd.Parameters.Add("@Password",SqlDbType.VarChar,25) 
  parm.Value = password; 
parm=cmd.Parameters.Add("@clientType",SqlDbType.TinyInt, 
1); 
  parm.Value = clientType; 
  parm=cmd.Parameters.Add("@email", SqlDbType.VarChar, 50); 
   parm.Value = email; 
  try 
  { 
   Con.Open(); 
   cmd.ExecuteNonQuery(); 
  } 
  catch(Exception Err) 
  { 
throw new ApplicationException("Exception encountered 
when executing command.", Err); 
  } 
  finally 
  { 
   Con.Close(); 
  }     
 } 
} 
Listing  5-8 
 
Notice that the database classes use exception handling to ensure that the 
database connection is always closed, even if an error occurs. However, they do 
not catch the exception or re-throw a higher-level exception (such as an 
ApplicationException). This is because this component is consumed by server-
side code (such as the XML Web service) that might need to be informed of 
lower-level errors. However, this also means that the XML Web service should 
handle these exceptions. Otherwise, they will be propagated back to the client. 
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5.1.3.2 The SessionDB Class 
The SessionDB class wraps the logic for creating, verifying, and removing 
sessions, in the structure shown in lisiting 5-9. 
public class Sessiondb 
 { 
 public  Guid CreateSession(int userID)  
 { 
 }  
//  Removes the indicated session 
 public void RemoveSession(Guid ticket) 
 { 
 } 
// Returns a null reference if no matching session is found 
 public SessionDetails GetSession(Guid ticket, int userID) 
 { 
      } 
Listing  5-9 
 
The CreateSession generates a session record for the specified user and returns 
the GUID ticket. The RemoveSession method deletes a session record. The 
listings 5-10 and 5-11 show these methods. 
 The CreateSession method 
 
public  Guid CreateSession(int userID )  
{ 
 // Creates a session for the indicated user 
 // and returns the GUID ticket. 
 Guid id; 
 SqlDataReader myreader ; 
 SqlConnection con = new SqlConnection(connectionString); 
 SqlCommand cmd = new SqlCommand("AddSession "+userID, con); 
 cmd.CommandType = CommandType.Text; 
 try 
 { 
  con.Open(); 
  myreader=  cmd.ExecuteReader(); 
  if (myreader.Read()) 
  { 
  id=new Guid(myreader["guid"].ToString()); 
  } 
  else { 
  id =new Guid(); 
  } 
 } 
 catch (Exception Err) 
 { 
throw new ApplicationException(" Exception encountered when 
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executing command.", Err); 
 } 
 finally 
 { 
  con.Close(); 
 } 
 return id ; 
} 
Listing  5-10 
 
The RemoveSession method 
 
public void RemoveSession(Guid ticket) 
{ 
 SqlConnection con = new SqlConnection(connectionString); 
 SqlCommand cmd = new SqlCommand("DeleteSession", con); 
 cmd.CommandType = CommandType.StoredProcedure; 
 SqlParameter param = new SqlParameter(); 
param = cmd.Parameters.Add("@GUID", SqlDbType.UniqueIdentifier); 
 param.Value = ticket; 
 try 
 { 
  con.Open(); 
  cmd.ExecuteNonQuery(); 
 } 
 catch (Exception err) 
 { 
throw new ApplicationException(" Exception encountered when 
executing command.",err); 
 } 
 finally 
 { 
  con.Close(); 
      } 
}      
Listing  5-11 
 
Finally, the GetSession method, shown in the listing 5.12, retrieves the session 
that matches the specified GUID and user ID. By requiring these two criteria, the 
code ensures that a ticket can't be used for an ID other than the one that was 
used to login. 
The GetSession method 
 
public SessionDetails GetSession(Guid ticket , int userID ) 
{ 
SqlConnection con = new SqlConnection(connectionString); 
 SqlCommand cmd = new SqlCommand("GetSession", con); 
 SqlDataReader r ; 
 cmd.CommandType = CommandType.StoredProcedure; 
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 SqlParameter param = new SqlParameter(); 
param = cmd.Parameters.Add("@GUID", SqlDbType.UniqueIdentifier); 
 param.Value = ticket; 
 param = cmd.Parameters.Add("@UserID", SqlDbType.Int); 
 param.Value = userID; 
 SessionDetails Session   = null; 
 try 
 { 
  con.Open(); 
  r = cmd.ExecuteReader(); 
  if (r.Read()) 
  { 
   Session = new SessionDetails(); 
Session.CreateDate = 
Convert.ToDateTime(r["CreateDate"]); 
   Session.UserID = userID; 
   Session.Ticket =ticket; 
  } 
 }      
 catch(Exception Err) 
 { 
throw new ApplicationException(" Exception encountered when 
executing command.", Err); 
 } 
 finally 
 { 
  con.Close(); 
 }      
 return Session; 
} 
 
Listing  5-12 
 
 
5.1.3.3 The TaskDB Class 
The TaskDB class contains five methods, which allow tasks to be retrieved and 
updated in different ways.  
The structure for the TaskDB class is shown in listing 5.13. 
public class Taskdb 
{ 
public DataSet GetTasks(int userID , bool completedOnly )  
 { 
 } 
 public TaskDetails GetAvailableTasks() 
 { 
 } 
 public Guid AddTask(TaskDetails task  )   
 { 
 } 
 public void UpdateTaskStatus( Guid taskGuid, TaskStatus status) 
 { 
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 } 
 public  void CompleteTask(Guid taskGuid,String renderedFileUrl) 
 { 
 } 
} 
Listing  5-13 
 
The GetTasks method 
 
public DataSet GetTasks(int userID , bool completedOnly)  
{ 
 SqlConnection con = new SqlConnection(connectionString); 
 SqlCommand cmd = new SqlCommand("", con); 
 SqlDataAdapter Adapter = new SqlDataAdapter(cmd); 
 DataSet ds = new DataSet(); 
 if (completedOnly ) 
  cmd.CommandText = "GetCompletedTasksByUser"; 
 else 
  cmd.CommandText = "GetTasksByUser"; 
 cmd.CommandType = CommandType.StoredProcedure; 
 SqlParameter Param = new SqlParameter(); 
 Param = cmd.Parameters.Add("@UserID", SqlDbType.Int); 
 Param.Value = userID; 
 ArrayList Tasks= new ArrayList() ; 
 try 
 { 
  con.Open(); 
  Adapter.Fill(ds, "Tasks"); 
 } 
 catch(Exception Err) 
 {  
throw new ApplicationException("Exception encountered when 
executing command.", Err); 
 } 
 finally 
 { 
  con.Close(); 
 } 
 return ds; 
} 
Listing  5-14 
 
 
GetAvailableTasks method 
 
public ArrayList GetAvailableTasks() 
{ 
 SqlConnection con = new SqlConnection(connectionString); 
 SqlCommand cmd = new SqlCommand("GetAvailableTasks", con); 
 cmd.CommandType = CommandType.StoredProcedure; 
 SqlDataReader r = null; 
 ArrayList Tasks= new ArrayList() ; 
 try 
 { 
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  con.Open(); 
  r = cmd.ExecuteReader(); 
  while(r.Read()) 
  { 
  TaskDetails Task= new TaskDetails(); 
  Guid idd = new Guid(r["id"].ToString()); 
  Task.TaskGUID =idd; 
  Task.SourceName = r["SourceName"].ToString(); 
  Task.Status = Convert.ToInt16(r["State"]); 
  Task.SubmitDate = Convert.ToDateTime(r["SubmitDate"]); 
  Task.TaskFileUrl = r["TaskFileUrl"].ToString(); 
  Tasks.Add(Task); 
  } 
} 
 catch (Exception Err) 
 {  
throw new ApplicationException( "Exception encountered when 
executing command.", Err); 
 } 
 finally 
 { 
  con.Close(); 
 } 
 return Tasks; 
} 
Listing  5-15 
 
One interesting fact about the TaskDB class is that the GetTasks method returns 
a DataSet, whereas the GetAvailableTasks method returns an array of 
TaskDetails objects. Generally, the second option is better for encapsulation 
because it hides the database details from the client. However, the second 
option can't be used in conjunction with client-side data binding because the 
TaskDetails class doesn't provide property procedures. In fact, even if you add 
property procedures to the TaskDetails class, this information will not be added 
to the automatically generated proxy class that the client uses, and data binding 
still won't be allowed. The only workaround is to either create a client that 
doesn't use data binding or return a DataSet rather than an array of custom 
objects. In the interest of simplifying development, the TaskDB class adopts the 
second approach. 
The AddTask method is quite straightforward (listing 5.16). It just calls the 
AddTask stored procedure and returns the generated GUID. This code is typical 
of a multitier distributed application; if all the components of your system are 
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properly isolated, you'll find that their code is straightforward, logical, and 
unsurprising. 
 
The AddTask method 
public Guid AddTask(TaskDetails task)   
{ 
 Guid id; 
 SqlDataReader myreader ; 
 SqlConnection con = new SqlConnection(connectionString); 
SqlCommand cmd = new SqlCommand("AddTask 
"+task.UserID+","+task.Status+",'"+task.SourceName+"'", con); 
 try 
 {   
  con.Open(); 
  myreader=cmd.ExecuteReader(); 
  if (myreader.Read()) 
  { 
   id=new Guid(myreader["guid"].ToString()); 
  } 
  else  
  { 
   id =new Guid(); 
  } 
 } 
 catch(Exception  Err) 
 {  
throw new ApplicationException( "Exception encountered when 
executing command.", Err); 
 } 
 finally 
 { 
  con.Close(); 
 } 
 return id; 
}      
Listing  5-16 
 
Finally, the TaskDB class provides two methods for updating database 
information. The UpdateTaskStatus method in listing 5.17 allows the internal 
processor to modify the task status when it is placed in progress or when an 
error occurs. When the task completes, the CompleteTask method shown in 
listing 5.17 modifies the status accordingly and sets the corresponding file path 
for the TaskFileUrl. 
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The UpdateTaskStatus method 
 
public void UpdateTaskStatus( Guid taskGuid , TaskStatus status ) 
{ 
 SqlConnection con = new SqlConnection(connectionString); 
 SqlCommand cmd = new SqlCommand("UpdateTaskStatus", con); 
 SqlParameter Param = new SqlParameter(); 
Param = cmd.Parameters.Add("@GUID", SqlDbType.UniqueIdentifier); 
 Param.Value = taskGuid; 
 Param = cmd.Parameters.Add("@Status", SqlDbType.SmallInt); 
 Param.Value = status;       
 try 
 {           
 con.Open(); 
  cmd.ExecuteNonQuery(); 
 } 
 catch (Exception Err) 
 { 
throw new ApplicationException(" Exception encountered when 
executing command.", Err); 
 } 
 finally 
 { 
  con.Close(); 
 } 
} 
Listing  5-17 
 
The CompleteTask method 
 
public  void CompleteTask(Guid taskGuid ,String TaskFileUrl ) 
{ 
// Currently this method only allows two details to be updated: 
SqlConnection con = new SqlConnection(connectionString); 
SqlCommand cmd = new SqlCommand("UpdateTaskStatus", con); 
cmd.CommandType = CommandType.StoredProcedure ;  
SqlParameter Param = new SqlParameter(); 
Param = cmd.Parameters.Add("@GUID",SqlDbType.UniqueIdentifier); 
Param.Value = taskGuid; 
Param = cmd.Parameters.Add("@Status", SqlDbType.SmallInt); 
Param.Value = TaskStatus.Complete; 
Param=cmd.Parameters.Add("@TaskFileUrl",SqlDbType.VarChar, 300); 
Param.Value = TaskFileUrl; 
try 
{ 
 con.Open(); 
 cmd.ExecuteNonQuery(); 
} 
catch(Exception Err)   
{ 
throw new ApplicationException("Exception encountered when 
executing command.", Err); 
} 
finally 
{ 
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 con.Close(); 
}            
} 
Listing  5-18 
5.1.3.4 The ResultDB Class 
The ResultDB class contains a number of methods, which allow volunteer store 
result in the result table. 
 The structure for the ResultDB class is shown in listing 5.19. 
 public class Resultdb 
 { 
  private string connectionString; 
  public Resultdb(string connectionString) 
  { 
   this.connectionString = connectionString ; 
  } 
public void AddResult(short UserID,Guid TaskGUID,string 
ResultContent,DateTime sTime,DateTime eTime)   
  { 
   Guid id; 
   SqlDataReader myreader ; 
SqlConnection con = new 
SqlConnection(connectionString); 
SqlCommand cmd = new SqlCommand("AddResult 
"+UserID+",'"+TaskGUID+"','"+ResultContent+"','"+sTim
e+"','"+eTime+"'", con); 
   try 
   {   
    con.Open(); 
    myreader=cmd.ExecuteReader(); 
    if (myreader.Read()) 
    { 
     id=new Guid(myreader["guid"].ToString()); 
    } 
    else  
    { 
     id =new Guid(); 
    } 
   } 
   catch(Exception  Err) 
   {  
throw new ApplicationException( "Exception 
encountered when executing command.", Err); 
   } 
   finally 
   { 
    con.Close(); 
   } 
  }        
Listing  5-19 
5.1.4 The MWDS Tables Class 
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The MWDS_Tables class provides a gateway to the other database classes. It 
accepts a connection string argument and passes it to a new instance of the 
UserDB, SessionDB, and TaskDB classes.  
 
Composition with MWDS Tables  
 
public class MWDS_Tables 
{ 
 public userdb Users ; 
 public Sessiondb Sessions ;  
public Taskdb Tasks ; 
 public Resultdb Results ;  
 
 public MWDS_Tables()  
 { 
string Connection ="Data Source=localhost;Initial 
Catalog=MWDS;user ID=sa"; 
  // Create the table classes. 
  Users = new userdb(Connection); 
  Sessions = new Sessiondb(Connection); 
  Tasks = new Taskdb(Connection); 
  Results = new Resultdb(Connection); 
 } 
} 
Listing  5-20 
5.1.5 The MWDS coordinator Web Service 
This web service class provides the functionality that allows the client application 
to use DBComponent classes to access the Tuplespace (MWDS Database).  
To call any web method, the client must first log on and receive a valid ticket. 
The ticket information is encapsulated in a custom SoapHeader class called 
TicketHeader. Although this class defines four pieces of information, not all of 
this information will be present at the same time. That's because username and 
password information is erased immediately after login, and at the same time the 
corresponding user ID and ticket GUID are inserted. 
 
The SOAP authentication header 
 
public class TicketHeader : System.Web.Services.Protocols.SoapHeader 
{ 
 public   String UserName; 
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 public  String Password ; 
 public int UserID ; 
 public   Guid SessionGUID; 
} 
Listing  5-21 
 
The TicketHeader class is defined in the XML Web service .asmx file, but it is also 
added to the proxy file. The first task the client needs to accomplish is to create 
a TicketHeader object, set the username and password information, and apply 
the header to the proxy class. Then the client can call the Login Web method, 
which examines and modifies the header as required. 
Listing 5.22 shows a code of the client which retrieves the user login information 
from a login window. 
 
Localhost.Service1 Proxy = new localhost.Service1(); 
 
// Create the SOAP header with the user name and password. 
localhost.TicketHeader Ticket = new localhost.TicketHeader(); 
Ticket.UserName = frmLogin.UserName; 
Ticket.Password = frmLogin.Password; 
 
// Assign the header to the proxy instance. 
Proxy.TicketHeaderValue = Ticket 
 
// Try to log in. 
if (Proxy.Login()) { 
    // The login attempt was successful. 
elseif 
   // The login attempt failed. 
} 
Listing  5-22 
 
Listing 5.23 shows the Login Web method, which verifies the account 
information and assigns the ticket. Note that the Login method includes a 
SoapHeader attribute. This attribute serves three purposes. First, it indicates that 
this method requires the authentication header. Without this piece of 
information, the header will not be sent with the client's request message. 
Second, it indicates which member variable will be used to receive the header. In 
this case, the variable is named Ticket. Third, the SoapHeader attribute adds the 
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optional Direction parameter and specifies that the SOAP header should be sent 
back to the client at the end of the method. Otherwise, the changes to the two 
ticket values (Ticket.SessionGUID and Ticket.UserID) wouldn't take effect. 
 
The web service Login method 
 
/* Check user name and password from SOAP header. 
  If they can be authenticated, add a session record, 
   remove the user password from the header (for security), 
 and add ticket GUID. 
 Returns False if the client could not be successfuly logged in.*/ 
 
[WebMethod(),SoapHeader("Ticket",Direction=SoapHeaderDirection.InOut)] 
public bool Login() 
{     
 int UserID ; 
UserID = Tables.Users.AuthenticateUser(Ticket.UserName,        
Ticket.Password); 
 if( UserID != 0) 
  { 
   // Clear the password for enhanced security. 
      Ticket.Password = ""; 
Ticket.UserName = ""; 
 Ticket.UserID = UserID; 
  // Create the session and assign the GUID to the SOAP header. 
 Guid GUID  = Tables.Sessions.CreateSession(UserID); 
 Ticket.SessionGUID = GUID; 
 Return true; 
 } 
else 
 { 
  return false; 
 } 
 
} 
Listing  5-23 
 
After the login has been completed successfully, the client does not need to take 
any further action. The ticket remains "attached" to the current proxy class 
instance and is automatically sent with each Web method request that requires 
the header. 
Every other Web method in the web service class also includes an attribute 
indicating that it requires the TicketHeader. The first line in the method then 
calls a private AuthenticateSession function, which examines the supplied session 
GUID and user ID information. This pattern is shown in the listing 5.24. 
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[WebMethod(), SoapHeader("Ticket")] 
public void DoSomething() 
{ 
AuthenticateSession(Ticket); 
// actual method code goes here 
} 
// Throws an exception if the session is not valid. 
// Currently, sessions are allowed to exist indefinitely, but you 
// could use this method to examine the CreateDate value and impose 
// an expiration date. 
private void AuthenticateSession(TicketHeader ticket) 
{ 
if(Tables.Sessions.GetSession(ticket.SessionGUID, 
ticket.UserID)== null) 
// No record was returned. Raise an exception. 
throw new System.Security.SecurityException("Session not 
valid."); 
//else 
// The session exists. Allow the code to continue. 
// (This is where you could add an expiration policy.) 
} 
Listing  5-24 
Note 
One reason a session ticket is used is that it can protect user account 
information. Typically, a system uses an SSL connection to ensure that requests 
to the Login method are encrypted. After that point, requests can use fast, clear-
text transmission because the login information is no longer used. At worst, a 
session GUID could be intercepted and a session could be hijacked until it 
expires.  
It is possible to use a simpler login approach that doesn't require the client to 
create a TicketHeader object. To do this, you create a Login method that accepts 
username and password information through two parameters as shown in listing 
5.25. 
 
[WebMethod(), SoapHeader("Ticket"), Direction:=SoapHeaderDirection.Out] 
public bool Login(string username, string password) 
{ 
// Authentication code omitted 
// actual method code goes here 
} 
Listing  5-25 
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This approach is sometimes preferred because it is more transparent for the 
client. However, hiding more details can also confuse the client programmer, 
who might not be aware of the behind-the-scenes process and what causes a 
session to time out. 
Finally, when the client is finished, it's good practice to call the Logout method 
shown in the listing 5.26 to ensure proper cleanup of the session record. 
 
  [WebMethod(), SoapHeader("Ticket")] 
  public void Logout() 
  { 
   Tables.Sessions.RemoveSession(Ticket.SessionGUID); 
  } 
Listing  5-26 
 
5.1.5.1 MWDS coordinator web Service Functionality 
The web service class provides more Web methods: GetTasks, SubmitTask, 
DoWork, and SendResult. The GetTasks method (shown in the listing 5.27) is the 
simplest—it just examines the user ID information in the SOAP authentication 
header, invokes the database component, and returns a DataSet with the 
corresponding information. The client doesn't need to submit any information in 
method parameters. 
 
// Returns all the tasks for the currently logged in user. 
[WebMethod(), SoapHeader("Ticket")] 
public DataSet GetTasks(bool completedOnly) 
{ 
 AuthenticateSession(Ticket); 
 return Tables.Tasks.GetTasks(Ticket.UserID, completedOnly); 
} 
Listing  5-27 
 
The SubmitTask method (shown in listing 5.28) performs a little more work. It 
adds a record to the database for the new task and copies the file onto the 
server. The unique-task GUID is used for the filename, ensuring that there can't 
be a naming conflict (and that malicious users can't guess which project a 
rendered file corresponds to). 
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// Transfers the source file as byte array. Returns the GUID 
// that identifies the task. 
// This method adds a task record, and 
// saves a file with the date and GUID as a filename. 
[WebMethod(TransactionOption=TransactionOption.RequiresNew),SoapHeader(
"Ticket")] 
public Guid SubmitTask(byte[] buffer, string fileName) 
{ 
 AuthenticateSession(Ticket); 
 // Create a corresponding task record for the transferred file. 
 TaskDetails Task = new TaskDetails();  
 Task.SourceName = fileName; 
 Task.Status = Convert.ToInt16(0); 
 Task.UserID = Ticket.UserID; 
 Guid TaskGuid = Tables.Tasks.AddTask(Task); 
 string SavePath;  
SavePath = 
ConfigurationSettings.AppSettings["SourceDirectory"]; 
  // Make sure the directory does not end with a backslash. 
  SavePath.Trim('\\'); 
  SavePath += "\\" + TaskGuid.ToString(); 
FileStream fs = new FileStream(SavePath, 
FileMode.CreateNew); 
  fs.Write(buffer, 0, buffer.Length); 
  fs.Close(); 
 
  return TaskGuid; 
 } 
Listing  5-28 
 
The DoWork, method (shown in listing 5.29) returns a DataSet with x tasks, 
where x is a parameter sent by the client and contains the number of tasks 
needed. If there the number of tasks on the  server is less than x,  then a 
counter is sent showing the actual number of tasks returned.  
 
[WebMethod] 
public DataSet DoWork(int nooftasks) 
{ 
int counter ; 
string SourcePath; 
string TargetPath; 
string ServerURL; 
SourcePath = ConfigurationSettings.AppSettings["SourceDirectory"]; 
TargetPath = ConfigurationSettings.AppSettings["CompleteDirectory"]; 
ServerURL = ConfigurationSettings.AppSettings["ServerURL"]; 
DataSet dstt = new DataSet();   
dstt = Tables.Tasks.GetAvailableTask(); 
if (dstt.Tables[0].Rows.Count!=0) 
   { 
 dstt.Tables[0].Columns.Add("TaskContent"); 
 if (nooftasks <= dstt.Tables[0].Rows.Count) 
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 { 
  counter = nooftasks; 
 } 
 else  
 { 
  counter = dstt.Tables[0].Rows.Count; 
 } 
 for(int i =0 ; i< counter ;i++) 
 { 
 try 
 { 
string src=SourcePath + "\\" + 
dstt.Tables[0].Rows[i]["ID"].ToString(); 
string trg=TargetPath + "\\" + 
dstt.Tables[0].Rows[i]["ID"].ToString(); 
Guid taskguid = new 
Guid(dstt.Tables[0].Rows[i]["ID"].ToString()); 
  Tables.Tasks.UpdateTaskStatus(taskguid,1); 
  dstt.Tables[0].Rows[i]["State"]=3; 
  // Read the file as one string. 
  System.IO.StreamReader myFile = 
  new System.IO.StreamReader(src); 
  dstt.Tables[0].Rows[i]["TaskContent"]=myFile.ReadToEnd(); 
  myFile.Close(); 
 } 
 catch 
 { 
Guid taskguid = new 
Guid(dstt.Tables[0].Rows[i]["ID"].ToString()); 
  Tables.Tasks.UpdateTaskStatus(taskguid,2); 
 } 
   } 
return  dstt; 
} 
Listing  5-29 
 
Finally, the SendResult web method shown in listing 5.30 saves information in 
Resultdb by invoking Resultdb database component, and returns true if the 
process succeeded. 
 
[WebMethod(),SoapHeader("resultd", 
Direction=SoapHeaderDirection.InOut)] 
public bool sendresult() 
{ 
 bool done = false; 
 try  
 { 
Tables.Results.AddResult(Convert.ToInt16(resultd.UserID),re
sultd.TaskGUID,resultd.ResultContent,resultd.sTime,resultd.
eTime); 
  done = true; 
 } 
 catch  
 { 
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  done=false; 
 } 
 return done; 
} 
Listing  5-30 
 
 
5.2 The MWDS user Component 
The MWDS user code is a straightforward Windows Forms application that 
enables the user to upload new tasks and view the progress of current tasks.  
This code includes a private Login function that shows the login form until the 
client cancels the attempt or the login succeeds, as shown in listing 5.31. 
 
private localhost.Service1 Proxy = new localhost.Service1(); 
 
private bool Login() 
{ 
 Login frmLogin = new Login(); 
 while (frmLogin.ShowDialog() == DialogResult.OK)  
 { 
 this.Focus(); 
localhost.TicketHeader Ticket = new localhost.TicketHeader(); 
 Ticket.UserName = frmLogin.UserName; 
 Ticket.Password = frmLogin.Password; 
 // Assign the header to the proxy instance. 
 Proxy.TicketHeaderValue = Ticket; 
 if (Proxy.Login())  
  { 
  MessageBox.Show("Proxy.Login"); 
  return true; 
  } 
 } 
 // Login was cancelled. 
 return false; 
} 
Listing  5-31 
 
If the user can be successfully authenticated by the XML Web service, the 
application continues by retrieving and displaying the user's list of tasks (as 
shown in listing 5.32).  
private void Form1_Load(object sender, System.EventArgs e) 
{ 
 this.Show(); 
 // Try to authenticate the user. 
 if (Login()) 
 { 
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  Display("Successfully logged in."); 
  MessageBox.Show("successfuly logged in"); 
  SetUpForm(); 
 } 
 else 
 { 
  MessageBox.Show("no way to log in"); 
  Application.Exit(); 
 } 
} 
 
private void SetUpForm() 
{ 
 DataSet Tasks;  
 Tasks = Proxy.GetTasks(false); 
Display("List of " + Tasks.Tables[0].Rows.Count.ToString() + " 
current task(s) retrieved."); 
 gridTasks.DataSource = Tasks.Tables[0]; 
} 
Listing  5-32 
 
A custom Display method is used to quickly add text to a read-only text box 
display (listing 5.33). 
  private void Display(string message) 
  { 
   txtStatus.Text += message; 
   txtStatus.Text += System.Environment.NewLine; 
  } 
Listing  5-33 
 
The remainder of the interface is quite predictable. When the form closes, the 
Logout Web method is called automatically. When the Submit New button is 
clicked, a common Open dialog box is used to select the file. When the user 
selects a file, it's transferred to the server using the SubmitTask Web method 
(see listing 5.34). 
 
private void cmdSubmit_Click(object sender, System.EventArgs e) 
{ 
 if (dlgOpen.ShowDialog() == DialogResult.OK) 
 { 
FileStream fs = new FileStream(dlgOpen.FileName, 
FileMode.Open); 
  byte[] Buffer = new byte[1024];  
  fs.Read(Buffer, 0, Buffer.Length); 
  fs.Close(); 
  Guid  Guid = Proxy.SubmitTask(Buffer, dlgOpen.FileName); 
Display("Task submitted. Confirmation: " + 
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Guid.ToString()); 
 } 
} 
 
[WebMethod(TransactionOption=TransactionOption.RequiresNew),SoapHeader(
"Ticket")] 
public Guid SubmitTask(byte[] buffer, string fileName) 
{ 
 AuthenticateSession(Ticket); 
 // Create a corresponding task record for the transferred file. 
 TaskDetails Task = new TaskDetails(); 
 Task.SourceName = fileName; 
 Task.Status = Convert.ToInt16(0); 
 Task.UserID = Ticket.UserID; 
 // You must add the record before the file is transferred, 
 // in order to get the GUID, which is used for the file name. 
 // To ensure that the record is not commited in the case of an 
 // error, this web method executes inside a COM+ transaction. 
 Guid TaskGuid = Tables.Tasks.AddTask(Task);  
 // Prepare to save the file. 
 string SavePath;  
SavePath = ConfigurationSettings.AppSettings["SourceDirectory"]; 
 // Make sure the directory does not end with a backslash. 
 SavePath.Trim('\\'); 
 SavePath += "\\" + TaskGuid.ToString(); 
      FileStream fs = new FileStream(SavePath, FileMode.CreateNew); 
 fs.Write(buffer, 0, buffer.Length); 
 fs.Close(); 
 return TaskGuid; 
} 
Listing  5-34 
 
5.3 The Normal Volunteer Client (NVC) 
The NVC scans through the list of available tasks using the database component 
and gets a task, processes it, and returns the result back. 
The NVC system is software component installed on remote volunteer machines 
registered with the system. NVC can get a task from coordinator (the task must 
be stored in a text file and written in C#). The NVC has many features including 
the ability to accept c# tasks, compile the code, and run it with one click. The 
user need not worry about the details of the parallel system or how it works. 
Once the NVC is connected and authenticated, it starts receiving tasks, execute 
them, and return results to coordinator. 
5.3.1 Dynamic code execution 
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Dynamic code execution is a powerful feature that allows applications to be 
extended with code that is not compiled into the application. MWDS makes it 
possible for  developers to update their code dynamically. Execution of code 
dynamically with the.Net framework is an easy and simple. The .Net provides full 
control over dynamic code execution natively via the .Net SDK classes. 
5.3.2 Code Compilation on the Fly 
.Net provides powerful access to the IL code generation process through the 
System.CodeDom.Compiler and Microsoft.CSharp and Microsoft.VisualBasic 
namespaces. In these namespaces you find the tools that allow you to compile 
an assembly either to disk or into memory. You also need the Reflection 
namespace as it contains the tools to invoke an object and its methods once 
you've compiled the object. 
  
We use these features of .NET to create our enhancement to let a programmer 
to write his/her code using C#. The process to execute this code dynamically 
involves the following steps: 
  
• Create or read in the code that is to be executed as a string  
• Wrap the code into fully functional assembly source code, which includes 
namespace references (using commands), a namespace and a class that 
is to be invoked  
• Compile the source code into an assembly  
• Check for errors on compilation  
• Use the assembly reference to create an instance of the object  
• Call the specified method on the instance reference returned using 
Reflection  
• Handle any return value from the method call by casting into the proper 
type  
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The figure 5-3 is the main form of the system which retrieves tasks code, 
compile and execute it dynamically. 
 
 
Figure  5-3 - NVC main form 
 
The NVC receives the file that contains the task and copy the content of the file 
(C# code) into textCode textbox and then send this textbox to the compiling 
method which checks it for errors. 
 
obj = compiling(textCode.Text); 
  
After that the compiled task is sent to the running method which is used to run 
the task and saves the result in string variable called result. 
 
string result = runnning(obj,mname); 
 
 This variable with other information is sent to the server to be recorded in the 
Result table in database. 
  
The compiling and running method are listed in 5.35. 
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public static object compiling(String textCode) 
{ 
string lcCode = @"using System;"; 
lcCode = lcCode + @"using SharedAssembly;"; 
lcCode = lcCode + @"namespace primeClass{"; 
lcCode = lcCode + @"public class myPrime: MarshalByRefObject, 
ITask{"; 
lcCode = lcCode + textCode; 
lcCode = lcCode + @"}}"; 
ICodeCompiler loCompiler = new 
CSharpCodeProvider().CreateCompiler(); 
CompilerParameters loParameters = new CompilerParameters(); 
loParameters.ReferencedAssemblies.Add("System.dll"); 
loParameters.ReferencedAssemblies.Add("SharedAssembly.dll"); 
// *** Load the resulting assembly into memory 
loParameters.GenerateInMemory = true; 
    
// *** Now compile the whole thing 
CompilerResults loCompiled = 
loCompiler.CompileAssemblyFromSource(loParameters,lcCode); 
 
if (loCompiled.Errors.HasErrors)  
 { 
  string lcErrorMsg = ""; 
  // *** Create Error String 
lcErrorMsg = loCompiled.Errors.Count.ToString() + " 
Errors:"; 
  for (int x=0;x<loCompiled.Errors.Count;x++)  
lcErrorMsg = lcErrorMsg  + "\r\nLine: " + 
loCompiled.Errors[x].Line.ToString() + " - " +  
   loCompiled.Errors[x].ErrorText;   
MessageBox.Show(lcErrorMsg + "\r\n\r\n" + 
lcCode,"Compiler 
Error",MessageBoxButtons.OK,MessageBoxIcon.Error); 
  return null; 
 } 
Assembly loAssembly = loCompiled.CompiledAssembly; 
// *** Retrieve an object reference - since this object is 
'dynamic' we can't explicitly type it so it's of type Object 
loObject  = loAssembly.CreateInstance("primeClass.myPrime"); 
 if (loObject == null)  
 { 
  MessageBox.Show("Couldn't load class."); 
  return null; 
 } 
return loObject; 
} 
Listing  5-35 
 
The running code is shown in listing 5.36. 
 
 try  
  { 
object loResult = 
loObject.GetType().InvokeMember("run",BindingFlags.InvokeMe
thod,null,loObject,null);  
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  } 
  catch(Exception loError)  
  { 
MessageBox.Show(loError.Message,"Compiler 
Error",MessageBoxButtons.OK,MessageBoxIcon.Informatio
n); 
  } 
 
  if (loObject==null) 
  { 
MessageBox.Show("object is not assigned value"); 
   return null; 
  } 
TRunner.TRunner retObj = RemoteCode.connecting(mname);  
  retObj.setTask((SharedAssembly.ITask)loObject); 
  string result = retObj.useTask().ToString(); 
  return result; 
Listing  5-36 
 
5.4 The Super Volunteer Client (SVC) 
The SVC gets a list of tasks from the Tuplespace using the database component, 
processes them, and returns the results back, then go and gets another quota 
and so on. 
Remoting is an infrastructure that allows us to use remote objects. Remote 
objects are objects that are based outside of the caller's Application Domain. 
Here we use remote object access mechanisms to build a generic parallel 
computing system. 
5.4.1 The main features of this system are: 
1. Easy to use and install 
2. Ability to write code directly on MWDS distributed environment 
3. Compile and run execute code directly on the MWDS  distributed 
environment  
4. Hide the details from the user 
5. Create template generic clients on remote machines using windows 
services 
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6. Automatic push and run server processes on trusted remote machines 
(LANs) 
7. Friendly user interface for developers and programmers 
5.4.2 System Design 
Remoting is an infrastructure that allows us to use remote objects. Remote 
objects are objects that are based (or instantiated) outside of the caller's 
Application Domain. The SVC implementation is based on the idea of remote 
object access mechanisms.  
The SVC system consists of four components: 
• Shared assembly (a library that contains an interface ITask) 
• Task Runner (Executer)  (designed to take in any object from the client 
that implements the ITask interface) 
• Task Agent: which resides on all LAN’s clients to receive tasks from SVC 
• Task Client: very similar to MWDS coordinator (it distributes tasks to all 
agents). 
The Task Agent can take any object that implements the simple ITask interface, 
and execute it within its own Application Domain, as shown figure 5-4. 
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Figure  5-4 - Super volunteer structure 
 
.NET remoting allows for a clean separation between client side code and server 
side code through the use of interfaces. This makes it possible to build generic 
interfaces to client machines and change the server side code without having to 
redistribute the code changes back to the clients (generic clients). 
In SVC we create a remote object and reference it only by interface. We  also 
create interfaces DLL that both the client and server code use. 
5.4.2.1 Creating The Interface Library 
We create a new "C# Library" to declare the object interfaces that we will use on 
both the client and server side. The code for this library is very simple. 
First, instead of declaring classes we are declaring interfaces. This tells the 
compiler that we're not actually creating a class; we are creating a "template" for 
a class. An interface defines what Methods the object should have as well as the 
parameters and return values for these methods. The listing 5.37 shows the code 
for an interface called ITask. 
using System; 
namespace SharedAssembly 
{ 
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 public interface ITask  
 { 
  object run(); 
 } 
} 
Listing  5-37 
5.4.2.2 Create The Implementation 
Now that we have defined the interfaces we plan on using, we need to create an 
implementation of these interfaces that does something.  
We create a Task Runner (Executer)  library that can take any object that 
implements the simple ITask interface, and run it within its own Application 
Domain. The code of Task Runner (Executer)  library is shown in listing 5.38. 
 
using System; 
using SharedAssembly; 
namespace TRunner 
{ 
 public class TRunner: MarshalByRefObject 
 { 
  public TRunner()  
  { 
  } 
  private ITask tsk; 
  public void setTask(ITask Tsk) 
  { 
   this.tsk = Tsk; 
  } 
  public object useTask() 
  { 
   object rs = tsk.run(); 
   return rs; 
  } 
 } 
} 
Listing  5-38 
 
Where the SharedAssembly is the DLL library that contains ITask interface. 
There are two methods in TASKRunner component: 
setTask() method which is used to receive the task as a parameter 
useTask() method that is run the task and return the result as an object 
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5.4.2.3 The Server (Agent) 
The TaskRunner object resides inside the Task Agent object. Client can get a 
reference to TaskRunner. The TaskRunner is designed to take in any object from 
the client that implements the ITask interface.  
The ITask interface enforces that clients create their task objects with the 
method Run(). 
5.4.2.4 The Client 
The client can then create a complex and resource-intensive task that 
implements the ITask interface and submit it to the Task Server for execution 
within his application domain. This means that clients that do not have adequate 
computational resources to execute their complex task can make use of the Task 
Server's massive resource pool to do the work for them.  
So, a client who would like to generate, for example, prime numbers from a 
large list can create an object that performs the calculation and implements the 
ITask interface. The task is then submitted using the referenced TaskRunner 
object to the Task Server for execution.  
The ITask interface enforces that the client returns an object from their Run() 
method. This can, of course, be a null value – but it also allows for the client to 
return an intelligent encapsulated result.  
In a nutshell, remoting using pass-by-value is best for situations where the 
server does not have an explicit representation of the object that the client 
would like to execute in a remote context.  
5.4.2.5 Passing Objects by Value 
When an object is to be passed by value, it needs to be converted into a 
transportable form. A live object instantiated within an application domain takes 
up a piece of system memory and is able to respond to messages sent to it from 
other objects. To send this object to another application domain the object must 
be serialized. This means that it must be broken down into a collection of bytes 
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that can be used to create a clone of the object within the destination app 
domain.  
To do this, we use the Serializable compiler attribute. This instructs the compiler 
to serialize the following construct. You can flag an entire class as Serializable, or 
only parts of it including a selected number of methods. In the Task Server 
environment, the entire client task object must be Serializable. This is done as in 
listing 5.39.  
Using System; 
… 
[Serializable()] 
class ClientTask { 
… 
} 
Listing  5-39 
5.4.3 Compile and Run code on parallel system 
The above system works fine and one can send any code to all servers to be run 
in parallel. To make possible for the agent to execute C# code, SVC adds the 
dynamic code execution features to the server’s object in the same way that it 
works in NVC.  
5.4.4 How the system connects to clients 
We use a configuration form to add LAN’s nodes to SVC easily as follows: 
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Figure  5-5 - Add computer form 
 
This form shown in the figure 5-5 is used to add, modify, or delete any computer 
from the SVC.  The added computers can participate in executing tasks within 
the SVC. 
The SVC usually receives a number of tasks from MWDS Coordinator equal to the 
number of nodes registered with it (listing 5.40). 
 object result; 
 object obj; 
 int NoOfTasks; 
 
DataSet recievedTasks ; // tasks received in a DataSet  
 
//calling getTasks() method that reside in MWDS web service 
// with number of configured machines 
// to receive tasks equal to the number of SVC nodes 
recievedTasks = Proxy.getTasks(SVC.Machines.Count); 
 
// check for received tasks if it is less than or equal SVC nodes 
// if it is less then we use our performance information  
//to distribute tasks to the best nodes in SVC 
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if (SVC.Machines.Count <= ds.Tables[0].Rows.Count) 
 { 
  NoOfTasks  = SVC.Machines.Count; 
 } 
 else  
 { 
NoOfTasks = ds.Tables[0].Rows.Count; 
 } 
if (recievedTasks.Tables[0].Rows.Count!=0) // not empty 
 { 
 for ( int i =0 ; i < NoOfTasks ; i++) // for each task 
  { 
   // code for distributing tasks to LAN’s nodes 
   // and collecting results from theses nodes 
} 
 
} 
// sends results back to MWDS coordinator  
// Gets new tasks and store them  
// in recievedTasks DataSet  
Listing  5-40 
 
Every node in the SVC should install and execute the agent component (this 
could be done automatically as shown below). The agent component makes it 
possible for individual computers in the SVC to interact with the system, 
receiving and executing tasks.  
5.4.5 How to Make Agent Objects run permanently 
Permanent components (daemons) on the SVC nodes are implemented as 
Windows services that are started when the system is booted. 
A Windows Service is an application that does not have a user interface. It 
commonly runs without human intervention and can be automatically started 
when the computer starts up. Examples of Windows Services are the Internet 
Information Server (IIS), Telnet, and FTP. Windows Services were formerly 
known as NT Services.  
 
Remote objects built using Microsoft .NET Framework Remoting functionality 
must be hosted in Microsoft Windows services, custom executables, or ASP.NET 
components to make them accessible to client applications. In the normal client 
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we host the remote object on custom executables and here we make a 
permanent client by hosting our remote object in a Windows service. 
The permanent client is started only once and then remain running automatically 
each time computer restarts. 
For security purposes this type of client must be running in trusted LANs that 
contain a firewall. 
5.4.6 How to Install Agent Objects automatically on the SVC nodes 
This could be accomplished by building specific program for this job. This code 
makes it possible for SVC to run commands on a remote machine. It is used to 
push server objects over to remote machines on the LAN, and have it execute 
over there without manually copying these files. Also SVC users can uninstall 
these agent objects automatically. This greatly reduces the effort needed to 
configure MWDS nodes and improves the scalability of the system. No manual 
effort is needed. 
 
The complete listing for all programs and the user manual to install and run the 
system are shown in appendices. 
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 Chapter 6  
Conclusions and Recommendations 
 
A loosely coupled multilevel web-based Distributed Computing 
System (MWDS) has been designed and implemented using the .NET 
framework. The system has been implemented using .NET remoting 
and web services and is based on the concept of volunteer computing. 
Two types of volunteer nodes are allowed: simple volunteers nodes 
(single machines) and super volunteers (LANS or other types of 
networks). The system distributes tasks between volunteer nodes. 
Super volunteers can further delegate the tasks assigned to them to 
junior nodes. In this sense the system is multilevel. Users and service 
providers should register before using the system. MWDS is secure 
and dynamic. A simple behavior-based scheduling algorithm is used to 
control the performance of the system. 
 
6.1 Main features of MWDS 
The MWDS achieved and overcome many problems that arise in the previous 
systems by add these features: 
• Ease of use: Any volunteer can be a member of the system by just click a 
link in a web site and download a piece of software. The using of the 
system is done by just login. 
• Automation of installation and deployment: The system is built using .NET 
which has zero-touch deployment and support for side-by-side installation 
of different component versions. These features, along with the advanced 
support for version policies, remove the requirement for manual client-
side setup.  
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• Independent of operating system and architecture: Building the system as 
web-based application using .NET web services and .NET Remoting. 
• Simple Programmers interface: For programmer to write his parallel code 
directly 
• Interoperable and work through firewall in Internet: The system is built 
using soap protocol which use port 80 for exchange data that always not 
closed by firewall 
• Secure and authenticates for volunteers 
• Tasks are send in text formats which makes it small and hence sent fast 
• The risk of virus infection is small because the tasks are text 
 
6.2 Future work 
Although we presented the MWDS as a new idea in this thesis, this represents 
only the beginning of a possible future research in parallel computing. We can 
continue our research to develop MWDS by adding and overcome many 
problems like: 
• A serial to parallel converter tool: When we need to write a parallel code, 
we completely ignore an existing serial code. This is will add an effort. 
This effort can be minimized or removed by converting an already existing 
serial code to ready to run parallel code. The automatic conversion to 
parallel code is a realm. There are many compilers attempt to do some 
automatic parallelization [28]. But there are still too many interlocking 
factors, too complex to be captured in code, that require even the best 
automatic tools to be used in conjunction with well-trained conversion 
experts. In the parallelization the programmer must spend time to 
parallelize which is a time-consuming process. One can try to build a tool 
that can accept serial code and return a perfect parallized program 
suitable for execution on MWDS. One can address the problem of assuring 
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the correctness and security of a computation in the presence of malicious 
volunteers: if we allow anyone to join a computation, how do we prevent 
malicious volunteers from sabotaging the computation by submitting bad 
results. 
• We  can add a component that checks the uploaded tasks against viruses 
• How to attract large numbers of volunteers in MWDS: When we using the 
system we get a problem of motivates users to be volunteers for the 
system. Some of the systems like distributed.net give users a price if s/he 
contributes in system. 
• Implementation of MWDS using java [11], Open source version of MWDS 
: Java is very similar to C# and can used to make super volunteer 
independent of operating system, also the source code could be open for 
programmers to develop it under free licenses (same as Linux), this make 
the system updateable by large number of developers and make it run in 
different platforms including Linux. 
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Appendix A 
 How to use MWDS 
 
MWDS is a software package that consists of four components. The 
main component is the MWDS Server and Coordinator Endine which is 
installed on a server machine that .NET technology with IIS and SQL 
Database Server installed. The MWDS server engine  is the first component 
to install by the system administrator and  contains MWDS web site (to 
interact with system users  for registration and software downloads), and the 
Coordinator that coordinates the execution of parallel tasks. 
When the web site is started for the first time, the following start page 
appears. The start page contains information about the system and a link to 
registration page. 
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By clicking on the user registration link the following page appears. In order 
to register, the user should fill shown fields. 
 
After the user registration is completed, the following download page 
appears automatically: 
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After the user completes downloading the required software, the next step is 
to install the components on his machine. 
The last step is to use the system to connect to the coordinator and this step 
requires user log in. Below we explain how to use each type of client 
separately (System users, normal volunteer, super volunteer). Let us start 
with system user client. 
7.1 How to use system user Node 
As we stated previously, each user node must be download and install the 
end-user component. 
After installation the end-user needs to log in  
The end-user component enables the user to upload new tasks and view the 
progress of current tasks. When the component first starts, the user is 
prompted to log in (as shown below).  
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If the user can be successfully authenticated by the XML Web service, the 
application continues by retrieving and displaying the user's list of tasks. The 
figure below shows the application form in action. 
 
 
The remainder of the interface is quite predictable. When the form closes, 
the Logout Web method is called automatically. When the Submit New 
button is clicked, a common Open dialog box is used to select the file that 
contains the task to be uploaded to the system (c# code) as shown below. 
  
 134 
 
 When the user selects a file, it's transferred to the server as shown in the 
figure below. 
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7.2 How to use NVC 
First after user registers as NVC , he must download and install the NVC 
package on his computer. After installation the user needs to log in. 
The NVC application gets one task from Coordinator (server) at a time, 
executes it and returns the result to the Coordinator. This is repeated as long 
as the NVC is active.  
When the component first starts, the user is prompted to log in (as shown 
below).  
 
 
 
If the user can be successfully authenticated by the XML Web service, the 
application continues by retrieving and executing tasks one after the other. 
The figure below shows the first NVC form after log in. 
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There are three buttons in the main form: 
Start button: is used to start receiving and executing tasks. 
Stop button: to suspend NVC 
Close button: is used to terminate NVC. 
 
When the start button is clicked, the form displays the state of tasks being 
executed by the NVC as shown in the example form below: 
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7.3 How to use SVC 
First after user registers as SVC , he must download and install the SVC 
package on his computer. After installation the user needs to log in. 
The SVC component gets tasks from the Coordinator (server) , distributes 
these tasks to its clients and receives results from those clients and sends the 
complete result back to the Coordinator, and so on. 
When the component first starts, the user is prompted to log in (as shown 
below).  
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If the user can be successfully authenticated by the XML Web service, the 
component continues by retrieving and executing tasks. The figure below 
shows the first SVC form after log in. 
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When the volunteer logs in for the first time , or new nodes have been added 
to SVC,  the volunteer needs to configure the system to add the nodes. By 
clicking the configure menu,  a submenu called add Computer appears as 
shown below. 
 
 
When the add computer  submenu is clicked, the following configuration 
form appears to let user to add/modify or delete nodes from SVC. 
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In the file menu there are  two items: 
Open item which makes it possible for users to open existing C# files and 
load it in the editor as shown below. 
 
If  the user clicks on File/Open menu the following dialog box appear for 
user to choose a C# file to execute. 
 
 
 
After user chooses the file, it appears in the SVC editor as shown below. 
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This feature can be used if user needs to run any C# program. When the file 
is in the editor, then the user can run it by clicking on the run menu item. 
 
 
 
The Exit item in the File menu can be used to close SVC applications. 
 
The two buttons on the bottom of the form are used to start or suspend the 
SVC system. 
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Appendix B 
 MWDS code listing 
 
This appendix contains MWDS source code which consist from the following 
components (as shown in the figure below):  
1. Coordinator which consist of: 
1. DBComponent 
2. Web Service 
2. Web site 
3. System user 
4. Normal Volunteer 
5. Super volunteer 
1. SharedObject 
2. Server 
3. Task Runner 
4. Client (main part of SVC) 
 
 
  
 145 
 
 
 
8.1 MWDS_Coordinator 
8.1.1 DBComponent listing codes 
8.1.1.1 MWDS_Tables.cs 
using System; 
using System.Configuration; 
 
namespace DBComponent 
{ 
 /// <summary> 
 /// Summary description for Class2. 
 /// </summary> 
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 public class MWDS_Tables 
 { 
 public userdb Users ; 
 public Sessiondb Sessions ;  
 public Taskdb Tasks ; 
 public Resultdb Results ; 
 
 public MWDS_Tables() // public void New() 
  {// Retrieve the connection string. 
  //string Connection =@"provider=Microsoft.JET.OLEDB.4.0; " 
  // "data source = D:\\Inetpub\\wwwroot\\IPCS\\db\\db1.mdb"; 
   
  string Connection ="Data Source=localhost;Initial 
Catalog=MWDS;user ID=sa"; 
//"integrated security=SSPI;data source=aff;persist security 
info=False;initial catalog=MWDS"; 
//@"Provider=SQLOLEDB.1; Persist Security Info=False;"+ 
  //"User ID=sa; password=; Initial Catalog=MWDS;Data 
Source=aff"; 
   
  //string Connection = 
ConfigurationSettings.AppSettings["MWDS"]; 
   
  //myconnection=new SqlConnection(strConnectionString); 
 
  // Create the table classes. 
  Users = new userdb(Connection); 
  Sessions = new Sessiondb(Connection); 
  Tasks = new Taskdb(Connection); 
  Results = new Resultdb(Connection); 
 } 
 } 
} 
 
8.1.1.2 userdb.cs 
using System; 
using System.Data; 
using System.Data.SqlClient; 
using System.Data.OleDb; 
 
namespace DBComponent 
{ 
 
 public class userdb 
 { 
  private string connectionString; 
  public userdb (string connectionString) 
  { 
   this.connectionString = connectionString ; 
  } 
  public int  AuthenticateUser( string userName , string 
password )  
  { 
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   SqlConnection Con = new 
SqlConnection(connectionString); 
   SqlCommand cmd = new SqlCommand("GetUser", Con); 
   SqlDataReader r = null; 
   cmd.CommandType = CommandType.StoredProcedure; 
   SqlParameter parm = new SqlParameter(); 
   parm = cmd.Parameters.Add( "@UserName" , 
SqlDbType.VarChar, 25); 
   parm.Value = userName; 
   parm = cmd.Parameters.Add( "@Password", 
SqlDbType.VarChar, 25); 
   parm.Value = password; 
   int UserID  = 0; 
   try 
   { 
    Con.Open(); 
    r = cmd.ExecuteReader(); 
    if(r.Read()) 
     UserID = Convert.ToInt32(r["ID"]); 
      
    else 
     // No matching user. 
     UserID = 0; 
    r.Close(); 
   } 
   catch(Exception Err) 
   { 
    // Use "caller inform" exception handling 
pattern. 
    throw new ApplicationException("Exception 
encountered when executing command.", Err); 
   } 
   finally 
   { 
    Con.Close(); 
   }     
   return UserID; 
  } 
 
 /////////////////////////////////////////////////////////////////
/////////////// 
  public void  AddUser(string userName , string password, 
short clientType, string email)  
  { 
   SqlConnection Con = new 
SqlConnection(connectionString); 
   SqlCommand cmd = new SqlCommand("AddUser", Con); 
   //SqlDataReader r = null; 
   cmd.CommandType = CommandType.StoredProcedure; 
   SqlParameter parm = new SqlParameter(); 
   parm = cmd.Parameters.Add( "@UserName" , 
SqlDbType.VarChar, 25); 
   parm.Value = userName; 
   parm = cmd.Parameters.Add( "@Password", 
SqlDbType.VarChar, 25); 
   parm.Value = password; 
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   parm = cmd.Parameters.Add( "@clientType", 
SqlDbType.TinyInt, 1); 
   parm.Value = clientType; 
   parm = cmd.Parameters.Add( "@email", 
SqlDbType.VarChar, 50); 
   parm.Value = email; 
   //int UserID  = 0; 
   try 
   { 
    Con.Open(); 
    cmd.ExecuteNonQuery(); 
    //-r = cmd.ExecuteReader(); 
    //-if(r.Read()) 
    //- UserID = Convert.ToInt32(r["ID"]); 
      
    //-else 
     // No matching user. 
     //-UserID = 0; 
    //r.Close(); 
   } 
   catch(Exception Err) 
   { 
    // Use "caller inform" exception handling 
pattern. 
    throw new ApplicationException("Exception 
encountered when executing command.", Err); 
   } 
   finally 
   { 
    Con.Close(); 
   }     
   //return UserID; 
  } 
 } 
 public class userdetails 
 { 
  
  public int userid;       
  public string username; 
  public string Password; 
  public short clientType; 
  
 } 
} 
8.1.1.3 Taskdb.cs 
using System; 
using System.Data; 
using System.Data.SqlClient; 
using System.Data.OleDb; 
using System.Collections; 
using System.Timers; 
 
 
namespace DBComponent 
{ 
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/* The user retrieves the file directory using the TaskFileUrl. We 
don't include 
 *  a GetRenderedFile() method in the service, because  the files 
are extremely large. 
 *  Transferring them would tie up the  ASP.NET worker process 
unnecessarily.However, 
 *  as a side-effect of the file-based approach, it becomes much more 
difficult to  
 * implement granular file-based security. 
*/ 
 public class TaskDetails 
 {   
  public int UserID;       
  public string SourceName; 
  public DateTime SubmitDate; 
  public int Status; 
  public string TaskFileUrl; 
  public DateTime CompleteDate ; 
  public Guid  TaskGUID; 
  public string TaskContent; 
 } 
 public enum TaskStatus 
 { 
  NewAdded = 0, 
  InProgress = 1, 
  HaltedWithError = 2, 
  Complete = 3 
 } 
 
 public class Taskdb 
 { 
  private string connectionString; 
  public Taskdb(string connectionString) 
  { 
   this.connectionString = connectionString ; 
  } 
  /* This method returns a DataSet instead of an array 
   of TaskDetails objects because it needs to be returned 
   from a web method and used in a data binding scenario. 
   Because custom web service structures lack property 
procedures, 
   they cannot be used on their own. Even if you add property 
procedures 
   to the TaskDetails class in the DBComponent, this 
information 
   will not be added to the proxy class.*/ 
  public DataSet GetTasks(int userID , bool completedOnly)  
  { 
   SqlConnection con = new 
SqlConnection(connectionString); 
   SqlCommand cmd = new SqlCommand("", con); 
   SqlDataAdapter Adapter = new SqlDataAdapter(cmd); 
   DataSet ds = new DataSet(); 
    if (completedOnly ) 
    cmd.CommandText = "GetCompletedTasksByUser"; 
   else 
    cmd.CommandText = "GetTasksByUser"; 
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   cmd.CommandType = CommandType.StoredProcedure; 
   SqlParameter Param = new SqlParameter(); 
   Param = cmd.Parameters.Add("@UserID", SqlDbType.Int); 
   Param.Value = userID; 
   ArrayList Tasks= new ArrayList() ; 
   try 
   { 
    con.Open(); 
    Adapter.Fill(ds, "Tasks"); 
   } 
   catch(Exception Err) 
   {  
     // Use "caller inform" exception handling 
pattern. 
     throw new ApplicationException("Exception 
encountered when executing command.", Err); 
   } 
   finally 
   { 
    con.Close(); 
   } 
   return ds; 
  } 
     public ArrayList GetAvailableTasks() 
  { 
   SqlConnection con = new 
SqlConnection(connectionString); 
   SqlCommand cmd = new SqlCommand("GetAvailableTasks", 
con); 
   cmd.CommandType = CommandType.StoredProcedure; 
   SqlDataReader r = null; 
   ArrayList Tasks= new ArrayList() ; 
   try 
   { 
    con.Open(); 
    r = cmd.ExecuteReader(); 
     
    while(r.Read()) 
    { 
     TaskDetails Task= new TaskDetails(); 
     Guid idd = new Guid(r["id"].ToString()); 
     Task.TaskGUID 
=idd;//Convert.GetTypeCode(r["id"].ToString()); 
     Task.SourceName = 
r["SourceName"].ToString(); 
     Task.Status = 
Convert.ToInt16(r["State"]); 
     Task.SubmitDate = 
Convert.ToDateTime(r["SubmitDate"]); 
     // Here we use ToString() to defend 
against a null value, 
     // which would otherwise cause an 
exception. 
     Task.TaskFileUrl = 
r["TaskFileUrl"].ToString(); 
     Tasks.Add(Task); 
    } 
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   } 
   catch (Exception Err) 
   {  
    // Use "caller inform" exception handling 
pattern. 
    throw new ApplicationException( "Exception 
encountered when executing command.", Err); 
   } 
   finally 
   { 
    con.Close(); 
   } 
   return Tasks; 
  } 
//---------------------------------------------------------------------
------------------------------------------ 
  public DataSet GetAvailableTask() 
  { 
   SqlConnection con = new 
SqlConnection(connectionString); 
   SqlCommand cmd = new SqlCommand("GetAvailableTasks", 
con); 
   cmd.CommandType = CommandType.StoredProcedure; 
   SqlDataAdapter Adapter = new SqlDataAdapter(cmd); 
   DataSet ds = new DataSet(); 
   //SqlDataReader r = null; 
   //TaskDetails Task= new TaskDetails(); 
   try 
   { 
    con.Open(); 
    Adapter.Fill(ds,"task"); 
     
     
    //if(r.Read()) 
    //{ 
      
    // Guid idd = new Guid(r["id"].ToString()); 
    // Task.TaskGUID 
=idd;//Convert.GetTypeCode(r["id"].ToString()); 
    // Task.SourceName = 
r["SourceName"].ToString(); 
    // Task.Status = 
Convert.ToInt16(r["State"]); 
    // Task.SubmitDate = 
Convert.ToDateTime(r["SubmitDate"]); 
     // Here we use ToString() to defend 
against a null value, 
     // which would otherwise cause an 
exception. 
    // Task.TaskFileUrl = 
r["TaskFileUrl"].ToString(); 
     //Tasks.Add(Task); 
    //} 
   } 
   catch (Exception Err) 
   {  
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    // Use "caller inform" exception handling 
pattern. 
    throw new ApplicationException( "Exception 
encountered when executing command.", Err); 
   } 
   finally 
   { 
    con.Close(); 
   } 
  // DataSet ds = new DataSet(); 
  //DataTable tb = new DataTable("task"); 
  // tb.co 
   string ff ; 
   ff= ds.Tables[0].Rows[0][0].ToString(); 
   return ds; // ds = Class2DataSet(Task); return ds; 
  } 
  //********************************************** 
  public TaskDetails GetAvailableTaskClass() 
  { 
   SqlConnection con = new 
SqlConnection(connectionString); 
   SqlCommand cmd = new SqlCommand("GetAvailableTasks", 
con); 
   cmd.CommandType = CommandType.StoredProcedure; 
   SqlDataReader r = null; 
   TaskDetails Task= new TaskDetails(); 
   try 
   { 
    con.Open(); 
    r = cmd.ExecuteReader(); 
     
    if(r.Read()) 
    { 
      
     Guid idd = new Guid(r["id"].ToString()); 
     Task.TaskGUID 
=idd;//Convert.GetTypeCode(r["id"].ToString()); 
     Task.SourceName = 
r["SourceName"].ToString(); 
     Task.Status = 
Convert.ToInt16(r["State"]); 
     Task.SubmitDate = 
Convert.ToDateTime(r["SubmitDate"]); 
     // Here we use ToString() to defend 
against a null value, 
     // which would otherwise cause an 
exception. 
     Task.TaskFileUrl = 
r["TaskFileUrl"].ToString(); 
     //Tasks.Add(Task); 
    } 
   } 
   catch (Exception Err) 
   {  
    // Use "caller inform" exception handling 
pattern. 
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    throw new ApplicationException( "Exception 
encountered when executing command.", Err); 
   } 
   finally 
   { 
    con.Close(); 
   } 
   // DataSet ds = new DataSet(); 
   //DataTable tb = new DataTable("task"); 
   // tb.co 
   return Task; // ds = Class2DataSet(Task); return ds; 
  } 
  //---------------------------------------------------------
--------------- 
  private DataSet Class2DataSet(object myClass) 
  { 
   DataSet ds = new DataSet(); 
   return ds; 
  } 
  //---------------------------------------------------------
---------------- 
  /* As a task record and returns the unique GUID. 
   An auto-generated ID number could be used instead, but a 
GUID 
   provides better security and more flexibility in this 
case.*/ 
   
  public Guid AddTask(TaskDetails task)   
  { 
   Guid id; 
   SqlDataReader myreader ; 
   SqlConnection con = new 
SqlConnection(connectionString); 
   SqlCommand cmd = new SqlCommand("AddTask 
"+task.UserID+","+task.Status+",'"+task.SourceName+"'", con); 
   //SqlParameter Param = new SqlParameter(); 
   //Param = cmd.Parameters.Add( "@UserID", 
SqlDbType.Int); 
   //Param.Value = task.UserID; 
   ///Param = cmd.Parameters.Add("@Status", 
SqlDbType.SmallInt); 
   //Param.Value = task.Status; 
   //Param = 
cmd.Parameters.Add("@SourceName",SqlDbType.NVarChar, 50); 
   //Param.Value = task.SourceName; 
   //  Add the output parameter. 
   //Param = cmd.Parameters.Add("@GUID", 
SqlDbType.UniqueIdentifier); 
   //Param.Direction = ParameterDirection.Output; 
   try 
   {   
    con.Open(); 
    myreader=cmd.ExecuteReader(); 
    if (myreader.Read()) 
    { 
     id=new Guid(myreader["guid"].ToString()); 
    } 
  
 154 
    else  
    { 
     id =new Guid(); 
    } 
   } 
   catch(Exception  Err) 
   {  
    // Use "caller inform" exception handling 
pattern. 
    throw new ApplicationException( "Exception 
encountered when executing command.", Err); 
   } 
   finally 
   { 
    con.Close(); 
   } 
   // Return the unique identifier. 
   //return new Guid(Param.Value.ToString()); 
   return id; 
  }          
          
  
  public void UpdateTaskStatus( Guid taskGuid , short status 
) 
  { 
   SqlConnection con = new 
SqlConnection(connectionString); 
   SqlCommand cmd = new SqlCommand("UpdateTaskStatus 
'"+taskGuid+"',"+status, con); 
   //SqlParameter Param = new SqlParameter(); 
   //Param = cmd.Parameters.Add("@GUID", 
SqlDbType.UniqueIdentifier); 
   //Param.Value = taskGuid; 
   //Param = cmd.Parameters.Add("@Status", 
SqlDbType.SmallInt); 
   //Param.Value = status;      
         
   try 
   {         
             
    con.Open(); 
    cmd.ExecuteNonQuery(); 
   } 
   catch (Exception Err) 
   { 
    // Use "caller inform" exception handling 
pattern. 
    throw new ApplicationException(" Exception 
encountered when executing command.", Err); 
   } 
   finally 
   { 
    con.Close(); 
   } 
  } 
  public  void CompleteTask(Guid taskGuid ,String TaskFileUrl 
) 
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  { 
   // Currently this method only allows two details to 
be updated: 
   SqlConnection con = new 
SqlConnection(connectionString); 
   SqlCommand cmd = new SqlCommand("UpdateTaskStatus", 
con); 
   cmd.CommandType = CommandType.StoredProcedure ;  
   SqlParameter Param = new SqlParameter(); 
   Param = cmd.Parameters.Add("@GUID", 
SqlDbType.UniqueIdentifier); 
   Param.Value = taskGuid; 
   Param = cmd.Parameters.Add("@Status", 
SqlDbType.SmallInt); 
   Param.Value = TaskStatus.Complete; 
   Param = cmd.Parameters.Add("@TaskFileUrl", 
SqlDbType.VarChar, 300); 
   Param.Value = TaskFileUrl; 
   try 
   { 
    con.Open(); 
    cmd.ExecuteNonQuery(); 
   } 
   catch(Exception Err)   
   { 
    // Use "caller inform" exception handling 
pattern. 
    throw new ApplicationException("Exception 
encountered when executing command.", Err); 
   } 
   finally 
   { 
    con.Close(); 
   }         
            
      
  } 
 } 
} 
 
8.1.1.4 sessiondb.cs 
using System; 
using System.Data; 
using System.Data.OleDb; 
using System.Data.SqlClient; 
 
namespace DBComponent 
{ 
 /// <summary> 
 /// Summary description for session. 
 /// </summary> 
 public class SessionDetails 
 {     
  public int UserID;      
  public Guid Ticket;     
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  public DateTime CreateDate; 
  public Guid id; 
 } 
 
 public class Sessiondb 
 { 
  private string connectionString; 
  public Sessiondb(string connectionString) 
  { 
   this.connectionString = connectionString ; 
   // TODO: Add constructor logic here 
    
  } 
  public  Guid CreateSession(int userID )  
  { 
   // Creates a session for the indicated user 
   // and returns the GUID ticket. 
    
  Guid id; 
   SqlDataReader myreader ; 
   SqlConnection con = new 
SqlConnection(connectionString); 
   SqlCommand cmd = new SqlCommand("AddSession "+userID, 
con); 
   //OleDbCommand cmd = new OleDbCommand("insert into 
sessions (userid) values("+ userID  +")", con); 
   //OleDbCommand cmd1 = new OleDbCommand("select id 
from sessions where userid="+ userID +"", con); 
   //OleDbDataReader r = null; 
   //cmd.CommandType = CommandType.StoredProcedure; 
            //SqlParameter param = new SqlParameter(); 
   cmd.CommandType = CommandType.Text; 
   //param = cmd.Parameters.Add("@UserID", 
SqlDbType.Int); 
   //param.Value = userID; 
   // Add the output parameter. 
   //param = cmd.Parameters.Add("@GUID", 
SqlDbType.UniqueIdentifier); 
   //param.Direction = ParameterDirection.Output; 
   try 
   { 
    con.Open(); 
    myreader=  cmd.ExecuteReader(); 
    if (myreader.Read()) 
    { 
     id=new Guid(myreader["guid"].ToString()); 
    } 
    else { 
    id =new Guid(); 
    } 
   } 
   catch (Exception Err) 
   { 
    // Use "caller inform" exception handling 
pattern. 
    throw new ApplicationException(" Exception 
encountered when executing command.", Err); 
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   } 
   finally 
   { 
    //myreader.Close(); 
    con.Close(); 
   } 
   // Return the unique identifier. 
   //return new Guid(param.Value.ToString()); 
   // Return the unique identifier. 
   return id ; 
 } 
  public void RemoveSession(Guid ticket) 
  { 
   SqlConnection con = new 
SqlConnection(connectionString); 
   SqlCommand cmd = new SqlCommand("DeleteSession", 
con); 
   //OleDbCommand cmd = new 
OleDbCommand("DeleteSession", con); 
   //OleDbDataReader r = null; 
   cmd.CommandType = CommandType.StoredProcedure; 
   SqlParameter param = new SqlParameter(); 
   param = cmd.Parameters.Add("@GUID", 
SqlDbType.UniqueIdentifier); 
   //parm = cmd.Parameters.Add("@GUID", OleDbType.Guid); 
   param.Value = ticket; 
   try 
   { 
    con.Open(); 
    cmd.ExecuteNonQuery(); 
   } 
   catch (Exception err) 
   { 
      
    // Use "caller inform" exception handling 
pattern. 
    throw new ApplicationException(" Exception 
encountered when executing command.",err); 
   } 
   finally 
   { 
    con.Close(); 
   }      
  } 
   
  public SessionDetails GetSession(Guid ticket , int userID ) 
  { 
   SqlConnection con = new 
SqlConnection(connectionString); 
   SqlCommand cmd = new SqlCommand("GetSession", con); 
   SqlDataReader r ;//= new SqlDataReader(); 
   cmd.CommandType = CommandType.StoredProcedure; 
   SqlParameter param = new SqlParameter(); 
   param = cmd.Parameters.Add("@GUID", 
SqlDbType.UniqueIdentifier); 
   param.Value = ticket; 
   param = cmd.Parameters.Add("@UserID", SqlDbType.Int); 
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   param.Value = userID; 
   SessionDetails Session   = null; 
   try 
   { 
    con.Open(); 
    r = cmd.ExecuteReader(); 
    if (r.Read()) 
    { 
     Session = new SessionDetails(); 
     Session.CreateDate = 
Convert.ToDateTime(r["CreateDate"]); 
     //Session.CreateDate = r["CreateDate"]; 
     Session.UserID = userID; 
     Session.Ticket =ticket; 
    } 
   }      
   catch(Exception Err) 
   { 
    // Use "caller inform" exception handling 
pattern. 
    throw new ApplicationException(" Exception 
encountered when executing command.", Err); 
   } 
   finally 
   { 
    con.Close(); 
   }      
   return Session; 
  } 
 } 
} 
8.1.1.5 resultdb.cs 
using System; 
using System.Data; 
using System.Data.SqlClient; 
using System.Data.OleDb; 
using System.Collections; 
using System.Timers; 
 
 
namespace DBComponent 
{ 
 public class resultD 
 {   
  public int UserID;       
  public DateTime sTime; 
  public DateTime eTime; 
  public Guid  TaskGUID; 
  public string ResultContent; 
 } 
 
 
 public class Resultdb 
 { 
  private string connectionString; 
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  public Resultdb(string connectionString) 
  { 
   this.connectionString = connectionString ; 
  } 
  public void AddResult(short UserID,Guid TaskGUID,string 
ResultContent,DateTime sTime,DateTime eTime)   
  { 
   Guid id; 
   SqlDataReader myreader ; 
   SqlConnection con = new 
SqlConnection(connectionString); 
   SqlCommand cmd = new SqlCommand("AddResult 
"+UserID+",'"+TaskGUID+"','"+ResultContent+"','"+sTime+"','"+eTime+"'", 
con); 
   try 
   {   
    con.Open(); 
    myreader=cmd.ExecuteReader(); 
    if (myreader.Read()) 
    { 
     id=new Guid(myreader["guid"].ToString()); 
    } 
    else  
    { 
     id =new Guid(); 
    } 
   } 
   catch(Exception  Err) 
   {  
    throw new ApplicationException( "Exception 
encountered when executing command.", Err); 
   } 
   finally 
   { 
    con.Close(); 
   } 
  }          
          
  
 } 
} 
 
8.2 MWDS_WebService 
using System; 
using System.Collections; 
using System.ComponentModel; 
using System.Data; 
using System.Diagnostics; 
using System.Web; 
using System.Web.Services; 
using System.Web.Services.Protocols; 
using DBComponent; 
using System.IO; 
using System.Configuration; 
using System.EnterpriseServices; 
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namespace MWDS_WebService 
{ 
 /// <summary> 
 /// Summary description for Service1. 
 /// </summary> 
 public class Service1 : System.Web.Services.WebService 
 { 
   
  public Service1() 
  { 
   //CODEGEN: This call is required by the ASP.NET Web 
Services Designer 
   InitializeComponent(); 
  } 
 
  #region Component Designer generated code 
   
  //Required by the Web Services Designer  
  private IContainer components = null; 
     
  /// <summary> 
  /// Required method for Designer support - do not modify 
  /// the contents of this method with the code editor. 
  /// </summary> 
  private void InitializeComponent() 
  { 
  } 
 
  /// <summary> 
  /// Clean up any resources being used. 
  /// </summary> 
  protected override void Dispose( bool disposing ) 
  { 
   if(disposing && components != null) 
   { 
    components.Dispose(); 
   } 
   base.Dispose(disposing);   
  } 
   
  #endregion 
  public  TicketHeader Ticket = new TicketHeader() ; 
  public  resultdet resultd = new resultdet() ; 
  // Holdst the database component reference. 
  public  DBComponent.MWDS_Tables Tables = new 
DBComponent.MWDS_Tables(); 
 
  // Holdst the authentication SOAP header. 
  // Check user name and password from SOAP header. 
  // If they can be authenticated, add a session record, 
  // remove the user password from the header (for security), 
  // and add ticket GUID. 
  // Returns False if the client could not be successfuly 
logged in. 
  [WebMethod(), SoapHeader("Ticket", 
Direction=SoapHeaderDirection.InOut)] 
  public bool Login()  
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  {     
   int UserID ; 
   UserID = 
Tables.Users.AuthenticateUser(Ticket.UserName, Ticket.Password); 
   
   if( UserID != 0) 
   { 
    // Clear the password for enhanced security. 
    Ticket.Password = ""; 
    Ticket.UserName = ""; 
    Ticket.UserID = UserID; 
 
    // Create the session and assign the GUID to 
the SOAP header. 
    Guid GUID  = 
Tables.Sessions.CreateSession(UserID); 
    Ticket.SessionGUID = GUID; 
    return true; 
   } 
   else 
   { 
    return false; 
    } 
} 
  // The client does not need to call this method. 
  // However, it ensures the session record is cleaned up 
properly. 
  [WebMethod(), SoapHeader("Ticket")] 
  public void Logout() 
  { 
    Tables.Sessions.RemoveSession(Ticket.SessionGUID); 
  } 
 
  // Returns all the tasks for the currently logged in user. 
  [WebMethod(), SoapHeader("Ticket")] 
         public DataSet GetTasks(bool completedOnly) 
  { 
   AuthenticateSession(Ticket); 
   return Tables.Tasks.GetTasks(Ticket.UserID, 
completedOnly); 
  } 
   
  // Transfers the source file as byte array. Returns the 
GUID 
  // that identifies the task. 
  // This method addst a task record, and 
  // saves a file with the date and GUID as a filename. 
 
 [WebMethod(TransactionOption=TransactionOption.RequiresNew),SoapH
eader("Ticket")] 
  public Guid SubmitTask(byte[] buffer, string fileName) 
  { 
   AuthenticateSession(Ticket); 
   // Create a corresponding task record for the 
transferred file. 
   TaskDetails Task = new TaskDetails(); //Dim Task As 
New DBComponent.TaskDetails(); 
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   Task.SourceName = fileName; 
   Task.Status = Convert.ToInt16(0); 
   Task.UserID = Ticket.UserID; 
   // You must add the record before the file is 
transferred, 
   // in order to get the GUID, which is used for the 
file name. 
   // To ensure that the record is not commited in the 
case of an 
   // error, this web method executes inside a COM+ 
transaction. 
   Guid TaskGuid = Tables.Tasks.AddTask(Task); //Dim 
TaskGuid As Guid = Tables.Tasks.AddTask(Task); 
   // Prepare to save the file. 
   string SavePath; //Dim SavePath As String; 
   SavePath = 
ConfigurationSettings.AppSettings["SourceDirectory"]; 
   // Make sure the directory does not end with a 
backslash. 
   SavePath.Trim('\\'); 
   SavePath += "\\" + TaskGuid.ToString(); 
            //Dim fs As New FileStream(SavePath, FileMode.CreateNew); 
   FileStream fs = new FileStream(SavePath, 
FileMode.CreateNew); 
   fs.Write(buffer, 0, buffer.Length); 
   fs.Close(); 
 
   return TaskGuid; 
  } 
  // Throws an exception if the session is not valid. 
  // Currently, sessions are allowed to exist indefinitely, 
but you 
  // could use this method to examine the CreateDate value 
and impose 
  // and expiration date. 
  private void AuthenticateSession(TicketHeader ticket) 
  { 
  if (Tables.Sessions.GetSession(ticket.SessionGUID, 
ticket.UserID) == null) 
   // No record was returned. Raise an exception. 
   throw new System.Security.SecurityException("Session 
not valid."); 
  //else 
   // The session exists. Allow the code to continue. 
   // (This is where you could add an expiration 
policy.) 
    
  } 
  [WebMethod] 
  public DataSet DoWork(int nooftasks) 
  { 
   int counter ; 
   string SourcePath; 
   string TargetPath; 
   string ServerURL; 
   //bool RequestStop =false; 
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   SourcePath = 
ConfigurationSettings.AppSettings["SourceDirectory"]; 
   TargetPath = 
ConfigurationSettings.AppSettings["CompleteDirectory"]; 
   ServerURL = 
ConfigurationSettings.AppSettings["ServerURL"]; 
   //DBComponent.TaskDetails Task; 
   //TaskDetails Task = new TaskDetails(); //Dim Tasks 
As DBComponent.TaskDetails() 
   DataSet dstt = new DataSet();   
   //do 
   //{ 
   //Display("Performing task check."); 
   dstt = Tables.Tasks.GetAvailableTask(); 
   if (dstt.Tables[0].Rows.Count!=0) 
   { 
    dstt.Tables[0].Columns.Add("TaskContent"); 
    if (nooftasks <= dstt.Tables[0].Rows.Count) 
    { 
     counter = nooftasks; 
    } 
    else  
    { 
      counter = 
dstt.Tables[0].Rows.Count; 
    } 
    for(int i =0 ; i< counter ;i++) 
    { 
     try 
     { 
      string src=SourcePath + "\\" + 
dstt.Tables[0].Rows[i]["ID"].ToString(); 
      string trg=TargetPath + "\\" + 
dstt.Tables[0].Rows[i]["ID"].ToString();//Task.TaskGUID.ToString(); 
      //Display("Starting: " + 
Task.TaskGUID.ToString()); 
      // 1 in line below means 
DBComponent.TaskStatus.InProgress 
      Guid taskguid = new 
Guid(dstt.Tables[0].Rows[i]["ID"].ToString()); 
     
 Tables.Tasks.UpdateTaskStatus(taskguid,1); 
      //RenderFile(src, trg); 
      //Task.TaskFileUrl = ServerURL + 
"/" + Task.TaskGUID.ToString(); 
      //Task.Status =3; 
      dstt.Tables[0].Rows[i]["State"]=3; 
      // Read the file as one string. 
      System.IO.StreamReader myFile = 
       new 
System.IO.StreamReader(src); 
     
     
 dstt.Tables[0].Rows[i]["TaskContent"]=myFile.ReadToEnd(); 
      //Task.TaskContent = 
myFile.ReadToEnd(); 
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      myFile.Close(); 
 
      //----
Tables.Tasks.CompleteTask(Task.TaskGUID, Task.TaskFileUrl); 
 
      //Display("Rendered: " + 
Task.TaskGUID.ToString()); 
     } 
      //Catch Err As ThreadAbortException 
      // This error only occurs if the 
thread cannot 
      // end fast enough when a stop is 
requested. There 
      // is no database problem, so no 
action is performed. 
     catch 
     { 
      // This is a miscellaneous update 
error. 
      // When an error is encountered, 
the status of the file 
      // is updated. 
      // This is also a good place to add 
custom logging code, 
      // or even write a more descriptive 
error code to the 
      // task record in the database. 
      // 2 in the next line means  
DBComponent.TaskStatus.HaltedWithError 
      Guid taskguid = new 
Guid(dstt.Tables[0].Rows[i]["ID"].ToString()); 
     
 Tables.Tasks.UpdateTaskStatus(taskguid,2); 
     
 //Tables.Tasks.UpdateTaskStatus(Task.TaskGUID,2); 
      //Display("Error with: " + 
Task.TaskGUID.ToString()); 
     } 
      
    } // Check if the user is trying to close 
the application. 
   }//  if (RequestStop) 
   return  dstt; 
   //}//Next 
   //Display("No tasks. Sleeping."); 
   // There are no more files. 
   // Pause for 30 secondst before the next check. 
   //Thread.Sleep(TimeSpan.FromSecondst(30)); 
   //} 
   //while (true); 
  } 
  [WebMethod(), SoapHeader("resultd", 
Direction=SoapHeaderDirection.InOut)] 
  public bool sendresult() 
  { 
    bool done = false; 
   try  
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   { 
   
 Tables.Results.AddResult(Convert.ToInt16(resultd.UserID),resultd.
TaskGUID,resultd.ResultContent,resultd.sTime,resultd.eTime); 
    done= true; 
   } 
   catch  
   { 
    done=false; 
   } 
   return done; 
  } 
  //public void RenderFile( String  sourceFile , String 
targetFile  ) 
  //{ 
   //WasteTime(60); 
  // FileStream fs = new FileStream(targetFile, 
FileMode.CreateNew) ; 
  // fs.Close(); 
  //} 
 
  //private void WasteTime(int secondst  ) 
  //{ 
  // DateTime StartTime  =  new DateTime(); 
  // StartTime  =   DateTime.Now; 
// 
//   do 
//   { 
//   } 
//   while( DateTime.Now <= 
(StartTime.Addseconds(seconds))); 
//  } 
   
     } 
 public class TicketHeader : 
System.Web.Services.Protocols.SoapHeader 
 { 
  public   String UserName; 
  public  String Password ; 
  public int UserID ; 
  public   Guid SessionGUID; 
 
 } 
 public class resultdet : System.Web.Services.Protocols.SoapHeader 
 { 
  public int UserID;       
  public DateTime sTime; 
  public DateTime eTime; 
  public Guid  TaskGUID; 
  public string ResultContent; 
 
 } 
} 
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8.3 MWDS_site 
8.3.1 RegistrationPage.aspx 
 
using System; 
using System.Collections; 
using System.ComponentModel; 
using System.Data; 
using System.Drawing; 
using System.Web; 
using System.Web.SessionState; 
using System.Web.UI; 
using System.Web.UI.WebControls; 
using System.Web.UI.HtmlControls; 
 
namespace MWDS_site 
{ 
 /// <summary> 
 /// Summary description for WebForm1. 
 /// </summary> 
 public class WebForm1 : System.Web.UI.Page 
 { 
  protected System.Web.UI.WebControls.Label Label1; 
  protected System.Web.UI.WebControls.Button Button1; 
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  protected System.Web.UI.WebControls.TextBox TextBox1; 
  protected System.Web.UI.WebControls.TextBox TextBox2; 
  protected System.Web.UI.WebControls.TextBox TextBox3; 
  protected System.Web.UI.WebControls.TextBox TextBox4; 
  protected System.Web.UI.WebControls.Label Label2; 
  protected System.Web.UI.WebControls.Label Label3; 
  protected System.Web.UI.WebControls.Label Label4; 
  protected System.Web.UI.WebControls.Label Label5; 
  protected System.Web.UI.WebControls.Label Label6; 
  protected System.Web.UI.WebControls.Label Label7; 
  protected System.Web.UI.WebControls.Button Button2; 
  protected System.Web.UI.WebControls.CompareValidator 
CompareValidator1; 
  protected System.Web.UI.WebControls.RadioButtonList 
clienttype; 
  protected System.Web.UI.HtmlControls.HtmlForm Form1; 
  
  private void Page_Load(object sender, System.EventArgs e) 
  { 
   Label6.Visible = false; 
   // Put user code to initialize the page here 
  } 
 
  #region Web Form Designer generated code 
  override protected void OnInit(EventArgs e) 
  { 
   // 
   // CODEGEN: This call is required by the ASP.NET Web 
Form Designer. 
   // 
   InitializeComponent(); 
   base.OnInit(e); 
  } 
   
  /// <summary> 
  /// Required method for Designer support - do not modify 
  /// the contents of this method with the code editor. 
  /// </summary> 
  private void InitializeComponent() 
  {     
   this.Button2.Click += new 
System.EventHandler(this.Button2_Click); 
   this.Button1.Click += new 
System.EventHandler(this.Button1_Click); 
   this.Load += new System.EventHandler(this.Page_Load); 
 
  } 
  #endregion 
 
  private void Button1_Click(object sender, System.EventArgs 
e) 
  { 
   string Connection ="Data Source=localhost;Initial 
Catalog=MWDS;user ID=sa"; 
   DBComponent.userdb x = new 
DBComponent.userdb(Connection); 
   string uname = TextBox1.Text; 
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   string passw=TextBox2.Text; 
   int z = x.AuthenticateUser(uname,passw); 
   if ((z==0) && (TextBox1.Text!="") && 
(TextBox2.Text!=""))  
   { 
    Label6.Visible = true; 
    Label6.Text = "New user added ..."; 
    x.AddUser(uname,passw, 
Convert.ToInt16(clienttype.SelectedItem.Value),TextBox4.Text); 
    Response.Redirect("webform2.aspx"); 
   } 
   else 
   { 
    Label6.Visible = true; 
    Label6.Text = " User already exists or empty 
..."; 
   } 
  } 
 
  private void Button2_Click(object sender, System.EventArgs 
e) 
  { 
   string Connection ="Data Source=localhost;Initial 
Catalog=MWDS;user ID=sa"; 
   DBComponent.userdb x = new 
DBComponent.userdb(Connection); 
   int m = 
x.AuthenticateUser(TextBox1.Text,TextBox2.Text); 
            if (m!=0) 
   { 
    Label6.Visible = true; 
    //Label6.Text = m.ToString(); 
    Response.Redirect("webform2.aspx"); 
   } 
   else 
   { 
    Label6.Visible = true; 
    Label6.Text = " Wrong User Name or Password 
..."; 
   } 
  } 
 } 
} 
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8.3.2 DownloadPage 
 
using System; 
using System.Collections; 
using System.ComponentModel; 
using System.Data; 
using System.Drawing; 
using System.Web; 
using System.Web.SessionState; 
using System.Web.UI; 
using System.Web.UI.WebControls; 
using System.Web.UI.HtmlControls; 
 
namespace MWDS_site 
{ 
 /// <summary> 
 /// Summary description for WebForm2. 
 /// </summary> 
 public class WebForm2 : System.Web.UI.Page 
 { 
  protected System.Web.UI.WebControls.Label Label1; 
  
  private void Page_Load(object sender, System.EventArgs e) 
  { 
   // Put user code to initialize the page here 
  } 
 
  #region Web Form Designer generated code 
  override protected void OnInit(EventArgs e) 
  { 
   // 
   // CODEGEN: This call is required by the ASP.NET Web 
Form Designer. 
   // 
   InitializeComponent(); 
   base.OnInit(e); 
  } 
   
  /// <summary> 
  /// Required method for Designer support - do not modify 
  /// the contents of this method with the code editor. 
  
 170 
  /// </summary> 
  private void InitializeComponent() 
  {     
   this.Load += new System.EventHandler(this.Page_Load); 
 
  } 
  #endregion 
 
  private void Button1_Click(object sender, System.EventArgs 
e) 
  { 
   
  } 
 } 
} 
8.4 MWDS_users 
8.4.1 Login.cs 
using System; 
using System.Drawing; 
using System.Collections; 
using System.ComponentModel; 
using System.Windows.Forms; 
 
namespace Client 
{ 
 /// <summary> 
 /// Summary description for Login. 
 /// </summary> 
 public class Login : System.Windows.Forms.Form 
 { 
  private System.Windows.Forms.TextBox usern; 
  private System.Windows.Forms.TextBox passw; 
  private System.Windows.Forms.Label label1; 
  private System.Windows.Forms.Label label2; 
  private System.Windows.Forms.Button button1; 
  private System.Windows.Forms.Button button2; 
  /// <summary> 
  /// Required designer variable. 
  /// </summary> 
  private System.ComponentModel.Container components = null; 
 
  public Login() 
  { 
   // 
   // Required for Windows Form Designer support 
   // 
   InitializeComponent(); 
 
   // 
   // TODO: Add any constructor code after 
InitializeComponent call 
   // 
  } 
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  /// <summary> 
  /// Clean up any resources being used. 
  /// </summary> 
  protected override void Dispose( bool disposing ) 
  { 
   if( disposing ) 
   { 
    if(components != null) 
    { 
     components.Dispose(); 
    } 
   } 
   base.Dispose( disposing ); 
  } 
 
  #region Windows Form Designer generated code 
  /// <summary> 
  /// Required method for Designer support - do not modify 
  /// the contents of this method with the code editor. 
  /// </summary> 
  private void InitializeComponent() 
  { 
   this.usern = new System.Windows.Forms.TextBox(); 
   this.passw = new System.Windows.Forms.TextBox(); 
   this.label1 = new System.Windows.Forms.Label(); 
   this.label2 = new System.Windows.Forms.Label(); 
   this.button1 = new System.Windows.Forms.Button(); 
   this.button2 = new System.Windows.Forms.Button(); 
   this.SuspendLayout(); 
   //  
   // usern 
   //  
   this.usern.Location = new System.Drawing.Point(104, 
48); 
   this.usern.Name = "usern"; 
   this.usern.Size = new System.Drawing.Size(160, 20); 
   this.usern.TabIndex = 0; 
   this.usern.Text = ""; 
   //  
   // passw 
   //  
   this.passw.Location = new System.Drawing.Point(104, 
88); 
   this.passw.Name = "passw"; 
   this.passw.Size = new System.Drawing.Size(160, 20); 
   this.passw.TabIndex = 1; 
   this.passw.Text = ""; 
   //  
   // label1 
   //  
   this.label1.Location = new System.Drawing.Point(16, 
48); 
   this.label1.Name = "label1"; 
   this.label1.Size = new System.Drawing.Size(72, 16); 
   this.label1.TabIndex = 2; 
   this.label1.Text = "User Name"; 
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   //  
   // label2 
   //  
   this.label2.Location = new System.Drawing.Point(16, 
88); 
   this.label2.Name = "label2"; 
   this.label2.Size = new System.Drawing.Size(72, 16); 
   this.label2.TabIndex = 3; 
   this.label2.Text = "Password"; 
   //  
   // button1 
   //  
   this.button1.DialogResult = 
System.Windows.Forms.DialogResult.OK; 
   this.button1.Location = new System.Drawing.Point(40, 
176); 
   this.button1.Name = "button1"; 
   this.button1.Size = new System.Drawing.Size(88, 32); 
   this.button1.TabIndex = 4; 
   this.button1.Text = "Ok"; 
   this.button1.Click += new 
System.EventHandler(this.button1_Click); 
   //  
   // button2 
   //  
   this.button2.DialogResult = 
System.Windows.Forms.DialogResult.Cancel; 
   this.button2.Location = new System.Drawing.Point(160, 
176); 
   this.button2.Name = "button2"; 
   this.button2.Size = new System.Drawing.Size(88, 32); 
   this.button2.TabIndex = 5; 
   this.button2.Text = "Cancel"; 
   //  
   // Login 
   //  
   this.AutoScaleBaseSize = new System.Drawing.Size(5, 
13); 
   this.ClientSize = new System.Drawing.Size(320, 269); 
   this.Controls.Add(this.button2); 
   this.Controls.Add(this.button1); 
   this.Controls.Add(this.label2); 
   this.Controls.Add(this.label1); 
   this.Controls.Add(this.passw); 
   this.Controls.Add(this.usern); 
   this.Name = "Login"; 
   this.StartPosition = 
System.Windows.Forms.FormStartPosition.CenterScreen; 
   this.Text = "MWDS login"; 
   this.Closing += new 
System.ComponentModel.CancelEventHandler(this.Login_Closing); 
   this.Load += new 
System.EventHandler(this.Login_Load); 
   this.ResumeLayout(false); 
 
  } 
  #endregion 
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  public string UserName; 
  public string Password; 
  private void Login_Closing(object sender, 
System.ComponentModel.CancelEventArgs e) 
  { 
   UserName = usern.Text; 
   Password = passw.Text; 
  } 
 
  private void Login_Load(object sender, System.EventArgs e) 
  { 
  } 
 
  private void button1_Click(object sender, System.EventArgs 
e) 
  { 
   
  } 
 } 
} 
8.4.2 TaskNavigator.cs 
using System; 
using System.Drawing; 
using System.Collections; 
using System.ComponentModel; 
using System.Windows.Forms; 
using System.Data; 
using System.IO; 
using System.Net; 
namespace Client 
{ 
 /// <summary> 
 /// Summary description for Form1. 
 /// </summary> 
 public class Form1 : System.Windows.Forms.Form 
 { 
  internal System.Windows.Forms.DataGrid gridTasks; 
  internal System.Windows.Forms.Button cmdRefresh; 
  internal System.Windows.Forms.Button cmdSubmit; 
  internal System.Windows.Forms.Button cmdClose; 
  internal System.Windows.Forms.TextBox txtStatus; 
  internal System.Windows.Forms.SaveFileDialog dlgSave; 
  internal System.Windows.Forms.OpenFileDialog dlgOpen; 
  internal System.Windows.Forms.ContextMenu mnuGrid; 
  internal System.Windows.Forms.MenuItem mnuDownload; 
  /// <summary> 
  /// Required designer variable. 
  /// </summary> 
  private System.ComponentModel.Container components = null; 
 
  public Form1() 
  { 
   // 
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   // Required for Windows Form Designer support 
   // 
   InitializeComponent(); 
 
   // 
   // TODO: Add any constructor code after 
InitializeComponent call 
   // 
  } 
 
  /// <summary> 
  /// Clean up any resources being used. 
  /// </summary> 
  protected override void Dispose( bool disposing ) 
  { 
   if( disposing ) 
   { 
    if (components != null)  
    { 
     components.Dispose(); 
    } 
   } 
   base.Dispose( disposing ); 
  } 
 
  #region Windows Form Designer generated code 
  /// <summary> 
  /// Required method for Designer support - do not modify 
  /// the contents of this method with the code editor. 
  /// </summary> 
  private void InitializeComponent() 
  { 
   this.gridTasks = new System.Windows.Forms.DataGrid(); 
   this.cmdRefresh = new System.Windows.Forms.Button(); 
   this.cmdSubmit = new System.Windows.Forms.Button(); 
   this.cmdClose = new System.Windows.Forms.Button(); 
   this.txtStatus = new System.Windows.Forms.TextBox(); 
   this.dlgSave = new 
System.Windows.Forms.SaveFileDialog(); 
   this.dlgOpen = new 
System.Windows.Forms.OpenFileDialog(); 
   this.mnuGrid = new 
System.Windows.Forms.ContextMenu(); 
   this.mnuDownload = new 
System.Windows.Forms.MenuItem(); 
  
 ((System.ComponentModel.ISupportInitialize)(this.gridTasks)).Begi
nInit(); 
   this.SuspendLayout(); 
   //  
   // gridTasks 
   //  
   this.gridTasks.CaptionText = "Current Registered 
Tasks"; 
   this.gridTasks.DataMember = ""; 
   this.gridTasks.HeaderForeColor = 
System.Drawing.SystemColors.ControlText; 
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   this.gridTasks.Location = new 
System.Drawing.Point(16, 120); 
   this.gridTasks.Name = "gridTasks"; 
   this.gridTasks.ReadOnly = true; 
   this.gridTasks.Size = new System.Drawing.Size(462, 
222); 
   this.gridTasks.TabIndex = 7; 
   this.gridTasks.MouseDown += new 
System.Windows.Forms.MouseEventHandler(this.gridTasks_MouseDown); 
   //  
   // cmdRefresh 
   //  
   this.cmdRefresh.Location = new 
System.Drawing.Point(128, 360); 
   this.cmdRefresh.Name = "cmdRefresh"; 
   this.cmdRefresh.Size = new System.Drawing.Size(92, 
24); 
   this.cmdRefresh.TabIndex = 15; 
   this.cmdRefresh.Text = "Refresh"; 
   this.cmdRefresh.Click += new 
System.EventHandler(this.cmdRefresh_Click); 
   //  
   // cmdSubmit 
   //  
   this.cmdSubmit.Location = new 
System.Drawing.Point(24, 360); 
   this.cmdSubmit.Name = "cmdSubmit"; 
   this.cmdSubmit.Size = new System.Drawing.Size(92, 
24); 
   this.cmdSubmit.TabIndex = 14; 
   this.cmdSubmit.Text = "Submit New"; 
   this.cmdSubmit.Click += new 
System.EventHandler(this.cmdSubmit_Click); 
   //  
   // cmdClose 
   //  
   this.cmdClose.Location = new 
System.Drawing.Point(392, 360); 
   this.cmdClose.Name = "cmdClose"; 
   this.cmdClose.Size = new System.Drawing.Size(92, 24); 
   this.cmdClose.TabIndex = 13; 
   this.cmdClose.Text = "Close"; 
   this.cmdClose.Click += new 
System.EventHandler(this.cmdClose_Click); 
   //  
   // txtStatus 
   //  
   this.txtStatus.Location = new 
System.Drawing.Point(16, 24); 
   this.txtStatus.Multiline = true; 
   this.txtStatus.Name = "txtStatus"; 
   this.txtStatus.ReadOnly = true; 
   this.txtStatus.Size = new System.Drawing.Size(462, 
94); 
   this.txtStatus.TabIndex = 16; 
   this.txtStatus.TabStop = false; 
   this.txtStatus.Text = ""; 
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   //  
   // dlgSave 
   //  
   this.dlgSave.FileName = "doc1"; 
   //  
   // dlgOpen 
   //  
   this.dlgOpen.Title = "Select Source File"; 
   this.dlgOpen.FileOk += new 
System.ComponentModel.CancelEventHandler(this.dlgOpen_FileOk); 
   //  
   // mnuGrid 
   //  
   this.mnuGrid.MenuItems.AddRange(new 
System.Windows.Forms.MenuItem[] { 
            
        
 this.mnuDownload}); 
   //  
   // mnuDownload 
   //  
   this.mnuDownload.Index = 0; 
   this.mnuDownload.Text = "Download Rendered File"; 
   this.mnuDownload.Click += new 
System.EventHandler(this.mnuDownload_Click); 
   //  
   // Form1 
   //  
   this.AutoScaleBaseSize = new System.Drawing.Size(5, 
13); 
   this.ClientSize = new System.Drawing.Size(504, 398); 
   this.Controls.Add(this.txtStatus); 
   this.Controls.Add(this.cmdRefresh); 
   this.Controls.Add(this.cmdSubmit); 
   this.Controls.Add(this.cmdClose); 
   this.Controls.Add(this.gridTasks); 
   this.Name = "Form1"; 
   this.StartPosition = 
System.Windows.Forms.FormStartPosition.CenterScreen; 
   this.Text = "Client"; 
   this.Load += new 
System.EventHandler(this.Form1_Load); 
   this.Closed += new 
System.EventHandler(this.Form1_Closed); 
  
 ((System.ComponentModel.ISupportInitialize)(this.gridTasks)).EndI
nit(); 
   this.ResumeLayout(false); 
 
  } 
  #endregion 
 
  /// <summary> 
  /// The main entry point for the application. 
  /// </summary> 
  [STAThread] 
  static void Main()  
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  { 
   Application.Run(new Form1()); 
  } 
 
  private void cmdSubmit_Click(object sender, 
System.EventArgs e) 
  { 
   if (dlgOpen.ShowDialog() == DialogResult.OK) 
   { 
    //Dim fs As New FileStream(dlgOpen.FileName, 
FileMode.Open); 
    FileStream fs = new 
FileStream(dlgOpen.FileName, FileMode.Open); 
    byte[] Buffer = new byte[1024];  
    //Dim Buffer As Byte(); 
    fs.Read(Buffer, 0, Buffer.Length); 
    fs.Close(); 
 
    //Dim Guid As Guid = Proxy.SubmitTask(Buffer, 
dlgOpen.FileName); 
    Guid  Guid = Proxy.SubmitTask(Buffer, 
dlgOpen.FileName); 
    Display("Task submitted. Confirmation: " + 
Guid.ToString()); 
   } 
  } 
 
  private void dlgOpen_FileOk(object sender, 
System.ComponentModel.CancelEventArgs e) 
  { 
   
  } 
 
  private void cmdRefresh_Click(object sender, 
System.EventArgs e) 
  { 
   SetUpForm(); 
  } 
 
  private void cmdClose_Click(object sender, System.EventArgs 
e) 
  { 
   this.Close(); 
  } 
  // Holds a reference to the ProcessService. 
  private MWDS_users.localhost.Service1 Proxy = new 
MWDS_users.localhost.Service1(); 
 
 
  private void Form1_Load(object sender, System.EventArgs e) 
  { 
   this.Show(); 
 
   // Try to authenticate the user. 
   if (Login()) 
   { 
    Display("Successfully logged in."); 
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    //MessageBox.Show("successfuly logged in"); 
    SetUpForm(); 
   } 
   else 
   { 
    MessageBox.Show("no way to log in"); 
    Application.Exit(); 
   } 
  } 
  private void SetUpForm() 
  { 
   DataSet Tasks; 
   Tasks = Proxy.GetTasks(false); 
   Display("List of " + 
Tasks.Tables[0].Rows.Count.ToString() + " current task(s) retrieved."); 
   gridTasks.DataSource = Tasks.Tables[0]; 
  } 
  private bool Login() 
  { 
   Login frmLogin = new Login(); //Dim frmLogin As New 
Login(); 
 
   while (frmLogin.ShowDialog() == DialogResult.OK)  // 
Do While 
   { 
    this.Focus(); 
    // Create the SOAP header with the user name 
and password. 
    MWDS_users.localhost.TicketHeader Ticket = new 
MWDS_users.localhost.TicketHeader(); //Dim Ticket As New 
localhost.TicketHeader(); 
    Ticket.UserName = frmLogin.UserName; 
    Ticket.Password = frmLogin.Password; 
    // Assign the header to the proxy instance. 
    Proxy.TicketHeaderValue = Ticket; 
    //MessageBox.Show(Ticket.UserName+ " 
"+Ticket.Password.ToString()); 
    // Try to log in. 
    if (Proxy.Login())  
    { 
     //MessageBox.Show("Proxy.Login"); 
     return true; 
    } 
   }// Loop; 
   // Login was cancelled. 
   return false; 
  } 
 
  private void Form1_Closed(object sender, System.EventArgs 
e) 
  { 
   Proxy.Logout(); 
  } 
  private void Display(string message) 
  { 
   txtStatus.Text += message; 
   txtStatus.Text += System.Environment.NewLine; 
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  } 
  private void gridTasks_MouseDown(object sender, 
System.Windows.Forms.MouseEventArgs e) 
  { 
   if (e.Button == MouseButtons.Right) 
   { 
    DataGrid.HitTestInfo HitInfo; //Dim HitInfo As 
DataGrid.HitTestInfo; 
    HitInfo = gridTasks.HitTest(e.X, e.Y); 
    if (HitInfo.Type == DataGrid.HitTestType.Cell) 
    { 
     //if (gridTasks.Item(HitInfo.Row, 
4).ToString() != "") 
     if (gridTasks[HitInfo.Row, 4].ToString() 
!= "") 
     { 
      // This file can be downloaded.  
      // Select the corresponding row. 
      gridTasks.CurrentRowIndex = 
HitInfo.Row; 
      // Show menu. 
      mnuGrid.Show(gridTasks, new 
Point(e.X, e.Y)); 
     } 
    } 
   } 
  } 
  void mnuDownload_Click(object sender, System.EventArgs e) 
  { 
   //Dim FileToDownload As String = 
gridTasks.Item(gridTasks.CurrentRowIndex, 4).ToString(); 
   string FileToDownload = 
gridTasks[gridTasks.CurrentRowIndex,4].ToString(); 
   dlgSave.FileName = 
gridTasks[gridTasks.CurrentRowIndex, 5].ToString() + ".rendered"; 
   if (dlgSave.ShowDialog() == DialogResult.OK) 
   { 
    // Copy the file. 
    File.Copy(FileToDownload, dlgSave.FileName, 
true); 
   } 
  } 
 } 
} 
8.5 MWDS_NVC 
8.5.1 Login.cs (same as in MWDS_users) 
8.5.2 Task Processing viewer 
using System; 
using System.Drawing; 
using System.Collections; 
using System.ComponentModel; 
using System.Windows.Forms; 
using System.Data; 
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using System.IO; 
using System.Net; 
namespace Client 
{ 
 /// <summary> 
 /// Summary description for Form1. 
 /// </summary> 
 
 public class Form1 : System.Windows.Forms.Form 
 { 
  internal System.Windows.Forms.Button cmdRefresh; 
  internal System.Windows.Forms.Button cmdSubmit; 
  internal System.Windows.Forms.Button cmdClose; 
  internal System.Windows.Forms.TextBox txtStatus; 
  internal System.Windows.Forms.SaveFileDialog dlgSave; 
  internal System.Windows.Forms.OpenFileDialog dlgOpen; 
  internal System.Windows.Forms.ContextMenu mnuGrid; 
  internal System.Windows.Forms.MenuItem mnuDownload; 
  /// <summary> 
  /// Required designer variable. 
  /// </summary> 
  private System.ComponentModel.Container components = null; 
  private bool looping=true; 
  public Form1() 
  { 
   // 
   // Required for Windows Form Designer support 
   // 
   InitializeComponent(); 
 
   // 
   // TODO: Add any constructor code after 
InitializeComponent call 
   // 
  } 
 
  /// <summary> 
  /// Clean up any resources being used. 
  /// </summary> 
  protected override void Dispose( bool disposing ) 
  { 
   if( disposing ) 
   { 
    if (components != null)  
    { 
     components.Dispose(); 
    } 
   } 
   base.Dispose( disposing ); 
  } 
 
  #region Windows Form Designer generated code 
  /// <summary> 
  /// Required method for Designer support - do not modify 
  /// the contents of this method with the code editor. 
  /// </summary> 
  private void InitializeComponent() 
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  { 
   this.cmdRefresh = new System.Windows.Forms.Button(); 
   this.cmdSubmit = new System.Windows.Forms.Button(); 
   this.cmdClose = new System.Windows.Forms.Button(); 
   this.txtStatus = new System.Windows.Forms.TextBox(); 
   this.dlgSave = new 
System.Windows.Forms.SaveFileDialog(); 
   this.dlgOpen = new 
System.Windows.Forms.OpenFileDialog(); 
   this.mnuGrid = new 
System.Windows.Forms.ContextMenu(); 
   this.mnuDownload = new 
System.Windows.Forms.MenuItem(); 
   this.SuspendLayout(); 
   //  
   // cmdRefresh 
   //  
   this.cmdRefresh.Location = new 
System.Drawing.Point(128, 360); 
   this.cmdRefresh.Name = "cmdRefresh"; 
   this.cmdRefresh.Size = new System.Drawing.Size(92, 
24); 
   this.cmdRefresh.TabIndex = 15; 
   this.cmdRefresh.Text = "stop"; 
   this.cmdRefresh.Click += new 
System.EventHandler(this.cmdRefresh_Click); 
   //  
   // cmdSubmit 
   //  
   this.cmdSubmit.Location = new 
System.Drawing.Point(24, 360); 
   this.cmdSubmit.Name = "cmdSubmit"; 
   this.cmdSubmit.Size = new System.Drawing.Size(92, 
24); 
   this.cmdSubmit.TabIndex = 14; 
   this.cmdSubmit.Text = "start"; 
   this.cmdSubmit.Click += new 
System.EventHandler(this.cmdSubmit_Click); 
   //  
   // cmdClose 
   //  
   this.cmdClose.Location = new 
System.Drawing.Point(392, 360); 
   this.cmdClose.Name = "cmdClose"; 
   this.cmdClose.Size = new System.Drawing.Size(92, 24); 
   this.cmdClose.TabIndex = 13; 
   this.cmdClose.Text = "Close"; 
   this.cmdClose.Click += new 
System.EventHandler(this.cmdClose_Click); 
   //  
   // txtStatus 
   //  
   this.txtStatus.Location = new 
System.Drawing.Point(16, 24); 
   this.txtStatus.Multiline = true; 
   this.txtStatus.Name = "txtStatus"; 
   this.txtStatus.ReadOnly = true; 
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   this.txtStatus.ScrollBars = 
System.Windows.Forms.ScrollBars.Vertical; 
   this.txtStatus.Size = new System.Drawing.Size(462, 
312); 
   this.txtStatus.TabIndex = 16; 
   this.txtStatus.TabStop = false; 
   this.txtStatus.Text = ""; 
   //  
   // dlgSave 
   //  
   this.dlgSave.FileName = "doc1"; 
   //  
   // dlgOpen 
   //  
   this.dlgOpen.Title = "Select Source File"; 
   //  
   // mnuGrid 
   //  
   this.mnuGrid.MenuItems.AddRange(new 
System.Windows.Forms.MenuItem[] { 
            
        
 this.mnuDownload}); 
   //  
   // mnuDownload 
   //  
   this.mnuDownload.Index = 0; 
   this.mnuDownload.Text = "Download Rendered File"; 
   //  
   // Form1 
   //  
   this.AutoScaleBaseSize = new System.Drawing.Size(5, 
13); 
   this.ClientSize = new System.Drawing.Size(504, 398); 
   this.Controls.Add(this.txtStatus); 
   this.Controls.Add(this.cmdRefresh); 
   this.Controls.Add(this.cmdSubmit); 
   this.Controls.Add(this.cmdClose); 
   this.Name = "Form1"; 
   this.StartPosition = 
System.Windows.Forms.FormStartPosition.CenterScreen; 
   this.Text = "Normal Volunteer Client"; 
   this.Load += new 
System.EventHandler(this.Form1_Load); 
   this.Closed += new 
System.EventHandler(this.Form1_Closed); 
   this.ResumeLayout(false); 
 
  } 
  #endregion 
 
  /// <summary> 
  /// The main entry point for the application. 
  /// </summary> 
  [STAThread] 
  static void Main()  
  { 
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   Application.Run(new Form1()); 
  } 
 
  private void cmdSubmit_Click(object sender, 
System.EventArgs e) 
  { 
   bool ThereIsAtask= false; 
   cmdRefresh.Enabled = true; 
   cmdSubmit.Enabled = false; 
   //looping = true; 
   //do  
    //  { 
       Display("-----------------------------------
------------------------------"); 
       Display("Starting Recieving Tasks ... "); 
       //------------------------------------------
------------- 
       string TaskContent=""; 
       MWDS_NVC.localhost.resultdet res= new 
MWDS_NVC.localhost.resultdet(); 
       //resultsD res = new resultsD(); 
       //TaskD task ; 
       DataSet ds ; 
       try 
       { 
 
        ds=Proxy.DoWork(1); 
        if (ds.Tables[0].Rows.Count!=0)  
        { 
         ThereIsAtask=true ; 
         
TaskContent=ds.Tables["task"].Rows[0]["TaskContent"].ToString(); 
         //TaskContent= 
task.TaskContent.ToString(); 
         res.sTime=DateTime.Now; 
         
res.UserID=Convert.ToInt16(ds.Tables["task"].Rows[0]["UserID"].ToString
()); 
         //res.UserID= task.UserID; 
         Guid taskG = new 
Guid(ds.Tables["task"].Rows[0]["ID"].ToString()); 
         res.TaskGUID=taskG; 
         //res.TaskGUID= task.TaskGUID; 
         
//MessageBox.Show("Proxy.Login"); 
         Display("-----------------------
------------------------------------------"); 
         Display("Task "+ 
taskG.ToString() +" recieved..."); 
         //MessageBox.Show(TaskContent); 
        }  
        else 
        { 
         WasteTime(60000000); 
         Display("No tasks available ... 
"); 
       //  continue; 
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        } 
       } 
       catch //(Exception ee) 
       { 
        Display("-----------------------------
------------------------------------"); 
        Display("No Tasks available ... "); // 
+ ee.Message); 
       } 
       //------------------------------------------
------------- 
       // run the task using DynamicRun class 
       object result; 
       object obj; 
       try 
       {  
        if (ThereIsAtask) 
        { 
         obj = 
DynamicRun.compiling(TaskContent); 
         
//MessageBox.Show(obj.ToString()); 
         result= 
DynamicRun.runnning(obj); 
         
//MessageBox.Show(result.ToString()); 
         res.eTime=DateTime.Now; 
         
res.ResultContent=result.ToString(); 
         Proxy.resultdetValue=res; 
         bool checkSending = 
Proxy.sendresult(); 
         if (checkSending) 
          Display("Result recorded 
..."); 
        } 
       } 
       catch(Exception ee) 
       { 
        Display(ee.Message); 
       } 
      //} while (looping); 
    //---------------------------------------------
------------ 
  } 
  private void cmdRefresh_Click(object sender, 
System.EventArgs e) 
  { 
   //SetUpForm(); 
   looping = false; 
   cmdRefresh.Enabled = false; 
   cmdSubmit.Enabled = true; 
  } 
 
  private void cmdClose_Click(object sender, System.EventArgs 
e) 
  { 
  
 185 
   this.Close(); 
  } 
  // Holds a reference to the ProcessService. 
  private MWDS_NVC.localhost.Service1 Proxy = new 
MWDS_NVC.localhost.Service1(); 
 
 
  private void Form1_Load(object sender, System.EventArgs e) 
  { 
   this.Show(); 
 
   // Try to authenticate the user. 
   if (Login()) 
   { 
    Display("Successfully logged in."); 
    //MessageBox.Show("successfuly logged in"); 
    SetUpForm(); 
   } 
   else 
   { 
    //MessageBox.Show("no way to log in"); 
    Application.Exit(); 
   } 
  } 
  private void SetUpForm() 
  { 
  } 
  private bool Login() 
  { 
   Login frmLogin = new Login(); //Dim frmLogin As New 
Login(); 
 
   while (frmLogin.ShowDialog() == DialogResult.OK)  // 
Do While 
   { 
    this.Focus(); 
    // Create the SOAP header with the user name 
and password. 
    MWDS_NVC.localhost.TicketHeader Ticket = new 
MWDS_NVC.localhost.TicketHeader(); //Dim Ticket As New 
localhost.TicketHeader(); 
    Ticket.UserName = frmLogin.UserName; 
    Ticket.Password = frmLogin.Password; 
    // Assign the header to the proxy instance. 
    Proxy.TicketHeaderValue = Ticket; 
    //MessageBox.Show(Ticket.UserName+ " 
"+Ticket.Password.ToString()); 
    // Try to log in. 
    if (Proxy.Login())  
    { 
     //MessageBox.Show("Proxy.Login"); 
     return true; 
    } 
   }// Loop; 
   // Login was cancelled. 
   return false; 
  } 
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  private void Form1_Closed(object sender, System.EventArgs 
e) 
  { 
   Proxy.Logout(); 
  } 
//---------------------------------------------------------------------
---------- 
  private void Display(string message) 
  { 
   txtStatus.Text += message; 
   txtStatus.Text += System.Environment.NewLine; 
  } 
//---------------------------------------------------------------------
---------- 
  private void WasteTime(int seconds  ) 
  { 
   DateTime StartTime  =  new DateTime(); 
   StartTime  =   DateTime.Now; 
 
   do 
   { 
   } 
   while( DateTime.Now <= 
(StartTime.AddSeconds(seconds))); 
  } 
 } 
} 
ResultDBClass 
using System; 
 
namespace Client 
{ 
 public class resultsD 
  {   
   public int UserID;       
   public DateTime sTime; 
   public DateTime eTime; 
   public Guid  TaskGUID; 
   public string ResultContent; 
  } 
 } 
 
8.6 MWDS_SVC - solution 
8.6.1 ClientAssembly – project 
8.6.2 Login.cs: same as in MWDS_users project 
8.6.3 RemoteCode.cs 
using System; 
using System.Windows.Forms; 
using TRunner; 
using Microsoft.CSharp; //We are building a CSharp class 
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using System.CodeDom.Compiler; 
using System.Reflection; 
namespace ClientAssembly 
{ 
 /// <summary> 
 /// Summary description for RemotePiCalculator. 
 /// </summary> 
 public class RemoteCode 
 { 
  public RemoteCode() 
  { 
  } 
  static object loObject; 
  public static object compiling(String textCode) 
  { 
   string lcCode = @"using System;"; 
   lcCode = lcCode + @"using SharedAssembly;"; 
   lcCode = lcCode + @"namespace primeClass{"; 
   lcCode = lcCode + @"public class myPrime: 
MarshalByRefObject, ITask{"; 
   lcCode = lcCode + @"public object run(){"; 
   lcCode = lcCode + textCode; 
   //lcCode = lcCode + textCode; 
   lcCode = lcCode + @"}}}"; 
   ICodeCompiler loCompiler = new 
CSharpCodeProvider().CreateCompiler(); 
   CompilerParameters loParameters = new 
CompilerParameters(); 
 
   // *** Start by adding any referenced assemblies 
   loParameters.ReferencedAssemblies.Add("System.dll"); 
  
 loParameters.ReferencedAssemblies.Add("SharedAssembly.dll"); 
 
   // *** Load the resulting assembly into memory 
   loParameters.GenerateInMemory = true; 
    
   // *** Now compile the whole thing 
   CompilerResults loCompiled = 
loCompiler.CompileAssemblyFromSource(loParameters,lcCode); 
 
   if (loCompiled.Errors.HasErrors)  
   { 
    string lcErrorMsg = ""; 
 
    // *** Create Error String 
    lcErrorMsg = loCompiled.Errors.Count.ToString() 
+ " Errors:"; 
    for (int x=0;x<loCompiled.Errors.Count;x++)  
     lcErrorMsg = lcErrorMsg  + "\r\nLine: " + 
loCompiled.Errors[x].Line.ToString() + " - " +  
      loCompiled.Errors[x].ErrorText; 
  
 
    MessageBox.Show(lcErrorMsg + "\r\n\r\n" + 
lcCode,"Compiler Error",MessageBoxButtons.OK,MessageBoxIcon.Error); 
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    return null; 
   } 
   Assembly loAssembly = loCompiled.CompiledAssembly; 
   // *** Retrieve an object reference - since this 
object is 'dynamic' we can't explicitly 
   // *** type it so it's of type Object 
   loObject  = 
loAssembly.CreateInstance("primeClass.myPrime"); 
   if (loObject == null)  
   { 
    MessageBox.Show("Couldn't load class."); 
    return null; 
   } 
   return loObject; 
  } 
  public static string runnning(object loObject, string 
mname) 
  { 
   //object[] loCodeParms = new object[2]; 
   //loCodeParms[0] = 2; 
   //loCodeParms[1] = 100; 
   try  
   { 
    object loResult = 
loObject.GetType().InvokeMember("run", 
    
 BindingFlags.InvokeMethod,null,loObject,null); //loCodeParms); 
    //string ltNow = (string) loResult; 
    // MessageBox.Show("Method Call 
Result:\r\n\r\n" + loResult.ToString(),"Compiler 
Demo",MessageBoxButtons.OK,MessageBoxIcon.Information); 
    //label4.Text ="Compilation success..."; 
   } 
   catch(Exception loError)  
   { 
    //label4.Text = "Error, could not generate your 
remote code..."; 
    MessageBox.Show(loError.Message,"Compiler 
Error",MessageBoxButtons.OK,MessageBoxIcon.Information); 
   } 
 
   if (loObject==null) 
   { 
    MessageBox.Show("object is not assigned 
value"); 
    return null; 
   } 
   //int n1 = Convert.ToInt16(textBox2.Text); 
   //int n2 = Convert.ToInt16(textBox3.Text); 
   //string mname = "localhost"; //txtStatus.Text; 
   // call GetResult on RemoteCode class 
   try  
   { 
    MessageBox.Show("Try connecting to: " + mname); 
    TRunner.TRunner retObj = 
RemoteCode.connecting(mname);  
    //MessageBox.Show("sending Task..."); 
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    retObj.setTask((SharedAssembly.ITask)loObject); 
    //MessageBox.Show("Recieving result..."); 
    string result = retObj.useTask().ToString(); 
    MessageBox.Show("success in sending tasks and 
recieving results"); 
    return result; 
   } 
   catch  
   { 
   MessageBox.Show("Unable to connect with : "+mname); 
    return null; 
   } 
  } 
 
  public static TRunner.TRunner connecting(String 
MachineName) 
  { 
   TRunner.TRunner remObject=null; 
   try 
   { 
    int portno = 6123; 
    
   Type typeofRI = typeof(TRunner.TRunner); 
   remObject = (TRunner.TRunner)Activator.GetObject( 
    typeofRI, 
   
 "tcp://"+MachineName+":"+portno+"/MWDS_PRJ");//ParachuteExample 
  
   } 
   catch(Exception ex) 
   { 
    MessageBox.Show("Need to run ServerAssembly on 
machine " + MachineName); 
    throw(ex); 
   } 
    
   return remObject; 
  } 
 } 
} 
8.6.4 SerializeConfiguration.cs 
using System; 
using System.IO; 
using System.Runtime.Serialization; 
using System.Runtime.Serialization.Formatters.Binary; 
using System.Windows.Forms; 
 
namespace addmachines 
{ 
 /// <summary> 
 /// Summary description for SerializeConfiguration. 
 /// </summary> 
 public class SerializeConfiguration 
 { 
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  private SerializeConfiguration() 
  { 
  } 
  public static Configuration m_Configuration = new 
Configuration(); 
 
  private static String GetConfigFilePath() 
  { 
   return 
Path.GetDirectoryName(Application.ExecutablePath) + @"\config.dat"; 
  } 
  public static void SaveSettings() 
  { 
   Stream Wf = null; 
   try 
   { 
    FileInfo FI = new 
FileInfo(GetConfigFilePath()); 
    Wf = FI.OpenWrite(); 
    //MessageBox.Show(Wf.ToString()); 
    BinaryFormatter BF = new BinaryFormatter(); 
     
    BF.Serialize(Wf, m_Configuration); 
   } 
   catch(Exception FIe) 
   { 
    MessageBox.Show(FIe.Message); 
   } 
   finally 
   { 
    if (Wf != null) 
    { 
     Wf.Close(); 
    } 
   } 
  } 
  public static void LoadSettings() 
  { 
   Stream Rf = null; 
   try 
   { 
    FileInfo FI = new 
FileInfo(GetConfigFilePath()); 
    if (FI.Exists) 
    { 
     Rf = FI.OpenRead(); 
 
     BinaryFormatter BF = new 
BinaryFormatter(); 
 
     Configuration Tmp = (Configuration) 
BF.Deserialize(Rf); 
     m_Configuration.Machines.Clear(); 
     m_Configuration = Tmp; 
    }  
    else 
    { 
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     m_Configuration.Machines.Clear(); 
    } 
 
   } 
   catch(Exception eF) 
   { 
    MessageBox.Show (eF.Message); 
   } 
   finally 
   { 
    if (Rf != null) 
    { 
     Rf.Close(); 
    } 
   } 
  } 
 
  public static void DeleteFile() 
  { 
   Stream Wf = null; 
   try 
   { 
    FileInfo FI = new 
FileInfo(GetConfigFilePath()); 
    if (FI.Exists) 
    { 
     FI.Delete(); 
    }  
    else 
    { 
     MessageBox.Show("File Does not exist"); 
    } 
    //BinaryFormatter BF = new BinaryFormatter(); 
    //BF.Serialize(Write, m_Configuration); 
   } 
   catch(Exception FIe) 
   { 
    MessageBox.Show(FIe.Message); 
   } 
   finally 
   { 
    if (Wf != null) 
    { 
     Wf.Close(); 
    } 
   } 
  } 
 } 
} 
8.6.5 ConfigureForm.cs 
using System; 
using System.Drawing; 
using System.Collections; 
using System.ComponentModel; 
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using System.Windows.Forms; 
 
namespace ClientAssembly 
{ 
 /// <summary> 
 /// Summary description for ConfigureForm. 
 /// </summary> 
 public class ConfigureForm : System.Windows.Forms.Form 
 { 
  private System.Windows.Forms.Button OkBtn; 
  private System.Windows.Forms.Button CancelBtn; 
  private System.Windows.Forms.GroupBox groupBox1; 
  private System.Windows.Forms.ListBox MachinesListBox; 
  private System.Windows.Forms.Button AddBtn; 
  private System.Windows.Forms.Button ModifyBtn; 
  private System.Windows.Forms.Button DeleteBtn; 
  private System.Windows.Forms.Label label1; 
  private System.Windows.Forms.TextBox MachineTextBox; 
  private ArrayList Machines = null; 
  private System.Windows.Forms.Button button1; 
 
  /// <summary> 
  /// Required designer variable. 
  /// </summary> 
  private System.ComponentModel.Container components = null; 
 
  public ConfigureForm(ArrayList Machines) 
  { 
   this.Machines = Machines; 
   InitializeComponent(); 
   ActiveControl = MachineTextBox; 
 
   foreach (String S in Machines) 
   { 
    MachinesListBox.Items.Add(S); 
   } 
 
   if (MachinesListBox.Items.Count > 0) 
   { 
    MachinesListBox.SelectedIndex = 0; 
   } 
  } 
 
  /// <summary> 
  /// Clean up any resources being used. 
  /// </summary> 
  protected override void Dispose( bool disposing ) 
  { 
   if( disposing ) 
   { 
    if(components != null) 
    { 
     components.Dispose(); 
    } 
   } 
   base.Dispose( disposing ); 
  } 
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  #region Windows Form Designer generated code 
  /// <summary> 
  /// Required method for Designer support - do not modify 
  /// the contents of this method with the code editor. 
  /// </summary> 
  private void InitializeComponent() 
  { 
   this.OkBtn = new System.Windows.Forms.Button(); 
   this.CancelBtn = new System.Windows.Forms.Button(); 
   this.groupBox1 = new System.Windows.Forms.GroupBox(); 
   this.MachineTextBox = new 
System.Windows.Forms.TextBox(); 
   this.label1 = new System.Windows.Forms.Label(); 
   this.DeleteBtn = new System.Windows.Forms.Button(); 
   this.ModifyBtn = new System.Windows.Forms.Button(); 
   this.AddBtn = new System.Windows.Forms.Button(); 
   this.MachinesListBox = new 
System.Windows.Forms.ListBox(); 
   this.button1 = new System.Windows.Forms.Button(); 
   this.groupBox1.SuspendLayout(); 
   this.SuspendLayout(); 
   //  
   // OkBtn 
   //  
   this.OkBtn.Anchor = 
((System.Windows.Forms.AnchorStyles)((System.Windows.Forms.AnchorStyles
.Bottom | System.Windows.Forms.AnchorStyles.Left))); 
   this.OkBtn.Location = new System.Drawing.Point(80, 
450); 
   this.OkBtn.Name = "OkBtn"; 
   this.OkBtn.Size = new System.Drawing.Size(62, 20); 
   this.OkBtn.TabIndex = 1; 
   this.OkBtn.Text = "&OK"; 
   this.OkBtn.Click += new 
System.EventHandler(this.OkBtn_Click); 
   //  
   // CancelBtn 
   //  
   this.CancelBtn.Anchor = 
((System.Windows.Forms.AnchorStyles)((System.Windows.Forms.AnchorStyles
.Bottom | System.Windows.Forms.AnchorStyles.Left))); 
   this.CancelBtn.DialogResult = 
System.Windows.Forms.DialogResult.Cancel; 
   this.CancelBtn.Location = new 
System.Drawing.Point(168, 450); 
   this.CancelBtn.Name = "CancelBtn"; 
   this.CancelBtn.Size = new System.Drawing.Size(63, 
20); 
   this.CancelBtn.TabIndex = 2; 
   this.CancelBtn.Text = "&Cancel"; 
   //  
   // groupBox1 
   //  
   this.groupBox1.Anchor = 
((System.Windows.Forms.AnchorStyles)((((System.Windows.Forms.AnchorStyl
es.Top | System.Windows.Forms.AnchorStyles.Bottom)  
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    | System.Windows.Forms.AnchorStyles.Left)  
    | System.Windows.Forms.AnchorStyles.Right))); 
   this.groupBox1.Controls.Add(this.MachineTextBox); 
   this.groupBox1.Controls.Add(this.label1); 
   this.groupBox1.Controls.Add(this.DeleteBtn); 
   this.groupBox1.Controls.Add(this.ModifyBtn); 
   this.groupBox1.Controls.Add(this.AddBtn); 
   this.groupBox1.Controls.Add(this.MachinesListBox); 
   this.groupBox1.Location = new System.Drawing.Point(5, 
7); 
   this.groupBox1.Name = "groupBox1"; 
   this.groupBox1.Size = new System.Drawing.Size(309, 
435); 
   this.groupBox1.TabIndex = 0; 
   this.groupBox1.TabStop = false; 
   this.groupBox1.Text = "Nodes in SVC"; 
   this.groupBox1.Enter += new 
System.EventHandler(this.groupBox1_Enter); 
   //  
   // MachineTextBox 
   //  
   this.MachineTextBox.Anchor = 
((System.Windows.Forms.AnchorStyles)(((System.Windows.Forms.AnchorStyle
s.Bottom | System.Windows.Forms.AnchorStyles.Left)  
    | System.Windows.Forms.AnchorStyles.Right))); 
   this.MachineTextBox.Location = new 
System.Drawing.Point(72, 370); 
   this.MachineTextBox.Name = "MachineTextBox"; 
   this.MachineTextBox.Size = new 
System.Drawing.Size(221, 20); 
   this.MachineTextBox.TabIndex = 2; 
   this.MachineTextBox.Text = ""; 
   this.MachineTextBox.TextChanged += new 
System.EventHandler(this.MachineTextBox_TextChanged); 
   //  
   // label1 
   //  
   this.label1.Anchor = 
((System.Windows.Forms.AnchorStyles)(((System.Windows.Forms.AnchorStyle
s.Bottom | System.Windows.Forms.AnchorStyles.Left)  
    | System.Windows.Forms.AnchorStyles.Right))); 
   this.label1.Location = new System.Drawing.Point(8, 
370); 
   this.label1.Name = "label1"; 
   this.label1.Size = new System.Drawing.Size(48, 20); 
   this.label1.TabIndex = 1; 
   this.label1.Text = "Mac&hine:"; 
   //  
   // DeleteBtn 
   //  
   this.DeleteBtn.Anchor = 
((System.Windows.Forms.AnchorStyles)((System.Windows.Forms.AnchorStyles
.Bottom | System.Windows.Forms.AnchorStyles.Left))); 
   this.DeleteBtn.Enabled = false; 
   this.DeleteBtn.Location = new 
System.Drawing.Point(200, 402); 
   this.DeleteBtn.Name = "DeleteBtn"; 
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   this.DeleteBtn.Size = new System.Drawing.Size(62, 
20); 
   this.DeleteBtn.TabIndex = 6; 
   this.DeleteBtn.Text = "&Delete"; 
   this.DeleteBtn.Click += new 
System.EventHandler(this.DeleteBtn_Click); 
   //  
   // ModifyBtn 
   //  
   this.ModifyBtn.Anchor = 
((System.Windows.Forms.AnchorStyles)((System.Windows.Forms.AnchorStyles
.Bottom | System.Windows.Forms.AnchorStyles.Left))); 
   this.ModifyBtn.Enabled = false; 
   this.ModifyBtn.Location = new 
System.Drawing.Point(120, 402); 
   this.ModifyBtn.Name = "ModifyBtn"; 
   this.ModifyBtn.Size = new System.Drawing.Size(62, 
20); 
   this.ModifyBtn.TabIndex = 5; 
   this.ModifyBtn.Text = "Modif&y..."; 
   this.ModifyBtn.Click += new 
System.EventHandler(this.ModifyBtn_Click); 
   //  
   // AddBtn 
   //  
   this.AddBtn.Anchor = 
((System.Windows.Forms.AnchorStyles)((System.Windows.Forms.AnchorStyles
.Bottom | System.Windows.Forms.AnchorStyles.Left))); 
   this.AddBtn.Enabled = false; 
   this.AddBtn.Location = new System.Drawing.Point(32, 
402); 
   this.AddBtn.Name = "AddBtn"; 
   this.AddBtn.Size = new System.Drawing.Size(63, 20); 
   this.AddBtn.TabIndex = 4; 
   this.AddBtn.Text = "&Add..."; 
   this.AddBtn.Click += new 
System.EventHandler(this.AddBtn_Click); 
   //  
   // MachinesListBox 
   //  
   this.MachinesListBox.Anchor = 
((System.Windows.Forms.AnchorStyles)((((System.Windows.Forms.AnchorStyl
es.Top | System.Windows.Forms.AnchorStyles.Bottom)  
    | System.Windows.Forms.AnchorStyles.Left)  
    | System.Windows.Forms.AnchorStyles.Right))); 
   this.MachinesListBox.Location = new 
System.Drawing.Point(13, 24); 
   this.MachinesListBox.Name = "MachinesListBox"; 
   this.MachinesListBox.Size = new 
System.Drawing.Size(283, 329); 
   this.MachinesListBox.TabIndex = 0; 
   this.MachinesListBox.SelectedIndexChanged += new 
System.EventHandler(this.MachinesListBox_SelectedIndexChanged); 
   //  
   // button1 
   //  
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   this.button1.Location = new System.Drawing.Point(240, 
448); 
   this.button1.Name = "button1"; 
   this.button1.Size = new System.Drawing.Size(64, 24); 
   this.button1.TabIndex = 3; 
   this.button1.Text = "Delete"; 
   this.button1.Click += new 
System.EventHandler(this.button1_Click); 
   //  
   // ConfigureForm 
   //  
   this.AcceptButton = this.OkBtn; 
   this.AutoScaleBaseSize = new System.Drawing.Size(5, 
13); 
   this.BackColor = System.Drawing.Color.Teal; 
   this.CancelButton = this.CancelBtn; 
   this.ClientSize = new System.Drawing.Size(320, 485); 
   this.Controls.Add(this.button1); 
   this.Controls.Add(this.groupBox1); 
   this.Controls.Add(this.CancelBtn); 
   this.Controls.Add(this.OkBtn); 
   this.MaximizeBox = false; 
   this.MinimizeBox = false; 
   this.MinimumSize = new System.Drawing.Size(328, 512); 
   this.Name = "ConfigureForm"; 
   this.SizeGripStyle = 
System.Windows.Forms.SizeGripStyle.Show; 
   this.StartPosition = 
System.Windows.Forms.FormStartPosition.CenterParent; 
   this.Text = "Add Computer To SVC"; 
   this.Load += new 
System.EventHandler(this.ConfigureForm_Load); 
   this.groupBox1.ResumeLayout(false); 
   this.ResumeLayout(false); 
 
  } 
  #endregion 
 
  private void EnableDisableButtons() 
  { 
   AddBtn.Enabled = MachineTextBox.Text.Length > 0; 
   ModifyBtn.Enabled = MachineTextBox.Text.Length > 0 && 
MachinesListBox.SelectedIndex >= 0; 
   DeleteBtn.Enabled = MachinesListBox.Items.Count > 0; 
  } 
 
  private void MachineTextBox_TextChanged(object sender, 
System.EventArgs e) 
  { 
   EnableDisableButtons(); 
  } 
 
  private bool MachineAlreadyInGrid(String Machine) 
  { 
   bool Result = false; 
 
   String Text = Machine.Trim(); 
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   foreach (String S in MachinesListBox.Items) 
   { 
    if (String.Compare(Text, S, true) == 0) 
    { 
     Result = true; 
     break; 
    } 
   } 
 
   return Result; 
  } 
 
  private void AddBtn_Click(object sender, System.EventArgs 
e) 
  { 
   if (MachineAlreadyInGrid(MachineTextBox.Text)) 
   { 
    MessageBox.Show("Machine " + 
MachineTextBox.Text + " is already in the cluster"); 
   } 
   else 
   { 
   
 MachinesListBox.Items.Add(MachineTextBox.Text.Trim()); 
    MachineTextBox.Text = ""; 
   } 
 
   ActiveControl = MachineTextBox; 
   } 
 
  private void MachinesListBox_SelectedIndexChanged(object 
sender, System.EventArgs e) 
  { 
   if (MachinesListBox.SelectedIndex >= 0) 
   { 
    MachineTextBox.Text = (String) 
MachinesListBox.Items[MachinesListBox.SelectedIndex]; 
   } 
 
   EnableDisableButtons(); 
  } 
 
  private void DeleteBtn_Click(object sender, 
System.EventArgs e) 
  { 
   int Index = MachinesListBox.SelectedIndex; 
 
   if (Index >= 0) 
   { 
    MachinesListBox.Items.RemoveAt(Index); 
 
    if (Index >= MachinesListBox.Items.Count) 
    { 
     Index--; 
    } 
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    if (Index >= 0) 
    { 
     MachinesListBox.SelectedIndex = Index; 
    } 
   } 
 
   EnableDisableButtons(); 
   ActiveControl = MachineTextBox; 
  } 
 
  private void ModifyBtn_Click(object sender, 
System.EventArgs e) 
  { 
   if (MachinesListBox.SelectedIndex >= 0 && 
MachineTextBox.Text.Length > 0) 
   { 
    if (MachineAlreadyInGrid(MachineTextBox.Text)) 
    { 
     MessageBox.Show("Machine " + 
MachineTextBox.Text + " is already in the cluster"); 
    } 
    else 
    { 
    
 MachinesListBox.Items[MachinesListBox.SelectedIndex] = 
MachineTextBox.Text.Trim(); 
    } 
   } 
 
   ActiveControl = MachineTextBox; 
  } 
 
  private void OkBtn_Click(object sender, System.EventArgs e) 
  { 
  
 addmachines.SerializeConfiguration.m_Configuration.Machines.Clear
(); 
   Machines.Clear(); 
 
   foreach (String S in MachinesListBox.Items) 
   { 
    Machines.Add(S); 
   } 
addmachines.SerializeConfiguration.m_Configuration.Machines=Machines; 
   DialogResult = DialogResult.OK; 
   addmachines.SerializeConfiguration.SaveSettings(); 
  
   Close(); 
  } 
 
  private void ConfigureForm_Load(object sender, 
System.EventArgs e) 
  { 
   addmachines.SerializeConfiguration.LoadSettings(); 
  } 
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  private void groupBox1_Enter(object sender, 
System.EventArgs e) 
  { 
   
  } 
 
  private void button1_Click(object sender, System.EventArgs 
e) 
  { 
   addmachines.SerializeConfiguration.DeleteFile(); 
   MachinesListBox.Items.Clear(); 
     
  } 
 
 } 
} 
8.6.6 Configuration.cs 
using System; 
using System.Collections; 
 
namespace addmachines 
{ 
 /// <summary> 
 /// Summary description for Configuration. 
 /// </summary> 
 [Serializable] 
 public class Configuration 
 { 
  public ArrayList Machines = new ArrayList(); 
 
  public Configuration() 
  { 
  } 
 } 
} 
8.6.7 SVC_main.cs 
using System; 
using System.Drawing; 
using System.Collections; 
using System.ComponentModel; 
using System.Windows.Forms; 
using System.Data; 
using System.Runtime.Remoting; 
using System.Runtime.Remoting.Channels.Tcp; 
using System.Runtime.Remoting.Channels; 
using System.Runtime.Serialization.Formatters; 
using TRunner; 
using addmachines; 
using SharedAssembly; 
using System.Threading; 
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namespace ClientAssembly 
{ 
 /// <summary> 
 /// Summary description for Form1. 
 /// </summary> 
 public class Client : System.Windows.Forms.Form 
 { 
  private System.Windows.Forms.GroupBox groupBox3; 
  private System.Windows.Forms.TextBox textCode; 
  private System.Windows.Forms.MainMenu mainMenu1; 
  private System.Windows.Forms.MenuItem menuItem1; 
  private System.Windows.Forms.MenuItem menuItem2; 
  private System.Windows.Forms.MenuItem menuItem3; 
  private System.Windows.Forms.MenuItem menuItem4; 
  private System.Windows.Forms.Label label4; 
  private System.Windows.Forms.MenuItem menuItem5; 
  private System.Windows.Forms.MenuItem menuItem6; 
  /// <summary> 
  /// Required designer variable. 
  /// </summary> 
  private string mname; 
  private object obj; 
  private System.Windows.Forms.MenuItem menuItem7; 
  internal System.Windows.Forms.OpenFileDialog dlgOpen; 
  private System.Windows.Forms.TextBox txtStatus; 
  internal System.Windows.Forms.Button cmdSubmit; 
  internal System.Windows.Forms.Button cmdRefresh; 
  private System.ComponentModel.Container components = null; 
 //private bool looping=true; 
  public Client() 
  { 
   // 
   // Required for Windows Form Designer support 
   // 
   InitializeComponent(); 
  } 
  protected override void Dispose( bool disposing ) 
  { 
   if( disposing ) 
   { 
    if (components != null)  
    { 
     components.Dispose(); 
    } 
   } 
   base.Dispose( disposing ); 
  } 
  #region Windows Form Designer generated code 
  /// <summary> 
  /// Required method for Designer support - do not modify 
  /// the contents of this method with the code editor. 
  /// </summary> 
  private void InitializeComponent() 
  { 
   this.groupBox3 = new System.Windows.Forms.GroupBox(); 
   this.textCode = new System.Windows.Forms.TextBox(); 
   this.mainMenu1 = new System.Windows.Forms.MainMenu(); 
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   this.menuItem1 = new System.Windows.Forms.MenuItem(); 
   this.menuItem7 = new System.Windows.Forms.MenuItem(); 
   this.menuItem4 = new System.Windows.Forms.MenuItem(); 
   this.menuItem2 = new System.Windows.Forms.MenuItem(); 
   this.menuItem3 = new System.Windows.Forms.MenuItem(); 
   this.menuItem5 = new System.Windows.Forms.MenuItem(); 
   this.menuItem6 = new System.Windows.Forms.MenuItem(); 
   this.label4 = new System.Windows.Forms.Label(); 
   this.dlgOpen = new 
System.Windows.Forms.OpenFileDialog(); 
   this.txtStatus = new System.Windows.Forms.TextBox(); 
   this.cmdSubmit = new System.Windows.Forms.Button(); 
   this.cmdRefresh = new System.Windows.Forms.Button(); 
   this.groupBox3.SuspendLayout(); 
   this.SuspendLayout(); 
   //  
   // groupBox3 
   //  
   this.groupBox3.Controls.Add(this.textCode); 
   this.groupBox3.Location = new System.Drawing.Point(8, 
8); 
   this.groupBox3.Name = "groupBox3"; 
   this.groupBox3.Size = new System.Drawing.Size(688, 
392); 
   this.groupBox3.TabIndex = 15; 
   this.groupBox3.TabStop = false; 
   this.groupBox3.Text = "C# Code Editor"; 
   this.groupBox3.Enter += new 
System.EventHandler(this.groupBox3_Enter); 
   //  
   // textCode 
   //  
   this.textCode.Location = new System.Drawing.Point(0, 
16); 
   this.textCode.Multiline = true; 
   this.textCode.Name = "textCode"; 
   this.textCode.ScrollBars = 
System.Windows.Forms.ScrollBars.Both; 
   this.textCode.Size = new System.Drawing.Size(672, 
368); 
   this.textCode.TabIndex = 15; 
   this.textCode.Text = @"int iCount=0; 
for(int i=2;i<100;i++) 
{ 
 bool bPrime=true; 
 for(int j=2;j<i;j++) 
 { 
  // is this number prime ? 
  if (i%j==0) 
  { 
   // nope.. it isn't... 
   bPrime=false; 
   break; 
  } 
 } 
 if (bPrime==true) 
  iCount++; 
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} 
// return the count.. 
return (object)iCount;"; 
   this.textCode.TextChanged += new 
System.EventHandler(this.textCode_TextChanged); 
   //  
   // mainMenu1 
   //  
   this.mainMenu1.MenuItems.AddRange(new 
System.Windows.Forms.MenuItem[] { 
            
           this.menuItem1, 
            
           this.menuItem2, 
            
           
this.menuItem5}); 
   //  
   // menuItem1 
   //  
   this.menuItem1.Index = 0; 
   this.menuItem1.MenuItems.AddRange(new 
System.Windows.Forms.MenuItem[] { 
            
           this.menuItem7, 
            
           
this.menuItem4}); 
   this.menuItem1.Text = "File"; 
   //  
   // menuItem7 
   //  
   this.menuItem7.Index = 0; 
   this.menuItem7.Text = "Open"; 
   this.menuItem7.Click += new 
System.EventHandler(this.menuItem7_Click_1); 
   //  
   // menuItem4 
   //  
   this.menuItem4.Index = 1; 
   this.menuItem4.Shortcut = 
System.Windows.Forms.Shortcut.CtrlX; 
   this.menuItem4.Text = "Exit"; 
   this.menuItem4.Click += new 
System.EventHandler(this.menuItem4_Click); 
   //  
   // menuItem2 
   //  
   this.menuItem2.Index = 1; 
   this.menuItem2.MenuItems.AddRange(new 
System.Windows.Forms.MenuItem[] { 
            
           
this.menuItem3}); 
   this.menuItem2.Text = "Run"; 
   //  
   // menuItem3 
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   //  
   this.menuItem3.Index = 0; 
   this.menuItem3.Shortcut = 
System.Windows.Forms.Shortcut.F5; 
   this.menuItem3.Text = "Run Tasks"; 
   this.menuItem3.Click += new 
System.EventHandler(this.menuItem3_Click); 
   //  
   // menuItem5 
   //  
   this.menuItem5.Index = 2; 
   this.menuItem5.MenuItems.AddRange(new 
System.Windows.Forms.MenuItem[] { 
            
           
this.menuItem6}); 
   this.menuItem5.Text = "Configure"; 
   //  
   // menuItem6 
   //  
   this.menuItem6.Index = 0; 
   this.menuItem6.Text = "Add Computer"; 
   this.menuItem6.Click += new 
System.EventHandler(this.menuItem6_Click); 
   //  
   // label4 
   //  
   this.label4.ForeColor = System.Drawing.Color.Red; 
   this.label4.Location = new System.Drawing.Point(16, 
480); 
   this.label4.Name = "label4"; 
   this.label4.Size = new System.Drawing.Size(672, 24); 
   this.label4.TabIndex = 16; 
   //  
   // dlgOpen 
   //  
   this.dlgOpen.Title = "Select Source File"; 
   //  
   // txtStatus 
   //  
   this.txtStatus.BackColor = 
System.Drawing.SystemColors.InactiveCaptionText; 
   this.txtStatus.Location = new System.Drawing.Point(8, 
408); 
   this.txtStatus.Multiline = true; 
   this.txtStatus.Name = "txtStatus"; 
   this.txtStatus.ScrollBars = 
System.Windows.Forms.ScrollBars.Vertical; 
   this.txtStatus.Size = new System.Drawing.Size(456, 
64); 
   this.txtStatus.TabIndex = 17; 
   this.txtStatus.Text = ""; 
   //  
   // cmdSubmit 
   //  
   this.cmdSubmit.Location = new 
System.Drawing.Point(480, 408); 
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   this.cmdSubmit.Name = "cmdSubmit"; 
   this.cmdSubmit.Size = new System.Drawing.Size(92, 
24); 
   this.cmdSubmit.TabIndex = 18; 
   this.cmdSubmit.Text = "start"; 
   this.cmdSubmit.Click += new 
System.EventHandler(this.cmdSubmit_Click); 
   //  
   // cmdRefresh 
   //  
   this.cmdRefresh.Location = new 
System.Drawing.Point(584, 408); 
   this.cmdRefresh.Name = "cmdRefresh"; 
   this.cmdRefresh.Size = new System.Drawing.Size(92, 
24); 
   this.cmdRefresh.TabIndex = 19; 
   this.cmdRefresh.Text = "stop"; 
   this.cmdRefresh.Click += new 
System.EventHandler(this.cmdRefresh_Click); 
   //  
   // Client 
   //  
   this.AutoScaleBaseSize = new System.Drawing.Size(5, 
13); 
   this.ClientSize = new System.Drawing.Size(696, 505); 
   this.Controls.Add(this.cmdRefresh); 
   this.Controls.Add(this.cmdSubmit); 
   this.Controls.Add(this.txtStatus); 
   this.Controls.Add(this.label4); 
   this.Controls.Add(this.groupBox3); 
   this.Menu = this.mainMenu1; 
   this.Name = "Client"; 
   this.StartPosition = 
System.Windows.Forms.FormStartPosition.CenterScreen; 
   this.Text = "Super Volunteer Node"; 
   this.Closing += new 
System.ComponentModel.CancelEventHandler(this.Client_Closing); 
   this.Load += new 
System.EventHandler(this.Client_Load); 
   this.groupBox3.ResumeLayout(false); 
   this.ResumeLayout(false); 
 
  } 
  #endregion 
  [STAThread] 
  static void Main()  
  { 
   Application.Run(new Client()); 
  } 
 
 //***************************************************************
* 
  // Holds a reference to the ProcessService. 
  private ClientAssembly.localhost.Service1 Proxy = new 
ClientAssembly.localhost.Service1(); 
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 //***************************************************************
* 
  private void Client_Load(object sender, System.EventArgs e) 
  { 
   //------------------------login form ----------------
---------------------------------------------------- 
   this.Show(); 
   // Try to authenticate the user. 
   if (Login()) 
   { 
    Display("Successfully logged in."); 
    //MessageBox.Show("successfuly logged in"); 
    SetUpForm(); 
   } 
   else 
   { 
    //MessageBox.Show("no way to log in"); 
    Application.Exit(); 
   } 
  } 
  private void SetUpForm() 
  { 
   //------------------------ remoting -----------------
------------------------------------------------- 
   SerializeConfiguration.LoadSettings(); 
   if (SerializeConfiguration.m_Configuration.Machines 
== null) 
   { 
    SerializeConfiguration.m_Configuration.Machines 
= new ArrayList(); 
   } 
      
   BinaryClientFormatterSinkProvider clientProvider = 
new BinaryClientFormatterSinkProvider(); 
   BinaryServerFormatterSinkProvider serverProvider = 
new BinaryServerFormatterSinkProvider(); 
   serverProvider.TypeFilterLevel = 
System.Runtime.Serialization.Formatters.TypeFilterLevel.Full; 
     
   IDictionary props = new Hashtable(); 
   props["port"] = 0; 
   string s = System.Guid.NewGuid().ToString(); 
   props["name"] = s; 
   props["typeFilterLevel"] = TypeFilterLevel.Full; 
   TcpChannel chan = new TcpChannel( 
    props,clientProvider,serverProvider); 
 
   ChannelServices.RegisterChannel(chan); 
 } 
//=====================================================================
================= 
  private bool Login() 
  { 
   Login frmLogin = new Login(); //Dim frmLogin As New 
Login(); 
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   while (frmLogin.ShowDialog() == DialogResult.OK)   
   { 
    this.Focus(); 
    // Create the SOAP header with the user name 
and password. 
    ClientAssembly.localhost.TicketHeader Ticket = 
new localhost.TicketHeader(); 
    Ticket.UserName = frmLogin.UserName; 
    Ticket.Password = frmLogin.Password; 
    // Assign the header to the proxy instance. 
    Proxy.TicketHeaderValue = Ticket; 
    // Try to log in. 
    if (Proxy.Login())  
    { 
     return true; 
    } 
   }// Loop; 
   // Login was cancelled. 
   return false; 
  } 
 
//=====================================================================
================================================== 
  private void menuItem4_Click(object sender, 
System.EventArgs e) 
  { 
   Close(); 
  } 
  private void menuItem3_Click(object sender, 
System.EventArgs e) 
  { 
   addmachines.SerializeConfiguration.LoadSettings(); 
   try 
   { 
    obj = RemoteCode.compiling(textCode.Text); 
    if (obj==null) 
    { 
     Display("Error in compilation..."); 
     return; 
    } 
    foreach (string m in 
SerializeConfiguration.m_Configuration.Machines) 
    { 
     mname = m; 
     Display("Send Task to machine: "+ mname); 
     string result = 
RemoteCode.runnning(obj,mname); 
     Display("Result returned from machine: 
"+mname+ "  is: "+ result); 
     //Thread cth = new Thread(new 
ThreadStart(calc)); 
     //cth.Start(); 
    } 
     
   } 
   catch(Exception ee) 
   { 
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    MessageBox.Show(ee.Message); 
   } 
  } 
  //----------------------------------
//////////////////////////////////////////////////////////////////// 
  private void menuItem6_Click(object sender, 
System.EventArgs e) 
  { 
   ConfigureForm CF = new 
ConfigureForm(SerializeConfiguration.m_Configuration.Machines); 
 
   if (CF.ShowDialog() == DialogResult.OK) 
   { 
    //LoadStatistics(); 
   } 
 
   CF.Dispose(); 
  } 
 
  private void groupBox2_Enter(object sender, 
System.EventArgs e) 
  { 
 
  } 
 
  private void menuItem7_Click(object sender, 
System.EventArgs e) 
  { 
   
  } 
 
  private void menuItem7_Click_1(object sender, 
System.EventArgs e) 
  { 
   if (dlgOpen.ShowDialog() == DialogResult.OK) 
   { 
    // Read the file as one string. 
    System.IO.StreamReader TaskFile = 
     new 
System.IO.StreamReader(dlgOpen.FileName); 
    try 
    { 
     textCode.Text = TaskFile.ReadToEnd(); 
    } 
    catch(Exception loError)     
    { 
     MessageBox.Show(loError.Message,"NVC");  
    } 
    finally 
    { 
     TaskFile.Close(); 
    } 
   } 
 
  } 
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  private void groupBox3_Enter(object sender, 
System.EventArgs e) 
  { 
   
  } 
  //---------------------------------------------------------
---------------------- 
  private void Display(string message) 
  { 
   txtStatus.Text += message; 
   txtStatus.Text += System.Environment.NewLine; 
  } 
  //---------------------------------------------------------
---------------------- 
  private void WasteTime(int seconds  ) 
  { 
   DateTime StartTime  =  new DateTime(); 
   StartTime  =   DateTime.Now; 
 
   do 
   { 
   } 
   while( DateTime.Now <= 
(StartTime.AddSeconds(seconds))); 
  } 
 
  private void Client_Closing(object sender, 
System.ComponentModel.CancelEventArgs e) 
  { 
   Proxy.Logout(); 
  } 
 
  private void cmdSubmit_Click(object sender, 
System.EventArgs e) 
  { 
   object result; 
   object obj; 
   int counter; 
   //bool ThereIsAtask= false; 
   cmdRefresh.Enabled = true; 
   cmdSubmit.Enabled = false; 
   //looping = true; 
   //do  
   //{ 
    Display("--------------------------------------
---------------------------"); 
    Display("Starting Recieving Tasks ... "); 
    //---------------------------------------------
---------- 
    string TaskContent=""; 
    ClientAssembly.localhost.resultdet res= new 
ClientAssembly.localhost.resultdet(); 
    //resultsD res = new resultsD(); 
    //TaskD task ; 
    DataSet ds ; 
    try 
    { 
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     //DataSet Tasks; 
    
 ds=Proxy.DoWork(SerializeConfiguration.m_Configuration.Machines.C
ount); 
      
     if 
(SerializeConfiguration.m_Configuration.Machines.Count <= 
ds.Tables[0].Rows.Count) 
     { 
      counter = 
SerializeConfiguration.m_Configuration.Machines.Count; 
     } 
     else  
     { 
      counter = ds.Tables[0].Rows.Count; 
     } 
      
     //ds = Proxy.GetTasks(false); 
     Display("List of " + 
ds.Tables[0].Rows.Count.ToString() + " current task(s) retrieved."); 
     if (ds.Tables[0].Rows.Count!=0)  
     { 
      for ( int i =0 ;i<counter;i++) 
      { 
       //ThereIsAtask=true ; 
      
 TaskContent=ds.Tables["task"].Rows[i]["TaskContent"].ToString(); 
       //TaskContent= 
task.TaskContent.ToString(); 
       res.sTime=DateTime.Now; 
      
 res.UserID=Convert.ToInt16(ds.Tables["task"].Rows[i]["UserID"].To
String()); 
       //res.UserID= task.UserID; 
       Guid taskG = new 
Guid(ds.Tables["task"].Rows[i]["ID"].ToString()); 
       res.TaskGUID=taskG; 
       //res.TaskGUID= 
task.TaskGUID; 
      
 //MessageBox.Show("Proxy.Login"); 
       Display("--------------------
---------------------------------------------"); 
       Display("Task "+ 
taskG.ToString() +" recieved..."); 
       textCode.Text= 
TaskContent.ToString(); 
 
       obj 
=RemoteCode.compiling(TaskContent); 
      
 //MessageBox.Show(obj.ToString()); 
       //foreach (string m in 
SerializeConfiguration.m_Configuration.Machines) 
       //{ 
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 result=RemoteCode.runnning(obj,SerializeConfiguration.m_Configura
tion.Machines[i].ToString()); 
      
 //MessageBox.Show(result.ToString()); 
       res.eTime=DateTime.Now; 
       if (result!=null) 
       { 
       
 res.ResultContent=result.ToString(); 
       
 Proxy.resultdetValue=res; 
        bool checkSending = 
Proxy.sendresult(); 
        if (checkSending) 
         Display("Result 
recorded ..."); 
        else 
         Display("Error in 
recording result..."); 
       } 
       } 
     } 
     else 
     { 
      //WasteTime(60000000); 
      Display("No tasks available ... "); 
      //ThereIsAtask=false; 
      //continue; 
 
     } 
    } 
    catch //(Exception ee) 
    { 
     Display("--------------------------------
---------------------------------"); 
     Display("No Tasks available ... "); // + 
ee.Message); 
     //ThereIsAtask=false; 
    } 
     
  } 
 
  private void cmdRefresh_Click(object sender, 
System.EventArgs e) 
  { 
   //looping = false; 
   cmdRefresh.Enabled = false; 
   cmdSubmit.Enabled = true; 
  } 
 
  private void textCode_TextChanged(object sender, 
System.EventArgs e) 
  { 
   
  } 
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  //---------------------------------------------------------
----------------------- 
 } 
} 
 
8.7 ServerAssembly – project 
8.7.1 Server.cs 
using System; 
using System.Drawing; 
using System.Collections; 
using System.ComponentModel; 
using System.Windows.Forms; 
using System.Data; 
using System.Runtime.Remoting; 
using System.Runtime.Remoting.Channels; 
using System.Runtime.Remoting.Channels.Tcp; 
using System.Runtime.Serialization.Formatters; 
using TRunner; 
namespace ServerAssembly 
{ 
 public class Server : System.Windows.Forms.Form 
 { 
  private System.Windows.Forms.PictureBox pictureBox1; 
  private System.ComponentModel.Container components = null; 
 
  public Server() 
  { 
   InitializeComponent(); 
  } 
  protected override void Dispose( bool disposing ) 
  { 
   if( disposing ) 
   { 
    if (components != null)  
    { 
     components.Dispose(); 
    } 
   } 
   base.Dispose( disposing ); 
  } 
  #region Windows Form Designer generated code 
  /// <summary> 
  /// Required method for Designer support - do not modify 
  /// the contents of this method with the code editor. 
  /// </summary> 
  private void InitializeComponent() 
  { 
   System.Resources.ResourceManager resources = new 
System.Resources.ResourceManager(typeof(Server)); 
   this.pictureBox1 = new 
System.Windows.Forms.PictureBox(); 
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   this.SuspendLayout(); 
   //  
   // pictureBox1 
   //  
   this.pictureBox1.Image = 
((System.Drawing.Image)(resources.GetObject("pictureBox1.Image"))); 
   this.pictureBox1.Location = new 
System.Drawing.Point(8, 8); 
   this.pictureBox1.Name = "pictureBox1"; 
   this.pictureBox1.Size = new System.Drawing.Size(280, 
248); 
   this.pictureBox1.SizeMode = 
System.Windows.Forms.PictureBoxSizeMode.StretchImage; 
   this.pictureBox1.TabIndex = 0; 
   this.pictureBox1.TabStop = false; 
   this.pictureBox1.Click += new 
System.EventHandler(this.pictureBox1_Click); 
   //  
   // Server 
   //  
   this.AutoScaleBaseSize = new System.Drawing.Size(5, 
13); 
   this.ClientSize = new System.Drawing.Size(292, 266); 
   this.Controls.Add(this.pictureBox1); 
   this.Name = "Server"; 
   this.Opacity = 0; 
   this.StartPosition = 
System.Windows.Forms.FormStartPosition.CenterScreen; 
   this.Text = "Server"; 
   this.Load += new 
System.EventHandler(this.Server_Load); 
   this.ResumeLayout(false); 
 
  } 
  #endregion 
  [STAThread] 
  static void Main()  
  { 
   Application.Run(new Server()); 
  } 
 
  private void Server_Load(object sender, System.EventArgs e) 
  { 
   /*TcpChannel channel = new TcpChannel(6123); 
   ChannelServices.RegisterChannel(channel);*/ 
   BinaryClientFormatterSinkProvider clientProvider = 
null; 
   BinaryServerFormatterSinkProvider serverProvider = 
new BinaryServerFormatterSinkProvider(); 
   serverProvider.TypeFilterLevel = 
System.Runtime.Serialization.Formatters.TypeFilterLevel.Full; 
   IDictionary props = new Hashtable(); 
   props["port"] = 6123; 
   props["typeFilterLevel"] = TypeFilterLevel.Full; 
   TcpChannel chan = new TcpChannel( 
    props,clientProvider,serverProvider); 
   ChannelServices.RegisterChannel(chan); 
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   //just for debugging 
   RemotingConfiguration.RegisterWellKnownServiceType( 
    typeof(TRunner.TRunner), 
    "ParachuteExample", 
    WellKnownObjectMode.Singleton); 
   WellKnownServiceTypeEntry[] wkste= 
RemotingConfiguration.GetRegisteredWellKnownServiceTypes(); 
   string s = wkste[0].ObjectUri; 
   WellKnownServiceTypeEntry[] 
WellKnownServiceTypeEntries = 
RemotingConfiguration.GetRegisteredWellKnownServiceTypes(); 
   IChannel[] Channels = 
ChannelServices.RegisteredChannels; 
  } 
  } 
 } 
} 
8.8 SharedAssembly – project 
8.8.1 ShareObj.cs 
using System; 
 
namespace SharedAssembly 
{ 
 public interface ITask  
 { 
  //string compName(); 
  object run(); 
 } 
 
} 
8.9 TaskRunner – project 
8.9.1 Class1.cs 
using System; 
using SharedAssembly; 
namespace TRunner 
{ 
 //[Serializable] 
  
 public class TRunner: MarshalByRefObject//, ITask 
 { 
  public TRunner()  
  { 
   //MessageBox.Show("TRunner Activated"); 
  } 
  private ITask tsk; 
  public void setTask(ITask Tsk) 
  { 
   this.tsk = Tsk; 
  } 
  public object useTask() 
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  { 
   object rs = tsk.run(); 
   return rs; 
  } 
  public string test() 
  { 
   return "test"; 
  } 
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