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Resumo
Este trabalho teve como objetivo o estudo do cancelamento do eco em telefonia
IP, onde foi proposto um novo me´todo mais efetivo que o atualmente utilizado
nos gateways, que leva em considerac¸a˜o a variac¸a˜o do atraso da rede IP. No
in´ıcio e´ apresentado o conceito relacionado a filtros adaptativos. Posteriormente, e´
apresentado um estudo sobre o cancelamento do eco na rede de telefonia pu´blica
comutada, explicando o funcionamento do atenuador, do supressor de eco e do
cancelador de eco. O controle do eco e´ tratado como uma te´cnica empregada em
VoIP para melhoria da qualidade do sinal de fala. A ana´lise do desempenho do
cancelador de eco tradicional e´ testada atrave´s de modelos de caminhos de ecos
apresentados na recomendac¸a˜o G.168 do ITU-T. Como me´trica e´ utilizada uma
medida baseada no valor da melhoria da perda de retorno de eco (ERLE) e do tempo
de convergeˆncia do cancelador. Resultados de simulac¸o˜es do me´todo proposto sa˜o
apresentados e discutidos no final.
Abstract
The objetive of this thesis is the study about echo cancellation in a IP telephony,
providing a new technique better than the actual one employed in gateways. This
technique takes account the fact that the delay in an IP network is variable. This
work presents an overview on adaptive filter subject, following an study about echo
cancellation in a PSTN network, it explains the functionality of some devices such
as attenuators, echo suppressors and echo cancellers. The relation between echo
control and the measured voice quality is presented. The echo path models presented
in ITU-T G.168 recommendation are used to test the conventional echo canceller
performance. For this purpose the ERLE (Echo Return Loss Enhancement) and the
convergency time are measured. Finally, simulation results for the new cancellation
method are presented and discussed in details.
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Cap´ıtulo 1
Introduc¸a˜o
E
ssa dissertac¸a˜o de mestrado apresenta os conceitos importantes relacionados com
o cancelamento de eco. Aborda desde a sua origem ate´ a sua aplicac¸a˜o em
telefonia IP. Posteriormente, e´ apresentado um novo modelo de cancelador de eco
mais eficaz que os existentes para aplicac¸o˜es de voz sobre IP.
1.1 Motivac¸a˜o
A tendeˆncia atual nas telecomunicac¸o˜es e´ a integrac¸a˜o entre a rede de circuitos
comutados e a rede de pacotes. Isto possibilitara´ o uso de aplicac¸o˜es integradas
de multimı´dia interativa, como confereˆncias virtuais utilizando a´udio e v´ıdeo.
Entretanto, para atingir um n´ıvel de servic¸o adequado e´ necessa´rio o uso de te´cnicas
de qualidade de servic¸o (QoS) que garantem a largura de faixa adequada e um atraso
mı´nimo no tempo de transmissa˜o dos dados.
Como a maioria das redes de dados existentes utilizam o protocolo internet (IP),
surgiu a possibilidade de utilizar esta rede para transmitir voz, que e´ chamado de
VoIP. Espera-se que no futuro a atual rede telefoˆnica seja substitu´ıda por esta nova
tecnologia. Grandes empresas de telefonia esta˜o investindo alto no desenvolvimento
de soluc¸o˜es em VoIP que ira˜o, inicialmente, funcionar em conjunto com a rede
telefoˆnica tradicional.
Um dos maiores problemas encontrados na telefonia IP foi o surgimento do eco1,
devido ao atraso de transmissa˜o significativamente maior na rede IP em relac¸a˜o a`
rede de telefonia de comutac¸a˜o de circuitos. Este causa uma grande degradac¸a˜o na
qualidade da ligac¸a˜o telefoˆnica. Distu´rbios deste tipo induzem interrupc¸o˜es extras
na conversac¸a˜o que incomodam o usua´rio, o que motivou o estudo de me´todos para
controla´-lo. O eco na telefonia e´ um assunto que ja´ vem sendo tratado ha´ de´cadas,
1Existem dois tipos de eco, o eco ele´trico, que se refere ao citado no texto, e o eco acu´stico que
e´ causado por reflexo˜es no ambiente. Este u´ltimo surgiu na telefonia com a utilizac¸a˜o do viva voz.
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desde o surgimento da telefonia a longa distaˆncia. Va´rias te´cnicas para eliminar o
eco foram concebidas, sendo o cancelador de eco a mais eficiente.
O eco na telefonia e´ causado por reflexo˜es que ocorrem devido ao descasamento
de impedaˆncias entre circuitos internos da rede de comutac¸a˜o. A percepc¸a˜o do eco
pelo usua´rio e´ dependente do atraso de transmissa˜o da rede, um fator que tem um
impacto significativo no controle do eco. Em uma chamada telefoˆnica, o tempo gasto
para escuta´-lo e´ constante durante toda a ligac¸a˜o. Entretanto, em uma chamada
VoIP, o atraso do eco varia dificultando a convergeˆncia do algoritmo adaptativo
utilizado no cancelador de eco e, consequ¨entemente, a reduc¸a˜o do eco na˜o sera´
efetiva.
O conceito sobre cancelador de eco na telefonia de circuitos comutados foi
desenvolvido ha´ anos atra´s, e existem muitas publicac¸o˜es neste tema. Entretanto e´
dif´ıcil encontrar artigos sobre o cancelamento de eco na telefonia IP. Esta tecnologia
e´ recente e ainda esta´ em desenvolvimento.
O objetivo dessa dissertac¸a˜o e´ fornecer um estudo detalhado sobre o
cancelamento de eco empregado na rede IP, englobando todo o assunto relacionado
ao cancelador de eco. Ale´m disto, e´ proposto um novo me´todo de cancelamento
mais efetivo que leva em considerac¸a˜o a variac¸a˜o do atraso da rede IP.
1.2 Organizac¸a˜o
A seguir, esta´ apresentado uma descric¸a˜o do conteu´do dos seguintes cap´ıtulos
que compo˜em essa dissertac¸a˜o.
O Cap´ıtulo 2 apresenta um resumo dos conceitos associados aos filtros
adaptativos. No in´ıcio, esta´ apresentada uma introduc¸a˜o com algumas definic¸o˜es
ba´sicas e estruturas de filtros. Citam-se os principais algoritmos de minimizac¸a˜o e
algumas func¸o˜es objetivas. Por fim, apresenta-se a teoria do filtro de Wiener e os
algoritmos LMS, NLMS e RLS.
O Cap´ıtulo 3 apresenta um estudo sobre o cancelamento do eco na telefonia
de circuitos comutados. Este cap´ıtulo descreve a origem do eco, um estudo do
efeito do eco em uma chamada telefoˆnica e me´todos de controle do eco. Explica o
funcionamento do atenuador, do supressor de eco e do cancelador de eco na rede de
telefonia pu´blica comutada (PSTN). Por ser o assunto principal desta dissertac¸a˜o,
o u´ltimo e´ descrito com mais detalhes.
O Cap´ıtulo 4 apresenta os principais conceitos relacionados a` qualidade de servic¸o
e diversas te´cnicas empregadas em VoIP para melhoria da qualidade, incluindo o uso
do cancelamento de eco no gateway da rede IP.
O Cap´ıtulo 5 apresenta os modelos utilizados para simular o caminho de eco em
uma rede telefoˆnica. Os modelos apresentados foram utilizados nas simulac¸o˜es do
cancelador de eco para avaliar o seu desempenho.
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O Cap´ıtulo 6 apresenta os resultados da simulac¸a˜o do cancelador de eco,
utilizando os modelos apresentados no Cap´ıtulo 5. Posteriormente, e´ apresentado
uma simulac¸a˜o do cancelador de eco proposto, que pode ser empregado em um
gateway para atenuar o eco provindo da rede IP. Esta soluc¸a˜o em conjunto com
o me´todo utilizado comercialmente, que cancela o lado da rede PSTN, forma um
cancelador de eco completo, sem a necessidade de um outro cancelador localizado
em um gateway remoto.
O Cap´ıtulo 7 apresenta um comenta´rio sobre os resultados obtidos e as concluso˜es
gerais deste trabalho.
Cap´ıtulo 2
Filtros Adaptativos
Odesenvolvimento da teoria de filtros adaptativos foi fundamental parasolucionar o efeito do eco na telefonia. Esse cap´ıtulo aborda os conceitos
associados a filtros adaptativos. No in´ıcio deste cap´ıtulo, sera´ apresentada
uma introduc¸a˜o com algumas definic¸o˜es ba´sicas, exemplos de aplicac¸o˜es que
utilizam filtros adaptativos e algumas estruturas ba´sicas de filtros. Posteriormente,
sera˜o citados alguns algoritmos de otimizac¸a˜o e algumas func¸o˜es custo. Este
cap´ıtulo termina apresentando a teoria do filtro de Wiener, esta teoria levou ao
desenvolvimento dos algoritmos LMS, NLMS e RLS que sa˜o revistos no final.
2.1 Introduc¸a˜o
A a´rea de processamento de sinais tem se desenvolvido significativamente nos
u´ltimos anos. Projetar um circuito digital tem muitas vantagens sobre o circuito
analo´gico. Os sistemas baseados no processamento digital de sinais sa˜o melhores
devido a` seguranc¸a, menor tamanho f´ısico, flexibilidade e precisa˜o [3]; sendo que as
duas u´ltimas caracter´ısticas sa˜o as principais responsa´veis pelo ra´pido crescimento
no campo do processamento de sinais adaptativos [4].
Um filtro digital e´ um tipo de filtro que processa um sinal discreto no tempo
representado no formato digital, ou seja, a amplitude do sinal e´ representada por
uma sequ¨encia de bits. Os paraˆmetros internos e a estrutura de filtros invariantes
no tempo sa˜o fixos, e se o filtro e´ linear o sinal de sa´ıda e´ uma func¸a˜o linear do
sinal de entrada e/ou do sinal de sa´ıda. A filtragem linear e´, provavelmente, o
tipo mais comum e mais importante entre outros processamentos de sinais [4]. Apo´s
definidas as especificac¸o˜es do filtro, o projeto de um filtro linear invariante no tempo
deve envolver treˆs etapas: modelagem de uma func¸a˜o de transfereˆncia racional que
atenda as especificac¸o˜es do projeto, a escolha da estrutura para o filtro, e a escolha
da forma de implementac¸a˜o do algoritmo [3].
Um filtro adaptativo e´ utilizado quando o ambiente externo e´ inicialmente
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desconhecido ou variante no tempo. Desta forma, a adaptac¸a˜o e´ conveniente para
ajustar os paraˆmetros do filtro, ou quando o ambiente externo varia lentamente [5].
Este tipo de filtro e´ na˜o linear, pois seus paraˆmetros sa˜o dependentes do sinal de
entrada e esta˜o mudando de acordo com a evoluc¸a˜o do sistema. Consequ¨entemente,
a homogeneidade e condic¸o˜es de aditividade na˜o sa˜o satisfeitas. Entretanto, se for
analisado em um determinado instante de tempo, congelando-se os paraˆmetros do
filtro, o filtro adaptativo e´ considerado instantaneamente linear [3].
Como os paraˆmetros do filtro adaptativo mudam para atender aos crite´rios
de desempenho, os filtros adaptativos sa˜o variantes no tempo. Desta forma,
pode-se considerar um filtro adaptativo como um filtro que executa o passo de
aproximac¸a˜o em tempo real [3]. No projeto de filtros na˜o adaptativos e´ necessa´rio
uma identificac¸a˜o completa do sinal de entrada e do sinal de refereˆncia para que
este atenda a`s especificac¸o˜es. Quando o processo na˜o esta´ bem definido, os sinais
de entrada e de refereˆncia na˜o estara˜o bem definidos. Assim, surge a necessidade
de modelar os sinais e, posteriormente, projetar o filtro. Este procedimento pode
ter um custo elevado e ser de dif´ıcil implementac¸a˜o. Para contornar este problema,
emprega-se um filtro adaptativo que executa uma atualizac¸a˜o em tempo real de
seus paraˆmetros atrave´s de um algoritmo simples, utilizando apenas as informac¸o˜es
dispon´ıveis [3].
O algoritmo adaptativo, que tem a func¸a˜o de determinar os valores dos
coeficientes do filtro, precisa de um sinal para guia´-lo. Este sinal e´ chamado de
sinal de refereˆncia ou sinal desejado, cuja escolha depende da aplicac¸a˜o.
Devido ao fato dos filtros adaptativos serem sistemas na˜o lineares, analisar seu
comportamento e´ mais complicado do que no caso dos filtros na˜o adaptativos. Por
outro lado, como os filtros adaptativos sa˜o filtros auto projeta´veis seu projeto pode
ser considerado menos complexo do ponto de vista pra´tico.
2.2 Princ´ıpios de um Sistema Adaptativo
Um diagrama geral de um filtro adaptativo e´ apresentado na Figura 2.1. Neste
diagrama, k representa o nu´mero da interac¸a˜o, x(k) o sinal de entrada, y(k) o sinal de
sa´ıda do filtro adaptativo, e d(k) o sinal desejado. O sinal de erro, e(k), e´ calculado
como a diferenc¸a entre o sinal desejado e o sinal de sa´ıda, e(k) = d(k)− y(k). Este
sinal de erro junto com o sinal de entrada sa˜o utilizados para atualizar os coeficientes
do filtro, segundo um crite´rio de otimizac¸a˜o.
Para uma completa especificac¸a˜o de um sistema adaptativo, e´ necessa´ria a
definic¸a˜o da aplicac¸a˜o, a escolha da estrutura do filtro e a escolha do algoritmo
adaptativo [3].
2.2. PRINCI´PIOS DE UM SISTEMA ADAPTATIVO 6
Algoritmo 
Adaptativo
x(k)
d(k)
y(k)
e(k)
-
+Filtro 
Adaptativo
Figura 2.1 Diagrama de um filtro adaptativo gene´rico
2.2.1 Aplicac¸o˜es que utilizam Filtros Adaptativos
Os sistemas adaptativos podem ser classificados de acordo com a sua aplicac¸a˜o,
diferenciando uns dos outros pelas conexo˜es externas do filtro [5]. Podem ser
classificados como: identificador, modelador inverso, preditor e cancelador de
interfereˆncia [6]. Alguns exemplos de aplicac¸a˜o sa˜o: identificac¸a˜o de sistemas,
equalizac¸a˜o de canais, codificac¸a˜o preditiva, cancelamento de eco, melhoria da
relac¸a˜o sinal ru´ıdo, cancelamento de ru´ıdo, ana´lise espectral, e controle [6] [7] [8].
2.2.2 Estruturas de Filtros Adaptativos
A escolha da estrutura para o processo de filtragem tem uma grande influeˆncia
na operac¸a˜o do algoritmo como um todo [6]. Da estrutura do filtro depende
a complexidade computacional do processo e, tambe´m, o nu´mero de interac¸o˜es
necessa´rias para o algoritmo adaptativo convergir [3]. A resposta ao impulso de
um filtro linear determina o tamanho da memo´ria do filtro [6]. Existem duas classes
de filtros, os filtros FIR (Finite-duration Impulse Response), de memo´ria finita, e os
filtros IIR (Infinite-duration Impulse Response), de memo´ria infinita.
O tipo mais utilizado para filtros adaptativos e´ o filtro FIR discreto no tempo [5].
Sa˜o representados pela seguinte equac¸a˜o de diferenc¸as:
y(k) =
N∑
i=o
wix(k − i) (2.1)
cuja func¸a˜o de transfereˆncia e´ dado por:
H(z) =
N∑
i=0
wiz
−i (2.2)
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A expressa˜o (2.1) define um modelo chamado de me´dia mo´vel (moving average),
cuja func¸a˜o de transfereˆncia (2.2) so´ possui zeros.
Existem va´rias estruturas que podem implementar um filtro FIR, a mais utilizada
e´ a estrutura na forma direta, ou transversal [5]. Esta estrutura e´, simplesmente,
a realizac¸a˜o direta da func¸a˜o de transfereˆncia (2.2). Um diagrama desta estrutura
esta´ apresentado na Figura 2.2. Outra estrutura que pode ser utilizada e´ a estrutura
em trelic¸a. Esta e´ representada por constantes multiplicativas, denominadas de
coeficientes de reflexa˜o. A Figura 2.3 apresenta um diagrama desta estrutura na
forma direta. Ambas estruturas podem ser implementadas na forma direta, em
cascata ou em paralelo [5].
x(k)
y(k)
+
w0
z-1 z-1 z-1
+
x(k-1) x(k-2)
w1 w2
+
wn
x(k-n)
Figura 2.2 Diagrama de blocos de uma estrutura transversal
x(k)
y(k)
+
z-1 z-1
x(k-1) x(k-2)
k1
k2
x(k-n)
+
k1
-
-
+
+
k2 -
-
z-1
+
kn
-
Figura 2.3 Diagrama de blocos de uma estrutura FIR em trelic¸a
Os filtros IIR utilizam estruturas recursivas. A estrutura mais utilizada e´ a forma
canoˆnica direta, devido a` sua simples implementac¸a˜o e ana´lise [9]. A caracter´ıstica
que distingui um filtro IIR de um filtro FIR e´ a inclusa˜o de um caminho de
realimentac¸a˜o [6]. Um tipo de filtro IIR e´ o so´ po´los representado pela seguinte
equac¸a˜o de diferenc¸as:
y(k) = x(k) +
M∑
j=1
pjy(k − j) (2.3)
cuja func¸a˜o de transfereˆncia e´ dado por:
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H(z) =
1
1 +
∑M
j=1 pjz
−j
(2.4)
A expressa˜o (2.3) define um modelo chamado de autoregressivo (autoregressive).
Um problema relacionado a esta forma de implementac¸a˜o e´ o monitoramento da
estabilidade do po´lo.
O algoritmo adaptativo tem a func¸a˜o de atualizar os coeficientes do filtro. Um
algoritmo adaptativo e´ composto de treˆs ı´tens ba´sicos: definic¸a˜o do algoritmo de
minimizac¸a˜o, definic¸a˜o da func¸a˜o custo e definic¸a˜o do sinal de erro [3].
2.2.3 Algoritmos de Otimizac¸a˜o
A definic¸a˜o do algoritmo de minimizac¸a˜o interfere na velocidade de convergeˆncia
e na complexidade computacional do processo adaptativo. Os me´todos de otimizac¸a˜o
mais utilizados no campo de processamento adaptativo de sinal sa˜o o me´todo de
Newton, o me´todo Quasi-Newton, e o me´todo do Gradiente [3].
2.2.3.1 Me´todo de Newton
Esse me´todo minimiza uma func¸a˜o custo atrave´s de uma aproximac¸a˜o de segunda
ordem [3], usando a seguinte fo´rmula de atualizac¸a˜o dos paraˆmetros:
θ(k + 1) = θ(k)− µH−1θ {F [e(k)]}∇θ{F [e(k)]} (2.5)
onde µ e´ um fator que controla o tamanho do passo do algoritmo, F [e(k)] e´ a func¸a˜o
custo, H−1θ {F [e(k)]} e´ a inversa da matriz Hessiana da func¸a˜o custo, e ∇θ{F [e(k)]}
e´ o gradiente da func¸a˜o custo com relac¸a˜o aos coeficientes do filtro adaptativo.
2.2.3.2 Me´todo Quasi-Newton
Nesse me´todo e´ uma derivac¸a˜o do anterior, onde a inversa da matriz Hessiana e´
estimada atrave´s de um ca´lculo recursivo [3]. A func¸a˜o custo e´ dada por:
θ(k + 1) = θ(k)− µP (k)∇θ{F [e(k)]} (2.6)
onde P (k) e´ uma estimativa de H−1θ {F [e(k)]}, tal que
lim
k→∞
P (k) = H−1θ {F [e(k)]} (2.7)
Geralmente, utiliza-se o lema da inversa˜o da matriz para estimar a inversa da
Hessiana. Da mesma forma, o vetor gradiente tambe´m pode ser estimado por um
me´todo computacional.
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2.2.3.3 Me´todo do Gradiente
Esse tipo de algoritmo minimiza a func¸a˜o custo seguindo a direc¸a˜o contra´ria ao
vetor gradiente da func¸a˜o [3]. A equac¸a˜o de atualizac¸a˜o dos paraˆmetros do filtro e´
dada por:
θ(k + 1) = θ(k)− µ∇θ{F [e(k)]} (2.8)
O me´todo do Gradiente e´ o mais fa´cil de implementar, pois e´ necessa´rio apenas o
ca´lculo do gradiente da func¸a˜o custo. Por outro lado, o me´todo de Newton converge
mais rapidamente, precisando de um menor nu´mero de interac¸o˜es para aproximar do
ponto o´timo. Ja´ o me´todo Quasi-Newton tem um bom compromisso entre ambos.
Entretanto, o algoritmo Quasi-Newton esta´ sujeito a problemas de instabilidade
devido a sua forma recursiva de estimar a inversa da matriz Hessiana [3].
2.2.4 Func¸a˜o de Custo
A func¸a˜o custo e´ uma func¸a˜o que depende dos sinais de entrada x(k), de
refereˆncia d(k), e de sa´ıda y(k). Esta deve satisfazer as propriedades de na˜o
negatividade e a de optimalidade. Ou seja:
F [x(k), d(k), y(k)] ≥ 0,∀x(k), d(k), y(k) (2.9)
F [x(k), d(k), y(k)] = 0 (2.10)
Em um processo adaptativo, o algoritmo adaptativo tenta minimizar a func¸a˜o
objetiva de tal forma que y(k) aproxima de d(k), e como consequ¨eˆncia, θ(k) converge
para θo, onde θo e´ o conjunto de coeficientes o´timos que minimizam a func¸a˜o custo
[3]. Como o sinal de erro e´ uma func¸a˜o dos sinais x(k), d(k) e y(k), a func¸a˜o
custo pode ser representada como uma func¸a˜o direta do sinal de erro. Ou seja,
F = F [e(k)] = F [e(x(k), y(k), d(k))] [3].
A complexidade do vetor gradiente e o ca´lculo da matriz Hessiana dependem
da escolha da func¸a˜o custo. Uma lista das func¸o˜es objetivas mais utilizadas na
implementac¸a˜o de algoritmos adaptativos esta´ apresentada abaixo [3]:
• Mean-Square Error (MSE):
F [e(k)] = E[|e(k)|2] (2.11)
• Least Squares (LS):
F [e(k)] =
1
k + 1
k∑
i=0
|e(k − i)|2 (2.12)
2.3. FILTRO DE WIENER 10
• Weighted Least Squares (WLS):
F [e(k)] =
k∑
i=0
λi
∣∣e(k − i)2∣∣ (2.13)
onde λ e´ uma constate menor que 1;
• Instantaneous Square Value (ISV):
F [e(k)] = |e(k)|2 (2.14)
Como a func¸a˜o MSE utiliza um operador esperanc¸a, cuja estat´ıstica necessita
de uma infinita quantidade de informac¸a˜o para ser medida, e´ imposs´ıvel ser
implementada na pra´tica. As outras func¸o˜es objetivas tendem a aproximar desta
func¸a˜o ideal. Elas diferem entre si em complexidade de implementac¸a˜o e nas
caracter´ısticas de convergeˆncia [3].
2.2.5 Definic¸a˜o do sinal de erro
A escolha do sinal de erro afeta va´rias caracter´ısticas do algoritmo, tais como, a
complexidade computacional, a velocidade de convergeˆncia, robustez, a ocorreˆncia
de polarizac¸a˜o e soluc¸o˜es mu´ltiplas [3].
2.3 Filtro de Wiener
A soluc¸a˜o de Wiener representa a soluc¸a˜o mı´nima do erro me´dio quadra´tico
(MSE) de um filtro linear discreto no tempo [6]. Essa soluc¸a˜o depende da matriz de
auto-correlac¸a˜o do sinal de entrada e da correlac¸a˜o cruzada entre o sinal de entrada
e o sinal de refereˆncia.
Como citado anteriormente, o filtro FIR na forma direta, ou transversal, e´ o mais
utilizado para realizar um filtro adaptativo [3] [5]. Este possui uma relac¸a˜o simples
e analiticamente calcula´vel entre o seus paraˆmetros e sua func¸a˜o de transfereˆncia [5],
facilitando o ca´lculo da soluc¸a˜o o´tima do filtro adaptativo. Sua sa´ıda e´ dada pela
seguinte expressa˜o:
y(k) =
N∑
i=o
wi(k)x(k − i) = w
T (k)x(k) (2.15)
onde x(k) = [x(k) x(k − 1) ... x(k − N)]T e w(k) = [w0(k) w1(k) ... wN(k)]
T sa˜o,
respectivamente, vetores de entrada e dos paraˆmetros do filtro. A ordem do filtro
adaptativo e´ representada por N . Como o sinal de sa´ıda y(k) e´ uma combinac¸a˜o
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linear dos coeficientes do filtro, existe apenas uma u´nica soluc¸a˜o o´tima para o erro
me´dio quadra´tico (Mean Square Error - MSE) [3].
Utilizando a func¸a˜o custo do erro me´dio quadra´tico (2.11) e a equac¸a˜o (2.15),
obte´m-se:
E[e2(k)] = ξ(k)
Considerando o sinal de erro como:
e(k) = d(k)− y(k) = d(k)−wT (k)x(k) (2.16)
Obte´m-se:
ξ(k) = E[d2(k)− 2d(k)y(k) + y2(k)]
ξ(k) = E[d2(k)− 2d(k)wT (k)x(k) + wT (k)x(k)xT (k)w(k)]
ξ(k) = E[d2(k)]− 2E[d(k)wT (k)x(k)] + E[wT (k)x(k)xT (k)w(k)]
Para um filtro com os coeficientes fixos, a func¸a˜o MSE e´ dada por:
ξ(k) = E[d2(k)]− 2wT E[d(k)x(k)] + wT E[x(k)xT (k)]w
ξ(k) = E[d2(k)]− 2wTp + wTRw (2.17)
onde p = E[d(k)x(k)] e´ o vetor de correlac¸a˜o cruzada entre o sinal desejado e o sinal
de entrada, e R = E[x(k)xT (k)] e´ a matriz de auto-correlac¸a˜o do sinal de entrada.
Pode-se observar na expressa˜o (2.17) que a func¸a˜o objetiva e´ uma func¸a˜o quadra´tica
com relac¸a˜o aos coeficientes do filtro. Logo, a minimizac¸a˜o desta func¸a˜o leva a uma
soluc¸a˜o o´tima u´nica, obtendo um vetor dos coeficientes o´timos, wo.
O vetor gradiente da func¸a˜o custo (2.17), com relac¸a˜o aos paraˆmetros do filtro,
e´ dado por:
gw =
∂ξ
∂w
= [
∂ξ
∂w0
∂ξ
∂w1
...
∂ξ
∂wN
] = −2p + 2Rw (2.18)
Igualando o gradiente a zero e assumindo que R e´ uma matriz na˜o singular,
obte´m-se a soluc¸a˜o de Wiener:
wo = R
−1p (2.19)
Na pra´tica, uma estimativa precisa de R e p na˜o e´ poss´ıvel de se calcular. Quando
o sinal de entrada e o sinal desejado sa˜o ergo´dicos1, e´ poss´ıvel utilizar o tempo me´dio
(time averages) para estimar R e p, o que e´, implicitamente, feito pela maioria dos
algoritmos adaptativos [3].
1Um processo x(n) e´ ergo´dico se todas as suas propriedades estat´ısticas se podem determinar
a partir de uma u´nica realizac¸a˜o. Para tal, o processo devera´ ser estaciona´rio, podendo-se, enta˜o,
substituir me´dias de conjuntos por me´dias temporais.
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2.4 Algoritmo LMS (Least Mean Square)
Utilizando um algoritmo baseado no me´todo do gradiente, (2.8), pode-se
aproximar da soluc¸a˜o de Wiener (2.19) da seguinte forma [3]:
w(k + 1) = w(k)− µgˆw(k) = w(k) + 2µ(pˆ(k)− Rˆ(k)w(k)) (2.20)
para k = 0, 1, 2, ..., onde gˆw(k) representa uma estimativa do vetor gradiente da
func¸a˜o custo com relac¸a˜o aos coeficientes do filtro.
A matriz de auto-correlac¸a˜o R e o vetor de correlac¸a˜o cruzada p, sa˜o estimados
pelos seus valores instantaˆneos da seguinte forma:
Rˆ(k) = x(k)xT (k) (2.21)
pˆ(k) = d(k)x(k) (2.22)
A estimativa do vetor gradiente fica:
gˆw(k) = −2d(k)x(k) + 2x(k)x
T (k)w(k) = 2x(k)(−d(k) + xT (k)w(k))
gˆw(k) = −2e(k)x(k) (2.23)
Estimar R e p por (2.21) e (2.22) e´ equivalente a substituir a func¸a˜o custo MSE
(2.11) por ISV (2.14). Isto pode ser demonstrado derivando-se a func¸a˜o objetiva
ISV com relac¸a˜o aos coeficientes do filtro:
∂e2
∂w
=
[
2e(k)
∂e
∂w0
2e(k)
∂e
∂w1
... 2e(k)
∂e
∂wN
]T
= −2e(k)x(k) = gˆw(k) (2.24)
que e´ o mesmo resultado obtido em (2.23).
A equac¸a˜o de atualizac¸a˜o dos paraˆmetros do filtro torna-se:
w(k + 1) = w(k) + 2µe(k)x(k) (2.25)
onde µ representa o passo de busca. Este deve ser escolhido em uma faixa que
garanta a convergeˆncia do algoritmo.
O algoritmo LMS fica da seguinte forma:
x(0) = w(0) = [0 0 ... 0]T
Para k ≥ 0, executar :
e(k) = d(k)− xT (k)w(k)
w(k + 1) = w(k) + 2µe(k)x(k)
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2.5 Algoritmo NLMS (Normalized LMS)
O algoritmo LMS normalizado converge mais ra´pido que o algoritmo LMS, por
utilizar um fator de convergeˆncia varia´vel [3]. A equac¸a˜o de atualizac¸a˜o e´ expressa
como:
w(k + 1) = w(k) + 2µke(k)x(k) = w(k) +4w
′(k) (2.26)
onde µk e´ o fator de convergeˆncia. Este deve ser escolhido para o algoritmo convergir
rapidamente.
O erro quadra´tico instantaˆneo e´ dado por:
e2(k) = d2(k) + wT (k)x(k)xT (k)w(k)− 2d(k)wT (k)x(k) (2.27)
Alterando o vetor dos coeficientes de tal forma que:
w′(k) = w(k) + ∆w′(k)
O erro quadra´tico (2.27) torna-se:
e′2(k) = e2(k) + 2∆w′T (k)x(k)xT (k)w(k) + ∆w′T (k)x(k)xT (k)∆w′(k)
−2d(k)∆w′T (k)x(k)
Como:
∆e2(k) , e′2(k)− e2(k)
Obte´m-se:
∆e2(k) = 2∆w′T (k)x(k)xT (k)w(k) + ∆w′T (k)x(k)xT (k)∆w′(k)
−2d(k)∆w′T (k)x(k) (2.28)
Considerando que:
e(k) = d(k)− xT (k)w(k)
A expressa˜o (2.28) pode ser escrita da seguinte forma:
∆e2(k) = −2∆w′T (k)x(k)e(k) + ∆w′T (k)x(k)xT (k)∆w′(k) (2.29)
Como:
∆w′(k) = 2µke(k)x(k) (2.30)
Substituindo (2.30) em (2.29), obte´m-se:
∆e2(k) = −4µke
2(k)xT (k)x(k) + 4µ2ke
2(k)[x(k)xT (k)]2 (2.31)
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O valor de µk tal que
∂∆e2(k)
∂µk
= 0 e´ dado por:
µk =
1
2xT (k)x(k)
(2.32)
Substituindo (2.32) em (2.31), obte´m-se ∆e2(k) = −e2(k), que corresponde ao
seu ponto mı´nimo.
Assim sendo, a equac¸a˜o de atualizac¸a˜o (2.26) torna-se:
w(k + 1) = w(k) +
e(k)x(k)
xT (k)x(k)
(2.33)
Um fator de convergeˆncia fixo µn e´ introduzido na fo´rmula (2.33) para controlar o
desajuste, ja´ que a fo´rmula foi baseada em valores instantaˆneos dos erros quadra´ticos
e na˜o do MSE. Um paraˆmetro γ tambe´m e´ introduzido para prevenir um valor
muito elevado para passo de atualizac¸a˜o, quando xT (k)x(k) torna-se muito pequeno.
Finalmente, a fo´rmula de atualizac¸a˜o dos coeficientes do filtro adaptativo fica da
seguinte forma:
w(k + 1) = w(k) +
µn
γ + xT (k)x(k)
e(k)x(k) (2.34)
O algoritmo NLMS esta´ apresentado abaixo [3].
x(0) = w(0) = [0 0 ... 0]T
Escolher um valor para µn de tal forma que: 0 < µn ≤ 2
Escolher um valor pequeno para γ.
Para, k ≥ 0, executar:
e(k) = d(k)− xT (k)w(k)
w(k + 1) = w(k) + µn
γ+xT (k)x(k)
e(k)x(k)
2.6 Algoritmo RLS (Recursive Least Square)
O algoritmo RLS baseia-se em um ca´lculo na forma recursiva para encontrar a
soluc¸a˜o que minimiza a soma dos erros quadra´ticos. Este algoritmo e´ conhecido por
sua ra´pida convergeˆncia, independente do espalhamento dos autovalores da matriz
de auto-correlac¸a˜o do sinal de entrada. Tem um excelente desempenho quando
empregado em sistemas variantes no tempo. Pore´m, possui uma maior complexidade
computacional e sofre problemas de estabilidade, que na˜o ocorre com o algoritmo
LMS [10] [11].
Dado um filtro FIR realizado na forma direta com o sinal de entrada dado por
x(k) = [x(k) x(k−1) ... x(k−N)]T , onde N e´ a ordem do filtro, e os coeficientes do
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filtro dado por w(k) = [w0(k) w1(k) ... wN(k)]
T , como anteriormente. Os coeficientes
sa˜o adaptados para minimizar a func¸a˜o custo, WLS, que no caso dos algoritmos
least-squares e´ uma func¸a˜o determin´ıstica, dada por:
ξd(k) =
k∑
i=0
λk−ie2(i)
=
k∑
i=0
λk−i[d(i)− xT (i)w(k)]2 (2.35)
onde e(i) e´ o erro de sa´ıda no instante i. O paraˆmetro λ e´ um fator de peso
exponencial que deve ser escolhido na faixa 0  λ ≤ 1. E´ tambe´m chamado
fator de esquecimento, desde que a informac¸a˜o passada tem um peso que diminui
exponencialmente o seu efeito na atualizac¸a˜o dos coeficientes do filtro.
Diferenciando ξd(k) em relac¸a˜o ao w(k), tem-se que:
∂ξd(k)
∂w(k)
= −2
k∑
i=0
λk−ix(i)[d(i)− xT (i)w(k)] (2.36)
Igualando a expressa˜o (2.36) a zero, para encontrar o vetor o´timo w(k) que
minimiza a func¸a˜o custo, tem-se que:
k∑
i=0
λk−ix(i)xT (i)w(k)−
k∑
i=0
λk−ix(i)d(i) =


0
0
...
0

 (2.37)
Isolando w(k) da expressa˜o (2.37), obte´m-se o vetor dos coeficientes o´timos:
w(k) =
[
k∑
i=0
λk−ix(i)xT (i)
]−1 k∑
i=0
λk−ix(i)d(i)
= R−1D (k)pD(k) (2.38)
onde RD(k) e pD(k) sa˜o chamados matriz de correlac¸a˜o determin´ıstica do sinal de
entrada e vetor de correlac¸a˜o cruzada determin´ıstico entre os sinais de entrada e
desejado, respectivamente.
Na equac¸a˜o (2.38), assume-se que a matriz RD(k) e´ na˜o singular. Caso contra´rio,
deve ser utilizada uma matriz inversa generalizada para obter uma soluc¸a˜o para w(k)
que minimiza ξd(k) [12].
No algoritmo RLS convencional, e´ utilizado o lema da inversa˜o de matriz para
o ca´lculo da matriz inversa. Desta forma, a complexidade computacional e´ menor,
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comparada com o ca´lculo direto da matriz inversa. Assim sendo, a inversa da matriz
de correlac¸a˜o determin´ıstica e´ calculada da seguinte forma:
SD(k) = R
−1
D (k) =
1
λ
[
SD(k − 1)−
SD(k − 1)x(k)x
T (k)SD(k − 1)
λ + xT (k)SD(k − 1)x(k)
]
(2.39)
O algoritmo RLS convencional esta´ apresentado abaixo.
SD(−1) = δI
onde δ pode ser a inversa da poteˆncia do sinal de entrada estimado
pD(−1) = x(−1) = [0 0 ... 0]
T
Para k ≥ 0, executar :
SD(k) =
1
λ
[
SD(k − 1)−
SD(k−1)x(k)x
T (k)SD(k−1)
λ+xT (k)SD(k−1)x(k)
]
pD(k) = λpD(k − 1) + d(k)x(k)
w(k) = SD(k)pD(k)
Se necessa´rio, calcule:
y(k) = wT (k)x(k)
e(k) = d(k)− y(k)
Cap´ıtulo 3
Eco na rede telefoˆnica
Oatraso nas ligac¸o˜es telefoˆnicas passou a causar problemas durante os anos de1920 a 1930, quando surgiram os primeiros circuitos a longa distaˆncia. Nesta
e´poca, circuitos de distaˆncia maior que 800 Km (aproximadamente 500 milhas) eram
considerados circuitos de longa distaˆncia [13]. Este atraso se tornou suficientemente
grande para causar ecos que incomodavam o assinante. Isto motivou a pesquisa
de me´todos de controle de eco na rede de telefonia pu´blica comutada (PSTN). Foi
enta˜o que surgiram os atenuadores, bobinas h´ıbridas com autobalanceamento de
impedaˆncia, os supressores de eco e, posteriormente, os canceladores de eco.
3.1 A Origem do Eco
A Figura 3.1 representa, de forma simplificada, o circuito envolvido em uma
conversa entre duas pessoas atrave´s de uma ligac¸a˜o telefoˆnica. Neste diagrama, cada
linha representa um par de fios. Os assinantes esta˜o conectados por um circuito de
quatro fios durante todo o percurso da ligac¸a˜o. Como indicado na figura por P1
e P2, existem perdas na linha que devem ser compensadas pelos ganhos G1 e G2.
As perdas na˜o sa˜o concentradas em um ponto como demonstra a figura, mas esta˜o
distribu´ıdas em todo o circuito. Ocorrem tambe´m atrasos nas linhas, A1 e A2, que
na˜o podem ser compensados. Este atraso e´ dependente do tipo de circuito utilizado.
Por exemplo, a transmissa˜o pode ser feita por sate´lite, fibras o´pticas, fios de cobre
ou ondas de ra´dio. O atraso na˜o pode ser menor que o tempo equivalente a` distaˆncia
entre os assinantes dividido pela velocidade da luz. No caso de uma ligac¸a˜o local,
onde poucos equipamentos esta˜o envolvidos, o atraso total envolvido na ligac¸a˜o sera´
bem pro´ximo deste valor mı´nimo [13].
O atraso interfere na conversac¸a˜o de tal forma que, levando em considerac¸a˜o a
Figura 3.1, quando o assinante A terminar de falar, este so´ podera´ escutar a resposta
do assinante B apo´s um tempo equivalente a soma dos atrasos envolvidos, ou seja,
apo´s t = A1 + A2.
17
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Figura 3.1 Diagrama simplificado de uma ligac¸a˜o em um circuito a quatro fios
Circuitos de longa distaˆncia necessitam de um ganho elevado, por este motivo,
e´ utilizado circuitos de quadro fios que permitem o uso deste ganho sem aparecer
ru´ıdos na linha. Em circuitos curtos, como a linha que liga o assinante a` central e o
entroncamento local, e´ mais via´vel economicamente o uso de circuitos a dois fios [13].
Como existe um nu´mero elevado deste tipo de circuito, ao reduzir um par de fios se
economiza muito cobre. Pore´m, e´ necessa´rio ligar os dois tipos de circuitos e, assim,
surge um novo problema. Para na˜o ocorrer reflexa˜o do sinal no fio, e´ necessa´rio
um casamento perfeito de impedaˆncias entre os dois meios. Como representado na
Figura 3.2, a conexa˜o entre os circuitos de dois fios e os circuitos de quatro fios e´
realizada atrave´s de bobinas h´ıbridas, H1, H2, H3 e H4. Como o casamento entre
as impedaˆncias da linha e da rede, R1, R2, R3 e R4, nunca e´ perfeito, uma parcela
do sinal transmitido retorna da h´ıbrida causando o eco, representado na Figura 3.2
por e1 e e2.
G2 P2
P1
Assinante
A
Assinante
B
Microfone
Alto-falante Microfone
Alto-falante
H1R1 H2 R2 H3 H4R3 R4
Telefone BTelefone A
G1
A2
A1
e1
e2
Figura 3.2 Diagrama de uma Rede Telefoˆnica Ba´sica
Em um sistema de transmissa˜o, qualquer descasamento de impedaˆncias causara´
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uma reflexa˜o da energia de volta a` fonte e podera´ causar eco. No caso do circuito
a quatro fios, como os amplificadores sa˜o dispositivos que transmitem o sinal
unidirecionalmente, o eco na˜o consegue se propagar ao longo da linha, ficando
confinado em pequenas sec¸o˜es do sistema. Estas reflexo˜es na˜o interferem no sinal
que chega ao assinante. Entretanto, no circuito a dois fios, em qualquer ponto que
ocorra o descasamento da impedaˆncia, o eco pode retornar na linha com pouca
atenuac¸a˜o. Na literatura e´ bastante comum considerar que a reflexa˜o e´ causada
apenas na bobina h´ıbrida. Isto e´ permitido quando o sistema esta´ em repouso.
Entretanto, para problemas envolvendo os transito´rios na rede, deve-se considerar
os pontos que ocorrem reflexo˜es no circuito a dois fios [13].
Na Figura 3.2 esta´ ilustrada uma situac¸a˜o t´ıpica de uma ligac¸a˜o telefoˆnica entre
dois assinantes. Os aparelhos telefoˆnicos possuem h´ıbridas, H1 e H4, que convertem
uma transmissa˜o a quatro fios, um par do microfone e um par do alto-falante, em
uma transmissa˜o a dois fios, para conectar o telefone na linha do assinante. Na
central, outras h´ıbridas, H2 e H3, convertem novamente de dois para quatro fios,
para transmissa˜o em longa distaˆncia. Em uma conversa entre dois assinantes A e
B, a fala retorna de cada uma das h´ıbridas. O sinal que retorna no pro´prio telefone
do assinante, devido a` h´ıbrida interna, e´ chamado de sidetone [13]. Este tipo de eco
possui um atraso nulo, ocorre quase que instantaneamente com a fala. Na˜o causa
perda na qualidade da ligac¸a˜o. No caso do assinante A falando e o assinante B
escutando, a fala retorna tanto na h´ıbrida H2 quanto na h´ıbrida H3. Como o tempo
de propagac¸a˜o na linha do assinante e´ curto, a primeira e´ mascarada pelo sidetone.
Enquanto a segunda, causa o chamado eco do falante [13]. Este pode possuir um
atraso significativo, que leva o assinante A a escutar o eco de sua voz. O sinal
refletido em H3 pode refletir novamente em H1 e H2 causando o chamado eco do
ouvinte [13], que e´ escutado pelo assinante B apo´s ele escutar a fala original do A.
Esse processo e´ repetido ate´ que a perda no caminho circulante reduz o eco de tal
forma que o assinante na˜o possa mais escuta´-lo. Em um circuito telefoˆnico t´ıpico,
apenas o eco do falante e´ controlado, uma vez que se este for eliminado, o eco do
ouvinte tambe´m sera´ eliminado.
3.2 O Efeito do Eco
O eco torna-se um incoˆmodo a medida que o atraso aumenta. Ecos com pouco
atraso sa˜o mascarados pela fala e sa˜o ate´ mesmo agrada´veis de se ouvir durante a
fala, dando a impressa˜o de que o ouvinte esta´ escutando bem o que esta´ sendo dito
e que a linha na˜o esta´ “muda”. Mas quando o atraso aumenta, de tal forma que ao
terminar a fala o assinante percebe a pro´pria voz, o eco passa a degradar a qualidade
da ligac¸a˜o. Por exemplo, se o tempo de round-trip delay e´ de aproximadamente
250ms, o eco se torna bastante irritante mesmo com um n´ıvel bastante baixo [13].
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Testes para determinar a toleraˆncia ao eco foram reportados por Clark e Mathes
em 1925 [14]. Em 1953, Phillips [1] repetiu este trabalho. O resultado obtido esta´
mostrado na Figura 3.3. O gra´fico representa a relac¸a˜o entre o atraso total do eco,
round-trip delay, e a menor atenuac¸a˜o que o eco deve sofrer, echo path round-trip
loss, para a ligac¸a˜o atingir uma boa qualidade na opinia˜o de va´rios ouvintes. A
curva representa um valor me´dio da toleraˆncia ao eco. Aproximadamente 68% dos
ouvintes tem uma toleraˆncia ao eco de 5 dB acima ou abaixo da curva, enquanto os
32% restantes esta˜o fora desta faixa. Ale´m disto, levando em considerac¸a˜o a Figura
3.2, e que as perdas na rede sa˜o iguais em ambas as direc¸o˜es; neste estudo, tambe´m
foi determinado que, na pra´tica a perda no caminho de eco e´ maior que o dobro da
perda na rede mais a perda de retorno na h´ıbrida H3, ou seja, PT > 2 × P1 + PH3 ,
sendo P1 = P2.
Figura 3.3 Gra´fico da atenuac¸a˜o versus atraso do eco - reproduzido de [1]
3.3 Me´todos de Controle do Eco
3.3.1 Atenuador
Como diminuir o atraso na rede na˜o e´ uma forma simples de se eliminar o eco, as
soluc¸o˜es encontradas baseiam-se em controlar a amplitude do eco. O eco pode ter
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seu sinal atenuado introduzindo uma perda na linha no circuito de quatro fios, tanto
na transmissa˜o, quanto na recepc¸a˜o. Observando a Figura 3.2 estas perdas podem
ser colocadas no circuito em se´rie com os ganhos G1 e G2. Pore´m, o sinal de fala
tambe´m sera´ atenuado. Para cada xdB de atenuac¸a˜o no sinal de fala, o sinal de eco
sera´ atenuado de 2xdB. Apesar de ser um me´todo simples de se colocar em pra´tica,
a perda introduzida no sistema na˜o pode ser elevada, sena˜o o sinal transmitido
tera´ pouca qualidade, atingindo n´ıveis impratica´veis. O atenuador de eco pode ser
utilizado para circuitos com um tempo de round-trip delay menor que 45ms [13].
Para atrasos maiores, a perda que deve ser introduzida e´ tanta que atenua sinal de
fala ale´m do n´ıvel aceita´vel. Nestes casos sa˜o utilizados supressores de eco.
3.3.2 Supressor de Eco
No final dos anos 50, do se´culo passado, surgiu o primeiro supressor de eco. No
in´ıcio, foram utilizados para controlar o eco gerado por circuitos de sate´lite [15].
O supressor de eco consiste, basicamente, de dois comutadores operados por voz
que interrompem o caminho de retorno do eco. A Figura 3.4 ilustra um modelo de
um supressor de eco simples. Quando o assinante em A fala, sua voz e´ transmitida
atrave´s do circuito a quatro fios no caminho 1, isto faz com que o comutador CB opere
e desabilite o caminho 2 antes que o eco eB gerado em HB retorne. Similarmente,
uma fala em B causa a operac¸a˜o no comutador CA que bloqueia o sinal eA gerado
em HA.
Telefone A
Detector de 
Fala B
Detector de 
Fala A Telefone BHA HB
T
T
CA
CB
eA
eB
Caminho 1
Caminho 2
Figura 3.4 Diagrama de um supressor de eco
Na pra´tica, os supressores de eco utilizados sa˜o mais sofisticados que o
apresentado na Figura 3.4. Sa˜o empregados em circuitos de 1600 a 2400 Km.
Podem reduzir o eco a um n´ıvel satisfato´rio, para um atraso de round-trip de
aproximadamente 50 a 100ms.
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Embora os supressores de eco reduzem o eco causado por problemas de
transmissa˜o na rede, eles tambe´m causam uma distorc¸a˜o nas primeiras s´ılabas,
um ajuste artificial do volume e eliminam a capacidade de dupla fala, reduzindo
a habilidade do sistema em permitir uma conversac¸a˜o natural [15]. Esse dispositivo
tem a desvantagem de tornar a comunicac¸a˜o unidirecional, na˜o permitindo a
transmissa˜o da fala em ambas direc¸o˜es [13]. Outro problema que pode ocorrer e´
o chamado lock-out. Este efeito e´ o bloqueio total da transmissa˜o. Ocorre quando
va´rios supressores de eco sa˜o usados em tandem. Como mostrado na Figura 3.5, pode
existir um certo atraso T entre dois supressores em uma ligac¸a˜o telefoˆnica. Quando
ocorre uma interrupc¸a˜o na conversa, os caminhos nos dois sentidos ficam dispon´ıveis.
Neste estado, o assinante em B comec¸ar a falar e o comutador C3 e´ operado. O sinal
leva um tempo T para chegar no comutador C1. Antes deste tempo, o assinante
em A comec¸a a falar sem saber que o assinante em B esta´ falando, causando a
operac¸a˜o do comutador C2. Ambos os comutadores interrompem o circuito. Como
um assinante na˜o esta´ escutando o outro, ate´ que um deles pare de falar, o circuito
podera´ ficar interrompido por um per´ıodo de tempo. A. W. Horton [16] estudou
este fenoˆmeno e mostrou como calcular a probabilidade de ocorreˆncia do mesmo.
Va´rios artigos na literatura especializada descrevem as caracter´ısticas, vantagens
e desvantagens do supressor de eco [13] [17] [18].
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Figura 3.5 Diagrama de dois Supressores de Eco em Tandem
3.3.3 Bobina Hı´brida com Autobalanceamento de
Impedaˆncia
Foram feitos estudos para desenvolver bobinas h´ıbridas com autobalanceamento
de impedaˆncia. A maioria dos esquemas envolve a medida de corrente e
tensa˜o associados com a impedaˆncia da linha e introduz correntes ou tenso˜es de
3.3. ME´TODOS DE CONTROLE DO ECO 23
compensac¸a˜o para balanceamento. Na pra´tica este me´todo se mostrou bastante
complexo e caro para que justificasse seu uso [13].
3.3.4 Cancelador de Eco
3.3.4.1 Histo´rico
A ide´ia do cancelador de eco foi originalmente proposta por B.F. Logan e
J.L.Kelly Jr [19]. As primeiras publicac¸o˜es foram feitas em 1966 atrave´s de dois
artigos publicados no Bell Systems Technical Journal por Sondhi & Presti [19], e
Becker & Rudin [20]. Em 1967, Sondhi fez uma nova publicac¸a˜o mais detalhada [21].
Apo´s o desenvolvimento da teoria nos laborato´rios AT&T, o primeiro cancelador
de eco foi produzido no final da de´cada por COMSAT TeleSystem [15]. Baseado
em processos analo´gicos, o cancelador de eco foi implementado para testar seu
desempenho na rede de comunicac¸a˜o via sate´lite para ligac¸o˜es longa distaˆncia
intercontinental. Foi comercialmente invia´vel devido ao imenso tamanho f´ısico e
alto custo de produc¸a˜o.
No final da de´cada de 70, com o desenvolvimento da tecnologia de circuitos
digitais, foi poss´ıvel a produc¸a˜o dos primeiros canceladores de eco pela COMSAT
[15]. Foram baseados na tecnologia de circuitos digitais utilizando interface analo´gica
com a rede. Entretanto, o intenso processamento necessa´rio para atualizar os
coeficientes do filtro e o elevado custo inviabilizavam o seu uso comercial.
No in´ıcio dos anos 80, com a evoluc¸a˜o dos semicondutores, foram desenvolvidos
canceladores de eco com interface mais sofisticada e sistemas multicanais baseados na
nova tecnologia de processadores digitais de sinais [15]. A microeletroˆnica avanc¸ou
em uma taxa elevada e os dispositivos tornaram-se cada vez mais baratos. Este
desenvolvimento tecnolo´gico viabilizou o uso do cancelador de eco na˜o somente para
circuitos via sate´lite, mais tambe´m para circuitos de longa distaˆncia terrestres. Os
canceladores de eco desenvolvidos tiveram um desempenho superior ao supressor de
eco, melhorando a qualidade das ligac¸o˜es.
Nos u´ltimos 20 anos, a comunidade cient´ıfica tem tido um grande esforc¸o para
desenvolver canceladores de eco que utilizam outras estruturas de filtros mais
eficientes, algoritmos adaptativos com convergeˆncia mais ra´pida e com menor esforc¸o
computacional. Entretanto, atualmente, os canceladores de eco ainda se baseiam
no conceito proposto por Kelly e Logan, utilizando um filtro com a estrutura
transversal e um algoritmo adaptativo simples baseado no me´todo do gradiente
(steepest descent). O algoritmo do mı´nimo quadrado me´dio normalizado (NLMS) e´
o mais empregado para este fim.
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3.3.4.2 Conceito
Como o supressor de eco na˜o tinha um resultado satisfato´rio, J. L. Flanagan
e D. W. Hagelberger sugeriram um dispositivo de lac¸o aberto que consistia de
um filtro transversal que aproximava a resposta impulsiva do sistema. O eco foi
tratado como uma versa˜o linearmente filtrada do sinal de fala original. Um trem
de pulsos era transmitido atrave´s do circuito para medir a sua resposta impulsiva e,
assim, configurar os coeficientes do filtro que modela o sistema. O eco e´ cancelado
subtraindo o sinal sintetizado pelo filtro do sinal de retorno. Pore´m, o caminho de
eco na˜o e´ constante. Ale´m da brusca mudanc¸a devido a` conexa˜o ou desconexa˜o
de telefones de extensa˜o durante a conversac¸a˜o, ou transfereˆncia de chamadas via
PABX, tambe´m existem mudanc¸as lentas em ganho e outras flutuac¸o˜es da func¸a˜o
de transfereˆncia do caminho de eco [21]. Enta˜o, para um dispositivo de loop aberto
funcionar na pra´tica, e´ necessa´rio ajustar o filtro transversal durante a conversac¸a˜o.
A transmissa˜o cont´ınua de trens de pulsos para tal ajuste seria intolera´vel para o
assinante.
A proposta feita por Kelly e Logan contorna essas dificuldades. O sinal de fala e´
utilizado no lugar do trem de pulsos e um lac¸o de controle continuamente adapta o
filtro transversal para as mudanc¸as no caminho. O diagrama do cancelador proposto
esta´ representado na Figura 3.6. Pode-se observar que o cancelador e´ apenas um
filtro adaptativo cujos coeficientes esta˜o representados por W . Estes sa˜o adaptados
de acordo com o sinal resultante da multiplicac¸a˜o do sinal de entrada, x(t), com o
sinal de erro, e(t), ponderado pela constante K.
Utilizando o filtro adaptativo, o cancelador de eco sintetiza uma re´plica do eco,
y′(t), e o subtrai do sinal de retorno da h´ıbrida, y(t), que e´ composto pelo eco, ax(t),
mais um sinal de ru´ıdo r(t). O sinal residual e´ o sinal de erro e(t).
Neste esquema, considera-se que o assinante do outro lado da linha na˜o esta´
falando. Desta forma, o ideal seria um sinal de erro nulo. No caso em que os dois
assinantes esta˜o falando, a adaptac¸a˜o dos coeficientes e´ congelada e o sinal de erro
deve ser equivalente ao sinal de fala do assinante remoto.
   z-1
x(t), sinal de entrada
   z-1    z-1
x x x
x
x
k
w0 w1 w2 wn
-
+
Caminho 
de Eco
e(t) = y(t) – y’(t), sinal de erro
y'(t), eco sintetizado
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Figura 3.6 Diagrama esquema´tico do Cancelador de Eco
Cap´ıtulo 4
Qualidade de Servic¸o em VoIP
N
a a´rea de redes, a qualidade de servic¸o (QoS) representa a capacidade da rede
em fornecer um servic¸o diferenciado para um determinado tra´fego. Este termo
refere-se a um conjunto de paraˆmetros que garantem o desempenho em relac¸a˜o a`
qualidade e disponibilidade de servic¸o, compreendendo atraso ma´ximo, largura de
banda e prioridade dos pacotes. Em processamento de sinais digitais, a qualidade de
servic¸o envolve a medida da qualidade do sinal de fala, que depende do codificador
utilizado, ale´m de blocos funcionais responsa´veis pela melhoria do sinal, como os
canceladores de eco, algoritmos de tratamento de pacotes perdidos, buffer de jitter,
supressores de sileˆncio e gerac¸a˜o de ru´ıdo de fundo de conforto. Esse cap´ıtulo
apresenta os principais conceitos relacionados a` qualidade de servic¸o e diversas
te´cnicas empregadas em voz sobre IP (VoIP).
4.1 Uma Visa˜o Geral de VoIP
A tendeˆncia atual e´ a convergeˆncia entre a rede de circuitos comutados e a rede
de pacotes. Essa e´ a maior prioridade para muitos gerentes de redes, fabricante de
equipamentos e provedores de servic¸os. As organizac¸o˜es esta˜o buscando soluc¸o˜es que
ira˜o possibilita´-las utilizar o excesso da capacidade das redes para transmissa˜o de
voz e dados. E´ bem prova´vel que depois que a telefonia IP estiver bem consolidada,
aplicac¸o˜es integradas de multimı´dia interativa, como confereˆncias virtuais utilizando
a´udio e v´ıdeo, passara˜o a fazer parte do nosso cotidiano.
Resumidamente, VoIP (Voice over Internet Protocol) e´ a tecnologia que utiliza
o protocolo da internet (IP) para transmitir voz sobre uma rede de dados, podendo
ser internet ou intranet. A principal vantagem de se utilizar a rede de pacotes para
transmitir voz e´ o aumento da eficieˆncia e diminuic¸a˜o dos custos. O provedor de
servic¸os VoIP pode aumentar rapidamente o nu´mero de servic¸os prestados e utilizar
a largura de banda existente de forma eficiente, atendendo melhor a satisfac¸a˜o do
cliente [22]. Pode-se disponibilizar servic¸os para transmissa˜o de voz e de dados
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utilizando os mesmos equipamentos da rede. O meio f´ısico e´ compartilhado com
va´rios usua´rios, possibilitando que va´rias ligac¸o˜es ocorram ao mesmo instante, tendo
assim, um maior aproveitamento da banda dispon´ıvel.
A rede PSTN tem a vantagem de garantir a largura de banda necessa´ria e fixa
para a transmissa˜o de voz com qualidade telefoˆnica e um atraso mı´nimo. Pore´m,
e´ pouco eficiente para tra´fego de dados [22]. Sua largura de banda e´ limitada em
64 kbps e o tra´fego de dados necessita de uma taxa de transfereˆncia maior. A
desvantagem e´ o desperdic¸o de recursos, devido ao fato da conexa˜o ser dedicada,
mesmo que na˜o existam dados para serem transmitidos na linha, esta na˜o pode ser
utilizada para outra transmissa˜o enquanto a conexa˜o estiver estabelecida.
A rede IP foi constru´ıda para suportar aplicac¸o˜es de dados que na˜o sa˜o de tempo
real, como transfereˆncia de arquivos ou email. Esses sa˜o caracterizados pelo tra´fego
em rajadas, com picos ocasionais de demanda por maior largura de banda e na˜o
sa˜o sens´ıveis ao atraso. E´ uma rede de comutac¸a˜o de pacotes, onde os dados sa˜o
empacotados e enviados para o destino atrave´s de va´rios roteadores. Na˜o existe
o estabelecimento de uma chamada. Os pacotes na˜o precisam seguir o mesmo
caminho. Se ocorrer um congestionamento em algum ponto da rede, os roteadores
sa˜o programados para escolherem uma nova rota para os pacotes.
A rede de pacotes e´, geralmente, representada por uma nuvem indicando a
incerteza do caminho que os pacotes ira˜o seguir. Para se transmitir o sinal de
telefonia nesta rede e´ necessa´rio que se tenha dispositivos conectados a`s suas bordas
para converter o sinal para o formato utilizado. Na rede IP estes dispositivos
sa˜o chamados de gateways. A Figura 4.1 apresenta um exemplo de uma ligac¸a˜o
utilizando a tecnologia VoIP que envolve dois gateways.
Telefone A
Rede IP
Telefone B
Gateway A /
Híbrida
Gateway B /
Híbrida
Figura 4.1 Representac¸a˜o de uma transmissa˜o VoIP
Para uma conversac¸a˜o com qualidade, a voz precisa ser transmitida em tempo
real. Se uma rede de comutac¸a˜o de pacotes for utilizada, os pacotes perdidos na˜o
podem ser retransmitidos. Para uma boa qualidade na transmissa˜o, a fala na˜o pode
ser cortada e nem muito atrasada. Ale´m disto, existem tambe´m outros fatores como
o jitter, a perda de pacotes e o eco que devem ser controlados. Para este controle
sa˜o utilizadas te´cnicas de qualidade de servic¸o.
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4.2 Qualidade de Servic¸o
O termo QoS indica a capacidade de uma rede de fornecer um servic¸o com
qualidade para um determinado tra´fego de rede. A tecnologia de QoS inclui a
utilizac¸a˜o de prioridades com largura de banda dedicada, controle de jitter, lateˆncia
e perda de pacotes. Ale´m disto, e´ importante que a prioridade de um ou mais fluxos
de pacotes na˜o impec¸am que outros sejam transmitidos.
O emprego de VoIP esta´ relacionado com a qualidade de servic¸o da rede IP. E´
poss´ıvel atingir uma qualidade em VoIP ta˜o boa quanto em uma chamada telefoˆnica
na rede PSTN, utilizando-se as te´cnicas de qualidade de servic¸o que sera˜o citadas a
seguir [23].
4.2.1 Lateˆncia
A transmissa˜o de pacotes de dados de voz pela rede IP na˜o ocorre
instantaneamente. Lateˆncia e´ o tempo necessa´rio para os pacotes trafegarem do
transmissor para o receptor, incluindo o tempo gasto na codificac¸a˜o, empacotamento
no transmissor, o tempo gasto para a decodificac¸a˜o e tratamento do jitter no
receptor. A lateˆncia e´ frequ¨entemente apresentada como um valor me´dio.
A conversac¸a˜o, geralmente, envolve uma parada ao redor de 200 ms para mudar
de locutor. Se a lateˆncia da rede for maior que 150 ms, o fluxo da conversa fica
comprometido, podendo as duas pessoas comec¸ar a falar ao mesmo tempo, uma
interrompendo a outra [23]. O atraso ou a lateˆncia entre os falantes e´ um dos fatores
mais crucial na determinac¸a˜o subjetiva da qualidade de uma chamada telefoˆnica.
A recomendac¸a˜o G.114 do ITU-T considera o atraso de transmissa˜o da rede para
aplicac¸o˜es de voz. Define treˆs faixas de aceitac¸a˜o para o atraso:
- 0-150 ms, aceita´vel para a maioria das aplicac¸o˜es.
- 150-400 ms, aceita´vel desde que o administrador tenha conhecimento do tempo
de transmissa˜o e seu impacto na qualidade da transmissa˜o para aplicac¸o˜es do
usua´rio.
- Acima de 400 ms, inaceita´vel para propo´sitos gerais, entretanto, em alguns
casos excepcionais este limite pode ser excedido.
Essas recomendac¸o˜es sa˜o para conexo˜es com um controle de eco adequado, que
implica o uso de canceladores de eco.
A voz que trafega pela rede de pacotes e´ processada em va´rias etapas. O
sinal analo´gico originado no telefone e´ digitalizado utilizando a modulac¸a˜o PCM
pelo codificador de voz (vocoder). Estas amostras PCM sa˜o comprimidas por um
algoritmo (codec) e formatadas em pacotes para transmissa˜o atrave´s da WAN (wide
4.2. QUALIDADE DE SERVIC¸O 28
area network). No outro lado da rede de pacotes as mesmas func¸o˜es sa˜o realizadas
na ordem inversa.
Todas as etapas envolvidas nesse processo acrescentam uma parcela ao atraso
total da transmissa˜o. A seguir esta´ detalhado algumas dessas fontes de atraso.
4.2.1.1 Atraso de codificac¸a˜o
E´ o tempo que o processador digital de sinais (DSP) gasta para comprimir um
bloco de amostras PCM. Devido a existeˆncia de va´rios codificadores, esse atraso varia
de acordo com o codificador de voz utilizado. Por exemplo, o codificador G.729A
analisa um bloco de 10 ms de amostras PCM para posteriormente comprimi-lo.
4.2.1.2 Atraso de bufferizac¸a˜o
Depois que a voz e´ empacotada, o quadro e´ armazenado em um buffer para
transmissa˜o na rede. Devido a alta prioridade do pacote de voz, este deve esperar
somente se ja´ estiver sendo transmitido um pacote de dados ou se estiver outro
pacote de voz na fila. Este tempo de espera e´ chamado de atraso de bufferizac¸a˜o.
4.2.1.3 Atraso de roteamento na rede IP
Ao transportar voz pela Internet, existe uma informac¸a˜o limitada, e basicamente
nenhum controle, sobre o caminho que os pacotes poderiam seguir entre dois
gateways quaisquer. Na rede IP pode existir atrasos longos, alta perda de pacotes,
jitter variado e pacotes fora de ordem.
Em uma configurac¸a˜o Intranet, entretanto, e´ poss´ıvel obter muita informac¸a˜o e
controle sobre o caminho do pacote de voz. Neste caso, uma rede bem definida de
roteadores e switches pode fornecer um servic¸o de o´tima qualidade.
Pacotes transportados na rede IP sa˜o atrasados ao passar por cada roteador.
O atraso no roteador vai depender de sua configurac¸a˜o, desempenho, capacidade e
carga. Muitos fatores podem influenciar negativamente no atraso de roteamento,
principalmente, um alto volume de pacotes grandes chegando ao mesmo tempo com
o tra´fego de voz. Entretanto, em uma rede gerencia´vel e´ poss´ıvel priorizar portas de
telefonia IP sobre portas de dados gene´ricos, diminuindo o atraso total da rede.
4.2.2 Jitter
Um grande problema enfrentado na transmissa˜o VoIP e´ a caracter´ıstica aleato´ria
do atraso da rede IP. Em uma conexa˜o t´ıpica, os pacotes passam por va´rios
roteadores ate´ atingir o destino. Os pacotes na˜o sa˜o transmitidos pelo mesmo
caminho, podendo alguns pacotes levar mais tempo que outros. Cada roteador
acrescenta um atraso variado, dependendo do nu´mero de pacotes que esta˜o no buffer.
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Ale´m disto, parte da rede pode ficar congestionada. A flutuac¸a˜o do instante da
chegada dos pacotes ao redor do valor me´dio da lateˆncia e´ chamado de jitter. Para
amenizar esta variac¸a˜o, os pacotes sa˜o coletados e armazenados em um buffer por
um tempo suficiente para permitir que o pacote mais lento chegue no destino em
tempo ha´bil para ser tocado na sequ¨eˆncia correta. Isto causa um atraso adicional.
4.2.3 Codificadores
O uso de codificadores tem va´rias vantagens, tais como, compressa˜o da taxa de
bits, recuperac¸a˜o de pacotes perdidos e detectores de atividade de voz com gerador
de ru´ıdos de conforto. Existem diversos tipos, os mais utilizados comercialmente na
telefonia IP esta˜o citados abaixo.
G.711 Codifica um fluxo de fala em uma taxa de 64 kbps. Este codec possui uma
qualidade denominada de telefoˆnica, equivalente a voz na rede PSTN, e utiliza a
mesma largura de banda de um canal de voz da rede de circuitos comutados.
G.723.1 Codifica a uma taxa de 5,3 ou 6,3 kbps, usa a codificac¸a˜o preditiva linear
(LPC) e uma busca em diciona´rios que requer muito processamento computacional.
G.729A Este algoritmo trabalha na taxa de 8 kbps. E´ empregado por muitos
anos como o codificador de fala no mercado de Frame Relay. Para telefonia IP, foi
escolhido pelo IMTC (Internacional Multimedia Teleconferencing Consortium) no
fo´rum VoIP, como codificador alternativo para voz sobre IP [24].
Os codificadores comprimem blocos de amostras PCM. Esses blocos variam em
comprimento de acordo com o codificador utilizado. Por exemplo, o tamanho de um
bloco ba´sico do G.729A e´ de 10 ms, enquanto que para o G.723.1 e´ de 30 ms. A taxa
de transmissa˜o destes codificadores e´ menor que a do G.711, gastando menos largura
de banda para transmitir a fala. Para a codificac¸a˜o, os vocoders precisam armazenar
os dados em um buffer para executar a segmentac¸a˜o da fala. Um pequeno atraso e´
acrescentado para o vocoder armazenar e executar os ca´lculos matema´ticos. Ale´m
disto, ocorre um atraso adicional para realizar o processamento de compressa˜o de
fala. Os ca´lculos sa˜o realizados pelo processador, no qual o vocoder esta´ executando,
por exemplo um processador digital de sinais (DSP).
Os vocoders tambe´m degradam o sinal dependendo do codificador utilizado.
Uma medida subjetiva de qualidade e´ o MOS (Mean Opinion Score). A tabela
4.1 apresenta os valores MOS atribu´ıdo a cada codificador.
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Vocoder Taxa(kbps) MOS
G.711 (PCM) 64 4,1
G.723 (MP-MLQ) 6,3 3,9
G.723.1 (ACELP) 5,3 3,65
G.729A (CS-ACELP) 8 3,7
Tabela 4.1 Valores MOS dos codificadores.
4.2.3.1 Medida da Qualidade do Sinal de Voz
Para medida da qualidade, podem ser usados me´todos objetivos e subjetivos. O
MOS (Mean Opinion Score) e´ uma medida subjetiva tradicionalmente empregada,
definida na recomendac¸a˜o ITU-T P.800. A pontuac¸a˜o do MOS varia de 1 (ruim) a
5 (excelente). Um sistema com uma pontuac¸a˜o maior ou igual a 4 e´ considerado um
sistema de qualidade telefoˆnica. Como exemplo, o algoritmo de modulac¸a˜o PCM
(Pulse Code Modulation) definido no padra˜o G.711 do ITU-T tem um MOS de 4,1.
Ale´m desta medida, existem me´todos objetivos que tentam prever o MOS, como por
exemplo PAMS, PSQM e PESQ [25].
PAMS (Perceptual Analysis / Measurement System) Mede o sinal de voz
em termos do esforc¸o e da qualidade do som escutado pelo ouvinte. O sinal original
e o sinal degradado pelo sistema sa˜o comparados. A quantidade de diferentes tipos
de erros encontrados na versa˜o degradada e´ analisada e uma pontuac¸a˜o MOS e´
estimada.
PSQM (Perceptual Speech Quality Measurement) Foi desenvolvido para
medir a qualidade objetiva do codec. Esta´ especificado na recomendac¸a˜o P.861 do
ITU-T. O PSQM compara um sinal original com uma versa˜o degradada para medir
distorc¸o˜es, ru´ıdo e fidelidade. Uma versa˜o melhorada foi aprovada pelo ITU-T,
PSQM+, que trata de grandes distorc¸o˜es transientes com maior efica´cia. Nenhuma
das verso˜es reagem adequadamente com filtragem, atraso varia´vel e curtas distorc¸o˜es
localizadas.
PESQ (Perceptual Evaluation of Speech Quality) Especificado na
recomendac¸a˜o P.862, o PESQ e´ um me´todo de medida da qualidade da chamada,
em que um sinal de voz conhecido e´ enviado atrave´s da conexa˜o de teste e enta˜o
comparado com o sinal original. Uma pontuac¸a˜o ana´loga a` produzida pelo MOS
e´ obtida. E´ utilizado para medir distorc¸o˜es no sinal de fala. Entretanto, o PESQ
na˜o mede os efeitos do eco, largura de faixa e outras imperfeic¸o˜es, e torna-se menos
apurado para taxas de perda de pacotes maiores que 20%.
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4.2.4 Perda de Pacotes
Como VoIP e´ um servic¸o de tempo real, pacotes perdidos na˜o podem ser
retransmitidos. Os pacotes de voz podem conter 20 ou 30 ms de informac¸a˜o de
fala, a perda destes pacotes reduzem significativamente a qualidade da chamada.
Da mesma forma que pacotes sa˜o atrasados ao passar pelo roteador, existe a
possibilidade deles serem perdidos ou descartados em per´ıodos de congestionamento.
Os roteadores sa˜o projetados para transmitirem todos os pacotes que chegam na
porta de sa´ıda correta, mas um roteador sobrecarregado pode perder uma sequ¨eˆncia
inteira de pacotes IP. A perda de pacotes degrada o desempenho de uma chamada na
telefonia IP. Embora a maioria dos gateways empregam algoritmos de codificac¸a˜o e
te´cnicas para tratar essa possibilidade, uma perda de mais de 5% dos pacotes tem um
efeito muito degradante na conversac¸a˜o. Atrave´s do planejamento e gerenciamento
da rede, as perdas de pacotes podem ser minimizadas e frequ¨entemente eliminadas
[24].
4.2.5 Te´cnicas de Qualidade de Servic¸o
A capacidade de transmissa˜o de dados de uma rede e´ chamada de largura de
banda ou largura de faixa. Utilizar uma largura de faixa inadequada causa tanto
atraso, quanto perda de pacotes. Como o tra´fego na rede IP e´ irregular, deve-se
empregar te´cnicas para priorizar os pacotes de voz em caso de congestionamento.
Algumas destas te´cnicas sa˜o CoS e IntServ.
4.2.5.1 Classe de Servic¸o (CoS)
E´ um modo de administrar o tra´fego na rede agrupando tipos semelhantes de
tra´fego e tratando cada tipo como uma classe. Para cada classe, e´ atribu´ıdo um
n´ıvel de prioridade diferente. Alguns tipos semelhantes de tra´fego sa˜o e-mail, fluxo
de voz, fluxo de v´ıdeo, transfereˆncia de arquivos, etc. A classe de servic¸o na˜o garante
um n´ıvel de servic¸o, em termos de largura de banda e tempo de entrega. Utiliza a
pol´ıtica de melhor esforc¸o (best-effort). A tecnologia CoS e´ mais simples para ser
administrada e escalonada quando a rede cresce em estrutura e em volume de tra´fego.
Duas tecnologias de CoS sa˜o o Tipo de Servic¸o (ToS) e o Servic¸o Diferenciado
(DiffServ).
Tipo de Servic¸o O cabec¸alho do pacote IP conte´m um byte chamado de tipo de
servic¸o. Este e´ dividido em duas sec¸o˜es, um campo de cinco bits chamado de ToS
e um campo precedente, os treˆs bits mais significativos. Esta extensa˜o do campo
ToS, permite a camada 3 do cabec¸alho IPv4 conter oito valores precedentes para
indicar tipo de servic¸o. Esse byte possui valores que sa˜o utilizados pelos roteadores
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e switches de n´ıvel 3 para especificar como a rede deve agir para transmitir cada
pacote, levando em considerac¸a˜o o atraso, a confiabilidade, o custo e a taxa de
transmissa˜o.
Servic¸os Diferenciados A tecnologia anteriormente citada na˜o fornece um
gerenciamento de tra´fego, simplesmente rotulando as prioridades nos pacotes. O
campo ToS foi redefinido pelo grupo IETF (Internet Engineering Task Force),
recebendo o nome de DiffServ. Seis bits do campo sa˜o utilizados para selecionar
o comportamento por no´ da rede, PHB (Per Hop Behavior), que define como os
pacotes sa˜o enfileirados nos no´s da rede. Descreve um n´ıvel particular de servic¸o
em termos de largura de banda, teoria de fila, e deciso˜es de perda ou descarte de
pacotes.
4.2.5.2 Servic¸os de Internet (IntServ)
Outra tecnologia utilizada e´ a Internet Service (IntServ) que garante QoS,
enquanto que os outros servic¸os utilizam a pol´ıtica de melhor esforc¸o. Implementa
um protocolo de sinalizac¸a˜o de QoS para reserva de recursos, tal como largura de
faixa, para um fluxo unidirecional ou caminho da rede. Para cada chamada, dois
fluxos devem ser configurados.
4.2.6 Me´todos utilizados para atingir a Qualidade de
Servic¸o
4.2.6.1 Reduc¸a˜o do atraso e do jitter
Para reduzir o efeito do jitter, os pacotes que chegam no receptor sa˜o
armazenados em um buffer. Apo´s capturar uma quantidade o´tima de pacotes de
dados, o decodificador inicia o processamento dos pacotes a uma taxa constante.
Este tempo de espera inicial e´ chamado de playout time. Para manter a lateˆncia
efetiva ta˜o baixa quanto poss´ıvel, a espera inicial deve ser mı´nima. Pore´m, se
o buffer esvaziar, alguns pacotes sera˜o perdidos. Geralmente, isto se deve ao
congestionamento momentaˆneo da rede. Para na˜o ocorrer perdas, o nu´mero de
pacotes armazenados deve ser grande, o que leva a um aumento na lateˆncia. Existe
um compromisso entre o playout time e a reduc¸a˜o do atraso que deve ser otimizado.
Foram propostos va´rios algoritmos para calcular o melhor tempo de espera para
armazenar os pacotes. Uma proposta e´ medir a variac¸a˜o no nu´mero de pacotes no
buffer sobre um per´ıodo de tempo, e ajustar o playout time adaptativamente. Isto
funciona melhor em redes ATM, que fornece uma pequena variac¸a˜o do jitter.
Para redes IP, existem va´rios algoritmos. Um algoritmo simples conta o nu´mero
de pacotes que sa˜o descartados por chegarem atrasados e cria uma raza˜o destes
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pacotes com os que foram processados com sucesso. Esta raza˜o e´ utilizada para
ajuste do playout time.
4.2.6.2 Priorizac¸a˜o de pacotes VoIP
Para priorizar o tra´fego de voz, as camadas 2 e 3 da pilha de protocolo de rede
sa˜o utilizadas para indicar a prioridade atrave´s das te´cnicas de QoS. CoS deve ser
implementada para Ethernet. O campo ToS do cabec¸alho IP deve ser utilizado para
indicar prioridade dos pacotes. O DiffServ e o RSVP devem ser implementados no
roteador para utilizar os bits ToS e reservar largura de banda. Ale´m do uso de
outras te´cnicas, tambe´m e´ importante que o aplicativo VoIP nos terminais utilize o
campo ToS para rotular as prioridades dos pacotes IP enviados na rede.
4.2.6.3 Fragmentac¸a˜o de pacotes em links de baixa velocidade
Um grande pacote de dados pode ocupar um link de baixa velocidade por um
tempo significativo, de forma a atrasar alguns pacotes VoIP aumentando o jitter.
Em um link de 256 kbps, um pacote de 1 Kbyte ocupara´ o link por 31,25 ms,
equivalente ao atraso de um pacote VoIP de 30 ms. Portanto e´ imprescind´ıvel o uso
de te´cnicas de fragmentac¸a˜o e intercalamento de pacotes entre roteadores de links de
baixa velocidade. Sendo que um pacote maior e´ fragmentado em pacotes menores e
intercalados por pacotes de voz de maior prioridade.
4.2.6.4 Reduc¸a˜o do overhead do cabec¸alho IP
A largura de banda necessa´ria para transmissa˜o de voz pode ser reduzida se
o overhead de cabec¸alho for reduzido. O RFC2508 do IETF descreve o protocolo
CRTP para compressa˜o de cabec¸alho de tempo real. Normalmente, o cabec¸alho IP
possui 44 bytes. Utilizando a compressa˜o, o cabec¸alho fica reduzido para 2 ou 4
bytes, diminuindo significativamente a largura de faixa por pacote.
4.2.6.5 Recuperac¸a˜o de pacotes perdidos
Pacotes perdidos podem degradar significativamente o sinal de fala, dependendo
da rede e do codificador utilizado. Pelo fato da rede IP atual na˜o garantir a
qualidade de servic¸o, usualmente ocorrera´ a perda de pacotes em picos de carga
e congestionamento. Para transmissa˜o de dados que na˜o sa˜o de tempo real, os
pacotes perdidos podem ser retransmitidos, entretanto a perda de pacotes de voz
na˜o pode ser tratada da mesma forma.
Alguns esquemas sa˜o utilizados por software VoIP para contornar este problema.
Um deles e´ a interpolac¸a˜o de pacotes perdidos. Esse esquema e´ um me´todo simples
que preenche o tempo entre quadros de fala na˜o cont´ınuos. Funciona bem quando
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a perda de pacotes e´ pouco frequ¨ente, mas no caso de perdas em rajadas, um
outro me´todo deve ser empregado. Por exemplo, o envio dos quadros de fala do
pacote anterior junto com o atual. Este me´todo tem a desvantagem de aumentar
a largura de banda e o atraso. Um me´todo h´ıbrido combinando os anteriores
pode ser utilizado, gastando uma largura de banda menor para enviar informac¸o˜es
redundantes.
Como exemplo, os algoritmos PLC (Packet Loss Concealment) e o PLR (Packet
Loss Recovery) sa˜o executados nos terminais para recuperar os pacotes perdidos sem
precisar retransmiti-los.
4.2.6.6 Reduc¸a˜o da utilizac¸a˜o do canal
A compressa˜o da fala reduz a largura de faixa utilizada pelos pacotes de voz, e´
poss´ıvel obter uma alta taxa de compressa˜o de bits, pore´m a qualidade do sinal de
fala e´ reduzida. Como exemplo, pode ser utilizado o codificador G.729A que possui
uma boa taxa de compressa˜o, 8 kbps, sendo oito vezes menor que a taxa do G.711,
64 kbps.
Pode-se utilizar te´cnicas que economizam a largura de banda nos per´ıodos de
sileˆncio. Junto com os codificadores, sa˜o implementados blocos funcionais com esta
finalidade. Por exemplo, o detector de atividade de voz (VAD) e o gerador de ru´ıdo
de conforto (CNG).
Em uma comunicac¸a˜o VoIP, quando o detector VAD percebe a auseˆncia de fala,
pacotes de controle sa˜o enviados ao inve´s de sinais contendo sileˆncio. Os pacotes
de controle possuem menos bits que os pacotes de sinais. No receptor, os pacotes
de controle sa˜o identificados e o gerador CNG toca um ru´ıdo de fundo, ao inve´s
de interromper o sinal de fala. O usua´rio na˜o percebe mudanc¸a no sinal durante a
conversa. Esta te´cnica e´ bem eficiente, reduzindo em ate´ 50% a utilizac¸a˜o do canal
em uma transmissa˜o full-duplex, pois na maior parte do tempo apenas um usua´rio
fala enquanto o outro escuta.
4.2.6.7 Gerenciamento da rede IP
O desempenho da rede IP na Internet e´ altamente varia´vel e frequ¨entemente
inaceita´vel. Por outro lado, a qualidade de VoIP sobre uma rede gerencia´vel,
Intranet, ou VPN (Virtual Private Network) pode ser muito boa e relativamente
quantifica´vel.
No passado, Intranets foram implementadas usando o aluguel de linhas de rede
caras por grandes coorporac¸o˜es e ageˆncias do governo. Mas com o aumento de
provedores ISPs (Internet Service Providers) e provedores de comunicac¸a˜o de dados e´
poss´ıvel obter servic¸os de rede privada virtual com garantia de qualidade de servic¸os.
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A habilidade para realocar um gateway em um ponto de presenc¸a ISP tem se
tornado uma forma barata de minimizar a lateˆncia na rede IP, eliminando um par
de roteadores em cada ponta da rede. Devido a proliferac¸a˜o de provedores de servic¸o
de rede IP e produtos oferecidos, e´ agora poss´ıvel criar um backbone da telefonia IP
com facilidade.
O custo ja´ na˜o e´ proibitivo e o atraso nos pacotes, a perda e o jitter podem ser
gerenciados para obter uma qualidade excelente. Com tal gerenciamento de rede,
o atraso pode ser mantido abaixo de 100 ms, a perda de pacote menor que 3% e o
jitter abaixo de 60 ms, resultando em uma alta qualidade de conversac¸a˜o [24].
4.2.6.8 Utilizac¸a˜o de Canceladores de Eco
O aparelho telefoˆnico e´ projetado para gerar o sinal sidetone (ocorre devido a
h´ıbrida interna do aparelho) que e´ o retorno da voz do microfone para o alto-falante.
Este ocorre quase que instantaneamente com a fala, dando a impressa˜o que o circuito
esta´ funcionando. Pore´m, o eco e´ um fator negativo que causa um desconforto e
deve ser eliminado [23].
O eco ele´trico, que sera´ o assunto desse trabalho sendo citado apenas como eco,
surge devido a` reflexa˜o do sinal na h´ıbrida na rede de comutac¸a˜o de circuitos. A
h´ıbrida localiza-se na central telefoˆnica e e´ responsa´vel pela conexa˜o do enlace local
a dois fios no enlace a longa distaˆncia a quatro fios.
Outra fonte de eco esta´ no pro´prio aparelho telefoˆnico. Devido ao acoplamento
acu´stico ruim entre o microfone e o alto-falante e a reflexa˜o do som na sala do
interlocutor, o som do alto-falante retorna pelo microfone ocorrendo o chamado eco
acu´stico.
O eco na˜o e´ gerado dentro da rede IP. Em uma ligac¸a˜o local na rede de comutac¸a˜o
de circuitos, a lateˆncia e´ ta˜o baixa que o eco e´ mascarado pelo sidetone. Isto ocorre
para um atraso menor que 50 ms. Para ligac¸o˜es a longa distaˆncia, principalmente
envolvendo enlaces de sate´lites geoestaciona´rios que tem um atraso de transmissa˜o
em torno de 250 ms, valores maiores sa˜o obtidos. O aumento no atraso intensifica o
problema do eco. A rede PSTN possui canceladores de eco para eliminar qualquer
eco com atraso acima de 50 ms [22]. Se o atraso for menor, o eco na˜o sera´ cancelado
pelo cancelador empregado na rede PSTN, de acordo com a recomendac¸a˜o G.165
do ITU [26], que e´ o padra˜o original para canceladores de eco. A recomendac¸a˜o
G.168 [2], mais recente, padroniza o cancelador de eco em uma forma mais estrita
que a anterior. Na˜o sendo cancelado na rede PSTN, o eco se propaga pela rede
IP que introduz um atraso muito maior. Para impedir que isto ocorra, deve ser
implementado um cancelador de eco no gateway IP.
O cancelamento do eco executado no gateway pode ser near-end, referindo-se ao
lado mais pro´ximo da fonte de eco, ou far-end, referindo-se ao lado mais afastado
da fonte. O cancelador utilizado comercialmente cancela o eco na terminac¸a˜o mais
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pro´xima, cujo caminho de eco e´ menor.
Uma caracter´ıstica que distingue os canceladores e´ o tempo de atraso do caminho
de eco, echo path delay, medido em milisegundos, que o cancelador pode processar.
O comprimento padra˜o e´ na faixa de 32 ms a 128 ms. O caminho de eco e´ medido
do cancelador de eco para a h´ıbrida mais o retorno da h´ıbrida para o cancelador.
E´ importante controlar a intensidade do eco. A recomendac¸a˜o G.168 do ITU-T
cita que a perda no caminho de eco com o cancelador deve ser de no mı´nimo de 55
dB.
A fala dupla (double-talk) ocorre quando os dois lados transmitem voz ao mesmo
tempo. Este fenoˆmeno e´ muito comum na conversac¸a˜o, dificultando a identificac¸a˜o
do eco pelo cancelador. Por este motivo, e´ implementado um detector de fala dupla
que funciona em conjunto com o cancelador. Quando detectado este per´ıodo, o
algoritmo adaptativo do cancelador de eco e´ congelado, evitando-se assim que o
sinal de fala do lado remoto atrapalhe a convergeˆncia do algoritmo.
Durante a fala dupla, o sinal de fala do lado remoto e´ adicionado ao sinal de
eco. Desta forma, o sinal resultante da subtrac¸a˜o do sinal de retorno da h´ıbrida pelo
sinal de eco sintetizado e´ equivalente ao sinal de fala do lado remoto. Se este valor
for utilizado como sinal de erro, os coeficientes do algoritmo adaptativo ira˜o divergir
dos coeficientes do modelo.
A maioria dos canceladores de eco atual na˜o estima o atraso inicial do caminho
de eco. Se forem configurados para um tempo de 128 ms e o eco ocorrer antes, este
sera´ cancelado, pore´m e´ gasto um processamento desnecessa´rio. Seria mais eficiente
se ocorresse uma estimativa do atraso do eco e o cancelamento processado apenas
no instante mais prova´vel do eco aparecer [22].
Os canceladores VoIP existentes comercialmente cancelam apenas o eco da
terminac¸a˜o mais pro´xima. Para um cancelamento efetivo, e´ necessa´rio a existeˆncia
de canceladores em todos os gateways VoIP da rede. Na˜o ha´ como garantir que
todos os equipamentos utilizados na rede IP tenham um cancelador de eco. Se na˜o
tiverem, na˜o adianta um alto investimento em um cancelador na rede local, se o eco
vem remotamente na rede IP. A ide´ia proposta nesta dissertac¸a˜o e´ um cancelador
que cancela inclusive o eco proveniente da terminac¸a˜o remota. Faz-se necessa´rio um
me´todo para estimar o tempo de atraso total da rede IP e do uso do playout time.
Este me´todo sera´ detalhado no Cap´ıtulo 6.
O sucesso de VoIP depende muito da aceitac¸a˜o dos usua´rios. Para eles migrarem
da rede PSTN para a rede IP, e´ necessa´ria uma boa relac¸a˜o custo benef´ıcio. A
qualidade do sinal transmitido deve ser pro´xima da telefonia pu´blica. Para este fim,
os me´todos para atingir QoS devem ser empregados em VoIP.
Cap´ıtulo 5
Modelos de caminho de eco
Apesquisa cient´ıfica esta´ a todo tempo buscando modelos matema´ticos parasimular situac¸o˜es reais. Os simuladores esta˜o ficando cada vez mais sofisticados,
representando os fenoˆmenos f´ısicos de uma forma muito fiel. A grande vantagem do
emprego de simuladores esta´ na possibilidade de ana´lise de diversas configurac¸o˜es
sistema´ticas de forma exaustiva; ao passo que se realizada por meio de modelos reais,
os custos dos modelos podem ser muito elevados e o tempo de suas implementac¸o˜es
demorado. Neste cap´ıtulo sa˜o apresentados os modelos utilizados para simular o
caminho de eco em uma rede telefoˆnica. Os modelos apresentados foram utilizados
nas simulac¸o˜es do cancelador de eco para avaliar o seu desempenho. Os resultados
sera˜o apresentados no Cap´ıtulo 6.
5.1 Te´cnicas de Medida Utilizadas para Obter o
Modelo do Caminho de Eco
A recomendac¸a˜o G.168 do ITU-T [2], no seu apeˆndice II, cita as te´cnicas de
medida utilizadas para obter a resposta impulsiva do caminho de eco na rede
telefoˆnica. Foram medidos va´rios caminhos de eco na rede norte americana e os
resultados analisados. Essa sec¸a˜o apresenta um resumo deste apeˆndice com alguns
comenta´rios.
A Figura 5.1 ilustra o esquema de gerac¸a˜o e gravac¸a˜o dos sinais utilizados. Este
foi conectado a` central telefoˆnica atrave´s de uma interface T1. Todo o circuito
envolvido na transmissa˜o ate´ a central esta´ na porc¸a˜o do circuito a quatro fios, com
canais de transmissa˜o (TX) e recepc¸a˜o (RX) independentes.
Para realizar as medidas, o equipamento deve discar o nu´mero do telefone de
destino no in´ıcio do processo. Apo´s estabelecida a conexa˜o, o sinal de teste e´ enviado
para o destino atrave´s da interface T1, passando pela central local e propagando pela
rede PSTN. Parte do sinal transmitido e´ refletido na h´ıbrida no far-end. Este sinal
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Interface T1 Central Telefônica Híbrida
Rede PSTN
Figura 5.1 Me´todo de medic¸a˜o do caminho de eco
de retorno junto com o sinal enviado e´ gravado para medida do caminho de eco.
O sinal de teste enviado e´ constitu´ıdo de treˆs partes. O primeiro segmento
e´ constitu´ıdo por um tom de 2100 Hz com a durac¸a˜o de 1, 35 ms, utilizado
para desabilitar os supressores e canceladores de eco que podem estar ativos no
enlace durante as medic¸o˜es. Este tom de desabilitac¸a˜o deve ser de acordo com as
recomendac¸o˜es G.164 [27] e G.165 [26] do ITU-T. O segundo segmento consiste de
uma pausa de 80 ms para obter a caracter´ıstica do ru´ıdo ambiente. Este tempo
e´ menor que a pausa utilizada para ativar o cancelador de eco, 250 ms ± 150
ms [27] [26]. O terceiro segmento e´ um ru´ıdo branco gaussiano com durac¸a˜o de
5 s, utilizado para identificar a resposta impulsiva do caminho de eco.
A soluc¸a˜o para encontrar a resposta impulsiva e´ a mesma utilizada para
identificac¸a˜o de sistemas. Pode-se utilizar o me´todo Least-Square (LS) ou o me´todo
interativo do algoritmo Normalized Least Mean Square (NLMS).
Duas caracter´ısticas importantes do caminho de eco sa˜o o tempo de dispersa˜o1
e sua resposta em frequ¨eˆncia. A resposta impulsiva do caminho de eco tem
uma durac¸a˜o finita que e´ referida como tempo de dispersa˜o. Quanto maior a
dispersa˜o, maior deve ser o nu´mero de coeficientes do filtro adaptativo utilizado
no cancelamento do eco. Por exemplo, para uma dispersa˜o de 10 ms, o nu´mero de
coeficientes do filtro para uma taxa de 8000 Hz e´ calculado como:
f = 8000Hz ⇒ T =
1
8000
= 0, 000125s
N =
0, 010
0, 000125
= 80
onde N e´ o nu´mero de coeficientes do filtro.
1Pelo gra´fico da resposta impulsiva e´ poss´ıvel medir o tempo de dispersa˜o do caminho de eco.
Mede-se o intervalo de tempo entre o in´ıcio da oscilac¸a˜o da resposta impulsiva e o instante em que
o estado de estabilidade e´ atingido.
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5.2 Caracter´ısticas do Caminho de Eco Medidas
na Ame´rica do Norte
A recomendac¸a˜o G.168 do ITU-T [2] apresenta uma ana´lise de medic¸o˜es de
va´rios caminhos de eco realizadas na Ame´rica do Norte. Foram realizadas 101
chamadas de longa distaˆncia no per´ıodo de junho de 1998 a abril de 1999. As
chamadas foram originadas de Montreal com os seguintes destinos: Arizona, British,
Columbia, California, Lousiana, Manitoba, Massachusetts, Michigan, Minnesota,
Missouri, Nevada, New York, North Carolina, Ontario, Quebec, Saskatchena, Texas
e Wisconsin.
Foi verificado o seguinte resultado:
- O tempo de dispersa˜o dos caminhos de eco medidos na˜o ultrapassou 12 ms. A
me´dia foi de 6,02 ms com desvio padra˜o de 2,26 ms.
- A resposta em frequ¨eˆncia dos caminhos de eco se apresentaram relativamente
plana na banda de passagem. A maioria apresentou um pico em 250 Hz. Na
Figura 5.2, reproduzida da recomendac¸a˜o G.168 do ITU-T [2], foi calculado
a me´dia dos espectros das respostas impulsivas medidas e representado pela
linha cont´ınua. As linhas tracejadas representam a regia˜o de desvio padra˜o.
- Foram encontrados alguns casos de dupla reflexa˜o, pore´m na˜o ocorreram casos
com maior nu´mero de reflexo˜es.
A resposta em frequ¨eˆncia praticamente plana na banda de passagem indica que o
caminho de eco atenua praticamente pelo mesmo valor todas as frequ¨eˆncias do sinal
de voz. Outro resultado importante e´ que as disperso˜es na˜o ultrapassaram 12 ms.
Logo, o filtro de apenas 96 coeficientes sera´ suficiente para envolver toda a resposta
impulsiva.
5.3 Modelos Utilizados na Simulac¸a˜o
Os seguintes modelos de caminho de eco, citados no anexo D da recomendac¸a˜o
G.168 do ITU-T [2], foram utilizados na simulac¸a˜o do cancelador de eco. O caminho
de eco e´ simulado por um filtro digital com a seguinte resposta impulsiva:
g(k) = 10ERLi/20Kimi(k − δ) (5.1)
Onde:
ERLi = perda de retorno do eco do i-e´simo modelo de caminho de eco
Ki = fator de escala do i-e´simo modelo de caminho de eco
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Média e desvio espectral de 88 chamadas a longa distância
Figura 5.2 Desvio e me´dia dos espectros de 88 chamadas - reproduzido de [2]
mi = resposta impulsiva do i-e´simo modelo de caminho de eco
δ = atraso do modelo de caminho de eco em nu´mero de amostras
Para levar em considerac¸a˜o os va´rios atrasos, diferentes perdas de caminho de eco,
diversas caracter´ısticas de dispersa˜o e durac¸a˜o do eco, a func¸a˜o g(k) e´ escolhida como
uma versa˜o atrasada e atenuada das respostas impulsivas do modelo de caminho de
eco, mi.
Os valores de ERLi e Ki esta˜o apresentados na tabela 5.1. Os valores de mi
esta˜o apresentados nas tabelas2 5.2, 5.3, 5.4, 5.5, 5.6, 5.7 e 5.8.
Os quatro primeiros modelos de caminho de eco, mi(k) para i = 1, 2, 3 e 4, foram
gerados por um simulador de uma rede h´ıbrida. A resposta impulsivas destes esta˜o
apresentados nas Figuras 5.3, 5.5, 5.7 e 5.9. Os outros treˆs modelos, mi(k) para
i = 5, 6 e 7, representam modelos digitais reais do caminho de eco medido de redes
telefoˆnicas na Ame´rica do Norte. As respostas impulsivas destes esta˜o apresentados
nas Figuras 5.11, 5.13 e 5.15. As suas respostas em frequ¨eˆncia esta˜o apresentados
nas Figuras 5.4, 5.6, 5.8, 5.10, 5.12, 5.14 e 5.16.
Observa-se pelos gra´ficos que a maioria dos modelos, exceto o modelo m7(k), tem
uma u´nica reflexa˜o. Os modelos simulados m1(k), m2(k), m3(k) e m4(k) tem uma
2Os valores das tabelas sa˜o lidos da esquerda para a direita.
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dispersa˜o de aproximadamente 4 ms, 8 ms, 10 ms e 12 ms, para uma frequ¨eˆncia de
amostragem de 8 kHz. O modelo m5(k) tem uma dispersa˜o de aproximadamente 6
ms. Este modelo e´ o mais comum. O modelo m6(k) tem uma dispersa˜o maior,
de aproximadamente 10 ms. Esta dispersa˜o ocorre devido ao pico no espectro
na frequ¨eˆncia em torno de 250 Hz. O modelo m7(k) tem duas reflexo˜es, as duas
respostas impulsivas se sobrepo˜em, com dispersa˜o total de aproximadamente 6 ms.
Os treˆs u´ltimos modelos apresentam um atraso inicial de 2 ms, tambe´m chamado
de atraso puro.
i ERLi(dB) Ki
1 7, 6 1, 39× 10−5
2 12, 2 1, 35× 10−5
3 9, 0 1, 52× 10−5
4 8, 6 1, 77× 10−5
5 15, 5 9, 33× 10−6
6 21, 3 1, 51× 10−5
7 19, 0 1, 31× 10−5
Tabela 5.1 Valores das constantes dos modelos de caminho de eco.
-436 -829 -2797 -4208 -17968 -11215 46150 34480 -10427 9049 -1309
-6320 390 -8191 -1751 -6051 -3796 -4055 -3948 -2557 -3372 -1808
-2259 -1300 -1098 -618 -340 -61 323 419 745 716 946
880 1014 976 1033 1091 1053 1042 794 831 899 716
390 313 304 304 73 -119 -109 -176 -359 -407 -512
-580 -704 -618 -685 -791 -772 -820 -839 -724 * *
Tabela 5.2 Resposta impulsiva do modelo de caminho de eco 1, m1(k)
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Figura 5.3 Resposta impulsiva do modelo de caminho de eco 1
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Figura 5.4 Resposta em frequ¨eˆncia do modelo de caminho de eco 1
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-381 658 1730 -51 -3511 -1418 7660 8861 -8106 -21370 -5307
23064 24020 1020 -12374 -16296 -19524 -7480 13509 17115 13952 13952
97 -9326 -9046 -15208 -9853 -3858 -1979 6029 5616 7214 6820
3935 3919 921 1316 -693 -759 -1517 -2176 -2028 -2654 -1814
-2077 -1468 -1221 -842 -463 -298 -68 64 493 723 789
954 756 839 872 1020 789 822 558 658 476 377
377 262 97 -68 -183 -232 -331 -347 -430 -314 -430
-463 -463 -414 -381 -479 -479 -512 -479 -397 -430 -397
-298 -265 -249 -216 -249 -265 -166 -232 * * *
Tabela 5.3 Resposta impulsiva do modelo de caminho de eco 2, m2(k)
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Figura 5.5 Resposta impulsiva do modelo de caminho de eco 2
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Figura 5.6 Resposta em frequ¨eˆncia do modelo de caminho de eco 2
-448 -436 2230 2448 -4178 -7050 5846 18581 2322 -26261 -16249
21637 25649 -2267 -10311 -4693 -12690 -7428 14164 13467 4438 8627
456 -11879 -6352 -5104 -7496 3271 6566 4277 11131 7562 1475
3728 -3525 -7301 -3101 -9269 -6146 -2553 -6272 811 124 788
5147 2172 5387 4598 3535 4004 2311 2150 1017 330 -139
-573 -1100 -1157 -1180 -1455 -1123 -1386 -1123 -1066 -1020 -1100
-1008 -1077 -1088 -917 -917 -963 -814 -871 -734 -642 -562
-356 -379 -345 -230 -233 -333 -356 -390 -310 -265 -368
-310 -310 -390 -482 -459 -482 -551 -573 * * *
Tabela 5.4 Resposta impulsiva do modelo de caminho de eco 3, m3(k)
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Figura 5.7 Resposta impulsiva do modelo de caminho de eco 3
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Figura 5.8 Resposta em frequ¨eˆncia do modelo de caminho de eco 3
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160 312 -241 -415 897 908 -1326 -1499 2405 3347 -3624
-7733 4041 14484 -1477 -21739 -4470 25356 11458 -19696 -11800 5766
789 6633 14624 -6975 -17156 -187 149 1515 14907 4345 -7128
-2757 -10185 -7083 6850 3944 6969 8694 -4068 -3852 -5793 -9371
453 1060 3965 9463 2393 2784 -892 -7366 -3376 -5847 -2399
3011 1537 6623 4205 1602 1592 -4752 -3646 -5207 -5577 -501
-1174 4041 5647 4628 7252 2123 2654 -881 -4113 -3244 -7289
-3830 -4600 -2508 431 -144 4184 2372 4617 3576 2382 2839
-404 539 -1803 -1401 -1705 -2269 -783 -1608 -220 -306 257
615 225 561 8 344 127 -57 182 41 203 -111
95 -79 30 84 -13 -68 -241 -68 -24 19 -57
-24 30 -68 84 -155 -68 19 * * * *
Tabela 5.5 Resposta impulsiva do modelo de caminho de eco 4, m4(k)
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Figura 5.9 Resposta impulsiva do modelo de caminho de eco 4
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Figura 5.10 Resposta em frequ¨eˆncia do modelo de caminho de eco 4
293 268 475 460 517 704 581 879 573 896 604
787 561 538 440 97 265 -385 20 -938 -523 -1438
-1134 -1887 -1727 -1698 -4266 -22548 -43424 2743 25897 7380 21499
11983 10400 11667 3889 7241 925 2018 -821 -2068 -2236 -4283
-3406 -5022 -4039 -4842 -4104 -4089 -3582 -2978 -2734 -1805 -1608
-645 -495 279 471 947 1186 1438 1669 1640 1901 1687
1803 1543 1566 1342 1163 963 733 665 323 221 -14
-107 -279 -379 -468 -513 -473 -588 -612 -652 -616 -566
-515 -485 -404 -344 -290 -202 -180 -123 * * *
Tabela 5.6 Resposta impulsiva do modelo de caminho de eco 5, m5(k)
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Figura 5.11 Resposta impulsiva do modelo de caminho de eco 5
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Figura 5.12 Resposta em frequ¨eˆncia do modelo de caminho de eco 5
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29 109 -83 198 -294 -135 -415 -202 -444 -337 -313
-450 -105 -503 145 -490 267 -231 340 77 343 783
158 1341 195 1798 344 1845 629 1604 1182 940 5163
19522 8421 -50953 -9043 18046 -13553 13336 -3471 -107 1788 -7409
2469 -7994 490 -3860 -837 490 -636 3682 1141 5019 2635
5025 3946 4414 4026 3005 3380 1616 2007 158 388 -1198
-1117 -2134 -2547 -2589 -3310 -2778 -3427 -2779 -3116 -2502 -2399
-1956 -1539 -1239 -570 -377 251 331 964 1177 1449 1564
1724 1871 1767 1802 1630 1632 1379 1271 1063 856 711
482 289 54 -137 -321 -490 -638 -764 -836 -800 -859
-838 -837 -834 -740 -673 -581 -493 -436 -327 -201 *
Tabela 5.7 Resposta impulsiva do modelo de caminho de eco 6, m6(k)
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Figura 5.13 Resposta impulsiva do modelo de caminho de eco 6
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Figura 5.14 Resposta em frequ¨eˆncia do modelo de caminho de eco 6
258 -111 337 -319 347 -434 192 -450 -108 -343 -596
-177 -1187 -52 -1781 -147 -1959 -326 -1601 -1389 -13620 -720
33818 -10683 -6742 12489 -9862 8950 -1574 758 3526 -3118 2421
-8966 -4901 11385 18072 -14410 -7473 19836 -16854 -3115 9483 -17799
7399 -4342 -7415 7929 -10726 6239 -2526 -1317 5345 -4565 6868
-2195 3425 1969 -109 3963 -1275 3087 -892 1239 2 -427
596 -1184 551 -1244 141 -743 -415 -372 -769 -183 -785
-270 -659 -377 -523 -325 -245 -255 -60 35 218 149
340 233 365 303 251 230 209 179 * * *
Tabela 5.8 Resposta impulsiva do modelo de caminho de eco 7, m7(k)
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Figura 5.15 Resposta impulsiva do modelo de caminho de eco 7
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Figura 5.16 Resposta em frequ¨eˆncia do modelo de caminho de eco 7
Cap´ıtulo 6
Simulac¸o˜es do Cancelador de Eco
Neste cap´ıtulo, sera˜o apresentados os resultados da simulac¸a˜o do canceladorde eco, utilizando os modelos apresentados no Cap´ıtulo 5. Os princ´ıpios
do funcionamento deste cancelador convencional, empregado para ligac¸o˜es longa
distaˆncia, e´ o mesmo utilizado nos gateways para eliminar o eco provindo da rede
de telefonia pu´blica.
Ale´m destes resultados, sera´ apresentado um me´todo de utilizac¸a˜o deste
cancelador para atenuar o eco provindo da rede IP. Para que nenhum dos usua´rios
em uma comunicac¸a˜o escute o eco, e´ necessa´rio que se tenha um cancelador de eco
em cada gateway IP, evitando que o eco se propague na rede. Se por acaso um
dos gateways na˜o fornecer este bloco funcional, o usua´rio no lado oposto a este
gateway podera´ perceber um eco de sua pro´pria voz. Assim sendo, da forma que o
eco e´ atualmente tratado, sa˜o necessa´rios dois canceladores de eco trabalhando em
conjunto. Pode-se gastar recursos investindo em uma soluc¸a˜o ineficiente, totalmente
dependente de um outro equipamento que na˜o pertence a` mesma rede que esta´
utilizando o cancelador. Este cap´ıtulo apresentara´ resultados de simulac¸a˜o de um
cancelador de eco que pode ser empregado em um gateway para atenuar o eco
provindo do far-end, no outro lado da rede IP. Esta soluc¸a˜o em conjunto com o
me´todo utilizado comercialmente, que cancela o near-end, forma um cancelador de
eco completo, sem a necessidade de um outro cancelador localizado em um gateway
remoto.
Foi utilizado o aplicativo Matlab versa˜o 6.1 para realizar toda a simulac¸a˜o que
sera´ apresentada neste cap´ıtulo.
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6.1 Simulac¸o˜es do Cancelador de Eco
Convencional
Em todas as simulac¸o˜es realizadas foi utilizado o mesmo cancelador de eco. Este
e´ composto por um filtro adaptativo cuja estrutura utilizada e´ a transversal FIR e o
algoritmo adaptativo utilizado e´ o NLMS para atualizac¸a˜o dos paraˆmetros do filtro.
A estrutura FIR e´ muito utilizada devido a questo˜es de estabilidade e pouca
complexidade, as propriedades de convergeˆncia do algoritmo sa˜o bem conhecidas.
A desvantagem desta estrutura e´ a sua grande dependeˆncia da durac¸a˜o da resposta
impulsiva do caminho de eco. Quanto maior a durac¸a˜o do eco, maior deve ser o
nu´mero de coeficientes do filtro para cancela´-lo e menor a velocidade de convergeˆncia.
Se a durac¸a˜o do eco variar em torno de 10 a 60 ms, com uma taxa de 8 KHz, o
nu´mero de coeficientes necessa´rios sera´ de 80 a 480.
O algoritmo NLMS, apresentado na sec¸a˜o 2.5, e´ o mais utilizado devido a sua
facilidade de implementac¸a˜o e boa estabilidade. A desvantagem e´ a sua dependeˆncia
a` auto-correlac¸a˜o do sinal de refereˆncia, o tempo de convergeˆncia aumenta para sinais
muito correlacionados como o sinal de voz.
O valor da constante de passo do algoritmo e´ muito importante na determinac¸a˜o
da velocidade de convergeˆncia, estabilidade e erro residual apo´s a convergeˆncia. Um
passo largo de atualizac¸a˜o leva a` uma ra´pida convergeˆncia, pore´m o erro residual
torna-se elevado e as chances de ocorrer instabilidade aumentam [28]. O valor da
constante de passo depende da poteˆncia do sinal de entrada. Para contornar este
problema, o termo de atualizac¸a˜o e´ normalizado pela poteˆncia do sinal de entrada.
Esta e´ a diferenc¸a entre o algoritmo LMS e o algoritmo NLMS.
Os modelos da resposta impulsiva do caminho de eco foram utilizados para gerar
o sinal de eco, como se ocorresse na h´ıbrida. Foi utilizado um sinal aleato´rio como
sinal de entrada. Este sinal foi filtrado por um filtro FIR cujos coeficientes foram
calculados de acordo com a expressa˜o (5.1). O sinal de sa´ıda corresponde ao sinal
retornado da h´ıbrida, ou seja, o pro´prio eco.
O princ´ıpio do cancelador de eco e´ estimar a caracter´ıstica do caminho de eco,
utilizando um filtro adaptativo, e posteriormente utilizar esta estimativa para gerar
uma re´plica do eco. Esta re´plica e´, enta˜o, subtra´ıda do sinal de retorno da h´ıbrida.
O filtro adaptativo e´ utilizado devido ao fato do caminho de eco ser desconhecido e
variante no tempo [28].
Seguindo esse princ´ıpio, foram realizadas va´rias simulac¸o˜es com cada um dos
modelos citados no Cap´ıtulo 5. Em cada simulac¸a˜o, o mesmo sinal de entrada
aleato´rio citado anteriormente foi utilizado como sinal de entrada no algoritmo
adaptativo, e como sinal desejado foi utilizado o sinal de eco gerado. O filtro
adaptativo e´ composto por 128 coeficientes, equivalendo a 16 ms de atraso do
caminho de eco, conforme demonstrado na expressa˜o (6.1), tambe´m chamado de
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cauda do eco ou memo´ria do filtro.
Atraso =
1
8000
· 128 = 0, 016s, (6.1)
considerando que a frequ¨eˆncia de amostragem e´ de 8 kHz.
A recomendac¸a˜o G.165 [26] cita os requerimentos ba´sicos para os canceladores
de eco usados na telefonia. Nesta padronizac¸a˜o, esta´ especificado que o tempo de
convergeˆncia deve ser menor que 500 ms e que este estado e´ atingido quando o n´ıvel
de poteˆncia do sinal de retorno fica 27 dB abaixo do sinal de refereˆncia. O tempo de
convergeˆncia foi utilizado para analisar o desempenho do algoritmo para os diversos
modelos de eco.
O desempenho do cancelador de eco e´, usualmente, dado em termos da
quantidade de atenuac¸a˜o do sinal de eco introduzido pelo cancelador de eco, ERLE
(Echo Return Loss Enhancement). Na˜o e´ considerada a atenuac¸a˜o causada por
nenhum processamento na˜o linear que possa existir apo´s o cancelador. Este valor e´
obtido da seguinte forma:
ERLE = 10 · log10
(
E[e2(n)]
E
[(
e(n)− eˆ(n)
)2]
)
(dB) (6.2)
onde:
e(n) representa o sinal de eco, ou retorno da h´ıbrida;
eˆ(n) representa a estimativa do sinal de eco.
As recomendac¸o˜es G.165 [26] e G.168 [2] citam o uso de um processamento na˜o
linear apo´s o cancelador de eco, embora na˜o exija que uma aplicac¸a˜o o utilize. Este
funciona eliminando o eco residual. Opera em conjunto com um detector de dupla
fala; quando ocorre a fala nas duas direc¸o˜es, o detector desabilita o processamento
na˜o linear e congela os coeficientes do filtro adaptativo. Esta e´ uma forma de
assegurar que o algoritmo adaptativo na˜o fique insta´vel e que a fala transmitida junto
com o sinal de eco na˜o seja atenuada. O detector baseia-se no n´ıvel de poteˆncia do
sinal de retorno e no n´ıvel de poteˆncia do sinal enviado para decidir quando ocorre
a dupla fala. O processador na˜o linear funciona bloqueando sinais de baixo n´ıvel de
poteˆncia e deixando passar sinais de alto n´ıvel de poteˆncia, reduzindo o eco a um
n´ıvel aceita´vel.
As simulac¸o˜es realizadas e demonstradas nessa sec¸a˜o na˜o utilizam o processador
na˜o linear e nem um detector de dupla fala. Assume-se que ocorre apenas a fala
em uma direc¸a˜o. Desta forma, o ideal seria que o ERLE tendesse para o infinito
rapidamente. Entretanto, existem fatores que limitam este resultado:
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- Os filtros adaptativos possuem uma precisa˜o finita dos coeficientes e dos
registradores utilizados no ca´lculo.
- O nu´mero de coeficientes e´ finito impedindo que todo o caminho de eco seja
modelado.
- O valor da constante de passo para atualizac¸a˜o dos paraˆmetros que determina
a velocidade de convergeˆncia, estabilidade e erro residual.
- Fatores externos como na˜o linearidades no caminho de eco introduzidas pelos
diversos componentes nos circuitos de transmissa˜o e pela h´ıbrida.
A Figura 6.1 mostra a convergeˆncia do cancelador de eco para o modelo de
caminho de eco 1, utilizando como paraˆmetro o ERLE. Foram utilizados 128
coeficientes no filtro adaptativo. Considerando que a convergeˆncia e´ atingida quando
o ERLE fica acima de 27 dB, como citado anteriormente, verifica-se que apo´s 680
interac¸o˜es o algoritmo converge, representando um tempo de convergeˆncia de 85 ms,
para a frequ¨eˆncia de amostragem de 8 kHz. Atrave´s da Figura 6.2, verifica-se que
os coeficientes estimados na simulac¸a˜o foram ideˆnticos aos utilizados no modelo, por
isto ocorreu a sobreposic¸a˜o total da curva azul pela vermelha. O elevado valor do
ERLE apresentado na Figura 6.1, sem atingir o n´ıvel estaciona´rio do erro residual
(Figura 6.3), ocorreu devido a alta precisa˜o utilizada na simulac¸a˜o e o pequeno passo
de atualizac¸a˜o dos coeficiente aplicado ao algoritmo adaptativo. Como a simulac¸a˜o
foi realizada no Matlab, ambiente em que as varia´veis do programa possuem uma
precisa˜o de 64 bits em ponto flutuante, a convergeˆncia dos coeficientes continua
encontrando os valores fraciona´rios dos coeficientes do modelo.
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Figura 6.1 Gra´fico de convergeˆncia para o modelo de caminho de eco 1
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Figura 6.2 Comparac¸a˜o entre o modelo de eco estimado e o modelo 1
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Figura 6.3 Gra´fico da me´dia dos erros quadra´ticos para o modelo de caminho de eco 1
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Para o modelo do caminho de eco 2, foi realizada a mesma simulac¸a˜o. A Figura
6.4 mostra a convergeˆncia do cancelador de eco para o modelo de caminho de eco 2,
utilizando como paraˆmetro o ERLE. Utilizando-se a mesma ana´lise anterior, apo´s
680 interac¸o˜es o algoritmo converge, representando um tempo de convergeˆncia de
85 ms. Pode-se notar que o algoritmo se estabiliza em torno de 35 dB apo´s 1000
interac¸o˜es. Na Figura 6.5, observa-se um erro residual em torno de -60 dB. Na Figura
6.6 pode-se verificar que os coeficientes estimados na simulac¸a˜o esta˜o bem pro´ximos
do ideal. O nu´mero de coeficientes do filtro adaptativo e´ um pouco menor que o
modelo, pore´m foi suficiente para modelar os principais componentes oscilato´rios
da resposta impulsiva levando a um pequeno erro residual. Foram utilizados
128 coeficientes no filtro adaptativo da simulac¸a˜o, enquanto o modelo utiliza 140
coeficientes. Observa-se tambe´m um atraso inicial de 40 amostras, representando 5
ms a 8 kHz.
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Figura 6.4 Gra´fico de convergeˆncia para o modelo de caminho de eco 2
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Figura 6.5 Gra´fico da me´dia dos erros quadra´ticos para o modelo de caminho de eco 2
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Figura 6.6 Comparac¸a˜o entre o modelo de eco estimado e o modelo 2
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A Figura 6.7 mostra a convergeˆncia do cancelador de eco para o modelo de
caminho de eco 3, utilizando como paraˆmetro o ERLE. O algoritmo converge apo´s
755 interac¸o˜es, representando um tempo de convergeˆncia de 94 ms. Pode-se notar
que o algoritmo se estabiliza em torno de 30 dB apo´s 1000 interac¸o˜es. Na Figura
6.8, observa-se um erro residual em torno de -50 dB. Atrave´s da Figura 6.9, pode-se
verificar que os coeficientes estimados na simulac¸a˜o esta˜o bem pro´ximos do ideal.
O nu´mero de coeficientes do filtro adaptativo e´ um pouco menor que o modelo,
pore´m foi suficiente para modelar os principais componentes oscilato´rios da resposta
impulsiva levando a um pequeno erro residual. Foram utilizados 128 coeficientes
no filtro adaptativo da simulac¸a˜o, enquanto o modelo utiliza 140 coeficientes.
Observa-se tambe´m um atraso inicial de 40 amostras, representando 5 ms a 8 kHz.
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Figura 6.7 Gra´fico de convergeˆncia para o modelo de caminho de eco 3
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Figura 6.8 Gra´fico da me´dia dos erros quadra´ticos para o modelo de caminho de eco 3
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Figura 6.9 Comparac¸a˜o entre o modelo de eco estimado e o modelo 3
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A Figura 6.10 mostra a convergeˆncia do cancelador de eco para o modelo de
caminho de eco 4, utilizando como paraˆmetro o ERLE. Utilizando-se a mesma
me´trica anterior, o algoritmo converge, pore´m na˜o atingi o limiar esperado. O
valor ma´ximo do ERLE atingido e´ menor que 27 dB. Pode-se notar que o algoritmo
estabiliza-se em torno de 20 dB apo´s 1000 interac¸o˜es. Na Figura 6.11, observa-se um
erro residual em torno de -40 dB. Na Figura 6.12, pode-se verificar que os coeficientes
estimados na simulac¸a˜o tentam atingir o ideal. Neste caso, o nu´mero de coeficientes
do filtro adaptativo e´ menor que o modelo do caminho de eco 4, na˜o sendo suficiente
para modelar toda a resposta impulsiva, deixando de estimar uma parte significativa,
levando a um grande erro residual. Foram utilizados 128 coeficientes no filtro
adaptativo da simulac¸a˜o, enquanto o modelo utiliza 173 coeficientes. Observa-se
tambe´m um atraso inicial de 40 amostras, representando 5 ms a 8 kHz.
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Figura 6.10 Gra´fico de convergeˆncia para o modelo de caminho de eco 4
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Figura 6.11 Me´dia dos erros quadra´ticos para o modelo de caminho de eco 4
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Figura 6.12 Comparac¸a˜o entre o modelo de eco estimado e o modelo 4
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Como o cancelador de eco na˜o atingiu o limiar esperado para o modelo 4, foi
realizado uma nova simulac¸a˜o utilizando um nu´mero maior de coeficientes para
o filtro adaptativo. Foram utilizados 150 coeficientes. A Figura 6.13 mostra a
convergeˆncia do cancelador de eco para o modelo de caminho de eco 4, utilizando
como paraˆmetro o ERLE. O algoritmo converge apo´s 805 interac¸o˜es, correspondendo
a um tempo de convergeˆncia de 100 ms, e estabiliza em torno de 40 dB apo´s 1200
interac¸o˜es. Na Figura 6.14, observa-se um erro residual em torno de -60 dB. Na
Figura 6.15, pode-se verificar que os coeficientes estimados na simulac¸a˜o atingem
valor ideal. Com o aumento do nu´mero de coeficientes do filtro adaptativo, o
cancelador de eco obteve o desempenho desejado.
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Figura 6.14 Me´dia dos erros quadra´ticos para o modelo de caminho de eco 4
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Figura 6.15 Comparac¸a˜o entre o modelo de eco estimado e o modelo 4
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A Figura 6.16 mostra a convergeˆncia do cancelador de eco para o modelo de
caminho de eco 5, utilizando como paraˆmetro o ERLE. O algoritmo converge apo´s
710 interac¸o˜es, representando um tempo de convergeˆncia de 88 ms. Pode-se notar
que o algoritmo estabiliza-se em torno de 33 dB apo´s 1000 interac¸o˜es. Na Figura 6.17,
observa-se um erro residual em torno de -65 dB. Na Figura 6.18, pode-se verificar que
os coeficientes estimados na simulac¸a˜o esta˜o bem pro´ximos do ideal. O nu´mero de
coeficientes do filtro adaptativo e´ um pouco menor que o modelo, pore´m foi suficiente
para modelar os principais componentes oscilato´rios da resposta impulsiva levando
a um pequeno erro residual. Foram utilizados 128 coeficientes no filtro adaptativo
da simulac¸a˜o, enquanto o modelo utiliza 140 coeficientes. Observa-se tambe´m um
atraso inicial de 60 amostras, representando 7,5 ms a 8 kHz.
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Figura 6.16 Gra´fico de convergeˆncia para o modelo de caminho de eco 5
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Figura 6.17 Me´dia dos erros quadra´ticos para o modelo de caminho de eco 5
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Figura 6.18 Comparac¸a˜o entre o modelo de eco estimado e o modelo 5
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A Figura 6.19 mostra a convergeˆncia do cancelador de eco para o modelo de
caminho de eco 6, utilizando como paraˆmetro o ERLE. Utilizando-se a mesma
me´trica anterior, o algoritmo converge, pore´m na˜o atingi o limiar esperado. O
valor ma´ximo do ERLE atingido e´ menor que 27 dB. Pode-se notar que o algoritmo
se estabiliza em torno de 17 dB apo´s 1000 interac¸o˜es. Na Figura 6.20, observa-se um
erro residual em torno de -50 dB. Na Figura 6.21, pode-se verificar que os coeficientes
estimados na simulac¸a˜o tentam atingir o ideal. Neste caso, o nu´mero de coeficientes
do filtro adaptativo e´ menor que o modelo do caminho de eco 6, na˜o sendo suficiente
para modelar toda a resposta impulsiva, deixando de estimar uma parte significativa,
levando a um grande erro residual. Foram utilizados 128 coeficientes no filtro
adaptativo da simulac¸a˜o, enquanto o modelo utiliza 160 coeficientes. Observa-se
tambe´m um atraso inicial de 60 amostras, representando 7,5 ms a 8 kHz.
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Figura 6.19 Gra´fico de convergeˆncia para o modelo de caminho de eco 6
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Figura 6.20 Me´dia dos erros quadra´ticos para o modelo de caminho de eco 6
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Figura 6.21 Comparac¸a˜o entre o modelo de eco estimado e o modelo 6
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A Figura 6.22 mostra a convergeˆncia do cancelador de eco para o modelo de
caminho de eco 7, utilizando como paraˆmetro o ERLE. O algoritmo converge apo´s
870 interac¸o˜es, representando um tempo de convergeˆncia de 109 ms. Pode-se notar
que o algoritmo estabiliza-se em torno de 35 dB apo´s 1200 interac¸o˜es. Na Figura
6.23, observa-se um erro residual em torno de -70 dB. Observando a Figura 6.24
pode-se verificar que os coeficientes estimados na simulac¸a˜o esta˜o bem pro´ximos
do ideal. O nu´mero de coeficientes do filtro adaptativo e´ um pouco menor que o
modelo, pore´m foi suficiente para modelar os principais componentes oscilato´rios
da resposta impulsiva, levando a um pequeno erro residual. Foram utilizados
128 coeficientes no filtro adaptativo da simulac¸a˜o, enquanto o modelo utiliza 140
coeficientes. Observa-se tambe´m um atraso inicial de 60 amostras, representando
7,5 ms a 8 kHz.
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Figura 6.22 Gra´fico de convergeˆncia para o modelo de caminho de eco 7
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Figura 6.23 Me´dia dos erros quadra´ticos para o modelo de caminho de eco 7
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Figura 6.24 Comparac¸a˜o entre o modelo de eco estimado e o modelo 7
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O cancelador de eco obteve um resultado satisfato´rio. O algoritmo adaptativo
empregado conseguiu encontrar uma boa estimativa do caminho de eco para os
modelos utilizados. Desta forma, e´ poss´ıvel sintetizar o sinal de eco e subtra´ı-lo do
sinal de retorno da h´ıbrida, resultando em um sinal de retorno de eco desprez´ıvel.
Conforme visto na simulac¸a˜o dos modelos 4 e 6, mesmo que o nu´mero de
coeficientes utilizados no filtro adaptativo seja insuficiente para envolver toda a
resposta impulsiva do caminho de eco, o algoritmo adaptativo convergiu. Os
coeficientes estimados ficaram pro´ximos dos ideais. Apenas uma pequena cauda da
resposta impulsiva do caminho de eco na˜o foi modelado, devido ao nu´mero inferior
de coeficientes do filtro adaptativo em relac¸a˜o ao nu´mero de coeficientes do modelo.
Mesmo para um caminho de eco com dupla reflexa˜o como o modelo 7, o cancelador
obteve um bom desempenho.
Para demonstrar o desempenho do cancelador para o modelo 4, foi aumentado
o nu´mero de coeficientes do filtro adaptativo e executado uma nova simulac¸a˜o.
Conforme apresentado nas figuras 6.13 e 6.15, o algoritmo convergiu no limiar
esperado e uma boa estimativa dos coeficientes foi obtida.
Em uma aplicac¸a˜o real, deve-se realizar va´rios testes com diferentes nu´meros de
coeficientes ate´ obter um bom desempenho. O aumento do nu´mero de coeficientes
acarreta em uma maior carga computacional e maior gasto de memo´ria. Na pra´tica,
sa˜o utilizados algoritmos que identificam o atraso inicial do caminho de eco, atraso
puro, e realizam os ca´lculos a partir desta janela de tempo. Com isto e´ poss´ıvel
reduzir o nu´mero de coeficientes do filtro. Outro me´todo tambe´m utilizado e´ o uso
de canceladores em cascata, geralmente treˆs, sendo que cada um fica responsa´vel
por cancelar o eco em faixas diferentes de tempo [22] [29] [30].
6.2 Cancelamento de Eco na rede IP
A rede IP na˜o e´ uma fonte geradora de eco. O eco surge na parte analo´gica da
rede de telefonia pu´blica. Pore´m, como a rede IP possui uma lateˆncia maior, o efeito
do eco fica mais evidente ao passar pela rede IP.
A rede de telefonia possui uma lateˆncia pequena. Geralmente, o eco retorna
para o falante em um intervalo de tempo ta˜o curto, que parece estar ocorrendo
instantaneamente, na˜o precisando ser atenuado. O intervalo entre o instante em
que a fala e´ transmitida e o instante em que o eco chega no transmissor e´ chamado
de atraso.
A rede IP e´ uma rede de roteamento de pacotes, originalmente na˜o concebida para
o tra´fego de sinais de tempo real, tais como voz, devido ao comportamento aleato´rio
de seu tra´fego, ocorrendo com muita frequ¨eˆncia variac¸o˜es da taxa de transmissa˜o.
Na˜o possui reserva de banda e todo o recurso e´ compartilhado por va´rias aplicac¸o˜es.
Com o surgimento do IPv6, muitas melhorias utilizando as te´cnicas de qualidade de
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servic¸o devera˜o tornar VoIP mais eficiente. Fatores como o jitter, a lateˆncia, perda
de pacotes ale´m do eco influenciam na qualidade da transmissa˜o de voz.
Devido ao fato da lateˆncia na rede IP ser bem maior do que na rede de telefonia,
um sinal de eco proveniente da rede PSTN que possui um atraso pequeno, que na˜o
causaria um incomodo ao ouvinte, ao passar pela rede IP, torna-se um incoˆmodo
para ele. Atualmente, o atraso acrescentado e´ na ordem de de´cimos de segundo. O
uso do cancelador de eco no gateway e´ importante para evitar que o eco da rede
PSTN entre na rede IP.
Telefone A
Híbrida A
PSTN
A
PSTN
B
Rede IP
Telefone B
Híbrida BGateway A Gateway B
Caminho de eco A Caminho de eco B
Caminho de eco C
Cancelador
de Eco
Figura 6.25 Processo envolvido no cancelamento de eco na rede IP
Considerando-se a situac¸a˜o apresentada na Figura 6.25, um aparelho telefoˆnico
A conectado a` rede PSTN A, se comunica com um aparelho B conectado a outra
rede PSTN B. As redes esta˜o conectadas com a rede IP atrave´s de dois gateways. O
gateway A que possui uma conexa˜o com a rede PSTN A e o gateway B que se conecta
com a rede PSTN B. O gateway A possui um cancelador de eco impedindo que o eco
se propague para a rede IP. O gateway B na˜o possui nenhum cancelador de eco. Apo´s
estabelecida a comunicac¸a˜o entre os aparelhos, um assinante fala em B, sua voz se
propaga na rede PSTN B ate´ o gateway B. No gateway o sinal de voz que pode estar
no formato PCM linear e´ codificado por um codec de fala, podendo ser o G.711, e
empacotado em va´rios pacotes IPs. Estes trafegam pela rede IP ate´ o gateway
A. Os pacotes chegam desordenados e alguns podem se perder. Estes pacotes sa˜o
armazenados em um buffer de jitter para serem reordenados e processados apo´s
um tempo denominado playout time. Existem algoritmos que conseguem interpolar
alguns pacotes perdidos, estes podem ser utilizados para melhorar a qualidade do
sinal. Apo´s um intervalo de tempo, os pacotes sa˜o decodificados, transformados em
amostras PCM e comprimidos utilizando-se a lei-A ou lei-µ. Posteriormente, sa˜o
enviados pela rede PSTN A ate´ o aparelho A. Pore´m, na rede telefoˆnica, o sinal que
trafega em um circuito a quatro fios se reflete na h´ıbrida que se localiza na placa do
assinante na central telefoˆnica. Apo´s alguns mile´simos de segundos, este sinal esta´
de volta ao gateway A. Como o cancelador de eco esta´ em perfeito funcionamento,
este sinal na˜o sera´ empacotado de volta para a rede IP. Para este cancelamento
ocorrer, o cancelador deve armazenar os sinais que esta˜o sendo enviados para a rede
PSTN por um certo tempo, equivalente ao atraso do caminho de eco da rede PSTN
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A. O nu´mero de coeficientes utilizados no filtro adaptativo do cancelador e´ calculado
a partir deste valor. Se tudo estiver operando bem, o sinal de eco sera´ subtra´ıdo pelo
sinal estimado pelo filtro do cancelador. Neste caso, o eco proveniente do caminho
de eco A esta´ sendo cancelado. O sinal resultante e´ identificado como um ru´ıdo pelo
codificador de voz do gateway A. Sendo assim, sera˜o gerados pacotes de controle,
identificando que o assinante A na˜o esta´ falando, e enviados para o gateway B que
gera um sinal de ru´ıdo ambiente para o assinante B. Este processo e´ executado pelos
codificadores de voz que possuem as func¸o˜es VAD e CNG, citados no cap´ıtulo 4.
Na situac¸a˜o considerada anteriormente, o assinante B estava falando enquanto
o assinante A estava apenas ouvindo. Em uma situac¸a˜o inversa, em que o A esta´
falando para o B, o processo so´ se difere em um ponto. Como o gateway B na˜o
possui um cancelador de eco, o sinal que retorna da h´ıbrida na rede PSTN B e´
transmitido para o gateway A como se fosse a fala do assinante B. O assinante A
vai escutar uma replica de sua fala apo´s alguns de´cimos de segundo. Neste caso,
todo o esforc¸o para implementar um cancelador de eco no gateway A serviu para o
assinante da rede PSTN B na˜o escutar o eco de sua voz. Enquanto que o assinante
da rede PSTN A na˜o esta´ sendo favorecido.
A proposta e´ implementar um cancelador de eco que trate do eco que chega no
gateway pela rede IP. Utilizando como exemplo a situac¸a˜o anterior, um cancelador
desta forma localizado no gateway A devera´ ter a mesma estimativa do caminho de
eco B que teria se estivesse no gateway B. A u´nica diferenc¸a e´ que o atraso inicial,
ou atraso puro, sera´ muito maior e ira´ variar com o tempo. Devido a` lateˆncia e
a` variac¸a˜o da taxa de transmissa˜o da rede IP. Estes fatores sa˜o controlados pelo
playout time. O cancelador vai utilizar este valor de tempo como estimativa do
atraso inicial. Assim, o cancelador estima o caminho de eco C indicado na Figura
6.25.
Como na rede IP o atraso dos pacotes sa˜o diferentes uns dos outros e muda
a todo o instante, o receptor precisa armazenar uma quantidade de pacotes antes
de processa´-los. A variac¸a˜o em relac¸a˜o ao tempo me´dio gasto para o pacote ser
transmitido do destinata´rio para o destino e´ chamado de jitter. A quantidade de
pacotes armazenados influencia no atraso total da comunicac¸a˜o. Quanto maior o
jitter, maior devera´ ser o nu´mero de pacotes armazenados para que na˜o ocorra cortes
no sinal de fala e, consequ¨entemente, maior sera´ o atraso acrescentado.
Em uma transmissa˜o com tratamento de jitter, os pacotes que chegam no receptor
sa˜o armazenados na memo´ria e ordenados de acordo com seu ı´ndice. No in´ıcio, o
algoritmo espera a chegada de uma certa quantidade de pacotes para posteriormente
processa´-los. Este tempo de espera e´ denominado playout time. Ao te´rmino deste
per´ıodo, inicia a decodificac¸a˜o dos pacotes a uma taxa constante. Se algum pacote
na˜o chegar antes do instante certo para ser tocado, este sera´ considerado perdido e
o pro´ximo sera´ processado.
Existem algoritmos que estimam o playout time, tentando minimiza´-lo mantendo
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a taxa aceita´vel de perda de pacotes. Os algoritmos de controle de jitter utilizam
uma estimativa inicial baseada no tempo gasto por um pacote para ir e voltar da
origem para o destino. Uma nova estimativa do playout time e´ realizada em per´ıodos
de sileˆncio da conversac¸a˜o. Assim a taxa continua constante enquanto tiver atividade
de voz para processamento.
A simulac¸a˜o realizada considera que ocorre uma variac¸a˜o aleato´ria do playout
time nos intervalos de sileˆncio. Assume-se que o valor do tempo de atraso estimado
esta´ dispon´ıvel para o cancelador de eco. A Figura 6.26 mostra os sinais de
entrada e de eco utilizado na simulac¸a˜o. O intervalo de sileˆncio apresentado no
gra´fico corresponde a 187 ms. A Figura 6.27 apresenta os valores do playout time
utilizado para cada interac¸a˜o da simulac¸a˜o, sendo que o valor inicial foi de 100 ms.
Apo´s cada intervalo de sileˆncio, um novo valor do playout time e´ utilizado. Este
valor foi gerado por uma varia´vel aleato´ria que e´ acrescentada ao valor anterior,
representando o comportamento aleato´rio do jitter. A Figura 6.28 mostra as
curvas de convergeˆncia utilizando o valor ERLE como paraˆmetro para dois me´todos
diferentes de cancelamento.
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Figura 6.28 Gra´fico de convergeˆncia do cancelador de eco na rede IP
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Na Figura 6.28, a curva vermelha representa a convergeˆncia de um cancelador
que utiliza o valor do playout time para estimar o atraso inicial do caminho de eco.
Assim, quando ocorre a mudanc¸a de atraso, o algoritmo na˜o demora para convergir
novamente. Os coeficientes obtidos no per´ıodo de fala anterior, sa˜o utilizados
novamente, sendo que apenas e´ acrescentado um atraso na resposta do filtro. A
curva azul representa o desempenho de um cancelador que na˜o utiliza a estimativa
do atraso. Sempre que ocorre uma mudanc¸a no atraso puro do caminho de eco, o
algoritmo precisa convergir novamente, buscando novos coeficientes o´timos. Esta e´ a
raza˜o da queda no valor do ERLE logo que o atraso muda. Pode-se observar tambe´m
que no in´ıcio, os dois algoritmos teˆm a mesma resposta. Ambos sa˜o inicializados
com um atraso de 100 ms, o que justifica a sobreposic¸a˜o inicial da curva azul a`
vermelha.
Em uma rede IP, que possui atraso variado, para o cancelador de eco modelar
o caminho de eco que passa por esta rede, e´ preciso estimar a variac¸a˜o do atraso
da rede. Como estimativa, pode ser utilizado o tempo de playout. Na simulac¸a˜o
apresentada, pode-se observar que o cancelador utilizando este artefato obteve um
desempenho melhor, mantendo a convergeˆncia apo´s a mudanc¸a do atraso da rede.
Enquanto que o cancelador sem estimar a variac¸a˜o do atraso na˜o consegue convergir.
A elucidac¸a˜o deste fato e´ uma das contribuic¸o˜es mais importantes deste trabalho.
Cap´ıtulo 7
Concluso˜es
E
ssa dissertac¸a˜o apresentou um estudo do cancelamento do eco aplicado tanto
na telefonia IP quanto na rede de telefonia comutada. Como os canceladores
de eco baseiam-se na teoria de filtros adaptativos, para desenvolvimento do tema,
foi apresentado no Cap´ıtulo 2 os conceitos ba´sicos da teoria de filtros adaptativos.
Entretanto, o objetivo desse trabalho na˜o e´ propor uma nova estrutura de filtros, nem
muito menos um novo algoritmo para adaptac¸a˜o dos coeficientes do filtro. Portanto,
foi utilizado apenas o filtro FIR, com o algoritmo adaptativo NLMS tradicionalmente
utilizado. No Cap´ıtulo 6, foi simulado o seu desempenho utilizando os modelos do
caminho de eco da recomendac¸a˜o G.168 do ITU-T [2]. Foi verificado um desempenho
satisfato´rio com uma ra´pida convergeˆncia para os filtros que possuem o nu´mero de
coeficientes suficiente para envolver toda a resposta impulsiva. Para os casos em
que a quantidade dos coeficientes foi menor que o necessa´rio, foi verificado um erro
residual que pode ser elevado o suficiente para impedir a convergeˆncia do algoritmo
para o n´ıvel aceita´vel de ERLE estipulado na recomendac¸a˜o G.168.
Na simulac¸a˜o realizada na sec¸a˜o 6.1, foram utilizados os modelos da rede PSTN e
a mesma estrutura do cancelador de eco desta rede. O funcionamento do cancelador
tradicionalmente utilizado nas centrais telefoˆnicas para ligac¸o˜es a longa distaˆncia e´
semelhante ao apresentado. Entretanto a importaˆncia dessa simulac¸a˜o e´ apresentada
na sec¸a˜o 6.2, quando se justifica o uso deste cancelador no gateway IP para impedir
que o eco mesmo com um pequeno atraso deve ser eliminado antes de entrar na
rede IP. Foi verificado que devido a` esta rede de dados possuir um elevado atraso
de transmissa˜o, o eco torna-se um incoˆmodo ao ouvinte do outro lado da rede.
Finalmente, observa-se que o cancelador utilizado na rede IP e´ o mesmo empregado
na rede PSTN.
Ale´m deste estudo realizado, na sec¸a˜o 6.2 foi proposto um novo me´todo de
cancelador IP que cancela o eco nas duas direc¸o˜es, impedindo que o eco se propague
tanto da rede PSTN para a rede IP, quanto da rede IP para a rede PSTN. Este
cancelador utiliza uma estimativa da variac¸a˜o do atraso da rede IP, como paraˆmetro
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de entrada do algoritmo adaptativo para aproximar os coeficientes do filtro o´timo
mais rapidamente. Foi mostrado na Figura 6.28 que o cancelador proposto conseguiu
convergir mesmo com as variac¸o˜es do atraso da rede IP, enquanto que o convencional
na˜o obteve um bom resultado.
A motivac¸a˜o para utilizar o novo me´todo proposto e´ desenvolver um cancelador
de eco IP independente do gateway do destino. Assim, obte´m-se um investimento
em um cancelador de eco para benef´ıcio da qualidade da pro´pria rede. Ale´m disto, o
novo me´todo apresenta o mesmo gasto computacional do cancelador IP empregado
atualmente, pois o filtro possui o mesmo nu´mero de coeficientes, a mesma estrutura e
o mesmo algoritmo adaptativo; pore´m exige um cancelador de eco para cada sentido
de transmissa˜o da fala.
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