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ABSTRACT 
We compare three computer-aided systems used for on-line process and quality 
monitoring in metal processing industries. In a running manufacturing process measure- 
ment data are taken, from which significant quality statements are extracted. For this we 
apply on one hand an artificial neural network, which learns to classify the data 
adequately by using given exemplary process states; on the other hand we designed a
fuzzy logic system that carries out the same task knowledge-based. Furthermore we 
present investigations of fuzzy clustering techniques to obtain information about the 
process. Moreover, topology optimization by evolutionary algorithms is considered to 
obtain optimal structures of the multilayer perceptron used. The quality features 
extracted are then passed on to the next hierarchical level, where they are processed 
within the framework of an integrated manufacturing and quality control system. 
© 1997 Elsevier Science Inc. 
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1. INTRODUCTION 
In previous investigations [1-10] we put forward different intelligent 
methods for process and quality monitoring in industrial manufacturing. In
this contribution we present the three implemented analysis methods, 
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namely artificial neural networks, fuzzy logic systems, and fuzzy c-means 
clustering, in order to show their advantages and disadvantages and 
furthermore to compare the results obtained in the case of the same 
underlying process. 
The systems were especially developed to minimize the costs of the 
products. The aim is to detect possible failures of the machine in the 
running manufacturing process and to report appropriate messages to an 
integrated manufacturing and quality control system. Monitoring industrial 
processes i a very important and at the same time very difficult ask. The 
quality and the costs of the products as well as the attainable degree of 
automation highly depend on this monitoring. Good monitoring offers the 
opportunity of recognizing faults early in order to avoid scrap and extend 
the life of tools. On-line quality monitoring is preferable to a posterior 
quality check in some respects, since resources can be saved by taking 
countermeasures in time. Therefore it is necessary to measure relevant 
data at the machine and extract significant quality statements from the 
data in real time. 
As an example of an industrial process we investigated the forming of 
threads for electric onnectors in switchboards on a screw top unit [11]. In 
this technique of producing threads, in a first step holes of the size of the 
inner diameter of the threads to be manufactured are punched into a 
metal band. In the next step the threads are inserted into these holes by a 
thread former without producing filings. In the last step the metal band is 
cut into pieces, which are further processed to yield the electric connec- 
tors. 
As a first approach to monitor the unit we watched the process by 
measuring the torsion in the former. It was measured by a strain gauge 
fixed to the shaft. Since the torsion is dependent on the friction between 
former and thread, it should be a relevant measure to give evidence of the 
wear of the tool and hence of the quality of the threads produced. So far 
thread formers have been thrown away after producing a certain number 
of threads, ignoring the actual tool wear. On the one hand this leads to a 
waste of formers till fit for use. On the other hand, early tool wear cannot 
be detected this way and many faulty threads may be produced. 
The screw top unit used accelerates the thread former up to 8000 
revolutions per minute, forms the thread, brakes and reverses the former, 
and turns it out of the thread at the same speed. The whole event takes 
about 490 ms. The electric signal supplied by the strain gauge is propor- 
tional to the torsion in the former. This signal is amplified, modulated onto 
a carrier frequency of 13.2 MHz, and transmitted inductively from a rotary 
circular aerial to a stationary receiving aerial. This analog signal then is 
digitized at 1 kHz. The resulting measurement data for one forming event 
are shown in Figure 1. One can distinguish five phases. Phase 1 is the 
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1. Course of torsion for one forming event. 
acceleration of the former. In phase 2 the former is put down into the 
workpiece, and it is stopped and turned back in phase 3. At last it is 
stopped again in phase 4. In phase 5 it is idle. This phase lasts until a new 
forming event is started. 
The signals measured are noisy because they are transferred by a 
transmitter and a transceiver and hence electromagnetic perturbation 
leads to a loss of data. In the example in Figure 1 this happens at t = 295 
ms. Furthermore there may be interferences with the 50 Hz net frequency 
and other noisy frequencies, drifts of zero positions of electronic devices, 
and inaccurate impulses for the start and stop triggers. All these distur- 
bances are eliminated as far as possible. This is done by: 
• heuristic algorithms for replacing lost or wrong data, 
• digital filters for eliminating noisy frequencies, 
• measuring zero positions after every forming event, and 
• trigger corrections using thresholds in places of steep slope. 
Signals that are preprocessed in such a way are shown in Figure 2. They 
are suitable for further processing. 
Since the forming of a thread takes 490 ms, we get 490 data points for 
each forming event. As a basis for the following investigations, ten spot 
checks consisting of 100 successive torsion courses were made each 5000 
forming events. Every group of samples will be called a class, so that there 
are ten classes of data (Table 1). Now the task was to determine the wear 
of the former from the torsion courses. For this it is adequate to classify 
each torsion course according to its spot check. So there are ten classes of 
wear, each corresponding to a spot check. Furthermore measurements on
two formers were taken, one representing normal tool wear, the other 
representing early tool wear. 
92 A. Grauel, L. A. Ludwig, and G. Klene 
M/Nm 
0.4 
0.3 
0.2 
0.1 
0 
-0.1 
-0.2 
-0.3 
0.4 I | I I 
0 100 200 300 400 
Figure 2. Preprocessed course of torsion. 
t/ms 
At the beginning of these investigations the relationship between mea- 
surement data and wear of the former--which corresponds to the quality 
of the threads formed--had not yet been fully established. Hence an 
artificial neural network was used for data analysis, since a great number 
of measurement data were available, which enables a generalization by the 
neural network. The expert knowledge about the relation between mea- 
surement data and process tates had been further developed through our 
investigations with neural networks, so that a knowledge-based fuzzy logic 
system seemed a reasonable approach next. For the third possible analysis 
system that was investigated, the fuzzy c-means algorithm was used. We 
will present all three approaches, compare them with respect to the 
presented application, and give our estimation of the performance of each 
system based on our experience. 
Table 1. Subdivision in Ten Classes 
Class Forming events 
1 1-100 
2 5001-5100 
3 10001-10100 
4 15001-15100 
5 20001-20100 
6 25001-25100 
7 30001-30100 
8 35001-35100 
9 40001-40100 
10 45001-45100 
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2. ARTIFICIAL NEURAL NETWORKS 
Artificial neural networks [12] have the ability to detect an input-output 
relation between data and thereby classify them on the basis of exemplary 
training patterns. Moreover, the network can generalize this relation to 
nontraining patterns if the training pattems are representative. For our 
first approach we used this ability by using the torsion signal as input 
patterns for a neural network. The signals are to be classified into ten 
classes of wear that differ in the number of forming events and hence in 
the wear of the former. For this kind of supervised classification problem it 
is adequate to use a multilayer perceptron with one hidden layer that is 
fully interconnected between eighboring layers. 
Classifying a torsion course according to a spot check can be seen as a 
pattern recognition problem. Every course represents certain characteris- 
tics of the process that facilitate a unique classification. There are several 
ways to classify such courses. Three ways are presented in Figure 3. 
The data are to be classified into ten classes of wear, so the networks 
always have ten output neurons, each representing one spot check. The 
number of input neurons depends on the type of preprocessing. One way is 
to put all data into an artificial neural network, thus assigning all the work 
to the network. This method would yield huge networks with 490 inputs 
and relatively long training periods. So we set up a modified version using 
the average of five successive data points each, resulting in a neural 
network with 98 input neurons, in a first step. Since such big networks 
need long training periods and may theoretically have poor generalization 
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Figure 3. Three ways of classifying torsion courses by artificial neural networks 
(ANNs). 
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because of the limited number of training sets, we set up smaller networks 
that use mathematical features of the torsion signal. 
To get these mathematical features we used expert knowledge to select 
characteristic features of the torsion course and calculated them in an 
additional step. This increases the transparency of the classification and 
decreases the size of the artificial neural network, because typically there 
are only some ten or twenty features that are relevant for this type of 
sensor signals. These characteristic features change according to the wear 
of the former. We could not find a single feature enabling us to classify a 
torsion course--only the combination of several features did. We tested 
different sizes of such feature networks using five and ten input nodes [2, 
10, 13]. Moreover we implemented a genetic algorithm for the automatic 
selection of optimal input features based on correlation analysis [14]. 
2.1. Learning Algorithm 
Let us now give some details of the proposed method. First of all, we 
give some information about the learning procedure. The multilayer per- 
ceptron is trained by the on-line error backpropagation algorithm [12] to 
minimize the error function 
P 1 P N 
e = E = E E oJ 
p=l  p=l  i=1 
with respect o a certain training pattern p, where tpi is the target output 
and Opi the actual output of node i of the network. All weights are 
initialized at random and updated according to a gradient descent ech- 
nique. The on-line backpropagation technique with momentum term 
changes a connection weight w/j according to the rule 
Awij(n) = -77 + ot Awi j (n  -- 1) = r/~piOpj -J¢- Ol Awiy(n - 1), 
Wij 
with the error signal of node i for pattern p 
(F'(netpi) .  (tpi - o,i) if i is an output unit, 
N 
8Pi = F'(netpi) .  Y'~ 6pkWki if i is a hidden unit, 
k=l 
with a global learning rate ~7 and momentum term a where netpi = 
Ej wijopy is the input signal on node i for pattern p. As activation function 
F the standard sigmoidal function 
1 
Opi -~ F(netp i )  --- 1 + exp( -  ~" netpi) 
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with a slope parameter r = 1 was used. Hence 
F ' (netp i )  = rF (netp i )  . [1 - F(netp i )  ] = "copi(1 - Opi), 
and we get for the error signal 
TOpi(l  -- Opi)(tpi -- Opi ) 
N 
aP' = -%i )  E 
k=l 
if i is an output unit, 
if i is hidden unit 
With these calculations, the weight in the new iteration step is given by 
wi j (n )  = w i j (n  - 1) + AwH(n) .  
For the training of these weights 10% of the torsion courses are used; for 
testing the success of training the totality of all courses is used. 
2.2. Results 
The first and biggest neural network we developed has 98 input neurons, 
55 neurons in the hidden layer, and 10 output neurons. For training 10 
torsion patterns in each class of wear were used. After 200,000 training 
iterations the connection weights are sufficiently optimized. When we 
present he network all 1000 patterns including the 100 training patterns, 
92.6% of them are classified correctly. A slight improvement is achieved by 
an adequate preprocessing (Section 1). The recognition rate then goes up 
to 93.1% (Table 2). 
The training times of such networks with some thousands of weights are 
longer than those of smaller networks- -maybe too long, depending on the 
Table 2. Comparison of Different Neural Networks a
Training Training Recognition 
Input data Size of network 77 c~ iterations time, % rate, % 
Averaged 98-55-10 0.3 0.9 200,000 100 92.6 
Preprocessed 85-50-10 0.3 0.8 200,000 80 93.1 
5 features 5- 8-10 0.2 0.8 5,000,000 58 74.7 
10 features 10-10-10 0.1 0.8 2,000,000 37 82.3 
10 sel. features 10-10-10 0.1 0.8 2,000,000 37 90.9 
a Type of input data, size of the network (number of input units-number of hidden 
units-number of output units), optimal learning rate 7/and momentum term a, number of 
training iterations, training time in relation to the first network and recognition rate 
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computer processors. Furthermore, the generalization of these networks is 
theoretically not optimal due to the limited number of training patterns. 
So we use some characteristic features of the torsion course as input data 
for a smaller neural network [2, 10] that can be trained faster and has 
shorter recognition times. Some features used in our case are the width, 
the gradient, and the curvature in certain places, the coordinates of zeros, 
extrema, and inflection points of the curve, the area above the zero axis, 
and others computed by differentiating and integrating the torsion curve 
(Figure 4). We investigated ifferent numbers of features, and in this 
application ten features yielded the best results. The training times of 
these networks were shorter than the training times of the networks with 
averaged input. However, the recognition rates of about 82.3% (Table 1, 
row 4) were slightly disappointing. So we set up a genetic algorithm for the 
automatic selection of optimal input features [14] based on the correlation 
among the features and the correlation of each feature with the number of 
forming events. If we used these genetically selected features, the recogni- 
tion rate increases to 90.9% (Table 1, row 5). In this case the neural 
network behavior shows better generalization properties, which we will 
explain in detail in the next section. 
In this context it is very important o investigate how far the chosen 
structure of the artificial neural network is optimal. Therefore we apply 
biologically motivated methods for structural or topological optimization 
with well-known biological operators. 
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Figure 4. Some of the features calculated. 
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3. TOPOLOGY OPTIMIZATION 
For determining the number of hidden nodes and setting the learning 
parameters of the backpropagation algorithm we used heuristic knowledge 
combined with manual and blind search in the parameter space. For a 
faster evaluation we consider a hardware realization of the artificial neural 
network. Therefore, and in order to obtain a better performance of the 
neural network, we take into account a topology optimization to obtain 
fewer weight connections and fewer neurodes or processors. Moreover, to 
enable faster learning, the parameters of the backpropagation algorithm 
are to be optimized. 
Evolutionary algorithms--with eir main variants, genetic algorithms 
and evolution strategies--have b en shown to be powerful direct search 
optimization tools [15-19]. Recently we investigated the usability of evolu- 
tionary algorithms for structural optimization [20, 21] and for the topology 
optimization of artificial neural networks in particular [22-25]. For gener- 
alization, we intended to transfer this method to bigger neural networks in 
the area of data analysis for process monitoring. 
We decided to optimize the smaller network that uses ten mathematical 
features of the signal for classification i to one of ten classes. Hence the 
implemented network has ten input and output neurons as well as ten 
hidden neurons in a single hidden layer. These represent the maximal 
number of nodes m n = 31, including one bias node. For the structural 
optimization we want to include lateral connections within the hidden 
layer, but now within the input and output layers. Furthermore, shortcut 
connections from input to output layer are allowed. Hence the class of 
permissible solutions contains all possible feedforward networks--repre- 
sented by a triangular connection matrix--excluding lateral connections 
within the input and output layers. This way we obtain as the maximal 
number of connections m e = 365, including 20 bias weights. 
3.1. Genetic Algorithms 
For genetic algorithms [15, 16] a binary coding of the individuals is 
necessary. We set up a bitstring of 383 bits consisting of 6 bits for the 
coded learning rate r/, 6 bits for the coded momentum term o~, 6 bits for 
the coded slope parameter r, and 365 bits for the entries of the connection 
matrix. For the real-valued numbers (the parameters rt, c~, and ~- of the 
backpropagation algorithm) a bit representation scheme is given by the 
coding 
I i 
X 7 = ~ bi_l 2i-1, 
i=l 
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where each variable xj is represented by a partial bitstring of length lj. 
The corresponding decoding scheme is given by 
Oj - -  Uj 
xj = uj + 2tJ~_ l "Xf, 
where uj is the lower boundary of the variable xy and oj its upper 
boundary, being 0 and 2 respectively. We used a Gray coding of the 
real-valued variables. In contrast o the usual binary coding, there is only a 
change in a single bit position between neighboring Gray code numbers. 
The physical string can be depicted as shown in Figure 5. The first three 
fields stand for the coding of the real-valued parameters, and the remain- 
der codes the presence or absence of particular connections [24, 25]. 
A population consists of /z individuals that are modified by different 
operations called genetic operators on the analogy of biological inheri- 
tance [15, 16]. The genetic operators we used are: crossing over, mutation, 
inversion, and random choice [19]. Whether one of these operators is 
applied to an individual is decided at random on the basis of a given 
probability. 
For selection of the best individuals, a fitness function that enables an 
assessment of each individual is necessary. The fitness function employed 
may depend on several criteria that are to be optimized, e.g. the error of 
the network, the number of layers, the number of nodes, the number of 
connections, etc. We chose the following fitness function: 
n c 
f=RMS+ RMS.C  1 . -  
m c 
connections 
with 
C1, C 2 = strength parameters, 
n c = actual number of connections, 
m c = maximal number of connections, 
n n = actual number of nodes, 
m n = maximal number of nodes, 
tp = target output vector for pattern p, 
op = actual output vector for pattern p, 
n n 
+ RMS.  C 2 • - -  
mn 
nodes 
I 2 1 ' { 365 ] 
Figure 5. Schematic representation f a bitstring. 
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where 
RMS = 
~1 e 
~ II tp  - op  II 2 
p=l  
is the root-mean-square error on the test set. 
The training of the network was done by backpropagation using 10% of 
the torsion courses (Section 2). 
3.2 .  Evo lu t ion  S t ra teg ies  
For evolution strategies [17, 18] the optimization variables are repre- 
sented as a vector of real numbers, so we simply put the 365 connection 
weights into this vector. In addition, for metaoptimization, the correspond- 
ing standard eviations for the random change of each component were 
put into a second vector of 365 reals. They were joined together to a 
730-dimensional real-valued vector 
v = (x, cr), 
where the vector x represents a point in ~n, the search space, and the 
vector cr is built form the accompanying standard eviations. The muta- 
tion of an individual v t = (xt, 05) in the next generation is calculated by 
Xt+ I = X t -~- z(N(O, cr2)), 
tr,+ 1 = 05 exp{z(N(0, A))}. 
where a is a free parameter. For our calculations we chose A = 2.5. A 
scheme of this algorithm is graphically depicted in Figure 6. 
The fitness function was the same as above. In addition, we added the 
constraint to delete connections whose weights were below a certain level. 
o" 2 • 
o z (N(O,a ,  )) - -  
I I 
x '•~. '~x  . . . .  ,' . . . . ,  
/ 
~/,, - .  . . . .  - 
Figure 6. The combination of the two vectors at generation t yields the represen- 
tation in the next generation t + 1, with a randomly directed z(N(0, ~) ) .  
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Contrary to the optimization by genetic algorithms, in this case the 
evolution strategy adapted the weights itself, i.e., it was also used as 
learning algorithm. 
3.3. Results 
Evolutionary algorithms are well-suited tools for the structural optimiza- 
tion of artificial neural networks. Depending on the fitness function 
employed, different optimization goals can be achieved. In our case it 
could be shown that the use of genetic algorithms is preferable to the use 
of evolution strategies. Since in the latter a minimization of the number of 
nodes and connections i not explicitly integrated, the generated networks 
were not particularly small. For the networks optimized by evolution 
strategies, the error rate on the test set was bigger and the recognition rate 
was smaller than for the genetically optimized networks. Furthermore, the 
evolution strategy was less efficient han the genetic algorithm with respect 
to the time needed for optimization. So we had the best success with 
genetic algorithms. 
If the strength parameters chosen are sufficiently small, a slight reduc- 
tion of the network's error with almost no change in the number of 
connections and nodes can be obtained. The recognition rate on the test 
set increased from 83.6% to 86.7% for the original ten features and from 
90.9% to 91.9% for the genetically selected features (Section 2.2). On the 
other hand, if these parameters are set at higher values, the number of 
connections and nodes can be reduced. As in the previous investigations, 
we obtained remarkable reduction rates of up to fifty percent. Networks 
have been generated by the genetic algorithm with almost equal errors and 
recognition rates, but with only five neurons in the hidden layer instead of 
ten. 
Furthermore, novel network topologies with lateral weight connections 
in the hidden layer and shortcut connections from input to output layer 
were generated. The analysis however shows that these special connections 
that are important in biological neural networks [12] are not preferred to 
normal connections in artificial neural network architectures uch as 
multilayer perceptrons. 
4. FUZZY LOGIC SYSTEM 
As our second system we present he established knowledge-based fuzzy 
logic system [26] for process monitoring [2-7, 27]. We especially investi- 
gated the calculation and the choice of features of the torsion course as 
input variables. As output variable we introduced a degree of wear, which 
Methods for Process Monitoring 101 
is a quality measure for the threads produced. Different numbers of fuzzy 
sets in the input and output region were investigated to optimize the fuzzy 
system. Furthermore various t-norms, s-norms, and compensatory opera- 
tors, such as the 7- and A-operators, as well as two kinds of inference 
algorithms, were tested. Moreover we propose a new method for selecting 
appropriate rule bases. For this, sensor signals were analyzed and irrele- 
vant information was deleted. By data analysis characteristic features were 
selected and relevant features were passed on to the fuzzy system for 
further evaluation as described before. 
The knowledge-based fuzzy logic system can be interpreted as a special 
state space approach to the behavior of complex dynamic systems. The 
linguistic trajectory in the rule base corresponds to a certain trajectory of 
the complex system's dynamics and has a special behavior. Usually, the 
linguistic trajectory in fuzzy control systems ends in a fixpoint if stability is 
reached. This is different in quality monitoring systems--in these systems 
the dynamics can be characterized by linguistic trajectories in the form of 
spirals. 
4.1. System Architecture 
After having established a better knowledge of the physical properties of 
the system by studying the artificial neural network and analyzing the data, 
we decided to set up a knowledge-based system to evaluate the sensor 
signals. For this a fuzzy system is useful, since it can handle vague, 
linguistic knowledge without needing an exact mathematical system model. 
Different characteristic features of the torsion course were investigated as 
input variables, e.g. geometrical features of the signal like maxima and 
minima, zeros, shape parameters, and others calculated by integrating and 
differentiating the curve (Figure 4). 
From mathematical nd physical considerations a number of 26 features 
are of special interest. From these features computed for each torsion 
course, relevant features were extracted and strongly correlated features 
that are redundant were eliminated by correlation considerations [14]. The 
remaining four features that are the input variables for the fuzzy system 
are the maximum of the torsion course, its standard eviation on the basis 
of the last ten measurements, he first zero of the torsion course, and the 
number of threads formed. As output variable we propose a quantity 
called degree of wear, which is a quality measure for the produced threads. 
The architecture of the fuzzy logic system is shown in Figure 7. 
The fuzzification of the input and output variables was done straightfor- 
wardly by dividing the domain of each variable into equidistant fuzzy sets 
with fifty percent overlap. The standard deviation was partitioned into 
three fuzzy sets; all other input and output variables were partitioned into 
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Figure 7. Architecture of the knowledge-based fuzzy logic system for signal analy- 
sis. 
five fuzzy sets. In this first approach triangular membership functions were 
used. 
4.2. Ru le  Base Des ign  
The problem then was to complete the relatively rough knowledge in 
order to set up a rule base leading to an adequate measure of wear. Two 
ideas contributed to its solution. Firstly, we split up the complex rule base 
connecting all three input variables into two partial rule bases connecting 
the maximal torsion with the first zero and the maximal torsion with its 
standard eviation, respectively. On the one hand this leads to fewer rules, 
on the other hand these partial rule bases can easily be visualized in two 
dimensions. Secondly, we plotted the connected input variables versus 
each other. The parameter of each plot (Figures 8, 9, 11, and 12) is the 
number of threads formed. This way it is possible to watch the develop- 
ment of the relation of two input variables as a function of the operation 
time. This enables the choice of the appropriate conclusion in each rule. 
The characteristics of former 1 (Figure 8) that represents early tool wear 
differ from the characteristics of former 2 (Figure 9) that represents 
normal tool wear. Whereas the latter move more or less constantly from 
top left to bottom right, the former show a change O f direction. This seems 
to be typical for very high tool wear and hence is a good indicator for 
stopping the machine. 
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Figure 8. Maximal torsion versus first zero on former 1. 
These characteristics were put into the first partial rule base connecting 
the maximum of the torsion with the first zero, which is shown in Figure 
10. Note that the rule bases contain rules for both formers, whereby the 
plotted linguistic trajectories characterize the process dynamics for each 
former. 
Analogously the characteristics of maximal torsion versus standard devi- 
ation were plotted. They differ even more than in the last case. Here, the 
f 
0 
M*3 ;~-3S - -  
0.6 
0.8 
1 
120 130 140 150 1W 170 180 lgQ 200 
flint 
Figure 9. Maximal torsion versus first zero on former 2. 
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Figure 10. Partial rule base connecting maximal torsion with first zero for both 
formers. 
characteristics of former 2 (Figure 12) stay in two fields of the plot, 
whereas the characteristics of former 1 (Figure 11) move over the whole 
plot. This effect arises mainly in the last 10,000 forming events and 
indicates a great instability of the process. 
As in the first case, these characteristics were transformed into the 
second partial rule base connecting the maximum of the torsion signal with 
f 
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Figure 11. Maximal torsion versus tandard eviation on former 1. 
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Figure 12. Maximal torsion versus tandard eviation on former 2. 
its standard deviation, which is shown in Figure 13. Again the rules are 
valid for both formers. 
In addition to these two rule bases with 40 rules in total, a single rule 
(called the limitation rule) that represents a soft cutoff for a very large 
number of forming events was added. In total there are 41 rules connect- 
ing 14 input fuzzy sets to 5 output fuzzy sets. 
partial rule base 2 
former 1 - -  - 
former 2 - -  
high 
quality 
medium 
quality [~  
low 
quality 
Figure 13. Partial rule base connecting maximal torsion with standard eviation for 
both formers. 
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4.3. Aggregation Operator Investigations 
In this investigation, we examined the following 
aggregation operators to study the system's behavior: 
t-Norms. 
Minimum operator: 
tm(~.LA(X) , ~LB(X)) = min{ ]£A(X), /.£B(X)}. 
Hamacher product: 
~A(X)t~B(x) 
th( tZA(X), IXn(X)) = 
Algebraic product: 
/a(I~A(X), tXB(X)) = IXA(X)tXB(X)" 
Einstein product: 
te(//~A(X), I ~B(X)) = 
Bounded ifference: 
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~A(X) + t~B(X) -- tZA(X)t~8(X)" 
tb(~A(X)  , gR(X))  =max{0, ~A(X) + ~8(X)  -- 1}. 
s-Norms. 
Maximum operator: 
sin(/zA(x),/zR(x)) = max{ tZA(X),/ZB(X)}. 
Hamacher sum: 
tZA(X) + tZB(X) -- 21£A(X)I~B(X ) 
sh( tZA(X), ~B(X)) = 
1 - tzA(X)I~B(X) 
Algebraic sum: 
Sa(],LA(X), [,i~B(X)) = I, LA(X) "F ~lbB(X ) -- I, LA(X)~.It,B(X ) . 
Einstein sum: 
~A(X) + tzB(X) 
Se( I'LA(X)' I£B(X))  = 1 + tZA(X)lZa(X) "
Bounded sum: 
Sb(~A(X), /ZB(X)) = min{1,/z~(x) + /xB(x)}. 
1 + [1 - /*A(x)][1 - /*B(x)]  " 
t- and s-norms as 
~A(X)~B(X) 
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There are big differences in the characteristics and the output of the 
fuzzy system between a t-norm and an s-norm. As a typical example we 
plot these functions for the minimum (Figures 14, 15) and the maximum 
operator (Figures 16, 17). 
Since each of the partial rule bases is designed by conjunction of the 
appropriate input variables, it is pointless to take an s-norm that imple- 
ments a disjunction as aggregation operator. However, the implementation 
type of a t-norm or an s-norm turned out to be less relevant. Even 
between the minimum operator and the bounded ifference, which have 
quite different mathematical behavior, there is hardly any difference 
regarding the output value of the fuzzy system and the family of character- 
istics. Therefore we might choose any t-norm. We implemented the 
algebraic product, since it is easy and fast to calculate. 
To adjust the shape of the output function, compensatory operators 
were studied. The well-known 3,-operator due to Zimmermann and Zysno 
[28] 
C3,(/J,A(X), lamB(X))  = [Ia,A(X)l..tB(x)]l-3'{1 -- [1 -- /ZA(X)][1 -- /J,B(X)]} ~' 
may be used, as well as parametrized convex combinations of t-norms and 
their accompanying s-norms uch as the A-operator [29] 
CT( I, Lm(X), I,.£.(X)) = A[ I.ZA(X)IJ~B(X)] 
+(1 - A)[/*A(x) + tzB(X)  -- IZA(X) IZB(X)] .  
X: first zero - Y: maximal torsion - Z: degree of wear ] 
125 
12| 
IO 
Figure 14. Family of characteristics of the first partial rule base for the minimum 
operator. 
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Figure 15. Resulting degree of wear as output of the fuzzy system for the minimum 
operator. 
With this type of compensatory aggregation operators, the shape of the 
output function of the fuzzy system can be modeled as required. 
For further investigation we tested two inference algorithms, namely the 
max-prod inference 
~t£res(X) : max/ / , i (x )  • o/i 
i 
I X: first zero - Y: maximal torsion - Z: degree of wear I 
104 
2.5 
120 ~ " 
Figure 16. Family of characteristics of the first partial rule base for the maximum 
operator. 
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Figure 17. Resulting degree of wear as output of the fuzzy system for the 
maximum operator. 
and the max-min inference 
/Zres(X) = max min(txi(x), ai). 
i 
In both cases the center of gravity defuzzification was used. It turned out 
that the slight differences in the degree of wear are due to the spectral 
implementation f these algorithms in the fuzzy development shell em- 
ployed. 
Finally, a fuzzification into seven or four fuzzy sets instead of five or 
three fuzzy sets was investigated. This resulted in bigger fluctuations of the 
output variable, which is explicable by the behavior of the transfer func- 
tion. 
The resulting degree of wear (Figure 15) can be considered as an 
appropriate quality measure for the process monitoring. For this it is 
necessary to connect he degree of wear with the actual quality of formed 
threads by quantitative material analysis. 
4.4. Results 
We have presented a fuzzy system for time series analysis, a method for 
the efficient design of fuzzy rule bases, and a numerical study of different 
aggregation operators. The system was tested on a real world application, 
but the design method is independent of our special problem. The given 
method for rule base design is very useful if only a rough knowledge of the 
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system's properties is available. This rough knowledge can be verified and 
completed using our approach for fuzzy rule base design. We showed that 
the degree of wear represents a useful measure for process and quality 
monitoring. 
Furthermore, we showed experimentally that in our application an 
s-norm as aggregation operator is not applicable. So t-norms may be used, 
but in view of the results it is not important which special t-norm is 
chosen. However, for better modeling of the shape of the output function, 
the use of compensatory operators is advantageous. In general, big varia- 
tions in the fuzzy system's output can also be achieved by directly manipu- 
lating the membership functions and overlap properties. 
Recently we investigated the analytical properties of membership func- 
tions as well as interpolation abilities of fuzzy systems. In particular we 
studied the analytical behavior of transfer functions. We examined the 
influence of the minimum operator and the algebraic product on the 
conjunction and the shape of the membership function [30-32]. Prelimi- 
nary numerical experiments showed that the stability properties are con- 
nected with the overlap of membership functions. 
5. FUZZY CLUSTERING SYSTEM 
The two proposed methods above have some advantages and disadvan- 
tages. In order to compare some methods for the analysis of the same 
input data, it is useful to study clustering methods as well. As a third 
system, which requires only a rough knowledge of the physical properties 
of the system, we therefore decided to investigate a fuzzy c-means ystem 
(FCM) to evaluate the sensor signals [8, 9]. FCM is an algorithm for 
clustering data points based on optimizing a fuzzy objective function. The 
net effect of such clustering is to produce fuzzy c-partitions of the data set, 
which characterize the membership function of each sample point in all 
clusters by a certain membership grade ranging between zero and one. The 
initial idea of the FCM algorithm came form Dunn [33], and Bezdek then 
generalized Dunn's algorithm [34, 35]. In a first approach we used the FCM 
algorithm of Ball and Hall [36], which is implemented in the data analysis 
tool employed. In the following section we give a short overview of the FCM 
algorithm used [34, 35, 37] and then present some results. 
5.1. Fuzzy c-Means Algorithm 
The point prototypes of the c hyperspherical c usters are found by an 
iterative algorithm that locally minimizes a generalized least-squared er- 
rors functional, the so-called fuzzy objective function, via Picard iteration 
as follows. 
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Initialization: Choose the number of cluster centers, c; the degree of 
fuzziness, m; and a termination threshold e > 0. The sense 
of e and m will be explained later. Set the iteration t = 0. 
Choose a random initial membership matrix O = (/zij) con- 
taining the membership values /xq at t = 0. 
Step 1: Compute cluster centers v i of all c classes i by 
E s /x~ (t)xj 
i=1 Vi = 1 . . . . .  c. vi(/) F,J Ixi~(t) 
j= l  
Step 2: Compute an update membership matrix at t + 1 with new 
membership grades ~Zij of pattern j to cluster i: 
~ij(t + 1) = 
~'~ =1 [ dij( t ) /dkj( t ) ] 2/(m -1) 
Vi = 1 , . . . , c  and Vj = 1 . . . . .  J, 
where dij = I[xj - viii is the distance from the feature vector 
xj to the cluster center v i. For the calculation of the dis- 
tance we took the Euclidean distance in ~n as a first 
approach. 
Step 3: Compare the membership matrix O(t + 1) with the mem-  
bership matrix ®(t) in the previous iteration step in any 
convenient matrix norm. If IIO(t + 1) - O(t)l[ < s, stop. 
Otherwise set t = t + 1 and go to step 1. 
To guarantee the convergence of the algorithm two constraints have to 
be fulfilled: 
1. The sum of membership values of one pattern j in the c clusters 
must be equal to one: 
~/x  0.= 1, V j= I  . . . . .  J. 
i=1 
2. For membership values it must be the case that /xij ~ [0, 1] Vi = 
1 . . . . .  c and j = 1 . . . . .  J. 
The result of the FCM algorithm can be influenced by two parameters. 
The termination criterion (Step 3) limits the number of iterations and 
thereby the precision of results. The parameter m (Steps 1 and 2) influ- 
ences the fuzziness of the result. I f  m ---, 1, FCM becomes a hard clustering 
algorithm, whereas if m > 1, the clusters become fuzzy, whereby more 
fuzziness can be obtained by increasing the value of m. 
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5.2. Validity Measures  
The effectiveness with which the cluster structure was properly identi- 
fied by the FCM algorithm can be judged by validity functions, e.g. the 
proportion exponent [38]. To give the equations for the validity functions 
used we assume that we have J objects that are separated into c classes, 
[Zij is the membership of object j in class i (j = 1, . . . ,  J and i = 1, . . . ,  c). 
We considered the following functions: 
1 E ( JtLij )2, • partition coeff ic ient:  pc = 7 j= 1 i= 1 
1 J c 
• partition entropy: pe = - 7 ~ ~/* i j  In/*ij, and 
j= l i=  
• proportion exponent: px -- - ln I - I  ~ ( - lY  +1 . (1 - itxj) c-1, 
j= l  i=1 
where rnj is the biggest integer smaller or equal to 1/~j  with ~j := 
max{ ~ij; i = 1, . . . ,  c}. 
The result of FCM is sharper if pc is big or pe is small (Table 3). If pc = 1 
or pe = 0, we get hard clusters. On the other hand we get extreme fuzzy 
clusters where each object has the same membership to each class. Note 
that pc and pe are functions of the number of classes c, so they cannot be 
used for a comparison of partitions with different amounts of classes. 
5.3. Results 
We especially investigated the choice of features as input variables for 
the clustering algorithm. We got the best results using 10 input features, 
but the differences in the results using fewer features were not significant. 
However, for comparability with the fuzzy logic system, we present the 
results for the same three features used in that system, ilamely the 
maximum of the torsion course, its standard eviation on the basis of the 
last ten measurements, and the first zero of the torsion course. For 
clustering we used the first and last 100 measurement features, for labeling 
we introduced a degree of wear, which is a quality measure for the threads 
Table 3. Overview of Validity Functions for the Fuzzy 
c-Means Algorithm 
Validity function Minimum Maximum Hard separation 
pc 1/c 1 1 
pe 0 In c 0 
px 0 ~ Maximal 
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produced. One cluster is named "low wear" and the other is named "high 
wear". 
The result of classification of all forming events is shown in Figure 18. 
As mentioned above, we subdivided the features into ten classes (Table 1) 
each representing 100 forming events, e.g. class 1 for forming events 1 to 
100, class 2 for forming events 5001 to 5100, etc. Note that there is a gap of 
4900 forming events between successive classes. The figure shows the 
transition from the beginning state with low membership in the cluster 
"high wear" to the final end with high membership in this class. The curve 
of "low wear" has a reverse motion due to the fact that the two curves um 
to one. 
The curves show variations that depend on the measurement of the 
data. The tendency that the membership to the class "high wear" increases 
with the number of forming events is obvious (Figure 19). The process can 
be stopped if a chosen threshold is crossed. 
6. COMPARISON AND CONCLUSION 
In the presented application we showed that multilayer perceptrons are 
suitable for the approximation of the quality function. On the basis of 
representative exemplary process states the multilayer perceptron can 
learn the input-output relationship and generalize it to nontraining pat- 
terns. It characterizes the differences of the torsion signals for different 
operation times quite well and thereby classifies the data. The classifica- 
tion rate increases if the input features chosen are less correlated. Estab- 
lished expert knowledge cannot be integrated easily. 
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Figure 18. Membership values for classes "high wear" and "low wear" for m = 2 
and e = 0.01. 
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In contrast to neural networks, the fuzzy logic system needs expert 
knowledge to set up the rule bases. Some relevant features that need not 
be independent are sufficient o characterize a process tate. The lengthy 
training phases as for neural networks are not necessary for fuzzy systems. 
However, the fuzzy system's design is concentrated mainly to establish 
some linguistic rules to find an adequate rule base, whereas the neural 
network's design requires to find an architecture that yields optimal 
generalization properties. So we conclude that the design of a fuzzy system 
can be interpreted as being more semantic than the design of an artificial 
neural network, which can be viewed in a more syntactical manner. 
The FCM method is very useful if only a rough knowledge of the system's 
properties i available, since it does not need explicit expert knowledge. In 
addition, it has the big advantage of short adaptation times compared to 
classification with artificial neural networks or fuzzy logic systems. In 
comparison with hard cluster algorithms, fuzzy c-means algorithms have 
the advantage that the objects classified have a value of membership in 
each class. Besides the membership in a class, we get similarity of the 
objects to other classes. 
All algorithms presented are well qualified to solve the problem of 
quality monitoring in metal processing industries, especially in the applica- 
tion of thread forming [39]. For this it is necessary to connect he class of 
wear or the degree of wear with the actual quality of formed threads by 
quantitative material analysis. By classifying the process data, the distance 
from an unwanted state can be determined and unwanted limits can be 
avoided by taking countermeasures in time. This enables fully automated 
quality monitoring in the framework of an integrated manufacturing and 
quality control system for efficient and inexpensive mass production. 
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