An Improved Topic Masking Technique for Authorship Analysis by Halvani, Oren et al.
ar
X
iv
:2
00
5.
06
60
5v
1 
 [c
s.C
L]
  2
 M
ay
 20
20
An Improved Topic Masking Technique
for Authorship Analysis
Oren Halvani, Lukas Graner, Roey Regev and Philipp Marquardt
Fraunhofer Institute for Secure Information Technology SIT,
Rheinstr. 75, 64295 Darmstadt, Germany
{FirstName.LastName}@SIT.Fraunhofer.de
Abstract
Authorship verification (AV) is an important sub-area of digital text forensics and has been re-
searched for more than two decades. The fundamental question addressed by AV is whether two
documents were written by the same person. A serious problem that has received little attention in
the literature so far is the question if AV methods actually focus on the writing style during classifi-
cation, or whether they are unintentionally distorted by the topic of the documents. To counteract
this problem, we propose an effective technique called POSNoise, which aims to mask topic-related
content in documents. In this way, AV methods are forced to focus on those text units that are more
related to the author’s writing style. Based on a comprehensive evaluation with eight existing AV
methods applied to eight corpora, we demonstrate that POSNoise is able to outperform a well-known
topic masking approach in 51 out of 64 cases with up to 12.5% improvement in terms of accuracy.
Furthermore, we show that for corpora preprocessed with POSNoise, the AV methods examined often
achieve higher accuracies (improvement of up to 20.6%) compared to the original corpora.
Keywords: Authorship analysis · Topic masking · Bias mitigation · Preprocessing.
1 Introduction
Automated authorship analysis is a research area that attempts to reveal information about the authors of
electronic documents [56]. Among the variety of disciplines in the literature that are concerned with this
challenge, authorship attribution (AA) and authorship verification (AV) represent the most important
two. AA deals with the problem of identifying the most likely author of an unknown document DU ,
given a set of sample documents of potential authors. AV, on the other hand, focuses on the problem
whether DU was indeed written by a known author A with only a number of reference documents DA
of that author being given. Based on the observation that any AA problem can be broken down into a
series of AV problems [41, 55], we have decided to focus in this paper on the AV problem.
AV can be used for a wide range of applications across many domains. In digital forensics, for example,
it has been used to expose malicious e-mails [32], while in cybersecurity AV served for the purpose of
continuous authentication [47]. In academia, AV was applied to detect ghostwriting [63] or plagiarism
[64], whereas in digital humanities it was applied to authenticate historical writings [35]. AV has even
found its way into the healthcare sector, where it has been used, for example, to detect changes in
Alzheimer’s patients language [28].
From a machine learning point of view, AV represents a similarity detection problem, where the focus
lies on the writing style rather than the topic of the documents. Despite of this fact, in the literature
it can be observed that a large number of AV methods, including [2, 12, 14, 16, 40, 41, 42, 47, 55, 57],
are based on implicit1 feature categories such as character, word or token n-grams. But often it remains
unclear which specific “linguistic patterns” they cover in contrast to explicit2 feature categories such
as punctuation marks, function words or part-of-speech (POS) tags, which can be interpreted directly.
Since, we have no control over implicitly defined features, it is very important to ensure (for example,
through a post-hoc analysis) what they actually capture. Otherwise, predictions made with AV methods
1A feature category is implicit, if it is not clear, which type of features will be indeed captured. Whenever a sliding
window is moved over a stream of textual units such as characters or tokens, the captured features are necessarily implicit,
as it cannot be determined beforehand what exactly they represent (in contrast to explicit features).
2A feature category is explicit, if the specification of the underlying features is known beforehand. For example,
function words are explicit, as we not only know how the extracted features will look like (e. g., and, while or for) but also
what they represent (words that express grammatical relationships regarding other words).
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based on implicit features may be influenced by the topic rather than the writing style of the documents.
This, in turn, can prevent AV methods from achieving their intended goal.
To counteract this problem, we propose a simple but effective technique that deprives the AV methods of
the possibility to take into account topic-related features with respect to their predictions. The basic idea
is to preserve stylistically relevant words and phrases using a predefined list, while replacing topic-related
text units with their corresponding POS tags. The latter represent word classes such as nouns, verbs
or adjectives and thus provide grammatical information which refer to the content of the corresponding
words. POS tags have been widely used in AA, AV and many other disciplines related to authorship
analysis. They have been confirmed to be effective stylistic features, not only for documents written
in English [14, 29, 50] but also in other languages such as Russian [43], Estonian [52] or German [18].
While many approaches consider simple POS tags [52], other variants are also common in the literature
including POS tag n-grams [21, 28, 43, 50], POS tag one-hot encodings [29], POS tags combined with
function words [18] or probabilistic POS tag structures [19].
The paper is organized as follows. Section 2 discusses previous work that served as an motivation for our
approach, proposed in Section 3. Section 4 describes our experiments and Section 5 concludes the work
and provides suggestions for future work.
2 Previous Work
A fundamental requirement of any AV method is the choice of a suitable data representation, which aims
to model the writing style of the investigated documents. The two most common representations that
can be used for this purpose are (1) vector space models and (2) language models. The majority
of existing AV approaches is falling into category (1). Kocher and Savoy [37], for example, as well as
Koppel and Schler [38, 39], proposed AV methods that consider the most frequent words occurring in the
unknown and known documents. Other approaches, that also make use of vector space models, are those
of Potha and Stamatatos [55], Koppel and Winter [41], Hu¨rlimann et al. [31], Barbon et al. [6] and Neal
et al. [47] which, among others, consider the most frequent character n-grams. On the other hand, AV
methods based on neural networks such as the approaches of Hosseinia and Mukherjee [30], Boenninghoff
et al. [10], Jasper et al. [33] and Bagnall [5] fall into category (2). These approaches employ continuous
space1 language models that operate on the word and character level of the documents. In contrast to
the latter, AV approaches as those proposed by Veenman and Li [68] or Halvani et al. [25, 26] rely on
compression-based language models, where internally a probability distribution for a given document is
estimated based on all characters and their preceding contexts. For the later, Bevendorff et al. [9] have
shown that this type of AV methods are effective compared to the current state of the art in AV.
Regardless of their strengths and effectiveness, all the above-mentioned AV approaches suffer from the
same problem. They lack a control mechanism which ensures that their decision with respect to the
questioned authorship, is not inadvertently distorted by the topic of the documents. If such a control
mechanism is missing, AV methods can degenerate from style to simple topic classifiers.
Stamatatos [60] recognized this problem and proposed an elegant technique which, in this paper, we
refer to TextDistortion. The method aims to mask topic-specific information in documents, before passing
them further to AA or AV methods. The topic-specific information is not related to the author’s personal
writing style, which is why masking helps to maintain the correct objective (classifying documents by
their writing style rather than by their content). To achieve this, occurrences of infrequent words are
substituted entirely by uniform symbols. In addition, numbers are masked such that their structure is
preserved while hiding their specific value. Given these transformations, most of the syntactical structure
of the text is preserved (including capitalization and punctuation marks) which is more likely to be
associated with the authors writing style [60]. Stamatatos introduced the following two variants of
TextDistortion, which require a word list Wk of the k most frequent words
2 of a given language:
• Distorted View - Single Asterisk (DV-SA): Every word w /∈ Wk in a given document D is
masked by replacing each word occurrence with a single asterisk *. Every sequence of digits in D
is replaced by a single hashtag #.
• Distorted View - Multiple Asterisks (DV-MA): Every word w /∈ Wk in D is masked by
replacing each of its characters with *. Every digit in D is replaced by #.
1Continuous space language models are not restricted to a fixed-size context. In contrast, count-based n-gram models,
which represent the core of compression-based AV methods (e. g., [25, 26, 68]) have restricted contexts, where n is the limit.
2TextDistortion relies on the British National Corpus word list https://www.kilgarriff.co.uk/bnc-readme.html.
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Both variants can be applied to any document D written in English, without the need for specific NLP
tools or linguistic resources besides the word list Wk. However, in order to apply TextDistortion to D,
the hyperparameter k, which regulates how much content is going to remain in D, must be carefully
specified beforehand. Moreover, one must take into account that the replacement of each potentially
topic-related word w in D is performed uniformly without any further distinction as to what w represents.
Consequently, the masking procedure may inevitably overlook relevant information associated with w that
could serve as a stylistic feature. In the next section, we propose an alternative approach that addresses
these issues.
3 Proposed Approach
Inspired by the approach of Stamatatos [60], we propose an improved topic masking technique called
POSNoise1. The core idea of our approach is to use a predefined word list L to preserve stylistically
relevant words and phrases in a given document D, while at the same time to substitute topic-related
words by their corresponding POS tags represented by a set S. Additionally, all remaining tokens
(for example, punctuation marks and idiosyncratic words) not covered by L and S are preserved. In the
following, we first describe the requirements of our approach and explain how it differs from TextDistortion.
Afterwards, we introduce the respective steps of the topic masking procedure and finally present the
POSNoise algorithm in a condensed pseudo code.
Similarly to TextDistortion, our approach also requires a predefined list L of specific words that should
not be masked. However, unlike TextDistortion, which uses a list of words constructed by frequency,
our list L is structured by grammatical factors. More precisely, L comprises different categories of
function words2, phrases3, contractions, generic adverbs and empty verbs. Regarding the function word
categories, we make use of conjunctions, determiners, prepositions, pronouns and quantifiers, which
are widely known in the literature (e. g., [51, 65]) to be content and topic independent. With regard
to phrases, we use different categories of transitional phrases including causation, contrast, similarity,
clarification, conclusion, purpose and summary. As generic adverbs, we use conjunctive, focusing, grading
and pronominal adverbs, while as empty verbs, we consider auxiliary and delexicalised verbs since these
have no meaning on their own. Regarding the latter, we also make use of the respective tenses4 (for
example, give → {gives, giving, gave, given}). Our intention here is to allow AV methods, which
operate at the character-level of the documents, to gain access to morphological features that appear in
the inflected form of such words.
All categories of words and phrases considered by POSNoise are listed in Table 1 along with a number
of examples. Note that the lookup of each text unit in L is case insensitive, while the topic masking
procedure itself is case sensitive as in TextDistortion. With regard to L, we wish to emphasize that here
(in contrast to the word list Wk used by TextDistortion) topic-related verbs, adverbs, adjectives, nouns
and pronouns are not present. According to Sundararajan and Woodard [67], especially the last two are
strongly influenced by the content of the documents.
Besides our statically defined list L, we also make use of certain dynamically generated POS tags to
preserve stylistic features. For this, we apply a POS tagger5 to D so that a sequence 〈(ti, pi)〉 is created,
where ti denotes a token and pi its corresponding POS tag. Here, we decided to restrict ourselves to the
Universal POS Tagset6 so that each pi falls into a coarse-grained POS category (cf. Table 2) of the token
ti. There are two reasons why we decided to use this tagset. First, universal POS tags allow a better
adaptation of POSNoise to other languages, as it can be observed that the cardinality of fine-grained
POS tags differ from language to language [53]. Second, we expect that the detection performance of the
POS tagger will be lower if more fine-grained POS tagsets are considered instead.
Once D has been tagged, POSNoise iterates over the sequence 〈(ti, pi)〉 and replaces each ti /∈ L with
its tag pi. However, the replacement is only performed if pi ∈ S = {N, P, V, J, B, D, $, X} holds (cf.
Table 2). More precisely, every token ti for which pi /∈ S applies is preserved, in addition to all words
and phrases in the document D that occur in L. The preserved tokens represent, among other things,
punctuation marks and interjections {yes, no, okay, ok, hmm, hey, ... } where, according to Silva et
1POSNoise stands for “POS-Tag-based Noise smoothing”.
2The majority of the underlying words and phrases have been collected from the lists provided by Gilner and Morales
available at http://www.sequencepublishing.com (navigate to: "Data of interest to academic research").
3For the phrases, we used the lists available at https://www.smart-words.org/linking-words/transition-words.html,
https://writing.wisc.edu/handbook/style/transitions and https://writingcenter.ashford.edu/transitional-phrases.
4For this purpose, we used the pattern framework available at https://github.com/clips/pattern.
5Here, we used spaCy ’s integrated POS tagger (model: "en core web lg") available at https://spacy.io.
6The list of all POS tags is available at https://universaldependencies.org/u/pos.
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Category Examples
Contractions {i’m, i’d, i’ll, i’ve, he’s, it’s, we’d, she’s, it’ll, we’re, how’s, you’re, ... }
Auxiliary verbs {can, could, might, must, ought, shall, will, ... }
Delexicalised verbs {get, go, take, make, do, have, give, set, ... }
Conjunctions {and, as, because, but, either, for, hence, however, if, neither, nor, once, ... }
Determiners {a, an, both, each, either, every, no, other, our, some, ... }
Prepositions {above, across, after, among, below, beside, between, beyond, inside, outside, ... }
Pronouns {all, another, any, anyone, anything, everything, few, he, her, hers, herself, ... }
Quantifiers {any, certain, each, either, few, less, lots, many, more, most, much, neither, ... }
Generic adverbs {only, almost, just, again, never, yet, in, out, into, therefore, thus, ... }
Transitional phrases {of course, as a result, in addition, because of, for this reason, in contrast, ... }
Table 1: All categories of function words and phrases that combine our list L. Note that due to the
ambiguities of the English language, a number of function words appear in multiple subcategories. For
example, but and for are both prepositions and conjunctions, whereas few represents a pronoun as well
as a quantifier. However, regarding our approach, we do not differentiate between the different meanings
of such homographs.
POS tag Category Examples
N Noun {house, music, bird, tree, air, ... }
P Proper noun {David, Vivien, London, USA, COVID-19, ... }
V Verb {eat, laugh, dance, travel, hiking, ... }
J Adjective {red, shiny, fascinating, phenomenal, ... }
B Adverb {financially, foolishly, angrily, ... }
D Numeral {0, 5, 2013, 3.14159, III, IV, MMXIV, ... }
$ Symbol {£, c©, §, %, #, ... }
X Other {xfgh, pdl, jklw, ... }
Table 2: All POS tags considered by POSNoise aiming to replace topic-related words.
al. [59], the latter represent a highly personal and idiosyncratic editing option. Regarding numerals, we
keep written numbers {four, twelve, one-hundred, one hundred, ... } unmasked as such words and
their variations may reflect stylistic habits of certain authors. Digits, numbers and roman numerals, on
the other hand, are masked by the POS tag D.
In a subsequent step, we adjust punctuation marks that were separated from their adjacent words (for
example: "however ,"  "however,") as a result of the tokenization process of the POS tagger. Our
intention is to preserve the positional information of the punctuation marks, as certain AV methods might
use standard tokenizers that split by white-spaces so that "however ," would result in two different
tokens. As a final step, all tokens are concatenated into the topic-masked representation Dmask. The
entire procedure is summarized in Algorithm 1 in a Python-like pseudo code. In Section 4, we compare the
resulting representations of POSNoise and TextDistortion. For the latter, we also explain how a suitable
setting of the hyperparameter k (i. e., one that suppresses topic-related words but preserves style-related
words as best as possible) was determined.
4 Experimental Evaluation
This section gives a detailed description of our experimental evaluation. First, we highlight a number
of challenges and deficits of existing AV corpora and introduce our alternative corpora that were used
instead. Then, we mention which existing AV methods were chosen for the evaluation as well as how
they were trained and optimized. Next, we describe our selected performance metrics used to evaluate
the approaches. We then explain how an appropriate setting was chosen with regard to the topic-
regularization hyperparameter of TextDistortion to allow a fair comparison between it and POSNoise.
Finally, we present the results and describe our analytical findings.
4.1 Corpora
In many AV studies (for instance, [1, 15, 16, 19, 27, 55, 56]) researchers made use of the well-known
PAN-AV corpora1 to train and evaluate their AV approaches. However, these corpora suffer from a
number of serious deficits that not only limit their use but, more importantly, can lead to misleading
1The corpora are available at https://pan.webis.de.
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Algorithm 1: POSNoise
Input: Document D, pattern list L
Output: Topic-masked representation Dmask
1 Dtok ← tokenize(D) /* Segment D into words, punctuation marks, etc. */
2 Dpos ← pos tag(Dtok) /* Classify for each token in Dtok its corresponding POS tag. */
3 Dmask ← Dtok
4 n← length(Dtok)
/* Initialize a bitmask array for the corresponding n tokens in D. */
/* Activated bits (’1’) correspond to such tokens that should be preserved. */
5 DBitmask ← [0, 0, 0, . . . , 0]
6 foreach ℓ ∈ L
7 ℓwords ← tokenize(ℓ) /* Note that ℓ might be a phrase such as "apart from this". */
8 x← 0
9 i← 0
10 while i < n
11 if lowercase(Dtok[i]) == lowercase(ℓwords[x])
12 x← x+ 1
13 m← length(ℓwords)
14 if x == m
15 for j ← i−m+ 1; j < i+ 1; j ← j + 1
16 DBitmask[j]← 1
17 x← 0
18 else
19 i← i− x
20 x← 0
21 i← i+ 1
/* Define POS tags that aim to replace topic-related words (cf. Table 2). */
22 S = {N, P, V, J, B, D, $, X}
23 for i← n− 1; i ≥ 0; i← i− 1
/* Preserve truncated contractions tokens. */
24 if Dtok[i] ∈ { "’m", "’d", "’s", "’t", "’ve", "’ll", "’re", "’ts" }
25 DBitmask[i]← 1
26 if Dtok[i] represents a written-out number (e. g., "four" or "twelve")
27 DBitmask[i]← 1
28 if DBitmask[i] == 0
29 sub ← ""
30 if Dpos[i] ∈ S sub ← Dpos[i]
31 else sub ← Dtok[i]
32 Dmask ← Dmask[0 : i] + sub +Dmask[(i+ length(Dtok[i])) :]
33 return Dmask
conclusions about AV methods. Bevendorff et al. [8], for example, identified three sources of bias
regarding these corpora, namely plain text heterogeneity, population homogeneity and accidental text
overlap. Among others, they revealed that the PAN-2015 AV corpora consists of hundreds of verification
cases constructed from only 15 stage plays by six different authors [8]. In addition to these biases,
another problem with the PAN corpora is that author metadata is not available. More precisely, for all
documents in these corpora no information is provided regarding their corresponding authors – not even
in an anonymized form. As a consequence, these corpora are unsuitable for extrinsic AV methods, which
make use of so-called impostor documents outside of the verification case, to determine whether the
unknown document is more similar to the known or to the impostor document. Here, it must be ensured
that the impostor documents themselves were not written by the author(s) of the unknown documents
[41]. Another problem is that the PAN corpora are relatively small and limited with respect to the genres
of the documents. Thus, it is challenging to draw a more comprehensive picture with respect to the
generalizability of the methods.
Based on these limitations and the biases, we decided not to include the PAN-AV corpora in our experi-
ments. Instead, we compiled our own corpora with respect to the observations made by Bevendorff et al.
[8]. In total, we created eight English corpora covering a variety of challenges, such as documents (of the
same authors) written at different periods of time, cross-topic conditions between unknown and known
documents, and texts with no cohesion. The corpora, which comprise 10,658 verification cases, were split
into author-disjunct training and test sets based on a 40/60% ratio1. In each corpus C = {c1, c2, . . .}, ci
denotes a verification case, which comprises a set of known documents DA and one unknown document
1In the literature, the partition of the training data is often larger than the test set split. In our case, however, we
decided to focus on more test data.
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DU . To counteract the population homogeneity bias described in [8], we ensured that for each known
author there is one same-author (Y) and one different-author (N) verification case. All corpora are
balanced so that the number of Y- and N-problems is equal. In the Sections 4.1.1 - 4.1.8, we introduce the
corpora and summarize their key statistics in Table 3.
Corpus C Genre Topic |C| |DA| avg|DA| avg|DU |
CEnron (train) E-mails Related 64 ≈ 4 3,866 4,432
CEnron (test) topics 96 ≈ 4 3,808 4,391
CStack (train) Q&A Cross 150 1 11,247 9,956
CStack (test) posts topics 228 1 11,803 10,700
CACL (train) Scientific Related 186 1 9,497 14,196
CACL (test) papers topics 280 1 8,250 13,913
CTel (train) News Related 220 2 3,329 4,946
CTel (test) articles topics 332 2 3,068 4,702
CApri (train) Forum Related 228 ≈ 4 3,900 4,023
CApri (test) posts topics 340 ≈ 4 3,921 4,020
CReddit (train) Social Mixed 800 3 5,735 6,785
CReddit (test) news topics 1,200 3 5,854 6,794
CBlogs (train) Blogs Mixed 1,200 3 3,416 4,086
CBlogs (test) posts topics 1,800 3 3,385 4,061
CAmazon (train) Product Mixed 1,600 4 4,010 4,041
CAmazon (test) reviews topics 2,400 4 4,009 4,041
Table 3: Statistics regarding all corpora used in our experiments. Notation: |C| denotes the number of
verification cases in each corpus C and |DA| the number of the known documents. The average character
length of the unknown document DU and the known document DA (concatenation of all documents
in DA) is denoted by avg|DU | and avg|DA|, respectively. Each corpus is balanced with respect to the
distribution of Y- and N-cases.
4.1.1 Enron Corpus (CEnron)
CEnron is derivated from the well-known Enron Email Dataset
1, which has been used in many AV and
AA studies (for example, [12, 13, 14, 17, 20, 42, 48]) as well as in other research fields. The dataset is
very popular, as it is the only publicly available collection of real-world e-mails with a guaranteed ground
truth. In analogy to previous AV studies, we also reduced the initial set to a smaller number of authors
(in our case from 150 to 80), since for some authors only few suitable texts were available. In total,
CEnron consists of 362 documents, where each document represents a concatenation of several mails of
the respective author to obtain a sufficient length. Given the fact that the mails in the original Enron
Email Dataset contain a wide spectrum of noise, an extensive preprocessing was performed. For this
purpose, we decided to preprocess all considered texts manually. First, we removed URLs, e-mail headers,
greetings/closing formulas, signatures, (telephone) numbers, quotes, various non-letter repetitions and a
large fraction of named entities (e. g., names of people, companies or locations). Next, we normalized
UTF-8 symbols and, in a last step, substituted multiple successive blanks, newlines and tabs with a single
blank. Note that a similar preprocessing procedure was also performed by Brocardo et al. [12, 13] for
the Enron Email Dataset.
4.1.2 Stack Exchange Corpus (CStack)
CStack comprises 567 posts of 189 users, which have been crawled from the question-and-answer (Q&A)
network Stack Exchange2 in 2019. The network comprises 173 Q&A communities, where each community
focuses on a specific topic. To construct CStack, we collected both questions and answers from users that
were simultaneously active on the two thematically different communities Cross Validated2 (S1) and
Academia2 (S2). In contrast to CEnron, CStack is a strict cross-topic corpus, where each verification case
comprises one known DA and one unknown document DU . With regard to the Y-cases, DA and DU
stem from S1 and S2, respectively, while in each N-case, DA and DU stem from the same community S1.
Consequently, inverse predictions (i. e., N-cases are more likely to be classified as Y and vice versa) can be
1The dataset is available at https://www.cs.cmu.edu/∼enron.
2https://stackexchange.com; https://stats.stackexchange.com; https://academia.stackexchange.com
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expected for AV methods that consider topic-related features, while topic-agnostic AV methods are more
likely to withstand the cross-topic characteristic of this corpus.
4.1.3 ACL Anthology (CACL)
CACL comprises 466 paper excerpts from 233 researchers, which were collected from the computational
linguistics archive ACL Anthology1. The corpus was constructed in such a way that for each author there
are exactly two papers2, stemming from different periods of time. From the original papers we tried,
as far as possible, to restrict the content of each text to only such sections (e. g., abstract, introduction,
discussion, conclusion or future work) that mostly comprise natural-language text. To ensure that the
extracted fragments agree with the remarks of Bevendorff et al. [8], we decided to preprocess each paper
excerpt in CACL manually. Among others, we removed tables, formulas, citations, quotes, references
and sentences that include non-language content such as mathematical constructs or specific names of
researchers, systems or algorithms. The average time span between both documents of each author is
≈12 years, whereas the minimum and maximum time span are 8 and 31 years, respectively. Besides
the temporal aspect of CACL, another challenge of this corpus is the formal (scientific) language, where
the usage of stylistic devices (e. g., repetitions, metaphors or rhetorical questions) is more restricted, in
contrast to other genres such as forum posts or product reviews.
4.1.4 The Telegraph Corpus (CTel)
CTel is a collection of 828 news articles from 276 journalists, crawled from the news portal The Telegraph.
Due to their nature, the original articles contain many verbatim quotes, which can distort the writing
style of the author of the article. To counter this problem, we sampled from each original article such
sentences that did not contain quotations as well as other types of noise such as headlines and URLs. As
a result, the underlying characters in each preprocessed article are solely restricted to (case-insensitive)
letters, spaces and common punctuation marks including exclamation/question marks, full stops, hyphens
and parentheses. As a final step, we concatenated the preprocessed sentences from each article into a
single document. Note that due to this procedure, the coherence of the resulting document is disturbed.
Consequently, AV methods that make use of character and/or word n-grams may capture “artificial
features” that occur across sentence boundaries.
4.1.5 The Apricity Corpus (CApri)
CApri comprises 1,395 posts from 284 users, which have been crawled from the portal The Apricity - A
European Cultural Community3. The postings are distributed across different subforums with related
topics (e. g., anthropology, genetics, race and society or ethno cultural discussion). To construct CApri, we
ensured that all documents within each verification case (regardless of whether a Y- or N-case) stem from
different subforums. The crawled postings have been cleaned from markup tags as well as other types of
noise such as URLs, signatures or quotes, similar to what was done for the CEnron corpus.
4.1.6 Reddit Corpus (CReddit)
CReddit consists of 4,000 posts from 1,000 users, which were crawled between 2010–2016 from the Reddit
community network. Each document in CReddit has been aggregated from multiple comments from the
same so-called subreddit to obtain a sufficient length. However, all documents within each verification
case originate from different subreddits with unrelated topics. Hence, in contrast to the CApri corpus,
CReddit represents a mixed-topic corpus. In total, CReddit covers exactly 1,388 different topics such as
politics, science, books, news, movies, etc.
4.1.7 Blog Authorship Corpus (CBlogs)
CBlogs is derived from the well-known Blog Authorship Corpus released by Schler et al. [58]. The original
corpus comprises posts of 19,320 bloggers, gathered from blogger.com in 2004 and incorporates a total
of 681,288 posts. However, for many bloggers only few texts were available and suitable. For example,
1https://www.aclweb.org/anthology
2We ensured that each paper was single-authored.
3https://theapricity.com
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a fraction of the data comprised non-English text portions or contained too much noise such as words
with repetitive characters, duplicated phrases, citations, user names, etc. To counteract the biases plain
text heterogeneity and accidental text overlap described in [8], we sampled sentences from the original
posts and ensured that each sentence is solely restricted to (case-insensitive) English letters, spaces and
common punctuation marks (e. g., full stops, hyphens, parentheses or exclamation/question marks). In a
final step, all sentences were concatenated into a single document. After this processing, CBlogs comprises
6,000 documents written by 1,500 bloggers.
4.1.8 Amazon Product Data Corpus (CAmazon)
CAmazon is derived from the Amazon product data dataset, released by McAuley et al. [45]. The original
dataset contains 142.8 million product reviews from Amazon, gathered between 1996–2014. From this
dataset, we extracted a subset of 10,000 reviews from 2,000 users, where each review is related to one
of 17 product categories (e. g., electronics, movies and TV, office products or grocery and gourmet food).
Similarly to the CReddit corpus, we made sure that all documents in each verification case differ from each
other with respect to the product categories. Hence, CAmazon also represents a mixed-topic corpus.
4.2 Existing Authorship Verification Approaches
To compare the effectiveness of POSNoise and TextDistortion, we have chosen three recent (OCCAV [25],
COAV [26], SPATIUM [37]) as well as five earlier published AV approaches (GLAD [31], ProfAV [54], IM
[41], NNCD [68], Unmasking [38]). A number of studies showed the effectiveness of these methods. In the
following, we describe some design decisions we have made with regard to these methods. Furthermore,
we explain which and how the respective parameters of the methods were set.
4.2.1 Source of Impostor Documents
IM, NNCD and SPATIUM represent extrinsic AV methods and, thus, make use of external documents
to transform a verification case from a unary to a binary classification problem. In the original papers,
both IM and NNCD make use of search engines to generate the impostor documents. However, due to
quota limitations, we opted for an alternative strategy with regard to our new implementations, where
the impostor documents were directly taken from the test corpora. This strategy has been also considered
by Kocher and Savoy [36, 37] for SPATIUM. Although using static corpora is not as flexible as using
search engines, it has the advantage that due to the available metadata (for instance, user names of the
authors) the true author of the unknown document is likely not among the impostors1.
4.2.2 Uniform (Binary) Predictions
In their original form, GLAD, SPATIUM and ProfAV allow the three possible prediction outputs Y (same-
author), N (different-author) and U (unanswered), whereas for the remaining approaches only binary
predictions (Y/N) are considered. Therefore, to enable a fair comparison, we decided to unify the pre-
dictions of all involved AV methods to the binary case. In this context, verification cases for which the
AV methods determined similarity values greater than 0.5 were classified as Y, otherwise as N. Here, all
similarity values were normalized into the range [0, 1], so that 0.5 marks the decision threshold.
4.2.3 Settings for the Compression-Based Methods
For the compression-based AV methods NNCD, COAV and OCCAV we used the same compression algo-
rithm PPMd as mentioned in the original papers [25, 26, 68]. However, in the respective papers it has
not been mentioned how the hyperparameter model-order of PPMd has been set. We therefore decided
to set this hyperparameter to 7 for all three methods, based on our observation2 that this value led to
the best accuracy across all our training corpora. Moreover, we used as dissimilarity functions CDM(·)
for NNCD as well as CBC(·) for COAV and OCCAV, as defined in the original papers. Apart from these,
there are no other hyperparameters for these approaches.
1However, we cannot guarantee if different user names in fact refer to different persons. In other words, it might be
possible that multiple accounts refer to the same person.
2With regard to the hyperparameter model-order, we experimented with values from 1 to 10.
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4.2.4 Counteracting Non-Deterministic Behavior
The three AV methods SPATIUM, IM and Unmasking involve different sources of randomness (e. g., feature
subsampling, chunk generation or impostor selection) and, due to this, cause non-deterministic behavior
regarding their predictions. In other words, applying these methods multiple times to the same verification
case can result in different prediction outputs i. e., (Y, N, Y, . . . , N) which, in turn, can lead to a biased
evaluation. To counteract this problem, we performed 11 runs for each non-deterministic method and
selected the run (together with the calculated accuracy, AUC and the four confusion matrix outcomes) for
which the accuracy score represented the median. The reason why we avoided to average the multiple runs
(as, for example, was the case in [55]) was to obtain accurate numbers in regard to our analysis.
4.2.5 Model and Hyperparameters
In general, model parameters refer to parameters that are estimated directly from the data, while
hyperparameters cannot be obtained directly from the data and must therefore be set manually. In
regard to the AV methods considered in our experiments, model parameters represent the weights that
form the SVM-hyperplanes (used by GLAD and Unmasking) or the thresholds required to accept or reject
the questioned authorships (used by COAV, ProfAV and IM). To obtain the model parameters of GLAD,
ProfAV, IM and COAV, we trained the methods on the Original, POSNoise and TextDistortion training
corpora, respectively.
The hyperparameters involved in our selected AV approaches represent, among others, the number of k
cross-validation folds (used by Unmasking) or the n-order of the character n-grams (used by ProfAV) and
have been tuned in the following way: For SPATIUM and GLAD, we used the original implementations1
together with their unmodified hyperparameter settings, mentioned in the respective papers [31, 36, 37].
Regarding ProfAV, IM and Unmasking, we used our own implementations, where for the first two we
employed the same hyperparameter ranges described in the original papers. However, for Unmasking
an adjustment was needed to fit our experimental setting. In the original definition of this method,
Koppel and Schler [38, 39] considered entire books to train and evaluate Unmasking, which differ in
lengths from the documents used in our experiments. Therefore, instead of using the original fixed
hyperparameter settings (which would make Unmasking inapplicable in our evaluation setting), we decided
to consider individual hyperparameter ranges with values that are more appropriate for shorter documents
as available in our corpora. The customized hyperparameter ranges are listed in Table 4.
Hyperparameter Our grid search range Original setting
U1 = Initial feature set sizes {5, 15, 25, 35, 50, 75, 100, 150} 250
U2 = Number of eliminated features {2, 3, 5} 3
U3 = Number of iterations {3, 5, 7} 10
U4 = Chunk sizes (in words) {5, 15, 25, 35, 50, 75} 500
U5 = Number of folds {3, 5, 7, 10} 10
Table 4: Adjusted hyperparameter ranges for the AV method Unmasking. Note that the most important
modifications affect the hyperparameters U1 and U4.
Based on the original and adjusted ranges, ProfAV, IM and Unmasking were optimized using the grid
search algorithm, which was guided by accuracy as a performance metric. All tuned hyperparameters are
listed in Table 5. For a more detailed explanation of each hyperparameter, we refer the interested reader
to the original paper of the respective AV method.
4.3 Performance Measures
In past academic studies, numerous measures have been used so far to assess the performance of AV
methods including accuracy [3, 6, 7, 16, 17, 27, 38, 46, 63], c@1 [1, 15, 16, 27, 57], F1 [1, 11, 22, 52, 44],
F0.5u [9], EER [4, 13], precision-recall [66, 23] and Cohen’s κ [24]. With regard to the evaluation conducted
in this paper, we decided to use accuracy as a primary measure for a number of reasons. First, accuracy
represents the most common evaluation metric in the field of AV. Second, the measure is intuitively
understandable (the higher the resulting accuracy value, the lower the sum of incorrect predictions).
Third, accuracy behaves symmetric in contrast to some of its counterparts (for example, F1) so that
both classes (Y/N) are treated equally. Fourth, the measure is suitable for the purpose at hand, since in
1Both implementations are available at https://github.com/pan-webis-de.
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Corpus ProfAV Unmasking IM
Lu Lk n d U1 U2 U3 U4 U5 M N k
CEnron Original 6,000 7,000 5 d0 150 2 7 25 7 100 10 100
CEnron POSNoise 1,000 3,000 5 d0 35 3 5 25 10 100 10 50
CEnron TextDistortion 3,000 2,000 5 d0 100 2 3 75 7 500 25 50
CStack Original 9,000 5,000 4 d1 150 5 5 5 10 100 10 50
CStack POSNoise 2,000 2,000 4 d1 75 5 5 5 10 100 10 50
CStack TextDistortion 10,000 1,000 4 d1 100 2 5 5 10 100 10 50
CACL Original 1,000 4,000 5 d0 75 2 7 5 10 500 100 50
CACL POSNoise 2,000 2,000 5 d1 75 2 3 15 10 100 10 50
CACL TextDistortion 2,000 7,000 4 d0 50 5 5 15 10 250 25 50
CTel Original 2,000 5,000 5 d0 150 3 5 5 7 1000 10 100
CTel POSNoise 6,000 19,000 5 d0 75 3 5 5 10 1000 25 50
CTel TextDistortion 6,000 2,000 5 d0 75 2 7 15 7 1000 100 50
CApri Original 7,000 5,000 5 d0 150 5 3 25 10 250 10 50
CApri POSNoise 1,000 1,000 4 d0 150 5 3 15 10 100 25 50
CApri TextDistortion 1,000 2,000 5 d0 100 2 5 50 10 500 10 50
CReddit Original 7,000 9,000 5 d0 50 2 7 5 7 100 100 100
CReddit POSNoise 2,000 4,000 5 d0 35 2 7 5 10 100 50 50
CReddit TextDistortion 1,000 2,000 5 d0 25 2 5 5 7 100 10 50
CBlogs Original 3,000 6,000 5 d0 150 5 5 50 7 100 10 50
CBlogs POSNoise 5,000 1,000 5 d0 150 5 7 5 10 100 25 50
CBlogs TextDistortion 1000 5,000 5 d0 35 3 3 75 7 100 25 50
CAmazon Original 6,000 1,000 5 d1 150 2 3 5 7 100 10 50
CAmazon POSNoise 5,000 1,000 5 d0 100 5 3 5 10 100 25 50
CAmazon TextDistortion 5,000 1,000 5 d0 100 2 3 5 7 100 10 50
Table 5: Hyperparameters of ProfAV, Unmasking and IM tuned on the respective training corpora with the
following notation: Lu = Profile size of the unknown document; Lk = Profile size of the known document;
n = The n-order of character n-grams; d = Dissimilarity function (cf. [54, Section 3.1]); M = Number of
most similar documents that serve as potential impostors; N = Number of actual impostors from among
the potential impostors; k = Number of iterations. Note that U1 –U5 are described in Table 4.
our experiments all corpora are balanced. For comparability reasons, we also report the four confusion
matrix outcomes (TP, FN, FP and TN). These aim to gain a deeper understanding of the predictions of
the individual AV methods applied to the test corpora. Moreover, the four outcomes allow the interested
reader to compute other performance measures that might be useful for further comparisons. Besides
these, we also report the AUC score, which has been often considered in previous AV studies including
[1, 27, 34, 55, 56, 61, 62]. The main advantage of AUC is the independence from a fixed threshold.
4.4 Comparison Between Topic-Masked Representations
To allow a reasonable comparison between the masking representations generated by POSNoise and
TextDistortion, an appropriate and fixed setting for the latter is necessary. In this context, we opted for
the DV-SA variant (cf. Section 2) on the basis of the following considerations. According to Stamatatos
[60], the DV-SA seems to be more competitive than DV-MA. In fact, in a preliminary experiment1, in
which we have preprocessed a number of corpora with the DV-MA variant, we could also observe this
effect. For the two AV methods NNCD and COAV, we noticed an accuracy drop of up to 13.6% on the
corpus CACL in comparison to DV-SA. As a reason for this decrease, we found that DV-MA produces
too many redundant "*" sequences that cause a higher degree of similarity between a pair of documents.
This, in turn, led to a large number of FP predictions and, thus, to a loss of accuracy. Another reason
to favour the DV-SA variant is its comparability to our approach, in which topic-related text units are
also replaced token-wise.
Regarding the topic regularization hyperparameter k, we inspected a number of preprocessed documents,
to find a suitable setting i. e., one that suppresses topic-related words such as (proper) nouns. Table 6
shows the effect of the variation of k. It can be seen that the higher the increase of k, the more topic-related
words remain in the sentences. Therefore, to maximize the number of appropriate stylistic features, while
minimizing the number of topic-related words, we set k = 100. With regard to the documents examined,
this setting yields a good compromise between both requirements.
1We applied NNCD and COAV to three corpora preprocessed by DV-MA using k ∈ {10, 100, 200, 400}.
10
k Distorted sentences
10 *. * was * a * * * is * *.
100 *. * was * a * but he is not now.
200 Mr. * was * a * but he is not now.
400 Mr. * was * a * but he is not now.
10 In * * * * * a * * * * * * *:
100 In * you can * for a * * from * two * *:
200 In * you can * for a * * from * two government *:
400 In * you can * for a full * from * two government *:
10 * * * * * * * * * *.
100 * his * with * when there are * *.
200 * his * with * when there are children *.
400 * his * with * when there are children *.
10 * *’* * * it * * * * *,” * *.
100 They *’* * that it could be an * *,” * said.
200 They *’* * that it could be an old man,” * said.
400 They *’* * that it could be an old man,” * said.
10 * * * * and * of * * *, * * * * * in * * .
100 At * * * and that of * * *, * * for * * in * * .
200 At * * * and that of most US *, too * for life * in such * .
400 At * * law and that of most US *, too * for life * in such * .
Table 6: TextDistortion: Influence of the topic regularization hyperparameter k on sample sentences.
Based on this setting, we examined the extent to which the two topic-masked representations generated by
POSNoise and TextDistortion differ from each other. For this, in Table 7 we list several example sentences
taken from the test corpora, which show the differences regarding the outputs of both approaches. It can
be clearly seen that both approaches entirely mask topic-related words. However, in contrast to TextDis-
tortion, our approach preserves a greater number of syntactic structures including multi-word expressions
(e. g., "but otherwise" or "one-to-many"), contractions ("I’m", "don’t", "isn’t", "we’ve", "you’re"
or "couldn’t") or sentence openers ("According", "However", "Still", "Further", "Conversely" or
"Without") that represent important stylistic features. Another difference that can be seen in Table 7 is
that POSNoise not only preserves stylistically relevant words and phrases occurring in the documents
but also generates additional features i. e., POS tags that increase the diversity of the documents feature
space. Depending on the considered AV method, a variety of feature compositions can be derived from
POSNoise representations. These includes, for instance, POS tags with preceding/succeeding punctuation
marks or POS tags surrounded by function words. Such feature compositions can play a decisive role in
the prediction of an AV method and are therefore desirable.
4.5 Results
Given the trained model parameters and the optimized hyperparameters, we evaluated GLAD, Unmasking,
IM, ProfAV and COAV as well as the non-trainable approaches SPATIUM, NNCD and OCCAV on the
test corpora. Both training and evaluation were performed respectively for the Original, POSNoise and
TextDistortion corpora. The overall results are shown in Table 8. A compact summary with respect to
the maximum and average improvements of POSNoise over TextDistortion is provided in Table 9. As can
be seen from Table 8, POSNoise outperforms TextDistortion in 51 out of 64 cases in terms of accuracy
and in 45 out of 64 cases in terms of AUC. In terms of accuracy and AUC there are 1 and 4 ties,
respectively.
Taking a closer look at the accuracy improvements in Table 8, we can identify two groups of AV methods
that benefit from the representations generated by POSNoise. Group I refers to such methods that make
use of character-based features, whereas group II refers to such methods that employ token-based features.
With regard to both groups, the following improvements can be observed in at least three corpora:
(I) NNCD (3.1%–8.5% improvement on six corpora), COAV (4.2%–11.1% improvement on five cor-
pora), OCCAV (2.9%–7.2% improvement on four corpora) and ProfAV (6.1%–8.3% improvement
on three corpora).
(II) Unmasking (3.7%–12.5% improvement on seven corpora) and SPATIUM (5.2%–6.0% improvement
on three corpora).
In what follows, we first provide a more detailed analysis with respect to the verification results obtained
on the corpora preprocessed by POSNoise and TextDistortion. Afterwards, we explain why for certain
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Approach Original and distorted sentences
Original And don’t pretend like Hazzell isn’t the 2nd or 3rd issue.
POSNoise And don’t V like P isn’t the J or J N.
TextDistortion And *’* * like * *’* the #* or #* *.
Original I don’t even understand what you’re trying to imply.
POSNoise I don’t even V what you’re trying to V.
TextDistortion I *’* * * what *’* * to *.
Original I’m not sure we’ve ever been clear on this.
POSNoise I’m not J we’ve B been J on this.
TextDistortion *’* not * *’* * been * on this.
Original Conversely, the Poisson distribution is discrete and positive.
POSNoise Conversely, the P N is J and J.
TextDistortion *, the * * is * and *.
Original However, the scheme is not restricted to that one.
POSNoise However, the N is not V to that one.
TextDistortion *, the * is not * to that one.
Original Further research in those directions is needed.
POSNoise Further N in those N is needed.
TextDistortion * * in * * is *.
Original According to the article, Blogs are a direct, one-to-many vehicle for communicating ideas’.
POSNoise According to the N, N are a J, one-to-many N for V N’.
TextDistortion * to the *, * are * *, *-*-* * for * *’.
Original They couldn’t pass the university’s swimming requirement, but otherwise met the requirements.
POSNoise They couldn’t V the N’s N N, but otherwise V the N.
TextDistortion They *’* * the *’* * *, but * * the *.
Original Without using the Fisher’s information, it is often really hard to derive the error bounds.
POSNoise Without using the P’s N, it is B really J to V the N V.
TextDistortion * * the *’* *, it is * * * to * the * *.
Table 7: Comparison between the resulting POSNoise and TextDistortion representations.
Original corpora higher results have been achieved, when both approaches are applied beforehand. Finally,
we describe our conducted significance tests.
4.5.1 Analysis of Verification Results (POSNoise vs. TextDistortion)
In the following, we investigate the question, what led to the improvements of the AV methods using
the POSNoise corpora. For this, we performed a manual analysis regarding more than 50 verification
case across all corpora, which were correctly classified (TP or TN) by the methods using POSNoise but
misclassified (FP or FN) when using TextDistortion. One of the most important observations we made
during the analysis was that the improvements with respect to our approach were often accompanied
by different features related to the characteristics of the respective texts. Regarding documents written
in scientific language, which are present in the corpora CACL and CStack, we noticed for the methods
NNCD, COAV and OCCAV that sentence openers (e. g., "In other words,", "On the one hand,", "As
a result,", "In general,", "Further,", "Furthermore,", "Instead," or "Given") as well as transi-
tional words and phrases with adjacent punctuation marks (e. g., ", however,", ", particularly" or
", such as") played an integral role for TP predictions. These features were present in the POSNoise
representations, whereas in the TextDistortion documents they were either completely or partially masked
(cf. Table 6). With respect to the latter, we noticed that highly frequent sentence starters such as "A",
"The", "In" and "This" contributed to a higher similarity between document pairs, which accidentally
resulted in a higher number of FP predictions. Although these sentence starters were also present in
the POSNoise representations, they only had a minor impact on the verification results. In contrast to
these, generic adverbs (e. g., "usually", "exactly", "frequently" or "generally") and empty verbs
(e. g., "go", "seem", "use" or "look") were more meaningful, as their one-sided presence increased the
dissimilarity between the unknown and known documents which, in turn, increased the number of TN
predictions.
Within the POSNoise documents, we furthermore noticed that a variety of syntactical structures rep-
resented by the POS tags (e. g., "N to V", "J N.", "V B from", "the J N that", "V into J N." or
"other N of P.") were particularly suitable for the correct classification of Y-cases. Within the TextDis-
tortion documents, however, such fine-grained patterns were not present. Instead, we noticed many strings
such as "* to *", "* and *" or "the * *" that, due to their redundancy, increased the similarity be-
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Original Corpus POSNoise Corpus TextDistortion Corpus
Method Acc. AUC TP FN FP TN Acc. AUC TP FN FP TN Acc. AUC TP FN FP TN
COAV 0.813 0.930 44 4 14 34 0.760 0.857 36 12 11 37 0.719 0.808 40 8 19 29
GLAD 0.719 0.800 34 14 13 35 0.823 0.875 37 11 6 42 0.729 0.780 33 15 11 37
IM 0.875 0.956 39 9 3 45 0.844 0.925 40 8 7 41 0.792 0.880 35 13 7 41
NNCD 0.906 1.000 39 9 0 48 0.875 1.000 36 12 0 48 0.854 1.000 34 14 0 48
OCCAV 0.771 0.875 39 9 13 35 0.740 0.832 37 11 14 34 0.719 0.819 39 9 18 30
ProfAV 0.760 0.884 40 8 15 33 0.771 0.878 42 6 16 32 0.688 0.761 34 14 16 32
SPATIUM 0.750 0.845 29 19 5 43 0.813 0.877 31 17 1 47 0.760 0.827 30 18 5 43
C
E
n
r
o
n
Unmasking 0.708 0.807 34 14 14 34 0.729 0.750 39 9 17 31 0.604 0.724 33 15 23 25
COAV 0.404 0.388 42 72 64 50 0.570 0.654 60 54 44 70 0.548 0.577 55 59 44 70
GLAD 0.763 0.839 92 22 32 82 0.750 0.843 84 30 27 87 0.851 0.897 99 15 19 95
IM 0.482 0.515 38 76 42 72 0.689 0.738 77 37 34 80 0.640 0.745 43 71 11 103
NNCD 0.513 0.552 4 110 1 113 0.553 0.706 12 102 0 114 0.539 0.705 10 104 1 113
OCCAV 0.496 0.408 0 114 1 113 0.500 0.572 5 109 5 109 0.526 0.532 17 97 11 103
ProfAV 0.539 0.609 67 47 58 56 0.601 0.678 74 40 51 63 0.623 0.702 76 38 48 66
SPATIUM 0.636 0.723 49 65 18 96 0.684 0.758 59 55 17 97 0.658 0.757 59 55 23 91
C
S
ta
c
k
Unmasking 0.539 0.542 60 54 51 63 0.618 0.651 68 46 41 73 0.526 0.553 64 50 58 56
COAV 0.782 0.883 120 20 41 99 0.764 0.842 110 30 36 104 0.654 0.713 95 45 52 88
GLAD 0.700 0.752 104 36 48 92 0.629 0.680 95 45 59 81 0.643 0.686 94 46 54 86
IM 0.764 0.855 87 53 13 127 0.775 0.851 97 43 20 120 0.721 0.817 80 60 18 122
NNCD 0.743 0.996 68 72 0 140 0.729 0.994 64 76 0 140 0.657 0.997 44 96 0 140
OCCAV 0.500 0.713 0 140 0 140 0.504 0.688 1 139 0 140 0.500 0.606 0 140 0 140
ProfAV 0.739 0.793 107 33 40 100 0.725 0.783 103 37 40 100 0.664 0.693 79 61 33 107
SPATIUM 0.664 0.717 67 73 21 119 0.707 0.758 82 58 24 116 0.654 0.713 72 68 29 111
C
A
C
L
Unmasking 0.679 0.738 87 53 37 103 0.704 0.729 99 41 42 98 0.614 0.667 86 54 54 86
COAV 0.855 0.927 146 20 28 138 0.801 0.883 140 26 40 126 0.750 0.836 132 34 49 117
GLAD 0.798 0.874 123 43 24 142 0.759 0.849 133 33 47 119 0.744 0.840 127 39 46 120
IM 0.837 0.923 133 33 21 145 0.810 0.907 136 30 33 133 0.789 0.888 125 41 29 137
NNCD 0.783 1.000 94 72 0 166 0.723 1.000 74 92 0 166 0.660 1.000 53 113 0 166
OCCAV 0.732 0.828 100 66 23 143 0.708 0.791 92 74 23 143 0.636 0.744 76 90 31 135
ProfAV 0.795 0.877 131 35 33 133 0.744 0.829 112 54 31 135 0.717 0.820 104 62 32 134
SPATIUM 0.765 0.856 111 55 23 143 0.801 0.862 126 40 26 140 0.741 0.825 104 62 24 142
C
T
e
l
Unmasking 0.741 0.832 121 45 41 125 0.762 0.809 123 43 36 130 0.711 0.794 120 46 50 116
COAV 0.832 0.921 144 26 31 139 0.850 0.925 150 20 31 139 0.800 0.891 146 24 44 126
GLAD 0.768 0.842 132 38 41 129 0.800 0.889 141 29 39 131 0.806 0.859 137 33 33 137
IM 0.871 0.921 145 25 19 151 0.885 0.939 140 30 9 161 0.879 0.938 151 19 22 148
NNCD 0.815 0.998 107 63 0 170 0.776 1.000 94 76 0 170 0.697 0.998 67 103 0 170
OCCAV 0.809 0.877 139 31 34 136 0.832 0.890 144 26 31 139 0.779 0.842 135 35 40 130
ProfAV 0.779 0.853 134 36 39 131 0.771 0.856 130 40 38 132 0.765 0.854 136 34 46 124
SPATIUM 0.806 0.870 123 47 19 151 0.818 0.873 132 38 24 146 0.800 0.889 136 34 34 136
C
A
p
r
i
Unmasking 0.735 0.831 127 43 47 123 0.782 0.849 143 27 47 123 0.724 0.826 133 37 57 113
COAV 0.836 0.909 503 97 100 500 0.816 0.876 492 108 113 487 0.753 0.823 430 170 126 474
GLAD 0.799 0.877 510 90 151 449 0.793 0.867 490 110 139 461 0.788 0.864 503 97 157 443
IM 0.833 0.888 431 169 31 569 0.856 0.899 470 130 43 557 0.852 0.905 475 125 53 547
NNCD 0.773 0.999 328 272 0 600 0.760 1.000 312 288 0 600 0.675 1.000 210 390 0 600
OCCAV 0.778 0.851 409 191 75 525 0.771 0.846 405 195 80 520 0.730 0.809 355 245 79 521
ProfAV 0.764 0.821 453 147 136 464 0.770 0.835 476 124 152 448 0.756 0.828 453 147 146 454
SPATIUM 0.797 0.863 446 154 90 510 0.818 0.874 478 122 97 503 0.826 0.892 493 107 102 498
C
R
e
d
d
it
Unmasking 0.719 0.785 467 133 204 396 0.753 0.814 484 116 181 419 0.716 0.801 465 135 206 394
COAV 0.832 0.907 766 134 169 731 0.784 0.873 740 160 229 671 0.784 0.858 730 170 218 682
GLAD 0.827 0.904 744 156 156 744 0.822 0.898 749 151 169 731 0.803 0.883 743 157 198 702
IM 0.848 0.919 700 200 74 826 0.827 0.908 675 225 87 813 0.833 0.912 741 159 141 759
NNCD 0.763 0.989 473 427 0 900 0.694 0.985 349 551 0 900 0.660 0.984 288 612 0 900
OCCAV 0.795 0.877 649 251 118 782 0.760 0.848 617 283 149 751 0.731 0.818 566 334 151 749
ProfAV 0.727 0.806 687 213 278 622 0.787 0.856 703 197 186 714 0.708 0.797 668 232 293 607
SPATIUM 0.799 0.882 665 235 126 774 0.823 0.895 720 180 139 761 0.810 0.889 730 170 172 728
C
B
lo
g
s
Unmasking 0.750 0.821 698 202 248 652 0.777 0.849 709 191 210 690 0.728 0.813 703 197 292 608
COAV 0.768 0.847 925 275 281 919 0.808 0.890 999 201 260 940 0.818 0.891 1005 195 243 957
GLAD 0.858 0.937 1042 158 183 1017 0.862 0.938 1049 151 181 1019 0.856 0.933 1041 159 187 1013
IM 0.815 0.901 941 259 186 1014 0.856 0.932 1021 179 167 1033 0.862 0.940 1044 156 175 1025
NNCD 0.600 0.996 239 961 0 1200 0.664 0.999 393 807 0 1200 0.633 0.999 319 881 0 1200
OCCAV 0.738 0.810 950 250 378 822 0.777 0.858 943 257 279 921 0.779 0.862 933 267 264 936
ProfAV 0.723 0.797 861 339 326 874 0.752 0.838 942 258 337 863 0.759 0.841 930 270 309 891
SPATIUM 0.788 0.873 841 359 150 1050 0.835 0.908 964 236 160 1040 0.839 0.918 1028 172 214 986
C
A
m
a
z
o
n
Unmasking 0.725 0.801 903 297 362 838 0.773 0.845 969 231 313 887 0.770 0.857 962 238 314 886
Table 8: Comparison between all eight AV methods applied to the eight Original, POSNoise and TextDis-
tortion test corpora. Bold and underlined values indicate the best and second best results, respectively.
Note that in case of ties, AUC serves as a secondary ranking option.
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CEnron CStack CACL CTel CApri CReddit CBlogs CAmazon Total
Maximum 12.5% 9.21% 11.07% 7.23% 7.94% 8.5% 7.89% 3.08% 12.5%
Average 6.12% 0.66% 5.36% 4.52% 3.31% 2.99% 2.70% 0.14% 3,2%
Table 9: Accuracy differences of the AV methods between the POSNoise and TextDistortion corpora. Note
that the average value for CStack is biased, due to the big improvement for GLAD in favor of TextDistortion.
tween the unknown and known documents and thus caused a higher number of FP predictions.
Regarding texts written in a more colloquial style such as the posts in the corpora CApri, CReddit and CBlogs,
we made partly different observations for NNCD, COAV and OCCAV. In particular, we noticed that within
POSNoise documents, contractions often contributed to correct predictions in both directions. While for
some Y-cases individual contractions such as "can’t", "it’s", "didn’t", "they’re" or "doesn’t" were
relevant, other types of contractions including "Aren’t", "hadn’t", "who’s" or "hasn’t" contributed
to the correct prediction of N-cases. The same is also true for interjections. Here, we observed that
for a number of Y-cases various idiosyncrasies such as "Oh", "Bah" or "Okay" were helpful, while for
N-cases certain types of interjections including "Yeah,", "lol", "mmm" or "wtf" increased the degree
of dissimilarity and, by this, contributed to their correct predictions. However, with regard to the
TextDistortion documents, all interjections and contractions were uniformly masked by "*" and "*’*",
respectively, which led to a higher degree of similarity between the unknown and known documents. As
a result, COAV and OCCAV tend to inadvertently predict more FPs. Moreover, we observed that generic
adverbs such as "simultaneously", "eventually", "sometimes" or "enough", which appeared in the
POSNoise while being masked in the TextDistortion representations, often increased the dissimilarity
between the documents. Consequently, a larger number of FN predictions was observed for the AV
methods using TextDistortion, in particular, for NNCD (cf. Table 8).
With regard to the Unmasking method, which benefited mostly from the POSNoise representations, we
conducted a two-folded feature ablation test1 to find out which feature groups are more important.
For this purpose, we considered the seven POSNoise corpora (CEnron, CStack, CACL, CTel, CApri, CReddit and
CReddit) for which Unmasking achieved 3.7%–12.5% improvements over TextDistortion. Initially, we re-
moved all POS tags from the POSNoise documents, so that all words and phrases contained in our
predefined list L (cf. Table 1) remained in the documents. Conversely, in the second test, we removed
all features contained in L from the POSNoise documents but kept all POS tags predefined in the set
S (cf. Algorithm 1). In both tests, punctuation marks were left in the documents. For each test, we
re-evaluated the Unmasking method based on the modified corpora. The results are shown in Table 10
along with the results obtained on the initially proposed POSNoise corpora (cf. Table 8).
POSNoise Acc. POSNoise Acc. POSNoise Acc. POSNoise
corpus (with S and L) (with Lonly) (with Sonly)
CEnron 0.729 0.677 0.667
CStack 0.618 0.579 0.548
CACL 0.701 0.664 0.662
CTel 0.762 0.696 0.714
CApri 0.782 0.768 0.726
CReddit 0.753 0.752 0.732
CBlogs 0.777 0.762 0.759
Table 10: Accuracy results of the feature ablation test regarding the method Unmasking.
As can be seen from Table 10, for four corpora a similar accuracy loss is observable. This indicates that
the words and phrases contained in L as well as the POS tags included in S play both an important role
for the underlying classifier of Unmasking.
4.5.2 Analysis of Verification Results (Original vs. POSNoise and TextDistortion)
A comparison of the results between the corpora Original, POSNoise and TextDistortion (cf. Table 8)
shows that with the topic-masked versions of CStack, CApri and CAmazon the majority of the investigated
1Note that this test is not useful for compression-based AV methods, because eliminating certain strings from documents
would introduce new (artificial) features that would distort the analysis.
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AV methods lead to higher results than with the Original corpora. There is a simple explanation for
this. Both POSNoise and TextDistortion aim at a canonicalization of the texts based on their individual
topic masking procedures. As a result, numerous opposing links between features to classes (Y and N) are
canceled which, in turn, leads to an improved recognition accuracy. This can be observed especially for
the cross-topic corpus CStack, where POSNoise and TextDistortion show an average improvement of 7.4%
and 6.7%, respectively. In those corpora where these cross-links are not, or rarely, present (for example,
CTel and CBlogs) an accuracy loss can be seen instead. It is very likely that the higher accuracy results
obtained on the Original corpora were due to topic-related words.
However, we would like to stress that in an AV task one could and should trade a certain degree of
accuracy, in order to fulfill the true objective (classifying documents according to their writing style
rather than their topic).
4.5.3 Significance Tests
In analogy to Potha and Stamatatos [56], we also make use of approximate randomization testing1 [49],
which belongs to the family of nonparametric tests that do not require distributional assumptions. We
performed a pairwise comparison of the accuracy with respect to each AV method applied to the global2
POSNoise and TextDistortion test corpus, respectively. The null hypothesis H0 is that there is no sta-
tistically difference between both outputs. Let p denote the p-value computed by the test. This value
corresponds to the probability of an even greater difference between the two methods than the one we
have observed – given the assumption that H0 is true. Since we have chosen a confidence level of 95%,
a p ≤ 0.05 indicates a statistically significant difference. The conducted hypothesis tests led to the fol-
lowing p-values (rounded to the third decimal place): 0.000 (COAV), 0.193 (GLAD), 0.556 (IM), 0.000
(NNCD), 0.000 (OCCAV), 0.000 (ProfAV), 0.087 (SPATIUM) and 0.000 (Unmasking). In 5 out of 8
cases, the resulting p-values are smaller than the significance level of 5%, which leads to the rejection of
H0 in the respective cases. Since SPATIUM becomes significant at a significance level of 10%, we con-
clude that only for GLAD and IM it is indifferent whether their preprocessing was done by POSNoise or
TextDistortion. In all other cases, a significant difference in the performance of the individual AV methods
based on POSNoise, can be measured.
5 Conclusion and Future Work
We discussed a serious problem in the context of authorship verification, which affects many AV methods
that have no control over the features they capture. As a result, the classification predictions of the
respective AV methods may be biased by the topic of the investigated documents. To address this
problem, we proposed a simple but effective approach called POSNoise, which aims to mask topic-related
text units in documents. In this way, only those features in the documents that relate to the authors’
writing style are preserved, so that the actual goal of an AV method can be achieved. In contrast to
the alternative topic masking technique TextDistortion, our approach follows a two-step strategy to mask
topic-related content in a given document D. The idea behind POSNoise is first to substitute topic-related
words with POS tags predefined in a set S. In a second step, a predefined list L is used to preserve certain
categories of stylistically relevant words and phrases that occur in D. In addition to this list, we also
preserve all remaining words in D, for which their corresponding POS tags are not contained in S. The
result of this procedure is a topic-agnostic document representation that allows AV methods to better
quantify stylistically relevant features. Besides a POS tagger and a predefined list L, no further linguistic
resources are required. In particular, there is no scalar hyperparameter that requires careful adjustment,
as it is the case with the TextDistortion approach.
However, besides the benefits of our approach, there are also several issues that needs further consid-
eration, especially, when focusing on languages other than English. First of all, a predefined list of
topic-agnostic words and phrases for the targeted language must be assembled beforehand. Second, our
approach relies on a POS-tagger so that the availability of a trained model for the desired language must
be ensured. Third, due to the imperfection of the POS tagger, incorrect POS tags might emerge in the
topic-masked representations. Although we have hardly noticed this problem with documents written
in English, it is more likely to happen with documents written in other languages. Fourth, due to the
1Here, we used the python script of Vincent Van Asch, available at https://github.com/mikekestemont/ruzicka. For N
(number of permutations) we set 100,000.
2Meaning, all eight corpora results were combined for each masking approach.
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underlying tagging process, our approach is slower than TextDistortion, where the runtime depends on
several factors (e. g., the considered POS tagger or the trained model).
To assess our approach, we performed a comprehensive evaluation with eight existing AV approaches
applied to eight corpora with related, cross and mixed topics. Here, we have shown that AV methods
based on POSNoise classify better compared to TextDistortion in 51 out of 64 cases with an accuracy
improvement of up to 12.5%. Furthermore, we demonstrated that for mixed- and cross-topic corpora
preprocessed with POSNoise, certain AV methods more often achieve higher results (improvement of up
to 20.6%) compared to the original corpora, which underlines the importance of topic masking. Regarding
the accuracies of the AV approaches applied to POSNoise and TextDistortion corpora, statistical significant
differences were observable for the majority of the methods examined. In this context, we found that AV
methods based on a single category of features such as character n-grams or frequent tokens, especially
benefit both from POSNoise. Based on a manual inspection of more than 50 verification cases, we
identified that one major reason for the improvements of our approach is that a larger feature space can be
accessed by the respective methods. Fine-grained features such as specific sentence openers, contractions
or interjections (not present in the TextDistortion documents) increased the likelihood of true positive and
true negative predictions. However, a more in-depth analysis regarding the improvements of POSNoise
is left for future work. Another direction for future work is to investigate the question in which scenarios
POSNoise is also applicable. One idea, for example, is to perform experiments under cross-domain AV
conditions, which often occur in real forensic cases (for example, how a model trained on forum posts
or cooking recipes performs on suicide letters, for which no training data is available yet). Beyond the
boundaries of the AV, we also plan to investigate the effectiveness of our approach in related authorship
analysis disciplines such as author profiling, author clustering, or author diarization.
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