INTRODUCTION
Markov chains play an extremely important role in the study of various problems of technology, genetics, physics and other problems. The problems of doubly connected and multiply connected Markov chains are reduced to integral equations first studied in the case of continuous given functions by V.I. Romanovskij [01] . Solutions of such equations can be found explicitly in rare cases, so it is important to develop approximate and numerical methods for their solution. Approximate and numerical methods for solving the inhomogeneous integral Romanovskij equation: (1) are being considered in this article. The singularity of equation (1) is connected with the rearrangement of variables for the unknown function under the integral sign and integrating it in one of two variables. Because of this, the operator M in equation (1) is not integral (since the criterion of A.V. Bukhvalov [02] ) on the integral representation of a bounded linear operator is not fulfilled) and is not completely continuous. Fundamentals of the theory of equation (1) with a continuous kernel are constructed by V.I. Romanovskii [01], using methods analogous to the method of Fredholm determinants, in [03] studied more general classes of linear integral equations of Romanovskii type with partial integrals and kernels of more general types. We note that the Fredholm property of equation (1) , whose kernel is a continuous function by (t,s) with values in the space of summable functions, is established in [04] for the case of a space of continuous functions. The conditions for the equivalence of equation (1) to the Fredholm integral equation of the second kind and the conditions for the invertibility of these equivalent equations in the space of functions continuous on the square are contained in Theorem 1; in Theorem 2 conditions for the unique solvability in the space of continuous functions of equation (1) and the conditions for which equation (1) either has no continuous solutions, or has more than one continuous solution are given. Next, we study the approximate solution of the invertible equation (1) . This equation is replaced by a linear partially integral Romanovskij equation with a degenerate continuous kernel close to the kernel m. The solution of the approximate equation is constructed explicitly, and the estimate of the error of the approximate solution of equation (1) Numerical schemes for solving equation (1) with a continuous kernel are constructed. The integral equation (1) is replaced by a system of linear algebraic equations, whose solution tends to the solution of equation (1) for an unrestricted refinement of a segment [a, b] . Another method of numerical solution of equation (1) is associated with the replacement of this equation by a system of linear integral equations of the second kind with an additional condition and the replacement of this system by a system of linear algebraic equations with an additional condition on the solution. Theorem 3 shows the conditions under which the solution of equation (1) can be found by the method of mechanical quadratures, and the rate of convergence of the numerical solution to the exact solution is given. By [03], the operator M acts and is bounded in C. As noted above, the operator M is not a completely continuous integral operator in C. However, the operator M 2 is a completely continuous integral operator in the space C [05]. Indeed, applying the Fubini theorem, we establish the equality:
RESULTS AND DISCUSSION

CONDITIONS ON THE SOLVABILITY OF EQUATION (1)
It can be verified directly that where C(L 1 (D)) denotes the space of continuous vector-valued functions E . Then M 2 is a completely continuous integral operator in C. Consequently, Fredholm's theorems hold for equation (1) with kernel from C(L 1 ).
Suppose that 1 is not an eigenvalue of the operator M 2 . By the theorem on the spectrum map is not a point of the spectrum of the operator Therefore, (1) has a unique solution x(t, s). Therefore, x(t, s) is the unique solution of the integral equation:
Conversely, let equation (4) have a unique solution x(t, s). Equation (2) can be written in the form: (3) where I is the identity operator on C. Since equation (3) with a completely continuous operator M 2 has a unique solution, then . Then the operator I+M is invertible in C .
Applying the operator (I+M) -1 to both sides of equation (3) to the left and taking into account that we get that x(t,s) is the unique solution of equation (1) . Thus, in the case under consideration, equations (1) and (2) are equivalent and have a unique solution x(t,s). If, however, 1 is an eigenvalue of the operator M 2 and then by (3) the operator I+M is invertible in C. Applying the operator (I+M) -1 to both sides of equation (3), we obtain the equivalent equation (1) . Thus, it is valid Theorem 1. Let m ϵ C(L 1 ) and f be an arbitrary function in C. Then the following assertions hold:
a. if 1 σ(M 2 ) then in C the equation (1) and the Fredholm integral equation of the second kind (2) are equivalent and invertible; b. if 1ϵσ(M 2 ) and 1 σ(M 2 ) then in C the equations (1) and (2) are equivalent. We note that the equation x=Ax+f with linear bounded operator A in C is considered (here and below) invertible in C if the operator I-A is invertible on C. Suppose that the condition of Theorem 1 is satisfied. Then in C equations (1) and (2) Therefore, the operator I-K 0 has a bounded inverse operator in C and (7) where and Then equation (5) can be written in the form (8) Taking (7) into account, we obtain an integral equation with a degenerate kernel: (9) where Assuming we obtain a system of linear algebraic equations (10) Thus, it is valid. Theorem 2. Let m ϵ C(L 1 ) and f ϵ C. Then the following assertions hold: a. if the principal determinant of system (10) is not equal to zero, then equation (1) has a unique solution continuous on D; b. if the principal determinant of system (10) is zero, then in C equation (1) either has no solutions, or has a finite number of linearly independent solutions.
AN APPROXIMATE SOLUTION OF EQUATION (1)
An approximate solution in C of equation (1) with a kernel from C(L 1 ) and a continuous function f(t,s) is a rather effective replacement of the kernel by a degenerate one. We assume that equation (1) with kernel m ϵ C(L 1 ) and function f ϵ C is invertible in C. By virtue of the stability of the invertibility of equations with respect to sufficiently small perturbations [08], there is a ϵ>0, such that equation: (11) is invertible for Solutions of equations (1) and (11) We show that when the kernel of equation (1) is replaced by a degenerate kernel, the Romanovskij equation is obtained, whose solution is constructed explicitly. Suppose that in (11) (15) where l j , m j , n j are continuous functions on [a, b] . Substituting (15) into (11), we obtain Substituting (21) into (20), we obtain the system (22) where Thus, the integral equation of Romanowskij (11) with the degenerate kernel (15) reduces to system (22), whose solution can be found as the union of the solutions of systems obtained from (22) for each fixed j=1,...,n. Since equation (11) has a unique solution, each of these systems has a unique solution. Consequently, system (22) has a unique solution. Substituting this solution of system (22) into (21), we obtain
The only solution of equation (11) is now obtained by substitution of the found in (18). Another method of approximate solution of equation (1) is connected with the transition to an equivalent problem for the system of linear integral equations of Fredholm of the second kind with a parameter and the subsequent approximate solution of this problem. Indeed, let Then and equation (1) (1) reduces to an approximate solution of the system (23) and verification of equalities (24), understood as approximate equalities. Another method of approximate solution of equation (1) for is associated with the transition to the Fredholm integral equation of the second kind (2) and the replacement in (2) of the kernels by formula (4), in which the kernel is chosen equal to zero, and the sum is chosen so that:
where is an arbitrarily small number. As a result, we obtain the Fredholm integral equation of the second kind with a continuous degenerate kernel:
where the function g(t, s) is determined by the formula (6). For sufficiently small , equation (25) is invertible and is solved in the standard way.
NUMERICAL SOLUTION OF EQUATION (1)
We consider equation (1) (1), and its solution tends to the solution of equation (1) [01]. Thus, an approximate numerical solution of equation (1) can be found as a solution of system (26). We note that this solution (26) is obtained under the condition .For sufficiently large n this condition means that Another method for the numerical solution of equation (1) 
The verification of equality (24) reduces to estimating the smallness of the number
The approximate values of the solution of equation (1) are calculated by the formula:
by sufficiently small We note that the direct application of quadrature formulas to equation (1) with continuous given functions f(t,s) and m(t,s,σ) causes difficulties due to the fact that the operator M in equation (1) is not completely continuous, and the well-known arguments of the mechanical quadrature method for Fredholm integral equations use the complete continuity of integral operators, which determine such equations. However, if then the method of mechanical quadratures is applied not to equation (1), but to the equivalent reversible equation (2) where and r pqPQ is the remainder, we get the system, after discarding the remainders in the equations of which we will have a system of equations (31) where x ij = x (t i , s j ).
